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In this paper we use the gauge/gravity duality to perform the first systematic study of the onset
of hydrodynamic behavior in a hot and dense far-from-equilibrium strongly coupled relativistic fluid
with a critical point. By employing a top-down holographic construction that stems from string
theory, we numerically obtain the full nonlinear evolution of the far-from-equilibrium system under-
going a Bjorken expansion and address the following question: how does hydrodynamic behavior
emerge in the vicinity of a critical point in the phase diagram? For the top-down holographic sys-
tem analyzed in the present work, we find that the approach to hydrodynamics is strongly affected
by the presence of the critical point: the closer the ratio between the chemical potential and the
temperature is to its critical value, the longer it takes for the system to be well described by the
equations of viscous hydrodynamics.
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I. INTRODUCTION
Quantum chromodynamics (QCD) [1, 2] is the funda-
mental theory of nature that describes the interactions
between quarks and gluons, accounting for the vast ma-
jority of the mass of ordinary baryonic matter in the Uni-
verse [3]. QCD is also responsible for gluing protons and
neutrons together inside atoms allowing for the stabil-
ity of nuclear matter and a long-standing challenge in
the field has been the determination of its equilibrium
properties as a function of temperature T and baryon
chemical potential µB [4].
The QCD phase diagram has been the focus of
many experimental, observational, and theoretical ef-
forts through the years. In the experimental front, the
main tool used to investigate hot and dense QCD mat-
ter is heavy ion collisions [5–9], which produce a strongly
coupled fluid made of deconfined but highly correlated
quarks and gluons, the so-called quark-gluon plasma
(QGP) [10–12]. In the observational front, the core of
compact neutron stars may comprise new phases of quark
matter expected to exist when µB/T  1, such as color
superconductivity [13]. While the equation of state of
such high baryon dense matter is currently unknown,
powerful constraints may be derived at low and asymp-
totically high densities [14, 15] which together with ob-
servational data on neutron stars [16, 17], including the
very recent observation of gravitational waves emitted
by a neutron star merger [18, 19], provide a much better
understanding of QCD under those extreme conditions.
In the theoretical front, first principles lattice QCD
simulations can successfully describe many equilibrium
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properties of the QGP up to µB/T ∼ 2 [20, 21] including
the crossover nature of the QCD phase transition at zero
chemical potential [22, 23]. However, even lattice QCD
simulations suffer from severe limitations, as they are cur-
rently unable to deal with larger values of baryon chem-
ical potential (due to the fermion sign problem [4]) and
also real time out-of-equilibrium phenomena [24], which
are of fundamental importance for the spacetime evolu-
tion of the fireball produced in heavy ion collisions and
also for the cold and dense matter core of neutron stars.
In particular, a crucial question for the beam energy
scan (BES) program conducted at RHIC [25], the fu-
ture fixed target experiments at RHIC [26, 27], the com-
pressed baryonic matter (CBM) experiment at FAIR
[28, 29], and also the upcoming experiments at NICA
[30], is the location of the QCD critical end point (CEP),
which would mark the end of a first order phase transi-
tion line expected to exist in the QCD phase diagram at
nonzero baryon density [31–34].
If the QCD CEP is within the reach of low energy
heavy ion collisions, as predicted by a recent phenomeno-
logical holographic model [35] which is in quantita-
tive agreement with state-of-the-art lattice QCD results
[20, 36], the rapidly expanding medium formed in these
collisions may generally pass close to this point when it
is still far from thermal equilibrium being perhaps not
even close to a hydrodynamical regime. Therefore, the
investigation of how the presence of a critical point af-
fects the far-from-equilibrium dynamics of the expanding
medium, and its subsequent approach to hydrodynam-
ics, is of fundamental importance. In the absence of first
principle QCD calculations of the full dynamical evolu-
tion of the system, one must resort to effective models.
Holographic shockwave-like simulations of a strongly cou-
pled plasma at finite chemical potential (though without
critical phenomena) were investigated in [37] while the
spinodal instability in a first-order phase transition at
strong coupling was studied in [38]. A way to extend hy-
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2drodynamics through the inclusion of parametric slowing
down and critical fluctuations induced by a critical point
has been recently proposed in [39]. Also, recently out-
of-equilibrium effects have been shown to produce signif-
icant impact on the critical behavior of the cumulants of
fluctuations of conserved charges, which has been inves-
tigated using the Fokker-Planck equation [40] and also
the Kibble-Zurek formalism [41].
In this paper we employ the gauge/gravity corre-
spondence [42–45] to investigate the effects of a critical
point on the hydrodynamization properties of a top-down
holographic construction that stems from string theory
known as the 1-R charged black hole (1RCBH) model
[46–51]. This is the holographic dual of a N = 4 Su-
persymmetric Yang-Mills (SYM) plasma at finite tem-
perature and chemical potential featuring a critical point
in its phase diagram. Although not directly related to
QCD, the 1RCBH model is a very attractive setup for
studying far-from-equilibrium phenomena at finite tem-
perature and density in the presence of a critical point.
This well-defined holographic construction allows one to
investigate many different physical aspects of a strongly
coupled relativistic fluid with chemical potential and crit-
ical behavior under well controlled theoretical conditions.
As a matter of fact, in previous works the thermody-
namics and hydrodynamics [52], the spectra of quasinor-
mal modes [53], and the homogeneous isotropization and
thermalization dynamics [54] of the 1RCBH system have
been analyzed in detail (for the calculation of quasinor-
mal modes at criticality in nonconformal settings, see
Refs. [55, 56]).
In the present work we perform, for the first time
in the literature, a first principles holographic evalua-
tion of the full far-from-equilibrium evolution of a hot
and dense relativistic fluid endowed with a critical point
— the 1RCBH plasma —, undergoing a boost invari-
ant expansion known as Bjorken flow [57]. The calcula-
tions done in the present work are all performed within
a single theoretical framework, the gauge/gravity dual-
ity, and since the 1RCBH model is a top-down string
theory construction, no auxiliary hypotheses or approx-
imations are needed in order to investigate its physical
properties. Such a simple and well controlled theoretical
setting constitutes the ideal toy model for understand-
ing general aspects of the influence of a critical point on
the hydrodynamization dynamics of out-of-equilibrium
strongly coupled media. As an example of a general in-
sight coming from the holographic correspondence con-
cerning hydrodynamics, the most robust result obtained
from the duality is the nearly perfect fluidity of strongly
coupled plasmas, which is encoded in a very small shear
viscosity to entropy density ratio, η/s = 1/4pi [58–60].
This general feature of holographic models is remarkable
close to the results of the latest phenomenological simu-
lations describing heavy ion data [61].
The properties of a SYM plasma undergoing Bjorken
flow at zero chemical potential has been previously in-
vestigated using numerical general relativity techniques
[62–64], which determined how long it takes for this sys-
tem to hydrodynamize or, in other words, what is the
relevant timescale that characterizes the emergence of
hydrodynamic behavior. In the present work, we gen-
eralize these studies to the case of the 1RCBH model at
finite chemical potential with a critical point. By nu-
merically evolving the full nonlinear partial differential
equations of motion of the system in the bulk using a
large set of initial conditions that span different values
of µ/T , we evaluate the pressure anisotropy, the charge
density, the scalar condensate, and the hydrodynamiza-
tion timescale. The latter describes the time after which
a given far-from-equilibrium solution can be reasonably
described in terms of the relativistic Navier-Stokes (NS)
equations. As the main result of the present work, we
show that the onset of hydrodynamics is considerably
delayed as the chemical potential is increased towards its
critical value.
We use a mostly plus metric signature and natural
units ~ = c = kB = 1.
II. THE HOLOGRAPHIC MODEL
The bulk Einstein-Maxwell-Dilaton (EMD) lagrangian
that describes the 1RCBH model is
2κ25L = R−
(∂µφ)
2
2
− V (φ)− f(φ)(Fµν)
2
4
, (1)
where κ25 ≡ 8piG5 is the five dimensional gravitational
constant, φ is the dilaton field with the scalar potential
V (φ) = −8e φ√6−4e−
√
2
3φ (the AdS radius is set to unity),
Aµ is the Maxwell field associated with the chemical po-
tential in the field theory, and f(φ) = e−2
√
2
3φ is the
coupling function between φ and Aµ.
The Ansatz for the EMD fields in the holographic
Bjorken flow, using in-falling Eddington-Finkelstein co-
ordinates, is given by [62]
ds2 = 2dτ [dr −A(τ, r)dτ ] + Σ(τ, r)2
[
e−2B(τ,r)dξ2
+eB(τ,r)(dx2 + dy2)
]
, φ = φ(τ, r), Aµdx
µ = Φ(τ, r)dτ,
(2)
where τ becomes the usual propertime of Bjorken flow
at the boundary, r is the radial coordinate of the asymp-
totically AdS spacetime whose boundary is at r →∞, ξ
denotes the spacetime rapidity, and (x, y) are the trans-
verse spatial directions to the longitudinal flow direction.
The numerical solutions of the EMD equations ac-
counting for the holographic Bjorken flow in the 1RCBH
model are discussed in the Appendix. From these so-
lutions one can extract the energy density (ε), trans-
verse pressure (pT ), longitudinal pressure (pL), charge
density (ρ), and the scalar condensate (〈Oφ〉). Also,
due to Bjorken symmetry, all of these quantities depend
solely on the propertime τ . Because we have a conformal
3setup, it suffices to look at the energy density and its time
derivative to probe the hydrodynamization properties of
the system since
∆p
ε
≡ pT − pL
ε
= 2 +
3
2
τ
∂τε
ε
. (3)
III. VISCOUS RELATIVISTIC
HYDRODYNAMICS WITH A CHEMICAL
POTENTIAL
Now we briefly review the hydrodynamics of a Bjorken
expanding fluid with nonzero conserved charge [65, 66],
which describes the late time behavior of our numerical
gravity simulations. We restrict ourselves to first order
hydrodynamics corresponding to the relativistic Navier-
Stokes equations [67]. Higher order derivative corrections
to hydrodynamics [68, 69] could be implemented once the
corresponding transport coefficients (such as the shear
viscosity relaxation time) become available for the sys-
tem under consideration. The improvement in the hydro-
dynamic description of this system due to the inclusion
of higher order gradient corrections, and the subsequent
question about the convergence of the series at strong
coupling [70, 71], is left to a future study.
Due to conformal invariance and the underlying sym-
metries of Bjorken flow, to first order in the gradient
expansion the only contribution to the viscous evolu-
tion comes from the shear stress tensor of the system,
piµν = −ησµν , where the shear tensor is diagonal with
σµν ∼ 1/τ . Since the flow velocity is uµ = (−1, 0, 0, 0)
and piµν is given in terms of the hydrodynamic variables,
the NS equations for Bjorken flow with a U(1) global
charge reduce to a single equation for the energy density
∂τε+
4
3
ε
τ
=
4
3
η
τ2
, (4)
while charge conservation imposes that the charge den-
sity associated with the R-charge of the black hole is
ρ(τ) = ρ0/τ ; thus, the charge density is known once one
specifies its initial value ρ0.
Using that η/s = 1/(4pi) and the well-known thermo-
dynamic relation for conformal theories, 4ε = Ts + µρ,
Eq. (4) reduces to
∂τε+
4
3
ε
τ
=
1
3piτ2
(
4ε
3T
− µρ
T
)
. (5)
To proceed, we need the equilibrium equation of state
of the 1RCBH model [52–54],
ε = κ−25 j(µ/T )T
4 ⇒ T = κ1/25 j−1/4ε1/4, (6)
ρ = κ−25 h(µ/T )T
3 ⇒ ρ = κ−1/25 hj−3/4ε3/4, (7)
where,
j(µ/T ) =
3pi4
32
3−√1− ( µ/T
pi/
√
2
)23
×
1 +√1− ( µ/T
pi/
√
2
)2 , (8)
h(µ/T ) =
pi2
4
µ
T
3−√1− ( µ/T
pi/
√
2
)22 . (9)
Substituting the above results into Eq. (5), and keep-
ing fixed the dimensionless ratio µ/T ≡ x, it follows that
∂τε+
4
3
ε
τ
=
ε3/4
3κ
1/2
5 piτ
2
(
4j1/4
3
− x h
j3/4
)
. (10)
Using εˆ ≡ κ25ε and multiplying by τ/εˆ one obtains
τ
∂τ εˆ
εˆ
= −4
3
+
4j − 3xh
9j3/4piw(ε)
, (11)
where we defined the dimensionless time flow w(ε) ≡
εˆ1/4τ . Eq. (11) is needed to evaluate the pressure
anisotropy in the hydrodynamical regime, according to
Eq. (3) (which holds also far-from-equilibrium).
Although the definition of w using the energy density
seems more natural, as explained in the Appendix, it is
possible to use another energy scale Λ, which is rem-
iniscent from the asymptotic temperature Tasym(τ) =
Λ/ (Λτ)
1/3
[62], to compose another dimensionless time
flow, i.e. w(Λ) ≡ Tasym(τ)τ = (Λτ)2/3. In practice, we
use the late time solution of Eq. (11) for the energy den-
sity to extract Λ for each solution, i.e.
εˆ(τ) =
3pi4Λ8/3
2τ4/3
− pi
2Λ2(4j − 3xh)
27/4 31/4 τ2j3/4
. (12)
Hence, using also w(Λ) to probe the hydrodynamization
time will give us confidence that our analysis is not a
peculiarity associated to a particular choice for w.
The applicability of hydrodynamics in the late time dy-
namics of planar shockwave collisions in SYM was first in-
vestigated in [72] (see [73] for a comprehensive discussion
of this problem). Recently, hydrodynamization was also
studied in detail in non-conformal shockwave collisions
in Ref. [74]. In the case of Bjorken flow, we follow the
same convention of previous works [63, 64] and estimate
the hydrodynamization time w
(ε/Λ)
hydro as the timescale af-
ter which a given far-from-equilibrium numerical solution
becomes well described by NS hydrodynamics, satisfying∣∣∣∣∣
(
∆p
ε
)
numerical
−
(
∆p
ε
)
hydro
∣∣∣∣∣ ≤ tol
(
∆p
ε
)
hydro
,
(13)
where tol is the tolerance threshold for the difference in
the above inequality. In particular, we choose tol = 0.01
and tol = 0.1 to verify how robust our results are.
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FIG. 1. Holographic results for the Bjorken flow evolution of far-from-equilibrium 1RCBH backgrounds (xc ≡ (µ/T )c = pi/
√
2
is the critical point [52–54]). (a) Pressure anisotropy as function of w(ε)(dashed curves are the corresponding Navier-Stokes
results). (b) Pressure anisotropy as function of w(Λ) (c) Charge density. (d) Scalar condensate.
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FIG. 2. Variation of the hydrodynamization time with respect to the vanishing chemical potential case, as defined in Eq. (14)
(the vertical asymptote indicates the location of the critical point, xc ≡ (µ/T )c = pi/
√
2). Results using a tolerance tol of (a)
1% and (b) 10% in Eq. (13).
5IV. RESULTS
Now we present our results for the far-from-equilibrium
Bjorken flow in the 1RCBH model (the numerical details
can be found in the Appendix). In Fig. 1 we show the
time evolution of the relevant observables characterizing
the Bjorken expansion for a sample of numerical solutions
with many different initial conditions (see the Appendix)
and four different equilibrium values of µ/T . Subfigures
(a) and (b) are the most important ones, as they show the
evolution of the pressure anisotropy along with the coa-
lescence to hydrodynamics at late times, with the dashed
lines indicating the analytical NS result associated with
(11). It is clear from subfigures (a) and (b) that, as the
value of µ/T increases and approaches the critical point,
the numerical solution takes longer to coalesce to hydro-
dynamics. Subfigure (c) shows the evolution of the charge
density ρˆ ≡ κ25ρ, whose asymptotic behavior is used to
extract the equilibrium value of µ/T in each simulation.
Finally, subfigure (d) shows the evolution of the scalar
condensate (23), which similarly to the equilibrium solu-
tion [54], increases with increasing values of the charge
density.
Regarding the hydrodynamization time defined in Eq.
(13), we plot in Fig. 2 the results for its relative variation
(as a function of µ/T ) with respect to the SYM result at
vanishing chemical potential
∆w
(ε/Λ)
hydro ≡
w
(ε/Λ)
hydro(µ/T )− w(ε/Λ)hydro(0)
w
(ε/Λ)
hydro(0)
. (14)
Fig. 2 emphasizes, in a very clear way, the main result
of Fig. 1 and of this work: the onset of hydrodynamics
is significantly delayed as the chemical potential is in-
creased towards its value at the critical point of the phase
diagram, with ∆w
(Λ)
hydro being even larger than ∆w
(ε)
hydro.
Furthermore, subfigures (a) and (b) show that this qual-
itative effect is also robust against variations of the tol-
erance tol in Eq. (13).
V. CONCLUSION
In the present work we presented a first principles holo-
graphic calculation of the full nonlinear evolution of a
hot and dense (i.e., µ 6= 0) far-from-equilibrium strongly
coupled relativistic fluid with a critical point. We investi-
gated how the top-down holographic construction corre-
sponding to the 1RCBH model, which describes a super-
conformal non-Abelian plasma with a chemical potential,
evolves in space and time undergoing Bjorken flow. We
found that increasing µ/T towards its critical value con-
siderably delays the emergence of hydrodynamic behav-
ior, as defined by the relativistic Navier-Stokes equations.
This feature of the 1RCBH model, if also applicable to
QCD, could imply in important differences for correla-
tion functions calculated in and out of equilibrium, with
direct impact on the experimental searches for the QCD
critical point, since the main signatures of the critical
point are usually considered to be the cumulants of fluc-
tuations of conserved charges [34, 40, 41].
Regarding the far-from-equilibrium properties of the
1RCBH model, it would also be interesting to investi-
gate the presence of hydrodynamic attractor behavior
in Bjorken flow [75–81] and understand how the critical
point affects the properties of such an attractor. Previous
studies in the case of SYM at µ = 0 and Gauss-Bonnet
holography were already done in [79] and [81], respec-
tively.
We stress that the 1RCBH model has important dif-
ferences with respect to the QGP. For instance, the
1RCBH model is conformal, while the QGP is highly
non-conformal in the crossover region. Moreover, the dy-
namic universality classes [82] are different: while QCD
is expected to be in the type H dynamic universality
class [83], the 1RCBH system is of type B [52]. The
fact that the dynamic universality class of the 1RCBH
model is of type B is interesting because in this case η/s
is finite at the critical point, which means that viscous
hydrodynamics is, in principle, well defined everywhere
in the phase diagram. Nonetheless, it is also important
to stress that phenomenologically realistic non-conformal
holographic settings at finite temperature and chemical
potential with a critical point may be constructed using
the class of bottom-up holographic models first proposed
in Ref. [84], which was recently investigated in [35] and
[85]. Therefore, the results presented here may be seen
as the first steps towards a more realistic holographic de-
scription of the far-from-equilibrium hot and dense QGP
produced in heavy ion collisions.
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APPENDIX
This Appendix is devoted to provide details on the
EMD equations of motion and their numerical solu-
tions used in the main text. Furthermore, we pro-
vide explicit expressions for the one-point functions
(〈Tµν〉, 〈Jµ〉, 〈Oφ〉) used to probe the Bjorken flow dy-
namics of the 1RCBH model. We stress that many steps
followed here are similar to the ones described in Ref. [54]
which considered the case of homogeneous isotropization.
6Equations of motion. Eq. (2) comprises five indepen-
dent functions, which are the dilaton φ(τ, r) and Maxwell
Φ(τ, r) fields, besides three metric coefficients A(τ, r),
B(τ, r) (the so-called metric anisotropy), and Σ(τ, r),
providing the most general Ansatz for the EMD fields
consistent with the Bjorken symmetry. The resulting
EMD equations of motion for the Bjorken flow constitute
a set of coupled partial differential equations (PDE’s)
given by
1
6
Σ
(
3 (B′)2 + (φ′)2
)
+ Σ′′ = 0, (15a)
(d+Σ)
′ +
2Σ′
Σ
d+Σ +
1
12
Σ
(
fE2 + 2V ) = 0, (15b)
Σ (d+B)
′ +
3Σ′
2
d+B +
3d+Σ
2
B′ = 0, (15c)
4Σ(d+φ)
′ + 6φ′d+Σ
+6Σ′d+φ+ Σ∂φfE2 − 2Σ∂φV = 0, (15d)
A′′ +
1
12
(
18B′d+B − 72Σ
′d+Σ
Σ2
+6φ′d+φ− 7fE2 − 2V
)
= 0, (15e)
(∂φf)φ
′
f
+
3Σ′
Σ
+
E ′
E = 0 (15f)
where ′ ≡ ∂r, E ≡ −∂rΦ, and d+ ≡ ∂τ +A(τ, r)∂r. From
Eq. (15f), one obtains,
E(τ, r) = 2Φ2(τ)Σ(τ, r)−3e2
√
2
3φ(τ,r), (16)
where Φ2 is a time-dependent coefficient following from
the near-boundary expansion of Φ.
To perform the near-boundary expansion of the bulk
EMD fields, which is needed to fix the boundary condi-
tions corresponding to the Bjorken symmetry and obtain
the one-point functions of the field theory undergoing
Bjorken expansion at the boundary, we set as the bound-
ary condition for the metric field the usual expression for
the line element in Bjorken flow using Milne coordinates
ds2 = −dτ2 + τ2dξ2 + dx2 + dy2. (17)
Hence, by imposing that at the boundary the bulk metric
field in Eq. (2) is conformally equivalent to Eq. (17), while
the dilaton vanishes and the Maxwell field reduces to the
chemical potential of the field theory, one works out the
following near-boundary expansions
A(τ, r) =
1
2
(r + λ(τ))2 − ∂τλ(τ) +
∞∑
n=2
an(τ)
rn
, (18a)
Σ(τ, r) = τ1/3r +
1 + 3τλ(τ)
3τ2/3
− 1
9rτ5/3
+
5 + 9τλ(τ)
81r2τ8/3
+
∞∑
n=3
σn(τ)
rn
, (18b)
B(τ, r) = − 2
3rτ
− 2 log(τ)
3
+
1 + 2τλ(τ)
3r2τ2
− 2 + 6τλ(τ) + 6τ
2λ(τ)2
9r3τ3
+
∞∑
n=4
bn(τ)
rn
, , (18c)
φ(τ, r) =
∞∑
n=2
φn(τ)
rn
, (18d)
Φ(τ, r) = Φ0(τ) +
∞∑
n=2
Φn(τ)
rn
, (18e)
where Φ0(τ → ∞) = µ is the gauge theory chemical
potential and λ(τ) is an arbitrary function. This function
is associated with the residual diffeomorphism invariance
of the line element (2) under radial shifts of the form
r → r + λ(τ) [86].
One-point functions. The relevant observables used
to probe the hydrodynamization properties of the sys-
tem, i.e. the energy-momentum tensor 〈Tµν〉, the U(1)
four-current 〈Jµ〉, and the scalar condensate 〈Oφ〉 are
obtained from the one-point functions via holographic
renormalization. Their formulas for the 1RCBH model
are [54]
κ25〈Tττ 〉 = −3a2 −
1
6
φ22, (19)
κ25〈Txx〉 = −3a2 −
1
6
φ22 −
3
2
τ∂τa2 − 1
6
φ2∂τφ2, (20)
τ−2κ25〈Tξξ〉 = 3a2 +
1
6
φ22 +
3
2
τ∂τa2 +
1
6
φ2∂τφ2, (21)
κ25〈J t〉 = Φ2(τ) =
ρ0
τ
, (22)
κ25〈Oφ〉 = φ2, (23)
where ρ0 is an input corresponding to the initial charge
density. The near-boundary coefficients a2 and φ2 are
dynamical quantities and they can be determined once
the equations of motion are solved. The energy density,
the parallel and longitudinal pressures, and the charge
density are, respectively,
ε ≡ 〈Tττ 〉, pT ≡ 〈T xx〉, pL ≡ 〈T ξξ〉, ρ ≡ 〈J t〉. (24)
Numerics. To solve numerically the PDE’s (15a) — (15f),
we first redefine the radial domain in such a way that the
new domain is finite, i.e., u ≡ 1/r, which means that in
this new radial coordinate the boundary lies at u = 0.
The next step is to define subtracted fields Xs by re-
moving the trivial information encoded in the leading
7order terms of the near-boundary expansions of the bulk
fields X,1
u2As = A− 1
2
(
1
u
+ λ
)2
+ ∂τλ, (25)
u3Σs = Σ− τ1/3 1
u
− 1 + 3τλ
3τ2/3
+
u
9τ5/3
− 5 + 9τλ
81τ8/3
u2, (26)
u4Bs = B(τ, u) +
2u
3τ
+
2 log(τ)
3
− 1 + 2τλ
3τ2
u2
+
2 + 6τλ+ 6τ2λ2
9τ3
u3, (27)
u2φs = φ, (28)
u3 (d+B)s = d+B +
1
3τ
− u
3τ2
+
u2(τλ+ 1)
3τ3
, (29)
u2 (d+Σ)s = d+Σ−
10u
81τ8/3
− τ
1/3
2u2
− (1 + τλ)(−1 + 3τλ)
6τ5/3
− 1 + 3τλ
3uτ2/3
, (30)
u (d+φ)s = d+φ, (31)
Es = E . (32)
We then rewrite Eqs. (15a) — (15f) in terms of the vari-
ables {As,Σs, Bs, φs, (d+B)s, (d+Σ)s, (d+φ)s, Es}. We
do not write them explicitly here because the expressions
are lengthy and not particularly enlightening.
Since we solve the radial problem using the pseu-
dospectral method [87], the radial u−grid is given by the
Chebyshev-Gauss-Lobatto grid
uk =
u?
2
(
1 + cos
(
kpi
N − 1
))
, k = 0, . . . , N − 1, (33)
where N is the number of grid points, also known as
collocant points. Here, u? defines the infrared (IR) limit
of the radial grid. The IR limit of the radial u−grid must
be chosen in such a way that it covers the entire portion
of the bulk geometry causally connected to the boundary,
which means that the locus of the event horizon is a good
place to set the IR limit. Commonly, this is done by
tracking the apparent horizon uh,
d+Σ|u=uh = 0, (34)
and then using λ(τ) to fix the position of uh in the course
of the simulation. In our numerical algorithm, we ap-
proximated the above condition by using the following
relation
d+Σ|u=u? = δ, (35)
where δ is a small negative number, typically of the or-
der O(10−3). Since d+Σ is a monotonically decreasing
1 Notice that (d+X)s 6= d+(Xs), where X ∈ {Σ, B, φ}.
function for increasing values of u, Eq. (35) tells us that
u? is a little bit behind the apparent horizon uh; con-
sequently, if the radial grid spans u ∈ [0, u?], we ensure
that it covers the whole portion of the bulk geometry
causally connected to the boundary. For the initial con-
ditions considered in this work, which are given at the
end of this Appendix, one can start with a radial grid
u ∈ [0, 1] with λ(τ0) = 0, where τ0 is the initial time used
in the simulation, and in all the cases we considered, the
condition (35) could be found after the following steps:
i) one starts with d+Σ(τ, u = 1), which is generally equal
to some negative number (and, therefore, we know that
at this point we are behind the horizon, since at the ap-
parent horizon Eq. (34) holds, and beyond it d+Σ > 0);
ii) as the simulation proceeds and we march towards the
boundary, the value of d+Σ begins to increase and when
the condition (35) is met, the corresponding value of u?
has been found; iii) in order to keep this value of u?
fixed through the numerical simulation for a given ini-
tial condition, we impose that ∂u?/∂τ = 0. Bearing this
condition in mind, and manipulating the field equations
(15a) — (15f) at u = u?, the following relation is found
A = 2
Σ
((
3(d+B)
2 + (d+φ)
2
)
Σ + 6u2?A
′δ
)
(2V + fE2)Σ2 − 24u2?Σ′δ
, (36)
where all the functions in this expression are assumed to
be evaluated at u = u?. In the limit where δ → 0 we
recover the usual expression for the stationary apparent
horizon [86]. Expressing A in terms of the subtracted
field As in the LHS of Eq. (36), one obtains the following
expression for ∂τλ
∂τλ = u
2
?As +
λ2
2
+
1
2u2?
+
λ
u?
+ 2
Σ
((
3(d+B)
2 + (d+φ)
2
)
Σ + 6u2?A
′δ
)
(2V + fE2)Σ2 − 24u2?Σ′δ
. (37)
Thus, the condition ∂u?/∂τ = 0 provides an expression
for ∂τλ, which is used to update the value of λ(τ) through
the simulation keeping fixed the position of the approxi-
mated apparent horizon u?.
To solve the radial problem using the pseudospectral
method, one needs the boundary conditions that are
derived using the near-boundary expansion of the sub-
8tracted bulk fields
Σ(τ, u = 0)s = 0, (38)
(d+Σ(τ, u = 0))s = a2τ
1/3 − 5(6λτ + 5)
243τ11/3
+
1
12
τ1/3φ22, (39)
(d+B(τ, u = 0))s = 2a2 +
3τ∂τa2
2
+
λ2
3τ2
+
2λ
3τ3
+
1
3τ4
τφ2∂τφ2
6
+
φ22
9
, (40)
(d+φ(τ, u = 0))s = −φ2, (41)
A(τ, u = 0)s = a2, (42)
∂uA(τ, u = 0)s =
∂τa2
2
− 2λa2. (43)
Thus, in order to solve the radial prob-
lem at a given time τ , one has to know2
{B(τ, u), φ(τ, u), a2(τ),Φ2(τ), λ(τ)}. Evidently, the
initial state that we define must contemplate this set as
well.
To perform the time evolution of the system one has
to use d+ ≡ ∂τ +A(τ, r)∂r to extract {∂τBs, ∂τφs} from
{(d+B)s, (d+φ)s}; ∂τa2 from the coefficient b4(τ) of the
expansion (18c); and ∂τλ from Eq. (37). By doing so,
one can evolve in time the fields necessary to start the
cascade solution of the nested set of PDE’s
B(τ + ∆τ, u)s = B(τ, u)s + ∆τ(∂τBs), (45)
φ(τ + ∆τ, u)s = φ(τ, u)s + ∆τ(∂τφs), (46)
a2(τ + ∆τ) = a2(τ) + ∆τ(∂τa2), (47)
λ(τ + ∆τ) = λ(τ) + ∆τ(∂τλ), (48)
where ∆τ is the time step. There are several ways to do
the time evolution. In this work, we choose a fourth-order
Adams-Bashforth method to evolve in time.
Initial conditions. Regarding the initial conditions used
2 If we know B(τ, u) and a2(τ), then we know ∂τa2. This is be-
cause the term b4(τ) is proportional to a2(τ) and ∂τa2:
b4(τ) = a2(τ) +
3
4
τ∂τa2(τ)− 1
6τ4
− 2λ(τ)
3τ3
− λ(τ)
2
τ2
− 2λ(τ)
3
3τ
+
1
18
φ2(τ)
2 +
1
12
φ2(τ)∂τφ2(τ). (44)
in the present work, they were chosen as follows
B(τ0, u)s = f(u) +
α
u4
[
−2
3
log (u+ τ0)
−
(
−2
3
log (τ0)− 2u
3
9τ30
+
u2
3τ20
− 2u
3τ0
)]
, (49)
a2(τ0) = −20/3, (50)
φ(τ0, u)s = 0, (51)
Φ2(τ0) =
ρ0
τ0
, (52)
λ(τ0) = 0, (53)
τ0 = 0.2, (54)
where
f(u) =
5∑
i=0
βiu
i. (55)
Thus, different values for the set {α, βi, ρ0} will produce
different evolutions and, consequently, different results
for the hydrodynamization time (13). In particular, to
generate the results presented in this paper, we have ran-
domly selected values for {α, βi, ρ0} in the range,
1 ≤ α ≤ 1.05, −0.5 ≤ βi ≤ 0.5 and 0 ≤ ρ0 . 3.7. (56)
The fact that ρ0 does not have a clear upper bound, i.e.
ρ0 . 3.7, is because some initial conditions do not have
a well-behaved evolution for e.g. ρ0 = 3.7. The reason is
because some initial profiles tend to reach the vicinity of
the critical point with a smaller value of ρ0. Indeed, one
cannot predict the final value of µ/T by just looking at
the initial conditions since this is an equilibrium quantity
which is only determined by the late time evolution of
the system, constituting, therefore, a posteriori analysis
of the numerical data.
Regarding our first definition of the dimensionless time
flow, w(ε) ≡ εˆ(τ)1/4τ , which was used to probe the
hydrodynamization time and employed in the plots of
the main text instead of an alternative definition such
as w ≡ T (τ)τ , this is justified based on the following
facts. First, the energy density is a physically well de-
fined observable at all times along the evolution of the
system while the temperature is a quantity which rig-
orously only makes sense in or at least close to ther-
mal equilibrium. Therefore, one should track the far-
from-equilibrium time evolution of the system by using
an observable which is physically well defined regardless
whether the system is in equilibrium or not and this is
the case for the energy density, but not for the temper-
ature. Second, if one insists in defining w ≡ T (τ)τ in
the present setup, one immediately finds an ambiguity
in such definition. In fact, by looking at the equilibrium
equation of state given by Eqs. (6) and (7), one can ex-
tract the relations T = j−1/4εˆ1/4 and T = h−1/3ρˆ1/3,
which agree with each other in equilibrium. By naively
trying to define and “out-of-equilibrium temperature”
9T (τ) by extrapolating these equilibrium relations to the
far-from-equilibrium regime, T (τ) = j−1/4εˆ1/4(τ) and
T (τ) = h−1/3ρˆ1/3(τ), one is left with an ambiguity in
the definition of such “out-of-equilibrium temperature”,
since these two expressions are generally different from
each other and only agree in equilibrium. Such an ambi-
guity is a clear manifestation of the fact that one should
not use equilibrium relations when the system is far-from-
equilibrium. Nonetheless, the simulations do coalesce to
a near equilibrium state and the ideal fluid limit is re-
covered for asymptotic times τ → ∞, in which the tem-
perature has a well defined profile in the Bjorken flow
Tasym(τ) = Λ/ (Λτ)
1/3
[62], where Λ is an energy scale
that depends on the initial conditions. Therefore, al-
though it is not possible to define T (τ) throughout the
whole evolution, one can analyze the near equilibrium
stage of the evolution to define a second dimensionless
time flow, i.e. w(Λ) ≡ Tasym(τ)τ = (Λτ)2/3.
Furthermore, just as in the homogeneous isotropiza-
tion case [54], we also had to use a filter to avoid spuri-
ous growth of hard modes [87]. This is done by access-
ing the spectral coefficients {ai} and damping the high
frequency modes using an exponential map of the type
ai → e−(n1/N)n2ai. Typical values for the pair (n1, n2)
used in our work are in the ballpark of (16, 18).
To check the numerical consistency of our results, be-
sides standard tests such as the variation of number of
collocant points N and the size of the time step ∆τ , we
have also analyzed the late time convergence of the nu-
merical solutions to the analytical NS solution (11); we
were also able to reproduce the results of Wilke van der
Schee’s code3 valid for µ/T = 0. Another non-trivial
consistency check is the observation that the value of
δ as defined in Eq. (35) does not change in the course
of the simulation. Our code that solves the Bjorken ex-
panding far-from-equilibrium 1RCBH model was initially
developed in Mathematica, and later translated to C++
using the Eigen linear algebra package [88] and OpenMP
to parallelize the code.
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