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ON THE DERIVATIVE OF THE HAUSDORFF DIMENSION
OF THE JULIA SETS FOR z2 + c
LUDWIK JAKSZTAS, MICHEL ZINSMEISTER
Abstract. Let d(c) denote the Hausdorff dimension of the Julia set Jc
of the polynomial fc(z) = z2 + c. We will investigate behavior of the
function d(c) when real parameter c tends to a parabolic parameter c0.
1. Introduction
For a polynomial f of degree at least 2, we define the filled-in Julia set
K(f) as the set of all points that do not escape to infinity under iteration of
f . The Julia set J(f) is the boundary of K(f), i.e.
J(f) = ∂K(f) = ∂{z ∈ C : fn(z) 9∞}.
We will consider the family of quadratic polynomials of the form
fc(z) = z
2 + c, where c ∈ C.
As usual, Jc and Kc abbreviate J(fc) and K(fc) respectively.
We define the Mandelbrot setM as the set of all parameters c for which
the Julia set Jc is connected, or equivalently,
M = {c ∈ C : fnc (0) 9∞}.
We are interested in the function c 7→ d(c), where d(c) denotes the Haus-
dorff dimension of the Julia set Jc.
Recall that a polynomial f : C→ C (or more generally a rational function)
is called hyperbolic (expanding) if ∃n∈N ∀z∈J(f) |(fn)′(z)| > 1.
The function d is real-analytic on each hyperbolic component of int(M)
(consisting of parameters related to hyperbolic maps) as well as on the ex-
terior ofM (see [20])
M. Shishikura proved in [21] that there exists a residual (hence dense)
set of parameters ∂M such that d(c) = 2. Therefore d is not continuous
at c ∈ ∂M if d(c) < 2. In particular, it follows from [22] that d is not
continuous at any parabolic parameter.
Nevertheless the Hausdorff dimension is continuous along some paths.
This was first proved by O. Bodart and M. Zinsmeister (see [2]) when the
real parameter tends to 1/4 from the left. Later, the continuity was proved
(see [18]) when c approaches other parabolic parameters in a "good way". In
particular the function d|R is continuous on the interval (cfeig, 1/4] (included
in M), where cfeig ≈ −1.401 is the Feigenbaum parameter. Note that d|R
is not right-continuous at 1/4, i.e. when c approaches 1/4 from outside of
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the Mandelbrot set (see [6]). For results concerning other parameters see [8]
and [19].
In this paper we restrict d to R and investigate the derivative of the
Hausdorff dimension with respect c converging to a parabolic parameter.
This derivative has been studied in several papers:
First, G. Havard and M. Zinsmeister proved in [10] that
Theorem I. There exist c0 < 1/4 and K > 1 such that for every c ∈ (c0, 1/4)
1
K
(1
4
− c
)d( 1
4
)− 3
2 6 d′(c) 6 K
(1
4
− c
)d( 1
4
)− 3
2
.
We know from [11] that d(1/4) < 3/2. Thus, d′(c) → +∞ when c → 1/4−
(tends from the left). A similar problem in the case of the exponential family,
i.e. parabolic map with one petal, was solved in [9].
Next, it was proven, under the assumption d(−3/4) < 4/3 (see [13] and
[14]), that
Theorem II. There exist c0 > −3/4 and K > 1 such that for every c ∈
(−3/4, c0)
−K
(3
4
+ c
) 3
2
d(− 3
4
)−2
6 d′(c) 6 − 1
K
(3
4
+ c
) 3
2
d(− 3
4
)−2
.
In particular d′(c)→ −∞, when c→ −3/4+ (tends from the right).
Theorem III. There exists K−−3/4 > 0 such that,
lim
c→−3/4−
d′(c)
(
− 3
4
− c
)− 3
2
d(− 3
4
)+2
= −K−−3/4
provided d(−3/4) < 4/3.
Figure 1. The bifurcation at c0 = −0.75: c = −0.80; c = −0.70.
The main goal of this paper is to prove the following generalization of
Theorem II and III:
Theorem 1.1. If fkc0 has a parabolic fixed point with two petals then
(1) if d(c0) < 4/3 then there exist K+c0 > K
−
c0 > 0 such that
lim
c→c±0
d′(c)
|c0 − c| 32d(c0)−2
= −K±c0 ,
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(2) if d(c0) = 4/3 then there exists Kc0 > 0 such that
lim
c→c0
d′(c)
− log |c0 − c| = −Kc0 ,
(3) if d(c0) > 4/3 then there exists Kc0 ∈ R such that
lim
c→c0
d′(c) = Kc0 .
In particular, if d(c0) > 4/3 then d(c) is differentiable at c0. Whereas, if
d(c0) 6 4/3 then d′(c)→ −∞, as c→ c0.
Finally, concerning Hausdorff dimensions of connected parabolic Julia sets,
we will use the important theorem, due to Anna Zdunik (see [24]), which
asserts that they greater than 1.
The one petal case of Theorem I can also be generalized to small copies
of the Mandelbrot set, but this renormalizable case will be considered in a
future paper.
Notation. A  B means that K−1 6 A/B 6 K, where constant K > 1
does not depend on A and B under consideration.
We will write Ac(z) = o˜(Bc(z)) if for every ε > 0 there exist η > 0
and U a neighborhood of the fixed point under consideration, such that
|Ac(z)/Bc(z)| 6 ε, where z ∈ U and 0 < |c− c0| < η.
2. Thermodynamical formalism
The goal of this section is to establish the formula (2.2) which is the
starting point of this work.
Let Fλ be a holomorphic family of hyperbolic polynomials of degree d
with connected Julia sets, λ ∈ Λ where Λ is an open subset of C. Note that
we will be interested in families which are conjugated to fkc , k > 1 (after
reparametrization). Write
Jλ := J(Fλ), and D(λ) := HD(Jλ).
If λ> ∈ Λ, then there exist a holomorphic motion ϕ of Jλ> parametrized by
Λ (see [12]), such that ϕλ>(s) = s and ϕλ : Jλ> → Jλ conjugates Fλ> |Jλ> to
Fλ|Jλ (i.e. ϕλ◦Fλ> = Fλ◦ϕλ). Thus, the function λ 7→ ϕλ(s) is holomorphic
for every s ∈ Jλ> .
Now we use the thermodynamical formalism, which holds for hyperbolic
rational maps. We will consider only such maps. LetX = Jλ> , T = Fλ> , and
let φ : X → R be a Hölder continuous function, to be often called a potential
function. We will consider potentials of the form φ = −t log |F ′λ(ϕλ)| for
λ ∈ Λ.
The topological pressure can be defined as follows:
P (T, φ) := lim
n→∞
1
n
log
∑
s∈T−n(s)
eSn(φ(s)),
where Sn(φ) =
∑n−1
k=0 φ ◦ T k, and the limit exists and does not depend on
s ∈ X. If φ = −t log |F ′λ(ϕλ)| and ϕλ(s) = z, then eSn(φ(s)) = |(Fnλ )′(z)|−t.
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Hence
P (T,−t log |F ′λ(ϕλ)|) = limn→∞
1
n
log
∑
z∈F−nλ (z)
|(Fnλ )′(z)|−t.
The function t 7→ P (T,−t log |F ′λ(ϕλ)|) is decreasing from +∞ to −∞. In
particular, there exists a unique t0 such that P (T,−t0 log |F ′λ(ϕλ)|)
= 0. By Bowen’s Theorem (see [16, Corollary 9.1.7] or [25, Theorem 5.12])
we have
(2.1) t0 = D(λ).
Thus, we have P (T,−D(λ) log |F ′λ(ϕλ)|) = 0. Put φλ := −D(λ) log |F ′λ(ϕλ)|.
The Ruelle or transfer operator Lφ : C0(X)→ C0(X) is defined as
Lφ(u)(s) :=
∑
s∈T−1(s)
u(s)eφ(s).
The Perron-Frobenius-Ruelle theorem [25, Theorem 4.1] asserts that β =
eP (T,φ) is a single eigenvalue of Lφ associated with an eigenfunction h˜φ > 0.
Moreover, there exists a unique probability measure ω˜φ such that L∗φ(ω˜φ) =
βω˜φ, where L∗φ is conjugated to Lφ.
For φ = φλ we have β = 1, and then µ˜φλ := h˜φλω˜φλ is a T -invariant
measure called an equilibrium state after normalization. But in the present
work it will be more convenient not to normalize, contrarily to the tradition.
We denote by ω˜λ and µ˜λ the measures ω˜φλ and µ˜φλ respectively (measures
supported on Jλ>). Next, we take µλ := (ϕλ)∗µ˜λ, and ωλ := (ϕλ)∗ω˜λ (image
measures supported on Jλ).
So, the measure µλ is Fλ-invariant, whereas the measure ωλ is called Fλ-
conformal with exponent d(c), i.e. ωλ is a Borel probability measure such
that for every Borel subset A ⊂ Jλ,
ωλ(Fλ(A)) =
∫
A
|F ′λ|D(λ)dωλ,
provided Fλ is injective on A.
It follows from [25, Proposition 6.11] or [16, Theorem 4.6.5] that for every
Hölder ψ and φ at every t ∈ R, we have
∂
∂t
P (T, ψ + tφ) =
∫
X φdµ˜ψ+tφ
µ˜ψ+tφ(X)
.
The above formula, and implicit function theorem (see [13, Proposition
2.1]) lead to
Proposition 2.1. [10, Proposition 2.1] Let us consider the family {Fλ}λ∈Λ
as above, with the further assumptions that:
- Λ is symmetric with respect to R,
- Fλ(z) = Fλ(z).
If λ ∈ R is such that Fλ is hyperbolic then
(2.2) D′(λ) = − D(λ)∫
Jλ> log |F
′
λ(ϕλ)|dµ˜λ
∫
Jλ>
∂
∂λ
log |F ′λ(ϕλ)|dµ˜λ.
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3. The two petals case
3.1. Let us assume that fc0 , where c0 ∈ R, has a parabolic cycle of length
k > 1, and let αc0 be a point in this cycle. Then, fkc0 has a parabolic fixed
point with a multiplier (fkc0)
′(αc0) = ±1. Since the critical orbit is real, the
+1 case corresponds to one petal, and the −1 to two petals. Let us assume,
from now on, that (fkc0)
′(αc0) = −1.
The parameter c0 lies at the boundary of two hyperbolic components Wl,
Wr of intM. The components Wl, Wr are symmetric with respect to the
real axis, Wl is placed from the left side of c0 whereas Wr from the right.
Since (fkc0)
′(αc0) 6= 1, there exists a neighborhood U of c0, and an holo-
morphic function c 7→ αc on U , such that for every c ∈ U αc is an element
of a k-cycle for fc. Since the Julia sets move holomorphically in Wl, and in
Wr, we may assume that Wl,Wr ⊂ U .
This k-cycle is attracting for c ∈Wr, and repelling for c ∈Wl. Note that
the attracting cycle for c ∈Wl has length 2k. Let
λ(c) := (fkc )
′(αc).
The function λ is holomorphic on U , and its restriction to Wr, is a bijection
onto D, moreover λ(c0) = −1. Since ∂Wr is smooth at c0 [5] we see that
λ′(c0) 6= 0. Thus, from the fact that |λ(c)| < 1, where c ∈Wr, we obtain
λ′(c0) > 0.
So, the function λ is increasing in an interval (c0− ε, c0 + ε), for some ε > 0.
3.2. We will need the following lemma:
Lemma 3.1. The parabolic cycle of fc0 contains at least one point α where
(fkc0)
′′(α) 6= 0.
Proof. If fc0 has parabolic fixed point (i.e. k = 1), then f ′′c0 ≡ 2. So, we can
assume that k > 1.
We will prove that if (fkc0)
′′(α) = 0, then (fkc0)
′′(fc0(α)) 6= 0, where α is a
point from the parabolic cycle.
Let f−1c0 denote the inverse branch of fc0 , such that f
−1
c0 (fc0(α)) = α. Note
that (fkc0)
′ = −1 at every point from the parabolic cycle, and f ′′c0 ≡ 2.
Since (fkc0)
′ = (f−1c0 ◦ fkc0 ◦ fc0)′ = (f−1c0 )′(fkc0 ◦ fc0) · (fkc0)′(fc0) · f ′c0 , we
obtain
(3.1) (fkc0)
′′ = (f−1c0 )
′′(fkc0 ◦ fc0) · ((fkc0 ◦ fc0)′)2
+ (f−1c0 )
′(fkc0 ◦ fc0) · (fkc0)′′(fc0) · (f ′c0)2
+ (f−1c0 )
′(fkc0 ◦ fc0) · (fkc0)′(fc0) · f ′′c0 .
Because 1 = (f−1c0 ◦ fc0)′ = (f−1c0 )′(fc0) · f ′c0 , we conclude that
0 = (f−1c0 )
′′(fc0) · (f ′c0)2 + (f−1c0 )′(fc0) · f ′′c0 .
So, we have (f−1c0 )
′′(fc0) · (f−1c0 )′(fc0) < 0, therefore
(f−1c0 )
′′(fkc0 ◦ fc0(α)) · (f−1c0 )′(fkc0 ◦ fc0(α)) < 0.
Finally, if (fkc0)
′′(α) = 0, then (3.1) combined with the above inequality and
the fact that (fkc0)
′(fc0(α)) ·f ′′c0(α) = −2 < 0, leads to (fkc0)′′(fc0(α)) 6= 0. 
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So, we can assume that (fkc0)
′′(αc0) 6= 0. Later on, we will see that these
estimates do not depend on choice of the point from the parabolic cycle of
fc0 (see Proposition 9.7 and definitions from Sections 5 and 8‘).
Conjugating fkc by tc(z) = z − αc we obtain
tc ◦ fkc ◦ t−1c (z) = λ(c)z + a(c)z2 + b(c)z3 +O(z4).
Since (fkc0)
′′(αc0) 6= 0, we see that a(c0) 6= 0. Then, after conjugating by
sc(z) = z · a(c)/a(c0), we get
Fλ(c)(z) := sc ◦ tc ◦ fkc ◦ t−1c ◦ s−1c (z)
= λ(c)z + a(c0)z
2 + b(c)
a2(c0)
a2(c)
z3 +O(z4).
Because the coefficients a(c), b(c) are polynomials, and of course a(c) →
a(c0), b(c)→ b(c0) when c→ c0, we obtain
Fλ(c)(z) = λ(c)z + a(c0)z
2 + b(c0)z
3 +O((c− c0)z3) +O(z4).
Since λ′(c0) > 0, c − c0 = O(λ(c) − λ(c0)) = O(λ(c) + 1). Omitting c, c0,
and writing
δλ := λ+ 1
(i.e. λ = −1 + δλ) we have
Fλ(z) = λz + az
2 + bz3 +O(δλz
3) +O(z4).
Next, we get
(3.2) F
′
λ(z) = λ+ 2az + 3bz
2 +O(δλz
2) +O(z3),
F ′′λ (z) = 2a+ 6bz +O(δλz) +O(z
2).
and
(3.3)
∂
∂λ
Fλ(z) = z +O(z
3),
∂
∂λ
F ′λ(z) = 1 +O(z
2).
Note that
(3.4) F 2λ (z) = (1− 2δλ + δ2λ)z + a(−1 + δλ)δλz2 − 2(a2 + b)z3
+O(δλz
3) +O(z4).
Moreover, let us define
(3.5) f˜λ(z) = f˜λ(c)(z) := sc ◦ tc ◦ fc ◦ t−1c ◦ s−1c (z)
=
a(c0)
a(c)
z2 + 2αcz +
a(c)
a(c0)
(c+ α2c − αc).
So, we have f˜kλ = Fλ.
3.3. There exists ε > 0, such that the Julia set Jλ of Fλ moves holomorphi-
cally on an open and disjoint sets Λl ⊃ (−1− ε,−1), and Λr ⊃ (−1,−1 + ε).
Let us first fix λl ∈ Λl, λr ∈ Λr (for instance taking the values corre-
sponding to the center of the component). Then there exist two families of
injections
ϕl,rλ : Jλl,r → Jλ, λ ∈ Λl,r,
conjugating Fλl |Jλl to Fλ|Jλ if λ ∈ Λl, and Fλr |Jλr to Fλ|Jλ if λ ∈ Λr.
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Note that for every s ∈ Jλl,r the function λ → ϕλ(s) is holomorphic on
Λl,r.
The families ϕl,rλ , λ ∈ Λl,r∩R are equicontinuous, and thus, taking uniform
limit as λ → −1 from the right or the left, there exist two functions ϕl,r−1 :
Jλl,r → J−1 such that ϕl,r−1 ◦ Fλl,r = F−1 ◦ ϕl,r−1
In the sequel, when the context is clear, we will allow ourselves to skip
the subscript l, r, and denote λl,r by λ>.
3.4. If c ∈M∩ R then the trajectory of the critical point of fc is included
in the real line. So, the trajectories of the critical points of F−1 (which
tends to the parabolic points) are included in R. Therefore the horizontal
directions for the parabolic points are stable, whereas the vertical directions
are unstable. Next, because
F 2−1(z) = z − 2(a2 + b)z3 +O(z4),
we conclude that a2+b > 0 (see the Fatou’s flower theorem [1]). The function
F 2−1(z) is conjugated to G(z) = z − 2z3 + o(z3) by z 7→ z
√
a2 + b. So, let A
denote the scaling factor:
A :=
√
a2 + b.
Let us assume that the parameter λ is close to −1 (but λ 6= −1). Then,
near the fixed point 0, there exists a periodic orbit {p+λ , p−λ } of period two for
Fλ, such that p±λ → 0 when λ → −1. We conclude from (3.4) that z = p±λ
satisfies
z2 =
1
a2 + b
(
− δλ + δ
2
λ
2
)
+O(δλz) +O(z
3).
Since |p±λ | is small, we see that p±λ = O(
√
δλ), and then
p±λ = ±
√−δλ√
a2 + b
+O(δλ) = ±
√−δλ
A
+O(δλ),
where in the case δλ > 0, we denote by
√−δλ the principal square root i.e.√−δλ = i
√
δλ.
So, if λ > −1 (i.e. δλ > 0) then the cycle is repelling (hence p±λ ∈ Jλ)
and the periodic points are conjugated. For λ < −1 (i.e. δλ < 0) the cycle
is attracting, and the periodic points are real.
3.5. If z ∈ C∗, then we shall assume that arg z ∈ (−34pi, 54pi]. Let us define:
S+(θ, r) := {z ∈ C∗ : | arg z| 6 θ, |z| < r} ∪ {0},
S−(θ, r) := {z ∈ C∗ : | arg z − pi| 6 θ, |z| < r} ∪ {0},
S↑(θ, r) := {z ∈ C∗ : | arg z − pi/2| 6 θ, |z| < r} ∪ {0},
S↓(θ, r) := {z ∈ C∗ : | arg z + pi/2| 6 θ, |z| < r} ∪ {0}.
Next, for δλ > 0:
Sˆ↑(θ, r) := {p+λ + z : z ∈ S↑(θ, r)} ∩B(0, r),
Sˆ↓(θ, r) := {p−λ + z : z ∈ S↓(θ, r)} ∩B(0, r).
Moreover, later on we will need:
Sˆ+(θ, r) := {√δλ + z : z ∈ S+(θ, r)} ∩B(0, r),
Sˆ−(θ, r) := {−√δλ + z : z ∈ S−(θ, r)} ∩B(0, r).
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The Fatou’s flower theorem (see [1]) shows that the Julia set J−1 ap-
proaches the fixed point 0 tangentially to the vertical direction. Now we
state the perturbed version of this theorem.
Lemma 3.2. For every θ > 0 there exist r > 0 and η > 0 such that
(1) if δλ ∈ (−η, 0], then
(Jλ ∩B(0, r)) ⊂ (S↑(θ, r) ∪ S↓(θ, r)),
(2) if δλ ∈ (0, η), then
(Jλ ∩B(0, r)) ⊂ (Sˆ↑(θ, r) ∪ Sˆ↓(θ, r)) ⊂ (S↑(θ, r) ∪ S↓(θ, r)).
4. Fatou coordinates
In this section we introduce coordinates that we will Fatou-coordinates,
even if they do not conjugate to an exact translation. We prove, that in this
coordinates the family F 2λ (after a modification) is close to the translation
by 2, on the set Jλ near to the fixed point 0. We shall use results of Buff
and Tan Lei (see [3]).
For λ 6= −1 (i.e. δλ 6= 0) we define
hλ(z) := i
√−δλ
A
· (p
+
λ − p−λ )z
(p+λ + p
−
λ )z − 2p+λ p−λ
.
If δλ > 0 then, as before, we take
√−δλ = i
√
δλ. Notice that if δλ → 0, then
hλ(z)→ iz =: h−1(z).
Write
Fˆλ = hλ ◦ Fλ ◦ h−1λ .
Since hλ(0) = 0 and hλ(p±λ ) = ±i
√−δλ/A, we conclude that 0 and ±
√
δλ/A
are the fixed points of Fˆ 2λ .
The derivative h′λ is close to i in a small neighborhood of 0, whereas the
distortion is close to 1. So, using Lemma 3.2, we see that J(Fˆλ) ∩B(0, r) is
included in S+(θ, r) ∪ S−(θ, r). Moreover, if δλ > 0 then J(Fˆλ) ∩ B(0, r) ⊂
Sˆ+(θ, r) ∪ Sˆ−(θ, r).
We define the Fatou coordinates as follows (cf. [3, Example 1]):
Zλ(z) :=
1
2δλ
log
(
1− δλ
A2z2
)
.
The inverse functions are given by
(4.1) z = Z−1λ (Z) =
1
A
( δλ
1− e2δλZ
) 1
2
.
Set S±(θ) := S±(θ,∞), and then (cf. [3])
S±(θ)R := S±(θ) ∩ {z ∈ C : |Re z| > R}.
If δλ < 0 then, as in [14] we have Zλ(S+(θ)) ⊂ S−(2θ), and next we
can get Z−1λ (S
−(2θ)1/(4A2r2)) ⊃ S±(θ, r), where θ < pi/8 and δλ is close
to 0. In the case δλ > 0, we similarly obtain Zλ(Sˆ+(θ)) ⊂ S−(2θ) and
Z−1λ (S
−(2θ)1/(4A2r2)) ⊃ Sˆ±(θ, r). Thus, we can assume that J(Fˆλ)∩B(0, r)
is included in Z−1λ (S
−(2θ)1/(4A2r2)).
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Lemma 4.1. For every θ ∈ (0, pi/2) and ε > 0 there exist R > 0 and η > 0
such that if |δλ| < η, then
sup
n∈N, z∈Z−1λ (S−(θ)R)
|Zλ(Fˆ−2nλ (z))− (Zλ(z)− 2n)| < εn.
Proof. Let us consider a family Gλ of the form
Gλ(z) = z + z(A
2z2 − δλ)(1 + sλ(z)),
where (λ, z) 7→ sλ(z) is holomorphic and sλ(0) = 0. We see from [3, Lemma
5.1] that Gλ can be approximated by the flow of differential equation z˙ =
z(A2z2 − δλ) (Z−1λ is solution of this equation), and then for every θ ∈
(0, pi/2), ε > 0 and R > 0 big enough, we can get
sup
n∈N, z∈Z−1λ (S−(θ)R)
|Zλ(G−nλ (z))− (Zλ(z)− n)| < εn.
The assumptions of [3, Lemma 5.1] are satisfied because Gλ is θ-stable for
every θ ∈ (0, pi/2) (see [3, Section 2, Example 1 (continued)]), and then the
assumptions follows from [3, proof of Lemma 5.3].
Since ±√δλ/A and 0 are the fixed points of Fˆ 2λ , we conclude that in some
neighborhood of 0, Fˆ 2λ (z)− z can be written in the form z(A2z2 − δλ)uλ(z)
where uλ(z) 6= 0, and next
Fˆ 2λ (z) = z + z(A
2z2 − δλ)uλ(0)(1 + wλ(z)),
where wλ(0) = 0. Thus, analogously to Gλ, the family (Fˆ 2λ ) can be approxi-
mated by the flow of the equation z˙ = uλ(0)z(A2z2 − δλ), and we get
(4.2) sup
n∈N, z∈Z−1λ (S−(θ)R)
|Zλ(Fˆ−2nλ (z))− (Zλ(z)− uλ(0)n)| < εn.
Since F 2−1(z) = z − 2A2z3 + o(z3) and h−1(z) = iz, we get
h−1 ◦ F 2−1 ◦ h−1−1(z) = Fˆ 2−1(z) = z + 2A2z3 + o(z3).
So, we see that u−1(0) = 2, and uλ(0) → 2 when λ → −1. Thus, the
assertion follows from (4.2). 
5. Cylinders
In this section, we will define a partition of a neighborhood of fixed/perio-
dic points of Fλ, which becomes the parabolic fixed points for λ = −1. Pieces
of this partition will be called cylinders.
5.1. Let us consider the family fc(z) = z2 + c. First, we will define a
partition of a subset of the Julia set J−3/4.
Let f−1 denote the inverse branch of f−3/4 which keeps the parabolic fixed
point −1/2 (f−1 can be defined between the external rays R(1/6),R(5/12)
and between the rays R(7/12),R(5/6)).
The set
R := {R(1/3),R(2/3)},
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consists of the external rays which land at the parabolic point. Next, let us
consider two pairs of external rays which land at preparabolic points,
R+0 := {R(5/24),R(7/24)},
R−0 := {R(17/24),R(19/24)}.
Note that f3−3/4(R±0 ) = R. We define
R+1 := f−1(R−0 ) = {R(17/48),R(19/48)},
R−1 := f−1(R+0 ) = {R(29/48),R(31/48)},
R+2 := f−1(R−1 ) = {R(29/96),R(31/96)},
R−2 := f−1(R+1 ) = {R(65/96),R(67/96)}.
Next, we take R+n+1 := f−1(R−n ) and R−n+1 := f−1(R+n ).
We define the cylinder C1(−3/4) as the set which consists of four closed
connected components: the part of the Julia set between the rays R(7/24),
R(29/96) (i.e. between R+0 and R+2 ), the part between the rays R(17/48),
R(19/48) (i.e. inside R+1 ), and symmetrically in the lower half-plane, be-
tween the rays R(17/24), R(67/96) and R(31/48), R(29/48).
Next, for n > 1 we take Cn+1(−3/4) := f−1(Cn(−3/4)). Thus, f−3/4
maps Cn+1(−3/4) onto Cn(−3/4) bijectively. Observe that this definition is
slightly different from [13] and [14].
5.2. Let {α0, α1, ..., αk−1}, where α0 = 0, be the set of all parabolic points
of F−1, where f˜λ(αj) = αj+1, 0 6 j 6 k− 2 (it corresponds to the parabolic
cycle of fc0).
Each parabolic point αj belongs to a small Julia set J(j) on which F−1
is conjugated to f−3/4. Since there are precisely two external rays of J−1
landing at αj , there is one-to-one correspondence between the external rays
landing at preparabolic points of J−1 that are included in J(j), and the
external rays landing at preparabolic points of J−3/4.
This correspondence allows us to define a partition of a neighborhood of
αj ∈ J−1, for 0 6 j 6 k − 1, onto cylinders Cjn(−1) ⊂ J−1, where n > 1.
Next, for λ ∈ (−1−ε,−1), there exist repelling fixed points αjλ of Fλ, such
that αjλ → αj , when λ↗ −1. So, using external rays of the same arguments,
we obtain partition of neighborhoods of αjλ, onto cylinders Cjn(λ) ⊂ Jλ.
For λ ∈ (−1,−1 + ε), there exist repelling cycles {pj+λ , pj−λ }, such that
pj±λ → αj , when λ ↘ −1. Since the external rays landing at pj±λ have the
same arguments as the rays landing at αj , analogously as before, we obtain
partition of neighborhoods of pj±λ , onto cylinders Cjn(λ) ⊂ Jλ.
The set of all points αjλ (if λ < −1) or pj±λ (if λ > −1) will be denoted by
P(λ).
Note that Fλ maps Cjn+1(λ) onto Cjn(λ) bijectively, for λ ∈ (−1−ε,−1+ε).
The union of the components of Cjn(λ) included in the upper and lower half-
plane, will be denoted by Cj+n (λ) and Cj−n (λ) respectively.
If j = 0, the cylinders will be denoted by Cn(λ), C+n (λ) and C−n (λ).
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Figure 2. The "upper" part of a cylinder
For N ∈ N, n > 1, let us write
M∗N (λ) :=
⋃
n>N
Cn(λ), MN (λ) :=M∗N (λ) =
⋃
n>N
Cn(λ) ∪ {0}.
and
Cn(λ) :=
⋃
06j6k−1
Cjn(λ), M∗N (λ) :=
⋃
n>N
Cn(λ), MN (λ) := M∗N (λ).
Note that MN (λ) = M∗N (λ) ∪P(λ). Next
BN (λ) := Jλ \MN (λ).
If λ = λ> we will write BN , MN , Cn, P, Cn etc.
Figure 3. c0 = −5/4. Cycle of order 2. The set MN .
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5.3. Instead of the diameters of the cylinders, we use a quantity which will
be called the size of the cylinder and denoted by |Cn(λ)|, and which is more
or less the diameter of C+n (λ) (or C−n (λ), by symmetry). More precisely, let
zi, where i ∈ N, be the preparabolic point of Fλ which is included in the
small Julia set containing α0 = 0, and corresponds with the common landing
point of the external rays from R+i . Then, for n > 1
|Cn(λ)| := 1
2
∣∣zn+1 − zn−1∣∣.
We have already seen that the set of the trajectories of the critical points
is included in the real line. Thus, Lemma 3.2 and the Koebe Distortion
Theorem (see [7]) imply the following propositions (cf. [14, Lemma 5.6]):
Proposition 5.1. There exist K > 1 and η > 0 such that if |δλ| < η and
n > 1, then
K−1 diam(C±n (λ)) 6 |Cn(λ)| 6 K diam(C±n (λ)).
Note that the constant K depends on the family (Fλ).
Proposition 5.2. For every ε > 0 there exists N ∈ N and η > 0 such that
|Cn(λ)| 6 ε| Im z|,
where z ∈ Cn(λ), n > N and |δλ| < η.
Proposition 5.3. For every ε > 0 there exist N ∈ N, η > 0 such that if
n > N , k > 1 and |δλ| < η, then
(1) (12 −ε)|F 2λ (z)−z| 6 |Cn(λ)| 6 (12 +ε)|F 2λ (z)−z|, provided z ∈ Cn(λ),
(2) (1− ε) |Cn(λ)||Cn+k(λ)| 6 |(F kλ )′(z)| 6 (1 + ε)
|Cn(λ)|
|Cn+k(λ)| , provided z ∈ Cn+k(λ).
Let Cˆn(λ) ⊂ J(Fˆλ) denote the image of Cn(λ) under the map conjugating
Fλ to Fˆλ. In the same way as in [13, Lemma 5.2], we can prove:
Proposition 5.4. For every ε > 0 there exist N ∈ N, η > 0 such that for
every n > N and |δλ| < η if z ∈ Cˆn(λ), then
(1) −(1 + ε)n 6 ReZλ(z) 6 −(1− ε)n,
(2) | ImZλ(z)| 6 −εReZλ(z).
The next two results precise the location of the cylinder Cn(λ); they follow
from [14, Section 5]
Proposition 5.5. For every ε > 0 there exist N ∈ N, η > 0 such that for
every z ∈ Cn(λ) and n > N we have
(1) if 0 < |δλ| < η then
(1− ε)δλ · e
2nδλ−εn|δλ|
e2nδλ − 1 6 A
2 Im2 z 6 (1 + ε)δλ · e
2nδλ+εn|δλ|
e2nδλ − 1 .
(2) if δλ ∈ (0, η) then
(1− ε) δλ
1− e−2nδλ 6 A
2 Im2 z 6 (1 + ε) δλ
1− e−2nδλ .
The above implies the following corollary:
Corollary 5.6. There exist K > 1, η > 0 such that for every |δλ| < η and
z ∈ Cn(λ), n > 1
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(1) if n|δλ| 6 1 then 1K n−1/2 6 | Im z| 6 Kn−1/2,
(2) if nδλ > 1 (so δλ > 0) then 1K δλ
1/2 6 | Im z| 6 Kδλ1/2.
Moreover, for every ε > 0 there exists N ∈ N such that
(3) if nδλ < −1 (so δλ < 0) and n > N , then
1
K |δλ|1/2e(1+ε)nδλ 6 | Im z| 6 K|δλ|1/2e(1−ε)nδλ .
In particular, we can assume that MN (λ) is included in arbitrary small
neighborhood of 0.
The next results give precise estimate of the size of the cylinder. They
also follow from [14, Section 5].
Proposition 5.7. For every ε > 0 there exist N ∈ N, η > 0 such that if
z ∈ Cn(λ), n > N and |δλ| < η, then
(1− ε)A2| Im z|3e−2nδλ−εn|δλ| 6 |Cn(λ)| 6 (1 + ε)A2| Im z|3e−2nδλ+εn|δλ|.
Proposition 5.8. There exist K > 1, η > 0 such that if z ∈ Cn(λ), n > 1
and |δλ| < η, then
(1) hyperbolic estimate: if n|δλ| > 1, then
1
K
|δλ|3/2e−Kn|δλ| 6 |Cn(λ)| 6 K|δλ|3/2e−
1
K
n|δλ|,
(2) parabolic estimate: if n|δλ| 6 1, then
1
K
n−3/2 6 |Cn(λ)| 6 Kn−3/2.
The above implies the following corollary:
Corollary 5.9. There exist K,K1,K2 > 0 and η > 0 such that for every
n > 1 and |δλ| < η, we have
K1|δλ|3/2e−Kn|δλ| 6 |Cn(λ)| 6 K2n−3/2.
We end this section by the following lemma, which will be used in Section
8. Recall that if w ∈ C∗, then we assume that argw ∈ [−34pi, 54pi).
Lemma 5.10. For every ε > 0 there exist η > 0, and n˜ ∈ N, such that
| arg(F jλ)′(z)| 6 ε,
where |δλ| < η, z ∈ Cn(λ), and j ∈ N is an even number, satisfying n > n˜+j.
Analogously, if j is an odd number, then arg(F jλ)
′(z) is close to pi.
Proof. Let n˜ be an integer large enough, and let z ∈ Cn(λ), where n > n˜.
Thus, we can assume that for z ∈ Mn˜(λ), F ′λ(z) is close to −1, so we see
that argF ′λ(z) is close to pi. Then
arg(F 2λ )
′(z) = argF ′λ(z) + argF
′
λ(Fλ(z))− 2pi = argF ′λ(z)− argF ′λ(Fλ(z)).
Let z ∈ C±n (λ), then Fλ(z) ∈ C±n−1(λ). Since z and Fλ(z) are separated from
the critical points, we conclude that F ′λ(z), and F
′
λ(Fλ(z)), are separated
from zero. Therefore,
| arg(F 2λ )′(z)| < K1|F ′λ(z)− F ′λ(Fλ(z))| < K2|z − Fλ(z)| 6 K3|Cn(λ)|.
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We have F 2lλ (z) ∈ Cn−2l(λ), so the chain rule and Corollary 5.9 leads to
arg(F 2mλ )
′(z) 6 K4
m−1∑
l=0
(n− 2l)−3/2 6 K5(n− 2m)−1/2.
So, for n−2m > n˜, we see that (F 2mλ )′(z) is "close" to real positive numbers,
whereas (F 2m−1λ )
′(z) is "close" to real negative numbers. 
6. Invariant measures
We have already mentioned in Section 2 that for a hyperbolic polynomial
there exists a unique normalized invariant measure equivalent to conformal
(Hausdorff) measure.
In the parabolic case the situation is more complicated and depends on
the dimension of the Julia set. More precisely Denker and Urbański (see [4]
and [23]) have shown that if the polynomial f has one and only one parabolic
fixed point whose Leau-Fatou flower has p petals then:
- if the Julia set of f has dimension greater than 2pp+1 , there exists
a unique normalized invariant measure equivalent to the conformal
measure,
- if the dimension belongs to [1, 2pp+1 ], then there exists a unique (up to a
positive factor) σ-finite invariant measure equivalent to the conformal
measure.
So, in our case, if fc0 has a parabolic cycle with two petals, then the exis-
tence of a normalized invariant measure absolutely continuous to Hausdorff
is equivalent to d(c0) > 4/3.
Having this in mind, we now estimate µ(Cn(λ)) = µ˜n(Cn), for λ 6= −1
(close to −1), and n large.
The first result follows from [13, Lemma 7.3] and [14, Lemma 6.2]
Lemma 6.1. There exist D > 1 and η > 0 such that for every N ∈ N there
exists a constant K(N) > 1 for which
D−1 6 dµλ
dωλ
∣∣∣
BN (λ)
6 K(N),
provided |δλ| < η.
Corollary 6.2. For every neighborhood U of the parabolic cycle, and every
continuous function g : C→ R such that g|U = 0, we have
lim
λ→−1
∫
g dµλ =
∫
g dµ−1.
The next lemmas are Lemma 6.4 and 6.5 in [14].
Lemma 6.3. There exists constant H > 0, such that for every ε > 0 there
exist N ∈ N, η > 0 such that if n > N and |δλ| < η then
(1− ε)H
∞∑
m=n
ω˜λ(Cm) 6 µ˜λ(Cn) 6 (1 + ε)H
∞∑
m=n
ω˜λ(Cm).
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Note that the constant H depends on the choice of the fixed point αc,
that was moving to 0.
For h > 1, |ε| 6 1 and u 6= 0 let us define
(6.1) Λhε (u) :=
( eu
|e2u − 1|3/2
)h
eεu =
( e−2u
|1− e−2u|3/2
)h
eεu.
If h = D(λ), then D(λ) − ε is separated from zero for λ close to −1. Thus,
for all sufficiently small s > 0, we get
∞∫
s
Λ
D(λ)
δ (u)du 
−s∫
−∞
Λ
D(λ)
δ (u)du  s−3D(λ)/2+1.
Lemma 6.4. There existsM > 0, and for every ε ∈ (0, 1) there exist N ∈ N,
η > 0 such that
(1) if δλ ∈ (0, η), and n > N , then
(1− ε)M
∞∫
nδλ
Λ
D(λ)
−ε (u)du 6
µ˜λ(Cn)
δ
3D(λ)/2−1
λ
6 (1 + ε)M
∞∫
nδλ
ΛD(λ)ε (u)du,
(2) if δλ ∈ (−η, 0), and n > N , then
(1− ε)M
nδλ∫
−∞
Λ
D(λ)
−ε (u)du 6
µ˜λ(Cn)
|δλ|3D(λ)/2−1
6 (1 + ε)M
nδλ∫
−∞
ΛD(λ)ε (u)du.
Analogously as in [14, Lemma 6.6 (2)], we get
Lemma 6.5. If D(λ) < 4/3, then for every ε > 0 there exists η > 0 such
that
(1) if δλ ∈ (0, η), then
∞∑
n=1
∣∣∣∣µ˜λ(Cn)−Mδ 32D(λ)−1λ
∞∫
nδλ
Λ
D(λ)
0 (u)du
∣∣∣∣ 6 εδ 32D(λ)−2λ ,
(2) if δλ ∈ (−η, 0), then
∞∑
n=1
∣∣∣∣µ˜λ(Cn)−Mδ 32D(λ)−1λ
nδλ∫
−∞
Λ
D(λ)
0 (u)du
∣∣∣∣ 6 ε|δλ| 32D(λ)−2,
Lemma 6.4, or Lemma 6.3 and Proposition 5.8, lead to
Proposition 6.6. There exist K > 1 and η > 0 such that
(1) if n|δλ| > 1, then
1
K
|δλ|
3
2
D(λ)−1e−Kn|δλ| 6 µ˜λ(Cn) 6 K|δλ|
3
2
D(λ)−1e−
1
K
n|δλ|,
(2) if n|δλ| 6 1, then
1
K
n−
3
2
D(λ)+1 6 µ˜λ(Cn) 6 Kn−
3
2
D(λ)+1,
where |δλ| < η and n > 1.
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Lemma 6.4 leads to
Proposition 6.7. There exists K > 0 and for every ε > 0 there exist α > 0
and N ∈ N such that
(1− ε)Kn− 32D(λ)+1 6 µ˜λ(Cn) 6 (1 + ε)Kn−
3
2
D(λ)+1,
where N < n 6 [α/|δλ|].
From the construction of the invariant measure [14, Section 6] we get:
Lemma 6.8. For every ε > 0 there exist N ∈ N and η > 0, such that
(1− ε) µ˜λ(Cjn) 6 µ˜λ(Cn) 6 (1 + ε) µ˜λ(Cjn),
where n > N , |δλ| < η, and 1 6 j 6 k − 1.
The next results follow from Proposition 6.6 and Lemma 6.8.
Lemma 6.9. There exist K > 1, such that for every N ∈ N, there exist
η > 0, such that
(1) if D(λ) < 4/3 and 0 < |δλ| < η, then
K−1
2− 32D(λ)
|δλ|
3
2
D(λ)−2 6 µ˜λ(MN ) 6
K
2− 32D(λ)
|δλ|
3
2
D(λ)−2,
(2) if D(λ) = 4/3 and 0 < |δλ| < η, then
−K−1 log |δλ| 6 µ˜λ(MN ) 6 −K log |δλ|,
(3) if D(λ) > 4/3 and |δλ| < η, then
K−1
3
2D(λ)− 2
N−
3
2
D(λ)+2 6 µ˜λ(MN ) 6
K
3
2D(λ)− 2
N−
3
2
D(λ)+2.
In particular, for every ε > 0 there exist N ∈ N, η > 0 such that
µ˜λ(MN ) < ε, where |δλ| < η.
Lemma 6.10. For every ε > 0, N ∈ N and α > 0 there exists η > 0 such
that if |D(λ)− 4/3| 6 η, and 0 < |δλ| < η then
µ˜λ(M[α/|δλ|]) 6 εµ˜λ(MN \M[α/|δλ|]).
Moreover, if D(λ)→ 4/3 when δλ → 0, then
lim
δλ→0
µ˜λ(MN \M[α/|δλ|]) =∞.
Lemma 6.11. There exist K > 0, η > 0 and ε0 > 0 such that such that for
every 0 < ε < ε0 and N ∈ N
(1)
∑∞
n=N+1 (e
εn|δλ| − 1) µ˜λ(Cn) 6 εKµ˜λ(MN ),
(2)
∑∞
n=N+1 e
εn|δλ| µ˜λ(Cn) 6 Kµ˜λ(MN ),
where |δλ| < η.
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7. Estimation of the denominator
In order to prove Proposition 7.2, we will need the following lemma:
Lemma 7.1. There exist η > 0 and for every N ∈ N there exist C > 0 and
ρ > 1 such that for every z ∈ Jλ, n ∈ N
|(Fnλ )′(z)| > Cρkn(z),
where |δλ| 6 η, and
kn(z) = #{0 6 j 6 n− 1 : F jλ(z) ∈ BN (λ)}.
Proof. Fix N ∈ N and η > 0 small enough. We conclude from Proposition
5.3 (2) that there exist C > 0, such that if z ∈ CN+j(λ), |δλ| 6 η and
1 6 n 6 j − 1, then
|(Fnλ )′(z)| > C.
Thus, if the whole trajectory is included in MN (λ), the assertion holds.
Moreover, the assertion also holds if z ∈ BN (λ) and the rest of the trajectory
is included in MN (λ) (so in particular z ∈ F−1λ (MN (λ))).
Next, because of the chain rule, we can assume that z ∈ BN+1(λ), Fλ(z) ∈
BN (λ) and Fnλ (z) ∈ BN (λ). That is
z, Fn−1λ (z) ∈ XN (λ) := BN+1(λ) \ F−1λ (MN (λ)).
Let P (Fλ) be the postcritical set of Fλ, i.e. closure of the strict forward
orbits of the critical points of Fλ. Let ||F ′λ|| denote the norm of the derivative
with respect to the hyperbolic metric on Cˆ \ P (Fλ).
Since P (Fλ) is a proper subset of Q(Fλ) = F−1λ (P (Fλ)), [17, Theorem 3.5]
leads to
(7.1) ||F ′λ(z)|| > 1,
provided Fλ(z) /∈ P (Fλ).
Since ϕλ converges uniformly, the set
{(z, δλ) ∈ C× [−η, η] : z ∈ XN (λ)}
is compact. Moreover, XN (λ) is separated from the postcritical set, thus
there exist ρ > 1 such that
(7.2) ||F ′λ(z)|| > ρ,
where z ∈ XN (λ) and |δλ| 6 η. So, if z, Fn−1λ (z) ∈ XN (λ), then we conclude
from (7.1) and (7.2) that
||(Fnλ )′(z)|| > ρkn(z)−1.
The statement follows from the fact that hyperbolic metric is comparable to
Euclidian metric on the set BN+1(λ). 
Proposition 7.2. There exists a constant χ > 0 such that∫
Jλ>
log |F ′λ(ϕλ)|dµ˜λ → χ,
where λ→ −1.
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Proof. First, note that log |F ′λ(ϕλ)| converges uniformly to log |F ′−1(ϕ−1)|.
So, Corollary 6.2 leads to
(7.3)
∫
BN
log |F ′λ(ϕλ)|dµ˜λ →
∫
BN
log |F ′−1(ϕ−1)|dµ˜−1.
Now we estimate the integral overMN . We have F ′λ(0) = −1+δλ. Because
F ′λ is a Lipschitz function on filled-in Julia set, we get
|F ′λ(z) + 1| 6 |δλ|+K1 dist(0, z),
for suitable constant K1. Since dist(0, z) is close to | Im z|, Corollary 5.6
gives us
|F ′λ(z) + 1| 6 |δλ|+K2n−1/2 6 K3n−1/2 if n|δλ| 6 1,
|F ′λ(z) + 1| 6 |δλ|+K2|δλ|1/2 6 K3|δλ|1/2 if n|δλ| > 1.
Thus, Proposition 6.6, and an easy computation, lead to
∫
MN
∣∣ log |F ′λ(ϕλ)|∣∣dµ˜λ 6 K4 ∞∑
n=N+1
|F ′λ(ϕλ)− 1|µ˜λ(Cn)
6 K5
[1/|δλ|]∑
n=N+1
n−1/2n−
3
2
D(λ)+1 +K5
∞∑
n=[1/|δλ|]+1
|δλ|1/2|δλ|
3
2
D(λ)−1e−
1
K
n|δλ|
6 K6N
3
2
− 3
2
D(λ) +K6|δλ|
3
2
D(λ)− 3
2 .
Since D(−1) > 1 and the constant K6 does not depend on N , we see that
the integral over MN is less than an arbitrary ε > 0, for N large enough,
and δλ close to 0. Thus we conclude from (7.3) that there exists
(7.4) χ := lim
λ→−1
∫
Jλ>
log |F ′λ(ϕλ)|dµ˜λ.
Now we prove that χ > 0. Fix δλ close to 0, and N ∈ N. Since the
measure µ˜λ is Fλ>-invariant, Lemma 7.1 gives us∫
Jλ>
log |(Fnλ )′(ϕλ)|dµ˜λ > log(C) µ˜λ(Jλ>) + n log(ρ) µ˜λ(BN ).
Therefore, we see that∫
Jλ>
log |F ′λ(ϕλ)|dµ˜λ =
1
n
∫
Jλ>
log |(Fnλ )′(ϕλ)|dµ˜λ >
1
2
log(ρ) µ˜λ(BN ) > 0,
for n large enough. Since ρ > 1, the statement follows from the fact that
µ˜λ(BN )→ µ˜−1(BN ) > 0. 
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8. Estimates close to the parabolic point 0
In this section, we will estimate a "principal part" of the function
(8.1)
∂
∂λ
log
∣∣F ′λ(ϕλ)∣∣ = Re( ∂∂λ(F ′λ(ϕλ))F ′λ(ϕλ)
)
,
close to the parabolic point 0 (cf. formula 2.2). Note that
(8.2)
∂
∂λ
(F ′λ(ϕλ)) =
( ∂
∂λ
F ′λ
)
(ϕλ) +
∂
∂λ
ϕλ · F ′′λ (ϕλ).
8.1. We define
ϕ˙λ(s) :=
∂
∂λ
ϕλ(s).
Since the Julia set moves holomorphically on Λl and Λr (see Section 3.3),
the derivative is well defined if λ ∈ (−1− ε,−1) ∪ (−1,−1 + ε), for suitably
chosen ε > 0. Moreover
ϕλ(Fλ>(s)) = Fλ(ϕλ(s)).
Thus, differentiating both sides with respect to λ, we get
ϕ˙λ(Fλ>(s)) =
( ∂
∂λ
Fλ
)
(ϕλ(s)) + F
′
λ(ϕλ(s)) · ϕ˙λ(s).
Hence,
ϕ˙λ(s) = −
( ∂∂λFλ)(ϕλ(s))
F ′λ(ϕλ(s))
+
ϕ˙λ(Fλ>(s))
F ′λ(ϕλ(s))
.
Next, replacing s by Fλ>(s), F 2λ>(s), . . . , F
m−1
λ>
(s), and using the fact that
ϕλ(F
j−1
λ>
(s)) = F j−1λ (ϕλ(s)), we obtain
(8.3) ϕ˙λ(s) = −
m∑
j=1
( ∂∂λFλ)(F
j−1
λ (ϕλ(s)))
(F jλ)
′(ϕλ(s))
+
ϕ˙λ(F
m
λ>(s))
(Fmλ )
′(ϕλ(s))
.
Since ∂∂λFλ(z) = z +O(z
3), we rewrite the above formula as follows:
(8.4) ϕ˙λ(s) = −
m∑
j=1
F j−1λ (ϕλ(s))
(F jλ)
′(ϕλ(s))
−
m∑
j=1
( ∂∂λFλ)(F
j−1
λ (ϕλ(s)))− F j−1λ (ϕλ(s))
(F jλ)
′(ϕλ(s))
+
ϕ˙λ(F
m
λ>(s))
(Fmλ )
′(ϕλ(s))
.
8.2. Let s ∈ Cn, where n > 1. The function Ψ˙λ is defined on the set M∗0
as follows:
(8.5) Ψ˙λ(s) := −
n∑
j=1
( ∂∂λFλ)(F
j−1
λ (ϕλ(s)))
(F jλ)
′(ϕλ(s))
.
Next, if ϕλ(s) = z ∈ Cn(λ), where n > 1. We define the function ψ˙λ(z) on
M∗0(λ) (i.e. close to the parabolic point 0), by setting
(8.6) ψ˙λ(z) := −
n∑
j=1
F j−1λ (z)
(F jλ)
′(z)
.
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We are going to study ψ˙λ(z), which is a "principal part" of ϕ˙λ(s). But first,
for z ∈M∗0(λ), let us write
(8.7) βλ(z) := Im z · Im ψ˙λ(z).
So we see that βλ(z) is related to Im ψ˙λ(z). We will prove that βλ(z) is also
related to Re ψ˙λ(z), as well as to the function from (8.1) (see subsections
8.3, 8.4). The function βλ(z) will be estimated at the end of this section (see
subsection 8.5)
Next, in Section 9, we will prove that the function Ψ˙λ is "close" to ψ˙λ,
and we will consider the other points of the parabolic cycle.
8.3. Note that, for n0 < n, we have
ψ˙λ(z) = −
n0∑
j=1
F j−1λ (z)
(F jλ)
′(z)
+
ψ˙λ(F
n0
λ (z))
(Fn0λ )
′(z)
.
In particular, if n0 = 1, we get
(8.8) ψ˙λ(z) · F ′λ(z) = −z + ψ˙λ(Fλ(z)).
It follows from definition of o˜ and Corollary 5.6, that
Aλ(z) = o˜(Bλ(z)),
if for every ε > 0 there exist η > 0 and N ∈ N such that |Aλ(z)/Bλ(z)| 6 ε,
where z ∈ Cn(λ), n > N and 0 < |λ| < η.
Lemma 8.1. We have:
(1) if z1, z2 ∈ C+n (λ) (or z1, z2 ∈ C−n (λ)), then
ψ˙λ(z1)− ψ˙λ(z2) = o˜(1),
(2) if z ∈M∗N (λ), then
ψ˙λ(z)− ψ˙λ(Fλ(z)) = o˜(1).
Proof. The first statement can be proven in a similar way as in [14, Lemma
9.1], but we do not have to group terms by pairs (see also the proof of Lemma
9.3). The second statement follows from the first. 
It follows from Lemma 3.2, that Re z = o˜(Im z). So, (3.2) gives us
(8.9) ReF
′
λ(z) = −1 + o˜(1),
ImF ′λ(z) = 2a Im z + o˜(Re z).
Lemma 8.2. If z ∈M∗0(λ), then
Re ψ˙λ(z) = −aβλ(z) + o˜(1) + o˜(βλ(z)).
Proof. It follows from (8.8) that
Re ψ˙λ(z) · ReF ′λ(z)− Im ψ˙λ(z) · ImF ′λ(z) = −Re z + Re ψ˙λ(Fλ(z)),
and then
Re ψ˙λ(Fλ(z))− Re ψ˙λ(z) · ReF ′λ(z) = Re z − Im ψ˙λ(z) · ImF ′λ(z).
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Using Lemma 8.1 (2), and (8.9) we can estimate both sides of the above
expression:
Re ψ˙λ(Fλ(z))− Re ψ˙λ(z) · ReF ′λ(z) = 2 Re ψ˙λ(z) + o˜(Re ψ˙λ(z)) + o˜(1),
Re z − Im ψ˙λ(z) · ImF ′λ(z) = −2aβλ(z) + o˜(βλ(z)) + o˜(1).
Hence
2 Re ψ˙λ(z) = −2aβλ(z) + o˜(1) + o˜(βλ(z)) + o˜(Re ψ˙λ(z)).
We see that Re ψ˙λ(z) cannot be to large with respect to βλ(z), so the lemma
follows. 
8.4. Now, we will estimate a "principal part" of (8.1).
First, if uλ is a complex function defined on a subset of Jλ> , then
(8.10) D2Fλ(ϕλ, uλ) :=
( ∂
∂λ
F ′λ
)
(ϕλ) + uλF
′′
λ (ϕλ).
Thus, using (8.2) and (8.1), we get
(8.11)
∂
∂λ
(
F ′λ(ϕλ)
)
= D2Fλ(ϕλ, ϕ˙λ), and
∂
∂λ
log
∣∣F ′λ(ϕλ)∣∣ = Re(D2Fλ(ϕλ, ϕ˙λ)F ′λ(ϕλ)
)
.
Next, using (3.2) and (3.3), we see that
D2Fλ(ϕλ, ϕ˙λ) = 1 + ϕ˙λ(2a+ 6bϕλ) +O(δλϕλϕ˙λ) +O(ϕ
2
λϕ˙λ) +O(ϕ
2
λ).
Now, instead of ϕ˙λ, we will deal with the function ψ˙λ. If ϕλ(s) = z, then
ψ˙λ(ϕλ(s)) = ψ˙λ(z), therefore
(8.12) D2Fλ(ϕλ, ψ˙λ(ϕλ)) = D
2
Fλ
(z, ψ˙λ(z))
= 1 + ψ˙λ(z)(2a+ 6bz) +O(δλzψ˙λ(z)) +O(z
2ψ˙λ(z)) +O(z
2).
The two following Propositions are the most important steps in the proof
of the Theorem 1.1 in the case d(c0) < 4/3.
Proposition 8.3. If ϕλ(s) = z ∈M∗0(λ), then
Re
(D2Fλ(ϕλ, ψ˙λ(ϕλ))
F ′λ(ϕλ)
)
= 6A2βλ(ϕλ)− 1 + o˜(1) + o˜(βλ(ϕλ)).
Proof. The fact that Re z = o˜(Im z), and Lemma 8.2 gives us
Re(z · ψ˙λ(z)) = − Im z Im ψ˙λ(z) + Re zRe ψ˙λ(z)
= −βλ(z) + o˜(Im z) + o˜(βλ(z)),
Im(z · ψ˙λ(z)) = Re z Im ψ˙λ(z) + Im zRe ψ˙λ(z) = o˜(Im z) + o˜(βλ(z)),
and
z2 · ψ˙λ(z) = o˜(Im2 z) + o˜(βλ(z)).
So, (8.12) leads to
ReD2Fλ(z, ψ˙λ(z)) = 1 + 2aRe ψ˙λ(z)− 6bβλ(z) + o˜(Im z) + o˜(βλ(z)),
ImD2Fλ(z, ψ˙λ(z)) = 2a Im ψ˙λ(z) + o˜(Im z) + o˜(βλ(z)).
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Figure 4. The graph of the function Γ
Next, using (8.9) and Lemma 8.2, we obtain
ReD2Fλ(z, ψ˙λ(z)) · ReF ′λ(ϕλ) = −
(
1 + 2a(−aβλ(z))− 6bβλ(z)
)
+o˜(1) + o˜(βλ(z))
ImD2Fλ(z, ψ˙λ(z)) · ImF ′λ(ϕλ) = 4a2βλ(z) + o˜(Im2 z) + o˜(βλ(z)).
Finally, we have
Re
(D2Fλ(ϕλ, ψ˙λ(ϕλ))
F ′λ(ϕλ)
)
=
ReD2Fλ(z, ψ˙λ(z)) · ReF ′λ(ϕλ) + ImD2Fλ(z, ψ˙λ(z)) · ImF ′λ(ϕλ)
|F ′λ(ϕλ)|2
= −1 + 2a2βλ(z) + 6bβλ(z) + 4a2βλ(z) + o˜(1) + o˜(βλ(z)).
Since A2 = a2 + b, the assertion follows. 
8.5. Now we will estimate the function βλ.
Let us consider the function Γ : R→ R,
(8.13) Γ(x) =
1
4
(
1 +
sinh 2x− 2x
cosh 2x− 1
)
=
e2x − 1− 2x
2(e2x − 1)2 e
2x,
where x 6= 0, and Γ(0) = 1/4. We see that Γ is continuous, whereas
limx→∞ Γ(x) = 1/2 and limx→−∞ Γ(x) = 0. Next we get
Γ′(x) =
x coshx− sinhx
2 sinh3 x
,
where x 6= 0, and Γ′(0) = 1/6. So, the function Γ is monotone increasing,
and we conclude that Γ(x) ∈ (0, 1/2) for all x ∈ R.
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Proposition 8.4. For every ε > 0 there exist η > 0, N ∈ N such that if
z ∈ Cn(λ), n > N and 0 < |δλ| < η then
1
A2
Γ(nδλ)e
−εn|δλ| − ε 6 βλ(z) 6 1
A2
Γ(nδλ)e
εn|δλ| + ε.
Proof. Fix ε > 0. Let n˜ be an integer large enough, and let z ∈ Cn(λ), where
n > n˜. Moreover, we can assume that Im z > 0.
Step 1. Lemma 3.2 and Lemma 5.10 gives us
(8.14) (1− ε) | ImF
j−1
λ (z)|
|(F jλ)′(z)|
6 Im
(
− F
j−1
λ (z)
(F jλ)
′(z)
)
6 (1 + ε) | ImF
j−1
λ (z)|
|(F jλ)′(z)|
,
where n > n˜+ j, and δλ is close to 0. Next, Proposition 5.3 (2) leads to
(1− 2ε)|Cn(λ)| | ImF
j−1
λ (z)|
|Cn−j(λ)| 6 Im
(
− F
j−1
λ (z)
(F jλ)
′(z)
)
6 (1 + 2ε)|Cn(λ)| | ImF
j−1
λ (z)|
|Cn−j(λ)| .
Since | ImF jλ(z)| is close to | ImF j−1λ (z)|, and F jλ(z) ∈ Cn−j(λ), Proposition
5.7 gives us
(8.15) (1− 3ε)|Cn(λ)| e
2(n−j)δλ
A2| ImF jλ(z)|2
e−ε(n−j)|δλ| 6 Im
(
− F
j−1
λ (z)
(F jλ)
′(z)
)
6 (1 + 3ε)|Cn(λ)| e
2(n−j)δλ
A2| ImF jλ(z)|2
eε(n−j)|δλ|.
Using Proposition 5.5 (1) we get
(8.16) (1− 4ε)|Cn(λ)|e
2(n−j)δλ − 1
δλ
e−2ε(n−j)|δλ| 6 Im
(
− F
j−1
λ (z)
(F jλ)
′(z)
)
6 (1 + 4ε)|Cn(λ)|e
2(n−j)δλ − 1
δλ
e2ε(n−j)|δλ|,
where n− j > n˜.
Step 2. Now we will estimate
∑n−n˜
j=1 (e
2(n−j)δλ − 1). We have
n−n˜∫
0
(eγ(n−x)δλ − 1) dx = 1
γδλ
(eγnδλ − eγn˜δλ)− (n− n˜),
Since (e2mδλ − 1)/(e2(m+1)δλ − 1) is close to 1, where m > n˜ (for sufficiently
large n˜, and small δλ), the sum can be estimated by the integral as follows:
(8.17) (1− ε)
( 1
2δλ
(e2nδλ − e2n˜δλ)− (n− n˜)
)
6
n−n˜∑
j=1
(
e2(n−j)δλ − 1)
6 (1 + ε)
( 1
2δλ
(e2nδλ − e2n˜δλ)− (n− n˜)
)
.
Let
g(x) :=
ex − 1
x
.
24 LUDWIK JAKSZTAS, MICHEL ZINSMEISTER
If we put g(0) = 1, then g is a positive increasing function on R, and
(8.18)
1
2δλ
(e2nδλ − e2n˜δλ)− (n− n˜) = n(g(2nδλ)− g(2n˜δλ)).
For small δλ and n > N , where N is large enough, g(2n˜δλ)− 1 is small with
respect to g(2nδλ)− 1, thus we get
(8.19) (1− ε)(g(2nδλ)− 1) 6 g(2nδλ)− g(2n˜δλ) 6 (1 + ε)(g(2nδλ)− 1).
Combining (8.17) with (8.18) and (8.19), we obtain
(8.20) (1−ε)2n(g(2nδλ)−1) 6 n−n˜∑
j=1
(
e2(n−j)δλ−1) 6 (1+ε)2n(g(2nδλ)−1).
Step 3. For every 1 6 j 6 n−n˜, we have e−2εn|δλ| < e±2ε(n−j)|δλ| < e2εn|δλ|.
Thus, (8.16) and (8.20) leads to
(1− 6ε)|Cn(λ)|
n
(
g(2nδλ)− 1
)
δλ
e−2εn|δλ| 6 Im
(
−
n−n˜∑
j=1
F j−1λ (z)
(F jλ)
′(z)
)
6 (1 + 7ε)|Cn(λ)|
n
(
g(2nδλ)− 1
)
δλ
e2εn|δλ|.
By the definition of the function g,
(1− 6ε)|Cn(λ)|
(e2nδλ − 1− 2nδλ
2δ2λ
)
e−2εn|δλ| 6 Im
(
−
n−n˜∑
j=1
F j−1λ (z)
(F jλ)
′(z)
)
6 (1 + 7ε)|Cn(λ)|
(e2nδλ − 1− 2nδλ
2δ2λ
)
e2εn|δλ|.
Multiplying the above inequalities by Im z, and using Proposition 5.7, we
obtain
(1− 7ε)A2 Im4 z
(e2nδλ − 1− 2nδλ
2δ2λ
)
e−2nδλ−3εn|δλ|
6 Im z · Im
(
−
n−n˜∑
j=1
F j−1λ (z)
(F jλ)
′(z)
)
6 (1 + 8ε)A2 Im4 z
(e2nδλ − 1− 2nδλ
2δ2λ
)
e−2nδλ+3εn|δλ|.
Next, Proposition 5.5 (1) leads to
(8.21) (1− 8ε) 1
A2
(e2nδλ − 1− 2nδλ
2(e2nδλ − 1)2
)
e2nδλ−4εn|δλ|
6 Im z · Im
(
−
n−n˜∑
j=1
F j−1λ (z)
(F jλ)
′(z)
)
6 (1 + 9ε) 1
A2
(e2nδλ − 1− 2nδλ
2(e2nδλ − 1)2
)
e2nδλ+4εn|δλ|,
where n > N and δλ is close to 0.
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Step 4. We have ∣∣∣∣ n∑
j=n−n˜+1
F j−1λ (z)
(F jλ)
′(z)
∣∣∣∣ 6 K(n˜).
Therefore, we can assume that∣∣∣∣ Im z · Im(− n∑
j=n−n˜+1
F j−1λ (z)
(F jλ)
′(z)
)∣∣∣∣ 6 ε,
where z ∈ Cn(λ) and n > N . So, combining the above with (8.21), and (8.6),
we obtain
(1− 8ε) 1
A2
(e2nδλ − 1− 2nδλ
2(e2nδλ − 1)2
)
e2nδλ−4εn|δλ| − ε 6 Im z · Im ψ˙λ(z)
6 (1 + 9ε) 1
A2
(e2nδλ − 1− 2nδλ
2(e2nδλ − 1)2
)
e2nδλ+4εn|δλ| + ε.
Thus, the statement follows from definitions (8.13), (8.7) and the fact that
the function Γ is bounded. 
We end this section with an easy corollary:
Corollary 8.5. For every ε > 0 there exists K > 0 and η > 0 such that∣∣ψ˙λ(z)∣∣ 6 Keεn|δλ|| Im z|
where z ∈ Cn(λ), n > 1 and 0 < |δλ| < η.
Proof. Fix ε > 0. We conclude from definition (8.7), combined with Lemma
8.2, that there exists K1 > 1, such that∣∣ψ˙λ(z)∣∣ 6 βλ(z)| Im z| +K1βλ(z) + ε.
Next, since the function |Γ| is bounded by 1/2, Proposition 8.4 leads to∣∣ψ˙λ(z)∣∣ 6 K2 eεn|δλ|| Im z| ,
where z ∈ Cn(λ), n > N , 0 < |δλ| < η, for suitably chosen N ∈ N and η > 0.
Moreover, increasing the constant K2 if necessary, we can assume that the
above inequality holds for z ∈ Cn(λ) where n > 1. 
Note that the constant in the above corollary can be chosen independently
of ε > 0.
9. Controlling the other points of the parabolic cycle
The goal of this section is to establish Proposition 9.7.
Lemma 9.1. There exists K > 0, and for every ε > 0 there exists η > 0,
such that
|Ψ˙λ(s)− ψ˙λ(z)| 6 K| Im z| eεn|δλ|,
where ϕλ(s) = z ∈ Cn(λ), n > 1 and 0 < |δλ| < η.
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Proof. Fix ε˜ > 0, and let z ∈ Cn(λ). First, note that
(9.1)
∣∣∣( ∂
∂λ
Fλ
)
(F j−1λ (z))− F j−1λ (z)
∣∣∣ = O(|F j−1λ (z)|3),
(cf. (3.3) and definitions (8.5), (8.6)).
Step 1. We can assume that |F j−1λ (z)| is close to | ImF j−1λ (z)| (see Lemma
3.2). Thus, similarly as in the proof of Proposition 8.4 (Step 1.), using
Proposition 5.3 (2) and Proposition 5.7 (cf. right hand sides of (8.14) and
(8.15)), we can get∣∣∣∣(F j−1λ (z))3
(F jλ)
′(z)
∣∣∣∣ 6 (1 + ε˜)|Cn(λ)|e2(n−j)δλA2 eε˜(n−j)|δλ|.
where n− j > N , |δλ| < η, for suitably chosen N ∈ N and η > 0.
Observe that we can find a constant K˜ > 0 such that the above inequality,
with (1 + ε˜) replaced by K˜, holds also for 0 6 n − j 6 N . Let K1 = 2K˜.
Then for every ε > 0 there exist η > 0 such that
(9.2)
∣∣∣∣(F j−1λ (z))3
(F jλ)
′(z)
∣∣∣∣ 6 K1|Cn(λ)|e2(n−j)δλA2 eε(n−j)|δλ|,
where n− j > 0 and |δλ| < η.
Step 2. Using Proposition 5.7 and Proposition 5.5 (1), we obtain
|Cn(λ)| 6 1 + ε˜
A
∣∣∣∣ δλe2nδλe2nδλ − 1
∣∣∣∣3/2e−2nδλ eε˜n|δλ|,
where n > N and |δλ| < η. As before, we can find a constant K2 > 0 such
that for every ε > 0 there exists η > 0 such that
|Cn(λ)| 6 K2
A
∣∣∣∣ δλe2nδλe2nδλ − 1
∣∣∣∣3/2e−2nδλ eεn|δλ|,
where n > 1, |δλ| < η. So, combining this with (9.2), we get∣∣∣∣(F j−1λ (z))3
(F jλ)
′(z)
∣∣∣∣ 6 K3∣∣∣∣ δλe2nδλe2nδλ − 1
∣∣∣∣3/2e−2jδλ eε(2n−j)|δλ|,
Step 3. We have eε(2n−j)|δλ| < e2εn|δλ|, therefore summing from j = 1 to
n, we get
n∑
j=1
∣∣∣∣(F j−1λ (z))3
(F jλ)
′(z)
∣∣∣∣ 6 K4∣∣∣∣ δλe2nδλe2nδλ − 1
∣∣∣∣3/2 1− e−2nδλ2δλ e2εn|δλ|.
Note that e2nδλ(e2nδλ − 1)−1(1 − e−2nδλ) = 1. Next, we can conclude from
Proposition 5.5 (1) that there exists a constant K5 > 0 such that
n∑
j=1
∣∣∣∣(F j−1λ (z))3
(F jλ)
′(z)
∣∣∣∣ 6 K42
∣∣∣∣ δλe2nδλe2nδλ − 1
∣∣∣∣1/2e2εn|δλ| 6 K5| Im z| e3εn|δλ|,
where z ∈ Cn(λ), n > 1 and |δλ| < η. Thus the assertion follows from (9.1)
and definitions (8.5), (8.6). 
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Lemma 9.2. There exist K > 0, η > 0 and a sequence of points sjn ∈ Cjn,
such that ∣∣ϕ˙λ(sjn)− Ψ˙λ(sjn)∣∣ 6 K|Cn(λ)|,
where 0 < |δλ| < η. Moreover, we can assume that f˜ jλ>(s0n) = s
j
n and
Fλ>(s
j
j+1) = s
j
n where 1 6 j 6 k − 1 and n > 1.
Proof. Let us take a sequence sjn consisting of preimages of β-fixed point of
f˜λ> , satisfying f˜
j
λ>
(s0n) = s
j
n and Fλ>(s
j
j+1) = s
j
n where sjn ∈ Cjn. Then
ϕ˙λ(F
n
λ>(s
j
n))
is uniformly bounded for 0 < |δλ| < η (where η > 0 is small enough).
Next, using the bounded distortion property (cf. Proposition 5.3 (2)), we
conclude that there exist a constant K > 0, such that
|(Fnλ )′(z)|−1 6 K|Cn(λ)|,
where z ∈ Cn(λ). Thus, the assertion follows from (8.3) and definition (8.5).

Note that if N and D are a complex functions defined on a set X, and
x1, x2 ∈ X, then
(9.3)
∣∣∣∣N(x1)D(x1) − N(x2)D(x2)
∣∣∣∣ 6 ∣∣∣∣N(x1)−N(x2)D(x1)
∣∣∣∣+ ∣∣∣∣N(x2)D(x2)
(D(x2)−D(x1)
D(x1)
)∣∣∣∣.
Lemma 9.3. For every ε > 0 there exist N ∈ N and η > 0, such that for
every 0 6 j 6 k − 1 and s1, s2 ∈ Cj+n (or z1, z2 ∈ Cj−n ), we have∣∣Ψ˙λ(s1)− Ψ˙λ(s2)∣∣ < ε,
where n > N and 0 < |δλ| < η.
Proof. Let z1, z2 ∈ C+n (λ). We have F j−1λ (z1), F j−1λ (z2) ∈ Cn−j+1(λ), so the
fact that ∂∂λFλ is a Lipschitz function, and proposition 5.3 (2) gives us∣∣∣∣( ∂∂λFλ)(F j−1λ (z1))− ( ∂∂λFλ)(F j−1λ (z2))
(F jλ)
′(z1)
∣∣∣∣
6 K1|Cn−j+1(λ)| |Cn(λ)||Cn−j(λ)| 6 K2|Cn(λ)|.
Next, the fact that ∂∂λFλ(z) = z + O(z
3), again Proposition 5.3 (2), and
Koebe Distortion Theorem leads to∣∣∣∣( ∂∂λFλ)(F j−1λ (z2))
(F jλ)
′(z2)
(
(F jλ)
′(z2)
(F jλ)
′(z1)
− 1
)∣∣∣∣
6 K3| ImF j−1λ (z2)|
|Cn(λ)|
|Cn−j(λ)|
|Cn−j(λ)|
| ImF jλ(z2)|
6 K4|Cn(λ)|.
Thus, we get (cf. inequality (9.3))∣∣∣∣( ∂∂λFλ)(F j−1λ (z1))
(F jλ)
′(z1)
− (
∂
∂λFλ)(F
j−1
λ (z2))
(F jλ)
′(z2)
∣∣∣∣ 6 K5|Cn(λ)|.
28 LUDWIK JAKSZTAS, MICHEL ZINSMEISTER
So, definition (8.5) and Corollary 5.9 lead to
|Ψ˙λ(z1)− Ψ˙λ(z2)| 6 K5n|Cn(λ)| 6 K6n−1/2.
Tee same inequalities (for suitable constants) holds also for z1, z2 ∈ Cj+n (λ)
(z1, z2 ∈ Cj−n (λ)) where 0 6 j 6 k − 1, thus the statement follows. 
Lemma 9.4. There exist K1, K2 > 0 and η > 0 such that if 0 < |δλ| < η
then
|ϕ˙λ(s1)| 6 K1|ϕ˙λ(s2)|+K2.
where s1, s2 ∈ Jλ>, and f˜ jλ>(s1) = s2 or f˜
j
λ>
(s2) = s1, for 1 6 j 6 k − 1.
Proof. We have f˜ jλ(ϕλ(s)) = ϕλ(f˜
j
λ>
(s)), therefore
∂f˜ jλ
∂λ
(ϕλ(s)) +
∂f˜ jλ
∂z
(ϕλ(s)) · ϕ˙λ(s) = ϕ˙λ(f˜ jλ>(s)).
If 0 < |δλ| < η, then we can assume that
∣∣∂f˜jλ
∂λ (ϕλ)
∣∣, ∣∣∂f˜jλ∂z (ϕλ)∣∣ are uniformly
bounded, and ∂f˜
j
λ
∂z (ϕλ) is separated from 0. So, the assertion follows. 
Lemma 9.5. For every ε > 0 there exist N ∈ N and η > 0, such that for
every 0 6 j 6 k − 1 and s1, s2 ∈ Cjn, we have∣∣∣∣Re(D2Fλ(ϕλ(s1), Ψ˙λ(s1))F ′λ(ϕλ(s1))
)
− Re
(D2Fλ(ϕλ(s2), Ψ˙λ(s2))
F ′λ(ϕλ(s2))
)∣∣∣∣ 6 εeεn|δλ|,
where n > N and 0 < |δλ| < η.
Proof. Fix ε > 0. We can assume that s1, s2 ∈ Cj+n . It follows from definition
(8.10) that
D2Fλ(ϕλ(s1), Ψ˙λ(s1))−D2Fλ(ϕλ(s2), Ψ˙λ(s2))
=
( ∂
∂λ
F ′λ
)
(ϕλ(s1))−
( ∂
∂λ
F ′λ
)
(ϕλ(s2))
+ F ′′λ (ϕλ(s1))
(
Ψ˙λ(s1)− Ψ˙λ(s2)
)
+ Ψ˙λ(s2)
(
F ′′λ (ϕλ(s1))− F ′′λ (ϕλ(s2))
)
.
Since ∂∂λF
′
λ and F
′′
λ are Lipschitz functions on Jλ, Lemma 9.3 gives us
(9.4)
∣∣D2Fλ(ϕλ(s1), Ψ˙λ(s1))−D2Fλ(ϕλ(s2), Ψ˙λ(s2))∣∣ 6 ε+|Ψ˙λ(s2)|K7|Cn(λ)|.
where n > N , |δλ| < η, for suitably chosen N ∈ N and η > 0. Next,
definition (8.10) leads to
(9.5)
∣∣D2Fλ(ϕλ(s2), Ψ˙λ(s2))(F ′λ(ϕλ(s2))− F ′λ(ϕλ(s1)))∣∣
6
(
K1 +K2|Ψ˙λ(s2)|
)|Cn(λ)|.
Since F ′λ is separated from 0, (9.4), (9.5) combined with (9.3) gives us
(9.6)∣∣∣∣D2Fλ(ϕλ(s1), Ψ˙λ(s1))F ′λ(ϕλ(s1)) − D
2
Fλ
(ϕλ(s2), Ψ˙λ(s2))
F ′λ(ϕλ(s2))
∣∣∣∣ 6 (K3 +K4|Ψ˙λ(s2)|)|Cn(λ)|.
Since there exist points for which Ψ˙λ is close to ϕ˙λ (cf. Lemma 9.2),
Lemma 9.4 combined with Lemma 9.3 lead to
|Ψ˙λ(s2)| 6 K5|Ψ˙λ(s02)|+K6,
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where f˜ jλ>(s
0
2) = s2 (i.e. s02 ∈ Cn). Using Corollary 8.5 and Lemma 9.1 we
obtain ∣∣Ψ˙λ(s02)∣∣ 6 K7 eεn|δλ|| Im z| ,
where ϕλ(s02) = z ∈ Cn(λ). So, Proposition 5.2 gives us(
K3 +K4|Ψ˙λ(s2)|
)|Cn(λ)| 6 (K8 +K9 eεn|δλ|| Im z|)|Cn(λ)| 6 εeεn|δλ|.
Therefore assertion follows from (9.6). 
Before stating the next result we recall that Fλ ◦ϕλ = ϕλ ◦Fλ> , moreover
f˜kλ = Fλ and f˜λ ◦ ϕλ = ϕλ ◦ f˜λ> .
Lemma 9.6. For every ε > 0 there exist N ∈ N and η > 0 such that∣∣∣∣Re(D2Fλ(ϕλ(s), Ψ˙λ(s))F ′λ(ϕλ(s))
)
− Re
(D2Fλ(ϕλ(f˜ jλ>(s)), Ψ˙λ(f˜ jλ>(s)))
F ′λ(ϕλ(f˜
j
λ>
(s)))
)∣∣∣∣ 6 εeεn|δλ|,
where s ∈ Cn, 1 6 j 6 k − 1, n > N and 0 < |δλ| < η.
Proof. Fix ε > 0. Of course it is enough to consider only consecutive points
from a trajectory, i.e. s, and f˜λ>(s) where s ∈ Cjn, 0 6 j 6 k − 2.
First, we will deal with the function ϕ˙λ instead of Ψ˙λ. Note that there
exists a constant K1 > 0 (cf. definition (8.10) and (8.11)), such that
(9.7)
∣∣∣∣ ∂∂λ log ∣∣F ′λ(ϕλ)∣∣− Re(D2Fλ(ϕλ, Ψ˙λ)F ′λ(ϕλ)
)∣∣∣∣ 6 K1∣∣ϕ˙λ − Ψ˙λ∣∣.
Step 1. The chain rule leads to
(9.8)
∂
∂λ
log
∣∣F ′λ(ϕλ)∣∣− ∂∂λ log ∣∣F ′λ(f˜λ(ϕλ))∣∣
=
∂
∂λ
log
∣∣f˜ ′λ(ϕλ)∣∣− ∂∂λ log ∣∣f˜ ′λ(Fλ(ϕλ))∣∣
= Re
( ∂
∂λ(f˜
′
λ(ϕλ))
f˜ ′λ(ϕλ)
)
− Re
( ∂
∂λ(f˜
′
λ(ϕλ(Fλ>)))
f˜ ′λ(ϕλ(Fλ>))
)
.
Since Fλ> can be replaced by F λ> in the rightmost expression, we obtain
(9.9)∣∣∣ ∂
∂λ
log
∣∣F ′λ(ϕλ)∣∣− ∂∂λ log ∣∣F ′λ(f˜λ(ϕλ))∣∣∣∣∣ 6
∣∣∣∣ ∂∂λ(f˜ ′λ(ϕλ(F λ>)))f˜ ′λ(ϕλ(F λ>)) −
∂
∂λ(f˜
′
λ(ϕλ))
f˜ ′λ(ϕλ)
∣∣∣∣.
Step 2. Note that
(9.10)
∂
∂λ
(
f˜ ′λ(ϕλ)
)
=
( ∂
∂λ
f˜ ′λ
)
(ϕλ) + f˜
′′
λ (ϕλ) · ϕ˙λ.
Therefore
∂
∂λ
(
f˜ ′λ(ϕλ(F λ>))
)− ∂
∂λ
(
f˜ ′λ(ϕλ)
)
=
( ∂
∂λ
f˜ ′λ
)
(ϕλ(F λ>))−
( ∂
∂λ
f˜ ′λ
)
(ϕλ)
+ f˜ ′′λ (ϕλ(F λ>)) · ϕ˙λ(F λ>)− f˜ ′′λ (ϕλ) · ϕ˙λ.
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We have s ∈ Cjn, so ϕλ(s) ∈ Cjn(λ) and ϕλ(F λ>(s)) ∈ Cjn−1(λ). Moreover
ϕλ(s), and ϕλ(F λ>(s)) are on the same side of the real line. Since
∂
∂λ f˜
′
λ is a
Lipschitz function on the Julia set, whereas bounded distortion gives us∣∣ϕλ(F λ>(s))− ϕλ(s)∣∣ 6 K2|Cn(λ)|,
the fact that f˜ ′′λ (z) does not depend on z (cf. (3.5)), leads to∣∣∣ ∂
∂λ
(
f˜ ′λ(ϕλ(F λ>(s)))
)− ∂
∂λ
(
f˜ ′λ(ϕλ(s))
)∣∣∣
6 K3|Cn(λ)|+K4
∣∣ϕ˙λ(F λ>(s))− ϕ˙λ(s)∣∣.
Next, using (9.10) and the fact that f˜ ′λ is a Lipschitz function, we obtain∣∣∣ ∂
∂λ
(
f˜ ′λ(ϕλ(s))
)(
f˜ ′λ(ϕλ(F λ>(s)))− f˜ ′λ(ϕλ(s))
)∣∣∣ 6 (K5 +K6|ϕ˙λ(s)|)|Cn(λ)|.
Since f˜ ′λ(ϕλ(F λ>)) and f˜
′
λ(ϕλ) are separated from 0, the above inequalities
combined (9.9) and (9.3) gives us
(9.11)
∣∣∣ ∂
∂λ
log
∣∣F ′λ(ϕλ(s))∣∣− ∂∂λ log ∣∣F ′λ(f˜λ(ϕλ(s)))∣∣∣∣∣
6 K7
∣∣ϕ˙λ(s)− ϕ˙λ(F λ>(s))∣∣+ (K8 +K9|ϕ˙λ(s)|)|Cn(λ)|
Step 3. Let {sjn}n>1 be a sequence from Lemma 9.2. Then, using Lemma
9.2 and Lemma 9.3, we can get∣∣ϕ˙λ(sjn)− ϕ˙λ(F λ>(sjn))∣∣ 6 K10|Cn(λ)|+ ε
where n > N (N is large enough), and 0 < |δλ| < η (η > 0 is close to 0).
Next, Lemma 9.4 and Lemma 9.2 leads to(
K8 +K9|ϕ˙λ(sjn)|
)|Cn(λ)| 6 (K11 +K12|Ψ˙λ(s0n)|)|Cn(λ)|.
Thus, (9.11) combined with (9.7), Lemma 9.2 and the above estimates,
gives us
(9.12)
∣∣∣∣Re(D2Fλ(ϕλ(sjn), Ψ˙λ(sjn))
F ′λ(ϕλ(s
j
n))
)
− Re
(D2Fλ(ϕλ(f˜λ(sjn)), Ψ˙λ(f˜λ(sjn)))
F ′λ(ϕλ(f˜λ(s
j
n)))
)∣∣∣∣
6
(
K13 +K14|Ψ˙λ(s0n)|
)|Cn(λ)|+ ε.
Using Corollary 8.5, Lemma 9.1 and next Proposition 5.2 we obtain(
K13 +K14|Ψ˙λ(s0n)|
)|Cn(λ)|+ ε 6 K15 eεn|δλ|| Im z0n| |Cn(λ)|+ ε 6 εK16eεn|δλ|,
where ϕλ(s0n) = z0n ∈ Cn(λ), n > N and 0 < |δλ| < η. Thus, the statement
follows from (9.12) and Lemma 9.5. 
Propositions 8.3, 8.4 combined with definition (8.10), Lemma 9.1, and
Lemmas 9.5, 9.6, lead to
Proposition 9.7. For every ε > 0 there exist N ∈ N and η > 0 such that
6Γ(nδλ)− 1− εeεn|δλ| 6 Re
(D2Fλ(ϕλ(s), Ψ˙λ(s))
F ′λ(ϕλ(s))
)
6 6Γ(nδλ)− 1 + εeεn|δλ|,
where s ∈ Cn, n > N and 0 < |δλ| < η.
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10. Integral over BN
The goal of this section is to prove Proposition 10.3 (cf. [11, Proof of
Proposition 4.1] and [13, Section 12]), and next Proposition 10.5.
We begin with the following lemma:
Lemma 10.1. There exists η > 0 and for every N ∈ N there is a constant
K(N) > 0, such that if z ∈ Jλ and |δλ| < η, then
Fnλ (z) ∈ BN (λ)⇒
1
|(Fnλ )′(z)|
6 K(N)
n3/2
.
This lemma can be proven in the same way as [13, Lemma 12.1], with one
change. Instead of using the fact |F ′λ(z)| > 1 for z ∈ BN (which is not clear
in the general case), we can use Lemma 7.1.
For every N0 ∈ N we define
AN0∞ := F
−N0
λ>
(P).
Note that AN0∞ is a finite set (see definition of P in section 5.2).
Let us fix N ∈ N. Then, for every N0 ∈ N we define a family of sets
{AN0N,n}n>0, which form a partition of BN \AN0∞ . Let
AN0N,n :=
{
F−N0λ> (Cn) ∩BN , for n > 1;
F−N0λ> (B0) ∩BN , for n = 0.
Moreover, for n > 1, and 0 6 j 6 k − 1 let
AN0,jN,n := F
−N0
λ>
(Cjn) ∩BN .
Thus we have AN0N,n =
⋃k−1
j=0 A
N0,j
N,n , and let A
N0
N,n := A
N0,0
N,n .
Next, the sets AN0N,n(λ), A
N0,j
N,n (λ), A
N0
N,n(λ) we define as the images of
AN0N,n, A
N0,j
N,n , A
N0
N,n under ϕλ. Observe, that this notation is different from
[11, Proof of Proposition 4.1] and [13, Section 12].
Repeating the proof of [15, Proposition 5.1], we obtain:
Lemma 10.2. There exist K > 0 and η > 0 such that for every N ∈ N,
N0 > 1, n > 1, 0 6 j 6 k − 1 and |δλ| < η we have
µ˜λ(A
N0,j
N,n ) 6 K ·N0 · ω˜λ(Cjn).
Proposition 10.3. There exists η > 0 such that for every N ∈ N there is a
constant K(N) > 0 such that∫
BN
∣∣ϕ˙λ∣∣dµ˜λ 6 K(N),
provided 0 < |δλ| < η.
Proof. Let us fix N ∈ N.
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Step 1. Since the sets {AN0N,n}n>0 form the partition of BN (minus a finite
set), we obtain
(10.1)∫
BN
|ϕ˙λ|dµ˜λ =
∞∑
n=0
∫
AN0N,n
|ϕ˙λ|dµ˜λ =
∫
AN0N,0
|ϕ˙λ|dµ˜λ +
∞∑
n=1
k−1∑
j=0
∫
A
N0,j
N,n
|ϕ˙λ|dµ˜λ.
Lemma 9.4 gives us
|ϕ˙λ(s1)| 6 K1|ϕ˙λ(s2)|+K2,
where f˜ jλ>(s1) = s2, or f˜
j
λ>
(s2) = s1, for 0 6 j 6 k − 1. Hence, for n > 1
(10.2)
k−1∑
j=0
∫
A
N0,j
N,n
|ϕ˙λ|dµ˜λ 6 kK1
∫
A
N0
N,n
|ϕ˙λ|dµ˜λ +K2µ˜λ(AN0N,n).
Therefore, (10.1) leads to
(10.3)∫
BN
|ϕ˙λ|dµ˜λ 6
∫
AN0N,0
|ϕ˙λ|dµ˜λ + kK1
∞∑
n=1
∫
A
N0
N,n
|ϕ˙λ|dµ˜λ +K2µ˜λ(BN \AN0N,0).
Step 2. We will use the formula (8.3). First, if s ∈ AN0N,0, we get
(10.4) ϕ˙λ(s) = −
N0∑
j=1
( ∂∂λFλ)(F
j−1
λ (ϕλ(s)))
(F jλ)
′(ϕλ(s))
+
ϕ˙λ(F
N0
λ>
(s))
(FN0λ )
′(ϕλ(s))
.
Next, for s ∈ AN0N,n, n > 1, we can split ϕ˙λ(s) into three parts:
(10.5) ϕ˙λ(s) = −
N0∑
j=1
( ∂∂λFλ)(F
j−1
λ (ϕλ(s)))
(F jλ)
′(ϕλ(s))
− 1
(FN0λ )
′(ϕλ(s))
n∑
j=1
( ∂∂λFλ)(F
N0+j−1
λ (ϕλ(s)))
(F jλ)
′(FN0λ (ϕλ(s)))
+
ϕ˙λ(F
N0+n
λ>
(s))
(FN0+nλ )
′(ϕλ(s))
.
Step 3. Now, according to (10.3), we will estimate integral of the "tails"
of (10.4), (10.5), i.e.
∫
AN0N,0
∣∣∣ ϕ˙λ(FN0λ> )
(FN0λ )
′(ϕλ)
∣∣∣dµ˜λ + kK1 ∞∑
n=1
∫
A
N0
N,n
∣∣∣ ϕ˙λ(FN0+nλ> )
(FN0+nλ )
′(ϕλ)
∣∣∣dµ˜λ.
We have FN0λ> (A
N0
N,0) ⊂ B0 and FN0+nλ> (AN0N,n) ⊂ B0. So, using Lemma 10.1
and the fact that measure µ˜λ is Fλ>-invariant, the above expression can be
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estimated by
(10.6) K3
∫
AN0N,n
∣∣ϕ˙λ(FN0λ> )∣∣
N0
3/2
dµ˜λ +K4
∞∑
n=1
∫
A
N0
N,n
∣∣ϕ˙λ(FN0+nλ> )∣∣
(N0 + n)3/2
dµ˜λ
6
∞∑
n=0
K5
(N0 + n)3/2
∫
B0
∣∣ϕ˙λ∣∣dµ˜λ 6 K6
N
1/2
0
∫
B0
∣∣ϕ˙λ∣∣dµ˜λ.
Step 4. Now we will deal with the second expression from the right-hand
side of (10.5). In this proof, we need to estimate integral of this expression
over the set
⋃∞
n=1A
N0
N,n. But, later on we will need slightly more general
result, thus we will give an estimate over the set
⋃∞
n=n˜A
N0
N,n, where n˜ > 1.
First, using the fact that ∂∂λFλ(z) = z + O(z
3), and definition (8.6), we
get
kK1
∞∑
n=n˜
∫
A
N0
N,n
∣∣∣ 1
(FN0λ )
′(ϕλ)
n∑
j=1
( ∂∂λFλ)(F
N0+j−1
λ (ϕλ))
(F jλ)
′(FN0λ (ϕλ))
∣∣∣dµ˜λ
6 K7
∞∑
n=n˜
∫
A
N0
N,n
∣∣∣ n∑
j=1
FN0+j−1λ (ϕλ)
(F jλ)
′(FN0λ (ϕλ))
∣∣∣dµ˜λ = K7 ∞∑
n=n˜
∫
A
N0
N,n
|ψ˙λ(FN0λ (ϕλ))|dµ˜λ
Next, Lemma 10.2 leads to
K7
∞∑
n=n˜
∫
A
N0
N,n
|ψ˙λ(FN0λ (ϕλ))|dµ˜λ 6 K7
∞∑
n=n˜
sup
z∈Cn(λ)
∣∣ψ˙λ(z)∣∣ · µλ(AN0N,n(λ))
6 K8N0
∞∑
n=n˜
sup
z∈Cn(λ)
∣∣ψ˙λ(z)∣∣ · ωλ(Cn(λ)).
Fix ε > 0 (small), and let zn be an arbitrary point from Cn(λ). Then,
Corollary 8.5 and next Corollary 5.6 gives us
K8N0
∞∑
n=n˜
sup
z∈Cn(λ)
∣∣ψ˙λ(z)∣∣ωλ(Cn(λ))
6 K9N0
∞∑
n=n˜
sup
z∈Cn(λ)
ωλ(Cn(λ))
| Im z| e
εn|δλ| 6 K10N0
∞∑
n=n˜
ωλ(Cn(λ))
| Im zn| e
εn|δλ|.
Next, the fact that ωλ is a geometric measure, and Proposition 5.7 leads to
K10N0
∞∑
n=n˜
ωλ(Cn(λ))
| Im zn| e
εn|δλ| 6 K11N0
∞∑
n=n˜
|Cn(λ)|D(λ)
| Im zn| e
εn|δλ|
6 K12N0
∞∑
n=n˜
| Im zn|3D(λ)−1eD(λ)(−2nδ+εn|δλ|)eεn|δλ|,
where n > 1 and 0 < |δλ| < η, for suitably chosen η > 0.
We split the above sum into two parts (for n 6 1/|δλ| and n > 1/|δλ|).
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If n|δλ| 6 1, then the exponential function is bounded. So, using Corollary
5.6 (1), the first part (which may by empty) can be estimated as follows:
K13N0
[1/|δλ|]∑
n=n˜
| Im zn|3D(c)−1 6 K14N0
[1/|δλ|]∑
n=n˜
n−
3
2
D(λ)+ 1
2 6 K15N0n˜−
3
2
D(λ)+ 3
2 .
For nδλ > 1 (so δλ > 0) Corollary 5.6 (2), and the fact that D(λ) > 1, gives
K12N0
∞∑
n=[1/δλ]+1
| Im zn|3D(c)−1eD(λ)(−2nδ+εnδλ)+εnδλ
6 K16N0
∞∑
n=[1/δλ]+1
δ
3
2
D(λ)− 1
2
λ e
−2nδλ 6 K17δ
3
2
D(λ)− 3
2
λ .
If nδλ < −1 (so δλ < 0), then Corollary 5.6 (3) leads to
K12N0
∞∑
n=[1/|δλ|]+1
| Im zn|3D(c)−1eD(λ)(−2nδ+εn|δλ|)+εn|δλ|
6 K18N0
∞∑
n=[1/|δλ|]+1
|δλ|
3
2
D(λ)− 1
2 e−(D(λ)−1−4εD(λ))n|δλ|.
We can assume that (D(λ)−1−4εD(λ)) > 0, therefore the above expression
(similarly as in the case δλ > 0) can be estimated by K19δ
3D(λ)/2−3/2
λ .
Thus, the above estimates gives us
(10.7) kK1
∞∑
n=n˜
∫
A
N0
N,n
∣∣∣ 1
(FN0λ )
′(ϕλ)
n∑
j=1
( ∂∂λFλ)(F
N0+j−1
λ (ϕλ))
(F jλ)
′(FN0λ (ϕλ))
∣∣∣dµ˜λ
6 K12N0
∞∑
n=n˜
| Im zn|3D(λ)−1eD(λ)(−2nδ+εn|δλ|)eεn|δλ|
6 K20N0(n˜−
3
2
D(λ)+ 3
2 + |δλ|
3
2
D(λ)− 3
2 ).
Step 5. Now we will estimate integral of first expression from the right-
hand side of (10.4) and (10.5). Since ( ∂∂λFλ)(F
j−1
λ (ϕλ)) is uniformly boun-
ded, estimate (10.3) leads to
(10.8)
∫
AN0N,0
∣∣∣ N0∑
j=1
( ∂∂λFλ)(F
j−1
λ (ϕλ))
(F jλ)
′(ϕλ)
∣∣∣dµ˜λ
+ kK1
∞∑
n=1
∫
A
N0
N,n
∣∣∣ N0∑
j=1
( ∂∂λFλ)(F
j−1
λ (ϕλ))
(F jλ)
′(ϕλ)
∣∣∣dµ˜λ 6 N0 ·K21 · µ˜λ(BN ).
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Step 6. We conclude from (10.3), and (10.4), (10.5) combined with (10.8),
(10.6), (10.7) for n˜ = 1, that∫
BN
∣∣ϕ˙λ∣∣dµ˜λ 6 N0 ·K21 · µ˜λ(BN ) +K20N0(1 + |δλ| 32D(λ)− 32 )
+
K6
N
1/2
0
∫
B0
∣∣ϕ˙λ∣∣dµ˜λ +K2µ˜λ(BN \AN0N,0).
Chosen suitable large N0, we get K6/N
1/2
0 6 1/2. Therrefore, the fact that
B0 ⊂ BN leads to
1
2
∫
BN
∣∣ϕ˙λ∣∣dµ˜λ 6 N0 ·K21 · µ˜λ(BN ) +K20N0(1 + |δλ| 32D(λ)− 32 ) +K2µ˜λ(BN ).
Since D(λ) > 1, whereas µ˜λ(BN ) is bounded (cf. Lemma 6.1), the assertion
follows. 
Let UN0N,n˜,λ : BN → C, where
UN0N,n˜,λ(s) =

−∑N0+nj=1 ( ∂∂λFλ)(F j−1λ (ϕλ(s)))(F jλ)′(ϕλ(s)) , for s ∈ AN0N,n where n < n˜;
−∑N0j=1 ( ∂∂λFλ)(F j−1λ (ϕλ(s)))(F jλ)′(ϕλ(s)) , for s ∈ AN0N,n where n > n˜;
0, for s ∈ AN0∞ ∩BN .
Note that AN0∞ ∩BN is a finite set.
Corollary 10.4. For every ε > 0, N ∈ N there exist N0 ∈ N, n˜ ∈ N and
η > 0 such that ∫
BN
∣∣ϕ˙λ − UN0N,n˜,λ∣∣dµ˜λ < ε,
where 0 < |δλ| < η.
Proof. Formula (8.3) (cf. (10.4), and (10.5)), leads to
(10.9)
∫
BN
∣∣ϕ˙λ − UN0N,n˜,λ∣∣dµ˜λ
=
n˜−1∑
n=0
∫
AN0N,n
∣∣∣∣ ϕ˙λ(FN0+nλ> )(FN0+nλ )′(ϕλ)
∣∣∣∣dµ˜λ + ∞∑
n=n˜
∫
AN0N,n
∣∣∣∣ ϕ˙λ(FN0λ> )(FN0λ )′(ϕλ)
∣∣∣∣dµ˜λ.
Since f˜ jλ(ϕλ(F
N0
λ>
)) = ϕλ(F
N0
λ>
(f˜ jλ>)) (cf. proof of Proposition 10.3, Step
1 ), we have
∂f˜ jλ
∂λ
(
ϕλ(F
N0
λ>
)
)
+
∂f˜ jλ
∂z
(
ϕλ(F
N0
λ>
)
) · ϕ˙λ(FN0λ> ) = ϕ˙λ(FN0λ> (f˜ jλ>)).
Thus, there exist K1, K2 > 0 such that∣∣ϕ˙λ(FN0λ> (s1))∣∣ 6 K1∣∣ϕ˙λ(FN0λ> (s2))∣∣+K2,
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where f˜ jλ>(s1) = s2, or f˜
j
λ>
(s2) = s1, for 0 6 j 6 k − 1. Hence, for n > 1
(10.10)
∫
AN0N,n
∣∣∣∣ ϕ˙λ(FN0λ> )(FN0λ )′(ϕλ)
∣∣∣∣dµ˜λ
6 sup
s∈AN0N,n
1
|(FN0λ )′(ϕλ(s))|
(
kK1
∫
A
N0
N,n
∣∣ϕ˙λ(FN0λ> )∣∣dµ˜λ +K2µ˜λ(AN0N,n)).
We conclude from (8.3) that
∫
A
N0
N,n
∣∣ϕ˙λ(FN0λ> )∣∣dµ˜λ 6 ∫
A
N0
N,n
∣∣∣∣ n∑
j=1
( ∂∂λFλ)(F
N0+j−1
λ (ϕλ))
(F jλ)
′(FN0λ (ϕλ))
∣∣∣∣dµ˜λ
+
∫
A
N0
N,n
∣∣∣∣ ϕ˙λ(FN0+nλ> )(Fnλ )′(FN0λ (ϕλ))
∣∣∣∣dµ˜λ
Thus, (10.10) gives us
∫
AN0N,n
∣∣∣∣ ϕ˙λ(FN0λ> )(FN0λ )′(ϕλ)
∣∣∣∣dµ˜λ 6 K3 ∫
A
N0
N,n
∣∣∣∣ n∑
j=1
( ∂∂λFλ)(F
N0+j−1
λ (ϕλ))
(F jλ)
′(FN0λ (ϕλ))
∣∣∣∣dµ˜λ
+K4 sup
s∈AN0N,n
1
|(FN0λ )′(ϕλ(s))|
∫
A
N0
N,n
∣∣∣∣ ϕ˙λ(FN0+nλ> )(Fnλ )′(FN0λ (ϕλ))
∣∣∣∣dµ˜λ +K5µ˜λ(AN0N,n).
Next, estimate (10.7), Lemma 10.2, and the fact that distortion of Fnλ on
FN0λ (A
N0,j
N,n (λ)) ⊂ Cjn(λ) is bounded, leads to
∞∑
n=n˜
∫
AN0N,n
∣∣∣∣ ϕ˙λ(FN0λ> )(FN0λ )′(ϕλ)
∣∣∣∣dµ˜λ 6 K6N0(n˜− 32D(λ)+ 32 + |δλ| 32D(λ)− 32 )
+K4
∞∑
n=n˜
sup
s∈AN0N,n
1
|(FN0+nλ )′(ϕλ(s))|
∫
A
N0
N,n
∣∣ϕ˙λ(FN0+nλ> )∣∣dµ˜λ
+K7N0
∞∑
n=n˜
k−1∑
j=0
ω˜λ(Cjn).
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Note that FN0+nλ> (A
N0
N,n) ⊂ B0, and the measure µ˜λ is Fλ>-invariant. So, the
above estimate combined with (10.9), and Lemma 10.1, gives∫
BN
∣∣ϕ˙λ − UN0N,n˜,λ∣∣dµ˜λ 6 K6N0(n˜− 32D(λ)+ 32 + |δλ| 32D(λ)− 32 )
+K8
∞∑
n=0
1
(N0 + n)3/2
∫
B0
∣∣ϕ˙λ∣∣dµ˜λ +K7N0 ∞∑
n=n˜
k−1∑
j=0
ω˜λ(Cjn).
Finally, using Corollary 5.9, we obtain
∞∑
n=n˜
k−1∑
j=0
ω˜λ(Cjn) 6 K9k
∞∑
n=n˜
|Cn|D(λ) 6 K10
∞∑
n=n˜
n−
3
2
D(λ) 6 K11n˜−
3
2
D(λ)+1
Since
∫
B0 |ϕ˙λ|dµ˜λ is bounded (see Proposition 10.3), the assertion follows.

Proposition 10.5. For every N ∈ N the limit
lim
λ→−1
∫
BN
Re
( ∂
∂λF
′
λ(ϕλ)
F ′λ(ϕλ)
)
dµ˜λ
exists.
Proof. The functions ϕλ converge uniformly to ϕ−1, when λ → −1. More-
over, for every N , N0, n˜ ∈ N, the functions UN0N,n˜,λ converge uniformly to
UN0N,n˜,−1. So, Corollary 6.2 leads to
(10.11)
lim
λ→−1
∫
BN
Re
(
D2Fλ(ϕλ, U
N0
N,n˜,λ)
F ′λ(ϕλ)
)
dµ˜λ =
∫
BN
Re
(
D2F−1(ϕ−1, U
N0
N,n˜,−1)
F ′−1(ϕ−1)
)
dµ˜−1.
We have (cf. definition (8.10) and (8.11))
∂
∂λ
F ′λ(ϕλ)−D2Fλ(ϕλ, UN0N,n˜,λ) =
(
ϕ˙λ − UN0N,n˜,λ
)
F ′′λ (ϕλ).
Thus, using Corollary 10.4, we see that there exists a constant K such that
for every ε > 0 we can get∣∣∣∣ ∫
BN
Re
( ∂
∂λF
′
λ(ϕλ)
F ′λ(ϕλ)
)
dµ˜λ −
∫
BN
Re
(
D2Fλ(ϕλ, U
N0
N,n˜,λ)
F ′λ(ϕλ)
)
dµ˜λ
∣∣∣∣ 6 Kεµ˜λ(BN ),
where n˜, N0 are large enough, and λ is close to −1. Since µ˜λ(BN ) is bounded
(cf. Lemma 6.1) we can assume that Kεµ˜λ(BN ) is small, so the statement
follows from (10.11). 
11. Integral over MN
First, note that formula (2.2) gives us
(11.1)
D′(λ) = −D(λ)
∫
MN Re
( ∂
∂λ
(F ′λ(ϕλ))
F ′λ(ϕλ)
)
dµ˜λ +
∫
BN Re
( ∂
∂λ
(F ′λ(ϕλ))
F ′λ(ϕλ)
)
dµ˜λ∫
Jλ> log |F
′
λ(ϕλ)|dµ˜λ
.
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Thus, we have to estimate integral over MN (cf. Propositions 7.2, 10.5). Of
course D(λ)→ D(−1) when λ→ −1.
We begin with the following lemma:
Lemma 11.1. There exists η > 0 and K > 0 such that for every N ∈ N we
have ∫
MN
∣∣∣∣Re( ∂∂λ(F ′λ(ϕλ))F ′λ(ϕλ)
)
− Re
(D2Fλ(ϕλ, Ψ˙λ)
F ′λ(ϕλ)
)∣∣∣∣dµ˜λ 6 KN1/2 ,
where 0 < |δλ| < η.
Proof. We see from inequality (9.7) (cf. (8.10) and (8.11)) that it is enough
to estimate integral of |ϕ˙λ− Ψ˙λ|. Formula (8.3) and definition (8.5) gives us∫
MN
∣∣ϕ˙λ − Ψ˙λ∣∣dµ˜λ = ∑
n>N
∫
Cn
∣∣∣ ϕ˙λ(Fnλ>)
(Fnλ )
′(ϕλ)
∣∣∣dµ˜λ.
If ϕλ(s) ∈ Cn(λ), then Fnλ (ϕλ(s)) ∈ B0(λ), therefore Lemma 10.1 leads to∫
MN
∣∣ϕ˙λ − Ψ˙λ∣∣dµ˜λ 6 ∑
n>N
K(0)
n3/2
∫
Cn
∣∣ϕ˙λ(Fnλ>)∣∣dµ˜λ.
Since Fnλ>(Cn) ⊂ B0, and the measure µ˜λ is Fλ>-invariant, we conclude that∫
MN
∣∣ϕ˙λ − Ψ˙λ∣∣dµ˜λ 6 K1
N1/2
∫
B0
∣∣ϕ˙λ∣∣dµ˜λ.
Thus, the statement follows from Proposition 10.3. 
11.1. The case D(−1) < 4/3. Let us write
Gh+(s) := Mk
∞∫
s
Λh0(u)du, G
h
−(s) := Mk
s∫
−∞
Λh0(u)du,
where M is the constant from Lemma 6.4.
For h ∈ [1, 4/3) we define
Υ+(h) :=
∞∫
0
(6Γ(s)− 1)Gh+(s)ds, Υ−(h) :=
0∫
−∞
(6Γ(s)− 1)Gh−(s)ds.
Proposition 11.2. For every ε > 0 there exist η > 0, N ∈ N such that if
0 < |δλ| < η and D(−1) < 4/3 then
Υ±(D(−1))− ε 6 |δλ|−
3
2
D(λ)+2
∫
MN
Re
( ∂
∂λ(F
′
λ(ϕλ))
F ′λ(ϕλ)
)
dµ˜λ
6 Υ±(D(−1)) + ε.
We take Υ+ for δλ > 0, and Υ− for δλ < 0.
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Proof. Fix ε > 0. Proposition 9.7 combined with Lemma 6.11 (2) (note that
the function Γ is bounded) leads to∣∣∣∣ ∫
MN
Re
(D2Fλ(ϕλ, Ψ˙λ)
F ′λ(ϕλ)
)
dµ˜λ −
∑
n>N
(6Γ(nδλ)− 1)µ˜λ(Cn)
∣∣∣∣
6 εK1µ˜λ(MN ),
where N ∈ N is large enough δλ is close to 0, and K1 does not depend on ε.
Note that Lemma 6.9 (1) gives us an estimate of µ˜λ(MN ). Thus, we
conclude from Lemma 6.5, Lemma 6.8 and definition of Gh±, that∣∣∣∣ ∫
MN
Re
(D2Fλ(ϕλ, Ψ˙λ)
F ′λ(ϕλ)
)
dµ˜λ
− |δλ|
3
2
D(λ)−1 ∑
n>N
(6Γ(nδλ)− 1)GD(λ)± (nδλ)
∣∣∣∣ 6 εK2|δλ| 32D(λ)−2.
Next, as in [14, Proposition 11.1], we can obtain the following formula (cf.
definition of Υ±),
Υ±(D(−1))− εK3 6 |δλ|−
3
2
D(λ)+2
∫
MN
Re
(D2Fλ(ϕλ, Ψ˙λ)
F ′λ(ϕλ)
)
dµ˜λ
6 Υ±(D(−1)) + εK3.
where K3 does not depend on ε. Thus, the assertion follows from Lemma
11.1. 
Lemma 11.3. If h ∈ (1, 4/3) then Υ+(h) > Υ−(h) > 0, whereas Υ−(1) = 0.
Proof. The fact that Υ−(1) = 0 is proven in ([14], Lemma 11.3) by an exact
computation.
Next we first notice that
Λh0(−u) = ehuΛh0(u).
We also compute
v(x) =
x∫
0
(6Γ(s)− 1)ds = 3xe
2x
e2x − 1 − x−
3
2
.
Integrating by part, we then obtain
Υ+(h) =
+∞∫
0
v(x)Λh0(x)dx,
Υ−(h) = −
0∫
−∞
v(x)Λh0(x)dx
= −
+∞∫
0
ehxv(−x)Λh0(x)dx,
40 LUDWIK JAKSZTAS, MICHEL ZINSMEISTER
Now we prove that Υ−(h) > 0 for 1 < h < 4/3. Note that the function
6Γ(x)−1 is monotone increasing, whereas 6Γ(0)−1 = 1/2 and limx→−∞ 6Γ(x)−
1 = −1. So, we conclude that there exist unique point x0 > 0, such that
−v(−x0) = 0. Moreover, the function −v(−x) is positive on the inter-
val (0, x0), and negative on (x0,∞). Write ehxΛh0(x0) := ch. Because
the function exΛ10(x) is positive and decreasing, we see that the function
e(h−1)xΛh−10 (x) is also positive decreasing. We have
e(h−1)xΛh−10 (x) =
ehxΛh0(x)
exΛ10(x)
,
therefore if x < x0 then
ehxΛh0(x)
exΛ10(x)
>
ehx0Λh0(x0)
ex0Λ10(x0)
, so
ehxΛh0(x)
ch
>
exΛ10(x)
c1
.
For x > x0 we obtain the opposite inequality, thus the function
ehxΛh0(x)
ch
− e
xΛ10(x)
c1
is positive on (0, x0), and negative on (x0,∞). Therefore
+∞∫
0
(−v(−x))e
hxΛh0(x)
ch
dx−
+∞∫
0
(−v(−x))e
xΛ10(x)
c1
dx
=
+∞∫
0
(−v(−x))
(ehxΛh0(x)
ch
− e
xΛ10(x)
c1
)
dx > 0,
so
Υ−(h) =
+∞∫
0
(−v(−x))ehxΛh0(x)dx > 0.
We now prove that
Υ+(h) > Υ(h)
on the interval (1, 4/3).
Υ+(h)−Υ−(h) =
+∞∫
0
(v(x) + ehxv(−x))Λh0(x)dx
≥
x0∫
0
(v(x) + ehxv(−x))Λh0(x)dx
≥
x0∫
0
(v(x) + e2xv(−x))Λh0(x)dx.
and we conclude by noticing that, for x ≥ 0,
v(x) + e2xv(−x) = 4x− 3 sinh(2x) + 2x cosh(2x)
1− e−2x ≥ 0,
as can be easily seen.

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Proof of Theorem 1.1 in the case D(λ) < 4/3. Since |δλ| 32D(λ)−2 →∞ when
δλ → 0, Proposition 11.2 and Lemma 11.3 combined with Propositions 7.2,
10.5 and formula (11.1) leads to
−(1 + ε)K±|δλ|
3
2
D(λ)−2 6 D′(λ) 6 −(1− ε)K±|δλ|
3
2
D(λ)−2
for suitable constants K±. Next D(λ) can be replaced by D(−1) as in [14,
proof of Theorem 1.1]. 
11.2. The case D(−1) = 4/3.
Lemma 11.4. If D(−1) = 4/3, then for every ε > 0, α > 0 and N ∈ N
there exist η > 0 such that(1
2
− ε
)
µ˜λ(MN \M[α/|δλ|]) 6
∫
MN
Re
( ∂
∂λ(F
′
λ(ϕλ))
F ′λ(ϕλ)
)
dµ˜λ
6
(1
2
+ ε
)
µ˜λ(MN \M[α/|δλ|]),
where 0 < |δλ| < η. In particular, the above integral tends to infinity when
λ→ −1.
Proof. Fix α, ε > 0 (small). We can also assume that α < ε < min(ε0,K−1),
where ε0 and K are constants from Lemma 6.11. Since the function |Γ| is
bounded by 1/2, we conclude from Proposition 9.7, that there exists η such
that ∫
M[α/|δλ|]
∣∣∣∣Re(D2Fλ(ϕλ, Ψ˙λ)F ′λ(ϕλ)
)∣∣∣∣dµ˜λ 6 ∑
n>[α/|δλ|]
(2 + εeεn|δλ|)µ˜λ(Cn).
So, Lemma 6.11 (2), assumption that D(−1) = 4/3, and Lemma 6.10 gives
us
(11.2)
∫
M[α/|δλ|]
∣∣∣∣Re(D2Fλ(ϕλ, Ψ˙λ)F ′λ(ϕλ)
)∣∣∣∣dµ˜λ 6 (2 + εK)µ˜λ(M[α/|δλ|])
6 3µ˜λ(M[α/|δλ|]) 6 3εµ˜λ(MN \M[α/|δλ|]),
where 0 < |δλ| < η, for suitably chosen η > 0.
Now we will estimate integral over the set MN \M[α/|δλ|]. So, we have
N < n 6 [α/|δλ|], in particular −α 6 nδλ 6 α. Recall that Γ(0) = 1/4, and
Γ′(0) = 1/6. Thus, if α is small enough (possibly changing η), we get
1
2
− 2α < 6Γ(nδλ)− 1 < 1
2
+ 2α.
We can assume that eεn|δλ| < 2, so Proposition 9.7 leads to(1
2
− 2α− 2ε
)
µ˜λ(MN \M[α/|δλ|]) 6
∫
MN\M[α/|δλ|]
Re
(D2Fλ(ϕλ, Ψ˙λ)
F ′λ(ϕλ)
)
dµ˜λ
6
(1
2
+ 2α+ 2ε
)
µ˜λ(MN \M[α/|δλ|])
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Thus, for α > 0 small enough and N ∈ N large enough, statement follows
from (11.2) and Lemma 11.1
But, we know that µ˜λ(M0\MN ) is bounded, whereas µ˜λ(MN\M[α/|δλ|])→
∞. Moreover µ˜λ(MN \M[α/|δλ|]) is close to µ˜λ(MN ) (see Lemma 6.10).
Therefore statement holds for every α > 0 and N ∈ N. 
Corollary 11.5. If D(−1) = 4/3, then there exist K > 0 and for every
ε > 0 there exist η > 0 such that
(1− ε)K |δλ|
3
2
D(λ)−2 − 1
3
2D(λ)− 2
6 D′(λ) 6 (1 + ε)K |δλ|
3
2
D(λ)−2 − 1
3
2D(λ)− 2
where 0 < |δλ| < η. Moreover D′(λ)→ −∞, when δλ → 0.
Proof. The fact that D′(λ)→ −∞ follows from Lemma 11.4 combined with
Propositions 7.2, 10.5, and formula (11.1). Moreover, we see that it is enough
to estimate µ˜λ(MN \M[α/|δλ|]).
Fix ε > 0. We can find α > 0 and N ∈ N such that
(1− ε)K
[α/|δλ|]∑
n=N+1
n−
3
2
D(λ)+1 6
[α/|δλ|]∑
n=N+1
µ˜λ(Cn) 6 (1 + ε)K
[α/|δλ|]∑
n=N+1
n−
3
2
D(λ)+1
(see Proposition 6.7). Since D′(λ)→ −∞, we can assume that D(λ) 6= 4/3.
Thus
α/|δλ|∫
N
x−
3
2
D(λ)+1dx = α−
3
2
D(λ)+2 |δλ|
3
2
D(λ)−2 − ( αN )
3
2
D(λ)−2
−32D(λ) + 2
.
Next, one can get
|δλ| 32D(λ)−2 − ( αN )
3
2
D(λ)−2
|δλ| 32D(λ)−2 − 1
= 1− (
α
N )
3
2
D(λ)−2 − 1
|δλ| 32D(λ)−2 − 1
→ 1.
Therefore, using the fact that α−
3
2
D(λ)+2 → 1, we obtain
(1−2ε)K |δλ|
3
2
D(λ)−2 − 1
−32D(λ) + 2
6 µ˜λ(MN \M[α/|δλ|]) 6 (1+2ε)K
|δλ| 32D(λ)−2 − 1
−32D(λ) + 2
,
and the statement follows. 
Lemma 11.6. If D(λ)→ 4/3, then
lim
δλ→0
|δλ|
3
2
D(λ)−2 = 1.
Proof. Fix 0 < ε˜ < 1/4. Let K and η be constants from Corollary 11.5, such
that the estimates of D′(λ) holds for ε˜.
Note that if δgλ = α, then g = log a/ log δλ. So, let us define
gα,ε(δλ) :=
logα
log δλ
+ ε.
Moreover, write
h(δλ) :=
3
2
D(λ)− 2.
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Step 1. The case δλ > 0. Since we can assume that D′(λ) < 0 we conclude
that h(δλ) < 0, therefore δ
h(δλ)
λ > 1.
Suppose, towards a contradiction, that there exists a sequence δλn → 0
and a > 1 such that
lim
n→∞ δ
h(δλn )
λn
> a.
i.e. h(δλn) 6 log a/ log δλn . There exist an element δλm < η such that
2Kδ
1/2
λ a| log3 δλ| 6 log2 a,
for δλ ∈ (0, δλm). Moreover, we can find 1 < a˜ < a and ε > 0 such that
2Kδ1−ελ a˜| log3 δλ| 6 log2 a˜,
where
log a
log δλm
=
log a˜
log δλm − ε
= ga˜,−ε(δλm),
and δλ ∈ (0, δλm). Since h(δλn) 6 log a/ log δλn , we get h(δλm) 6 ga˜,−ε(δλm).
Next we have
2Kδ1−ελ (a˜− δελ)| log3 δλ| 6 log a˜(log a˜− ε log δλ),
and then
2K
δ
log a˜
log δλ
−ε
λ − 1
log a˜
log δλ
− ε = 2K
a˜δελ − 1
log a˜− ε log δλ log δλ > −
log a˜
δλ log
2 δλ
= g′a˜,−ε(δλ).
So, if h(δλ) = ga˜,−ε(δλ), then Corollary 11.5 gives us
h′(δλ) =
3
2
D′(λ) > g′a˜,−ε(δλ),
where δλ ∈ (0, δλm) Thus, the assumption h(δλm) 6 ga˜,−ε(δλm) leads to
lim
δλ→0
h(δλ) 6 ga˜,−ε(0) = −ε < 0.
This is contradiction to the fact that limδλ→0D(λ) = 4/3.
Step 2. The case δλ < 0. Since D′(λ) < 0 we conclude that h(δλ) > 0 and
|δλ|h(δλ) < 1
As before suppose that there exist a sequence δλn → 0 and b < 1 such
that
lim
n→∞ |δλn |
h(δλn ) 6 b.
i.e. h(δλn) > log b/ log |δλn |. There exist an element |δλm | < η such that
2Kδλ log
3 |δλ| 6 log2 b,
for δλ ∈ (δλm , 0). We can find b < b˜ < 1 and ε > 0 such that
2K(1− b|δλ|ε)δλ log3 |δλ| 6 log b˜(logb˜+ ε log |δλ|),
where
log b
log |δλm |
=
log b˜
log |δλm |+ ε
= gb˜,ε(δλm)
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and δλ ∈ (0, δλm). Thus h(δλm) > gb˜,ε(δλm). Next
2K
|δλ|
log b˜
log |δλ|
+ε − 1
log b˜
log |δλ| + ε
= 2K
b˜|δλ|ε − 1
log b˜+ ε log |δλ|
log |δλ| > − log b˜
δλ log
2 |δλ|
= g′
b˜,ε
(δλ).
So, we see that if h(δλ) = gb˜,ε(δλ) then Corollary 11.5 gives us
h′(δλ) =
3
2
D′(λ) > g′
b˜,ε
(δλ),
where δλ ∈ (δλm , 0) Thus, the assumption h(δλm) > gb˜,ε(δλm) leads to
lim
δλ→0
h(δλ) > gb˜,ε(0) = ε > 0.
This is contradiction to the fact that limδλ→0D(λ) = 4/3. 
Proof of Theorem 1.1 in the case D(λ) = 4/3. Fix ε > 0. Since
e(
3
2
D(λ)−2) log |δλ| = δ
3
2
D(λ)−2
λ → 1,
we get (32D(λ)− 2) log |δλ| → 0, hence
|δλ|
3
2
D(λ)−2 − 1 =
(3
2
D(λ)− 2
)
log |δλ|+ o
((3
2
D(λ)− 2
)
log |δλ|
)
.
Thus, we obtain
(1− ε) log |δλ| 6 |δλ|
3
2
D(λ)−2 − 1
3
2D(λ)− 2
6 (1 + ε) log |δλ|,
where 0 < |δλ| < η for sufficiently chosen η > 0. So, statement follows from
Corollary 11.5. 
11.3. The case D(−1) > 4/3.
Proposition 11.7. For every ε > 0 there exist η > 0 and N ∈ N such that
if 0 < |δλ| < η then ∫
MN
∣∣∣∣Re( ∂∂λ(F ′λ(ϕλ))F ′λ(ϕλ)
)∣∣∣∣dµ˜λ 6 ε.
Proof. Fix ε > 0. Let K1 be a constant from Lemma 11.1 and let N0 be an
integer such that
(11.3)
K1
N
1/2
0
6 ε
2
.
Fix ε˜ > 0 less than ε0 from Lemma 6.11. Since the function |Γ| is bounded
by 1/2, we conclude from Proposition 9.7, that there exist N1 and η such
that ∫
MN
∣∣∣∣Re(D2Fλ(ϕλ, Ψ˙λ)F ′λ(ϕλ)
)∣∣∣∣dµ˜λ 6 ∑
n>N
(2 + ε˜eε˜n|δλ|)µ˜λ(Cn),
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where N > N1 and |δλ| < η. Next, Lemma 6.11 (2) and 6.9 (3) leads to
(11.4)
∫
MN
∣∣∣∣Re(D2Fλ(ϕλ, Ψ˙λ)F ′λ(ϕλ)
)∣∣∣∣dµ˜λ 6 2µ˜λ(MN ) + ε˜K2µ˜λ(MN )
6 (2 + ε˜K2)
K3
3
2D(λ)− 2
N−
3
2
D(λ)+2.
Since we can find an integer N > max(N0, N1) and η > 0 such that
(2 + ε˜K2)
K3
3
2D(λ)− 2
N−
3
2
D(λ)+2 6 ε
2
,
where |δλ| < η, the assertion follows from (11.3) and (11.4). 
Proof of Theorem 1.1 in the case D(λ) > 4/3. The statement follows from
formula (11.1) combined with Propositions 7.2, 10.5 and Proposition 11.7.

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