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In this paper, the general periodic impulsive population systems of functional differential
equations are investigated. By using the method of Poincare map and Horn’s fixed point
theorem, we prove that the ultimate boundedness of all solutions implies the existence of
periodic solutions. As applications of this result, the existence of positive periodic solutions
for the general periodic impulsive Kolmogorov-type population dynamical systems are
discussed. We further prove that as long as the system is permanent, there must exist at
least one positive periodic solution. In addition, the permanence and existence of positive
periodic solutions are discussed for the periodic impulsive single-species logistic models
and the periodic impulsive n-species Lotka–Volterra competitive models with delays.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let N be the set of all positive integers, τ ≥ 0 be a constant and {tk} be a time sequence satisfying 0 ≤ t1 < t2 < · · · <
tk < tk+1 < · · · and limk→∞ tk = ∞. For any t ∈ R+ = [0,∞), let φ(s) : [t − τ , t] → Rn be a piecewise continuous
function such that φ(s) is continuous in s ≠ tk, φ(t−k ) = lims→t−k φ(s) = φ(tk) and φ(t
+
k ) = lims→t+k φ(s) exist. We denote
by PC[t − τ , t] the Banach space of all these piecewise continuous functions φ(s)with the norm
‖φ‖ = sup
t−τ≤s≤t
|φ(s)|,
where φ(s) = (φ1(s), φ2(s), . . . , φn(s)) and |φ(s)| =∑ni=1 |φi(s)|.
Let f (t, φ) be an n-dimensional real functional defined for (t, φ) ∈ R+ × PC[t − τ , t], where
f (t, φ) = (f1(t, φ), f2(t, φ), . . . , fn(t, φ)).
Further, for each k ∈ N , let Ik(tk, φ) be an n-dimensional real functional defined for φ ∈ PC[tk − τ , tk], where
Ik(tk, φ) = (I1k(tk, φ), I2k(tk, φ), . . . , Ink(tk, φ)).
In this paper, we consider the following systems of general impulsive functional differential equationsdx(t)
dt
= f (t, xt), t ≠ tk,
x(t+k ) = Ik(tk, xtk), t = tk,
k ∈ N. (1)
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A special case of system (1) is the following system which is usually said to be impulsive Kolmogorov-type population
dynamical system in the theory of mathematical biologydxi(t)
dt
= xi(t)fi(t, xt), t ≠ tk,
xi(t+k ) = Iik(tk, xtk), t = tk,
k ∈ N, i = 1, 2, . . . , n, (2)
where x(t) = (x1(t), x2(t), . . . , xn(t)) and xi(t) represents the density or size of species xi at time t .
Systems (1) and (2) are said to be ω-periodic, if there are constant ω > 0 and integer q > 0 such that
f (t + ω, φ) = f (t, φ) for all (t, φ) ∈ R+ × PC[t − τ , t],
tk+q = tk + ω and
Ik+q(tk+q, φ) = Ik(tk, φ) for all k ∈ N, φ ∈ PC[tk − τ , tk].
In the past few decades, impulsive differential equations have been extensively used as models in biology, physics,
chemistry, engineering and other sciences, with particular emphasis on population dynamics (see [1–4] and the references
cited therein). It is well known that, in the theory of mathematical biology, systems (1) and (2) are usually used to describe
and study the ephemeral perturbation behaviors of specieswhich happen in some fixed time sequence in the growth process
of species. These ephemeral perturbation behaviors of species consist of physical and factitious perturbations, for example,
the seasonal migration or the seasonal birth of some species, the releasing or harvesting in the fixed times for the species,
the crop-dusting or releasing natural enemy in the fixed times to eliminate pests in agriculture production, etc. For example,
see [5–8] and the references cited therein.
In recent years, we see that the dynamical properties for systems (1) and (2) are studied in [9–18,4] and the references
cited therein. Many important and interesting results on the existence of periodic solutions are established. Particularly,
in [19], the periodicity and boundedness of solutions are studied for the following impulsive functional differential equationdx(t)
dt
= F(t, xt), t ≠ tk,
x(tk) = Ik(x(t−k )), t = tk,
k ∈ N.
By using Horn’s fixed point theorem, the authors obtained that, if the equation is uniformly bounded and uniformly
ultimately bounded, then it has at least one periodic solution. For more details see Theorem 3.1 in [19].
At the same time, we also see that the dynamical properties for many special cases of systems (1) and (2) have been
extensively studied, for example [1,5,20,21,2,3,22,6,7,23–33,8,34–36] and the references cited therein. The main study
subjects are the permanence, persistence and extinction of species, the local and global asymptotic stability of systems,
the existence and uniqueness of positive periodic solution and almost periodic solution, and the bifurcation and dynamical
complexity, etc. Particularly, summarizing the results obtained in articles [37–44] on the existence of the positive periodic
solutions, we can find that there exists a very important and interesting open question for general periodic impulsive
Kolmogorov system (2), that is, whether theremust be at least one positive periodic solutionwhen system (2) is permanent.
Motivated by the above works, in this paper, our main purpose is to improve and extend the above results given in [19]
to general periodic impulsive system (1). We will establish a more general criterion on the existence of positive solution,
that is, system (1) has at least one periodic solution as long as system (1) is ultimate bounded. Further, apply Horn’s fixed
point theorem, we also prove that as long as the system is permanent theremust exist at least one positive periodic solution.
As applications of our results, in this paper we also will discuss the periodic impulsive single-species logistic systems and
the periodic impulsive n-species Lotka–Volterra competitive systems with delays and establish a series of new and useful
criteria of the existence of the positive periodic solutions.
The paper is organized as follows. In Section 2, as preliminaries, some useful definitions and lemmas are introduced. In
Section 3, the main results on the existence of positive periodic solutions for systems (1) and (2) are stated and proved.
In Section 4, the sufficient conditions on the permanence of species and the existence of positive periodic solutions for
the periodic single-species impulsive logistic system and the periodic n-species Lotka–Volterra competitive system with
impulses and delays are established.
2. Preliminaries
In systems (1) and (2), we first indicate xs(t) = x(t + s) for all s ∈ [t − τ , t]. We always assume that functional f (t, φ),
for any k ∈ N , is continuous in (t, φ) ∈ [tk, tk+1] × PC[t − τ , t] and satisfies the Lipschitz condition with respect to φ ∈
PC[t−τ , t], that is, for any constantM > 0 there is a L = L(M) > 0 such that for any (t, φ1), (t, φ2) ∈ [tk, tk+1]×PC[t−τ , t]
with ‖φi‖ ≤ M (i = 1, 2)we have
|f (t, φ1)− f (t, φ2)| ≤ L‖φ1 − φ2‖.
From the foundational theory of the impulsive functional differential equations in [45] we can obtain that for any initial
point (t0, φ) ∈ R+× PC[t0− τ , t0], systems (1) and (2) have a unique solution x(t, t0, φ) satisfying initial condition xt0 = φ,
and x(t, t0, φ) is continuous with respect to (t, t0, φ).
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For space PC[t − τ , t], we have the following definitions and lemmas.
Definition 1. Let t1, t2 ∈ R+ and t1 ≠ t2. We say that PC[t1 − τ , t1] = PC[t2 − τ , t2] if for any φ1 ∈ PC[t1 − τ , t1] there is a
unique φ2 ∈ PC[t2 − τ , t2] such that
φ1(s) = φ2(t2 − t1 + s) for all s ∈ [t1 − τ , t1]
and for any φ2 ∈ PC[t2 − τ , t2] there is a unique φ1 ∈ PC[t1 − τ , t1] such that
φ2(s) = φ1(t1 − t2 + s) for all s ∈ [t2 − τ , t2].
Lemma 1. If there are constantsω > 0 and integer q > 0 such that time sequence {tk} satisfies tk+q = tk+ω for all k ∈ N, then
for any k ∈ N and t ∈ R+ one has
PC[t + kω − τ , t + kω] = PC[t − τ , t]
and when t ≥ kω
PC[t − kω − τ , t − kω] = PC[t − τ , t].
The proof of Lemma 1 is simple, hence we omit it here.
Let H > 0 andM > 0 be two constants. For any time t ≥ 0, we define
Kt = {φ ∈ PC[t − τ , t] : ‖φ‖ ≤ M, |φ(s)− φ(r)| ≤ H|s− r| for all s, r ∈ [t − τ , t], s, r ≠ tk, k ∈ N}.
Obviously, Kt for every t ∈ R+ is a convex and compact set in PC[t − τ , t].
Lemma 2. Let φm ∈ Krm (m = 1, 2, . . .), where rm ≥ 0 and limm→∞ rm = r0. Then there exists a subsequence {φk} of sequence{φm} and a φ0 ∈ Kr0 such that limk→∞ φk = φ0.
Lemma 2 can be proved by the Arzela–Ascoli theorem, we hence omit it here.
Definition 2. System (1) is said to be ultimately bounded, if there is a constant M > 0 such that for any initial point
(t0, φ) ∈ R+ × PC[t0 − τ , t0] one has
lim sup
t→∞
|xi(t, t0, φ)| < M, i = 1, 2, . . . , n,
where x(t, t0, φ) = (x1(t, t0, φ), x2(t, t0, φ), . . . , xn(t, t0, φ)) is the solution of system (1) satisfying initial condition
xt0 = φ.
For system (2), we consider the subspace of PC[t − τ , t] as follows,
PC+[t − τ , t] = {φ ∈ PC[t − τ , t] : φ(s) > 0 for all s ∈ [t − τ , t]}.
Motivated by the biological background of system (2), we assume that all solutions of system (2) satisfy the following initial
condition
(t0, xt0) = (t0, φ) ∈ R+ × PC+[t0 − τ , t0] (3)
and
Ik(tk, φ) > 0 for all k ∈ N, φ ∈ PC[tk − τ , tk]. (4)
On the positivity of solutions of system (2) we have the following result.
Lemma 3. Suppose that condition (4) holds. Then solution x(t, t0, φ) of system (2) with initial condition (3) is positive, that is,
x(t, t0, φ) > 0 on the interval of the existence.
The proof of Lemma 3 is simple, we hence omit it here.
Definition 3. System (2) is said to be permanent, if there exist constants m > 0 and M > 0 such that for any initial point
(t0, φ) ∈ R+ × PC+[t0 − τ , t0] one has
m ≤ lim inf
t→∞ xi(t, t0, φ) ≤ lim supt→∞ xi(t, t0, φ) ≤ M, i = 1, 2, . . . , n,
where x(t, t0, φ) = (x1(t, t0, φ), x2(t, t0, φ), . . . , xn(t, t0, φ)) is the solution of system (2) satisfying initial condition (3).
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In the following, we introduce Horn’s fixed point theorem in [46].
Lemma 4. Let S0, S1 and S2 be three convex subsets of Banach space X, satisfying S0 ⊂ S1 ⊂ S2, S0 and S2 compact and S1 open
relative to S2. Let P : S2 → X be a continuous map such that, for some integer m > 0,
P i(S1) ⊂ S2, 1 ≤ i ≤ m− 1
and
P i(S1) ⊂ S0, m ≤ i ≤ 2m− 1,
where P i expresses the ith complex map of P. Then P has at least one fixed point in S0.
3. Main results
In this section, we proceed to the discussion on the existence of positive periodic solutions for systems (1) and (2).
Firstly, on the existence of positive periodic solutions for system (1), we have the following result.
Theorem 1. Suppose that system (1) is ω-periodic and ultimately bounded. Then system (1) has at least one ω-periodic solution.
Proof. Since system (1) is ultimately bounded, there is a constant M > 0 such that for any initial point (t0, φ) ∈
R+ × PC[t0 − τ , t0] one has
lim sup
t→∞
|xi(t, t0, φ)| < M, i = 1, 2, . . . , n,
where x(t, t0, φ) = (x1(t, t0, φ), x2(t, t0, φ), . . . , xn(t, t0, φ)) is the solution of system (1) satisfying initial condition
xt0 = φ.
We denote |f (t, φ)| =∑ni=1 |fi(t, φ)|. Let
x(t, 0, φ) = (x1(t, 0, φ), x2(t, 0, φ), . . . , xn(t, 0, φ))
be the solution of system (1) satisfying initial condition x0 = φ. Let
H = max{|f (t, φ)| : (t, φ) ∈ R+ × PC[t − τ , t], ‖φ‖ ≤ M}
and for any t ∈ R+
Kt = {φ ∈ PC[t − τ , t] : ‖φ‖ ≤ M, |φ(s)− φ(r)| ≤ H|s− r| for all s, r ∈ [t − τ , t], s, r ≠ tk, k ∈ N}.
Obviously, Kt for every t ∈ R+ is a convex and compact set in PC[t − τ , t].
Firstly, we prove that there exist a constantM0 > M such that for any φ ∈ K0,
‖xt(·, 0, φ)‖ < M0 for all t ≥ 0. (5)
In fact, if (5) is not true, then there exist two sequences φm ∈ K0 and tm ≥ 0 such that
lim
m→∞ ‖xtm(·, 0, φm)‖ = ∞. (6)
Then, there exists an integerm1 > 0 such that
xtm(·, 0, φm) ∉ Ktm for allm ≥ m1.
Since
x0(·, 0, φm) = φm ∈ K0 for allm > 0,
we obtain that for anym ≥ m1 there exists a constant sm ∈ [0, tm) such that
xsm(·, 0, φm) ∈ Ksm
and
xt(·, 0, φm) ∉ Kt for all t ∈ (sm, tm]. (7)
Let ψm = xsm(·, 0, φm). For sm, there exists an integer pm ≥ 0 such that
rm = sm − pmω ∈ [0, ω).
Let
ψ∗m(s) = ψm(s+ pmω) for all s ∈ [rm − τ , rm], m = 1, 2, . . . . (8)
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From Lemma 1, we can obtain Ksm ≡ Krm . Hence, ψ∗m ∈ Krm for all m = 1, 2, . . . . Therefore, from Lemma 2, without loss of
generality, we can assume that there exist r0 ∈ [0, ω] and ψ ∈ Kr0 such that
ψ∗m → ψ, rm → r0 asm →∞.
Therefore, from (8), we finally obtain ψm → ψ asm →∞.
We now consider the solution x(t, r0, ψ) of system (1). From the ultimate boundedness of system (1), there exists a
T > ω such that
|x(t, r0, ψ)| < M for all t ≥ T . (9)
Choose a positive constantM∗ satisfying
M∗ > max{M, |x(t, r0, ψ)| : t ∈ [r0, T ]},
then from the continuity of solutions with respect to initial values of system (1), there exists an integerm2 > m1 such that
|x(t, rm, ψm)| < M∗ for all t ∈ [rm, T ], m ≥ m2. (10)
Further from (9), there exists an integerm3 > m2 such that
|x(t, rm, ψm)| < M for all t ∈ [T , T + 2τ ], m ≥ m3. (11)
Since dx(t, rm, ψm)dt
 = |f (t, xt(·, rm, ψm))| ≤ H
for all t ∈ [T + τ , T + 2τ ] and t ≠ tk(k ∈ N), we have
|x(s, rm, ψm)− x(t, rm, ψm)| ≤ H|s− t|
for all s, t ∈ [T + τ , T + 2τ ], s, t ≠ tk and k ∈ N . Therefore
xT+2τ (·, rm, ψm) ∈ KT+2τ for allm ≥ m3. (12)
From Lemma 1, we can obtain for anym ∈ N
KT+2τ = KT+pmω+2τ . (13)
Let for any t ∈ R+
K ∗t = {φ ∈ PC[t − τ , t] : ‖φ‖ ≤ M∗}.
Since system (1) is ω-periodic, x(t − pmω, rm, ψm) also is the solution of Eq. (1) and
xrm(·, rm, ψm) = ψm = xsm(·, 0, φm),
then from the uniqueness of solutions with respect to initial values of system (1) we have
xt−pmω(·, rm, ψm) = xt(·, 0, φm) for all t ≥ sm. (14)
Hence, from (6) and (14) there is an integerm4 > m3 such that
xtm−pmω(·, rm, ψm) = xtm(·, 0, φm) ∉ K ∗tm for allm ≥ m4. (15)
Thus, from (10), (11) and (15) we obtain
tm − pmω > T + 2τ for allm ≥ m4.
Hence,
tm > T + pmω + 2τ > sk for allm ≥ m4. (16)
Further from (7), (13), (15) and (16), we finally obtain
xT+2τ (·, rm, ψm) = xT+pmω+2τ (·, 0, φm) ∉ KT+2τ for allm ≥ m4.
This leads to a contradiction with (12). Therefore, (5) is true.
Now, we define Poincare map as follows
P(φ) = xω(·, 0, φ) for all φ ∈ PC[−τ , 0].
Let
H0 = max{|f (t, φ)| : (t, φ) ∈ R+ × PC[t − τ , t], ‖φ‖ ≤ M0}
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and for any t ∈ R+
S(0)t = {φ ∈ PC[t − τ , t] : ‖φ‖ ≤ M0, |φ(s)− φ(r)| ≤ H0|s− r| for all s, r ∈ [t − τ , t], s, r ≠ tk, k ∈ N}.
Obviously, for any t ∈ R+, S(0)t is a convex and compact set in PC[t − τ , t]. For set S(0)0 , similarly to the proof of (5), we can
obtain that there exists a constantM1 > M0 such that for any φ ∈ S(0)0 ,
|x(t, 0, φ)| < M1 for all t ≥ 0.
Let
H1 = max{|f (t, φ)| : (t, φ) ∈ R+ × PC[t − τ , t], ‖φ‖ ≤ M1}.
Then, we have H1 ≥ H0. Further, for every t ∈ R+ let
S(1)t = {φ ∈ PC[t − τ , t] : ‖φ‖ < M1, |φ(s)− φ(r)| ≤ H1|s− r| for all s, r ∈ [t − τ , t], s, r ≠ tk, k ∈ N}.
For any t ∈ R+, it is obvious that S(0)t ⊂ S(1)t and S(1)t also is an open and convex set in PC[t − τ , t]. For set S(1)0 , similarly to
the proof of (5), we can obtain that there exists a constantM2 > M1 such that for any φ ∈ S(1)0
|x(t, 0, φ)| < M2 for all t ≥ 0. (17)
Let
H2 = max{|f (t, φ)| : (t, φ) ∈ R+ × PC[t − τ , t], ‖φ‖ ≤ M2}.
ByM2 > M1, we have H2 ≥ H1. Further, for every t ∈ R+ let
S(2)t = {φ ∈ PC[t − τ , t] : ‖φ‖ ≤ M2, |φ(s)− φ(r)| ≤ H2|s− r| for all s, r ∈ [t − τ , t], s, r ≠ tk, k ∈ N}.
Then, for any t ∈ R+, S(1)t ⊂ S(2)t and S(2)t also is a convex and compact set in PC[t − τ , t].
For any φ ∈ S(1)0 , since from (17) we havedx(t, 0, φ)dt
 = |f (t, xt(·, 0, φ))| ≤ H2 for all t ≥ 0, t ≠ tk, k ∈ N,
for any integer k > 0
|x(s, 0, φ)− x(r, 0, φ)| ≤ H2|s− r|
for all s, t ∈ [kω − τ , kω] and s, r ≠ tk. From Lemma 1 we obtain
xkω(·, 0, φ) ∈ PC[kω − τ , kω] = PC[−τ , 0] for all k ∈ N.
Therefore, for any k ∈ N we obtain
Pk(S(1)0 ) = {xkω(·, 0, φ) : φ ∈ S(1)0 } ⊂ S(2)0 .
Next, we prove that there exists a T0 > 0 such that for any φ ∈ S(2)0
|x(t, 0, φ)| < M0 for all t ≥ T0. (18)
In fact, if (18) is not true, then there exist two sequences φk ∈ S(2)0 and tk →∞ as k →∞ such that
xtk(·, 0, φk) ∉ S∗tk for all k = 1, 2, . . . , (19)
where
S∗tk = {φ ∈ PC[tk − τ , tk] : ‖φ‖ < M0}.
According to the Ascoli–Arzela theorem, without loss of generality, we can assume that there exists a φ ∈ S(2)0 such that
φk → φ as k →∞.
Weconsider the solution x(t, 0, φ) of system (1), according to the ultimate boundedness of system (1), there exists an integer
q > 0 such that
|x(t, 0, φ)| < M for all t ≥ qω.
Further, choose an integer k > 0 such that (k− 1)qω > 2τ , then there exists an integer p > 0 such that
tp > kqω + τ
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and
|x(t, 0, φp)| < M for all t ∈ [qω, kqω]. (20)
From the periodicity of system (1) and the uniqueness of solutions of system (1) with respect to initial values, we have
x(t, 0, φp) = x(t, kqω,ψp) = x(t − kqω, 0, ψp) for all t ≥ kqω, (21)
where
ψp = xkqω(·, 0, φp).
From Lemma 1, we have ψp ∈ PC[−τ , 0]. Further, by (20), we obtain ‖ψ‖ < M . Sincedx(t, 0, φp)dt
 = |f (t, xt(·, 0, φp))| ≤ H
for all t ∈ [qω + τ , kqω], t ≠ tk and k ∈ N , we have
|ψp(s)− ψp(t)| ≤ H|s− t| for all s, t ∈ [−τ , 0], s, t ≠ tk, k ∈ N.
This shows that ψp ∈ K0. Thus, from (5) and (21), we further obtain
|x(t, 0, φp)| < M0 for all t ≥ kqω.
Therefore, we finally have
xtp(·, 0, φp) ∈ S∗tp .
This leads to a contradiction with (19). Therefore, (18) is true.
Choose an integer k0 > 0 such that k0ω > T0 + τ . Then, for any φ ∈ S(2)0 , from (18) we havedx(t, 0, φ)dt
 = |f (t, xt(·, 0, φ))| ≤ H0 for all t ≥ T0 + τ , t ≠ tk, k ∈ N.
Further, for any k ≥ k0, we get
|x(s, 0, φ)− x(t, 0, φ)| ≤ H0|s− t|
for all s, t ∈ [kω − τ , kω], s, t ≠ tk and k ∈ N . Therefore, from xkω(·, 0, φ) ∈ PC[−τ , 0]we obtain
xkω(·, 0, φ) ∈ S(0)0 for all k ≥ k0.
Thus, we finally obtain for any k ≥ k0
Pk(S(2)0 ) = {xkω(·, 0, φ) : φ ∈ S(2)0 } ⊂ S(0)0 .
Finally, since
Pk(S(1)0 ) ⊂ S(2)0 for k > 0
and
Pk(S(2)0 ) ⊂ S(0)0 for k ≥ k0,
we see that all conditions of Lemma 4 are satisfied. Hence, by Lemma 4, Poincare map P has at least one fixed point φ0 in
S(0)0 . This implies that x(t, 0, φ0) is a periodic solution of system (1). This completes the proof. 
Remark 1. If system (1) degenerates into the following impulsive ordinary differential equationdx(t)
dt
= f (t, x), t ≠ tk,
x(t+k ) = Ik(tk, x(tk)), t = tk,
k ∈ N, (22)
as a consequence of Theorem 1, we have the following result: if system (22) is ω-periodic and ultimately bounded, then
system (22) has at least one ω-periodic solution.
Since system (2) is a special case of system (1), as a consequence of Theorem 1, we have the following corollary.
Corollary 1. Suppose that system (2) is ω-periodic and permanent. Then system (2) has at least one positive ω-periodic solution.
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Proof. We introduce the transformation as follows
ui(t) = ln xi(t), i = 1, 2, . . . , n, (23)
then system (2) is changed into the following formdui(t)
dt
= gi(t, ut), t ≠ tk,
ui(t+k ) = Jik(tk, utk), t = tk,
k ∈ N, i = 1, 2, . . . , n, (24)
where
gi(t, ut) = fi(t, xt), Jik(tk, utk) = ln(Iik(tk, xtk))
and ut = u(s) = (u1(s), u2(s), . . . , un(s)) with ui(s) = ln xi(s) (i = 1, 2, . . . , n) for all s ∈ [t − τ , t]. It is obvious that if
xt ∈ PC+[t − τ , t] then we have ut ∈ PC[t − τ , t].
Since system (2) is permanent, there exist two positive constantsm andM , such that
m ≤ lim inf
t→∞ xi(t, t0, φ) ≤ lim supt→∞ xi(t, t0, φ) ≤ M, i = 1, 2, . . . , n
for any (t0, φ) ∈ R+×PC+[t0−τ , t0], where x(t, t0, φ) = (x1(t, t0, φ), x2(t, t0, φ), . . . , xn(t, t0, φ)) is the solution of system
(2) with initial condition (3). Under transformation (22), we have
lnm ≤ lim inf
t→∞ ui(t, t0, ψ) ≤ lim supt→∞ ui(t, t0, ψ) ≤ lnM, i = 1, 2, . . . , n
for any (t0, ψ) ∈ R+ × PC[t0 − τ , t0], where u(t, t0, ψ) = (u1(t, t0, ψ), u2(t, t0, ψ), . . . , un(t, t0, ψ)) is the solution of
system (23)with initial condition ut0 = ψ . This shows that if system (2) is permanent, then system (23) is ultimate bounded.
Further, if system (2) isω-periodic, then system (23) also isω-periodic. Therefore, from Theorem 1we obtain that system
(23) has at least oneω-periodic solution u∗(t) = (u∗1(t), u∗2(t), . . . , u∗n(t)). Let x∗i (t) = exp u∗i (t), then we finally obtain that
system (2) has at least one positive ω-periodic solution x∗(t) = (x∗1(t), x∗2(t), . . . , x∗n(t)). This completes the proof of this
corollary. 
Remark 2. If system (2) degenerates into the following impulsive ordinary differential equationdxi(t)
dt
= xi(t)fi(t, x), t ≠ tk,
xi(t+k ) = Iik(tk, x(tk)), t = tk,
k ∈ N, i = 1, 2, . . . , n, (25)
as a consequence of Corollary 1, we have the following result: if system (25) is ω-periodic and permanent, then system (25)
has at least one positive ω-periodic solution.
4. Applications
In this section, we will apply the results given in the previous section to particular population systems with impulsive
effects, which have been studied extensively in the literature. We firstly consider the following single-species impulsive
logistic systemdx(t)
dt
= x(t)(α(t)− β(t)x(t)), t ≠ tk,
x(t+k ) = hkx(tk), t = tk,
k ∈ N, (26)
where α(t) and β(t) are bounded and continuous functions defined on R+, β(t) ≥ 0 for all t ∈ R+, {tk} is an impulsive time
sequence satisfying limk→∞ tk = ∞ and impulsive coefficients hk for any k ∈ N are positive constants. On the permanence
and global attractivity of system (24), the following result is given in [24].
Theorem 2 ([24]). Suppose that there is a positive constant ω such that
lim inf
t→∞
∫ t+ω
t
β(s)ds > 0,
lim inf
t→∞
∫ t+ω
t
α(s)ds+
−
t≤tk<t+ω
ln hk

> 0
and function
h(t, µ) =
−
t≤tk<t+µ
ln hk
is bounded on t ∈ R+ and µ ∈ [0, ω). Then,
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(a) there exist positive constants m and M such that for any positive solution x(t) of system (24)
m ≤ lim inf
t→∞ x(t) ≤ lim supt→∞ x(t) ≤ M;
(b) limt→∞(x(1)(t)− x(2)(t)) = 0 for any two positive solutions x(1)(t) and x(2)(t) of system (24).
Further, if (24) is ω-periodic, that is, there are constant ω > 0 and integer q > 0 such that α(t +ω) = α(t), β(t +ω) =
β(t), hk+q = hk and tk+q = tk + ω for all t ∈ R+ and k ∈ N . As a consequence of Corollary 1 and Theorem 2, we have the
following result on the existence of positive ω-periodic solution for system (24).
Corollary 2. Suppose that system (24) is ω-periodic and∫ ω
0
β(t)dt > 0,
∫ ω
0
α(t)dt +
−
0<tk≤ω
ln hk > 0.
Then system (24) has a unique positive ω-periodic solution which is globally attractive.
Next, we consider the following periodic n-species Lotka–Volterra competitive system with impulses and delays
dxi(t)
dt
= xi(t)

ai(t)− bi(t)xi(t)−
n−
j=1
cij(t)xj(t − τij(t))−
n−
j=1
∫ 0
−σij
dij(t, s)xj(t + s)ds

, t ≠ tk,
xi(t+k ) = hikxi(tk), t = tk, k ∈ N, i = 1, 2, . . . , n.
(27)
Let τ = sup{τij(t), σij : t ∈ R+, i, j = 1, 2, . . . , n}. For system (25), we introduce the following assumptions.
(B1) There are constant ω > 0 and integer q > 0 such that for each i, j = 1, 2, . . . , n, ai(t), bi(t) and cij(t) are ω-periodic
continuous functions on R+, hik+q = hik and tk+q = tk + ω for all k ∈ N .
(B2) For each i, j = 1, 2, . . . , n, bi(t) ≥ 0 and cij(t) ≥ 0 for all t ∈ R+, and∫ ω
0
ai(t)dt +
q−
k=1
ln hik > 0,
∫ ω
0
bi(t)dt > 0.
(B3) For each i, j = 1, 2, . . . , n, dij(t, s) is a nonnegative, ω-periodic continuous with respect to t ∈ R+ and integrable with
respect to s ∈ [−σij, 0], and dij(t, s) ≤ h0(s) for all (t, s) ∈ R+ × [−σij, 0], where h0(s) is an integrable function on
[−τ , 0].
(B4) For each i, j = 1, 2, . . . , n, τij(t) is nonnegative, ω-periodic and continuously differentiable function on R+ and
inft≥0(1− τ˙ij(t)) > 0, where τ˙ij(t) = dτij(t)/dt , and σij is a nonnegative constant.
Since system (25) is the special case of system (2), we can obtain that any solution x(t, t0, φ) of system (25) satisfying
initial condition (3) is positive on the interval of the existence.
For each i = 1, 2, . . . , n, consider the following logistic systemdvi(t)
dt
= vi(t)[ai(t)− bi(t)vi(t)], t ≠ tk,
vi(t+k ) = hikvi(tk), t = tk,
k ∈ N. (28)
From assumptions (B1) and (B2), using Corollary 2, we obtain that system (26) has a unique positive ω-periodic solution
vi0(t) and which is globally attractive.
We define the functions as follows
Aij(t) =

bi(t)+ cii(ψ
−1
ii (t))
1− τ˙ii(ψ−1ii (t))
+
∫ 0
−σii
dii(t − s, s)ds, i = j,
cij(ψ−1ij (t))
1− τ˙ij(ψ−1ij (t))
+
∫ 0
−σij
dij(t − s, s)ds, i ≠ j,
where ψ−1ij (t) is the inverse function of ψij(t) = t − τij(t).
For system (25), we further introduce the following assumption.
(B5) For each i = 1, 2, . . . , n,∫ ω
0

ai(t)−
n−
j≠i
Aij(t)vj0(t)

dt +
q−
k=1
ln hik > 0.
On the permanence of system (25) we have the following result.
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Theorem 3. Suppose that (B1)–(B5) hold. Then system (25) is permanent.
Proof. Let x(t, t0, φ) = (x1(t, t0, φ), x2(t, t0, φ), . . . , xn(t, t0, φ)) be any positive solution of system (25) with initial
condition (3). We denote x(t) = x(t, t0, φ) and xi(t) = xi(t, t0, φ) (i = 1, 2, . . . , n) for convenience. Since for each
i = 1, 2, . . . , nwe havedxi(t)
dt
≤ xi(t)[bi(t)− ai(t)xi(t)], t ≠ tk,
xi(t+k ) = hikxi(tk), t = tk,
k ∈ N, t ≥ t0,
by the comparison theorem of impulsive differential equations, we obtain
xi(t) ≤ vi(t), for all t ≥ t0, i = 1, 2, . . . , n,
where vi(t) is the solution of system (26) with initial value vi(t0) = xi(t0). Further, from Theorem 2, we obtain that for any
constant ϵ > 0, there exists a T (ϵ) > t0 such that
vi(t) ≤ vi0(t)+ ϵ for all t ≥ T (ϵ), i = 1, 2, . . . , n.
Hence,
xi(t) ≤ vi0(t)+ ϵ for all t ≥ T (ϵ), i = 1, 2, . . . , n. (29)
Now, for each i = 1, 2, . . . , n, we define the Lyapunov functional as follows
Ui(t) = xi(t) exp

−
n−
j=1
∫ t
t−τij
cij(ψ−1ij (s))
1− τ˙ij(ψ−1ij (s))
xj(s)ds−
n−
j=1
∫ 0
−σij
∫ t
t+s
cij(u− s, s)xj(u)du

ds

.
From assumptions (B1)–(B4), we see that Ui(t) has definition for all t ≥ t0. Calculating the derivative of Ui(t) with respect
to t , when t ≠ tk we have
dUi(t)
dt
= Ui(t)

ai(t)− bi(t)xi(t)−
n−
j=1
cij(t)xj(t − τij(t))−
n−
j=1
∫ 0
−σij
dij(t, s)xj(t + s)ds
−
n−
j=1
cij(ψ−1ij (t))
1− τ˙ij(ψ−1ij (t))
xj(t)+
n−
j=1
cij(t)xj(t − τij(t))
−
n−
j=1
∫ 0
−σij
dij(t − s, s)dsxj(t)+
n−
j=1
∫ 0
−σij
dij(t, s)xj(t + s)ds

= Ui(t)

ai(t)−
n−
j=1
Aij(t)xj(t)

and when t = tk
Ui(t+k ) = xi(t+k ) exp

−
n−
j=1
∫ t
t−τij
cij(ψ−1ij (s))
1− τ˙ij(ψ−1ij (s))
xj(s)ds−
n−
j=1
∫ 0
−σij
∫ t
t+s
cij(u− s, s)xj(u)du

ds

= hikUi(tk). (30)
From (27) we further have
dUi(t)
dt
≥ Ui(t)[Bi(t, ϵ)− Aii(t)xi(t)], (31)
where
B(t, ϵ) = ai(t)−
n−
j≠i
Aij(t)(vj0(t)+ ϵ),
t ≥ T (ϵ), t ≠ tk and i = 1, 2, . . . , n. From (27) and assumptions (B1)–(B4), we obtain for any t ≥ T (ϵ) + τ and
i = 1, 2, . . . , n,
n−
j=1
∫ t
t−τij(t)
cij(ψ−1ij (s))
1− τ˙ij(ψ−1ij (s))
xj(s)ds ≤ τ
n−
j=1
sup
t≥t0

cij(t)
1− τ˙ij(t) (vj0(t)+ ϵ)

<∞ (32)
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and
n−
j=1
∫ 0
−σij
∫ t
t+s
cij(u− s, s)xj(u)du

ds ≤
n−
j=1
sup
t≥t0
{vj0(t)+ ϵ}
∫ 0
−σij
(−sh0(s))ds <∞. (33)
From (30) and (31), we can obtain that there exists a positive constant di < 1, and di is independent of any positive solution
of system (25), such that
dixi(t) ≤ Ui(t) ≤ xi(t) for all t ≥ T (ϵ)+ τ , i = 1, 2, . . . , n. (34)
From assumption (B5), we can choose enough small positive constants ki, ϵ0 and η0 such that∫ ω
0
[Bi(t, ϵ0)− Aii(t)d−1i ki]dt +
q−
k=1
ln hik ≥ η0, i = 1, 2, . . . , n. (35)
From (28) and (32), we have
dUi(t)
dt
≥ Ui(t)[Bi(t, ϵ0)− Aii(t)d−1i Ui(t)], i = 1, 2, . . . , n (36)
for all t ≥ T (ϵ0) and t ≠ tk, and when t = tk we have
Ui(t+k ) = hikUi(tk), k ∈ N, i = 1, 2, . . . , n. (37)
If Ui(t) ≤ ki for all t ≥ T (ϵ0), then from (34) and (35) it follows that
Ui(t) ≥ Ui(T (ϵ0)) exp
∫ t
T (ϵ0)
[Bi(s, ϵ0)− Aii(s)d−1i Ui(s)]ds+
−
T (ϵ0)≤tk<t
ln hik

≥ Ui(T (ϵ0)) exp
∫ t
T (ϵ0)
[Bi(s, ϵ0)− Aii(s)d−1i ki]ds+
−
T (ϵ0)≤tk<t
ln hik

(38)
for all t ≥ T (ϵ0). Put t = T (ϵ0)+ pω, where p ∈ N , then from (33) and (36) we have
Ui(T (ϵ0)+ pω) ≥ Ui(T (ϵ0)) exp
∫ T (ϵ0)+pω
T (ϵ0)
[Bi(t, ϵ0)− Aii(t)d−1i ki]dt +
−
T (ϵ0)≤tk<T (ϵ0)+pω
ln hik

= Ui(T (ϵ0)) exp

p
∫ ω
0
[Bi(t, ϵ0)− Aii(t)d−1i ki]dt + p
q−
k=1
ln hik

≥ Ui(T (ϵ0)) exp(pη0).
Consequently, limp→∞ Ui(T (ϵ0)+pω) = ∞which leads to a contradiction. Hence, there is a ti ≥ T (ϵ0) such thatUi(ti) > ki.
Now, we further prove that
Ui(t) ≥ ki exp(−Bi(ki, ϵ0)ω − Hi) for all t ≥ ti, (39)
where
Bi(ki, ϵ0) = sup
t≥0
{|Bi(t, ϵ0)| + Aii(t)d−1i ki}, Hi =
q−
k=1
| ln hik|.
Obviously, Bi(ki, ϵ0) is independent of any positive solution of system (25). Suppose that (37) is not true, then there are t1
and t2, t2 > t1 > ti, such that
Ui(t2) < mi, Ui(t1) ≥ ki
and
Ui(t) < ki for all t ∈ (t1, t2],
wheremi = ki exp(−Bi(ki, ϵ0)ω− Hi). Choose an integer p ≥ 0 such that t2 ∈ (t1 + pω, t1 + (p+ 1)ω], then from (33) and
(36) it follows that
mi > Ui(t2)
≥ Ui(t1) exp
∫ t2
t1
(Bi(t, ϵ0)− Aii(t)d−1i Ui(t))dt +
−
t1≤tk<t2
ln hik

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≥ ki exp
∫ t2
t1
(Bi(t, ϵ0)− Aii(t)d−1i ki)dt +
−
t1≤tk<t2
ln hik

≥ ki exp
∫ t2
t1+pω
(Bi(t, ϵ0)− Aii(t)d−1i ki)dt +
−
t1+pω≤tk<t2
ln hik

≥ mi,
which leads to a contradiction.
From (32) and (37) we further obtain
xi(t) ≥ ki exp[−Bi(ki, ϵ0)ω − Hi] for all t ≥ ti.
We define the constants
m = min
1≤i≤n{ki exp[−Bi(ki, ϵ0)ω − Hi]}, T = max1≤i≤n{ti},
Obviously,m is independent of any positive solution of system (25). Then, it follows that
xi(t) ≥ m for all t ≥ T , i = 1, 2, . . . , n.
Therefore, system (25) is permanent. This completes the proof of this theorem. 
Finally, as consequences of Corollary 1 and Theorem 3, we further obtain the following results.
Corollary 3. Suppose that (B1)–(B5) hold. Then system (25) has at least one positive ω-periodic solution.
Corollary 4. Suppose that (B1)–(B4) hold and for each i = 1, 2, . . . , n∫ ω
0
ai(t)dt +
q−
k=1
ln hik −
n−
j≠i
[
Aij
bj
]
m
∫ ω
0
aj(t)dt +
q−
k=1
ln hjk

> 0,
where [Aij/bj]m = max0≤t≤ω{Aij(t)/bj(t)}. Then system (25) is permanent and has at least one positive ω-periodic solution.
Proof. For each i = 1, 2, . . . , n, we consider the ω-periodic solution vi0(t) of system (26), thendvi0(t)
dt
= vi0(t)(ai(t)− bi(t)vi0(t)), t ≠ tk,
vi0(t+k ) = hikvi0(tk), t = tk,
k ∈ N. (40)
Integrating (38) on [0, ω], we have
ln vi0(ω) =
q−
k=1
ln hik + ln vi0(0)+
∫ ω
0
(ai(t)− bi(t)vi0(t))dt.
Since vi0(ω) = vi0(0), we further have∫ ω
0
ai(t)dt +
q−
k=1
ln hik =
∫ ω
0
bi(t)vi0(t)dt.
Therefore, for each i = 1, 2, . . . , nwe have∫ ω
0

ai(t)−
−
j≠i
Aij(t)vj0(t)

dt +
q−
k=1
ln hik ≥
∫ ω
0
ai(t)dt +
q−
k=1
ln hik −
−
j≠i
[
Aij
bj
]
m
∫ ω
0
bj(t)vj0(t)dt
=
∫ ω
0
ai(t)dt +
q−
k=1
ln hik −
−
j≠i
[
Aij
bj
]
m
∫ ω
0
aj(t)dt +
q−
k=1
ln hjk

> 0.
This shows that assumption (B5) holds. Therefore, from Theorem 3 and Corollary 3, we see that Corollary 4 is true. This
completes the proof. 
Remark 3. Recently, a few studies on permanence of general nonautonomous impulsive systems (1) and (2) and their
special cases were made in [1,5,20,21,2,6,7,23,24,12,25–28,30,31,35,17,36,18,4]. Therefore, applying Theorem 1 and
Corollary 1 of this paper we obviously can obtain that if systems areω-periodic, then there is at least one positiveω-periodic
solution under the permanent conditions. The results of this paper improve some known ones.
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Remark 4. In articles [37,9–11,38,13,39–41,19,42–44,14–16], we note that a series of sufficient conditions on the existence
of positive periodic solutions are established for many special cases of systems (1) and (2) by using the Krasnoselskii fixed
point theorem (see [9,30,15]), the fixed point theorem of strict-set contraction (see [10]), the method of lower and upper
solutions (see [13]), the fixed point theorem in cones (see [38,16]), the bifurcation theory (see [37]), Mawhin’s continuation
theorem (see [38,40,43,44]), the continuation theory for k-set contraction (see [42]) and Brouwer’s fixed point theorem
(see [39,41]), etc. Therefore, we give an interesting open problem: can these results be similarly obtained by applying
Theorem 1 and Corollary 1 of this paper.
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