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Introduction
In this paper we study a multi-class M/G/1 queue with relative priorities. Service is non-preemptive and upon service completion, the probability that the next customer to be served is from class k is
where, p j > 0, j = 1, . . . , K, are given class-dependent weights, and n j is the number of class-j customers at the decision epoch. The intra-class scheduling discipline is non-preemptive and nonanticipating. A non-anticipating policy does not use information of the actual service requirement of the customers. The relative priority model is quite general, and it provides an appropriate framework to provide service differentiation in non-preemptive systems. In fact, following the analysis of Section 8.4.1 in [10] it could be shown that the family of relative priority policies as studied in this paper is complete, i.e., within this family of policies one can achieve any performance vector in the achievable region of the non-preemptive M/G/1 queue. The relative priority model can have application in various domains, in particular in ATM networks [3] , telecommunication networks [6] , or genetic networks, where molecules are analogous to customers, the enzyme is analogous to the server and protein species correspond to classes, see [18] . In this paper we do not focus on any application in particular. Instead, our goal is to provide a thorough analysis in order to obtain insights into the performance of the relative priority model that could potentially be applied to different contexts. We also believe that our methodology can be of independent interest in the study of other queueing networks.
A special case of the model under study is when the intra-class scheduling discipline is uniform random, that is, within a class a customer is selected uniformly at random. This model was proposed in [11] and it is referred to as discriminatory-random-order-of-service (DROS). In recent years several interesting studies have been published on DROS, [12, 13, 14] . Expressions for the mean waiting time of a customer given its class have been obtained in [12] . In [13, 14] the authors derive differential equations that the transform of the joint queue lengths and the waiting time in steady-state must satisfy, respectively, and this allows the authors to find the moments of the queue lengths as a solution of linear equations.
In the single class case, DROS reduces to the well-studied random-order-of-service (ROS) discipline. Classical papers on ROS are for example [16, 17, 19] . The Laplace transform for the waiting time distribution was obtained in [16] . In [16, 17, 21] , ROS is studied in a heavy-traffic setting and for service requirements having finite variance it was shown that (i) the scaled queue length converges to an exponential distribution, and (ii) the scaled waiting time is equal in distribution to the product of two independent exponential random variables. More recently, the authors of [7] obtained the waiting time distribution in heavy traffic for certain service requirements having infinite variance. In addition, waiting time tail asymptotics have been obtained in [7] . In [5] the authors derive the relationship between the waiting time under ROS and the sojourn time under the processor-sharing discipline.
In the present study, we establish a state-space collapse for the scaled queue length vector in the heavytraffic regime for a multi-class M/G/1 queue with relative priorities and non-preemptive services, that is, in the limit the scaled queue length vector is distributed as the product of an exponentially distributed random variable and a deterministic vector. We note that a similar state-space collapse result was observed in [20] for the discriminatory processor sharing model. The result shows that in the limit, the queue length vector is the product of an exponentially distributed random variable and a deterministic vector. In particular, this allows to show that the scaled number of customers in the system reduces as classes with higher value of c k /E[B k ] obtain a relatively larger weight, where c k is the cost associated to class k, and E[B k ] is the mean service requirement of a class-k customer. This can be seen as an extension of the optimality result of the cµ-rule [10] , the strict priority discipline that gives priority in decreasing order of
For DROS, i.e., under the additional assumption that the intra-class discipline is uniform random we study in addition the waiting time in the heavy-traffic setting. Using the state-space collapse result, we obtain the distribution of the waiting time for a customer of a given class in heavy traffic and prove that it is distributed as the product of two exponentially distributed random variables. This generalizes [17] where this result was shown for the single-class ROS queue. Moreover, we also find the value of the weights that minimizes the m-th moment of the waiting time for a customer of arbitrary class. Finally, we simulate a system with two different classes of customers under a DROS discipline and depict the queue length distribution and the first and second moments of the queue length and the waiting time in order to evaluate the analytical results outside the heavy-traffic regime. We note that in this paper we consider the heavy-traffic limit of the steady-state metrics. In the literature there are state-space results available for the transient queue length processes, that is, when the heavy-traffic limit is directly taken of the queue length processes. See for example [8] for the heavy-traffic analysis of a multi-class system where all classes receive simultaneously service. In general, the heavy-traffic and steady-state limits cannot be interchanged, which explains the interest of our approach. Another important difference is that our approach allows to investigate the waiting time in the system, a metric that does not have a clear counterpart in the "process" world. The paper is organized as follows. In Section 2 the model is introduced and the heavy-traffic scaling is defined. In Section 3 and 4 the distribution of the scaled queue length vector at departure epochs and arbitrary epochs are presented, respectively. In Section 5 the distribution of the scaled waiting time of a given customer is presented. In Section 6 it is shown how the results presented in the previous sections can be used to optimize the scaled holding cost and the moments of the scaled waiting time of an arbitrary customer. In Section 7 we present our numerical results. An extended abstract version of this paper appeared in [2] .
Model description
We consider a multi-class single-server queue with K classes of customers. Class-k customers, k = 1, . . . , K, arrive according to independent Poisson processes with rate λ k > 0. We denote the overall arrival rate by λ = K k=1 λ k . We assume that class-k customers have i.i.d. generally distributed service requirements B k , with distribution function B k (x) and Laplace-Stieltjes transform B *
and we define B *
denotes the total traffic intensity, where α k = λ k /λ denotes the probability that an arrival is of class k. Service is non-preemptive and upon service completion, the probability that the next customer to be served is of class k is given as in (1) . Once a class is chosen to be served, an intra-class scheduling discipline determines which customer in this class will be served. We assume the intra-class discipline to be non-preemptive and not to make any use of information on the actual service requirements of the customers. We investigate the queue when it is near saturation, i.e., ρ ↑ 1, which is commonly referred to as the heavy-traffic regime. This regime can be obtained by letting
When passing to the heavy-traffic regime we keep the fraction of class-k arrivals, α k , fixed and we defineλ k := α kλ . We denote the steady-state number of class-k customers in the system at departure epochs by Q k and at arbitrary epochs by N k . We denote the waiting time of an arbitrary class-k customer by W k . We note that, throughout the paper, we do not explicitly reflect the dependence of the random variables on the traffic load ρ, in order to keep notation compact. In Section 3, Section 4 and Section 5 we will analyze Q k , N k and W k , respectively, in the heavy-traffic setting.
Queue length at departure epochs
In this section we present the state-space collapse result for the steady-state queue length distribution at departure epochs. The next proposition states the main result of this section and shows that in the limit, the queue length vector is the product of an exponentially distributed random variable and a deterministic vector. The proof is provided in Section 3.2.
Proposition 3.1. When scaled by 1 − ρ, the queue length vector at departure epochs has a proper limiting distribution as (λ 1 , . . . , λ K ) → (λ 1 , . . . ,λ K ), such that as ρ ↑ 1,
where d → denotes convergence in distribution and Y is some one-dimensional random variable.
In Remark 2 of Section 4 we will show that, in fact, Y is exponentially distributed. To show this we require additional results presented in Section 4, and thus we refer the reader to Remark 2 for more details.
Before focusing on the heavy-traffic regime, we will introduce a system of equations that is satisfied by the probability generating function of the queue length distribution at departure epochs, as obtained by Kim et al, see [14] . Define
and let
be its joint probability generating function. We define
In [14] the distribution of the queue length was studied assuming that the intra-class scheduling is uniform random. However, since the service discipline is non-preemptive, non-anticipating and all class-k customers in the queue are stochastically equivalent, the distribution of the queue length vector does not depend on the particular choice of the intra-class policy. Hence, for any arbitrary work-conserving intra-class policy we have the following result from [14] . 
In Section 3.1 we will show that Equations (3) and (4) simplify under the heavy-traffic scaling, which we will use in Section 3.2 to prove Proposition 3.1.
Heavy-traffic scaling
In this section we present three lemmas needed for the proof of Proposition 3.1. In the first lemma we show that the scaled queue length at departure epochs is tight. The proof may be found in Appendix A.
Lemma 3.3. The random vector (1 − ρ)(Q 1 , . . . , Q K ) is tight for ρ close enough to 1, that is, for all there is aρ ∈ (0, 1) and M > 0 such that P((1 − ρ)Q k ≥ M ) < , for all k = 1, ...K, and ρ >ρ.
It will be convenient to use the change of variables z i = e −si with
exists, then there is a (possibly defective) random vector (
, and the distribution of (Q 1 ,Q 2 , . . . ,Q K ) is uniquely determined by the limit in (5) (cf.the Continuity theorem, see Feller (1971) [9] ). For now, we assume that the limit exists; we come back to this assumption in the last part of the proof of Proposition 3.1.
Below we give two lemmas that describe properties of lim ρ↑1 p(e −(1−ρ) s ). In particular, in Lemma 3.5 we obtain a partial differential equation which will be the key element in the proof of Proposition 3.1. In order to describe the behaviour of the generating function, we definê
The "1" in the numerator is to ensure that the expression between brackets remains bounded when theQ j 's are all near zero.
Proof: From (3) we have
By definition of r( z) we can write
In the third step we used that
is upper bounded by 1 minj (pj ) , and, cf. the continuous mapping theorem, converges in distribution toQ (8) and (9) we obtain (7).
In the following lemma we show that the partial differential equation as given in (4) simplifies considerably in the heavy-traffic regime.
Lemma 3.5. If lim ρ↑1 p(e −(1−ρ) s ) exists, then the functionr( s) satisfies the following partial differential equation:
, and
withλ j = α jλ andλ as defined in (2).
Proof: Taking z equal to e −(1−ρ) s in (4), dividing both sides by (1 − ρ) and taking the limit of ρ ↑ 1, we obtain
where the last equality follows by noting that B * i (0) = 1, ∀i. Making the change of variable
we obtain
where in the second step we used l'Hopital's rule and in the third step we used (9) and that B *
Together with (11), we then obtain that
Proof of Proposition 3.1
This subsection contains the proof of Proposition 3.1. The proof is based on the fact that the function r( s) satisfies the partial differential equation as described in Lemma 3.5. From this partial differential equation the following property for the functionr(·) can be derived:
The proof of Lemma 3.6 may be found in Appendix B. We can now give the proof of Proposition 3.1.
Proof of Proposition 3.1: Assume lim ρ↑1 p(e −(1−ρ) s ) exists. We come back to this assumption at the end of the proof. Asr( s) is constant on H c , see Lemma 3.6,r(·) depends on s only through
which again depends on s only through
Since (by (12) ) this only depends on
λjQ j almost surely for all i, j, and we obtain that
Recall that we assumed that, for the sequence ρ, lim ρ↑1 p(e −(1−ρ) s ) exists, thereby showing that there is a unique limit (13) . Since (1 − ρ)(Q 1 , . . . , Q K ) is tight, see Lemma 3.3, and since for any converging subsequence of ρ we obtain the same limit, we obtain that the limit itself exists (see corollary on page 59, Billingsley 1999). This concludes the proof.
Queue length at arbitrary epochs
In this section we focus on the number of customers in the system at arbitrary epochs, (N 1 , . . . , N K ). The following result shows that in the limit the queue length vector at arbitrary epochs is the product of an exponentially distributed random variable and a deterministic vector. We refer to the latter as a state-space collapse. The proof is presented in Section 4.2 Remark 1. We note that a similar state-space collapse result was observed in [20] (Proposition 2.1) for the discriminatory processor sharing model. In fact, the proof technique is similar to that of [20] . Proposition 4.1. When scaled by 1 − ρ, the queue length vector at arbitrary epochs has a proper limiting distribution as
where d → denotes convergence in distribution and X is an exponentially distributed random variable with mean 1/ν( p), where
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Before focusing on the heavy-traffic regime, we will introduce a system of equations that is satisfied by the probability generating function of the queue length distribution, as obtained by Kim et al, see [14] . Let ψ(z 1 , ..., z K ) be the joint probability generating function of (N 1 , . . . , N K ), i.e,
As mentioned in Section 3, the distribution of the queue length vector is independent of the particular choice of the intra-class scheduling discipline. We can therefore use the following result from [14] .
Theorem 4.2. [14, Theorem 3 and Theorem 4] The joint probability generating function ψ(z 1 , ..., z K ) of the joint stationary queue lengths at arbitrary time epochs is given by
where φ i (z 1 , . . . , z K ) (representing the joint probability generating function of the stationary queue lengths excluding the customer who has already started service, at service initiation epochs of class-i customers) is given by
In Section 4.1 we will show that Equation (16) simplifies under the heavy-traffic scaling, and in Section 4.2 we will use this to characterize the distribution of the scaled queue length vector at arbitrary epochs, that is, to prove Proposition 4.1.
Heavy-traffic scaling
In the next lemma we characterize Equation (16) in heavy traffic.
Lemma 4.3. The limit of ψ(e −(1−ρ) s ) as ρ ↑ 1 exists and satisfies
Proof: Since (1 − ρ)(Q 1 , . . . , Q K ) converges in distribution to (Q 1 , . . . ,Q K ), we know that the limit of p(e −(1−ρ) s ) exists, and hence, by Equation (8), the limit of ∂si . As we have seen in Lemma 3.6,r( s) is constant on H c . Therefore, it depends on s only through
This, together with (16) gives that
where in the first step we used l'Hopital's rule and B *
In particular, Lemma 4.3 implies that there exists a vector (N 1 , . . . ,N K ) such that the scaled queue length vector at arbitrary epochs converges in distribution to it.
Proof of Proposition 4.1
This subsection contains the proof of Proposition 4.1. It consists of two steps. Firstly, we show that the queue length vector is the product of a random variable and a deterministic vector, and secondly, we determine the distribution of the random variable X, concluding that it is exponentially distributed with mean as given in (15) .
Proof of Proposition 4.1: Since lim ρ↑1 ψ(e −(1−ρ) s ) exists, see Lemma 4.3 we know there exists a random vector (N 1 , . . . ,N K ) such that
Using the same steps as in the proof of Proposition 3.1 we obtain that
with X distributed as p1 λ1N 1 . In order to determine the distribution of X, we consider the total workload in the queue at arbitrary epochs, denoted by V arb . We first note that the total workload at the system is independent of the work-conserving scheduling discipline being used. In [15] , Kingman considered a FCFS queue and showed that the scaled total workload in a M/G/1 queue has a proper distribution as ρ ↑ 1:
whereV arb is exponentially distributed with mean
Under the discipline DROS, the total workload at arbitrary epochs can equivalently be represented as
with B k,h the service requirement of the h-th class-k customer andB k the remaining service requirement of the first class-k customer in line. On one hand, note that the service requirements of all class-k customers are i.i.d., more precisely,
On the other hand,B k is distributed as B k if the N k -th class-k customer is not being served, and otherwise is given by the forward-recurrence time of B k . Hence, for the scaled workload at arbitrary epochs we can write
where in the last step we used that e
is bounded by 1 and converges in distribution to e
and together with (19) this givesV
SinceV arb is exponentially distributed, the same is true for X. Hence, taking expectations in (23) and applying (20) we obtain
, which concludes the proof of Proposition 4.1.
Remark 2.
In this remark we show that the two random variables that characterize the heavy traffic at departure and arbitrary epochs, Y and X, respectively, are equal in distribution. Let us consider the arbitrary arrival of a class-k customer. By the PASTA property, the number of class-k customers in the system at this time is equal to N k . The number of customers in the system after the first departure epoch is distributed as (Q 1 , . . . , Q K ). The number of customers that arrive in the time it takes for the customer in service to depart is of the order ρ, since it is distributed as the number of arrivals in a residual service requirement. It then follows that 
Waiting time
In this section we investigate the waiting time in the heavy-traffic setting. We focus on the random intra-class scheduling discipline, that is, we consider the specific model DROS. Let W l denote a generic random variable for the waiting time of an arbitrary class-l customer. We refer to this customer as the tagged class-l customer. Let Q * k denote the number of class-k customers in the system (excluding the tagged customer) immediately after service initiation of the tagged customer in case the tagged customer arrives while the server is busy, i.e., W l > 0. We now define the following joint transform:
Note that the transform of the waiting time W l of the tagged class-l customer is given by
since 1 − ρ is the probability that the tagged class-l customer arrives in an idle period. For the random intra-class scheduling discipline we have from [14] the following result for the transform T l (u, z).
Theorem 5.1. [14, Theorem 8] For the random intra-class scheduling discipline, the joint transform
where
In order to study the scaled waiting time, we will need to assume throughout this section that (1−ρ)Q * k is uniform integrable, for all k. As we mention in Section 7.2, numerics show arguments to believe that this is indeed satisfied.
Assumption 1. For a random intra-class scheduling discipline, the family of random variables {(1 − ρ)Q * k } is uniform integrable for all k. We can now state our result that shows that in the limit the waiting time of a tagged class-l customer, W l , is the product of two exponentially distributed independent random variables. Proposition 5.2. Let Assumption 1 be satisfied and consider the random intra-class scheduling discipline (i.e., DROS). Then, as ρ ↑ 1, Remark 3. Proposition 5.2 is a generalization of Kingman's result, see [17] , where the asymptotic waiting time distribution is obtained for the single-class DROS queue (i.e., ROS).
In order to prove Proposition 5.2, we will need the following three technical lemmas. The first lemma states that the scaled vector (Q * 1 , . . . , Q * K ) has a proper limit. Lemma 5.3. When scaled by 1 − ρ, the queue length vector (Q * 1 , . . . , Q * K ) has a proper limiting distribution as (λ 1 , . . . , λ K ) → (λ 1 , . . . ,λ K ), such that as ρ ↑ 1,
where d → denotes convergence in distribution and X is an exponentially distributed random variable with mean 1/ν( p).
Proof: Denote byQ i the class-i queue length at a service initiation epoch of a tagged class-i customers (excluding the tagged customer). By definition the following equality is satisfied:
Hence, from Equation (17) we obtain that T l (0, e −s1 , . . . ,
From (18) we obtain E(e
. Together with Equation (28) and Proposition 4.1 this concludes the proof.
The following technical lemma characterizes the value that the function W 1 l (u, z 1 , . . . , z K ), as defined in (27), takes in heavy traffic.
Lemma 5.4. We consider the random intra-class scheduling discipline (i.e., DROS). Then, as ρ ↑ 1, the limit W 1 l ((1 − ρ)u, e −(1−ρ)s1 , . . . , e −(1−ρ)s K ) exists and satisfies
with 1/ν( p) as given in (15) .
The result of Lemma 5.4 implies that in heavy traffic the function lim
. . , e −(1−ρ)s K ) depends on s only through a linear combination of its components. The proof of Lemma 5.4 may be found in Appendix C. In the following lemma we show that the scaled waiting time of a class-l customer has a proper limit.
Lemma 5.5. Let Assumption 1 be satisfied and consider the random intra-class scheduling discipline (i.e., DROS). Then, there exists aŴ l such that (1 − ρ)W l converges in distribution toŴ l as ρ ↑ 1.
Proof: By definition, the following two equalities are satisfied:
and
Now, considering Equation (26) with z = 1 in heavy traffic we get:
where in the second step we used (29) and (30) and in the fourth step we used the hypothesis that (1 − ρ)Q * i is uniformly integrable (Assumption 1), [4, Theorem 3.5] . Note that W 1 l ((1 − ρ)u, e −(1−ρ) s ), which is defined in Equation (27), has a proper limit when ρ ↑ 1, see Lemma 5.4. Since (31) converges, the same must hold for (32). Besides, Lemma 5. 3) and therefore, we conclude that the waiting time of an arbitrary class-l customer in heavy traffic converges in distribution to some random variableŴ l .
From Lemma 5.4, we note that (32) should in fact be independent of u. It can be checked that in case
), as we want to show, see Proposition 5.2, this is indeed satisfied. We can now prove Proposition 5.2 which consists in finding T l (·) by solving Equation (26) after the heavy-traffic scaling.
Proof of Proposition 5.2: We know by Lemma 5.5 that there is a random variableŴ l such that (1 − ρ)W l converges in distribution toŴ l . Hence, we can define the functionT l (u, s) as follows:
We
where in the second step we used Assumption 1 and [4, Theorem 3.5]. Moreover, realize thatT l (u,
3). Thus, we will writeT l (u, s) =T l (u, y) and by the chain rule:
Then, taking the heavy-traffic limit in Equation (26) and using Equations (33), (34), Lemma 5.4 and the relation lim ρ↑1
k s k , which follows from l'Hopital's rule, we arrive to the following ordinary differential equation (ODE):
k s k = u, the latter can be written as
The solution of the ODE (35) iŝ
see Appendix D for the details. Let Z l and X be two exponentially distributed random variables with E[Z l ] = 1/η and E[X] = 1/ν( p). Then, the Laplace Transform of (Z l · X, λ1 p1 X, . . . ,
is given by:
Making the change of variable z = p l ν( p)+x u in Equation (36) we obtain
Hence, it coincides with the Laplace Transform of (Z l · X, λ1 p1 X, . . . ,
where, as we have previously mentioned, Z l and X are exponentially distributed independent random variables with E(Z l ) = 1/p l and E(X) = 1/ν( p).
Optimal selection of the weights
In this section we show how the results of Proposition 4.1 and Proposition 5.2 can be used in order to optimize the performance. In particular, in Section 6.1 we focus on the holding cost and in Section 6.2 we find the weights that minimize the moments of the waiting time of an arbitrary customer.
Holding Cost
With each class of customers we associate a cost c k ≥ 0, k = 1, ..., K. As performance measure we take the holding cost K k=1 c k N k . In this section we will write N k ( p),N k ( p) instead of N k ,N k to emphasize the dependence on the weights p := (p 1 , . . . , p K ). From Proposition 4.1 we obtain that the scaled holding cost, (1 − ρ)
, converges in distribution to an exponentially distributed random variable with mean
as ρ ↑ 1. Using this expression, we obtain the following monotonicity result in the heavy-traffic regime:
The holding cost decreases "stochastically" as more preference is given to customers with a large value of
. This can be seen as an extension of the cµ-rule for the heavy-traffic setting [10] . Proposition 6.1. Consider two policies with weights (p 1 , . . . , p K ) and (q 1 , . . . , q K ), respectively. Let c k ≥ 0, k = 1, . . . , K. Without loss of generality we assume that the classes are ordered such that
, for all k = 1, . . . , K − 1, then
where ≥ st denotes the usual stochastic ordering, i.e., X ≥ st Y if and only if P(X ≥ z) ≥ P(Y ≥ z) for all z.
Proof: We have that (1 − ρ) K k=1 c k N k ( p) converges in distribution to an exponentially distributed random variable with mean as stated in (38). Since exponentially distributed random variables are stochastically ordered according to their means, it only remains to check that
This holds since
Here we used that
, which follows from the fact that
Moments of the waiting time
In this section we will give the optimal values for the weights that minimize the m-th moment of the limit of the scaled waiting time of a tagged class-k customer,Ŵ k . From Proposition 5.2 we know that
where X and Z k are exponentially distributed independent random variables with E(Z k ) = 1/p k and E(X) = 1/ν( p). Now taking the expression in (39) and using that X and Z k are independent random variables we observe that the m-th moment ofŴ k is given by
Hence the m-th moment of the waiting time for an arbitrary customer is given by
In what follows we will writeŴ ( p) instead ofŴ to emphasize the dependence on the weights p.
Hence, by applying Little's law to the result obtained in Proposition 6.1, we obtain the following corollary, which means that the mean waiting time decreases as more preference is given to customers with a small value of E[B i ], i = 1, . . . , K.
Corollary 6.2. Without loss of generality we assume that the classes are ordered such that
Remark 4. The monotonicity result for the waiting time holds in the heavy-traffic setting. In the case of two classes, K=2, Corollary 6.2 is true for any stable system, i.e., for any value of ρ, not necessarily close to one. This can be seen as follows. The expression for the mean waiting time for K=2 is the following:
where the expression of E[W i ], i = 1, 2, was obtained in [14] , Equation (38). Without loss of generality we assume that p 1 + p 2 = 1. Then, taking the derivative of (41) with respect to p 1 we obtain the monotonicity result as stated in Corollary 6.2 . Moreover, we have written a code to calculate the mean waiting time as given in [14] for any value of K, i.e., for any number of classes of customers. We choose the weights such that pj pj+1 = 1 r , ∀j. In the figures we chose exponentially distributed service requirements, however, the monotonicity observed holds for any service requirement distribution (with the same first moment). The results obtained are shown in Figure 1 and Figure 2 , for K=3 and K=4, respectively, for different values of the load. It can be seen for these examples that as more priority is given to customers with small mean service requirement (i.e., as 1 r becomes large), the mean waiting time decreases for any value of the load. In Corollary 6.2 we considered the first moment of the scaled waiting time. In Proposition 6.3 we will investigate the m-th moment of the scaled waiting time and find the optimal value for the weights, which is non-trivial. Proposition 6.3. The m-th moment of the limit of the scaled waiting time,
for each k ∈ {1, . . . , K}, m = 2, 3, . . .. 
. This holds if and only if
which follows by definition. This is equivalent to
and rewriting it we obtain
The latter holds by Hölder's inequality.
Remark 5. By Equation (42) we get that the ratio of two optimal weights is the following:
.
In general, the optimal choice for the weights is non trivial. However, note that when m → 1 we deduce that under the optimal weights (for the m-th moment) a class-k customer has strict priority over a class-j customer if
. This is exactly the result that the cµ-rule states. In addition, when m → ∞, from (44) we see that the ratio of the optimal weights converges to 1. This implies that as m gets larger, it becomes optimal (for the m-th moment) to treat all classes equal.
Numerical results
In this section we present numerical experiments related to the results obtained in this paper. We consider a system under the discipline DROS with two classes of customers (K = 2) and assume exponentially distributed service requirements. For each experiment in the order of 10 5 busy periods are simulated. A busy period refers to the period of time between two consecutive time epochs in which the system is empty, and every busy period is a regenerative point of the stochastic process. In Section 7.1 we present the numerical results corresponding to the distribution of the number of customers in the queue, in Sections 7.2 we focus on the moments of the queue length and waiting time and in Section 7.3 we investigate the optimal weights.
State-space collapse for the queue lengths
In this section we simulate the distribution of the joint queue length vector. As parameters we chose λ 1 = 2.15, λ 2 = 2.85, E[B 1 ] = 1/4 and E[B 2 ] = 1/6, so that ρ = 0.9994. In Figure 3 we plot the joint queue length probabilities (obtained by simulation) for the weights p 1 = 0.7, p 2 = 0.3. The horizontal and vertical axis correspond to N 1 and N 2 , respectively. As a consequence of the statespace collapse stated in Proposition 4.1, in heavy traffic the probabilities will lie on a straight line 
Moments of waiting time and queue length
In Figure 4 we plot (1 − ρ)E[N ] (using Little's Law and Equation (41)) and (1 − ρ) 2 E[N 2 ] (obtained by simulation) for different values of the load ρ. When doing so, we keep the mean service requirements fixed, E[B 1 ] = 1/4 and E[B 2 ] = 1/6, and take λ 2 = 1.5λ 1 . Moreover, we calculate the first and Figure 3 : Joint queue length probability. The darkness of the points specifies the probability of being into a particular state. The darker the point is, the higher the probability of being in that state. In fact, for the first moment, taking the limit as ρ ↑ 1 in Equation (41) it is easy to see that it indeed converges to the heavy-traffic limit as characterized by Equation (40) when K = 2.
Optimal values for the weights
In Proposition 6.3 we presented the optimal choices for the weights p * in order to minimize the moments of the scaled waiting timeŴ . In this section we numerically evaluate the validity of the optimal weights outside the heavy-traffic regime. We set E[ (42)). It can be seen that the weight p * 1 = 0.4059 is a good approximation for the minimizer of (1 − ρ) 2 E[W 2 (p 1 , 1 − p 1 )] for load equal to ρ = 0.9. As the load decreases the approximation becomes worse, but it is still close to the minimum of the function. We also plot E[lim ρ↑1 (1 − ρ) 
