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Bernstein’s theorem states that if a function f is defined and possesses 
derivatives of all orders on the interval [0, I] and f and all its derivatives 
are nonnegative on the interval [0, I], then for 0 < x < 1, 
f&x) = 5 q!?& 
IL=0 . 
A more general form of this theorem can be proved with order theoretic 
methods by treating linear operators on a space of differentiable functions 
as elements in a Dedekind u-complete partially ordered linear algebra 
(dsc-pola). For the definition of a dsc-pola, see [2]. It should be noted that 
Dai uses the abbreviation “polac” for dsc-pola. Let I = {y E A : y 2 1 and 
y-r 2 0}, where A is a dsc-pola. Define the functional part of A by 
A, = (J {x: -y<x<y >* 
?/El 
As operators, differentiation d and multiplication by the variable c satisfy 
the equation dc = 1 + cd. We shall obtain a proof of Bernstein’s theorem 
under the assumptions that dc E I, d > 0, and c > 0. 
EXAMPLE 1. Let A consist of the infinite matrices [c&j, where i and j 
are nonnegative integers and each column has at most a finite number of 
nonzero entries. Let A be partially ordered as follows: [Q] < [&] if and 
only if olij < pii for every i and j. A is called the dsc-pola of column-finite 
matrices. 
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EXAMPLE 2. The operators differentiation d and multiplication by the 
variable c on a space of functions of the type I;=‘=, (Y# are in matrix form 
In this case the equation dc = 1 + cd takes the form 
~GsJ .+I”;;; ..j+p;; ..] 
If d and c are considered as elements in the dsc-pola of Example 1, dc E I, 
d 3 0, and c 3 0. 
THEOREM 1. If A is a dsc-pola, d, c E A, dc = 1 + cd E I, d > 0, and 
c 3 0, there exists an element p, with 0 < p, = p,’ < 1 such that 
1 = f (l,‘n!) c”p,, d’“. 
71=0 
Proof. Define h = c(dc)-l. Since 0 < (de)-l < 1, we have 0 < h < c. 
Clearly dh = 1. Next 0 < hd = c(dc)-l d < cd E A, and (hd)2 = hd imply 
that 0 < hd < 1 [2, p. 6551. Since cd = h(dc)d = h(1 + cd)d, 
dc = 1 + hd + h(cd)d. Repeating, we get 
dc = 1 + f h” d” + P(cd) d” 
k-1 
for every n. 
Hence 
1 > hd > h2d2 > ... > 0, 
and since CI=, h”d” < dc for every n, inf{h”d’;} = 0. Next define 
p, = 1 - hd and p, = h”p,d”. 
Clearly 0 < p, = p,a < 1 and dpo = 0. Also 0 < p, = pnz < 1 for every n. 
If K < n, then dn+lp, = 0. Thus dn+l ~~Xop, = 0. From this it follows 
that if k < n, then 0 = ~,+~p~ = plcpn+r . That is, 
PCPj = PjPi = &Pi for every i, j. 
Since CT=opk = 1 - hn+ldn+-l and inf(hndn) = 0, we have 1 = ~~zopk . 
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We shall show by induction that for every n, c”p, = (n!) h”p, . First 
for n = 1, we have 
cp, = h(dc)p, = h(1 + cd)p, = hp, . 
Next assume the result true for n = k. Notice that 
dc2 = c + cdc = c + c(1 + cd) = 2c + c2d, 
dc3 = 2c2 + c2dc = 3c2 + c3d, 
and in general, 
dc” = run-l f c”d. 
Thus 
or 
dcL+p, = ((k + l)ck + Fd)p, = (k + 1) &,, 
(hdc) c”p,, = (k + 1) AC*&, 
which implies, since c”p,, = (k!) Q,, , 
c”“PO = (k + l)(k!) h”f+p, = (k + l)! hk+P,. 
In particular, 
Hence, 
p, = h”p,d” = (l/n!) Fp,d”. 
1 = 2 (l/n!)q, dn. I 
n=0 
Consider a class of functions that are defined, nonnegative, and possess 
nonnegative derivatives of all orders on the interval (0, 1). Define R = 
(2: P)(t) 3 0 for t E (0, 1) and n = 0, 1, 2 ,... } and x = R - R. Also 
define 3i: < j: if and only if y - 2 E R. Thus x becomes a partially ordered 
linear space. A linear operator a on 2 is said to be positive if .(I?) C I?. 
With this partial ordering, a space of regular linear operators on J? becomes 
a partially ordered linear algebra. 
LEMMA 1. If 2 is a Dedekind u-complete partially ordered linear space, 
then the partially ordered linear algebra of regular operators on x is a dsc-pola. 
Proof. See [3, p. 6371. 1 
LEMMA 2. Let (an} be a sequence of real-valued functions de$ned on (0, 1) 
such that for every n = 0, 1, 2 ,... and for t E (0, 1) we have 
2,(t) > w?,(t) >, *.. 3 0, 
ai’)(t) > a;‘(t) >, ... >, 0, 
a?‘(t) 3 @j(t) > ... > 0. 
Let Z(t) = lim Z,(t) and Zo(t) = lim 5$)(t). Then Zo(t) = R(l)(t). 
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Proof. Let a E (0, 1) and a < t < 1. Then Z?‘(t) > $,“:r(t) implies 
Thus 
a?‘(t) - Q(u) > $jl(t) - 2$1(u) > ... > 0. 
This implies 
K(‘)(t) - P(a) > lim(P(t) - n 11 Hmrn $)(a)) = s&(t) - q&z), 
and hence we see that 
s;‘(u) - s,(a) < $‘(t) - 2,(t) 
and that %2)(u) converges uniformly to Z,,(u) on (0, t]. Therefore Z,,(u) is 
continuous on (0, t]. Hence we have 
Z(t) = lim 5&(t) = lim 
u 
o; a;‘(o) da + 1,(0+) 
s 
t 
= lim $(cr) da + 1’ rm &(O+) = jt &,(a) do + lim Z-(0+), 
0+ Of 
and since &,0(u) is continuous on (0, t], Zo(t) = W)(t). n 
LEMMA 3. 2 = l? - l? is Dedekind a-complete. 
Proof. Let (S&J be a sequence in 2 with 3, > 3i;, > ... >, 0. Then 
(%n - %n+1 p (t) = 5$‘(t) - S$$l(t) > 0 
for every t E (0, 1) and for every n = 0, 1, 2 ,.... Thus for every n 
@(t) > 5$‘(t) > ‘.. > 0 1, , ,' 
Let %r’(t) = lim,, GE)(t) and let S(t) = lim, Z,,(t). Lemma 2 shows that 
5+‘(t) = q(t) > 0, 
and hence Ji: E I?. 1 
Lemma 3 shows that the pola of regular linear operators on a is a dsc-pola. 
LEMMA 4. The operators multiplication by the variable, c, and daperentiu- 
tion, d, on 2 are positive operators. 
BERNSTEIN’S THEOREM IN A DSC-POLA 
Proof. Let f E Z?. Then c(Z) is given by 
c(Z)(t) = cc(t). 
Clearly for t E (0, l), 
(tqt))‘“’ = tW(t) + ?&~-l)(t) 3 0 
for every n = 0, 1, 2 ,.... Therefore c(Z) E I?. Next d(f) is given by 
d@)(t) = W(t). 
Obviously 
(p)(t))(n) = p+yq 3 0 
and d(Z) E I?. 1 
LEMMA 5. Let f: X-+ X be dejined as 
f (4 0) = (l/t) j-1 ~(4 da 
for t E (0, 1). Then f 3 0 and f = (dc)-l. 
Proof. For the operator fdc we have 
fdc(f) (t) = (l/t) JOl dc(4) (u) da 
= (l/t) jO; cd(S) (u) do + (l/t) 6: Z(u) da 
= (l/t> jo; 0 42) (4 du + (l/t> j-1 z(u) du 
= (l/t) G(u) I:+ - (I,?) l; Z(u) do + (l/t) jo: Z(u) do 
= 5(t). 
Therefore fdc = 1. Next for dcf we have 
dcf(n) (t) = dc ((l/t) j” Z(u) du) 
o+ 
Thus dcf = 1 and f = (dc)-l. Let f E I?. Since Z(t) > 0 for t E (0, l), 
f (2) (t) = (1,‘t) il a(u) du 3 0. 
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By induction we obtain 
(j@))(“) (t) = (l/t) P-l)(t) - (n/P) P-s)(t) 
+ *-- + (-l)“-’ ((n(n - 1) *** 2)/P) 2(t) 
+ (-l)* ((n(n - 1) **a 1)/t”) jo; 2(o) da 
= (l/tn+l) i: &W(o) da > 0. 
Therefore f(a) E I? and f = (de)-l 3 0. i 
LEMMA 6. If p, = 1 - hd, where h = c(dc)-l, then p,(Z)(t) = K(O+). 
Proof. We have 
po(2) (t) = (1 - c(dc)-l d) (2) (t) 
= a(t) - t(l/t) j” d3i;(u) do 
Of 
= 2(t) - b?(t) + SlyOf) = a(o+). 1 
Bernstein’s theorem is now an easy consequence. The equation dc = 
1 + cd, where d is differentiation and c is multiplication by the variable, is 
true on any space of differentiable functions. On the class of functions x, 
d > 0 and c 3 0; hence dc > 1. Also (dc)-l > 0 implies dc E I, and thus 
by Theorem 1, 
1 = 2 (l/n!) c”p, d”, 
Tl=O 
which is the operator form of 
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