Abstract-Regularized zero-forcing beamforming (RZFB) is an interesting class of linear signal processing problems, which is very attractive for use in large-scale communication networks due its simple visualization as a straightforward extension of the well-accepted zero-forcing beamforming (ZFB). However, unlike ZFB, which is multi-user interference free, RZFB must manage multi-user interference to achieve its high throughput performance. Most existing works focus on the performance analysis of particular RZBF schemes such as the equip-power allocated RZBF under a fixed regularization parameter. This paper is the first work to consider the joint design of power allocation and regularization parameter for RZFB to maximize the worst users' throughput or the quality-of-service awarded energy efficiency under a fixed transmit power constraint. Such designs pose very computationally challenging optimization problems, for which the paper proposes two-stage optimization algorithms of low computational complexity. Their computational and performance efficiencies are substantiated through numerical examples.
I. INTRODUCTION

L
INEAR beamforming is considered as the main driver of 5G signal processing techniques [1] . Zero-forcing beamforming (ZFB) [2] is a very popular class of linear beamforming due to its simplicity in design [3] , [4] . Based on channel matrix right inversion, ZFB is most attractive when the number of transmit antennas is much larger than the number of users (UEs) as in the case of massive multiple input multiple output (MIMO) serving a few UEs [5] . Furthermore, ZFB for heterogenous networks has been considered in [6] and [7] . Reference [8] presented a multi-cell cell-edge-aware ZFB to suppress interference at cell-edge users (UEs), where the main results are derivations as the number of UEs and antennas go to infinity. Reference [9] considered two-stage beamformer design for massive MIMO to maximize the signal-to-leakage-plus-noise-ratio, where ZFB is used to eliminate the intra-group user interference. ZFB is often based on equal-power allocation to all UEs for computational tractability, which achieves performance that is far from capacity [10] . When the number of transmit antennas is not much larger than the number of served UEs, the channel right inversion may not exist or is ill-posed, making ZFB either useless or poorly performing. A practical remedy for the channel matrix inversion is regularized zero-forcing beamforming (RZFB) [11] - [13] , which uses a regularization parameter to make the channel matrix well-posed for right inversion. Unlike ZFB, multi-user interference cannot be cancelled by RZFB and thus needs to be appropriately managed by optimizing the regularization parameter. So far, most existing works have considered the problem of optimizing the regularization parameter based on equal-power allocation to UEs, for which the regularization parameter is found analytically for the case of sum rate capacity under sum power constraint, provided that both number of transmit antennas and number of served UEs go to infinity with fixed ratio [11] . This value of the regularization parameter is used for analyzing the spectral efficiency of RZFB [14] or comparing the performance of RZFB with that of other schemes [15] . An important contribution is [16] , which derived the deterministic equivalence of signal-to-interferenceplus-noise (SINR) in the sense of almost sure probability when both the numbers of antennas and UEs go to infinity with a bounded ratio. The analytical formulas in [16, Corollaries 1 and 2] indeed rule out the opportunity of power allocation optimization as the individual rates are the same function of their allocated power. A large scale analysis has been made in [17] and [18] under setting the regularization parameter to one. Ref [19] used a polynomial expansion for reducing the complexity of matrix inversion, which works for SINR large scale analysis. An optimal ratio of the numbers of UEs and antennas for maximizing the asymptotic signal-to-leakage-plus-noise when both of these numbers go to infinity has been derived in [20] . Again, a heuristic method of low complexity for MIMO RZFB at high signal-tonoise ratio (SNR) was proposed in [21] with achievable sum rate analysis. There is no constraint for quality-of-service (QoS) for UEs in these works, making the multi-user services less meaningful.
Motivated by the above aforementioned existing issues in RZFB design, this paper considers the joint design of power allocation and regularization parameter to maximize the worst UEs' throughput or the energy-efficiency subject to QoS constraints for UEs in terms of their throughput. Under a fixed regularization parameter, such problems for single-antenna UEs have been particularly considered in our previous work [22] . However, the joint optimization in the power allocation and regularization parameter causes much more computational challenges that make the computational method [22] no longer applicable, even for the case of single-antenna UEs considered there. Our contribution is thus two-fold: r Development of computational procedures for RZFB for single-antenna UEs, which are comprised of two stages. As the optimization problems are very complicated, in the first stage path-following computational procedures are developed to solve their nonconvex relaxed problems, which are simpler than the original problem but still not convex. In the second stage, exact penalty optimization algorithms, which compensate the relaxation done in the first stage, are employed to locate a stationary point of the original problems.
r Development of two-stage computational procedures for RZFB for multi-antenna UEs, which are very different from that for single-antenna UEs in term of mathematical structure and thus require quite different tools for their computation. The paper is organized as follows. After this introductory section, Section II is devoted to RZFB optimization for singleantenna UEs while Section III is devoted to RZFB optimization for multi-antenna UEs. Numerical examples to demonstrate the viability of the algorithms developed in the previous sections are provided in Section IV. Conclusions are drawn in Section V. The two appendices serve as the mathematical foundations for the developments in Section II and Section III. To the authors' best knowledge, these mathematical results are new.
Notation: Bold-faced lower-case and upper-case letters, e.g., x and X, are respectively used for vectors and matrices, while lower-case letters, e.g., x, are used for scalars. The inner product between the vectors x and y is defined as x, y = x H y. Analogously, X, Y = trace(X H Y) for the matrices X and Y. The shorthand notation X 2 for the matrix X denotes the Hermitian symmetric positive definite matrix XX H . I N stands for the identity matrix of N dimensions. The notation A 0 means that A is a Hermitian symmetric strictly positive definite
, resp.) is a diagonal (blockdiagonal, resp.) matrix with scalars a i i = 1, . . . , N, (matrices A i , i = 1, . . . , N, resp.) on its diagonal (diagonal block, resp.).
II. MISO REGULARIZED ZERO-FORCING BEAMFORMING
Consider a communication system with one base station (BS) serving N UEs. The BS is equipped with a large-scale M -antenna array while each UE is equipped with a single antenna. The multi-input single-output (MISO) received-signal model of such system is
where
and y ∈ C N is the signal received at N UEs,s ∈ C M is the signal sent from the BS and w ∈ CN (0, σ 2 I N ) is the background noise. The channel from the BS to user n is thus
where √ β n expresses the large-scale fading, and
T , while h ij ∈ CN (0, 1) expresses the small scale fading, and R n expresses the spatial correlation due to netted spacing of large numbers of antennas. Like the existing works on beamforming such as [11] - [13] , [23] - [26] , we assume the availability of the full channel state information and refer the reader to [27] and references therein for the mechanism of largescale MIMO channel estimation.
In the above system, unlike the conventional massive MIMO, we do not assume that N << M, under which the right in-
H may not exist or be illconditioned; thus ZFB is not applicable. We are interested in the following class of RZFB, which admits a large-scale tractable computation:
where s = (s 1 , . . . , s N ) T is the information intended for the UEs, α > 0 is a scalar to regularize H H H, and p n , n = 1, . . . , N, are the power control coefficients. Instead of designing the complex beamforming matrix F in (3) of size M × N , which obviously leads to a large scale intractable computation (see e.g. [23] , [28] ), in (3) we aim to design the real Ndimensional power-allocation vector
which is less computationally complex. By (3) we propose a new RZFB compared to the existing RZFB defined by [11] -[13]
Using (4), (1) can be written as
where (6) is derived from (5) by using the following identity:
We take the singular value decomposition (SVD)
with a unitary U and diagonal
, and then define the matrix
which is a Hermitian symmetric matrix, and
The throughput at UE n is
while by using identity (7), the transmit power at the BS can be expressed as
as shown in Appendix III. We consider the following max-min throughput optimization problem:
where P is a given power threshold, i.e. we seek to maximize the worst UEs' throughput under the total transmit power constraint. We also consider the following QoS-aware energy efficiency problem [29] , [30] :
with a throughput thresholdr to express the UEs' QoS. Here η > 1 is the reciprocal of the drain efficiency of the BS amplifier. P non = MP a + P c is the circuit non-transmit power consumed at the BS where P a and P c are the circuit power per antenna and non-transmission power. The denominator of the objective function in (14) represents the total power consumed by transmitting signals to UEs.
One can see from the definition (11) and (12) that the throughput function r n (p, α) is a complex nonconcave function, while the sum power function π(p, α) is nonconvex. Therefore, both the max-min throughput optimization problem (13) and the energy-efficiency maximization problem (14) are maximizations of nonconcave objective functions under nonconvex constraints, which are very computationally difficult. Our next subsections are devoted to their computation.
A. Max-Min Throughput Optimization
To address the max-min throughput optimization problem (13), we make the following variable changes:
to express the rate function r n and sum power function π as the following functions of x = (x 1 , . . . , x N ) ∈ R N + and α > 0:
which is seen to be a convex function by checking its Hessian.
Then (13) can be written as the following convex constrained optimization problem:
The difficulty of computing (16) is now concentrated at its objective function, which is still a very complex nonconcave function. To treat it, we introduce the new slack
which is equivalent to the nonconvex constraint
plus the convex constraint
As the first stage, we treat the following nonconvex relaxed problem by dropping the nonconvex constraints (18):
) is a feasible point for (20) found from the (κ − 1)th iteration. Use inequality (78) in Appendix I for
n (x, α, z) (22) over the trust region
for
which is a concave function with 0 <ã
and
At the κth iteration, the following convex program is solved to generate the next feasible point ( (19) , (23) .
The computational complexity of (27) is
, which is the number of scalar variables, andm = 2 + 3M + N , which is the number of constraints. Note that
) are respectively the optimal solution and a feasible point for the convex optimization problem (27) . This together with
which follows from (22), yields
But one can check immediately that Φ(
showing that (
)} of improved feasible points for (20) can be shown to converge at least to a stationary point (x opt ,ᾱ opt ,z opt ) of (20) [31] . If (x opt ,ᾱ opt ,z opt ) satisfies the nonconvex constraint (18) with some tolerance then it is also a stationary point of (16) . Otherwise, we go to the second stage, where we follow [24] , [32] , [33] by introducing the penalty function
for which θ min (ᾱ opt ,z opt ) < 0, and then the penalty factor
to consider the following penalized optimization problem:
Note that the convex constraint (19) implies
and −θ min (α, z) = 0 if and only if (α, z) satisfies the nonconvex constraint (18) . Therefore −θ min (α, z) can be used to measure the degree of satisfaction of the nonconvex constraint (18) . Instead of handling the nonconvex constraint (18) we incorporate this degree of its satisfaction into the objective function in (32) , which is an exact penalty optimization formulation for (16), i.e. they share the same optimal solution with a finite value of μ [34, Chapter 16] . Initialized from (
, at the κth iteration, the following convex optimization problem is solved to generate the next feasible point 
If it satisfies (18) declare that it is a stationary point of (16) and stop the algorithm. Otherwise go to Stage II. 4: Stage II: Set μ by (31) . Reset κ → 0, and 
as the stationary point of (16) . (32):
which is a lower bounding concave approximation of θ min (α, z). Its computational complexity is the same as that of (27) . Analogously to (29) , (
) is seen as a better feasible point for (32) 
)} converges at least to a stationary point (x opt , α opt , z opt ) of (32) with
This computational procedure in the second stage terminates when
for tolerance tot . Algorithm 1 summarizes our computational procedure.
B. EE Maximization
Similarly, at the first stage, we address the EE maximization problem (14) via its following nonconvex relaxation:
1 For instance tot = 0.1 where g n (x, α, z) is defined from (21) and
) is a feasible point for (36) found from the (κ − 1)th iteration and
At the κth iteration we solve the following convex optimization problem to generate the next iterative point (
where the functions g
n are defined in (24) . Its computational complexity is (28) 
) is a feasible point for (38) , it follows that
i.e. the next iterative point (
is the stationary point of (36) found by this procedure. Again, if (x opt ,ᾱ opt ,z opt ) satisfies the convex constraint (18) then it is also a stationary point for the EE maximization problem (14) . Otherwise, we initialize the second stage with setting
Initialized from ( 
If it satisfies (18) declare that it is a stationary point of (14) and stop the algorithm. Otherwise go to the next stage. 4: Stage II: Set μ by (40) . Reset κ → 0, and 
as the stationary point of (14) .
with (κ) m defined from (26) and
Its computational complexity is the same as that of (38) . Algorithm 2 summarizes our computational procedure.
III. MIMO REGULARIZED ZERO-FORCING
Now, consider the case when each UE is equipped with N r antennas and the number of information streams for each use is N r so each information signal
Instead of the MISO equation (1), we have the MIMO equation
and y = (y
M is the signal sent from the BS, and w ∈ CN (0, σ 2 I NN r ) is the background noise. Compared to the channel (2), which is a vector, the channel from the BS to user n is a matrix
where √ β n expresses the large-scale fading as in (2), and entries of H n = R T and R T,n and R R,n express the spatial correlation at the BS and UE n, respectively.
We consider the following new class of RZFB:
where α > 0 is a scalar to regularize H H H, i.e. instead of designing N beamforming matricesP n of size M × N r (see e.g. [23] , [26] ) we design N r -dimensional power-allocation vectors
Then (45) can be written as
where s = (s 1 , . . . , s N ) T , and
which is a Hermitian symmetric matrix. Each of its block entries is
Upon taking the SVD (8), definē
Then,
where D(α) is defined from (10) .
, Appendix IV shows that the throughput at UE n is
while the power constraint at the BS is
The max-min rate optimization is now formulated as
while the EE maximization problem is
Compared to their counterparts for single-antenna UEs defined by (11) and (12), the throughput and sum power functions for multi-antenna UEs defined by (49) and (50) are even more complex. Obviously, the tools for solving (14) and (13) in the previous section are hardly usable for solving (52) and (53). The next subsections provide a new development for their computation.
A. MIMO Max-Min Throughput Optimization
There are many ways to handle the optimization problem (52). Perhaps, a natural way is to introduce the variables
Then r n (P, α) →r n (X, α)
which is a convex function for
The max-min rate optimization (52) is now equivalent to
where the sum power constraint (59b) is convex. Again, by introducing the slack variable z = (z 1 , . . . , z m ) T ∈ R M + satisfying the convex constraint (19) we consider the following nonconvex relaxation of (59):
) is a feasible point for (60) found from the (κ − 1)th iteration.
We address the first term in the objective (61). By applying inequality (82) in Appendix II for
We address the second term in the objective (61). By applying inequality (83) in Appendix II for
We address the third term in the objective (61). By applying inequality (81) in Appendix II for
we obtain ln X −1
For A 0, it can be derived that
which is a concave function. At the κth iteration, the following convex program is solved to generate the next feasible point (X (κ+1) , α (κ+1) , z (κ+1) ) for (59):
where g
1,n (X) + 2g
3,n (X, z). Its computational complexity is (28) 
If it satisfies (18) declare that it is a stationary point of (59) and stop the algorithm. Otherwise go to the next stage. 4: Stage II: Set μ by (69). Reset κ → 0, and 
) as a stationary point of (59).
the nonconvex optimization problem (60). If (X opt ,ᾱ opt ,z opt ) satisfies the nonconvex constraint (18) with some tolerance then it is also a stationary point of (59). Otherwise, recalling the definition (30) of the penalty function θ min (α, z), we define the penalty factor
, at the κth iteration, the following convex program is solved to generate the next feasible point (X (κ+1) , α (κ+1) , z (κ+1) ) for (70):
where θ (κ) min (α, z) is defined from (34) . Its computational complexity is the same as that of (59). The procedure terminates once (35) is verified.
Algorithm 3 summarizes our computational procedure.
B. EE Maximization
At the first stage we address the EE maximization problem (53) via its following nonconvex relaxation:
where g n (X, α, z) is defined from (61) and
) is a feasible point for (72) found from the (κ − 1)th iteration and
Its computational complexity is (28) forn = NN r + M + 1 andm = 2 + N (N r + 1) + 2M . Similar to (39), we can show that δ (κ+1) > δ (κ) and so the generated sequence {(
satisfies the convex constraint (18) then it is also a stationary point of the EE maximization problem (53). Otherwise, we need to process one more stage to compute a stationary point of (53). To this end, with θ sum defined from (41), set
Initialized from (
, at the κth iteration we solve the following convex optimization problem to generate the next iterative point (
where θ
sum is defined from (43) and
Its computational complexity is the same as that of (74). Algorithm 4 summarizes our computational procedure.
IV. NUMERICAL SIMULATIONS
In this section, we evaluate the performance of the proposed algorithms by numerical examples. The BS is located at the center of a hexagonal cell with radius 1 km. Unless otherwise stated, it is assumed that half of the UEs, called far UEs, are equally distributed at farther distances, while with the other half of the UEs, called nearer UEs, are equally distributed near to the BS. 
If it satisfies (18) declare that it is a stationary point of (53) and stop the Algorithm. Otherwise set μ by (75). Reset κ → 0, and 
) as a stationary point of (53).
We adopt the standard exponential correlation model [16] , where the spatial correlation between antenna (p, q) and antenna (m, n), which constitutes an entry of matrix R in (2) is expressed by Table I provides other simulation parameters for generating the large-scale fading channel and power consumption, which are similar to those used in [35] . The throughput threshold for all UEs isr ∈ {0.4, 0.8} bps/Hz as in [36, Table I ]. In the simulations, Opt. RZF refers to the RZFB found by the proposed Algorithms 1-4, while Sub. RZF refers to the RZFB found by the proposed Algorithms 1-4 for the regularization parameter α fixed at Nσ 2 /P as proposed in [11] and [37] . Also, Equippower RZF refers to the RZFB under equal-power allocation, while Conv. RZF refers to the conventional RZFB defined from (4), which is computed by adjusting Algorithm 1-4. Each point of the numerical results is the average over 1,000 random channel realizations.
A. Single-Antenna UEs
In this scenario, the BS is equipped with a 4 × 4 (4 rows in the horizontal dimension and 4 columns in the vertical dimension) or 8 × 8 (8 rows in the horizontal dimension and 8 columns in the vertical dimension) uniform planar array (UPA) of antennas. Thus, the total number of antennas at the BS is M = 16 or M = 64, respectively. 2) EE Performance: Fig. 2a plots the achievable EE by Opt. RZF and Sub. RZF at QoS thresholdr = 0.4 bps/Hz. As expected, Opt. RZF achieves much better EE compared with Sub. RZF. The gap is very wide for the number of UEs exceeding 12. Table III shows that the average numbers of iterations of Algorithm 2 for computing Opt. RZF are higher compared to that for computing Sub. RZF. Fig. 2b reveals that Opt. RZF achieves a much better EE than Sub. RZF for a higher QoS thresholdr = 0.8 bps/Hz Especially, Opt. RZF guarantees this QoS for a higher number of UEs than Sub. RZF does. Opt. RZF is able to serve up to 18 UEs but Sub. RZF cannot serve more than 12 UEs. Fig. 3 justifies this intuition. Sub. RZF consumes almost all the allowable transmit power to serve 12 UEs, while Opt. RZF controls the power much better in serving more UEs.
For a higher number of BS antennas such as M = 64, Fig. 4a demonstrates the superior performance of Opt. RZF compared with Sub. RZF. The average numbers of iterations of Algorithm 2 for their computation are given in Table IV . As expected, Opt. RZF serves a much higher number of UEs (up to 66 UEs) than Sub. RZF does at the QoS threshold ofr = 0.8 bps/Hz. This can be explained by the result of transmit power as shown in Fig. 4b , where Opt. RZF requires much less transmission power to optimize EE than Sub. RZF. 
B. Multi-Antenna Users
In this scenario, the BS is equipped with a 4 × 4 uniform planar array (UPA) of antennas corresponding to M = 16 and each UE is equipped with two antennas. To see the trade-off between the computational complexity and performance, we also include the simulation for unstructured MIMO beamforming, which uses the algorithm of [25] and [26] for the max-min throughput optimization and the algorithm of [38] and [39] for the EE maximization. The computational complexity of each iteration is O(n 2m2.5 +m 3.5 ), wheren = MNN r + 1 andm = N + 1 for max-min throughput optimization andn = N (M 2 + N 2 r ) andm = 2N + M 2 N + 1 for EE optimization, which is much more complex than that of each iteration of Algorithms 3 and 4.
Table V provides the average numbers of iterations for plotting Fig. 5 . Although Opt. RZF requires a larger number of iterations than Sub. RZF for convergence, the worst UEs' throughput of the former is much higher compared to the latter as shown in Fig. 5 . The performance of the unstructured beamforming is slightly higher than that by Opt. RZF. Fig. 5 plots the achievable UEs' max-min throughput achieved by different RZFB schemes vs. the number of UEs. Opt. RZF is seen to achieve the UEs' max-min throughput much better that Sub. RZF, especially for N < 20. Like Fig. 1a and Fig. 1b , the achievable UE's max-min throughput by Equip-power RZF is the worst and Conv. RZF performs much worse than Sub. RZF and Opt. RZF.
In terms of EE performance, Fig. 6a and Fig. 6b also show the superior EE of Opt. RZF over Sub. RZF particularly because according to Fig. 7 , Opt. RZF requires a much lower transmit power than Sub RZF in guaranteeing QoS thresholdr = 0.8 bps/Hz. The average numbers of iterations of Algorithm 4 for their computation are provided in Table VI. V. CONCLUSIONS In this paper, we have considered the joint design of power allocation and regularization parameter to maximize the UEs' minimal throughput or the energy-efficiency in guaranteeing the UEs' QoS in term of their throughput requirement for a new class of RZFB. We have developed two-stage algorithms to solve the posed problems and provided numerical examples to support their efficiency. We have also compared the performance achieved by the proposed joint design with that achieved by existing RZFB schemes to show the importance of the joint optimization of power allocation and regularization parameter. An extension of the joint design to multi-cell RZFB is under our current study. 
for all α > 0 andᾱ > 0.
APPENDIX III DERIVATION FOR (12) 
