Abstract. Let A be a stochastic n × n matrix and P A be the ergodic projection of A, i.e., the projection onto N (I − A) along R(I − A). This paper considers approximations of P A and of stationary distributions of A by using appropriate families of stochastic matrices induced by A and derives error estimates in terms of the Dobrushin ergodicity coefficient of (I − A) # , the group inverse of I − A.
1. Introduction. Let A be a stochastic n × n matrix, i.e., A is real, A ≥ 0 and Ae = e with e = [1, . . . , 1]
T , and P A be its ergodic projection, i.e., the projection onto N (I − A) along R(I − A). In this note, we will consider approximations of P A by appropriate families of stochastic matrices induced by A and derive error estimates in terms of the Dobrushin ergodicity coefficient of (I − A) # , the group inverse of I − A. Since every stationary distribution of A is of the form µP A for a suitable probability distribution µ, these will in turn yield approximations of stationary distributions. We will also treat approximations using powers and forward products of stochastic matrices of the form A t = tA + (1 − t)(e ⊗ µ), 0 ≤ t ≤ 1.
Notation. With R n×n we denote the R-algebra of all real n × n matrices and with M 1 n = {µ ∈ (R n ) * | µ ≥ 0, n j=1 µ j = 1} the set of all n-dimensional probability distributions. For A ∈ R n×n , p A (t) = det(tI − A) ∈ R[t] is the characteristic polynomial of A and σ(A) = {λ ∈ C | p A (λ) = 0} its spectrum. We equip R n with the ℓ ∞ -norm x ∞ = max 1≤i≤n |x i | and (R n ) * with the (dual) ℓ 1 -norm
n×n , we use the matrix norm S ∞ = max 1≤i≤n n j=1 |s ij |, so that
Note that for stochastic A, we have A ∞ = 1 and σ(A) ⊆ {λ ∈ C | |λ| ≤ 1}. The unit circle {λ ∈ C | |λ| = 1} will be denoted by S 1 .
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B. Schomburg 2. Tools. We recall some facts from linear algebra and the theory of stochastic matrices:
For a given matrix S ∈ R n×n , there is at most one X ∈ R n×n such that SXS = S, XSX = X and SX = XS.
If such an X exists, it is called the group (generalized) inverse of S and denoted by S # . One can show that S # exists if and only if R n = N (S) ⊕ R(S). Note that N (S # ) = N (S) and that SS # is the projection onto R(S) along N (S); thus, if T ∈ R n×n and N (S) ⊆ N (T ), then
For the spectra of S and S # , we have the relation
In the following lemma, we summarize some well-known results about stochastic matrices.
Lemma 2.1. Let A ∈ R n×n be stochastic.
n is stationary with respect to A (i.e., νA = ν) if and only if ν = µP A for some µ ∈ M 1 n . A has a unique stationary distribution ν if and only if dim N (I − A) = 1; in this case N (I − A) = e and P A = e ⊗ ν.
Note that (i) is a finite-dimensional version of the mean ergodic theorem, see e.g. Meyer [13, p. 697] , and that (iv) is an easy consequence of (i We recall the following definition of the Dobrushin ergodicity coefficient.
n×n be a matrix with equal row sums, i.e., e is an eigenvector of A. Then the Dobrushin ergodicity coefficient τ 1 (A) is defined by:
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the ergodicity condition number of A. (κ(A) is well-defined since (I − A) # e = 0. Note that, following [5] , this condition number is also denoted by κ 6 .)
The next result is a useful tool to calculate ergodicity coefficients, cf. Seneta [15, p. 584] .
Lemma 2.4. Let A = [a ik ] 1≤i,k≤n be a real matrix with equal row sums. Then
We note the following well-known consequence of Definition 2.2.
Lemma 2.5. Let S, T ∈ R n×n be matrices with eigenvector e. Then
and, if in addition Se = 0,
Remark 2.6. Let A,Â ∈ R n×n be stochastic with stationary distributions π and π, respectively. If dim N (I − A) = 1 (in which case π is uniquely determined), then
a result which is essentially due to Meyer [12] , after previous work by Schweitzer [14] . Lemma 2.5 then immediately leads to (cf. Seneta [18] )
Let A ∈ R n×n be stochastic. By Lemma 2.5,
and thus, A is semiconvergent if and only if lim k→∞ τ 1 (
for all j ≥ 0, where we have used that for general r We call A ergodic if there is a ψ ∈ M 1 n such that ψ = lim k→∞ νA k for all ν ∈ M 1 n . In this case P A = e ⊗ ψ and ψ is called the limiting distribution of A. A is ergodic if and only if lim k→∞ τ 1 (A k ) = 0. If A ∈ R n×n is ergodic with limiting distribution ψ and if k is such that τ 1 (A k ) < 1, then
for all ν ∈ M 1 n and j ≥ 0, cf. Seneta [17, pp. 191-193] .
Let S = (S j ) j∈N be a sequence of stochastic matrices. The family T (S) = (T p,r ) p≥0,r∈N of forward products associated with S is given by
It is called weakly ergodic if lim r→∞ τ 1 (T p,r ) = 0 for all p ≥ 0, and strongly ergodic if there is a ψ ∈ M 1 n such that lim r→∞ νT p,r = ψ for all ν ∈ M 1 n and p ≥ 0; in the latter case ψ is called the limiting distribution of T (S). We recall the following theorem of Isaacson and Madsen [8, Theorem V. 4 .3] which we supplement by an error estimate.
Theorem 2.7. Let S = (S j ) j∈N be a sequence of stochastic matrices such that T (S) is weakly ergodic and assume that there is a sequence (ψ j ) j∈N such that ψ j = ψ j S j for all j ∈ N and
Then ψ = lim j→∞ ψ j exists and T (S) is strongly ergodic with limiting distribution ψ. Furthermore
for all ν ∈ M 1 n , p ≥ 0 and r ∈ N where
Proof. Cf. [1, pp. 215-216] . First note that (2.4) implies that (ψ j ) j∈N is a Cauchy sequence in the complete metric space M 1 n (with the metric induced by the ℓ 1 -norm), thus there is a ψ ∈ M 1 n such that ψ = lim j→∞ ψ j and 
≤ α p+r + 2α p+s+1 + 2τ 1 (T p+s,r−s ), which proves (2.5). Since T (S) is weakly ergodic and (α k ) k∈N is a monotone nonincreasing null sequence, the assertion follows.
3. Approximations of P A . For all theorems in Sections 3, 4 and 5, let A ∈ R n×n be stochastic and P A be its ergodic projection. Note that the case of semiconvergent matrices is already covered by (2.2) although this error estimate is primarily of theoretical interest. We thus focus on the general case and start with a quantitative version of the mean ergodic theorem.
Theorem 3.1. We have
If we use (2.1) with T = P A − T k and S = I − A, we get
By Lemma 2.5 we obtain
Example 3.2. Let A be the irreducible permutation matrix . Thus,
Finally, P A = e ⊗ γ with γ = [1/n, . . . , 1/n] and
for all k such that k ≡ ⌊ n 2 ⌋ mod n. Thus, the bound (3.1) is optimal. For the next theorem, we note that since A ∞ = 1,
exists for t ∈ [0, 1) and is stochastic, too. Theorem 3.3. P A = lim t→1− P t with
Proof. Using (2.1) with T = P t − P A and S = I − A we get
Thus, Lemma 2.5 yields
for all t ∈ [0, 1), i.e., (3.2). Furthermore, it is easily verified that
S t (I − A) = (I − AP t ) 2 and (using again (2.1))
Thus, 
Remark 3.4. Let A = e ⊗ π with π ∈ M 1 n . Then I − A is a projection, so
Thus, κ(A) = 1. Furthermore, P A = A and P t = (1 − t)I + tA, so
Thus, the bound (3.2) is optimal.
Remark 3.5. The fact that P A = lim t→1− P t is well-known, cf. Campbell and Meyer [4, Corollary 7.6.4] or, for a recent account with applications, Horn and SerraCapizzano [6] . With regard to (I − A) 4. Approximations using perturbations of A. We continue with approximations using rank-one perturbations of A. To be more specific, let µ = [µ 1 , · · · , µ n ] ∈ M 1 n and consider for 0 ≤ t ≤ 1
where the tensor product e ⊗ µ denotes the rank-one stochastic matrix
First note, that
(see e.g. [7, p. 154] ), thus A t is ergodic for 0 ≤ t < 1, and for its limiting distribution of π t , we have by (2.3)
n and k ∈ N. Next note that π t = µP t (cf. [20, p. 14] ) since π t = π t A t = π t tA + (1 − t)µ if and only if π t (I − tA) = (1 − t)µ. Thus, by (3.2), we have the following theorem.
Theorem 4.1. We have Remark 4.2. Matrices of the form (4.1) and their stationary distributions play a crucial role in ranking algorithms for search engines, cf. Langville and Meyer [10] for details and Bryan and Leise [3] 
for all ν ∈ M 1 n and r ∈ N.
Proof. Let S = (S j ) j∈N with S j = A tj and ψ j = µP tj so that ψ j is stationary with respect to S j and lim j→∞ ψ j = µP A . Using Lemma 2.5, (4.2) and the assumption that
as r → ∞, thus T (S) is weakly ergodic. Furthermore, by (3.3)
Thus,
By Theorem 2.7, T (S) is strongly ergodic with limiting distribution µP A and the first part of the assertion follows. Furthermore, for
Thus, (2.5) shows that 
Remark 4.5. We mention another method of approximating P A . For t ∈ (0, 1), consider
Then I−A(t) = t(I−A) and, since N (I−A(t)) = N (I−A) and R(I−A(t)) = R(I−A), P A(t) = P A . Furthermore,
Thus, A(t) is semiconvergent (cf. Lemma 2.1 (ii)) with
Note that (I − A(t)) # = t −1 (I − A) # and κ(A(t)) = t −1 κ(A).
5.
Bounds for the ergodicity condition number. The results in Sections 3 and 4 show that effective bounds for κ(A) are essential for estimating the respective approximation errors for P A and µP A . We briefly review existing results.
Lower bounds.
We start with the observation that
Thus, the spectral localization theorem [19, Theorem 2.10] shows that
where the right-hand side is the spectral radius of (I − A) # . Inequality (5.1) indicates the difficulty in finding general upper bounds. The following result due to Kirkland, Neumann and Sze [9, Theorem 3.2] gives a sharp lower bound. 
Furthermore, if n = 3 and A ∈ R n×n as in Example 3.2, then κ(A) = κ(A 2 ) = 2 3 = 1 − 1 n . One can show (cf. [9] ) that these are the only examples where equality holds in (5.2).
Upper bounds.
We continue with a theorem which generalizes a result of Seneta [16] , [17] originally proved for ergodic A.
Theorem 5.3. Let A be stochastic and semiconvergent and k ∈ N such that
Proof. First note that (2.2) implies that Finally, again by (2.2), Examples given in [18] show that in general (5.4) will not provide satisfying estimates. We mention that tr((I − A) # ) can be calculated using the relation tr((I − A)
(l + 1)p
, where l = dim N (I − A) and p
(r)
A , r ≥ 1, denotes the r-th order derivative of p A .
