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Introduction
Depuis les premiers ordinateurs personnels du début des années quatre-vingt,
les systèmes informatisés se sont largement diversiﬁés et font maintenant partie
intégrante de notre quotidien. Nous les utilisons dans le cadre de notre travail, de
nos loisirs mais, également pour améliorer notre confort et notre sécurité. Nous
les retrouvons par exemple dans nos ordinateurs personnels, dans nos téléphones
portables, dans nos appareils multimédia, dans nos véhicules. . .
Entre les diﬀérents systèmes informatisés, nous pouvons distinguer les sys-
tèmes temps réel qui exécutent des applications interagissant avec l’environne-
ment dans lequel ils se situent. La communication avec l’environnement est ef-
fectuée d’une part à l’aide de capteurs servant à collecter des informations sur
l’environnement. Ces informations sont ensuite traitées par les calculateurs du
système déterminant les actions à réaliser par les actionneurs en fonction des
événements générés par l’environnement.
Ces systèmes sont de plus en plus utilisés dans de nombreux domaines comme
l’avionique, les centrales nucléaires ou encore l’automobile. De tels systèmes doivent
bien sûr fournir des résultats valides en réponse aux événements de l’environne-
ment mais ils doivent en plus fournir ces résultats en un temps déterminé aﬁn
de respecter les contraintes temporelles du système dont la plus courante est
l’échéance de terminaison au plus tard. Le respect des contraintes temporelles
est plus ou moins important suivant que l’on se place dans le cadre du temps
réel souple ou strict. Pour les systèmes temps-réel souple, les contraintes sont
déﬁnies pour assurer une certaine qualité de service et le non-respect occasionnel
n’entraîne pas de problèmes importants. Par contre, le respect des contraintes de
temps est impératif dans les systèmes temps-réel strict pour en assurer le bon
fonctionnement. Le non respect des contraintes temporelles peut dans de tels
systèmes entraîner des conséquences économiques, écologiques, humaines catas-
trophiques.
Pour valider le bon fonctionnement des systèmes temps-réel, il est donc impé-
ratif de garantir la terminaison au plus tard à l’échéance de chacune des tâches
s’exécutant sur le système. Cette validation repose sur une connaissance du temps
d’exécution pire cas de chacune des tâches s’exécutant sur le système et pouvant
être déterminé soit par mesures, soit par analyse statique.
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Aﬁn d’oﬀrir de plus en plus de fonctionnalités, les systèmes temps-réel se
doivent d’être de plus en plus performants. Pour ce faire, ils disposent de mé-
canismes matériels comme les mémoires cache, permettant de réduire considéra-
blement les latences d’accès à la mémoire. La présence de ce mécanisme matériel
permet d’améliorer les performances du système. Cependant l’obtention du temps
d’exécution pire cas devient plus complexe en raison de la gestion dynamique de
ce mécanisme amenant une source d’indéterminisme sur les temps d’accès à la
mémoire. De plus, sur les architectures multi-cœurs actuelles, ces mémoires sont
organisées de façon hiérarchique et certains niveaux peuvent être partagés entre
diﬀérentes applications s’exécutant simultanément, ce qui introduit des conﬂits
supplémentaires lors de l’exécution et amène donc une source d’indéterminisme
supplémentaire pour l’obtention du temps d’exécution pire cas.
Questions de recherche
Les questions de recherche auxquelles nous essaierons de répondre dans la
suite de ce document, vis-à-vis de l’estimation du pire temps d’exécution utilisée
lors du processus de validation des systèmes temps-réel strict, sont les suivantes :
Q1. Est-il possible d’analyser de façon sûre et précise le comportement tempo-
rel pire cas des accès mémoire eﬀectués au sein d’une hiérarchie de mémoires
cache ?
Q2. Est-il possible d’estimer de façon sûre et précise le pire temps d’exécution
de tâches exécutées sur des processeurs multi-cœurs disposant de caches
partagés ?
Contributions
Dans ce document, nous nous intéressons aux eﬀets du comportement tem-
porel pire cas des hiérarchies de mémoires cache sur le pire temps d’exécution.
Aﬁn de déterminer ces eﬀets, il nous faut déterminer le comportement pire cas de
chaque niveau de cache composant une hiérarchie ainsi que les interactions entre
ces diﬀérents niveaux. Aﬁn de garantir la sûreté de l’estimation du pire temps
d’exécution, nous utilisons des méthodes d’analyse statique pour déterminer le
comportement temporel pire cas de ces mémoires.
Notre première contribution, répondant à la première question, se focalise
sur une méthode d’analyse statique, permettant de déterminer le comportement
temporel pire cas de chaque niveau de cache ainsi que l’ensemble des interactions
possibles entre ces diﬀérents niveaux. L’objectif de cette méthode est de déter-
miner le comportement temporel pire cas de chaque accès se produisant au sein
de la hiérarchie mémoire. Les politiques de gestion de hiérarchie non-inclusive,
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inclusive et exclusive sont prises en compte par l’analyse proposée ainsi que les
politiques de remplacement de cache les plus courantes. La notion clé permet-
tant de garantir la sûreté de l’analyse, vis-à-vis de l’estimation du comportement
temporel pire cas, repose sur l’introduction d’une nouvelle classiﬁcation appelée
classification d’accès au cache permettant de modéliser et prendre en compte,
lors de l’analyse, les interactions entre les niveaux.
La seconde contribution, quant à elle, se concentre sur la prise en compte lors
de l’analyse des niveaux de cache partagés, présent dans la plupart des processeurs
multi-cœurs actuels, aﬁn de répondre à la seconde question. Nous étendons dans
un premier temps l’analyse précédente, aﬁn de déterminer et de prendre en compte
les conﬂits occasionnés dans les niveaux partagés par l’ensemble des tâches du
système. Bien que cette approche soit sûre, nous verrons que seule, elle conduit
rapidement l’estimation du temps d’exécution pire cas d’une tâche à ne pouvoir
détecter aucune réutilisation dans ces niveaux. Nous proposerons, dans un second
temps, une méthode basée sur un mécanisme de bypass des lignes de cache à
usage unique, aﬁn de réduire considérablement les interférences dans ces niveaux
et ainsi, capturer de la réutilisation lors de l’analyse, ce qui permet de rendre plus
précise l’estimation du pire temps d’exécution.
Notre travail se concentrera essentiellement sur les caches d’instructions. Nous
aborderons néanmoins des extensions possibles de chacune de nos méthodes pour
analyser et prendre en compte le comportement temporel pire cas des caches de
données. Ces extensions, dont certaines sont d’ores et déjà réalisées, ne seront
qu’abordées dans ce document car elles ont été réalisées en collaboration avec un
étudiant lors de son stage de master.
Organisation du document
La suite de ce document s’organise de la façon suivante. Le premier chapitre
présente un état de l’art des méthodes d’estimation du pire temps d’exécution.
Dans ce chapitre, nous commencerons par présenter les méthodes d’estimation
du temps d’exécution pire cas couramment employées lors de la validation des
systèmes temps-réel. Nous rentrerons ensuite plus précisément dans le sujet de
ce document, en nous intéressant aux mémoires cache. Nous expliquerons leur
fonctionnement et nous verrons les méthodes d’analyse statique existantes ainsi
que diverses approches permettant d’améliorer la prévisibilité de ce mécanisme
matériel, dans le cadre de l’estimation du comportement temporel pire cas.
Nous présenterons dans le chapitre 2 notre première contribution, à savoir
une méthode d’estimation du contenu pire cas des hiérarchies mémoires [40, 42].
Nous commencerons par un exemple montrant que l’idée intuitive consistant à
propager de façon systématique les accès incertains dans les niveaux inférieurs
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de la hiérarchie, lors de l’analyse, peut mettre en défaut la sûreté de l’estimation
du pire temps d’exécution. Nous introduirons ensuite la notion de classiﬁcation
d’accès au cache permettant de modéliser et prendre en compte, de façon sûre, le
comportement des accès incertains lors de l’analyse d’un niveau de cache apparte-
nant à une hiérarchie de caches disposant d’une politique de gestion non-inclusive
ou inclusive. Nous verrons que les hiérarchies de caches disposant d’une politique
de gestion exclusive sont quelques peu diﬀérentes mais, peuvent tout de même
être analysées en se basant sur les propriétés de ce mode de gestion. Nous pro-
poserons ensuite une solution permettant de modéliser diﬀérentes politiques de
remplacement de cache lors de l’analyse d’un niveau de cache, indépendamment
de la politique de gestion utilisée. Une évaluation expérimentale des diﬀérentes
analyses proposées sera menée montrant que l’approche permet généralement de
rendre plus précise l’estimation du pire temps d’exécution comparativement aux
analyses existantes ne considérant qu’un seul niveau de cache. Nous terminerons
ce chapitre en abordant des extensions possibles à cette méthode.
Dans le chapitre 3, nous détaillerons notre seconde contribution, à savoir une
méthode permettant de prendre en compte lors de l’analyse les niveaux de caches
partagés des hiérarchies mémoires telles que nous les trouvons dans les processeurs
multi-cœurs. L’approche proposée [38] consiste d’une part à estimer les conﬂits,
dans les niveaux partagés, occasionnés par les tâches s’exécutant simultanément à
la tâche analysée et, d’autre part, à les prendre en compte lors de l’estimation du
comportement pire cas de chaque accès mémoire. Néanmoins, cette solution seule
peut amener à une importante surestimation du pire temps d’exécution. La partie
principale de cette contribution repose sur une méthode permettant de réduire
de façon importante les conﬂits. Pour ce faire nous exploiterons un mécanisme
matériel permettant d’éviter le stockage, dans les niveaux partagés, des lignes
de cache identiﬁées statiquement comme n’étant jamais réutilisées avant d’être
évincées. Nous évaluerons le gain apporté par l’utilisation de ce mécanisme lors
de l’estimation du pire temps d’exécution comparativement à une analyse où ce
type de mécanisme est absent lors de l’étude expérimentale. Nous conclurons ce
chapitre en indiquant des directions possibles pour des travaux futurs.
En conclusion de ce document, nous reprendrons les points importants des
diﬀérentes contributions et nous discuterons des perspectives de ce travail ainsi




La validation des systèmes temps-réel, vis-à-vis des contraintes temporelles,
se doit de garantir la terminaison au plus tard à l’échéance de chaque tâche
composant le système en se basant sur la faisabilité de l’ordonnancement [55, 14,
5, 21, 37]. Cette validation repose sur le pire temps d’exécution (en anglais :Worst
Case Execution Time (WCET)) de chacune des tâches, celui-ci représentant une
borne supérieure de tous les temps d’exécution possibles.
Les systèmes temps-réel se doivent également d’être performants pour oﬀrir
de plus en plus de fonctionnalités à l’utilisateur. Pour cela, les architectures exé-
cutant ces systèmes, disposent notamment d’une hiérarchie mémoire. L’intérêt
principal de cette hiérarchie mémoire est d’oﬀrir à l’utilisateur le plus grand es-
pace mémoire disponible tout en gardant un temps d’accès le plus rapide possible
en se basant sur les principes de localité spatiale et temporelle des applications.
Pour ce faire, elle dispose de diﬀérents types de mémoires tels que les mémoires
cache et la mémoire principale ayant chacun des capacités de stockage et des
temps d’accès diﬀérents.
La gestion de la hiérarchie mémoire est d’une part transparente pour le pro-
grammeur et d’autre part gérée dynamiquement aﬁn d’améliorer le temps moyen
d’exécution. Cependant, cette gestion dynamique amène de l’indéterminisme sur
les temps d’accès mémoire. En eﬀet, pour deux exécutions diﬀérentes, le contenu
de chacun des composants de la hiérarchie mémoire est potentiellement diﬀérent.
Ainsi, prévoir le temps d’accès à une donnée dans la hiérarchie mémoire s’avère
complexe car il est fonction de son emplacement dans la hiérarchie lors de l’exé-
cution. Dans les systèmes temps-réel, cette dynamicité se trouve donc être une
source de diﬃcultés pour l’estimation du pire temps d’exécution.
Depuis deux décennies, de nombreux travaux de recherche se sont focalisés sur
l’estimation du pire temps d’exécution en général et sur le comportement temporel
9
10 État de l’art
pire cas de la hiérarchie mémoire en particulier, que nous allons détailler dans la
suite de ce chapitre.
1.1.1 Organisation du chapitre
La suite de ce chapitre est organisée de la manière suivante. Nous commen-
cerons par une vue d’ensemble (section 1.2) des méthodes d’estimation du pire
temps d’exécution puis, nous étudierons deux méthodes statiques d’estimation
existantes (section 1.3). Nous nous intéresserons ensuite aux mémoires cache en
présentant leur fonctionnement et les méthodes d’analyse statique permettant
d’estimer leur comportement temporel pire cas (section 1.4). Nous étudierons
diﬀérentes approches proposées dans la littérature pour rendre plus prévisible
leur comportement (section 1.5). Nous discuterons de certaines limites dans les
méthodes existantes vis-à-vis des architectures actuelles, comme les processeurs
multi-cœurs, pour garantir la validation des systèmes s’exécutant sur des archi-
tectures modernes, en conclusion de ce chapitre.
1.2 Méthodes d’estimation du temps d’exécu-
tion pire cas : vue d’ensemble
Comme nous venons de le voir, la validation des systèmes temps-réel, vis-à-
vis des contraintes temporelles, permet de garantir la terminaison au plus tard à
l’échéance de chaque tâche composant le système en se basant sur la faisabilité
de l’ordonnancement. Cette validation repose sur le pire temps d’exécution (en
anglais : Worst Case Execution Time (WCET)) de chacune des tâches, celui-
ci représentant une borne supérieure de tous les temps d’exécution possibles.
Cependant, l’obtention du pire temps d’exécution d’une tâche est dans le cas
général un problème indécidable [18, 88] nous amenant de ce fait à estimer une
borne supérieure du WCET. L’estimation de cette borne est calculée en nombre
de cycles processeurs et aﬁn d’être correcte et la plus exploitable possible elle doit
être sûre et précise.
Définition 1.1 (sûreté) Une borne du WCET d’une tâche est sûre si elle est
supérieure à tous les temps d’exécution possibles.
Cette condition permet de garantir le respect des contraintes de temps. En
eﬀet, lors de la phase de validation, il est nécessaire de s’assurer que chaque tâche
termine bien son exécution avant son échéance de terminaison au plus tard. Une
telle vériﬁcation est valide si le temps d’exécution considéré est bien supérieur à
tous les temps d’exécution possibles.
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Définition 1.2 (précision) Plus une borne du WCET d’une tâche est proche
du maximum de tous les temps d’exécution possibles plus elle est précise.
Il est important que l’estimation du WCET sur-approxime le moins possible le
WCET réel. Une trop grande sur-approximation peut entraîner un échec de faisa-
bilité sur un système donné ou amener les concepteurs à surestimer les ressources
matérielles nécessaires amenant à un coût de réalisation plus important.
Aﬁn de simpliﬁer l’analyse d’un système, l’estimation du pire temps d’exé-
cution d’une application temps-réel est généralement eﬀectuée en considérant de
façon indépendante chaque tâche la composant. De ce fait, l’estimation du pire
temps d’exécution n’est valide que si les tâches sont exécutées en isolation. L’im-
pact du système sur le temps d’exécution de la tâche comme par exemple les
interruptions ou encore les délais liés aux préemptions dans le cas de systèmes
préemptifs multi-tâches, n’est pas directement intégré dans l’estimation du pire
temps d’exécution des tâches. Cette considération est néanmoins réaliste pour des
architectures uni-cœur, car les interférences causées par le système d’exploitation
peuvent être prises en compte lors des tests d’ordonnançabilité [55, 14, 5, 21, 37] en
se basant sur des méthodes de calcul de temps de préemption [71, 98, 97, 84, 16].
Bien que l’obtention d’une borne supérieure du pire temps d’exécution soit
un problème simple à énoncer, il n’en reste pas moins un problème complexe à
traiter car dans le cas général, un programme exécuté sur une architecture cible
ne dispose pas d’un temps d’exécution unique. En eﬀet, le temps d’exécution
d’une application peut varier en fonction de diﬀérents critères liés d’une part
à l’application elle-même et d’autre part aux caractéristiques de l’architecture
matérielle sur laquelle elle est exécutée.
Pour de nombreuses applications, les calculs à réaliser lors de l’exécution sont
dépendant de ses données d’entrée. En fonction de celles-ci, diﬀérents traitements
peuvent être réalisés par l’application, amenant à des chemins d’exécution diﬀé-
rents et donc des temps d’exécution potentiellement diﬀérents. Les méthodes
d’estimation de WCET doivent donc être en mesure de prendre en compte cette
source de variabilité.
L’autre source de variation du temps d’exécution provient de l’architecture
matérielle sur laquelle l’application est exécutée. Les processeurs sont conçus avec
comme objectif d’améliorer le temps moyen d’exécution des applications. Pour ce
faire, diﬀérents mécanismes matériels comme les caches, les pipelines, les prédic-
teurs de branchements. . . sont maintenant présents dans la plupart des proces-
seurs actuels. Cependant, ces mécanismes gérés dynamiquement aﬁn d’améliorer
le temps moyen d’exécution sont sources d’indéterminisme et peuvent pour deux
instances d’exécution d’une application disposant du même jeu d’entrée amener
à des temps d’exécution diﬀérents en fonction de leur état initial. Les méthodes
d’estimation de WCET doivent donc prendre en compte le comportement dyna-
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mique de ces mécanismes matériels de façon précise aﬁn de ne pas ni sous-estimer
ni trop surestimer le pire temps d’exécution.
Ces deux sources de variation ne sont pas décorrelées l’une de l’autre, impli-
quant que le temps d’exécution d’une tâche est dépendant à la fois du chemin
d’exécution emprunté et de l’état initial des mécanismes matériels. Les méthodes
d’estimation doivent donc prendre en compte conjointement ces deux sources de
variation lors de l’estimation du pire temps d’exécution.
L’estimation du pire temps d’exécution est un problème réputé diﬃcile par la
communauté temps-réel qui est étudié depuis plus de vingt ans et a donné lieu à
de nombreuses méthodes d’estimation synthétisées dans [79, 106]. Elles peuvent
être regroupées dans les deux catégories suivantes : méthodes dynamiques et
méthodes statiques.
1.2.1 Classe de méthodes dynamiques
Les méthodes dynamiques consistent à exécuter chacune des tâches, compo-
sant une application, sur un système réel ou sur un simulateur avec diﬀérents jeux
d’entrées et à mesurer le temps d’exécution de chacune des instances. L’estima-
tion du pire temps d’exécution se dérive simplement en retournant le pire temps
d’exécution mesuré.
Les jeux d’entrées peuvent être fournis de façon explicite par l’utilisateur ou
générés de façon automatique. Cette génération peut utiliser une recherche ex-
haustive sur la longueur des chemins [108] mais, le temps de génération de tous
les jeux de test ainsi que le temps d’évaluation pour chacun d’eux est générale-
ment trop long pour que l’approche soit exploitable en pratique. Un autre type
d’approche consiste à utiliser un algorithme génétique [103] ou du recuit simulé
aﬁn d’obtenir des jeux de test maximisant le temps d’exécution de l’application.
A l’exception des méthodes dynamiques exhaustives qui sont peu exploitables
en pratique, les méthodes dynamiques posent un problème vis-à-vis de la propriété
de sûreté requise pour la validation des systèmes. En eﬀet, générer des paramètres
d’entrées couvrant le pire chemin d’exécution de l’application s’avère très diﬃcile
voire impossible. De ce fait, ces méthodes ne sont pas en mesure de garantir
que le plus grand temps d’exécution ainsi mesuré est toujours supérieur à toutes
les exécutions possibles. Elles ont cependant l’avantage d’éliminer la phase de
modélisation du comportement des mécanismes matériels complexes. Dans le cas
de systèmes temps-réel souple, ce type d’approche peut s’avérer suﬃsante pour
garantir la qualité de services des applications.
Méthodes d’estimation du temps d’exécution pire cas : vue d’ensemble 13
1.2.2 Classe de méthodes statiques
Les méthodes statiques analysent la structure du programme sans l’exécuter
permettant ainsi de fournir une estimation du pire temps d’exécution indépen-
dante du jeu d’entrée et de l’état initial des mécanismes matériels, garantissant
ainsi la sûreté de l’estimation du WCET.
Généralement, les méthodes d’analyse statique réalisent un découplage entre
l’analyse du comportement pire cas des mécanismes matériels, appelé communé-
ment analyse bas niveau et l’analyse du ﬂot de contrôle de l’application, appelé
communément analyse haut niveau. L’analyse bas niveau fournit une estimation
du temps d’exécution pire cas d’une portion du programme en se basant sur un
modèle d’architecture matérielle, typiquement les caches, les pipelines . . . Le ré-
sultat de l’analyse bas niveau est ensuite utilisé par l’analyse haut niveau pour
déterminer le pire temps d’exécution de la tâche en se basant sur une représen-
tation de sa structure modélisant les chemins d’exécution possibles.
Dans [2], un découpage physique est même réalisé entre l’analyse bas niveau,
eﬀectuée sur la machine cible, et l’analyse haut niveau, eﬀectuée sur un cal-
culateur, aﬁn de garantir d’une part le respect des contraintes de temps mais
également la conﬁdentialité d’applications critiques comme celles s’exécutant sur
les cartes à puce.
Analyse bas niveau
L’analyse bas niveau permet de déterminer statiquement des informations
temporelles sur le pire temps d’exécution d’une séquence d’instructions (bloc de
base) en se basant sur une modélisation de l’architecture matérielle. La diﬃculté
de cette analyse est liée à la prise en compte de certains éléments matériels comme
les pipelines introduisant du parallélisme dans l’exécution des instructions ou
encore les caches introduisant une variation du temps d’exécution des instructions.
Ce document étant orienté sur la hiérarchie mémoire, nous détaillerons par la
suite diﬀérentes méthodes traitant des mémoires cache. Des travaux ont également
été proposés pour les pipelines mais leur étude se limitera dans ce document aux
principes de base et à certaines considérations lors de l’estimation du pire temps
d’exécution. D’autres éléments d’architectures ont été étudiés dans le cadre de
l’analyse bas niveau comme les mécanismes de pré-chargement [48, 109] ou encore
les prédicteurs de branchement [11, 23, 17].
Pour simpliﬁer, considérons pour le moment, dans cette vue d’ensemble, que
l’on dispose d’une borne supérieure du pire temps d’exécution de chacun des blocs
de base et qu’elle est constante et indépendante du contexte d’exécution.
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Analyse haut niveau
Le calcul d’une borne supérieure du WCET s’eﬀectue à partir d’une représen-
tation haut niveau du programme à analyser en utilisant le pire temps d’exécu-
tion de chacune des séquences d’instructions déterminé par l’analyse bas niveau.
Nous allons présenter dans la section suivante deux approches diﬀérentes pour
ce calcul : une méthode basée sur l’arbre syntaxique et une méthode basée sur
l’énumération implicite des chemins.
1.3 Méthodes d’estimation haut niveau du pire
temps d’exécution
Nous détaillons, dans cette partie, deux méthodes d’estimation haut niveau
du pire temps d’exécution. Les structures de données manipulées par ces mé-
thodes peuvent être obtenues soit directement à l’intérieur d’un compilateur soit
en externe en exploitant le code objet du programme.
1.3.1 Méthode basée sur l’arbre syntaxique
Cette méthode proposée dans [80] utilise une représentation du programme
sous la forme d’un arbre syntaxique. Chaque nœud de ce type d’arbre représente
une structure de contrôle du langage de haut niveau, comme illustré par la ﬁgure
1.1. Par exemple, un nœud SEQ représente une séquence de blocs où chacun des
ﬁls peut être une feuille représentant un bloc de base ou une autre structure du
langage (boucle, conditionnelle. . . ).
La borne supérieure du WCET est calculée de façon récursive en partant
des feuilles de l’arbre syntaxique (contenant la borne supérieure du WCET des
blocs de base) et en remontant l’information jusqu’à la racine de l’arbre, celle-ci
contenant ainsi une borne supérieure du WCET de la tâche analysée. Pour chaque
nœud, nous calculons sa contribution au pire temps d’exécution en maximisant
le temps d’exécution de ses ﬁls. Par exemple pour une structure conditionnelle
(if-then-else), sa contribution sera le pire temps du test (if ) auquel nous ajoutons
le pire temps maximum entre les branches then et else, pour être indépendant des
données d’entrées. Le tableau 1.1 illustre les formules permettant de déterminer
la contribution au pire temps d’exécution des principales structures de contrôle.
Nous pouvons remarquer la présence de maxiter pour la structure de boucle
qui représente le nombre maximum d’itérations. Cette information peut être dé-
tectée automatiquement dans certains cas [1] et lorsque c’est impossible en raison
de l’impossibilité, en général, de détecter la terminaison de programme [18], elle
est ajoutée par le programmeur.


















Fig. 1.1: Exemple d’arbre syntaxique obtenu à partir d’un code source. Les nœuds
de cet arbre représentent les structures de contrôle du langage de haut niveau.
Les ﬁls des nœuds peuvent être soit des feuilles représentant les blocs de base soit
d’autres nœuds représentant alors des structures de contrôle imbriquées.
Structure Formule
S1; ...;Sn WCET (S1) + ...+WCET (Sn)
if B then S1 else S2 WCET (B) +max(WCET (S1),WCET (S2))
while B do S done maxiter ∗ (WCET (B) +WCET (S)) +WCET (B)
Tab. 1.1: WCET des structures de contrôle
Cette méthode fournit un arbre temporel contenant le pire temps d’exécution
de chacun des nœuds de l’arbre syntaxique. Cette information est intéressante
lors de phases d’optimisation car elle est directement reliée au code source et
permet d’identiﬁer les parties coûteuses en temps de calcul. De plus, cette mé-
thode d’estimation étant réduite au parcours d’un arbre ou chaque nœud doit
être visité une fois, elle est de ce fait peu coûteuse en terme de temps de cal-
cul et passe donc relativement bien à l’échelle lors de l’analyse de programmes
de taille conséquente. Néanmoins, la représentation du programme sous la forme
d’un arbre syntaxique du langage de haut niveau peut s’avérer diﬃcile à main-
tenir lors de certaines optimisations réalisées par le compilateur. En eﬀet, il faut
être en mesure d’eﬀectuer la correspondance entre le binaire et le langage de
haut niveau ce qui peut se révéler diﬃcile dans le cas d’optimisations tels que
le déroulage de boucles ou certaines transformations de code. Finalement, il est
diﬃcile avec cette représentation de prendre en compte certaines informations
sur le ﬂot d’exécution d’un programme comme notamment des informations sur
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les chemins infaisables, c’est à dire les chemins qui ne seront jamais empruntés
lors de l’exécution de la tâche. Ces informations permettent pourtant de raﬃner
l’estimation du pire temps d’exécution.
1.3.2 Méthode d’énumération implicite des chemins
La méthode d’énumération implicite des chemins (en anglais : Implicit Path
Enumeration Techniques (IPET)) proposée dans [53, 81] repose sur une modéli-
sation de la tâche analysée sous la forme d’un graphe de ﬂot de contrôle.
Un graphe de ﬂot de contrôle est constitué d’un ensemble de nœuds représen-
tant les blocs de base du programme. Un bloc de base est constitué d’une suite
d’instructions uniquement séquentielle et possède un seul point d’entrée et de sor-
tie. Les arcs du graphe, eux, modélisent les relations (prédécesseur, successeur)
entre les diﬀérents blocs de base. Cette représentation, illustrée par la ﬁgure 1.2,
permet de décrire tous les chemins d’exécution possibles entre les diﬀérents blocs
de base. Pour l’estimation du WCET, le graphe de ﬂot de contrôle dispose en


















Fig. 1.2: Exemple de graphe de ﬂot de contrôle obtenu à partir d’un code source.
Les nœuds de ce graphe représentent les blocs de base et les arcs représentent les
ﬂots d’exécution possibles.
La méthode d’énumération implicite des chemins repose sur une transforma-
tion du graphe de ﬂot de contrôle en un système de contraintes linéaires et permet
ainsi de couvrir tous les chemins possibles sans les énumérer. Ce système décrit
la structure du graphe sous la forme de contraintes de ﬂot, où la somme des
occurrences des arcs (noté ei,j) prédécesseurs d’un nœud est égale à la somme
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des occurrences des arcs successeurs de ce nœud et représente le nombre d’occur-
rence du nœud (noté ni). Dans le cas de boucles, le nombre d’itérations maximal
d’une boucle est intégré dans ce système en indiquant, par exemple, le nombre
maximum de fois où les arcs arrières peuvent être empruntés.
Contraintes de flot :
nStart = 1
nStart = eStart,1
n1 = eStart,1 + e5,1
n1 = e1,6 + e1,2
n2 = e1,2















Fig. 1.3: Exemple d’un système de contraintes linéaires issu de la méthode IPET.
Les contraintes de ﬂot modélisent la structure du graphe de ﬂot de contrôle,
le nombre d’itérations des boucles est borné par une constante (maxiter) et la
fonction objectif à maximiser est la fréquence d’exécution de chacun des blocs de
base multipliée par leur temps d’exécution pire cas.
À partir de ce système de contraintes, on cherche à maximiser l’expression




où wi représente une borne supérieure du WCET du bloc de base i, fournie par
l’analyse de bas niveau. La maximisation de cette expression est eﬀectuée par un
solveur de contraintes linéaires.
La ﬁgure 1.3 présente le système de contraintes linéaires obtenu pour le graphe
de ﬂot de contrôle de la ﬁgure 1.2.
Cette méthode, reposant uniquement sur le graphe de ﬂot de contrôle obtenu à
partir du code objet de l’application, est intéressante car elle permet de prendre en
compte des codes optimisés lors de la phase de compilation. L’analyse de code op-
timisé peut tout de même s’avérer complexe car il faut être en mesure de détecter
et fournir des informations supplémentaires comme le nombre maximum d’itéra-
tion des boucles après optimisations. De plus, bien que la résolution d’un système
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de contraintes linéaires en nombres entiers soit dans le cas général un problème
NP-complet [93], la formulation de ce problème sous la forme de contraintes de
ﬂot permet de résoudre ce problème en temps polynomial [53, 47]. Finalement, la
modélisation de ce problème sous forme de contraintes permet d’ajouter certaines
propriétés comme par exemple celle des chemins infaisables [63] permettant ainsi
de raﬃner l’estimation du pire temps d’exécution.
1.4 Analyse bas niveau : analyse du comporte-
ment temporel pire cas des mémoires cache
Nous allons maintenant nous intéresser au travaux réalisés pour les mémoires
cache dans un contexte d’utilisation temps-réel. Après une description de ce type
de mécanisme, nous présentons les principales analyses existantes permettant de
déterminer leur comportement temporel pire cas. Nous considérons, dans ce cha-
pitre, uniquement les architectures constituées d’un seul niveau de cache, le cas
des architectures disposant de plusieurs niveaux sera étudié dans la suite du docu-
ment, celles-ci ne disposant que de peu de méthodes d’analyse du comportement
temporel pire cas. Nous détaillons, en particulier, une méthode basée sur la théo-
rie de l’interprétation abstraite, utilisée par la suite dans nos travaux présentés
dans les chapitres 2 et 3. Nous ﬁnirons cette partie en regardant les eﬀets sur
le pire temps d’exécution résultant de certaines interactions avec d’autres méca-
nismes matériels. D’autres travaux, traitant de l’utilisation des mémoires cache
dans un cadre temps-réel, seront abordés dans la section suivante.
1.4.1 Architectures des mémoires cache
Les mémoires cache ont été introduites pour réduire le temps d’accès aux
informations dû à l’écart croissant entre le temps de calcul des micro-processeurs
et le temps d’accès à la mémoire principale. Ce sont des mémoires à accès rapide de
faible capacité, situées à proximité du processeur comparativement à la mémoire
principale. Elles sont constituées de plusieurs blocs de taille ﬁxe pouvant contenir
une suite contiguë de mots mémoires appelée ligne de cache. Les caches sont
très eﬃcaces pour réduire le temps d’accès moyen aux informations en exploitant
la localité spatiale et temporelle des applications. Lors de l’accès à une donnée,
si celle-ci n’est pas présente dans une ligne de cache, on parle alors de défaut
de cache et la ligne de cache contenant cette donnée est chargée à partir de la
mémoire principale dans un bloc du cache. Les accès ultérieurs à cette même ligne
de cache soit à la même donnée (localité temporelle) soit à une donnée présente
au sein de la même ligne (localité spatiale) produisent un succès de cache, évitant
ainsi un accès à la mémoire principale ce qui permet de réduire la latence d’accès
mémoire.
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Diﬀérentes structures de caches existent [96] : les caches à correspondance
directe, les caches totalement associatifs et les caches associatifs par ensembles,
comme illustré par la ﬁgure 1.4 (il s’agit d’une adaptation d’une illustration se
trouvant dans [69]).
– pour les caches à correspondance directe, une ligne de cache donnée dispose
d’un unique bloc de cache pouvant la stocker (ﬁgure 1.4.a) ;
– pour les caches totalement associatifs, une ligne de cache donnée peut être
stockée dans n’importe quel bloc du cache (ﬁgure 1.4.b) ;
– pour les caches associatifs par ensembles, une ligne de cache donnée peut
être stockée dans un nombre limité de blocs de cache. Par exemple, si le
degré d’associativité est de deux alors une ligne de cache dispose de deux

























































Fig. 1.4: Les différentes structures de mémoires cache où un mot mémoire peut être contenu
dans un emplacement (a), dans tous les emplacements (b) ou dans un ensemble d’emplacements
(c) du cache.
Les caches à correspondance directe sont similaires aux caches associatifs par
ensembles dont le degré d’associativité est de un et les caches totalement asso-
ciatifs sont similaires aux caches associatifs par ensembles dont le degré d’asso-
ciativité est égal au nombre de bloc de cache. Cette vision permet de prendre en
paramètre le degré d’associativité des caches et ainsi d’adapter plus facilement
les diﬀérentes méthodes d’analyse.
Pour les caches associatifs, une classiﬁcation des diﬀérents types de défauts
de cache a été déﬁnie dans [44]. Elle est composée des trois catégories suivantes :
– Inévitable (en anglais compulsory) : ce type de défaut correspond au défaut
provoqué lors du premier accès à une ligne de cache ;
– Capacité : ce type de défaut se produit lorsque la taille des données accédées
par l’application dépasse celle du cache ;
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– Conﬂit : ce type de défaut se produit lorsque de nombreuses lignes de cache
sont projetées dans un même ensemble du cache et dépasse alors le degré
d’associativité de ce dernier.
Pour ces types de cache, lors du chargement d’une ligne de cache, les autres
lignes déjà présentes dans le même ensemble se trouvent en conﬂit dès lors que
cet ensemble est plein. Il faut alors déterminer une ligne de cache à évincer. Pour
ce faire, il existe diﬀérentes politiques de remplacement de cache dont :
– Least Recently Used (LRU) qui sélectionne la ligne de cache la moins récem-
ment référencée pour être évincée. Cette politique est utilisée par exemple
dans l’Intel Pentium I et le MIPS 24K/34K.
– Pseudo-LRU qui est basée sur le même principe que la politique LRU ce-
pendant, la notion d’âge est moins précise aﬁn de réduire le nombre de bits
utilisés par la politique de remplacement. L’âge est déﬁni par un arbre bi-
naire dont les nœuds ont pour valeur 0 ou 1 et les feuilles sont les blocs de
cache d’un ensemble, comme illustré par la ﬁgure 1.5. La valeur 0 indique
que le sous-arbre de droite est considéré comme le plus récent et la valeur
1 indique le contraire. Lors d’un accès, l’âge est mis à jour en inversant la
valeur des nœuds traversés. Cette politique est utilisée par exemple dans le
PowerPC 75x et l’Intel Pentium II-IV.
– First-In First-Out (FIFO) ou Round-Robin qui sélectionne la ligne de cache
la plus anciennement insérée pour être évincée. Cette politique est utilisée
par exemple dans l’Intel XScale, l’ARM9 et l’ARM11.
– Most Recently Used (MRU) comme déﬁnie dans [3], utilise un bit pour
chaque ligne de cache. A chaque fois qu’une ligne est accédée, la valeur
de son bit est mise à 1, indiquant que la ligne a été récemment accédée.
Lorsque le dernier bit de l’ensemble est mis à 1, tous les autres bits sont
remis à 0. Lors d’un défaut de cache, la ligne de cache ayant son bit à 0 et
disposant de l’index le plus bas (nous considérerons celui le plus à gauche
par la suite) est évincée.
– Random qui sélectionne de façon aléatoire la ligne de cache à évincer.
La présentation de ces diﬀérentes politiques de remplacement de cache n’a
pas pour vocation d’être exhaustive. Elle se limite aux politiques que nous étu-
dierons et analyserons dans ce document. Bien d’autres politiques de remplace-
ment de caches ont été proposées comme par exemple Dynamic Insertion Policy
(DIP) [82]. La recherche de politique de remplacement de cache ainsi que de
structures de caches [95] améliorant les performances est toujours un domaine
actif [19] sachant que la seule politique de remplacement montrée optimale [12]
est impossible à mettre en œuvre car elle nécessite une connaissance précise des
réutilisations futures.
Les mémoires cache peuvent contenir le code du programme (cache d’instruc-
tions), les données (cache de données) ou les deux (cache uniﬁé). Une architecture
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Fig. 1.5: La notion d’âge est représentée sous la forme d’un arbre binaire pour la politique
de remplacement de cache PLRU. Lors d’un accès, l’âge est mis à jour en inversant la valeur
de chacun des nœuds traversés.
disposant de caches séparés signiﬁe que le processeur dispose d’un cache d’ins-
tructions et d’un cache de données distincts. Dans cette étude, nous étudierons
principalement les caches d’instructions. Néanmoins, l’application des méthodes
proposées aux caches de données sera abordée succinctement à la ﬁn de chaque
chapitre.
Les caches de données et les caches uniﬁés diﬀèrent des caches d’instructions
en raison des accès en écriture aux données lors de l’exécution. Un mécanisme
supplémentaire est utilisé pour traiter les écritures, mettant en œuvre l’une des
deux politiques suivantes :
– Propagation de l’écriture (en anglais : write through) : lors d’une écriture,
à la fois le cache et la mémoire principale sont mis à jour ;
– Écriture diﬀérée (en anglais : write back) : lors d’une écriture, seulement le
cache est mise à jour, la mémoire principale est mis à jour lors de l’éviction
de la ligne de cache modiﬁée.
Pour traiter le cas où la ligne de cache contenant l’information à modiﬁer est
absente du cache, deux comportements ont été déﬁnis :
– Écriture sans allocation (en anglais : write-no-allocate) : l’information mo-
diﬁée n’est pas insérée dans le cache ;
– Écriture avec allocation (en anglais : write-allocate) : l’information modiﬁée
est insérée dans le cache.
En résumé, les mémoires cache permettent d’accélérer le temps moyen d’exé-
cution des applications en conservant les informations récemment accédées aﬁn
de réduire le temps d’accès aux informations lors de leur réutilisation en exploi-
tant la localité spatiale et temporelle des applications. Diﬀérentes architectures
ainsi que diﬀérentes politiques de remplacement de cache ont été proposées. Nous
avons présenté les plus courantes que nous étudierons dans ce document, en nous
intéressant plus particulièrement à l’analyse de leur comportement temporel pire
cas lors de l’estimation du pire temps d’exécution.
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1.4.2 Mémoires cache et estimation du pire temps d’exé-
cution
La diﬃculté principale lors de l’estimation du pire temps d’exécution est de
déterminer à priori le comportement temporel pire cas du cache pour chaque accès
mémoire. En eﬀet, le contenu des caches est géré de façon dynamique et fortement
corrélé au chemin emprunté lors de l’exécution. De ce fait, déterminer si un accès
produira un succès ou un défaut de cache lors de l’exécution et ce de façon précise
peut s’avérer complexe. L’analyse étant réalisée hors-ligne, elle doit considérer
l’ensemble des chemins d’exécution possibles pour être indépendante des données
d’entrées et ainsi garantir la sûreté de l’estimation. Une solution simple pour
traiter cette problématique serait de considérer un défaut de cache pour chaque
accès mémoire1 mais de cette façon, l’estimation du pire temps d’exécution serait
inexploitable car elle sur-approximerait de façon trop importante le pire temps
d’exécution réel. De nombreux travaux ont été réalisés durant les quinze dernières
années aﬁn de prendre en compte de façon précise l’impact des caches lors de
l’estimation du pire temps d’exécution. Nous verrons dans un premier temps les
méthodes d’analyse statique puis nous regarderons ensuite diﬀérentes approches
traitant des mémoires cache lors de l’estimation du pire temps d’exécution.
1.4.3 Tour d’horizon des méthodes d’analyse statique du
comportement temporel pire cas des mémoires cache
Pour garantir la sûreté de l’estimation du pire temps d’exécution, les méthodes
d’analyse statique déterminent l’ensemble de tous les contenus de cache possibles
en chaque point de l’application en considérant tous les chemins d’exécution. La
représentation de l’ensemble de tous les contenus possibles est réalisée soit par
un ensemble d’états dits concrets de cache [71] soit par une représentation plus
compacte appelée état abstrait de cache [67, 69, 34, 101] (en anglais : Abstract
Cache State (ACS)). La représentation sous la forme d’états concrets de cache
est la plus précise car elle permet d’énumérer l’ensemble de tous les contenus
de cache possibles issus de chacun des chemins d’exécution. Cependant, cette
énumération est très coûteuse en temps et en consommation mémoire, en raison
du nombre exponentiel de chemins possibles même si le nombre d’états peut être
inférieur au nombre de chemins. Les états abstraits de cache utilisent, quand
à eux, une vision ensembliste des contenus possibles pour représenter dans une
même structure de donnée le contenu de l’ensemble des chemins d’exécution en
perdant de fait la notion d’exhaustivité. Concrètement, un état abstrait de cache
peut être vu comme une union de tous les états concrets de cache possibles.
1Un défaut de cache représente le temps d’accès pire cas pour les architectures sans anomalies
temporelles (cf section 1.4.6).
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Fig. 1.6: Représentation concrète et abstraite des caches.
La ﬁgure 1.6 (il s’agit d’une adaptation d’une illustration se trouvant dans [69])
illustre la diﬀérence entre les représentations concrète et abstraite d’un cache asso-
ciatif par ensembles de deux voies utilisant une politique de remplacement LRU.
Sur le chemin d’exécution de gauche, la référence mémoire 9 est chargée dans
le cache tandis que la référence 10 est chargée sur le chemin de droite amenant
à deux états possibles du cache (1.6.a). La représentation abstraite permet de
regrouper ces deux états concrets en un seul état abstrait (1.6.b) en réalisant
l’union des deux états sur chaque ensemble et chaque voie du cache.
Les premiers travaux adressant l’impact des mémoires cache sur l’estimation
du pire temps d’exécution se sont focalisés sur l’analyse du contenu des caches
d’instructions. Principalement deux méthodes d’analyse statique ont été déﬁ-
nies [67, 34], basées sur un calcul de point ﬁxe.
La première méthode à avoir été proposée est communément appelée simula-
tion statique de cache [67]. Elle calcule des états abstraits de cache en utilisant
une analyse de ﬂot de données permettant de déduire le contenu abstrait du cache
en chaque point de programme et ainsi déterminer si un accès produira un succès
ou un défaut de cache lors de l’exécution. Cette méthode, initialement déﬁnie
pour les caches à correspondance directe, a été par la suite étendue aux caches
associatifs par ensembles disposant d’une politique de remplacement de cache
LRU [69].
La seconde méthode [34] repose sur la théorie de l’interprétation abstraite [25,
26]. Nous expliquerons en détail le fonctionnement de cette méthode dans la sec-
tion 1.4.4, car nos travaux présentés dans les chapitres 2 et 3 de ce document sont
basés sur cette méthode, principalement pour les théorèmes de l’interprétation
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abstraite sur lesquels elle repose. Cette méthode, initialement déﬁnie pour des
caches associatifs par ensembles disposant d’une politique de remplacement de
cache LRU, a été étendue par la suite à diﬀérentes politiques de remplacement de
cache [43]. Cette méthode a également été améliorée dans [9] en analysant chacun
des niveaux de boucle aﬁn de raﬃner l’estimation du pire temps d’exécution.
Ces méthodes d’analyse statique reposant sur des calculs de point ﬁxe peuvent
s’avérer coûteuses en terme de temps de calcul pour des applications de taille
importante. Une solution pour améliorer le passage à l’échelle de ces méthodes est
de réaliser une analyse statique de cache partielle [10, 8]. L’idée de cette approche
consiste à analyser le programme par partie, puis à combiner les résultats aﬁn
d’obtenir le comportement pire cas des accès au cache. Cette méthode permet de
réduire de façon signiﬁcative le temps de calcul de l’analyse en ne révélant qu’une
légère perte de précision lors de l’estimation du pire temps d’exécution.
Ces travaux ont également été étendus pour analyser le contenu des caches
de données dans [105] pour la méthode de simulation statique de cache et dans
[35, 94] pour la méthode reposant sur l’interprétation abstraite.
La diﬃculté supplémentaire pour analyser le contenu des caches de données
provient du fait qu’un accès mémoire peut référencer une plage d’adresses, comme
par exemple le parcours d’un tableau au sein d’une boucle. Il faut donc d’une part
déterminer statiquement les adresses référencées (ou un sur-ensemble). Pour ce
faire, des analyses peuvent être eﬀectuées sur le code assembleur [105, 39] ou
directement ajoutées dans le compilateur [29, 30]. D’autre part, pour obtenir
une analyse précise, il faut tenir compte des schémas d’accès aux données (accès
réguliers, accès dépendants des données d’entrées. . . ).
Pour analyser ﬁnement le comportement des caches de données pour ces types
d’accès, une méthode proposant des équations de défauts de cache (en anglais :
Cache Miss Equations) a été explorée dans [36, 83]. L’approche consiste à repré-
senter l’espace d’itération des boucles sous la forme de polyèdres et à utiliser des
vecteurs de réutilisation entre les diﬀérents points de cet espace modélisés en-
suite par des équations. En résolvant ces équations, il est possible de déterminer
précisément les succès et les défauts de cache se produisant lors de l’exécution.
1.4.4 Méthode d’analyse statique pour les caches d’ins-
tructions basée sur la théorie de l’interprétation abs-
traite
Cette méthode d’analyse statique, proposée dans [34, 101], consiste à classiﬁer
chaque référence mémoire par son comportement pire cas dans le cache lors de
l’exécution. Pour ce faire, une classiﬁcation que nous appellerons classification de
comportement est déﬁnie de la façon suivante :
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– Always-Hit (AH) : la référence produira toujours un succès de cache lors de
l’exécution ;
– Always-Miss (AM) : la référence produira toujours un défaut de cache lors
de l’exécution ;
– First-Miss (FM) : la référence pourra produire un succès ou un défaut de
cache lors du premier accès tandis que les accès suivants produiront toujours
un succès de cache lors de l’exécution ;
– Not-Classified (NC) : tous les autres cas.
Aﬁn de déterminer la classiﬁcation de comportement de chaque accès à une
référence mémoire, l’analyse de cache déﬁnit trois analyses point-ﬁxe, manipu-
lant des états abstraits de cache, appliquées sur le graphe de ﬂot de contrôle de
l’application.
– L’analyse Must détermine si une référence mémoire est toujours contenue
dans le cache à un point de programme donné ;
– L’analyse Persistence détermine si une référence mémoire ne sera pas évin-
cée après avoir été préalablement chargée dans le cache à un point de pro-
gramme donné ;
– L’analyse May détermine si une référence mémoire peut être contenue dans
le cache à un point de programme donné.
Chacune de ces trois analyses calcule des états abstraits de cache pour chacun
des blocs de base. Pour ce faire, deux fonctions dans le domaine abstrait nommées
Update et Join sont déﬁnies pour chacune des analyses :
– La fonction Update est appelée lors de chaque accès à une référence mémoire
et considère l’état abstrait de cache avant l’accès (ACSin) et calcule l’état
abstrait de cache résultant de l’accès à cette référence mémoire (ACSout) en
respectant la politique de remplacement de cache ainsi que la sémantique
de l’analyse ;
– La fonction Join est utilisée pour fusionner deux états abstraits de cache
lorsqu’un bloc de base dispose de deux prédécesseurs dans le graphe de ﬂot
de contrôle comme par exemple au point de re-convergence d’une condi-
tionnelle.
La ﬁgure 1.7 présente un exemple d’utilisation de la fonction Join (1.7.a) et
Update (1.7.b) pour l’analyse Must d’un cache associatif par ensembles disposant
d’un degré d’associativité de deux et utilisant la politique de remplacement LRU.
Comme cette politique est indépendante pour chacun des ensembles du cache,
seulement l’ensemble concerné est illustré. Une notion d’âge est associée à chacun
des blocs de cache de cet ensemble. Plus l’âge d’un bloc est petit, plus la ligne de
cache contenue dans ce bloc a été accédée récemment. Pour l’analyse Must, une
référence mémoire r est stockée une seule fois dans l’état abstrait de cache avec
son âge maximal. Ceci signiﬁe que lors de l’exécution la référence mémoire r aura
un âge toujours inférieur ou égal à l’âge déterminé lors de l’analyse Must. Les
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fonctions Join et Update sont déﬁnies de la façon suivante pour l’analyse Must :
– La fonction Join est appliquée sur deux états abstraits de cache et retourne
un état abstrait de cache contenant uniquement les références mémoire pré-
sentes dans les deux états abstraits de cache d’entrée, en conservant leur
âge maximal ;
– La fonction Update eﬀectue l’accès à une référence mémoire r sur un état
abstrait de cache et retourne l’état de cache résultant de cet accès. Cette
fonction projette la référence r dans l’ensemble du cache correspondant et
lui associe l’âge le plus petit et augmente l’âge des références mémoire pré-
sentes dans l’état abstrait de cache d’entrée. Lorsque l’âge d’une référence
mémoire devient supérieur au degré d’associativité du cache, la référence
mémoire est évincée de l’état abstrait de cache.
in
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Fig. 1.7: Exemple d’utilisation des fonctions Join et Update pour l’analyse Must avec la po-
litique de remplacement de cache LRU. La fonction Join conserve l’âge maximal des références
mémoire présentes dans les deux états abstraits de cache tandis que la fonction Update effectue
la mise à jour du contenu du cache lors d’un accès à la référence mémoire r.
Pour les analyses May et Persistence, l’approche est similaire et la fonction
Join est déﬁnie de la façon suivante :
– Analyse May : la fonction Join réalise l’union des références mémoire pré-
sentes dans les états abstraits de cache et conserve l’âge minimal ;
– Analyse Persistence : la fonction Join réalise l’union des références mémoire
présentes dans les états abstraits de cache et conserve l’âge maximal. Pour
ce faire une voie virtuelle est ajoutée à chacun des ensembles du cache pour
conserver l’ensemble des références mémoire potentiellement évincées.
Finalement, la classiﬁcation de comportement de l’accès à une référence mé-
moire se déduit en fonction du contenu des états abstraits de cache de chacune des
analyses avant l’accès à cette référence. Si la référence mémoire est contenue dans
l’état abstrait de cache de l’analyse Must, la classiﬁcation de cette référence est
Always-Hit. Sinon, si elle est présente dans l’état abstrait de l’analyse Persistence,
la classiﬁcation est First-Miss. Sinon, si elle est présente dans l’état abstrait de
l’analyse May, la classiﬁcation est Not Classified tandis que si elle en est absente,
la classiﬁcation est Always-Miss.
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1.4.5 Résultats théoriques permettant la prise en compte
de différentes politiques de remplacement de cache
Concernant l’estimation du pire temps d’exécution pour des architectures dis-
posant de mémoires cache, des études théoriques sur le comportement pire cas
de ces mémoires ont également été menées en s’intéressant principalement aux
diﬀérentes politiques de remplacement de cache.
Pour certaines politiques de remplacement de cache tel que Pseudo-LRU, [13]
montre que partir de l’hypothèse d’un cache vide avant l’exécution de l’appli-
cation ne conduit pas nécessairement au comportement pire cas, en raison d’un
phénomène d’eﬀet domino possible entre les itérations successives des boucles.
L’hypothèse d’un cache vide est néanmoins exploitable si on considère que le
contenu du cache est intégralement vidé avant l’exécution de la tâche, au prix
d’un surcoût en temps supplémentaire, sachant que cette fonctionnalité est pré-
sente dans la plupart des processeurs actuels.
D’autres études se sont intéressées à la prévisibilité des diﬀérentes politiques
de remplacement de cache [86]. Ils formalisent le résultat intuitif que la politique
de remplacement de cache LRU est la plus prévisible dans le cadre des analyses de
comportement pire cas en se basant la durée de vie minimale et maximale d’une
ligne de cache lors d’une séquence d’accès pour les politiques de remplacement de
cache LRU, pseudo-LRU, FIFO et MRU. Dans [85] des ratios de compétitivité
sont déﬁnis entre ces politiques aﬁn de déterminer le nombre de défauts de cache
d’une politique de remplacement à partir des résultats de l’analyse de cache de
la politique LRU. Cette solution permet de déterminer le nombre de défauts de
cache dans le pire cas sans pour autant fournir d’informations sur l’endroit dans
le code où ils se produisent.
1.4.6 Interaction entre mémoire cache et pipeline
La classiﬁcation de comportement de chacune des instructions déterminée par
l’analyse permet d’évaluer leur temps d’accès. Dans le cas d’une classiﬁcation re-
présentant un succès de cache (i.e. classiﬁcation de comportement Always-Hit),
le temps d’accès correspond à la latence du cache tandis que si la classiﬁcation
représente un défaut de cache (i.e. classiﬁcation de comportement Always-Miss),
le temps d’accès correspond à la latence du cache plus la latence de la mémoire
principale. Intuitivement, pour l’estimation du pire temps d’exécution, il semble
donc naturel de considérer la latence correspondant à un défaut de cache lorsque
l’accès peut produire un succès ou un défaut de cache (i.e. classiﬁcation de com-
portement Not Classified).
Cependant, cette hypothèse a été détectée dans [61] comme pouvant mettre en
défaut la sûreté de l’estimation du pire temps d’exécution, suivant l’architecture
28 État de l’art
sur laquelle la tâche est exécutée. En eﬀet dans certains cas, le pire temps local
d’une instruction ne mène pas nécessairement au pire temps global de la séquence
d’instruction la contenant. Pour illustrer ce phénomène, prenons une architecture
disposant d’un pipeline à exécution dans le désordre et d’une mémoire cache.
La tâche considérée est constituée de quatre instructions notée i1, i2, i3 et i4.
Les instructions i1 et i4 sont des accès mémoire et utilisent l’unité fonctionnelle
du processeur notée uf1 tandis que les instructions i2 et i3 s’exécute sur l’unité
fonctionnelle uf2. i1 est classiﬁée Not Classified pouvant donc produire un succès
ou un défaut de cache lors de l’exécution. Finalement, il y a une dépendance
de données entre i1 et i2 ainsi qu’entre i3 et i4. La ﬁgure 1.8 illustre l’exécution
de cette séquence d’instructions lors d’un défaut de cache pour l’instruction i1
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Fig. 1.8: Exemple d’anomalie temporelle résultant de l’interaction entre un cache et un pi-
peline. Lorsque l’accès à l’instruction i1 produit un défaut de cache, le temps d’exécution de
la séquence d’instructions est globalement plus court que lorsque l’accès produit un succès de
cache en raison de l’ordonnancement des instructions.
Dans le cas où l’instruction i1 produit un défaut de cache, i3 est exécutée avant
i2 qui attend la ﬁn de i1 (dépendance de donnée) permettant ainsi d’exécuter i4
et i2 simultanément. Lorsque i1 produit un succès par contre, l’instruction i2 peut
être exécutée directement ce qui retarde l’exécution de i3 comparativement au cas
précédent et produit donc un temps d’exécution plus grand pour cette séquence
d’instructions. Sur cet exemple, nous avons donc bien un cas où un défaut de
cache ne conduit pas au pire temps d’exécution.
Diﬀérents facteurs peuvent être à l’origine d’anomalies temporelles dont l’or-
donnancement des instructions, les mécanismes de pré-chargement et certaines
politiques de remplacement de cache [87]. Dans ce document, nous considérons
que les tâches sont exécutées sur des architectures non sujettes aux anomalies
temporelles [104].
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Des travaux ont néanmoins été proposées pour prendre en compte ce type
de comportement lors de l’estimation du pire temps d’exécution [32, 51] ou pour
éviter qu’ils se produisent [89, 77].
1.5 Autres travaux relatifs aux caches pour les
systèmes temps-réel
Dans cette partie, nous allons présenter diﬀérentes méthodes relatives aux
caches et à leur utilisation dans le cadre des systèmes temps-réel. Nous verrons
d’autres méthodes orientées analyse statique puis nous regarderons des solutions
basées sur des mécanismes matériels ainsi que des approches orientées compilation
aﬁn d’améliorer la prévisibilité du comportement des mémoires cache.
1.5.1 Solutions à base d’analyse statique
Alternatives à l’analyse découplée bas niveau/haut niveau
L’estimation du pire temps d’exécution est généralement réalisée par une ana-
lyse bas niveau découplée de l’analyse haut niveau. Il existe cependant des mé-
thodes d’analyse regroupant ces deux phases en une seule.
L’analyse proposée dans [54] augmente l’approche d’énumération implicite des
chemins en ajoutant des contraintes linéaires modélisant le comportement d’un
cache à correspondance directe en chaque point de programme. Les défauts de
cache et les succès de cache sont modélisés par des variables binaires associées
à chaque accès mémoire et sont contraints par une équation représentant le fait
que deux références mémoire projetées dans le même emplacement du cache ne
peuvent être présentes en même temps dans le cache en un point de programme.
Ainsi, cette approche permet d’estimer le pire temps d’exécution d’une tâche en
une seule étape consistant à résoudre le système de contraintes linéaires. Cette
méthode, bien que très précise, n’a pas été étendue aux caches associatifs par
ensembles en raison du temps de calcul très important qu’elle nécessite même
pour des programmes de taille réduite.
Une autre approche, appelée communément exécution symbolique [59, 15],
consiste à exécuter le programme sur un simulateur modiﬁé pour prendre en
compte l’ensemble des chemins et ce indépendamment des données d’entrées. La
sémantique de chacune des instructions est conservée par ce type d’approche
permettant ainsi d’éviter les chemins infaisables, l’annotation du nombre d’itéra-
tions maximum des boucles étant dérivée directement par l’exécution symbolique
et rendant de ce fait l’estimation du pire temps d’exécution précise. Néanmoins
comme l’approche précédente, cette méthode est très coûteuse en temps de calcul.
30 État de l’art
Analyse des délais de préemption liés au mémoire cache
La prise en compte des caches dans l’analyse des systèmes temps-réel multi-
tâches préemptifs ajoute une certaine complexité en raison des interférences inter-
tâches. Pour illustrer ce propos, considérons la préemption d’une tâche t1 par une
tâche plus prioritaire t2. Les contenus de cache lors de la préemption de t1 et à la
ﬁn de l’exécution de t2 peuvent être diﬀérents, car les lignes de cache utilisées par
la tâche t2 peuvent évincer celles utilisées par t1. Lors de la reprise de la tâche
t1, des défauts de cache supplémentaires sont causés par ces interférences. Le
temps supplémentaire introduit par ces défauts de cache est couramment appelé
Cache-Related Preemption Delay (CRPD).
Plusieurs travaux [71, 98, 97, 84, 16] se sont intéressés à l’estimation d’une
borne supérieure du CRPD. Globalement, ils proposent une analyse statique re-
posant d’une part sur la connaissance du contenu possible du cache en chaque
point de programme de la tâche préemptée, et d’autre part sur les lignes de cache
utilisées par la tâche plus prioritaire. Le CRPD de la tâche préemptée, en un
point de programme, est ensuite calculé en considérant le nombre de lignes de
cache potentiellement réutilisées après la préemption et potentiellement évincées
lors de l’exécution de la tâche plus prioritaire, multiplié par le coût d’un défaut
de cache. Le CRPD d’une tâche se dérive ensuite en prenant la valeur maximale
du temps de préemption entre tous les points du programme. [84] raﬃne cette es-
timation en prenant en compte le nombre de fois où la tâche peut être préemptée
pendant son exécution. Pour sa part, [98] intègre le fait qu’une préemption peut
être causée par plusieurs tâches simultanément aﬁn d’aﬃner l’estimation.
1.5.2 Approches matérielles pour plus de déterminisme
Partitionnement de cache
La méthode de partitionnement de cache proposée dans [92] consiste à diviser
le cache en partitions de taille ﬁxe puis, à assigner un nombre ﬁxe de partitions
à chacune des tâches s’exécutant sur le système. Chaque tâche dispose ainsi d’un
espace réservé à elle seule dans le cache, évitant ainsi les conﬂits inter-tâches
dans les systèmes multi-tâches préemptifs. Cette méthode, supprimant ce type
de conﬂits, permet de rendre les délais de préemptions (CRPD) nuls. Cependant,
cette approche a un impact sur l’utilisation du cache et sur le temps d’exécution
car chaque tâche dispose alors d’un volume de cache plus limité. Une analyse de
cache reste nécessaire pour estimer le comportement temporel pire cas des accès
mémoire au sein de la partition assignée à une tâche.
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Gel du contenu du cache
La méthode de gel du contenu du cache consiste à charger le cache avec des
références mémoire déﬁnies lors de la phase de compilation puis, à le ﬁger pour
qu’il reste inchangé sur une zone du programme donnée lors de l’exécution. L’idée
principale de cette approche consiste à rendre prévisible le temps d’accès mémoire
en disposant statiquement du contenu du cache en chaque point de programme.
Dans les travaux existants, deux approches ont été proposées : le gel de cache
statique (en anglais : static cache locking) [20, 78] et le gel de cache dynamique
(en anglais : dynamic cache locking) [102, 77]. Le gel de cache statique consiste
à charger le contenu du cache à l’initialisation du système. Celui-ci reste ensuite
ﬁgé durant toute l’exécution. Le gel de cache dynamique quant à lui, consiste
également à charger le contenu du cache au démarrage mais, le contenu du cache
est en plus modiﬁé lors de l’exécution par exemple entre deux régions de code
contenant des nids de boucles. Dans les deux cas, le contenu du cache est déter-
miné de façon hors-ligne et vise à réduire l’estimation du pire temps d’exécution
en déterminant le contenu à charger en fonction de son utilisation sur le pire
chemin d’exécution.
Le concept de gel du contenu du cache permet de connaître statiquement le
contenu du cache en chaque point de programme. La connaissance de ce contenu
permet de prédire de façon sûre et précise le temps d’accès aux données et les
délais de préemptions. Cela permet également de supprimer les anomalies tem-
porelles identiﬁées précédemment (paragraphe 1.4.6). Enﬁn, l’utilisation de cette
méthode permet d’améliorer l’estimation du pire temps d’exécution comparati-
vement à l’estimation issue d’une analyse du comportement pire cas dans le cas
de caches utilisant une politique de remplacement pseudo-aléatoire ou non docu-
mentée disposant des fonctionnalités permettant le chargement et le gel de cache.
1.5.3 Compilation orientée pire temps d’exécution
Diﬀérentes optimisations de compilation ont été proposées aﬁn d’améliorer
l’estimation du pire temps d’exécution. Concernant les mémoires cache, les op-
timisations proposées visent à améliorer leur utilisation en essayant par exemple
de réduire les défauts de cache liés aux conﬂits. Pour ce faire [56] propose une
méthode de placement des procédures en se basant sur le graphe d’appel du
programme aﬁn de limiter les conﬂits sur le pire chemin d’exécution. D’autres
optimisations ont également été proposées comme la duplication de code [57], de
chemin [111], le déroulage de boucle [58, 111] aﬁn d’améliorer l’estimation du pire
temps d’exécution.
Une autre approche proposée dans [60] pour les caches de données consiste à
ne stocker qu’une partie des références accédées dans le cache. Lors de l’analyse
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de cache, une instruction référençant une donnée dont l’adresse est calculée à
l’exécution, comme par exemple l’accès à un tableau, est considérée comme un
accès indéterministe et n’a pour eﬀet que de polluer le contenu du cache. L’idée
présentée dans [60] consiste à ne pas stocker ce type de donnée aﬁn d’éviter
cette pollution et ainsi réduire les conﬂits et donc l’estimation du pire temps
d’exécution.
Finalement, une approche visant également à réduire les défauts de cache a
été proposée dans [72]. L’idée de cette méthode ne consiste pas à réduire les
conﬂits mais à réduire le nombre d’accès à la mémoire en compressant le code de
l’application. La décompression est réalisée entre le chargement et le décodage
de l’instruction, ce qui permet de stocker le code compressé au niveau du cache
et ainsi réduire le nombre d’accès à la mémoire. Bien que la décompression des
instructions prenne du temps, la réduction des accès mémoire est telle que l’uti-
lisation de cette technique permet dans la plupart des cas de réduire l’estimation
du pire temps d’exécution.
1.6 Discussion
Dans ce chapitre, nous venons de détailler les principales méthodes d’estima-
tion de pire temps d’exécution pour des applications temps-réel exécutées sur
des architectures disposant de mémoires cache. Après avoir déﬁni les propriétés
requises par l’estimation du pire temps d’exécution à savoir la sûreté et la préci-
sion, nous avons décrit les deux classes de méthodes d’estimation, en développant
deux méthodes statiques, l’une à base d’arbres syntaxiques et l’autre utilisant
une formulation sous la forme de contraintes linéaires en nombres entiers.
Nous sommes ensuite rentrés un peu plus dans le sujet de ce document en
regardant les travaux existants pour les mémoires cache. Après une présentation
de ce mécanisme matériel et de ces diverses mises en œuvre, nous avons détaillé
une méthode d’analyse statique du contenu des caches d’instructions basée sur la
théorie de l’interprétation abstraite. Nous avons également évoqué les interactions
possibles et les eﬀets contre-intuitifs vis-à-vis du comportement pire cas des caches
lorsqu’ils sont utilisés simultanément avec d’autres mécanismes matériels comme
les pipelines. Diﬀérentes approches visant à améliorer l’estimation du pire temps
d’exécution ont ensuite été abordées comme par exemple le gel de contenu de
cache, le partitionnement des caches.
L’ensemble de ces méthodes sont déﬁnies dans la littérature pour des architec-
tures matérielles disposant d’un seul niveau de mémoire cache tandis que les ar-
chitectures contemporaines disposent généralement d’une hiérarchie de mémoires
cache. Peu de travaux ce sont intéressés au cas des hiérarchies de caches.
Nous verrons dans le chapitre 2 que l’unique méthode existante visant à ana-
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lyser des hiérarchies de mémoires cache [68] peut mettre en défaut la propriété
de sûreté nécessaire à la validation des systèmes temps-réel. En partant de cette
constatation, nous proposons dans ce même chapitre une méthode d’analyse sta-
tique du contenu des hiérarchies de caches d’instructions en considérant diﬀérents
modes de gestion ainsi que diﬀérentes politiques de remplacement de cache.
Une autre problématique provenant de l’utilisation des processeurs multi-
cœurs dans le cadre des systèmes temps-réel est celle des ressources partagées,
dont notamment les mémoires cache. La présence de niveaux de caches partagés
entre diﬀérents cœurs introduit une nouvelle source d’indéterminisme lors de l’es-
timation du pire temps d’exécution, provoquée par l’utilisation concurrente de
ces ressources. Là encore, nous verrons dans le chapitre 3 que la seule méthode
d’analyse statique existante au démarrage de cette thèse peut mettre en défaut
la sûreté de l’estimation du pire temps d’exécution.
En se basant sur l’analyse proposée dans le chapitre 2, nous proposerons dans
le chapitre 3 une méthode d’analyse statique sûre pour les niveaux de cache
partagés, cumulée à une technique d’optimisation réalisée lors de la phase de
compilation pour limiter les conﬂits dans ces niveaux de caches.
Chapitre 2
Analyse du contenu des
hiérarchies de caches
2.1 Introduction
Les mémoires cache ont été introduites pour réduire le temps d’accès aux in-
formations en raison de l’écart croissant entre la fréquences des microprocesseurs
et la latence d’accès à la mémoire principale. Les caches sont très eﬃcaces pour
réduire le temps d’accès moyen aux informations en exploitant les propriétés de
localité spatiale et temporelle des applications. Néanmoins, l’augmentation de la
taille des mémoires cache a pour eﬀet d’augmenter également la latence d’accès
aux informations [96]. Pour pallier cette limite, les hiérarchies de mémoires cache
ont été introduites [100]. Elles disposent d’un premier niveau de cache, proche du
processeur, de petite capacité avec une faible latence d’accès, permettant ainsi
de répondre rapidement aux requêtes mémoire du processeur. Ce niveau est suivi
d’un ou plusieurs niveaux de caches, que nous appelons niveaux inférieurs, dispo-
sant d’une plus grande capacité mais d’une latence d’accès plus importante. Ces
niveaux permettent de réduire les latences d’accès aux données moins fréquem-
ment utilisées, comparativement à un accès systématique à la mémoire principale.
Aﬁn de gérer le contenu des diﬀérents niveaux de caches composant de telles
hiérarchies, diﬀérentes politiques de gestion de la hiérarchie mémoire ont été pro-
posées :
– Politique de gestion non-inclusive. Lors d’un défaut de cache, dans les hié-
rarchies de caches non-inclusives, la ligne de cache contenant l’information
demandée est systématiquement chargée dans tous les niveaux où le défaut
se produit. Dans ce type de hiérarchie, bien qu’il n’y ait pas de mécanisme
pour forcer l’inclusion, la plupart des informations contenues dans le pre-
mier niveau sont également contenues dans les niveaux de caches inférieurs.
– Politique de gestion inclusive. Dans les hiérarchies de caches inclusives, l’en-
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semble des informations contenues dans un niveau de cache est également
contenu dans chacun des niveaux de caches inférieurs. Lors d’un défaut de
cache, le comportement est similaire à celui des hiérarchies de caches non-
inclusives, la ligne de cache contenant l’information demandée est chargée
dans tous les niveaux où le défaut se produit. Par contre, en cas d’éviction
d’une ligne de cache dans un niveau de cache, la ligne est invalidée dans
tous les niveaux supérieurs pour forcer l’inclusion. L’intérêt de ce type de
hiérarchie est de simpliﬁer le maintien de la cohérence des données. Par
exemple dans un système multiprocesseurs, lorsqu’une ligne de cache doit
être supprimée, il suﬃt de l’invalider dans le dernier niveau de cache, les
autres niveaux étant traités par le mécanisme forçant l’inclusion.
– Politique de gestion exclusive. Dans les hiérarchies de caches exclusives, l’en-
semble des informations contenues dans la hiérarchie est stocké dans un seul
niveau de cache. Cette gestion permet d’éviter la duplication d’information
dans les diﬀérents niveaux de caches et ainsi d’augmenter virtuellement la
capacité de stockage de la hiérarchie. De ce fait, les hiérarchies de caches
exclusives peuvent stocker plus d’informations que les hiérarchies inclusives
et non-inclusives.
Ces diﬀérentes politiques de gestion sont couramment utilisées dans les proces-
seurs généralistes. Citons par exemple les processeurs Intel Pentium II, III, IV qui
mettent en œuvre une hiérarchie de caches non-inclusive ou les processeurs AMD
Athlon qui mettent en œuvre une hiérarchie de caches exclusive. D’autres pro-
cesseurs encore utilisent diﬀérentes politiques de gestion le long de la hiérarchie.
Ainsi, le processeur IBM Power5 utilise une politique de gestion inclusive entre
les deux premiers niveaux tandis que le dernier niveau dispose d’une politique de
gestion exclusive avec les deux premiers niveaux.
Concernant les systèmes temps-réel embarqués, les architectures équipées de
mémoires cache sont maintenant couramment utilisées en raison des besoins gran-
dissants en terme de puissance de calcul. Comme nous l’avons vu précédemment,
de nombreux travaux ont été réalisés pour estimer le pire temps d’exécution des
applications exécutées sur des architectures équipées de mémoires cache (cf cha-
pitre 1) mais en se limitant à l’analyse d’une architecture composée d’un unique
niveau de cache. L’unique approche visant à analyser des hiérarchies de mémoires
cache a été proposée dans [68] pour des hiérarchies de caches d’instructions non-
inclusives utilisant la politique de remplacement LRU. Nous verrons dans la suite
de ce chapitre que cette analyse pose des problèmes de sûreté lors de l’analyse de
caches associatifs par ensembles.
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2.1.1 Contributions
Dans ce chapitre, nous proposons une méthode d’analyse statique pour les
hiérarchies de caches d’instructions. Nous déﬁnissons une analyse pour chacune
des politiques de gestion [40, 42]. Une extension de ces analyses aux hiérarchies de
caches de données [49] sera également étudiée à la ﬁn de ce chapitre. Chacune des
analyses est déﬁnie en considérant une politique de remplacement de cache LRU
pour chacun des niveaux constituant la hiérarchie, nous verrons cependant que
ces analyses sont à même de prendre en compte les politiques de remplacement
de cache non-LRU les plus courantes.
Nous verrons que la prise en compte de l’ensemble des niveaux composant
les hiérarchies de caches nous permet d’obtenir une estimation du pire temps
d’exécution plus précise comparativement au fait de considérer un défaut de cache
pour chacun des accès propagés dans les niveaux inférieurs. Ce type d’analyse
nous servira également de base à l’analyse des processeurs multi-cœurs disposant
généralement d’une hiérarchie de caches dont un sous-ensemble est partagé entre
les diﬀérents cœurs.
2.1.2 Hypothèses et notations
Nous considérons une hiérarchie constituée de nbLevels niveaux de caches
d’instructions. Le niveau le plus haut dans la hiérarchie représente le cache in-
terne (cache L1) qui est le plus proche du processeur. Les niveaux de caches sont
numérotés de 1 (le plus haut dans la hiérarchie) à nbLevels (le plus bas dans la
hiérarchie). Concernant leur structure, chaque cache est associatif par ensembles.
Cette structure est la plus générale et permet de modéliser également les caches
totalement associatifs avec un degré d’associativité égal au nombre de lignes de
cache, ainsi que les caches à correspondance directe avec un degré d’associati-
vité égal à un. Finalement, nous supposons que la taille des lignes de cache d’un
niveau doit être supérieure ou égale à celle des lignes de cache du niveau précé-
dent et nous considérons dans un premier temps que chaque niveau de cache met
en œuvre la politique de remplacement de cache LRU. Cette considération sera
élargie à d’autres politiques de remplacement de cache dans la section 2.6 de ce
chapitre.
2.1.3 Organisation du chapitre
La suite de ce chapitre est organisée de la manière suivante. Nous commençons
par étudier la méthode proposée dans [68] pour analyser des hiérarchies de caches
d’instructions non-inclusives (section 2.2) et nous verrons que cette méthode peut
mettre en défaut la propriété de sûreté de l’estimation du temps d’exécution pire
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cas. Nous proposerons ensuite des méthodes d’analyse statique sûres aﬁn d’ana-
lyser des hiérarchies de caches d’instructions disposant des politiques de gestion
non-inclusives (section 2.3), inclusives (section 2.4) et exclusives (section 2.5) avec
une politique de remplacement de cache LRU pour tous les niveaux de la hiérar-
chie. Nous verrons ensuite comment étendre l’analyse à diﬀérentes politiques de
remplacement de cache (section 2.6) et ﬁnalement comment prendre en compte
la contribution des accès mémoire aux pire temps d’exécution (section 2.7). Une
étude expérimentale sera ensuite présentée (section 2.8) en comparant les diﬀé-
rentes politiques de gestion avant de conclure et d’aborder les perspectives de ces
méthodes d’analyse.
2.2 Approche existante et limitation
La première approche visant à analyser statiquement des hiérarchies de caches
a été proposée dans [68] pour des hiérarchies de caches d’instructions non-inclusives
utilisant la politique de remplacement LRU. Cette méthode vise à déterminer,
pour chacune des références mémoire, le comportement pire cas, dans chaque
niveau de la hiérarchie.
Pour ce faire, une simple analyse de chacun des niveaux de caches, par une
analyse existante, n’est pas suﬃsante dû au ﬁltrage se produisant entre les diﬀé-
rents niveaux. En eﬀet, à l’exécution lors d’une référence à la mémoire, l’accès est
tout d’abord transmis au cache de premier niveau. Si l’accès produit un succès,
l’information est directement retournée au processeur, sans aucune propagation
de l’accès au niveau suivant. Si par contre, l’accès produit un défaut, l’accès est
alors propagé au cache de niveau inférieur qui réalise le même type de traitement.
L’accès peut ainsi être propagé jusqu’à la mémoire principale.
La solution proposée dans [68] pour prendre en compte les eﬀets du ﬁltrage
consiste à analyser de façon séquentielle chaque niveau de cache, en se basant
sur une analyse mono-niveau existante [4]. Cette analyse commence par le cache
de premier niveau et se poursuit tout au long de la hiérarchie. La classiﬁcation
de comportement résultant de l’analyse d’un niveau leur permet de modéliser le
ﬁltrage et ainsi déterminer les références devant être prises en compte lors de
l’analyse du niveau suivant. Plus précisément, les accès classiﬁés Always-Hit ne
sont pas considérés comme propagés, lors de l’analyse, dans les niveaux suivants
tandis que tous les autres le sont, ce qui revient à considérer que le pire cas se
produit lorsque ces accès sont propagés.
Bien qu’intuitivement cette modélisation du ﬁltrage semble correcte, nous al-
lons voir au travers d’un exemple qu’elle s’avère poser des problèmes de sûreté
lors de l’analyse de caches associatifs par ensembles. La ﬁgure 2.1 présente un
graphe de ﬂot de contrôle où chacun des blocs de base accède à une référence
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Fig. 2.1: Exemple du problème de sûreté de l’analyse de hiérarchies de caches non-inclusives
existante [68]. Le problème de sûreté est observé sur le dernier accès à la référence mémoire x.
Lors de l’analyse (partie gauche du tableau), l’accès est considéré comme produisant un succès
dans le cache L2 tandis que lors de l’exécution dans le pire cas (partie droite du tableau), cet
accès produit un défaut au niveau du cache L2.
mémoire. La hiérarchie de caches considérée est constituée de deux niveaux de
caches (L1 et L2), chacun avec un degré d’associativité de deux et utilisant une
politique de remplacement LRU. Le problème de sûreté est observé avec la réfé-
rence x. Les autres références a, b, c et d ne posent pas de problème de sûreté car
elles produisent tant lors de l’analyse qu’à l’exécution des défauts de cache dans
les niveaux de cache L1 et L2. Elles sont introduites uniquement pour illustrer le
problème de sûreté se produisant sur la référence x. Nous considérons dans cet
exemple que les références :
– a et c sont projetées dans le même ensemble que x dans le cache L1 et le
cache L2 ;
– b et d sont projetées dans le même ensemble que x dans le cache L1 et dans
un ensemble diﬀérent dans le cache L2. Ce cas est courant car la taille du
cache L1 est généralement plus petite que celle du cache L2.
La partie de gauche du tableau représente le contenu des états abstraits de
cache suite à l’analyse statique aux points de programme p1, p2, p3 et p4. Pour
simpliﬁer, nous représentons uniquement l’ensemble du L1 et du L2 où la référence
x est projetée. Dans l’exemple, {u} | {v, w} représente le contenu possible de
chacun des blocs de cache de l’ensemble en un point de programme. Le bloc de
cache de gauche a un âge inférieur à celui de droite et {v, w} signiﬁe que les
40 Analyse du contenu des hiérarchies de caches
deux références mémoire v et w, contenues dans deux lignes de cache diﬀérentes,
peuvent être présentes dans le bloc de cache. La partie droite du tableau présente
le contenu concret des caches aux mêmes points de programme lorsque que le pire
chemin d’exécution est emprunté, soit dans notre exemple la partie droite de la
conditionnelle.
Les contenus des états abstraits de cache du cache L1 et L2 à l’entrée de la
conditionnelle, soit après l’accès à la référence a, sont identiques et ont pour valeur
{a} | {x} . La branche de gauche de la conditionnelle modiﬁe l’état abstrait du
cache L1 en {b} | {a} tandis que l’état abstrait de cache du cache L2 est lui
inchangé car la référence b est projetée dans un autre ensemble du cache. La
branche de droite, quant à elle, réalise tout d’abord un accès à la référence x, ce
qui modiﬁe l’état abstrait de cache du cache L1 en {x} | {a} et l’état abstrait
de cache du cache L2 reste inchangé car l’accès n’est pas propagé à ce niveau en
raison de la présence de x dans le cache L1 (classiﬁcation Always-Hit au niveau du
cache L1). Puis, l’accès à la référence b modiﬁe l’état abstrait de cache du cache
L1 en {b} | {x} tandis que l’état abstrait de cache du cache L2 est inchangé
car la référence b est projetée dans un autre ensemble du cache. Au point de
reconvergence de la conditionnelle (en p1), l’union des diﬀérents états abstraits
de cache est réalisée et il en résulte un état abstrait de cache du cache L1 égal
à {b} | {a, x} et du cache L2 égal à {a} | {x} . L’accès à x en p1 est classiﬁé
Always-Miss au niveau du L1 (le nombre de références en conﬂit avec x contenues
dans l’état abstrait de cache du cache L1 est égal au degré d’associativité). Par
conséquent, l’accès est propagé au cache L2 et l’âge de x dans le cache L2 est mis
à jour. Avec ce procédé, la référence x est présente dans l’état abstrait de cache
du cache L2 en p4 et le nombre de conﬂits avec x en ce point est strictement
inférieur au degré d’associativité donc la référence x est classiﬁée Always-Hit au
niveau du cache L2. Avec cette classiﬁcation entre p1 et p4, la contribution de la
hiérarchie de caches au pire temps d’exécution pour la référence x est de deux
défauts dans le cache L1 et deux succès dans le cache L2, comme résumé en partie
basse du tableau.
Si nous regardons maintenant ce qu’il se passe au niveau du cache L1 et
du cache L2 pour la référence x lors de l’exécution le long du pire chemin, nous
observons que la contribution de la hiérarchie de caches au pire temps d’exécution
pour la référence x est cette fois-ci de un succès dans le cache L1, de un défaut
dans le cache L1 et de un défaut dans le cache L2.
En considérant une architecture où un défaut de cache est le pire cas et où
le temps d’accès entre un succès (Ts) et un défaut (Td) dans le L2 est tel que :
2 ∗ TsL2 < TdL2, la valeur de la contribution de la hiérarchie de cache au pire
temps d’exécution pour la référence x est sous estimée par l’analyse statique.
Le problème de sûreté, mis en avant dans cet exemple, est lié aux caractéris-
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tiques de la chaîne d’accès ainsi qu’au fait de considérer des accès pouvant être
ﬁltrés sur certains chemins d’exécution comme des accès toujours propagés. Pour
caractériser ce problème de sûreté plus formellement, il nous faut introduire la
notion de distance de réutilisation dans un ensemble.
Définition 2.1 La distance de réutilisation dans un ensemble d’une ligne de
cache cl projetée dans l’ensemble e d’un cache de niveau ℓ est égale au nombre de
lignes de cache distinctes projetées dans e et accédées entre deux accès à la ligne
cl au niveau ℓ pour une séquence d’accès donnée.
Par exemple, sur la ﬁgure 2.1, la distance de réutilisation dans un ensemble
de la référence x au point p4 estimée lors de l’analyse statique est de 2 pour le L1
(égale au degré d’associativité et donc x est absent du cache L1) et de 1 pour le
cache L2 (inférieure au degré d’associativité et donc x est présente dans la seconde
voie). Si maintenant nous regardons au même point de programme la distance
de réutilisation dans un ensemble de la référence x, lors de l’exécution le long du
pire chemin, cette valeur est de 2 dans le L1 (identique à l’analyse statique) et
également de 2 dans le L2 (supérieure à l’analyse statique et source du problème
de sûreté). En résumé, l’analyse statique sous-estime dans cet exemple la distance
de réutilisation dans un ensemble de la référence x.
La propagation systématique des accès à succès non garantis, que nous appel-
lerons incertain par la suite, est à l’origine de la sous-estimation de la distance
de réutilisation dans un ensemble. Cette sous-estimation peut conduire l’analyse
statique à déterminer plus de succès de cache dans le niveau suivant, comparati-
vement à l’exécution dans le pire cas.
Nous verrons dans la suite de ce chapitre comment détecter et prendre en
compte les accès incertains lors de l’analyse et ainsi garantir la sûreté de l’esti-
mation du pire temps d’exécution.
2.3 Analyse statique des hiérarchies de caches
non-inclusives
Dans cette partie, nous nous intéressons à l’analyse des hiérarchies de caches
non-inclusives. Plus précisément, nous considérons des hiérarchies vériﬁant les
quatre propriétés suivantes :
P1. Une information est recherchée dans le cache de niveau ℓ si et seulement
si un défaut de cache se produit dans le cache de niveau ℓ− 1 sauf pour le
cache de premier niveau qui est toujours accédé ;
P2. L’âge des lignes de cache contenues dans le niveau ℓ est mis à jour, en
fonction de la politique de remplacement de cache, à chaque fois qu’un accès
se produit au niveau ℓ ;
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P3. À chaque fois qu’un défaut de cache se produit au niveau ℓ, la ligne
de cache contenant l’information provoquant ce défaut est intégralement
chargée dans le cache de niveau ℓ ;
P4. Il n’y a aucune autre action sur le contenu des caches (i.e. recherches,
modiﬁcations, invalidations. . . ) autres que celles mentionnées ci-dessus.
2.3.1 Vue d’ensemble de l’analyse
Tout comme [68], notre analyse statique des hiérarchies de caches non-inclusives
s’applique sur chaque niveau de cache de façon séquentielle en parcourant la
hiérarchie à partir du cache de premier niveau. L’approche consiste à analyser
le cache de premier niveau aﬁn de déterminer le comportement pire cas dans
ce niveau, pour toutes les références mémoire. À la suite de cette analyse, une
classiﬁcation de comportement (nommée CDC et constituée des classiﬁcations
Always-Hit (AH), Always-Miss (AM), First-Miss (FM) et Not Classified (NC)
déﬁnies dans [34, 101] et présentée dans le chapitre 1, section 1.4.4) pour le pre-
mier niveau de cache est associée à chaque référence mémoire. Cependant, comme
nous avons pu le remarquer précédemment, cette classiﬁcation seule ne permet
pas de modéliser simplement et de façon sûre le comportement pire cas des ac-
cès mémoire dans l’ensemble de la hiérarchie en raison des accès incertains. En
d’autres termes, elle ne permet pas en général de déterminer si un accès à une
référence mémoire peut se produire ou non dans le niveau suivant.
Aﬁn de prendre en compte le comportement induit par les accès incertains,
nous introduisons une nouvelle classiﬁcation : la classiﬁcation d’accès au cache
(CAC). Celle-ci permet de déterminer si un accès est garanti de se produire, de
ne pas se produire ou encore s’il est incertain dans un niveau de cache donné. La
combinaison de la classiﬁcation de comportement et de la classiﬁcation d’accès
au cache d’un niveau est utilisée comme une entrée de l’analyse de cache du
niveau suivant dans la hiérarchie mémoire. Une fois que tous les niveaux ont été
analysés, la classiﬁcation de comportement de chaque niveau est utilisée pour
estimer le pire temps d’exécution. La ﬁgure 2.2 illustre la structure de notre
analyse de la hiérarchie mémoire. Le symbole
⊕
représente la fonction combinant
la classiﬁcation de comportement avec la classiﬁcation d’accès au cache dont le
résultat est un paramètre de l’analyse du niveau inférieur.
2.3.2 La classification d’accès au cache (CAC)
Aﬁn de déterminer si une référence mémoire accède à un niveau de cache
donné, nous introduisons le concept de classification d’accès au cache (CAC).
Cette classiﬁcation correspond à une formalisation du ﬁltrage des accès et est
utilisée par la suite comme une entrée de l’analyse de cache de chaque niveau

























Fig. 2.2: Vue d’ensemble de l’analyse statique de hiérarchies de caches non-inclusives.
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pour décider si l’accès doit être pris en compte ou non lors de l’analyse. Elle est
associée à chaque référence mémoire et ce pour chaque niveau de cache. Elle est
composée des quatre éléments de classiﬁcation suivants :
– Never (N) : l’accès à la référence mémoire ne se produit jamais à ce niveau
de cache ;
– Always (A) : l’accès à la référence mémoire se produit toujours à ce niveau
de cache ;
– Uncertain-Never (U-N) : l’accès à la référence mémoire peut se produire ou
non lors du premier accès mais les accès suivants ne se produisent jamais à
ce niveau de cache ;
– Uncertain (U) : l’accès à la référence mémoire peut se produire mais sans
certitude à ce niveau de cache.
La classiﬁcation d’accès au cache pour une référence r au niveau de cache ℓ
(noté CACr,ℓ) dépend d’une part du ﬁltrage réalisé par le niveau de cache précé-
dent, information obtenue par la classiﬁcation de comportement de la référence
r au niveau ℓ− 1 (noté CDCr,ℓ−1) ainsi que le ﬁltrage réalisé par l’ensemble des
niveaux précédents le niveau ℓ − 1, information véhiculée par la classiﬁcation
d’accès au cache du niveau ℓ− 1 (CACr,ℓ−1).
Pour le cas particulier du premier niveau de la hiérarchie, la classiﬁcation
d’accès au cache est toujours égale à Always car tous les accès accèdent le cache
de premier niveau. L’autre cas, occasionnant une classiﬁcation Always, se produit
quand la CACr,ℓ−1 et la CDCr,ℓ−1 sont respectivement égales à Always et Always-
Miss. Dans cette conﬁguration, nous avons la garantie que l’accès à la référence
r provoquera toujours un accès au cache de niveau ℓ.
Inversement, CACr,ℓ est égale à Never lorsque la CDCr,ℓ−1 est Always-Hit .
En d’autres termes, nous avons la garantie que l’accès à la référence r ne produira
pas d’accès au niveau ℓ car un succès de cache est garanti dans le niveau ℓ−1. La
seconde possibilité pour avoir CACr,ℓ égale à Never se produit quand CACr,ℓ−1
est également égale à Never, ce qui signiﬁe qu’une classiﬁcation Always-Hit est
présente dans un des niveaux précédents.
L’ensemble des autres combinaisons entre la CACr,ℓ−1 et la CDCr,ℓ−1 produit
soit une classiﬁcation d’accès Uncertain soit Uncertain-Never exprimant ainsi
l’incertitude que l’accès s’eﬀectue au cache de niveau ℓ et permet de ce fait de
capturer la notion d’accès incertain. Cette information est utilisée par la suite
pour modéliser le comportement des accès incertains lors de l’analyse de cache de
chaque niveau en explorant conjointement le cas où l’accès est propagé et celui
où il ne l’est pas aﬁn de garantir la sûreté de l’analyse.
Concernant la classiﬁcation d’accès Uncertain-Never, elle représente un cas
particulier de la classiﬁcation Uncertain induit par la détection d’une classiﬁca-
tion de comportement First-Miss dans un niveau précédent de la hiérarchie de
caches. La présence d’une classiﬁcation First-Miss dans un niveau précédent est
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ainsi conservée au sein de la classiﬁcation d’accès sans surcoût supplémentaire.
Cette information n’est pas directement utilisée par notre analyse de hiérarchie
de caches, elle sera utilisée ensuite par les analyses, portant sur les architectures
multi-cœur, présentées dans le chapitre 3.
L’ensemble des cas possibles pour la classiﬁcation d’accès au cache du niveau
ℓ en fonction des classiﬁcations du niveau précédent (CACr,ℓ−1 et CDCr,ℓ−1) est
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Tab. 2.1: Classiﬁcation d’accès au cache de niveau ℓ (CACr,ℓ)
Le contenu du tableau motive le besoin de la classiﬁcation d’accès au cache.
En eﬀet, dans le cas d’un Always-Miss au niveau ℓ− 1, déterminer si l’accès doit
être considéré au niveau ℓ requiert plus d’informations que ce que peut fournir la
classiﬁcation de comportement. Si la référence est toujours propagée au niveau
ℓ− 1 (CACr,ℓ−1 = A) alors elle doit également l’être au niveau ℓ, tandis que si la
référence est incertaine au niveau ℓ − 1 (CACr,ℓ−1 = U ou CACr,ℓ−1 = U − N),
elle doit dans ce cas également être considérée comme incertaine au niveau ℓ.
2.3.3 Prise en compte de la classification d’accès lors de
l’analyse d’un niveau de cache
L’introduction de la classiﬁcation d’accès au cache amène une nouvelle dimen-
sion aux analyses de caches existantes [69, 101] opérant sur un niveau de cache
unique. Dans ces analyses, la notion d’accès incertains n’avait nullement besoin
d’exister, car le cache de premier niveau est accédé lors de chaque accès. Par
contre, pour analyser les niveaux inférieurs de la hiérarchie, prendre en compte
les accès incertains devient une nécessité vis-à-vis de la sûreté de l’estimation du
pire temps d’exécution.
Aﬁn de les prendre en compte lors de l’analyse, notre approche consiste à
étendre une analyse de cache mono-niveau existante en y incorporant les infor-
mations véhiculées par la classiﬁcation d’accès au cache. Nous nous basons sur
l’analyse mono-niveau [101] détaillée précédemment (chapitre 1, section 1.4.4)
pour ces propriétés mathématiques liées à l’utilisation de l’interprétation abs-
traite [25, 26]. Pour rappel, cette dernière déﬁnit trois analyses statiques : Must,
May et Persistence aﬁn de déterminer si une référence est assurément présente
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dans le cache, peut être présente dans le cache ou bien si elle est persistante dans
le cache après y avoir été préalablement chargée.
Chaque analyse déﬁnit, en accord avec sa sémantique, deux fonctions nom-
mées Update et Join. La fonction Update modélise la mise à jour des informations
contenues dans le cache suite à un accès. Elle prend en entrée la référence mé-
moire accédée et l’état du cache abstrait modélisant le contenu du cache avant
l’accès (ACSin) et retourne l’état de cache abstrait (ACSout) représentant l’état
du cache après l’accès. La fonction Join quant à elle, permet de fusionner deux
états de caches abstraits distincts en un seul lorsqu’un bloc de base à plus d’un
prédécesseur, comme par exemple au point de re-convergence d’une structure
conditionnelle. Pour l’analyse Must, elle conserve l’âge maximal de chaque réfé-
rence mémoire présente dans les deux états abstraits de caches. Pour l’analyse
Persistence, elle conserve l’âge maximal de chaque référence présente dans au
moins un des deux états abstraits de caches. Réciproquement pour l’analyse May,
elle conserve l’âge minimal de chaque référence présente dans au moins un des
deux états de caches abstraits.
L’extension de [101] au cas des hiérarchies de caches nécessite de prendre en
compte les informations fournies par la classiﬁcation d’accès au cache. Celles-ci
concernant les accès au cache, il est naturel de prendre en compte cette classiﬁ-
cation lors de chaque appel à la fonction Update. Pour ce faire, nous redéﬁnissons
cette fonction, que nous appellerons Updatem par la suite, pour la diﬀérencier de
la fonction originale, pour chaque classiﬁcation d’accès au cache.
– Always. Pour cette classiﬁcation, l’accès à la référence r se produit toujours
et de ce fait la fonction Update d’origine peut être directement utilisée.
ACSout = Update(ACSin, r) donc, Updatem ⇔ Update
– Never. Pour cette classiﬁcation, l’accès à la référence r ne se produit ja-
mais. Ce type d’accès doit donc être ignoré lors de l’analyse :
ACSout = ACSin donc, Updatem ⇔ fonction identité
– Uncertain ou Uncertain-Never. Pour ces classiﬁcations reﬂétant le cas
des accès incertains, l’analyse doit prendre en compte les deux comporte-
ments possibles produisant chacun un état abstrait de cache :
– L’accès est eﬀectué, le résultat est équivalent au cas des accès classiﬁés
Always ;
– L’accès n’est pas eﬀectué, le résultat est équivalent au cas des accès clas-
siﬁés Never.
Pour obtenir l’état abstrait de cache résultant d’un accès incertain, nous
fusionnons ensuite ces deux états abstraits de caches avec la fonction Join,
comme illustré par la ﬁgure 2.3.
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ACSout = Join(Update(ACSin, r), ACSin) donc,
Updatem(ACSin, r) ⇔ Join(Update(ACSin, r), ACSin)
in











,ACSUpdate(ACS   ,r)in   
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Update(ACS   ,r)
Fig. 2.3: Traitement des accès incertains. L’analyse prend en paramètre l’état de cache abstrait
avant l’accès puis explore les deux possibilités : l’accès se produit (branche de gauche) et l’accès
ne se produit pas (branche de droite) produisant alors deux états de caches abstraits distincts.
Le traitement se poursuit en appliquant la fonction Join sur les deux états de cache abstraits
servant à produire l’état de cache abstrait résultant de l’accès incertain.
L’utilisation des fonctions Update et Join initiales, lors de la déﬁnition de la
fonction Updatem, permet de s’abstraire de la sémantique de chacune des analyses,
celle-ci étant assurée par les fonctions initiales.
2.3.4 Sûreté de l’analyse
Concernant la sûreté de la classiﬁcation de comportement, celle-ci est garantie
de façon évidente pour les accès de type Always par la fonction Update initiale
et pour les accès de type Never car ils ne modiﬁent pas l’état abstrait de cache.
Pour les accès incertains, la sûreté est également assurée grâce à la conservation
de la sémantique de chacune des analyses. Pour les analyses Must et Persistence,
la fonction Updatem maintient bien l’âge maximal dans l’état abstrait de cache
de chaque référence mémoire par l’utilisation de la fonction Join appliquée sur
les deux états abstraits de caches résultant du cas où l’accès se produit et de
celui où il ne se produit pas. De façon similaire, pour l’analyse May, c’est l’âge
minimal qui est maintenu. La sûreté est ainsi garantie par la fonction Updatem
pour chacun des diﬀérents types d’accès et ce pour chacune des analyses.
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2.3.5 Terminaison de l’analyse
Les auteurs de [101] montrent que le domaine des états de cache abstraits
est ﬁni et que les fonctions Update et Join sont monotones pour chacune des
analyses. La condition des chaînes ascendantes (dans un domaine ﬁni, toutes les
chaînes ascendantes sont ﬁnies) leur permet alors de prouver la terminaison du
calcul de point ﬁxe de chaque analyse.
Dans notre approche, l’unique modiﬁcation par rapport à [101] pour l’analyse
d’un niveau de cache porte sur la fonction Update avec la prise en compte de la
classiﬁcation d’accès au cache. Pour montrer la terminaison de notre analyse, il
nous suﬃt donc de montrer que la fonction Updatem est monotone.
Preuve : Chaque référence mémoire à une classiﬁcation d’accès au cache
constante pour un niveau donné. Il nous faut donc montrer que la fonction
Updatem est monotone pour chaque classiﬁcation d’accès :
– Classiﬁcation Always : la fonction Updatem est équivalente à la fonction
Update donc elle est monotone ;
– Classiﬁcation Never : la fonction Updatem est équivalente à la fonction
identité donc elle est monotone ;
– Classiﬁcation Uncertain ou Uncertain-Never : la fonction Updatem est une
composition des fonctions Update et Join. Comme la composition de fonc-
tions monotones est également monotone, Updatem est monotone.
⊓⊔
2.3.6 Exemple
Reprenons l’exemple étudié précédemment, montrant le problème de sûreté
lié aux accès incertains (section 2.2), en y appliquant cette fois notre analyse de
cache multi-niveaux. Le tableau de la ﬁgure 2.4 présente pour chacun des deux
niveaux de cache :
– la classiﬁcation d’accès au cache (CAC) de chaque référence mémoire ;
– le contenu des états abstraits de cache, une fois le point-ﬁxe atteint, avant
et après avoir eﬀectué l’accès à la référence mémoire et ce pour les analyses
May et Must ;
– la classiﬁcation de comportement de chaque référence mémoire.
Au point de programme p1, la référence mémoire x n’est ni dans l’état abstrait
de cache de l’analyse May, ni dans celui de l’analyse Must du L1. La classiﬁcation
de comportement est donc Always-Miss et la classiﬁcation d’accès au cache L2
est Always produisant alors un accès systématique au L2.
Au point p2, la référence x est présente dans l’état abstrait de cache de l’ana-
lyse Must, amenant une classiﬁcation de comportement Always-Hit dans le L1 et
une classiﬁcation Never pour l’accès au L2, ce qui a pour eﬀet de ne pas modiﬁer
le contenu des l’états abstraits de cache du L2.
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Au point p3, source du problème de sûreté, la référence x est présente uni-
quement dans l’état abstrait de cache de l’analyse May du cache L1. La classi-
ﬁcation de comportement vis-à-vis du L1 est donc Not Classified et la classiﬁ-
cation d’accès au cache L2 est Uncertain. Au niveau du L2, la référence x est
présente dans l’état de cache abstrait de l’analyse Must donnant ainsi la clas-
siﬁcation de comportement Always-Hit. Regardons plus précisément la mise à
jour des états de cache abstraits du L2 provoquée par la classiﬁcation Uncer-
tain. Pour l’analyse May, la fonction Join est appliquée entre {a} | {x} (l’état
si l’accès ne se produit pas) et {x} | {a} (l’état si l’accès se produit) donnant
alors l’état {x, a} | {} . Pour l’analyse Must, les états de cache abstraits, si l’ac-
cès se produit ou non, sont identiques à l’analyse May, ce qui donne en résultat
Join( {a} | {x} , {x} | {a} ) = {} | {a, x} .
Nous pouvons remarquer que pour l’analyse May, déterminant si une réfé-
rence mémoire peut être présente dans un niveau de cache, l’âge de la référence
x est mis à jour sans modiﬁer l’âge des autres références mémoire, assurant ainsi
la conservation d’un âge minimal lors de l’analyse (à l’exécution l’âge est supé-
rieur ou égal à celui de l’analyse May). Réciproquement, pour l’analyse Must,
la conservation de l’âge maximal est assurée en présence d’accès incertains. La
distance de réutilisation n’est donc pas sous-estimée pour les analyses conservant
l’âge maximal et n’est pas sur-estimée pour les analyses conservant l’âge minimal.
L’étude expérimentale concernant cette analyse est réalisée à la ﬁn du chapitre
(section 2.8) aﬁn d’eﬀectuer une comparaison entre les diﬀérentes politiques de
gestion de hiérarchie de caches.
2.3.7 Analyse indépendante des différents niveaux de
caches de la hiérarchie mémoire
L’analyse des hiérarchies de caches non-inclusives telle qu’elle est présentée
ci-dessus, est appliquée de façon séquentielle sur tous les niveaux de caches de
la hiérarchie. Le parcours débute par le premier niveau de cache et le résultat
de l’analyse de ce dernier est nécessaire pour déterminer la classiﬁcation d’accès
au cache et assurer ainsi la sûreté de l’analyse du niveau suivant. La dépendance
entre un niveau de cache et le suivant est donc uniquement dû à la modélisation
du ﬁltrage de chaque accès, information véhiculée par la classiﬁcation d’accès au
cache.
Nous avons introduit cette classiﬁcation aﬁn de capturer la notion d’accès
incertain par l’intermédiaire de la classiﬁcation Uncertain. Les autres éléments de
cette classiﬁcation (Always, Never et Uncertain-Never) peuvent être vus comme
un raﬃnement de cette dernière. Prenons par exemple la classiﬁcation Always, sa
sémantique indique que l’accès à toujours lieu dans un niveau de cache donné, ce




























































b et d sont projetées dans :
− le même ensemble du L1
− un ensemble différent du L2
a et c sont projetées dans :
− le même ensemble du L1
− le même ensemble du L2





Cache abstrait L2 CDCCAC
Fig. 2.4: Exemple du résultat de l’analyse statique des hiérarchies de caches non-inclusives.
Cet exemple montre le résultat du traitement des accès à la référence x classifiés Always (p1),
Never (p2) et Uncertain (p3), lors de l’analyse Must et May.
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qui est bien sûr plus précis que celle des accès classiﬁés Uncertain indiquant que
l’accès peut avoir lieu. Cependant, un accès ayant toujours lieu peut être considéré
comme un accès pouvant avoir lieu lors de l’analyse de cache sans mettre en défaut
sa sûreté.
Nous avons bien la classiﬁcation Always qui est un raﬃnement de la classiﬁ-
cation Uncertain notée Always ≺ Uncertain et signiﬁant que les accès classiﬁés
Always peuvent être interprétés comme des accès classiﬁés Uncertain sans aﬀecter
la sûreté de l’analyse. En suivant un raisonnement similaire pour les autres classiﬁ-
cations, nous obtenons : Never ≺ Uncertain et Uncertain−Never ≺ Uncertain.
Dès lors, en considérant tous les accès mémoire comme ayant une classiﬁca-
tion Uncertain, pour tous les niveaux de cache à l’exception du premier niveau,
l’analyse de chaque niveau de cache devient indépendante du résultat de l’analyse
des niveaux précédents sans remettre en cause la sûreté de l’analyse hiérarchique.
Évidemment, considérer l’ensemble des accès à un niveau comme ayant une
classiﬁcation Uncertain dégrade potentiellement la précision de l’analyse dû à la
perte d’information sur les références mémoire accédant eﬀectivement ce niveau
de cache. Néanmoins, l’intérêt principal de cette indépendance, pour l’analyse des
hiérarchies de caches non-inclusives, est la possibilité de pouvoir eﬀectuer l’analyse
de chaque niveau en parallèle permettant ainsi de réduire de façon signiﬁcative
le temps de calcul nécessaire à l’analyse.
Regardons maintenant plus en détail l’impact qualitatif de cette considération
(CAC = U) sur chacune des analyses pour un cache de niveau ℓ ≥ 2 :
– analyse May. Cette analyse permet de déterminer si une référence mé-
moire est absente du cache (Always-Miss) ou si elle peut être présente (Not
Classified). Comme chaque accès est classiﬁé Uncertain et que l’analyse
May conserve l’âge minimal dans le cache de chacune des références, le
résultat de l’analyse produit une classiﬁcation Not Classified pour chaque
référence, excepté pour le premier accès à une ligne de cache où la clas-
siﬁcation sera Always-Miss. Le premier accès à une ligne de cache peut,
sans remettre en cause la sûreté de l’analyse, être classiﬁé Not Classified
ce qui permet d’éviter l’analyse May lors d’une analyse indépendante des
diﬀérents niveaux.
– analyse Must. Cette analyse détermine si une référence mémoire est tou-
jours présente dans le cache (Always-Hit). Aﬁn de mieux visualiser le trai-
tement d’une référence mémoire classiﬁée Uncertain, prenons un état de
cache abstrait initialement vide et un accès mémoire à la référence x.
Lors du traitement de cet accès, la fonction Updatem applique la fonc-
tion Join entre {} | {} (l’état de cache abstrait si l’accès n’est pas réa-
lisé) et {x} | {} (l’état de cache abstrait si l’accès est réalisé). Pour l’ana-
lyse Must, la fonction Join maintient l’âge maximal d’une référence mé-
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moire présente dans les deux états de cache abstraits. Dans notre cas,
Updatem = Join( {} | {} , {x} | {} ) = {} | {} . L’analyseMust devient de
ce fait inexploitable car elle ne conserve aucune référence dans les états de
cache abstraits ne pouvant ainsi classiﬁée aucune référence mémoire comme
Always-Hit .
La perte de cette information, pour les niveaux de caches autres que le pre-
mier niveau, a un impact minime sur la précision de l’analyse. En eﬀet l’ana-
lyseMust détecte principalement la localité spatiale liée aux accès successifs
à des références mémoire contenues dans une même ligne de cache. Or, si la
taille des lignes de cache des diﬀérents niveaux est la même, l’analyse Must
du cache de premier niveau (où tous les accès sont classiﬁés Always pour
le premier niveau) détecte déjà l’intégralité de la localité spatiale capturée
par la hiérarchie de caches.
Si la taille des lignes de cache des niveaux suivants est plus grande, prenons
par exemple deux fois plus grandes (deux lignes de cache du premier niveau
sont regroupées dans une ligne de cache du second niveau), l’accès à une
référence contenue dans la première ligne garantit ensuite la présence dans
le second niveau de la ligne de cache. L’accès à la deuxième ligne produit
un défaut dans de le cache de premier niveau et un succès dans le cache
de second niveau grâce à la régularité des accès aux instructions. L’analyse
est par contre dans l’incapacité de capturer ce succès à cause de la clas-
siﬁcation Uncertain. Ce pessimisme peut être en partie compensé par un
post traitement intra bloc de base changeant la classiﬁcation de comporte-
ment des accès successifs (sauf le premier accès) à une même ligne de cache
en Always-Hit lors de l’analyse d’architecture ne souﬀrant pas d’anomalie
temporelle [61, 104, 87].
– analyse Persistence. Cette analyse détermine si une référence mémoire
n’est pas évincée après avoir été préalablement chargée dans le cache (First-
Miss). Cette fois encore, regardons le traitement de la fonction Updatem
basée sur la fonction Join aﬁn de visualiser l’impact des références mé-
moire classiﬁées Uncertain. Reprenons le même exemple que précédem-
ment, à savoir un état de cache abstrait vide et un accès à la référence
mémoire x. Pour l’analyse Persistence, la fonction Join maintient l’âge
maximal d’une référence mémoire présente dans au moins un des deux
états de cache abstraits. Nous obtenons, dans cet exemple, Updatem =
Join( {} | {} {} , {x} | {} {} ) = {x} | {} {} . À la diﬀérence de l’ana-
lyse Must, la référence mémoire est contenue dans l’état de cache abstrait
résultant permettant ainsi de détecter une partie de la localité temporelle
capturée par le cache de chaque niveau. Prenons un second exemple où cette
fois-ci l’état de cache abstrait contient déjà la référence x dans la seconde
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voie. la fonction Updatem devient alors :
Updatem = Join( {} | {x} {} , {x} | {} {} ) = {} | {x} {}
Ce second exemple met en évidence le fait que l’âge d’une référence mémoire
déjà présente dans l’état de cache abstrait n’est pas mis à jour lors d’un
accès à une référence mémoire classiﬁée Uncertain. Ce comportement réduit
la capacité à détecter la localité temporelle capturée par le cache de chaque
niveau.
L’indépendance entre les niveaux de cache lors de l’analyse de la hiérarchie
mémoire permet donc d’analyser chaque niveau en parallèle en appliquant uni-
quement les analyses Must et Persistence sur le cache de premier niveau et l’ana-
lyse Persistence sur les niveaux suivants. Bien que qualitativement, la perte de
précision semble importante, nous verrons lors de l’évaluation de performance
(section 2.8.2.2) que la perte réelle de précision peut s’avérer négligeable dans de
nombreux cas, en fonction de la structure du code analysé et de la structure de
la hiérarchie mémoire.
2.4 Analyse statique des hiérarchies de caches
inclusives
2.4.1 Fonctionnement et propriétés
Le comportement des hiérarchies de caches inclusives est similaire aux hiérar-
chies de caches non-inclusives. Lors d’un accès à une référence mémoire, la ligne
de cache contenant la référence mémoire est chargée dans tous les niveaux de
cache où un défaut de cache se produit. Une hiérarchie de caches inclusive fournit
tout de même une propriété supplémentaire entre les diﬀérents niveaux de caches
de la hiérarchie : l’inclusion. Plus précisément, tout le contenu d’un niveau de
cache est inclus dans le contenu de chacun des niveaux inférieurs de la hiérarchie.
Pour assurer la propriété d’inclusion, poser des hypothèses sur la structure des
diﬀérents caches de la hiérarchie n’est pas une condition suﬃsante [7] pour des
caches associatifs par ensembles disposant tous d’une politique de remplacement
LRU. Aﬁn d’illustrer ce propos, prenons la chaîne d’accès [a, b, a, c] ainsi que
deux niveaux de caches disposant chacun d’un degré d’associativité de deux.
Chacune des références mémoire est projetée dans le même ensemble dans les
deux niveaux. La ﬁgure 2.5 présente la chaîne d’accès ainsi que le contenu des
caches (concrets) avant et après chaque référence, en considérant initialement que
les deux niveaux de caches sont vides. Le fait de référencer en alternance a permet
son maintien dans le cache de premier niveau sans propager l’accès et donc sans
mettre à jour son âge dans le second niveau. Ainsi, après l’accès à la référence c, la
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référence a est évincée du second niveau alors qu’elle est toujours présente dans le
premier niveau, mettant ainsi en défaut la propriété d’inclusion. Ce phénomène
est reproductible pour des degrés d’associativité plus grands en augmentant le
nombre d’alternances à la référence a montrant ainsi qu’aucune propriété sur la















Fig. 2.5: Exemple du traitement d’une chaîne d’accès montrant que des hypothèses sur la
structure de la hiérarchie de caches ne permettent pas de garantir la propriété d’inclusion. Après
avoir effectué tous les accès, la référence a est présente dans le cache L1 mais ne l’est pas dans
le cache L2.
Aﬁn de maintenir l’inclusion, un mécanisme additionnel est alors requis par
rapport aux hiérarchies de caches non-inclusives. Un procédé d’invalidation des
lignes de caches est généralement employé pour maintenir cette propriété.
La ﬁgure 2.6 reprend l’exemple précédent en illustrant le mécanisme d’inva-
lidation requis lors de l’accès à la référence mémoire c pour garantir l’inclusion.
Cet exemple montre une méthode performante d’invalidation évitant la création
de blocs de cache vides dans le cache de premier niveau. Pour ce faire, lorsque
l’accès produit un défaut dans le cache de premier niveau, l’accès est propagé au
second niveau. La référence mémoire étant également absente du second niveau,
la ligne de cache, qui sera évincée lors du chargement de la référence c, est d’ores
et déjà connue, grâce à la politique de remplacement, permettant ainsi de faire
l’invalidation de cette ligne dans le niveau supérieur. La ligne de cache contenant
la référence c peut alors prendre le bloc de cache libéré par l’invalidation dans le
cache de premier niveau, évitant ainsi de laisser des blocs de cache vides issus du
mécanisme d’invalidation.
Les hypothèses, précédemment introduites, sur le fonctionnement des hiérar-
chies de caches non-inclusives ne sont pas toutes directement utilisables pour les
hiérarchies de caches inclusives dû à l’ajout du mécanisme d’invalidation. Nous
considérons des hiérarchies de cache inclusives vériﬁant les propriétés suivantes :
P1. Une information est recherchée dans le cache de niveau ℓ si et seulement
si un défaut de cache se produit dans le cache de niveau ℓ− 1 sauf pour le
cache de premier niveau qui est toujours accédé ;
P2. L’âge des lignes de cache contenues dans le niveau ℓ est mis à jour, en
fonction de la politique de remplacement de cache, à chaque fois qu’un accès
est propagé au niveau ℓ ;












Fig. 2.6: Exemple du mécanisme d’invalidation servant à forcer l’inclusion lorsqu’une référence
est évincée d’un niveau de cache. Sur cet exemple, la référence a est évincée du cache L2 lors
de l’accès à la référence c. Le mécanisme d’invalidation libère le bloc de cache du L1 contenant
cette référence, et permet ainsi d’y stocker la référence c tout en garantissant l’inclusion.
P3. A chaque fois qu’un défaut de cache se produit au niveau ℓ, la ligne
de cache contenant l’information provoquant ce défaut est intégralement
chargée dans le cache de niveau ℓ ;
P4. L’invalidation d’une ligne de cache cl au niveau ℓ se produit quand cl est
évincée d’un niveau ℓ′ > ℓ ;
P5 Il n’y a aucune autre action sur le contenu des caches (i.e. recherches,
modiﬁcations. . . ) autres que celles mentionnées ci-dessus.
Les propriétés P1, P2 et P3 sont inchangées par rapport à celles déﬁnies pour
les hiérarchies de caches non-inclusives tandis que les propriétés P4 et P5 sont
une relaxation de la propriété P4 aﬁn d’autoriser le mécanisme d’invalidation.
Concernant la propriété P2, l’invalidation d’une ligne de cache dans un niveau ℓ
n’est pas assimilable à un accès propagé dans le niveau ℓ et ne modiﬁe donc pas
l’âge des autres lignes de caches présentes dans ce niveaux.
2.4.2 Problématique de l’analyse
Par rapport à l’analyse des hiérarchies de caches non-inclusives, il nous faut
en plus pour les hiérarchies de caches inclusives intégrer le mécanisme d’invali-
dation servant au maintien de la propriété d’inclusion. La prise en compte de ce
mécanisme requiert la connaissance des lignes de cache potentiellement évincées
en chaque point de programme par les diﬀérents niveaux de la hiérarchie. Cette
information n’étant disponible qu’une fois tous les niveaux de cache analysés,
nous proposons de prendre en compte les eﬀets du mécanisme d’invalidation lors
d’un post traitement, en modiﬁant la classiﬁcation de comportement des accès
aux lignes de cache potentiellement invalidées.
Cependant, cette modiﬁcation de la classiﬁcation de comportement pour un
niveau de cache n’est pas sans eﬀet sur l’analyse des niveaux suivants. En eﬀet,
nous avons vu précédemment que la classiﬁcation d’accès au cache, servant à mo-
déliser le ﬁltrage des accès, est directement liée à la classiﬁcation de comportement
des accès mémoire.
Nous observons donc une dépendance circulaire entre d’une part, la classiﬁca-
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tion d’accès au cache utilisée pour analyser les niveaux suivants et d’autre part, le
résultat de l’analyse des niveaux suivants nécessaire pour déterminer les lignes de
cache à invalider dans les niveaux précédents de la hiérarchie. La prise en compte
des invalidations modiﬁe la classiﬁcation de comportement des accès et donc par
eﬀet de bord la classiﬁcation d’accès au cache des niveaux suivants.
Aﬁn de casser cette dépendance circulaire, nous reprenons la méthode précé-
dente (paragraphe 2.3.7) permettant de rendre l’analyse de chaque niveau indé-
pendante en utilisant la classiﬁcation d’accès au cache Uncertain pour toutes les
références mémoire et ce pour tous les niveaux de cache à l’exception du premier
niveau.
2.4.3 Vue d’ensemble de l’analyse
L’analyse se déroule en commençant par l’analyse de chacun des niveaux
comme pour l’analyse des hiérarchies de caches non-inclusives en ignorant les
invalidations. Le résultat de l’analyse de chaque niveau est utilisé par la suite
pour détecter l’ensemble des lignes de cache potentiellement évincées en chaque
point de programme, et ce pour chacun des niveaux à l’exception du premier
niveau (ce dernier ne pouvant pas être à l’origine de l’invalidation d’une ligne
de cache). La modélisation du procédé d’invalidation revient alors à modiﬁer la
classiﬁcation de comportement des références mémoire contenues dans l’ensemble
des lignes de cache potentiellement évincées des niveaux inférieurs. La ﬁgure 2.7
illustre la structure de notre analyse pour les hiérarchies de caches inclusives.
Comparativement à l’analyse précédente, nous pouvons observer la présence du
post traitement remontant les lignes de caches potentiellement évincées par les
niveaux inférieurs de la hiérarchie (opérateur U©) aﬁn de modiﬁer la classiﬁcation
de comportement pour tenir compte des invalidations (opérateur I©).
2.4.4 Détection des lignes potentiellement évincées
L’ensemble des lignes de cache potentiellement évincées par un niveau de cache
ℓ en un point de programme p, noté PossiblyEvictedℓ,p, est une information pro-
duite lors de l’analyse de cache de chacun des niveaux par l’analyse Persistence.
Cette analyse permet de déterminer si une ligne de cache ne sera pas évincée
après avoir été préalablement chargée. La mise en œuvre de cette analyse utilise
une voie virtuelle ajoutée à chaque ensemble de l’état de cache abstrait. Une fois
l’analyse eﬀectuée, cette voie contient l’ensemble des lignes de cache potentielle-
ment évincées en un point de programme pour le niveau analysé. Par conséquent,
la détection des lignes de cache potentiellement évincées ne nécessite pas la déﬁ-
nition d’une nouvelle analyse, les états de cache abstraits de l’analyse Persistence
sont suﬃsants pour calculer l’ensemble PossiblyEvictedℓ,p.






















































Fig. 2.7: Vue d’ensemble de l’analyse statique de hiérarchies de caches inclusives.
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2.4.5 Modélisation du procédé d’invalidation : modifica-
tion de la classification de comportement
L’analyse de cache de chacun des niveaux est eﬀectuée sans prendre en compte
les invalidations nécessaires au maintien de la propriété d’inclusion. La classiﬁca-
tion de comportement ainsi obtenue doit donc être modiﬁée, pour intégrer l’eﬀet
du mécanisme d’invalidation, en utilisant les lignes de cache potentiellement évin-
cées par chacun des niveaux inférieurs de la hiérarchie.
Pour chaque niveau de cache ℓ, point de programme p et référence mémoire r
contenue dans une ligne de cache cl, si la classiﬁcation de comportement de r est
Always-Hit ou First-Miss et que cl appartient à l’ensemble PossiblyEvictedℓ′,p
avec ℓ′ > ℓ, alors la classiﬁcation de comportement de r doit être changée en
Not Classified représentant ainsi le fait que la ligne de cache est potentiellement
invalidée avant l’accès à la référence r. La classiﬁcation Not Classified est utilisée
à la place de la classiﬁcation Always-Miss pour garantir la sûreté de l’analyse car
l’ensemble PossiblyEvictedℓ′,p est un sur ensemble des lignes de cache pouvant
être invalidées à l’exécution. Plus formellement, la classiﬁcation de comportement
de la référence mémoire r dans un niveau de cache ℓ est modiﬁée en Not Classified
si :




Finalement, l’invalidation des lignes de cache provoque un eﬀet indirect sur
toutes les références mémoire disposant de la classiﬁcation de comportement
Always-Miss. Cette classiﬁcation est obtenue sans prendre en compte l’invali-
dation des lignes de cache. Hors, dû au mécanisme d’invalidation, une référence r
peut être classiﬁée Always-Miss par l’analyse en étant pourtant présente dans le
cache. L’exemple de la ﬁgure 2.6 montre que la référence b a sa durée de vie dans
le cache prolongée, comparativement à une hiérarchie non-inclusive, dû à l’inva-
lidation de la référence a. Étant donné que l’ensemble des lignes potentiellement
évincées est une sur-approximation, déterminer précisément si r produira un suc-
cès ou un défaut s’avère impossible. Pour garantir la sûreté, la classiﬁcation de
comportement Always-Miss doit donc être modiﬁée en Not Classified pour toutes
les références mémoire dans tous les niveaux de cache.
2.4.6 Raffinement de l’analyse
Cette modiﬁcation de la classiﬁcation de comportement peut s’avérer trop
pessimiste pour le cache de premier niveau. En eﬀet, cette modiﬁcation ne tient
pas compte de la localité spatiale principalement capturée par le premier niveau
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de la hiérarchie. À ce niveau, les accès mémoire sont toujours eﬀectués et de ce
fait, lors d’un accès à une ligne de cache précédemment invalidée, seul le premier
accès à cette ligne, lors d’une succession d’accès, produit un défaut de cache. Pour
le premier niveau de cache, la classiﬁcation de comportement est alors changée
en Not Classified uniquement si :





Avec FirstAccess(r, cl) une fonction booléenne retournant vrai si r est le
premier accès à la ligne de cache cl et faux dans le cas contraire.
En se basant sur la propriété d’inclusion, lorsque la taille des lignes de cache
d’un niveau est plus grande que celle du niveau précédent, nous pouvons appliquer
un autre type de raﬃnement visant à améliorer la détection de la localité spatiale
capturée par les niveaux inférieurs de la hiérarchie. L’idée de ce raﬃnement est
de modiﬁer la classiﬁcation de comportement en Always-Hit des accès successifs
à une même ligne de cache dans les niveaux de caches inférieurs disposant de
lignes de cache de taille supérieure comparativement à leurs prédécesseurs.
Pour illustrer ce propos, nous considérons deux niveaux de caches successifs
ℓ et ℓ′ (ℓ < ℓ′) avec des lignes de cache de taille t et respectivement k ∗ t avec
k ∈ N ∧ k > 1. Chacune des lignes de cache du niveau ℓ′ est une concaténation
de k lignes de cache du niveau ℓ et noté [cl1, cl2, ..., clk]. Suite à un accès à une
référence mémoire, nous avons la garantie que cette référence ainsi que la ligne
de cache de chaque niveau la contenant est présente dans chacun des niveaux de
cache grâce à la propriété d’inclusion. De ce fait, les accès suivants successifs à
cette même ligne de cache, pour un niveau de cache donné, sont garantis de pro-
duire des succès. Pour le niveau inférieur, ce constat est intéressant car il permet
de garantir des succès pour l’ensemble des accès successifs à cette même ligne
de cache notamment sur les frontières de lignes de cache du niveau précédent
(i.e. premier accès à cl2...clk) et ainsi améliorer la détection de la localité spatiale
capturée par ce niveau en modiﬁant la classiﬁcation de comportement. Plus for-
mellement, la classiﬁcation de comportement d’une référence mémoire r dans un
niveau ℓ > 1 est modiﬁée en Always-Hit si :
∃cl, r ∈ cl ∧ ¬FirstAccess(r, cl) ∧ LineSize(ℓ) > LineSize(ℓ − 1)
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2.4.7 Terminaison de l’analyse
L’analyse statique des hiérarchies de caches inclusives repose sur les mêmes
calculs de point ﬁxe que l’analyse statique des hiérarchies de caches non-inclusives.
De ce fait, la preuve de terminaison du calcul de point ﬁxe est une transposition
directe de la preuve de terminaison précédente.
2.4.8 Exemple
Nous appliquons notre analyse sur l’exemple précédent en regardant l’impact
des invalidations sur le contenu du cache de premier niveau. La ﬁgure 2.8 pré-
sente la chaîne d’accès ainsi que les états abstraits de cache de l’analyse Must du
premier niveau (L1) et de l’analyse Persistence du second niveau (L2) au point
de programme p1 et p2. Nous avons précédemment observé (ﬁgure 2.6) que lors
de l’accès à la référence c entre les points p1 et p2, la référence a est évincée du
cache de second niveau et de ce fait invalidée dans le cache de premier niveau. Au
niveau de notre analyse, la référence a est présente dans l’état abstrait de cache
du premier niveau de l’analyse Must au point p2 ce qui amène à la classiﬁcation
de comportement Always-Hit lors de l’accès eﬀectué au point p3 lors de l’analyse
de cache. Cependant la référence a est également présente dans la voie virtuelle
de l’analyse de Persistence du second niveau au point p2 conduisant le post trai-
tement, en charge de la prise en compte du mécanisme d’invalidation, à changer
la classiﬁcation de comportement de la référence a en Not Classified pour l’accès
au cache de premier niveau réalisé au point p3.
à l’exécution






Etat abstrait de l’analyse
Must du L1











Invalidation de a dans le L1
lors de l’exécution
lors de l’accès à a
défaut de cache L1
Fig. 2.8: Impact de la prise en compte des invalidations sur la classification de comportement.
La référence a au point de programme p3 est classifiée Always-Hit lors de l’analyse mais comme
celle-ci est également présente dans la voie virtuelle de l’analyse Persistence du niveau inférieur,
sa classification est modifiée en Not Classified suite à la prise en compte des invalidations.
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2.5 Analyse statique des hiérarchies de caches
exclusives
2.5.1 Fonctionnement et propriétés
Les hiérarchies de caches exclusives assurent la propriété d’exclusion entre
les diﬀérents niveaux de caches en garantissant que chacune des lignes de cache
présente dans la hiérarchie est stockée une fois et une seule dans l’ensemble des
niveaux de cache composant la hiérarchie. Cette stratégie d’exclusion entre les
niveaux permet d’accroître virtuellement la taille de la hiérarchie de cache en
évitant la redondance d’information [112].
La solution employée pour maintenir la propriété d’exclusion entre les diﬀé-
rents niveaux lors d’un défaut de cache dans le premier niveau consiste à charger
la ligne de cache, contenant la référence mémoire, uniquement dans ce niveau et
à invalider cette ligne des niveaux inférieurs si elle était présente avant l’accès.
Chacun des niveaux suivants stockent les lignes de cache uniquement lorsqu’elles
sont évincées du niveau précédent.
Plus formellement, nous introduisons les propriétés suivantes déﬁnissant les
hiérarchies de cache exclusives considérées :
P1. Une information est recherchée dans le cache de niveau ℓ si et seulement
si un défaut de cache se produit dans le cache de niveau ℓ− 1, sauf pour le
cache de premier niveau qui est toujours accédé ;
P2. L’âge des lignes de cache contenues dans un niveau ℓ est mis à jour, en
fonction de la politique de remplacement de cache, à chaque fois qu’une
ligne de cache est insérée dans le cache de niveau ℓ ;
P3 L’âge des lignes de cache contenues dans le premier niveau de cache est
mis à jour, en fonction de la politique de remplacement de cache, lors de
chaque chaque accès à ce niveau ;
P4. A chaque fois qu’un défaut de cache se produit dans le cache de premier
niveau, la ligne de cache contenant l’information provoquant ce défaut est
intégralement insérée dans le cache de premier niveau ;
P5. Chaque ligne de cache est contenue au plus une fois dans la hiérarchie de
cache. Cette exclusion est assurée de la façon suivante :
P5a. A chaque fois qu’une ligne de cache est insérée dans le cache de premier
niveau, cette ligne est invalidée du niveau inférieur dans lequel elle était
éventuellement présente ;
P5b. Une ligne de cache cl est insérée dans le niveau ℓ > 1 suite à son
éviction du niveau ℓ− 1.
P6. La taille des lignes de cache de chacun des niveaux de la hiérarchie est
identique ;
P7. Il n’y a aucune autre action sur le contenu des caches (i.e. recherches,
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modiﬁcations, invalidation. . . ) autres que celles mentionnées ci-dessus.
La propriété P1, est la seule de toutes les propriétés à être commune entre
les diﬀérentes hiérarchies de caches en assurant une recherche en séquence des
références mémoire dans l’ensemble de la hiérarchie.
La propriété P6, indiquant que la taille des lignes de cache est identique pour
les diﬀérents niveaux, est couramment utilisé pour les hiérarchies de caches exclu-
sives aﬁn de simpliﬁer le transfert des lignes de cache entre les diﬀérents niveaux.
Les propriétés P2 à P5 déﬁnissent les diﬀérents traitements réalisés lors d’un
accès mémoire. Dans le cas d’un succès dans le cache de premier niveau, le trai-
tement est similaire aux autres hiérarchies, l’information est retournée au pro-
cesseur et l’âge des lignes de cache est mis à jour en fonction de la politique de
remplacement (propriété P3). Par contre, dans le cas d’un défaut de cache dans
le premier niveau, si la ligne de cache cl, contenant l’information manquante, est
présente dans un cache de niveau ℓ > 1, cl est invalidée au niveau ℓ (propriété
P5a) après avoir été insérée dans le cache de premier niveau (propriété P4). Le
chargement de cl dans le cache de premier niveau peut provoquer l’éviction d’une
ligne de cache cl′ à ce niveau. Dans ce cas, cl′ est alors stockée dans le niveau
suivant (propriété P5b). En appliquant la politique de remplacement (propriété
P2), le second niveau peut à son tour évincer une ligne de cache cl′′ provoquant
son chargement dans le niveau suivant et ainsi de suite jusqu’au dernier niveau
de cache.
La ﬁgure 2.9 illustre un tel traitement, pour une hiérarchie de caches constituée
de deux niveaux, lors d’un accès à une référence b5 contenue dans le cache de
second niveau. b5 est alors chargée dans le premier niveau de cache ce qui évince
la référence b2. b5 est également invalidée du second niveau ce qui laisse un bloc
de cache libre pour stocker la référence b2 à sa place. L’âge des diﬀérentes lignes
de cache, indiqué au dessus de chaque état de cache concret, est mis à jour lors
de ce traitement.
Contenu final des caches après :
age   1         2        0        3age    0        1        2         3
age   0         1
Référence à b5
(défaut dans le cache L1)
Contenu initial des caches
(a) invalidation de b5 dans le cache L2
    et chargement de b5 dans le cache L1
(b) éviction de b2 du cache L1
    et stokage de b2 dans le bloc libéré
    par b5 dans le cache L2
b1   b2
b3    b4   b5   b6
age   1          0
b3    b4  b2   b6




Fig. 2.9: Exemple du traitement effectué par une hiérarchie de caches exclusive lors d’un
l’accès à la référence b5.
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Aﬁn de réaliser la permutation du bloc b2 et b5, entre les deux niveaux de
caches, illustrée par la ﬁgure 2.10, nous supposons que l’architecture dispose de
mémoires tampons d’évincement entre chaque couple de niveaux consécutifs pour
stocker temporairement les lignes de cache évincées (à droite) ainsi qu’un tampon
de chargement servant à stocker temporairement la ligne de cache contenant l’in-
formation recherchée (à gauche). Avec ces mémoires tampons, le traitement d’un
accès peut être réalisé en deux phases successives. La première consiste à recher-
cher l’information successivement dans chacun des niveaux tant que la ligne de
cache n’est pas trouvée. Pour un niveau donné et si la ligne de cache est absente,
la ligne de cache qui sera évincée en appliquant la politique de remplacement est
d’ores et déjà connue et peut donc être stockée dans la mémoire tampon d’évince-
ment. Si par contre, la ligne de cache est trouvée, elle peut être transférée dans la
mémoire tampon de chargement. La seconde phase, ﬁnalisant le traitement d’un
accès, charge l’information recherchée dans le cache de premier niveau et trans-
fère les lignes de cache évincées dans les niveaux inférieurs en prenant les blocs de
cache libérés lors de la première phase. Si jamais l’information recherchée n’est
pas présente dans la hiérarchie de caches, l’information est chargée directement
à partir de la mémoire principale et les lignes de cache évincées sont gérées de
façon identique.
Cache L2




b1   b2
age   0          1
age    0         1       2        3
b3    b4   b5   b6
b1    b2
b3    b4   b5   b6
age   1          0
age   1         2       0         3
b3    b4   b2   b6
b1    b5
Contenu initial des caches Contenu final des caches
Reference à b5
chargement




Fig. 2.10: Détail du traitement par une hiérarchie de caches exclusive lors d’un l’accès à la
référence b5. L’accès est effectué en deux temps : (1) éviction et chargement dans des mémoires
tampons des références concernées, (2) chargement des références présentes dans les tampons
dans les caches.
2.5.2 Problématique de l’analyse
Le fait de charger une ligne de cache dans un niveau donné exclusivement lors
de son éviction, par le niveau précédent, pour les caches autres que le premier
niveau, rend la date de l’accès à une référence mémoire indépendante de celle de
son chargement dans les niveaux inférieurs de la hiérarchie. Cette indépendance
nécessite une approche diﬀérente, par rapport aux analyses proposées précédem-
ment, pour analyser les hiérarchies de caches exclusives. En eﬀet, l’analyse des
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hiérarchies précédentes repose sur la notion de classiﬁcation d’accès au cache mo-
délisant les ﬂux d’accès entre les niveaux successifs. Cette classiﬁcation permet
de déterminer, lors de l’analyse, si un accès à une référence mémoire est propagé
à un niveau donné et si, de ce fait, la ligne de cache contenant cette référence
est à charger à cet instant dans ce niveau. Pour les hiérarchies de caches exclu-
sives, l’instant de chargement étant décorrelé de celui de l’accès, l’utilisation de
la classiﬁcation d’accès au cache n’est donc pas appropriée pour les analyser.
2.5.3 Modélisation et analyse des hiérarchies de caches
exclusives
L’analyse que nous proposons pour les hiérarchies de caches exclusives repose
sur une modélisation de la hiérarchie basée sur les propriétés de l’exclusion. Jus-
qu’ici, la notion d’âge associée à une ligne de cache était locale à chaque niveau
de cache composant la hiérarchie. Cependant, grâce, d’une part, à l’unicité des
lignes de cache au sein des diﬀérents niveaux composant la hiérarchie (propriété
P5) et, d’autre part, à la façon de stocker les lignes de cache dans les niveaux
inférieurs lors de leurs évictions (propriété P5b), nous pouvons étendre la notion
d’âge d’une ligne de cache à tous les niveaux de la hiérarchie et ainsi obtenir un
âge global pour chacune des lignes de cache. L’âge global d’une ligne de cache cl
présente dans un niveau de cache ℓ s’obtient en additionnant les degrés d’asso-
ciativités des niveaux de caches précédant ℓ avec l’âge local de cl dans le niveau
ℓ. Par exemple, sur la ﬁgure 2.9, l’âge de la référence b5 avant de réaliser l’ac-
cès est de deux localement dans le cache de second niveau. En ajoutant le degré
d’associativité du premier niveau, nous obtenons l’âge global de la référence b5,
soit quatre dans cet exemple.
Cette notion d’âge global nous permet de modéliser l’ensemble des niveaux
de cache composant la hiérarchie par un unique état, que nous appelons état
abstrait de la hiérarchie, en concaténant chacun des niveaux, en commençant par
le premier. La ﬁgure 2.11 montre l’état abstrait de la hiérarchie obtenu à partir
de l’exemple de la ﬁgure 2.9 avant l’accès à la référence b5 pour le cas particulier
où le nombre d’ensembles du L1 est égal à celui du L2.
Cette représentation sous la forme d’un état abstrait de la hiérarchie se rap-
proche des états abstraits modélisant les caches dans le sens où, chacun des élé-
ments est assimilable à un bloc de cache stockant une ligne de cache lorsque
celle-ci est évincée du bloc précédent. Une telle représentation permet de rame-
ner l’analyse des hiérarchies de caches exclusives à l’analyse d’un unique niveau
de cache en se basant sur les approches existantes comme [101] (détaillée précé-
demment dans le chapitre 1, section 1.4.4) que nous utilisons. Cette modélisation
permet à l’analyse de se focaliser uniquement sur l’analyse des contenus des dif-
férents niveaux de la hiérarchie. En eﬀet, la modélisation des ﬂux d’accès entre
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Fig. 2.11: Modélisation des hiérarchies de caches exclusives sous la forme d’un état abstrait
de la hiérarchie (cas particulier où le nombre d’ensembles du L1 est égal à celui du L2).
niveaux est directement eﬀectuée par l’analyse de cache utilisée. Ils nous suﬃt
donc de voir comment appliquer les fonctions Join et Update sur un état abstrait
de la hiérarchie pour obtenir une analyse applicable aux hiérarchies de caches
exclusives. Nous déﬁnissons les fonctions Join et Update à partir des fonctions
originales déﬁnies pour l’analyse de cache mono-niveau.
Définition de la fonction Join. La fonction Join originale des analyses Must,
May et Persistence est directement applicable sur l’état abstrait de la hiérarchie
et revient à réaliser, soit l’union (May et Persistence), soit l’intersection (Must),
de l’ensemble des lignes de cache présentes dans la hiérarchie en conservant, soit
l’âge minimal (May), soit l’âge maximal (Must et Persistence), de chacune des
lignes de cache pour construire l’état abstrait de la hiérarchie résultant.
Définition de la fonction Update. À la diﬀérence des états de cache abstraits
où les lignes de cache évincées d’un bloc sont insérées dans le bloc suivant du
même ensemble de cache, les lignes de cache évincées d’un niveau de cache de
l’état abstrait de la hiérarchie ne sont pas nécessairement insérées dans un unique
ensemble du niveau suivant. En eﬀet, suivant la mise en œuvre de la hiérarchie,
trois conﬁgurations, illustrées par la ﬁgure 2.12, peuvent être observées concernant
la projection des lignes de cache entre les ensembles de deux niveaux consécutifs :
1. L’ensemble des lignes de cache pouvant être projeté dans un ensemble du
cache de niveau ℓ est également projeté dans un seul ensemble du cache
de niveau ℓ + 1 (ﬁgure 2.12.a). Ce cas de ﬁgure se produit dès lors que les
nombres d’ensembles des niveaux ℓ et ℓ+ 1 sont égaux.
2. L’ensemble des lignes de cache pouvant être projeté dans un ensemble du
cache de niveau ℓ est projeté dans plusieurs ensembles du cache de niveau
ℓ + 1 (ﬁgure 2.12.b). Ce cas de ﬁgure se produit dès lors que le nombre
d’ensembles du niveau ℓ est inférieur à celui du niveau ℓ+ 1.
3. L’ensemble des lignes de cache pouvant être projeté dans plusieurs en-
sembles du cache de niveau ℓ est projeté dans un seul ensemble du cache
de niveau ℓ + 1 (ﬁgure 2.12.c). Ce cas de ﬁgure se produit dès lors que le
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nombre d’ensembles du niveau ℓ est supérieur à celui du niveau ℓ+1. C’est
le cas des caches de victimes [46] servant à réduire le temps d’accès résultant
des défauts de cache dus aux conﬂits.
Ensemble du cache L2Ensemble du cache L1 Ensemble du cache L2
a) 1 vers 1 b) 1 vers plusieurs c) plusieurs vers 1
Ensemble du cache L1 Ensemble du cache L2 Ensemble du cache L1
Fig. 2.12: Illustration des trois relations entre ensembles possibles entre deux niveaux de
cache disposant d’une politique de gestion exclusive.
Aﬁn d’appliquer la fonction Update sur l’état abstrait de la hiérarchie, il
nous faut donc préalablement déterminer le ou les ensembles du niveau ℓ + 1
susceptibles de recevoir des lignes de cache évincées par le niveau ℓ. Pour ce faire,
nous introduisons la fonction next_sets qui prend en paramètre le contenu évincé
des blocs de cache du niveau ℓ et qui retourne les sous-ensembles des lignes de
cache, éventuellement vide, à insérer dans chacun des ensembles du niveau ℓ+ 1
pouvant recevoir ces lignes.
Pour illustrer le fonctionnement de la fonction next_sets, revenons sur les
diﬀérentes relations entre ensembles possibles des hiérarchies de caches exclusives
(ﬁgure 2.12). Pour le cas où les lignes de cache évincées ne peuvent être qu’unique-
ment projetées dans un seul ensemble de cache du niveau suivant (ﬁgure 2.12.a et
2.12.c), la fonction next_sets retourne l’ensemble des lignes de cache évincées à
insérer dans l’unique ensemble de destination du niveau suivant. Pour le cas où les
lignes de cache évincées peuvent être projetées dans diﬀérents ensembles de cache
du niveau suivant (ﬁgure 2.12.b), la fonction next_sets trie chacune de ces lignes
de cache en les regroupant dans des ensembles en fonction de l’ensemble de cache
où elles sont projetées dans le niveau suivant. Ainsi, un ensemble de lignes de
cache à insérer est déterminé pour chaque ensemble possible de destination. Dans
l’exemple de la ﬁgure 2.12.b, nous obtenons avec cette fonction deux ensembles
contenant les lignes de cache évincées du cache L1, un pour chaque ensemble de
cache de destination du cache L2.
La fonction next_sets est une formalisation explicite d’une fonction existante
au sein de la fonction Update originale. En eﬀet, chaque ligne de cache évincée
d’un bloc de cache est implicitement assignée au bloc suivant de l’ensemble du
cache, pour modéliser la mise à jour de son âge. La fonction Update pour les
hiérarchies de caches exclusives fonctionne donc de façon similaire à la fonction
Update originale, à l’exception près que la fonction next_sets est utilisée lors de
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la mise à jour de l’âge des lignes de cache entre deux niveaux de cache consécutifs
de la hiérarchie.
L’utilisation de la fonction next_sets entre deux niveaux de la hiérarchie
peut déterminer plusieurs ensembles où des lignes de cache seront à insérer dans
le niveau ℓ + 1. Cette particularité a pour eﬀet de mettre à jour l’âge de toutes
des lignes de cache contenues dans les ensembles ainsi déterminés du niveau ℓ+1,
aﬁn de garantir la sûreté des analyses maintenant un âge maximal (Must et
Persistence).
Par contre, l’utilisation directe de la fonction next_sets au sein de la fonction
Update peut, dans certains cas, mettre en défaut la sûreté de l’analyse May.
En eﬀet, le fait de mettre à jour l’âge des lignes de cache contenues dans les
ensembles du niveau ℓ + 1 susceptibles de recevoir des lignes de cache évincées
peut incrémenter l’âge de lignes de cache non mises à jour lors de l’exécution.
Ce phénomène peut se produire dès lors que plusieurs ensembles de cache du
niveau ℓ + 1 sont susceptibles de recevoir des lignes de cache évincées, et que la
fonction next_sets détermine au moins un ensemble de lignes de cache vide à
insérer. Pour contourner ce phénomène, il suﬃt, lors de l’analyseMay, de modiﬁer
uniquement l’âge des lignes de cache contenues dans les ensembles de cache devant
recevoir au moins une ligne de cache (i.e. les ensembles de lignes de cache non
vides déterminés par la fonction next_sets).
Déduction de la classification de comportement. La classiﬁcation de com-
portement de chaque accès dans chacun des niveaux de la hiérarchie est déter-
minée en fonction de l’âge de la ligne de cache contenant la référence mémoire
au sein de l’état abstrait de la hiérarchie résultant de chaque analyse. Pour les
analyses conservant l’âge maximal (Must et Persistence), la référence est présente
dans un niveau donné si son âge est compris entre la première et la dernière voie
incluse de ce niveau, et dans ce cas, elle est classiﬁée Always-Hit pour l’analyse
Must, et First-Miss pour l’analyse de Persistence. Sinon, pour l’analyse May,
conservant l’âge minimal, la référence est considérée comme potentiellement pré-
sente et classiﬁée Not Classified dans un niveau donné si l’âge de la ligne de cache
est inférieur ou égal à la dernière voie de ce niveau et Always-Miss dans le cas
contraire.
Bénéfices de la modélisation Les bénéﬁces de cette modélisation, sous la
forme d’un état abstrait de la hiérarchie, sont que les analyses de cache mono-
niveau existantes peuvent être directement utilisées pour analyser les hiérarchies
de caches exclusives. En particulier, la sûreté et la terminaison des l’analyses sont
des résultats directs de la sûreté et de la terminaison de ces analyses. Finalement,
cette modélisation se focalise uniquement sur le contenu de la hiérarchie car elle
nous permet de s’abstraire du mécanisme d’invalidation forçant l’exclusion, et
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donc d’une source de pessimisme, grâce à l’utilisation des fonction Update et
Join garantissant l’unicité des lignes de cache au sein de l’état abstrait de la
hiérarchie.
2.5.4 Exemple
La ﬁgure 2.13 illustre le fonctionnement de la fonction Update lors d’un accès
à une référence mémoire b lors des analyses Must et May sur une hiérarchie
de caches exclusives constituée de trois niveaux. Par souci de concision, seule
la tranche de la hiérarchie aﬀectée par l’accès à la référence b est représentée.
L’ensemble des références mémoire est projeté dans un unique ensemble de cache
dans le premier (L1) et le dernier (L3) niveau tandis que les références paires,
d’après l’ordre lexicographique, sont projetées dans l’ensemble du bas dans le
second niveau (L2) et les références impaires dans celui du haut.
Lors de l’accès à la référence b, celle-ci étant présente dans la hiérarchie, elle est
invalidée du L3 et insérée dans le L1, ce qui évince les références a et c. La fonction
next_set détermine que les références a et c sont à insérer dans l’ensemble du
haut du L2 tandis qu’aucune référence évincée n’est à insérer dans l’ensemble du
bas. Au niveau de l’analyse Must, les âges des références contenues dans les deux
ensembles sont mis à jour ce qui évince les références d (ensemble du bas) et e
(ensemble du haut) au niveau du L2 et elles sont de ce fait insérées dans le L3.
Concernant l’analyse May, uniquement l’ensemble du haut du L2 est mis à jour
car aucune référence évincée n’est à insérer dans l’ensemble du bas. La référence
d est ainsi conservée dans le L2 tandis que la référence e est évincée du L2 et
insérée dans le L3.
La classiﬁcation de comportement déterminée par l’analyse pour l’accès à la
référence b est Not Classified pour le cache L1 et le cache L2 car la référence
b, avant l’accès, est présente dans le troisième niveau de l’état abstrait de la
hiérarchie et donc de fait classiﬁé Always-Hit pour le cache L3.
2.6 Extension à d’autres politiques de rempla-
cement de cache
Pour le moment, nous avons considéré des hiérarchies de caches où la politique
de remplacement de cache LRU est mise en œuvre pour chacun des niveaux.
Dans cette section, nous allons étendre nos analyses aﬁn de supporter diﬀérentes
politiques de remplacement de cache non-LRU.
La méthode d’analyse statique mono-niveau [101] a été en partie étendue
pour prendre en compte les politiques de remplacement Pseudo-LRU et Pseudo-
Round-Robin dans [43]. Cependant, seulement les analyses Must et May ont été
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état abstrait de la hiérarchie avant l’accès à la référence mémoire b
Analyse Must : état abstrait de la hiérarchie après l’accès à la référence mémoire b
Fig. 2.13: Utilisation de la fonction Update sur l’état abstrait de la hiérarchie.
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déﬁnies pour ces politiques de remplacement ce qui produit une estimation du
pire temps d’exécution plus pessimiste comparativement à une analyse disposant
également de l’analyse Persistence.
Nous proposons de repartir de l’analyse mono-niveau [101], plus précisément
avec la version modiﬁée (fonction Updatem, paragraphe 2.3.3) et de l’étendre
en modiﬁant la représentation des états de cache abstraits aﬁn de prendre en
compte les politiques de remplacement de cache : Pseudo-LRU, MRU, FIFO et
RANDOM.
Pour ce faire, nous nous basons sur les résultats théoriques [86] déﬁnissant
deux bornes nommées respectivement minimum life-span (mls) et evict pour
chacune des politiques de remplacement mentionnées précédemment. La borne
mls détermine la durée de vie minimale d’une ligne de cache dans un ensemble
de cache de degré d’associativité k. Par opposition, la borne evict détermine la
durée de vie maximale d’une ligne de cache dans un ensemble de cache de de-
gré d’associativité k. En d’autres termes, ces deux bornes déterminent le nombre
minimal/maximal d’accès distincts, dans un ensemble de cache, diﬀérents de la
ligne de cache cl pour évincer cl.
Cependant, dans [86] les bornes mls et evict sont déﬁnies en considérant
une séquence d’accès à des éléments tous distincts. Pour être utilisable en pra-
tique, nous devons redéﬁnir ces bornes pour des séquences de taille arbitraires
constituées de n accès distincts. Le tableau 2.2 présente les bornes mls et evict
modiﬁées pour traiter les séquences d’accès quelconques constituées de n accès
distincts pour l’ensemble des politiques de remplacement de cache considérées. La
preuve de chacune des bornes mls et evict est fournie en annexe de ce document.
LRU Pseudo-LRU MRU FIFO RANDOM
mls k log2(k) + 1 2 1 1
evict k 2 si k = 2 et ∞ sinon 2k − 2 2k − 1 ∞
Tab. 2.2: Les bornes mls et evict modiﬁées pour k ≥ 2
2.6.1 Utilisation des bornes mls et evict
Nous utilisons la borne mls pour réduire le nombre de voies de l’état de cache
abstrait des analyses garantissant la présence dans le cache d’une référence (i.e.
les analyses Must et Persistence). De façon similaire, nous utilisons la borne evict
pour augmenter le nombre de voies de l’état de cache abstrait de l’analyse May
déterminant si une référence peut être présente dans le cache. Le nombre de voies
des états de cache abstraits devient de ce fait décorrélé du degré d’associativité du
cache. La ﬁgure 2.14 illustre le traitement réalisé sur les états de cache abstraits
pour la politique de remplacement MRU.
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pour la politique de remplacement MRU
et l’analyse May (en bas)
Etats abstraits de cache modifiés
Utilisés par l’analyse Must (en haut)
Etat concret de cache
Fig. 2.14: Utilisation des bornes mls/evict sur les états de cache abstraits afin de modéliser
la politique de remplacement de cache MRU.
La modiﬁcation, portant uniquement sur la représentation des états de cache
abstraits, permet d’être indépendant du type de hiérarchie de cache analysée
et les analyses Must, May et Persistence peuvent être directement appliquées.
Néanmoins, pour l’analyse des hiérarchies de caches exclusives, cette modiﬁcation
doit être réalisée sur chaque niveau de cache avant la construction de la séquence
ordonnée.
2.6.2 Sûreté et terminaison de l’analyse
La sûreté des analyses utilisant les bornes mls et evict repose d’une part sur
les preuves de ces bornes pour chacune des politiques de remplacement de cache
et d’autre part sur l’analyse prouvée sûre pour une taille d’état abstrait de cache
donnée. La preuve de terminaison est, quant à elle, une transposition directe des
preuves de terminaison précédentes.
2.7 Calcul de l’estimation du pire temps d’exé-
cution
Le résultat de l’analyse statique de chacune des diﬀérentes hiérarchies de
caches donne le comportement pire cas de chaque accès dans chacun des niveaux
avec la classiﬁcation de comportement. Dans ce paragraphe, nous présentons les
formules permettant de calculer la contribution de chaque accès mémoire au pire
temps d’exécution en considérant la hiérarchie de cache analysée dans son en-
semble.
La caractéristique commune entre les diﬀérentes politiques de gestion est que
lors d’un accès, la recherche de l’information s’eﬀectue en parcourant de façon
séquentielle chaque niveau de la hiérarchie en commençant par le niveau le plus
haut. De ce fait, Pour chaque accès à une référence mémoire r, sa contribution
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au pire temps d’exécution peut s’exprimer comme la somme des latences d’ac-
cès de chacun des niveaux de la hiérarchie mémoire où l’accès est propagé. Ce
calcul, détaillé ci-dessous, s’eﬀectue en parcourant la hiérarchie mémoire à par-
tir du cache de premier niveau et jusqu’à se que l’on trouve une classiﬁcation
de comportement exprimant un succès (i.e. Always-Hit ou First-Miss) dans un
des niveaux de cache, ou si l’accès est propagé à la mémoire principale. Lors de
ce calcul, la classiﬁcation de comportement Not Classified est considérée comme
produisant un défaut de cache. Cette supposition est sûre pour les architectures
sans anomalie temporelle [61, 104, 87]. Pour les architectures pouvant générer des
anomalies temporelles (i.e. les architectures avec des pipelines à exécution dans le
désordre), une analyse plus ﬁne doit être utilisée, comme celle proposée dans [51],
explorant l’intervalle de temps d’exécution des instructions.
La présence de la classiﬁcation First-Miss nécessite une distinction entre le
premier accès et les suivants à la référence mémoire r. Pour ce faire, nous in-
troduisons deux variables binaires intermédiaires first_access_may_occurℓ(r)
et next_access_may_occurℓ(r). Ces variables représentent le fait que l’accès à
la référence r peut se produire (1) ou non (0) au niveau ℓ respectivement lors
du premier accès et lors des accès suivants. Elles sont mises à 0 lorsque qu’une





1 si ℓ = 1
1 si first_access_may_occurℓ−1(r) = 1
∧ (CDCr,ℓ−1 = AM
∨ CDCr,ℓ−1 = FM





1 si ℓ = 1
1 si next_access_may_occurℓ−1(r) = 1
∧ (CDCr,ℓ−1 = AM
∨ CDCr,ℓ−1 = NC)
0 sinon
Les variables first_access_may_occurℓ(r) et next_access_may_occurℓ(r)
peuvent ensuite être utilisées pour calculer la contribution des accès mémoire
au pire temps d’exécution de la référence r lors du premier accès ainsi que les
suivants, représentée par les variables COST_first(r) et COST_next(r) et cal-










Avec Latencyℓ la constante correspondant à la latence d’accès au cache de
niveau ℓ et nbLevels+1 représentant la mémoire principale, située après le dernier
niveau de cache de la hiérarchie, contenant l’intégralité de la tâche analysée.
Les variables COST_first(r) et COST_next(r) fournissent ainsi la contri-
bution des accès mémoire au pire temps d’exécution de la référence r en un
point de programme donné. Cette information peut ensuite être intégrée dans
les méthodes existantes d’estimation du pire temps d’exécution comme la mé-
thode IPET (en anglais : Implicit Path Enumeration Techniques) [81] ou encore
la méthode à base d’arbre syntaxique [80].
2.8 Expérimentations
2.8.1 Conditions expérimentales
Programme de test. Les expérimentations sont menées sur dix programmes
de test et deux tâches d’une application réelle. Les programmes de test utilisés
sont les WCET benchmarks maintenus par le groupe de recherche en WCET
de Mälardalen [62]. Les tâches réelles sont issus d’une application réelle nommée
debie [28] fournie par le Space Systems Finland Ltd (SSF) s’exécutant sur satellite
aﬁn de mesurer l’impact des micro-météorites et petit débris. Le tableau 2.3 donne
les caractéristiques de chacun des programmes de test ainsi que des tâches de debie
utilisées.
Analyse de caches et estimation du pire temps d’exécution. Les expé-
rimentations sont menées sur du code binaire compilé avec gcc 4.1 sans optimi-
sation pour du MIPS R2000/R3000 [66]. L’estimation du pire temps d’exécution
est calculé par le logiciel HEPTANE [24] en utilisant la méthode d’énumération
implicite des chemins (IPET). Les analyses Must, May et Persistence sont ap-
pliquées sur chaque niveau de la hiérarchie de cache. L’analyse est contextuelle
et de fait l’analyse est eﬀectuée pour chaque fonction sur chacun des contextes
d’appels.




matmult Multiplication de matrices 50x50 composées de nombre en-
tiers
1200
ns Recherche dans un tableau multi-dimensionel 600
bs Recherche binaire dans un tableau de 15 entiers 336
minver Inversion d’une matrice 3x3 composée de nombre flottants 4408
jfdctint Transformée en cosinus discrète 3040
crc Contrôle de redondance cyclique 1432
qurt Calcul des racines d’équations quadratiques 1928
fft Transformée de Fourier rapide 3536
adpcm Encodage de la voix 7740
statemate Code généré automatiquement par STARC (STAtechart
Real-time-Code generator)
8900
health monitoring Vérification périodique de l’état du système, incluant la ré-
cupération de valeurs des capteurs.
14944
telecommand Traitement et répartition vers les composants concernés des
commandes reçues à distance
14824
Tab. 2.3: Caractéristiques des programmes de test
Pour séparer l’eﬀet des caches des autres mécanismes matériels, l’estimation
du pire temps d’exécution considère uniquement la contribution des accès mé-
moire au pire temps d’exécution comme présentée dans la section 2.7. Les eﬀets
des autres mécanismes matériels ne sont pas pris en compte. En particulier, nous
ne prenons pas en compte les anomalies temporelles causées par les interactions
entre les caches et les pipelines. La classiﬁcation de comportement Not Classified
peut alors être considérée comme ayant le même comportement pire cas que la
classiﬁcation Always-Miss pendant le calcul de l’estimation du pire temps d’exé-
cution. Finalement, l’analyse débute en considérant un état de cache vide ce qui
est sûr en absence d’anomalies temporelles en utilisant une politique de remplace-
ment de cache LRU et pour les politiques de remplacement non-LRU en utilisant
les bornes mls/evict déﬁnies indépendamment du contenu initial du cache.
Environnement de mesures. Les mesures eﬀectuées dans le pire scénario
d’exécution utilisent un simulateur de jeu d’instructions MIPS [70]. En raison de
la diﬃculté à identiﬁer les données d’entrées conduisant à la pire situation pour
les programmes complexes, nous comparons l’estimation du pire temps d’exécu-
tion avec les valeurs mesurées uniquement pour les programmes de test simples
(matmult, ns, bs, minver, jfdctint). Tous ces programmes de test sont à chemin
unique sauf bs qui est suﬃsamment simple pour identiﬁer ces données d’entrées
conduisant au pire scénario d’exécution.
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Le simulateur a été étendu pour supporter une hiérarchie de cache constituée
de trois niveaux avec les diﬀérentes politiques de gestion : non-inclusive, inclu-
sive et exclusive. En raison des eﬀets dominos [13] pouvant se produire avec les
politiques de remplacement de cache non-LRU, l’estimation du pire temps d’exé-
cution est comparée uniquement avec les mesures eﬀectuées avec la politique
de remplacement de cache LRU. Pour les autres politiques de remplacement de
cache, trouver le pire temps d’exécution même dans le cas de programme à che-
min unique requière une exploration exhaustive de tous les états initiaux de cache
ce qui est évidemment trop coûteux.
Configuration de cache. Les expérimentations sont menées en utilisant une
hiérarchie de caches composée de deux niveaux avec diﬀérentes conﬁgurations de
cache résumées dans le tableau 2.4. Nous utilisons deux groupes de conﬁgurations
avec diﬀérentes tailles de cache (small-32-32 et small-32-64 pour les programmes
de test ; medium-32-32 et medium-32-64 pour debie). Pour chaque groupe, les
deux conﬁgurations sont diﬀérenciées par la taille des lignes de cache du second
niveau (L2). Les conﬁgurations avec les mêmes tailles de lignes de cache dans le
cache de premier (L1) et de second niveau (L2) sont utilisées pour détecter si
l’analyse statique de cache capture la localité temporelle au niveau du L2. Les
conﬁgurations avec des tailles de lignes diﬀérentes sont quant à elles utilisées pour
détecter si l’analyse statique de cache capture les deux types de localité, spatiale
et temporelle, au niveau du L2.
Taille du cache Taille des lignes de cache Associativité
L1 L2 L1 L2 L1 L2
small-32-32 1KB 2KB 32B 32B 4 8
small-32-64 1KB 2KB 32B 64B 4 8
medium-32-32 8KB 16KB 32B 32B 4 8
medium-32-64 8KB 16KB 32B 64B 4 8
Tab. 2.4: Les diﬀérentes conﬁgurations de cache
Métriques. Aﬁn d’évaluer la précision de notre approche, la comparaison du
taux de succès dans le cache L2 entre l’analyse statique et les mesures n’est pas
appropriée en raison du pessimisme inhérent à l’analyse statique du cache L1,
introduisant des accès au niveau du cache L2 lors de l’analyse ne se produisant
en pas nécessairement lors de l’exécution. À la place, nous utilisons les trois
métriques suivantes :
a. Le nombre d’accès et le nombre de défauts de cache se produisant dans
chaque niveau de la hiérarchie. Ces valeurs sont fournies pour l’analyse
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statique et pour les valeurs obtenues par mesure lors de l’exécution de la
tâche dans le pire scénario d’exécution ;
b. La contribution au pire temps d’exécution des accès mémoire. Aﬁn de mon-
trer l’intérêt d’une analyse multi-niveaux, deux valeurs sont données : une
en considérant la hiérarchie de cache (L1+L2) et l’autre en ignorant le cache
L2 (dans ce cas tous les accès au L2 sont considérés comme produisant des
défauts de cache). Des latences de 1 cycle pour le L1, de 10 cycles pour le
L2 et de 100 cycles pour la mémoire principale sont utilisées. Lorsque le L2
est ignoré lors de l’analyse, la latence mémoire considérée est de 110 cycles ;
c. L’amélioration/dégradation relative de la contribution des accès mémoire
au pire temps d’exécution. Cette valeur est calculée pour une conﬁgura-
tion de cache analysée comparée à une conﬁguration de cache de référence.
La conﬁguration de référence est toujours celle disposant d’une politique
de gestion non-inclusive (NI) avec la même politique de remplacement de
cache que la conﬁguration analysée (Analysisevaluated
AnalysisNI
− 1). Plus cette valeur
est petite, plus le résultat de l’analyse de cache de la conﬁguration analysée
est meilleur comparativement à la conﬁguration de référence.
2.8.2 Résultats expérimentaux
2.8.2.1 Résultats pour la politique de gestion non-inclusive disposant
de la politique de remplacement de cache LRU
Aﬁn d’évaluer la précision de l’analyse de cache multi-niveaux, les résultats de
l’analyse statique sont comparés avec ceux obtenus en exécutant les programmes
dans leur scénario pire cas. La précision de l’analyse est évaluée sur les pro-
grammes de test simples (matmult, ns, bs, minver, jfdctint) pour lesquels dé-
terminer le scénario pire cas s’avère relativement simple. Les conﬁgurations de
cache utilisées sont small-32-32 et small-32-64 aﬁn que le code de la plupart des
programmes de test ne tienne pas dans le cache L2. Pour chaque conﬁguration,
les résultats sont fournis pour la valeur estimée par l’analyse statique (colonne
de gauche) et pour la valeur mesurée (colonne de droite) dans le tableau 2.5 avec
les métriques a et b. Dans le cas des mesures, une seule valeur est donnée dans la
colonne de droite pour la contribution des accès mémoire au pire temps d’exécu-
tion et elle représente la valeur obtenue en considérant une architecture avec un
cache L1 et un cache L2.
Deux types de comportements peuvent être observés en fonction de la struc-
ture de l’application, qui impacte fortement la précision de l’analyse de cache :
– La première situation se produit lorsque le nombre de défauts de cache dans
le L1 calculé statiquement est très proche de la valeur mesurée (jfdctint).
Pour ce programme de test, l’analyse statique du cache L1 est très précise en
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Benchmark Métriques Analyse statique Mesure Analyse statique Mesure
small-32-32 small-32-32 small-32-64 small-32-64
jfdctint nb d’accès L1 8039 8039 8039 8039
nb de défauts L1 725 723 725 723
nb de défauts L2 101 96 54 49
bs nb d’accès L1 196 196 196 196
nb de défauts L1 16 11 16 11
nb de défauts L2 16 11 15 6
minver nb d’accès L1 4146 4146 4146 4146
nb de défauts L1 150 140 150 140
nb de défauts L2 150 140 108 71
ns nb d’accès L1 26428 26411 26428 26411
nb de défauts L1 23 13 23 13
nb de défauts L2 23 13 20 7
matmult nb d’accès L1 525894 525894 525894 525894
nb de défauts L1 51 41 51 41
nb de défauts L2 51 38 49 19
Métrique a. Le nombre d’accès et le nombre de défauts de cache.
Benchmark Métriques Analyse statique Mesure Analyse statique Mesure
small-32-32 small-32-32 small-32-64 small-32-64




L1, cycles 87789 87789




L1, cycles 1956 1956




L1, cycles 20646 20646




L1, cycles 28958 28958




L1, cycles 531504 531504
Métrique b. La contribution au pire temps d’exécution des accès mémoire.
Tab. 2.5: Précision de l’analyse statique de cache multi-niveaux d’une hiérarchie
disposant de la politique de gestion non-inclusive avec la politique de remplace-
ment LRU (L1 : 1KB assoc. 4 ; L2 : 2KB assoc. 8).
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raison de la structure de l’application (présence de gros blocs de base et peu
de structures de contrôle). Par conséquence, les accès considérés pendant
l’analyse statique du cache L2 sont très proches des accès se produisant ef-
fectivement lors de l’exécution. De ce fait, le nombre de défauts de cache du
L2 déterminé par l’analyse statique est également proche du nombre de dé-
fauts de cache du L2 se produisant lors de l’exécution. La surestimation de
la valeur estimée de la contribution des accès mémoire au pire temps d’exé-
cution est par conséquent petite (2%1). Dans ce cas, la diﬀérence entre la
valeur estimée et la valeur mesurée provient essentiellement du pessimisme
introduit par la classiﬁcation Uncertain de tous les accès dont la présence
dans le L1 ne peut pas être garantie statiquement.
– La seconde situation se produit lorsque l’analyse statique au niveau du
cache L1 est légèrement moins précise (taille des blocs de base plus petite,
plus de structure de contrôle). Ce comportement se répercute au niveau de
l’analyse du cache L2 et est ampliﬁé par l’introduction des accès classiﬁés
Uncertain. Dans ce cas, l’analyse multi-niveaux reste tout de même rela-
tivement précise : 8% en moyenne en utilisant minver, matmult et ns. La
moins bonne précision est observée sur bs (71%). Ce pessimisme est lié à
la classiﬁcation First-Miss des accès eﬀectués au sein d’une boucle, com-
biné avec le faible nombre d’itération de celle-ci (4). Néanmoins, un grand
nombre d’accès détectés comme produisant un défaut de cache dans le L1
lors de son analyse sont détectés comme produisant un succès au niveau du
L2. L’estimation du pire temps d’exécution est de ce fait plus petite et donc
plus intéressante que lors que juste le L1 est considéré.
Lorsque les tailles des lignes de cache entre les deux niveaux sont diﬀérentes,
le nombre de défauts de cache lors de l’exécution et lors de l’analyse statique est
toujours inférieur aux valeurs obtenues avec des lignes de cache de mêmes tailles.
Cette observation montre que la localité spatiale est capturée par le L2 lors de
l’exécution et que l’analyse statique est également apte à détecter cette localité.
Pour les programmes de plus grande taille (healt_monitoring et telecommand)
uniquement les résultats de l’analyse statique sont présentés dans le tableau 2.6.
Comme la taille du code de ces tâches est plus grande que celle des programmes
de test, nous utilisons les conﬁgurations medium-32-32 et medium-32-64.
Les résultats montrent que dans les deux conﬁgurations de cache utilisées,
l’analyse détecte de façon signiﬁcative de la réutilisation au niveau du cache L2
et l’estimation du pire temps d’exécution ce trouve donc améliorée par rapport à
une analyse considérant uniquement le cache L1.
1La surestimation est une moyenne des valeurs obtenues avec les deux configurations de cache
considérées. La surestimation pour une configuration donnée est définie de la façon suivante :
(
Contribution Analyse Statique L1+L2
Contribution Mesurée




health monitoring nb d’accès L1 80863964 80863963
nb de défauts L1 3857 3854
nb de défauts L2 1298 1208
L1+L2, cycles 81032334 81023303
L1, cycles 81288234 81287903
telecommand nb d’accès L1 40145 40145
nb de défauts L1 4264 4264
nb de défauts L2 149 127
L1+L2, cycles 97685 95485
L1, cycles 509185 509185
Métrique a. Le nombre d’accès et le nombre de défauts de cache.
et
Métrique b. La contribution au pire temps d’exécution des accès mémoire.
Tab. 2.6: Résultats de l’analyse statique de cache multi-niveaux d’une hiérarchie
disposant de la politique de gestion non-inclusive avec la politique de remplace-
ment LRU (L1 : 8KB assoc. 4 ; L2 : 16KB assoc. 8).
En résumé, la précision de notre analyse de cache multi-niveaux est globale-
ment dépendante de la précision de l’analyse de cache initiale. Bien que l’analyse
du cache L1 soit relativement précise quand ce cache est considéré seul, le pes-
simisme de cette analyse se trouve propagé aux niveaux suivants, ce qui a pour
eﬀet de réduire la précision de l’analyse multi-niveaux. Néanmoins pour chacun
des codes analysés : (i) le pessimisme causé par la prise en compte des accès
incertains pour des raisons de sûreté est raisonnable, (ii) les résultats obtenus
lors de l’analyse de la hiérarchie sont toujours meilleurs comparativement à une
analyse considérant uniquement le cache L1 et des défauts de cache systématique
au niveau du cache L2.
Résultat pour une hiérarchie constituée de 3 niveaux de caches
Nous évaluons maintenant la précision de notre analyse pour une hiérarchie
constituée de 3 niveaux de caches. Le programme de test utilisé pour cette ex-
périmentation est une concaténation des programmes de test simples regroupés
à l’intérieur d’une boucle eﬀectuant deux itérations. Cette concaténation permet
de regrouper diﬀérentes structures de code au sein du même programme de test
(code de contrôle avec de petits blocs de base, code de calculs avec des blocs de
base de taille plus conséquente). La hiérarchie de cache utilisée dans ce paragraphe
est small-32-32 étendue avec un troisième niveau disposant d’un degré d’associa-
tivité de 16 avec une taille de ligne de cache de 32 octets et une latence d’accès
de 30 cycles. L’étude est eﬀectuée sur deux tailles de cache pour le L3 : 4KB et
16KB pour que le programme loge dans le L3 dans la plus grande conﬁguration
mais pas dans la plus petite. Les résultats sont présentés dans le tableau 2.7.
La boucle externe de ce programme de test dispose d’une taille de code supé-
80 Analyse du contenu des hiérarchies de caches
Taille du Métriques Analyse statique Mesure
cache L3
4 KB nb d’accès L1 1129430 1129425
nb de défauts L1 8669 1852
nb de défauts L2 5236 608
nb de défauts L3 1217 599
16 KB nb d’accès L1 1129430 1129425
nb de défauts L1 8669 1852
nb de défauts L2 5236 608
nb de défauts L3 348 298
Métrique a. Le nombre d’accès et le nombre de défauts de cache.
Tab. 2.7: Précision de l’analyse statique de cache multi-niveaux d’une hiérarchie
disposant de la politique de gestion non-inclusive avec la politique de remplace-
ment LRU (L1 : 1KB assoc. 4 ; L2 : 2KB assoc. 8 ; L3 : 4/16KB assoc. 16).
rieure à la capacité du cache L2 ce qui dégrade la précision de l’analyse Persistence
au niveau du L1 et du L2 même en présence de boucles internes. Ce comportement
a été identiﬁé et solutionné dans [9] par une analyse de Persistence appliquée à
chaque niveau de boucle.
Nous avons préalablement observé que lorsque l’analyse du cache L1 surestime
le nombre de défaut de cache de ce niveau, l’impact était répercuté au niveau de la
précision de l’analyse du cache L2. Ce comportement est également observable au
niveau de l’analyse du L3. Cependant, nous pouvons remarquer que l’analyse du
L3 permet tout de même de détecter de la réutilisation des informations contenue
dans le L3. De ce fait, même avec une surestimation de 21,9% lorsque le L3 est de
4KB et de 17,7% lorsque le L3 est de 16KB, prendre en compte l’ensemble de la
hiérarchie lors de l’analyse reste toujours meilleur comparativement à une analyse
considérant uniquement le cache L1 et des défauts de cache systématiques dans
les autres niveaux de la hiérarchie.
2.8.2.2 Résultats pour la politique de gestion non-inclusive disposant
d’une politique de remplacement de cache non-LRU
L’impact de la politique de remplacement de cache sur la contribution de la
hiérarchie mémoire à l’estimation du pire temps d’exécution est présenté dans
le tableau 2.8 pour les conﬁguration de cache small-32-32 et small-32-64. Pour
chaque programme de test, les résultats sont présentés pour chacune des politiques
de remplacement de cache (LRU, PLRU, MRU, FIFO, Random). Comme expliqué
précédemment, aucune mesure n’est eﬀectuée en raison des eﬀets dominos rendant
l’exécution des tâches dans leur pire scénario diﬃcile à réaliser.
Comme attendu d’après les résultats théoriques [86], la contribution des accès
mémoire à l’estimation du pire temps d’exécution augmente lorsque la prévisibilité
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Bench. Métriques LRU PLRU MRU FIFO RANDOM
32B 64B 32B 64B 32B 64B 32B 64B 32B 64B
matmult nb d’accès L1 525894 525894 525894 525894 525894 525894 525894 525894 525894 525894
nb de défauts L1 51 51 51 51 51 51 38971 38971 38971 38971
nb de défauts L2 51 49 51 49 51 49 38971 38970 38971 38970
L1+L2 ,cycles 531504 531304 531504 531304 531504 531304 4812704 4812604 4812704 4812604
L1,cycles 531504 531504 531504 531504 531504 531504 4812704 4812704 4812704 4812704
jfdctint nb d’accès L1 8039 8039 8039 8039 8039 8039 8039 8039 8039 8039
nb de défauts L1 725 725 725 725 725 725 725 725 725 725
nb de défauts L2 101 54 725 724 725 724 725 724 725 724
L1+L2,cycles 25389 20689 87789 87689 87789 87689 87789 87689 87789 87689
L1,cycles 87789 87789 87789 87789 87789 87789 87789 87789 87789 87789
bs nb d’accès L1 196 196 196 196 196 196 196 196 196 196
nb de défauts L1 16 16 16 16 16 16 16 16 16 16
nb de défauts L2 16 15 16 15 16 15 16 15 16 15
L1+L2,cycles 1956 1856 1956 1856 1956 1856 1956 1856 1956 1856
L1,cycles 1956 1956 1956 1956 1956 1956 1956 1956 1956 1956
minver nb d’accès L1 4146 4146 4146 4146 4146 4146 4146 4146 4146 4146
nb de défauts L1 150 150 150 150 150 150 282 282 282 282
nb de défauts L2 150 108 150 108 150 108 282 240 282 240
L1+L2,cycles 20646 16446 20646 16446 20646 16446 35166 30966 35166 30966
L1,cycles 20646 20646 20646 20646 20646 20646 35166 35166 35166 35166
ns nb d’accès L1 26428 26428 26428 26428 26428 26428 26428 26428 26411 26411
nb de défauts L1 23 23 23 23 23 23 2652 2652 2652 2652
nb de défauts L2 23 20 23 20 23 20 2652 2649 2652 2649
L1+L2,cycles 28958 28658 28958 28658 28958 28658 318148 317848 318148 317848
L1,cycles 28958 28958 28958 28958 28958 28958 318148 318148 318148 318148
crc nb d’accès L1 141643 141643 141643 141643 141643 141643 141655 141655 141671 141671
nb de défauts L1 101 101 101 101 101 101 18599 18599 18599 18599
nb de défauts L2 101 93 101 93 101 93 18599 18591 18599 18591
L1+L2,cycles 152753 151953 152753 151953 152753 151953 2187545 2186745 2187545 2186745
L1,cycles 152753 152753 152753 152753 152753 152753 2187545 2187545 2187545 2187545
qurt nb d’accès L1 6688 6688 6688 6688 6691 6691 6691 6691 6691 6691
nb de défauts L1 163 163 163 163 655 655 931 931 931 931
nb de défauts L2 163 147 163 147 655 639 931 915 931 915
L1+L2,cycles 24618 23018 24618 23018 78741 77141 109101 107501 109101 107501
L1,cycles 24618 24618 24618 24618 78741 78741 109101 109101 109101 109101
fft nb d’accès L1 80305 80305 80310 80310 80310 80310 80310 80310 80310 80310
nb de défauts L1 6687 6687 9299 9299 11096 11096 12342 12342 12342 12342
nb de défauts L2 326 315 7229 6671 11096 11085 12342 12333 12342 12333
L1+L2,cycles 179775 178675 896200 840400 1300870 1299770 1437930 1437030 1437930 1437030
L1,cycles 815875 815875 1103200 1103200 1300870 1300870 1437930 1437930 1437930 1437930
adpcm nb d’accès L1 187395 187395 187395 187395 187395 187395 184396 184396 184396 184396
nb de défauts L1 3907 3907 9923 9923 16085 16085 28312 28312 28312 28312
nb de défauts L2 3907 3126 3907 3899 12931 15714 28312 28304 28312 28304
L1+L2,cycles 617165 539065 677325 676525 1641345 1919645 3298716 3297916 3298716 3297916
L1,cycles 617165 617165 1278925 1278925 1956745 1956745 3298716 3298716 3298716 3298716
statem. nb d’accès L1 10931 11011 10931 11011 10931 11011 10931 11011 10931 10931
nb de défauts L1 1815 1805 1815 1815 1835 1825 1875 1865 1875 1875
nb de défauts L2 1802 1160 1815 1802 1835 1492 1875 1533 1875 1863
L1+L2,cycles 209281 145061 210581 209361 212781 178461 217181 182961 217181 215981
L1,cycles 210581 209561 210581 209561 212781 211761 217181 216161 217181 217181
Métrique a. Le nombre d’accès et le nombre de défauts de cache.
et
Métrique b. La contribution au pire temps d’exécution des accès mémoire.
Tab. 2.8: Impact sur l’estimation du pire temps d’exécution de la politique de
remplacement de cache d’une hiérarchie disposant de la politique de gestion non-
inclusive (L1 : 1KB assoc 4 ; L2 : 2KB assoc 8).
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de la politique de remplacement de cache diminue (i.e. LRU  PLRU  MRU 
FIFO  RANDOM). De plus, de façon similaire à la politique LRU, nous
observons que le pessimisme de l’analyse du cache L1 est propagé au niveau
suivant. En eﬀet, plus la précision de l’analyse de cache L1 est bonne pour une
politique de remplacement de cache donnée, plus la précision de l’analyse du cache
L2 est bonne.
Néanmoins, l’impact de la politique de remplacement de cache sur l’estima-
tion du pire temps d’exécution est diﬀérente suivant la structure du code analysé,
en particulier la taille des boucles comparée à la taille du cache. Pour adpcm,
la contribution des accès mémoire à l’estimation du pire temps d’exécution aug-
mente de façon régulière lorsque la politique de remplacement de cache est moins
prévisible. statemate a le même comportement sauf dans le cas de la politique de
remplacement de cache PLRU avec la conﬁguration de cache small-32-64. Dans
cette conﬁguration, la borne evict entraîne de nombreux accès classiﬁés comme
incertain lors de l’analyse du cache L1 dégradant alors les performances de l’ana-
lyse du cache L2. Pour d’autres programmes de test, nous observons un seuil de
dégradation signiﬁcatif entre LRU et PLRU (jfdctint et fft), entre PLRU et MRU
(qurt) ou encore entre MRU et FIFO (matmult, minver, ns et crc). Pour bs, la
politique de remplacement de cache n’inﬂuence pas les résultats de l’analyse car
la taille des boucles loge dans le L1 même dans le cas de où la taille du cache
abstrait est réduite par la borne mls. Pour les tâches de l’application réelle, les
résultats présentés dans le tableau 2.9 montrent le même type de comportement
qu’avec les programmes de test.
Bench. Métriques LRU PLRU MRU FIFO/RANDOM
32B 64B 32B 64B 32B 64B 32B 64B
health nb d’accès L1 80863964 80863963 80872547 80863997 80864208 80864186 78523506 78523505
monitoring nb de défauts L1 3857 3854 9027 8459 2893566 2893563 9198209 9198206
nb de défauts L2 1298 1208 9027 8374 2759438 2886339 9198209 9198128
L1+L2,cycles 81032334 81023303 81865517 81785987 385743668 398433716 1090326496 1090318365
L1,cycles 81288234 81287903 81865517 81794487 399156468 399156116 1090326496 1090326165
telecom. nb d’accès L1 40145 40145 40188 40188 40188 40188 40188 40188
nb de défauts L1 4264 4264 5296 5296 5300 5300 5303 5303
nb de défauts L2 149 127 5295 4763 5300 5278 5303 5281
L1+L2,cycles 97685 95485 622648 569448 623188 620988 623518 621318
L1,cycles 509185 509185 622748 622748 623188 623188 623518 623518
Métrique a. Le nombre d’accès et le nombre de défauts de cache.
et
Métrique b. La contribution au pire temps d’exécution des accès mémoire.
Tab. 2.9: Impact sur l’estimation du pire temps d’exécution de la politique de
remplacement de cache d’une hiérarchie disposant de la politique de gestion non-
inclusive (L1 : 8KB assoc 4 ; L2 : 16KB assoc 8).
La connaissance de ce comportement pour une tâche donnée peut être très
utile pendant la phase de conception du système aﬁn de trouver le meilleur com-
promis entre la prévisibilité et le coût du système, car la politique moins prévisible
est généralement également moins coûteuse.
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Impact de la classification d’accès au cache Uncertain
L’intérêt principal de la classiﬁcation d’accès au cache Uncertain, comme ex-
pliqué dans la section 2.3.2, est de modéliser le ﬁltrage des accès eﬀectué par
chaque niveau de cache composant la hiérarchie dès lors que l’analyse statique ne
peut pas garantir un succès ou un défaut de cache dans un niveau ℓ. La classiﬁ-
cation Uncertain garantit alors la sûreté de l’analyse du niveau ℓ+1. Cependant,
cette classiﬁcation peut également être utilisée pour l’ensemble des accès à un
niveau de cache donné ce qui est requis pour l’analyse des hiérarchies de caches
disposant d’une politique de gestion inclusive mais ce qui aussi permettre de pa-
ralléliser l’exécution des analyses de chacun des niveaux composant la hiérarchie.
Évidemment, considérer tous les accès à un niveau de cache comme incer-
tains dégrade la précision de l’analyse en raison de la perte d’information sur les
références mémoire qui accède un niveau donné. Nous évaluons cette perte de
précision en utilisant les conﬁgurations précédentes et en considérant tous les ac-
cès aux L2 comme incertains. La métrique utilisée est l’amélioration/dégradation
relative de la contribution des accès mémoire au pire temps d’exécution avec
d’une part une analyse ayant tous les accès au cache L2 classiﬁés Uncertain et
d’autre part l’analyse originale des hiérarchies non-inclusive (AnalyseUncertain
AnalyseNI
− 1).
Les résultats sont fournis dans le tableau 2.10 pour chacune des politiques de
remplacement de cache.
Bench. LRU PLRU MRU FIFO RANDOM
32B 64B 32B 64B 32B 64B 32B 64B 32B 64B
matmult 0.00 % 0.04 % 0.00 % 0.04 % 0.00 % 0.04 % 0.00 % 0.00 % 0.00 % 0.00 %
jfdctint 0.00 % 22.72 % 0.00 % 0.11 % 0.00 % 0.11 % 0.00 % 0.11 % 0.00 % 0.11 %
bs 0.00 % 5.39 % 0.00 % 5.39 % 0.00 % 5.39 % 0.00 % 5.39 % 0.00 % 5.39 %
minver 0.00 % 25.54 % 0.00 % 25.54 % 0.00 % 25.54 % 0.00 % 13.56 % 0.00 % 13.56 %
ns 0.00 % 1.05 % 0.00 % 1.05 % 0.00 % 1.05 % 0.00 % 0.09 % 0.00 % 0.09 %
crc 0.00 % 0.53 % 0.00 % 0.53 % 0.00 % 0.53 % 0.00 % 0.04 % 0.00 % 0.04 %
qurt 0.00 % 6.95 % 0.00 % 6.95 % 0.00 % 2.07 % 0.00 % 1.49 % 0.00 % 1.49 %
fft 0.00 % 0.62 % 0.00 % 0.13 % 0.00 % 0.08 % 0.00 % 0.06 % 0.00 % 0.06 %
adpcm 0.00 % 14.49 % 0.00 % 0.12 % 19.22 % 1.93 % 0.00 % 0.02 % 0.00 % 0.02 %
statemate 0.62 % 45.17 % 0.00 % 0.62 % 0.00 % 19.23 % 0.00 % 18.70 % 0.00 % 0.56 %





Bench. LRU PLRU MRU FIFO RANDOM
32B 64B 32B 64B 32B 64B 32B 64B 32B 64B
health monitoring 0.00 % 0.01 % 0.00 % 0.01 % 3.48 % 0.09 % 0.00 % 0.00 % 0.00 % 0.00 %
telecommand 0.00 % 2.30 % 0.02 % 9.36 % 0.00 % 0.35 % 0.00 % 0.35 % 0.00 % 0.35 %





Tab. 2.10: Impact sur l’estimation du pire temps d’exécution de la classiﬁcation
d’accès au cache Uncertain avec les diﬀérentes politiques de remplacement de
cache et une hiérarchie disposant de la politique de gestion non-inclusive (Table
du haut : L1 1KB assoc 4 ; L2 2KB assoc 8 / Table du bas : L1 8KB assoc 4 ; L2
16KB assoc 8).
Deux comportements distincts sont observés en fonction de la taille des lignes
de cache du L2. Lorsque la taille des lignes de cache est égale pour les deux ni-
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veaux, la surestimation résultante est dans la plupart des cas de 0%. En d’autres
termes, la précision de l’analyse n’est pas fortement impactée par les accès clas-
siﬁés Uncertain. Dans cette conﬁguration, le cache L2 capture uniquement la
localité temporelle lors de l’exécution. Cette localité temporelle est également
bien capturée par l’analyse Persistence qui ne souﬀre que très légèrement de
l’introduction des accès classiﬁés Uncertain.
Le second comportement est observé lorsque la taille des lignes de cache du L2
est supérieure à celles du L1. Dans cette conﬁguration, le L2 capture la localité
spatiale et temporelle lors de l’exécution mais comme nous l’avons vu précédem-
ment, l’analyse est quand elle incapable de détecter la localité spatiale. Dans ce
cas, la précision de l’analyse souﬀre de l’introduction des accès classiﬁés Uncer-
tain de façon signiﬁcative (4.89% en moyenne pour les diﬀérentes politiques de
remplacement de cache et l’ensemble des programmes de test et 45.17% au maxi-
mum pour statemate avec du LRU). Ce second comportement montre l’intérêt
d’avoir une classiﬁcation d’accès au cache précise pour l’analyse des hiérarchies
de cache non-inclusive dès lors que les tailles des lignes de cache des diﬀérents
niveaux sont diﬀérentes.
2.8.2.3 Résultats pour la politique de gestion inclusive
Pour garantir la propriété d’inclusion, l’invalidation d’une ligne de cache peut
se produire dans un niveau de cache lorsque celle si est évincée d’un niveau de
cache inférieur de la hiérarchie. Ce comportement est diﬃcile à prédire précisé-
ment et peut amener un pessimisme supplémentaire lors de l’analyse, comparati-
vement à l’analyse de hiérarchies de caches non-inclusives. Nous avons observé, en
exécutant les programmes de test dans leur pire scénario d’exécution en considé-
rant deux niveaux de cache disposant de la politique de remplacement de cache
LRU, que le nombre de défauts de cache est identique pour une hiérarchie de
cache inclusive ou non-inclusive. De ce fait, nous proposons d’évaluer l’amélio-
ration/dégradation relative de la contribution des accès mémoire au pire temps
d’exécution entre les résultats de l’analyse statique pour la politique de gestion
inclusive (I) et non-inclusive (NI) ( AnalysisI
AnalysisNI
− 1). Les résultats sont présentés
dans le tableau 2.11.
Intéressons nous dans un premier temps à la politique de remplacement de
cache LRU prouvée [86] comme étant la plus apte à être prédite précisément. Les
résultats montrent que lorsque les tailles des lignes de cache sont identiques pour
les deux niveaux, le pessimisme résultant de l’ajout du mécanisme d’inclusion est
généralement relativement faible excepté pour adpcm et statemate. Ces derniers
disposent de boucles de taille supérieure à la capacité du cache L2 amenant alors
l’analyse à considérer de nombreuses invalidations. Lorsque les lignes de cache
sont de taille diﬀérente entre les niveaux, nous observons, grâce au post traitement
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Bench. LRU PLRU MRU FIFO RANDOM
32B 64B 32B 64B 32B 64B 32B 64B 32B 64B
matmult 0.00 % -0.23 % 0.00 % -0.23 % 0.00 % 3.65 % 41.50 % 25.13 % 41.50 % 25.13 %
jfdctint 0.00 % 0.48 % 2.13 % -38.12 % 2.13 % -38.12 % 2.13 % -38.12 % 2.13 % -38.12 %
bs 0.00 % -16.16 % 0.00 % -16.16 % 0.00 % -16.16 % 0.00 % -16.16 % 0.00 % -16.16 %
minver 1.94 % -5.35 % 1.94 % -5.35 % 1.94 % -5.35 % 6.88 % -12.11 % 6.88 % -12.11 %
ns 0.00 % -0.70 % 0.00 % -0.70 % 0.00 % -0.70 % 35.44 % 19.06 % 35.44 % 19.06 %
crc 0.00 % -1.78 % 59.17 % 61.32 % 123.57 % 108.95 % 87.99 % 42.40 % 87.99 % 42.40 %
qurt 0.00 % -14.77 % 41.03 % 38.23 % 47.00 % 44.40 % 36.98 % 14.17 % 36.98 % 14.17 %
fft 0.00 % -5.88 % 21.20 % 44.49 % 23.51 % -5.25 % 15.48 % -12.95 % 15.48 % -12.95 %
adpcm 29.89 % 15.88 % 27.24 % 243.06 % 150.95 % 56.14 % 57.40 % 23.85 % 57.40 % 23.85 %
statem. 41.62 % 63.43 % 40.80 % 13.38 % 39.34 % 32.97 % 36.52 % 29.69 % 36.52 % 9.87 %





Bench. LRU PLRU MRU FIFO RANDOM
32B 64B 32B 64B 32B 64B 32B 64B 32B 64B
health mon. 0.42 % 1.41 % 329.49 % 327.49 % 142.18 % 159.21 % 129.90 % 89.70 % 129.90 % 89.70%
telecommand 0.00 % -2.72 % 64.36 % 41.78 % 64.27 % 30.10 % 64.18 % 30.03 % 64.18 % 30.03 %





Tab. 2.11: Comparaison entre la politique de gestion non-inclusive et inclusive
(Table du haut : L1 1KB assoc 4 ; L2 2KB assoc 8 / Table du bas : L1 8KB assoc
4 ; L2 16KB assoc 8).
basé sur la propriété d’inclusion réalisé au niveau du cache L2, une diminution
de l’estimation du pire temps d’exécution comparativement à une hiérarchie de
cache non-inclusive. Ce comportement n’est toute fois pas systématique car dans
certains cas, le pessimisme résultant de la classiﬁcation Uncertain cumulé à la
prise en compte des invalidations n’est pas compensé par ce post traitement
et nous observons dans ce cas une dégradation de l’estimation du pire temps
d’exécution.
De façon similaire à l’analyse des hiérarchies de caches non-inclusives avec
les politiques de remplacement de cache non-LRU, nous observons que globale-
ment le pessimisme de l’analyse augmente lorsque la prévisibilité de la politique
de remplacement de cache diminue, lorsque les tailles des lignes de cache des
deux niveaux sont identiques. Par contre, lorsque les tailles sont diﬀérentes, ce
comportement est moins uniforme en raison du post traitement qui permet de
réduire le pessimisme, voire d’améliorer l’estimation suivant les cas en fonction
du nombre d’invalidations considérées lors de l’analyse comparativement au gain
du post traitement.
En conclusion, il s’avère préférable d’utiliser une hiérarchie de caches non-
inclusive lorsque les tailles des lignes de cache entre les niveaux sont identiques.
Lorsque les tailles de lignes sont diﬀérentes, le choix est plus dépendant de la
structure du code, notamment la taille des boucles comparativement à la taille du
cache L2, entraînant dans certains cas l’analyse à considérer un nombre important
d’invalidations pouvant ne pas être compensées par le post-traitement exploitant
la propriété d’inclusion.
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2.8.2.4 Résultats pour la politique de gestion exclusive
Aﬁn de déterminer la précision de l’analyse des hiérarchies de caches exclu-
sives, nous comparons les résultats de l’analyse statique avec ceux obtenus lors
de l’exécution des programmes de test dans leur pire scénario d’exécution. Les ré-
sultats sont présentés dans le tableau 2.12 pour les programmes de test à chemin
unique avec la conﬁguration small-32-32 disposant de la politique de rempla-
cement LRU. Pour chaque programme de test, nous donnons trois valeurs : la
contribution des accès mémoire au pire temps d’exécution déterminée par l’ana-
lyse statique (ligne du haut) ainsi que celle obtenue par mesure sur le pire chemin
(ligne du milieu) et la surestimation de l’analyse (analyse
mesure
− 1, ligne du bas). Ces
trois valeurs sont données respectivement pour une hiérarchie de caches exclusive
(colonne de gauche) et pour une hiérarchie de caches non-inclusive (colonne de
droite) celle-ci étant toujours plus précise dans cette conﬁguration par rapport à
une hiérarchie de cache inclusive.
jfdctint Exclusive Non-Inclusive
Analyse statique 24989 25389
Mesure 24769 24869
Surestimation (%) 0.89 2.09
bs Exclusive Non-Inclusive
Analyse statique 1956 1956
Mesure 1406 1406
Surestimation (%) 39.12 39.12
minver Exclusive Non-Inclusive
Analyse statique 20646 20646
Mesure 19546 19546
Surestimation (%) 5.63 5.63
ns Exclusive Non-Inclusive
Analyse statique 28958 28958
Mesure 27841 27841
Surestimation (%) 4.01 4.01
matmult Exclusive Non-Inclusive
Analyse statique 531394 531504
Mesure 530104 530104
Surestimation (%) 0.24 0.26
Tab. 2.12: Comparaison de la précision entre la politique de gestion non-inclusive
et exclusive (L1 : 1KB assoc 4 ; L2 : 2KB assoc 8).
La première observation intéressante concernant les résultats de l’analyse de
hiérarchies de caches exclusives est que les valeurs obtenues sont généralement
proches de celles obtenues lors de l’exécution. Un pessimisme raisonnable entre
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0.24% (matmult) et 5.63% (minver) est observé, sauf pour bs en raison de son
faible nombre d’accès, qui ampliﬁe l’impact des défauts de cache déterminés sta-
tiquement mais ne se produisant pas lors de l’exécution.
Si nous comparons maintenant la surestimation de l’analyse comparativement
à l’exécution pour les hiérarchies de cache exclusives et non-inclusives, nous ob-
servons que la surestimation obtenue pour les hiérarchies exclusives est toujours
inférieure ou égale à celle des hiérarchies non-inclusive. Pour jfdctint, la diﬀérence
est signiﬁcative et s’explique par l’absence d’accès considérés comme incertains
dans l’analyse améliorant ainsi sa précision. Finalement pour ce programme de
test, nous observons également que le pire temps mesuré est meilleur dans le cas
d’une hiérarchie exclusive car ce type de hiérarchie permet de mieux exploiter sa
localité.
Benchmark LRU PLRU MRU FIFO RANDOM
matmult -0.02 % -0.02 % -0.02 % -88.96 % -88.96 %
jfdctint -1.58 % -71.54 % 0.00 % 0.00 % 0.00 %
bs 0.00 % 0.00 % 0.00 % 0.00 % 0.00 %
minver 0.00 % 0.00 % 0.00 % -41.29 % -41.29 %
ns 0.00 % 0.00 % 0.00 % -90.90 % -90.90 %
crc 0.00 % 0.00 % 0.00 % -93.02 % -93.02 %
qurt 0.00 % 0.00 % -68.74 % -27.83 % -27.83 %
fft -0.11 % -79.96 % -37.28 % -9.53 % -9.53 %
adpcm -10.94 % -8.88 % -62.40 % -40.68 % -40.68 %
statemate 0.00 % -0.09 % -1.03 % -2.03 % -2.03 %




Benchmark LRU PLRU MRU FIFO RANDOM
health monitoring 0.00 % -1.02 % -78.93 % -63.39 % -63.39 %
telecommand 0.00 % -76.07 % -18.25 % -0.05 % -0.05 %




Tab. 2.13: Comparaison entre la politique de gestion non-inclusive et exclusive
(Table du haut : L1 1KB assoc 4 ; L2 2KB assoc 8 / Table du bas : L1 8KB assoc
4 ; L2 16KB assoc 8).
Comparons maintenant les résultats des analyses des hiérarchies exclusives
et non-inclusives pour chacune des politiques de remplacement de cache. Aﬁn
d’évaluer les bénéﬁces de la hiérarchie exclusive (E), nous comparons les résultats
obtenue avec ceux d’une hiérarchie non-inclusive (NI) en utilisant la métrique
d’amélioration/dégradation relative de la contribution des accès mémoire au pire
temps d’exécution ( AnalyseE
AnalyseNI
− 1). Les résultats sont présentés dans le tableau
2.13.
La première observation générale est que l’estimation de la contribution des
accès mémoire au pire temps d’exécution est toujours inférieure ou égale à l’esti-
mation obtenue pour une hiérarchie non-inclusive. Ce comportement est lié à la
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nature des hiérarchies exclusives, qui permet d’augmenter virtuellement la capa-
cité mémoire et l’analyse est à même de le prendre en compte. Pour une majorité
de programmes de test, il y a même un écart important entre les deux estima-
tions pour au moins une politique de remplacement de cache. Par exemple, pour
matmult avec la politique FIFO, nous observons une amélioration de 88.96%.
Cette diﬀérence s’explique par la borne mls (1 pour FIFO) qui réduit virtuelle-
ment la capacité de la hiérarchie lors de l’analyse. Cependant, la non duplication
d’information dans le cas de l’exclusif permet de limiter cette réduction et ainsi
de déterminer une meilleur estimation. Pour les autres programmes de test, le
même comportement est observé et à chaque fois, le phénomène se produit avec
la politique de remplacement de cache détectée comme produisant une diﬀérence
signiﬁcative dans l’estimation du pire temps d’exécution en comparaison à une
politique plus prévisible (section 2.8.2.2).
En conclusion, l’utilisation de hiérarchies de caches exclusives est préférable,
en comparaison des hiérarchies non-inclusives, pour produire une estimation plus
ﬁne du pire temps d’exécution et tout spécialement lorsque des politiques de cache
non-LRU sont utilisées.
2.9 Conclusion
Dans ce chapitre, nous venons de présenter les méthodes d’analyse statique de
hiérarchies de caches d’instructions publiées dans [40, 42]. Nous avons commencé
par mettre en avant un problème de sûreté dans l’unique approche existante [68]
provenant de la propagation systématique des accès incertains. Nous avons ensuite
proposé des méthodes d’analyse statique pour les hiérarchies de caches disposant
des politiques de gestion non-inclusive, inclusive et exclusive. Ces approches mo-
délisent, grâce à l’introduction d’une nouvelle classiﬁcation appelée classiﬁcation
d’accès au cache, et prennent en compte de façon sûre le comportement des ac-
cès incertains dans les diﬀérents niveaux de la hiérarchie lors de l’analyse. Nous
avons vu que ces méthodes sont compatibles avec les politiques de remplacement
de cache LRU, Pseudo-LRU, MRU, FIFO et Random en se basant sur une adap-
tation des résultats théoriques proposés dans [86]. Les résultats expérimentaux
montrent que globalement l’analyse des hiérarchies de caches permet de raﬃner
l’estimation du pire temps d’exécution comparativement aux méthodes existantes
ne considérant qu’un seul niveau de cache et des défauts de cache systématiques
dans les niveaux inférieurs de la hiérarchie.
En réponse à la première question de recherche de ce document, nous avons
montré, dans ce chapitre, la faisabilité d’analyser des hiérarchies de caches de
façon sûre. Concernant la précision de l’estimation, elle est diﬀérente suivant le
type de hiérarchie considéré mais toujours plus précise que l’estimation produite
par des analyses ne considérant qu’un seul niveau de cache.
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Nous avons étendu l’analyse des hiérarchies de caches disposant d’une po-
litique de gestion non-inclusive aux données dans [49]. La modiﬁcation princi-
pale, pour pouvoir analyser les accès aux données, consiste à modiﬁer la fonction
Update aﬁn d’intégrer le fait qu’une instruction accédant à la mémoire peut ré-
férencer diﬀérentes adresses mémoires. Cette fonction ainsi modiﬁée est ensuite
directement applicable pour analyser les diﬀérentes politiques de gestion de hié-
rarchies étudiées dans ce chapitre.
Notre méthode a également été étendue dans [22] pour prendre en compte
les caches uniﬁés. Finalement, cette méthode que nous utiliserons comme base,
dans le chapitre suivant, pour analyser les hiérarchies de caches des architectures
multi-cœurs, a également été utilisée pour les mêmes raisons dans [52].
Généralement, les hiérarchies de caches disposant de plus de deux niveaux de
cache mettent en œuvre une combinaison des diﬀérentes politiques de gestion de
la hiérarchie. Par exemple, l’AMD Opteron 2384, l’Intel Xeon X5570 et l’IBM
Power5 mettent en œuvre trois combinaisons diﬀérentes. L’AMD Opteron 2384
met en œuvre une politique d’exclusion entre le cache de premier et de second
niveau tandis que le dernier niveau est non-inclusif. L’Intel Xeon X5570 met en
œuvre une politique non-inclusive entre les deux premiers niveaux et une poli-
tique inclusive pour le dernier niveau. Finalement, l’IBM Power5 met en œuvre
une politique inclusive entre les deux premier niveaux tandis que le dernier ni-
veau est exclusif par rapport aux deux premiers. Une extension possible de la
méthode d’analyse proposée serait d’étendre l’analyse à des hiérarchies de caches
ne disposant pas d’une politique de gestion unique entre tous les niveaux de la
hiérarchie.
Chapitre 3
Analyse du contenu pire cas de
caches partagés pour architecture
multi-cœurs
3.1 Introduction
Pendant de nombreuses années, le gain en performance obtenu entre deux
générations de processeurs reposait principalement sur l’augmentation de la fré-
quence d’horloge du processeur. Ainsi, nous sommes passés d’une fréquence de
quelques mégahertz, 4,77 MHz pour le processeur Intel 8088 commercialisé avec
le premier ordinateur personnel d’IBM au début des années 80, à quelques giga-
hertz, 3,8 GHz pour le processeur Intel Pentium IV Prescott proposé au printemps
2004. Cette approche a néanmoins montré certaines limites surtout en terme de
consommation et de dissipation thermique. Ce point devenant crucial, les fabri-
cants de processeurs ont pris une nouvelle direction pour améliorer les perfor-
mances des processeurs actuels, celle de mettre plusieurs cœurs de calcul sur une
même puce permettant alors l’exécution simultanée de plusieurs applications. Ce
type d’architecture, communément appelé multi-cœurs, se retrouve de nos jours
dans les ordinateurs de bureau, les serveurs et est envisagé à moyen terme dans
les systèmes embarqués comme ceux utilisés par l’industrie automobile [6].
Diﬀérents types de processeurs multi-cœurs ont vu le jour. Ceux disposant de
cœurs homogènes, c’est-à-dire avec tous leurs cœurs identiques comme les proces-
seurs Intel dual-core, quad-core, AMD Phenom, Sun Niagara, ARM11MPcore. . . et
ceux disposant de cœurs hétérogènes comme le processeur CELL d’IBM. Vis-à-vis
de la hiérarchie caches, plusieurs possibilités ont également été explorées [45]. Gé-
néralement, chaque cœur dispose d’un premier niveau de cache privé tandis que
les niveaux suivants peuvent être partagés, semi-partagés ou privés. Les hiérar-
chies disposant d’un niveau de cache partagé entre les diﬀérents cœurs de calcul,
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comme le Power5 d’IBM ou le Core Duo d’Intel, permettent le partage de données
entre applications ce qui améliore généralement le temps d’exécution moyen des
applications utilisant plusieurs processus légers. Elles oﬀrent également la possi-
bilité pour une application d’utiliser l’intégralité du cache partagé dans le cas où
l’application est exécutée seule sur le processeur. Cependant, ce type de hiérarchie
introduit également un nouveau type de défaut de cache : les défauts de conﬂits
inter-tâches. En eﬀet, le cache étant partagé, le chargement d’une ligne de cache
par une application exécutée sur un cœur peut évincer une ligne de cache d’une
autre application exécutée simultanément sur un autre cœur. En opposition, les
hiérarchies disposant de caches uniquement privés, comme l’Athlon X2 d’AMD
ou le Power6 d’IBM, ne souﬀrent pas des défauts de conﬂits inter-tâches dans
les niveaux de caches inférieurs ce qui améliore généralement le temps moyen
d’exécution d’applications indépendantes exécutées simultanément. Cependant,
la capacité d’utilisation du cache est dans ce cas limitée à la taille du cache privé
associé à un cœur de calcul. Finalement, les hiérarchies semi-partagées peuvent
être vues comme un compromis entre les deux types de hiérarchies précédentes
car elles partagent des niveaux de caches mais uniquement entre un sous-ensemble
des cœurs composant le processeur, comme l’Intel Dunnington ou Harpertown.
L’utilisation des processeurs multi-cœurs dans le cadre des systèmes temps-
réel amène de nouvelles problématiques liées aux ressources partagées (caches,
bus mémoire) pour assurer la validation temporelle des systèmes. En eﬀet, la
présence de niveaux de caches partagés entre diﬀérents cœurs de calcul introduit
une nouvelle source d’indéterminisme lors de l’estimation du pire temps d’exécu-
tion provoquée par les défauts de conﬂits inter-tâches. Pour prendre en compte,
les hiérarchies disposant de caches partagés ou semi-partagés, l’analyse doit te-
nir compte de l’eﬀet de ces défauts. Nous verrons que l’approche existante [110]
visant à estimer les diﬀérents entrelacements possibles se limite à l’exécution de
deux tâches sur deux cœurs de calcul et que dans certains cas elle peut amener à
des problèmes de sûreté.
3.1.1 Contributions
Dans ce chapitre, nous nous intéressons à l’estimation du pire temps d’exé-
cution d’une tâche exécutée sur un processeur multi-cœurs disposant de niveaux
de caches partagés. L’approche proposée consiste à prendre en compte les dé-
fauts de conﬂits inter-tâches lors de cette estimation, tout en faisant abstraction
des entrelacements possibles avec les tâches interférentes aﬁn de minimiser la
complexité et ainsi permettre l’analyse d’architectures disposant d’un nombre
de cœurs quelconque exécutant un nombre arbitraire de tâches simultanément.
Néanmoins, cette approche utilisée seule souﬀre d’un pessimisme potentiellement
important en fonction du nombre de cœurs et de tâches considérés. Nous pro-
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posons d’utiliser conjointement cette méthode d’estimation avec un mécanisme
de court-circuit des caches partagés, appelé bypass, visant à réduire les interfé-
rences provoquées par chacune des tâches. L’idée consiste à limiter le stockage
des lignes de cache dans les niveaux partagés en chargeant uniquement les lignes
statiquement connues comme étant réutilisées lorsque la tâche est analysée en
isolation. Ceci permet de réduire considérablement le nombre d’interférences sans
produire d’eﬀet négatif sur l’estimation du pire temps d’exécution de la tâche
en isolation. Cette solution appliquée lors de la phase de compilation permet de
réduire de façon importante les défauts de conﬂits inter-tâches permettant alors
une estimation plus précise du pire temps d’exécution.
3.1.2 Organisation du chapitre
La suite de ce chapitre est organisée de la manière suivante. Nous commen-
cerons (section 3.2) par étudier la méthode proposée dans [110] visant à estimer,
par une analyse statique, le temps d’exécution pire cas d’une tâche, exécutée sur
un processeur bi-cœurs disposant d’un niveau de cache partagé, en conﬂits avec
une tâche s’exécutant simultanément. Nous verrons les limites de cette méthode
vis-à-vis de la propriété de sûreté de l’estimation du pire temps d’exécution. Nous
présenterons, par la suite (section 3.4), une méthode sûre permettant l’estimation
des conﬂits, dans les niveaux de caches partagés, ainsi que leurs prises en compte
lors de l’estimation du pire temps d’exécution. Cependant, cette approche gros
grain peut rapidement mener l’analyse à ne détecter aucune réutilisation dans les
niveaux de caches partagés. Nous aborderons ensuite (section 3.5) la contribution
principale de ce chapitre, à savoir une approche exploitant un mécanisme maté-
riel, appelé bypass, permettant de réduire le nombre de conﬂits dans ces niveaux
de caches en évitant le stockage de certaines lignes de cache. Une étude expéri-
mentale sera présentée dans la section 3.6 puis, nous conclurons ce chapitre en
proposant des directions possibles pour les travaux futurs.
3.2 Approche existante
La première approche d’analyse statique visant à estimer le pire temps d’exé-
cution d’une tâche exécutée sur un processeur multi-cœurs disposant d’un niveau
de cache partagé a été proposée dans [110]. Cette approche se focalise sur l’analyse
des caches d’instructions à correspondance directe en considérant une architec-
ture constituée de deux cœurs de calcul disposant chacun d’un premier niveau de
cache privé et d’un second niveau partagé. L’analyse se concentre sur l’estimation
du pire temps d’exécution d’une tâche en conﬂit au niveau du cache partagé avec
une autre tâche exécutée simultanément. Dans un premier temps, le comporte-
ment pire cas (succès ou défaut au niveau du cache partagé) de chaque accès est
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estimé en considérant la tâche analysée en isolation puis dans un second temps,
les accès classiﬁés comme produisant un succès sont éventuellement modiﬁés en
défaut si la tâche concurrente peut être en interférence. Plus précisément, une
distinction est faite si l’accès se produit ou non dans une boucle et si l’un des
accès interférents est situé ou non dans une boucle. Si l’accès est considéré en
dehors d’une boucle, la moindre interférence implique la modiﬁcation de la clas-
siﬁcation en défaut tandis que si l’accès se produit au sein d’une boucle deux cas
sont alors distingués :
– l’accès interférent est également situé dans une boucle, dans ce cas la clas-
siﬁcation de l’accès est modiﬁée en défaut ;
– aucun accès interférent n’est situé dans une boucle, dans ce cas la classiﬁ-
cation est modiﬁée en succès sauf un signiﬁant que l’interférence évincera
une seule fois la ligne de cache contenant la référence accédée.
Cette approche permet de modéliser l’impact des diﬀérents entrelacements pos-
sibles entre deux tâches lors de l’estimation du pire temps d’exécution sans pour
autant le faire de façon exhaustive. Néanmoins, la classiﬁcation introduite succès
sauf un peut dans certains cas mettre en défaut la sûreté de l’analyse. En eﬀet,
lors de la prise en compte des interférences, cette méthode ne considère pas le fait
que plusieurs zones de la tâche interférente peuvent être exécutées pendant l’exé-
cution de la boucle de la tâche analysée et donc évincer plusieurs fois une même
ligne de cache. L’approche que nous proposons corrige ce problème de sûreté en
faisant abstraction des entrelacements lors de l’analyse. De plus, notre approche
est applicable pour des architectures constituées de plus de deux cœurs de calcul
et disposant de plusieurs niveaux de caches partagés. Finalement, la structure de
chaque niveau de cache est dans notre cas considérée comme étant associatif par
ensembles, ceci étant plus représentatif des architectures existantes.
3.3 Hypothèses et notations
Dans cette partie, nous considérons une architecture multi-cœurs constituée
de N cœurs de calcul. Chacun des cœurs dispose d’un cache d’instructions de
premier niveau privé suivi par diﬀérents niveaux de caches dont au moins un est
partagé entre plusieurs cœurs. Tous les caches sont associatifs par ensembles et
nous considérons, lors de la description des méthodes que la politique de rempla-
cement de cache LRU est mise en œuvre par chaque niveau de cache. Néanmoins,
les autres politiques de remplacement de cache sont directement exploitables en
utilisant les bornes mls/evict décrites précédemment (chapitre 2, section 2.6).
La politique de gestion des niveaux de caches est non-inclusive. La variabilité du
temps d’accès à la mémoire principale et aux caches partagés due aux contentions
se produisant au niveau du bus mémoire est considérée connue et bornée en uti-
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lisant par exemple une méthode d’accès multiple à répartition dans le temps (en
anglais : TDMA pour Time division Multiple Access) comme proposée dans [90]
ou d’autres politiques prévisibles d’arbitrage de bus [73]. Les méthodes proposées
dans cette partie se focalisent sur les caches d’instructions, nous considérons donc
que les caches partagés ne contiennent pas de données. De ce fait, les architec-
tures considérées disposent soit de caches partagés séparés entre instructions et
données soit d’un mécanisme permettant de partitionner les caches en A-voies
d’instructions et B-voies de données au démarrage du système dans le cas de
caches uniﬁés. La ﬁgure 3.1 illustre deux mises en œuvre possibles d’architectures













L1 privé L1 privé
L1 privé L1 privé
L1 privé
L1 privé L1 privé
L2 partagé
L2 partagé
Fig. 3.1: Deux exemples d’architectures multi-cœurs supportées par nos analyses.
Concernant l’ordonnancement des tâches, nous considérons que les tâches ne
peuvent pas migrer pendant une instance d’exécution. Les migrations sont per-
mises uniquement entre deux instances d’exécution. Nous ne posons volontaire-
ment pas d’autres hypothèses sur l’ordonnancement, impliquant que n’importe
quelle partie d’une tâche interférente peut être exécutée simultanément avec la
tâche analysée et donc polluer les caches partagés. Cette considération permet
de garder l’estimation du pire temps d’exécution indépendante des tests d’ordon-
nançabilité ce qui est généralement supposé lors de la validation temporelle des
systèmes temps-réel. Finalement, les tâches sont considérées indépendantes (pas
de synchronisations entre les tâches) mais peuvent tout de même partager du
code comme par exemple le code de bibliothèques.
3.4 Détection et prise en compte des conflits
dans les caches partagés
Comparée à son exécution de façon isolée, l’exécution d’une tâche sur une
architecture multi-cœurs disposant de caches partagés peut introduire des défauts
de cache supplémentaires dans les caches partagés à cause des tâches interférentes
exécutées simultanément sur les autres cœurs. Au niveau de l’analyse statique,
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cela signiﬁe que certains accès classiﬁés précédemment en Always-Hit ou First-
Miss lors d’une analyse de cache uni-cœur, c’est-à-dire sans prendre en compte les
interférences résultantes de l’exécution simultanée de tâches sur d’autres cœurs,
peuvent être modiﬁés en First-Miss ou Not Classified à cause des interférences
inter-tâches.
De ce fait, l’analyse statique des niveaux de caches partagés doit alors être
modiﬁée comparativement aux analyses uni-cœur, décrites dans le chapitre 2,
pour prendre en compte ces interférences, tandis que l’analyse des niveaux privés
reste inchangée. La ﬁgure 3.2 illustre les modiﬁcations apportées à l’analyse de
cache d’un niveau partagé pour estimer et prendre en compte les conﬂits. L’ana-
lyse d’un niveau de cache partagé estime le pire nombre de conﬂits se produisant
dans chacun des ensembles de ce cache, causés par l’exécution d’autres tâches sur
les autres cœurs. Suite à cette estimation, l’analyse détermine la classiﬁcation de
comportement de chaque accès en tenant compte de ces conﬂits. Ces deux étapes
sont détaillées dans les deux paragraphes suivants, puis nous verrons comment




























Fig. 3.2: Concept de l’analyse statique de hiérarchie de caches en présence de niveaux parta-
gés. La classification d’accès au cache de chacune des tâches permet de déterminer le nombre
de conflits dans un niveau partagé. Ces conflits sont ensuite pris en compte lors de la classifi-
cation de comportement des accès mémoire afin de tenir compte des interférences inter-tâches
se produisant dans le niveau partagé.
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3.4.1 Détection des conflits dans un niveau de cache par-
tagé
Pour chaque niveau de cache partagé ℓ, l’analyse statique de chacune des
tâches interférentes permet de déterminer l’ensemble des accès pouvant se pro-
duire au niveau ℓ grâce à la classiﬁcation d’accès au cache. Chaque accès pouvant
être propagé au niveau ℓ (CACr,ℓ 6= N) doit être considéré comme interférent,
sans se préoccuper de quand cet accès peut se produire pour rester indépendant
de l’ordonnancement. Nous calculons donc une borne supérieure sûre du nombre
de lignes de cache en conﬂits pour chacun des ensembles de cache du niveau par-
tagé ℓ. Ce nombre pour un ensemble de cache e est appelé nombre de conﬂits




| {cl ∈ t, (∃r ∈ cl, CACr,ℓ 6= N) ∧mapped(cl, e)} |
où TI est l’ensemble des tâches interférentes, cl est une ligne de cache, r
est une référence mémoire contenue dans cl et mapped(cl, e) est une fonction
booléenne retournant vrai si cl est projetée dans l’ensemble e du cache et faux
dans le cas contraire.
3.4.2 Prise en compte des conflits dans un niveau de cache
partagé
Le nombre de conﬂits dans le cache est utilisé avec les états de cache abstraits
fournis par les analyses de cache Must et Persistence pour déterminer la classi-
ﬁcation de comportement prenant en compte les interférences inter-tâches. Les
états de cache abstraits produits par l’analyse Must conservent l’âge maximal de
chaque ligne de cache cl contenue dans un ensemble de cache e. Prendre en compte
les interférences implique que dans le pire cas, l’âge de cl doit être incrémenté
par le nombre de conﬂits dans le cache déterminé dans l’ensemble e (NCC(e)).
Si cette valeur est inférieure ou égale au degré d’associativité du cache, alors la
ligne de cache est assurée d’être présente dans le cache sinon, la ligne de cache
est considérée absente de l’état de cache abstrait de l’analyse Must. La ﬁgure 3.3
illustre ces deux cas pour un cache disposant d’un degré d’associativité de deux.
La même procédure est appliquée pour l’analyse de Persistence, celle-ci conser-
vant également l’âge maximal de chacune des lignes de cache. Inversement, pour
l’analyse May déterminant si une ligne de cache peut être présente dans le cache,
aucune modiﬁcation n’est requise.
La classiﬁcation de comportement ainsi obtenue est nécessairement plus pessi-
miste que celle obtenue sans prendre en compte les interférences, ce qui indirecte-
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1 ligne de cache
en conflit
1 ligne de cache
en conflit
Cas a. (age(a) + NCC(s)) <= degré d’associativité
Cas b. (age(a) + NCC(s)) > degré d’associativité
1 conflict
Fig. 3.3: Prise en compte des conflits dans un niveau de cache partagé ayant un degré d’as-
sociativité de deux lors de l’analyse statique. Le nombre de conflits pouvant se produire dans
le cache partagé est ajouté à l’âge de la ligne de cache contenant la référence mémoire a. Si la
valeur résultante est inférieure au degré d’associativité (cas a), la ligne de cache est considérée
comme présente dans le cache même en présence de conflits et absente dans le cas contraire
(cas b).
ment peut également modiﬁer la classiﬁcation d’accès au cache du niveau suivant.
Pour garantir la sûreté de l’analyse dans le cas d’une architecture constituée de
plusieurs niveaux de caches partagés, nous analysons de façon séquentielle chaque
niveau de cache partagé pour l’ensemble des tâches avant d’analyser le niveau sui-
vant. Cette approche séquentielle permet de fournir une classiﬁcation d’accès au
cache au niveau suivant intégrant l’eﬀet des conﬂits pour la tâche analysée ainsi
que pour l’ensemble des tâches interférentes, permettant alors d’estimer correc-
tement les conﬂits possibles dans le niveau suivant.
3.4.3 Traitement des conflits dus au code partagé
Pour prendre en compte les eﬀets du partage de code, comme des librairies
partagées entre les tâches, nous séparons la détection des conﬂits en deux parties
distinctes : le nombre de conﬂits dans le cache pour la partie privée du code
(NCCprivate) et le nombre de conﬂits dans le cache pour la partie partagée du
code (NCCshared) en considérant que l’ensemble des adresses du code partagé
est connu et passé en paramètre de l’analyse. Cette distinction est faite car les
interférences provoquées par les lignes de cache appartenant au code partagé ne
sont pas toujours destructives.
Le nombre de conﬂits dans le cache de la partie privée du code est calculé
comme précédemment mais, sans prendre en compte les adresses du code partagé
(NCC(e) ≃ NCCprivate(e)).
Le calcul du nombre de conﬂits dans le cache de la partie partagée du code
pour une ligne de cache cl (NCCshared(e, cl)) projetée dans l’ensemble e du cache
est calculé en deux phases successives :
– La première étape détermine l’ensemble, noté Shared(e), des lignes de cache
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appartenant au code partagé et source d’interférences dans l’ensemble e du
cache. En raison du partage de code, chaque ligne de cache appartenant à
une librairie partagée et utilisée par au moins une tâche interférente doit
être considérée comme interférente mais, uniquement une seule fois car nous
considérons que l’ensemble des lignes de cache interférentes peut interférer
au même instant pour être indépendant de l’ordonnancement. De ce fait,
l’ensemble Shared(e) est déﬁni comme l’union, pour toutes les tâches in-
terférentes, de l’ensemble des lignes de cache appartenant au code partagé,
projetées dans l’ensemble e et pouvant accéder le niveau de cache ℓ analysé.




{cl ∈ t, (∃r ∈ cl, CACr,ℓ 6= N) ∧ shared_code(cl) ∧mapped(cl, e)}
où shared_code(cl) est une fonction booléenne retournant vrai si la ligne de
cache cl appartient à la partie du code partagé et faux dans le cas contraire.
– La seconde étape pour calculer NCCshared(e, cl) provient du fait que la
tâche analysée peut également utiliser des lignes de cache présentes dans
l’ensemble Shared(e). Prenons le cas de l’analyse Must, à chaque point de
programme, une ligne de cache cl′ appartenant à l’ensemble Shared(e) est
considérée comme interférente avec la ligne de cache cl et donc comptabilisée
dans NCCshared(e, cl) si et seulement si l’âge de cl′ est strictement supérieur
à l’âge de cl dans l’état de cache abstrait de l’analyse Must (ACSMust) ou
si cl′ est absente de l’ACSMust. De façon plus formelle, nous avons :
NCCshared(e, cl) =| Shared(e) \ {cl
′ ∈ ACSMust, age(cl
′) ≤ age(cl)} |
Dans le cas contraire, si cl′ est présente dans l’état de cache abstrait et que
son âge est inférieur, cela signiﬁe que cl′ a été référencée plus récemment
que cl par la tâche analysée et de ce fait, l’interférence causée par cl′ est
d’ores et déjà prise en compte dans l’état de cache abstrait de l’analyse
Must.
En suivant le même raisonnement, nous obtenons pour l’analyse Persis-
tence :
NCCshared(e, cl) =| Shared(e) \ {cl
′ ∈ ACSPersistence, age(cl
′) ≤ age(cl)} |
Finalement, pour les deux analyses Must et Persistence, une ligne de cache
cl est considérée absente de l’état de cache abstrait lors de l’analyse si la somme
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des conﬂits avec son âge est supérieure au degré d’associativité du cache, ce qui
donne formellement :
age(cl) +NCCprivate(e) +NCCshared(e, cl) > degré d’associativité
Pour l’analyse May, contrairement à l’analyse sans code partagé où aucune
modiﬁcation n’était nécessaire, il faut eﬀectuer un post traitement sur les réfé-
rences au code partagé classiﬁées Always-Miss pour prendre en compte le fait que
les lignes de cache contenant ces références peuvent être chargées par les tâches
interférentes et donc présentes dans le cache. De ce fait, toutes références au code
partagé classiﬁées Always-Miss doivent être classiﬁées Not Classified.
De plus, pour des architectures propices aux anomalies temporelles, il faut
également prendre en compte le fait que de telles lignes de cache peuvent être
en cours de chargement. Pour ce faire, nous ajoutons la classiﬁcation Half-Miss
(HM) à la classiﬁcation de comportement :
– Half-Miss (HM) : La référence peut-être présente, absente ou en cours de
chargement dans le cache.
Pour obtenir une classiﬁcation sûre pour une architecture pouvant provoquer
des anomalies temporelles, il faut modiﬁer toutes les références au code partagé
classiﬁées Always-Miss ou Not Classified en Half-Miss.
3.5 Réduction des conflits en utilisant un méca-
nisme de bypass
La sûreté de cette approche d’estimation de pire temps d’exécution pour des
architectures multi-cœurs en présence de caches partagés est assurée en considé-
rant l’ensemble des lignes de cache des tâches interférentes comme étant toujours
en conﬂit à tout instant. Néanmoins, cette approche seule souﬀre, comme nous
le verrons dans l’évaluation expérimentale, d’un fort pessimisme amenant rapide-
ment l’analyse à ne détecter aucune réutilisation au niveau des caches partagés.
Pour pallier cette limitation, nous proposons une méthode visant à réduire le
nombre de conﬂits dans les niveaux partagés. Lors d’un défaut de cache, l’opé-
ration standard consiste à récupérer la ligne de cache manquante à partir des
niveaux inférieurs et à la stocker dans les niveaux supérieurs de la hiérarchie.
Néanmoins, il est diﬃcile d’aﬃrmer que le stockage de cette ligne de cache dans
les niveaux intermédiaires est réellement utile. Dans certains cas, une ligne de
cache stockée dans un niveau après un défaut peut être évincée avant d’avoir
été accédée de nouveau. De telles lignes de cache, appelées lignes de cache à
usage unique, contribuent à un phénomène bien connu de pollution de cache [75].
Dans [75], les lignes de cache non réutilisées et donc participant à ce phénomène
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de pollution ont été évaluées à 33% en moyenne dans le cache de second niveau
pour les programmes de test SPEC CPU 2000.
Des méthodes basées sur un mécanisme de bypass [31, 33, 75, 74] ont d’ores et
déjà été proposées et certaines architectures comme HP PA-RISC et Itanium dis-
pose d’un support ISA (Instruction Set Architecture) permettant son utilisation.
Ce mécanisme consiste à court-circuiter le stockage de certaines lignes de cache
dans un niveau de cache et ainsi réduire le phénomène de pollution. Dans [75], la
détection ainsi que le bypass des lignes de cache à usage unique sont dynamiques
et mis en œuvre par matériel. Dans [33], une méthode de proﬁlage ainsi qu’une
solution dynamique pour détecter les lignes de cache à court-circuiter est déﬁnie.
Néanmoins, ces travaux ont pour but de réduire le temps d’exécution moyen sans
se préoccuper du pire cas.
L’utilisation directe de ces méthodes, dans le cadre de l’estimation du pire
temps d’exécution, serait source d’indéterminisme à cause de leur dimension dy-
namique. Cependant, les méthodes d’analyses statiques de caches oﬀrent la pos-
sibilité de déterminer statiquement les lignes de cache à usage unique, du moins
celles considérées comme telles lors de l’estimation du pire temps d’exécution,
rendant alors ce type d’approche déterministe. En partant de cette observation,
notre approche visant à réduire le nombre de conﬂits dans les niveaux partagés
consiste d’une part à déterminer statiquement les lignes de cache à usage unique
pour court-circuiter leur stockage dans les niveaux de caches partagés lors de
l’exécution puis d’autre part, à intégrer ce mécanisme dans l’approche précédente
d’estimation de conﬂits lors de l’estimation du pire temps d’exécution.
3.5.1 Identification statique des lignes de cache à usage
unique
Pour un niveau de cache partagé ℓ, une ligne de cache est déterminée stati-
quement comme étant à usage unique si et seulement si quel que soit le contexte
d’exécution, cette ligne de cache n’est pas source de réutilisation dans le niveau ℓ
lorsqu’elle est accédée. En d’autres termes, elle est toujours évincée avant d’être
accédée de nouveau. L’ensemble des lignes de cache à usage unique est déterminé
statiquement pour chacune des tâches en les considérant en isolation, c’est-à-dire
sans prendre en compte les conﬂits provoqués par les tâches interférentes, en se
basant sur la classiﬁcation de comportement ainsi que la classiﬁcation d’accès au
cache de chaque référence mémoire résultant de l’analyse de cache du niveau ℓ
(partie du haut de la ﬁgure 3.4). Le fait de déterminer cet ensemble en considérant
les tâches en isolation permet de s’assurer que l’ajout du mécanisme de bypass
pour les lignes de cache déterminées statiquement comme étant à usage unique
n’augmente pas la valeur estimée du pire temps d’exécution, celles-ci étant d’ores
et déjà considérées absentes lors de l’estimation.
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Formellement, nous déﬁnissons la fonction booléenne fSSU (table 3.1) qui
retourne vrai si l’accès à une référence r dans un contexte d’exécution c1 n’est
pas garanti d’être un cas de réutilisation et faux dans le cas contraire. Nous
pouvons remarquer que l’accès à une référence classiﬁée First-Miss et disposant
de la classiﬁcation d’accès Uncertain-Never n’est pas un cas de réutilisation par
déﬁnition de la classiﬁcation Uncertain-Never, la fonction fSSU retourne donc














CDCr,ℓ,c AM AH FM NC
A true false false true
N true true true true
U-N true false true true
U true false false true
Tab. 3.1: fSSU(CACr,ℓ,c, CDCr,ℓ,c) du niveau ℓ
Finalement, une ligne de cache cl est détectée par l’analyse comme étant à
usage unique si l’ensemble des accès à cette ligne n’est pas source de réutilisation






avec contextes représentant l’ensemble des contextes d’exécution.
3.5.2 Prise en compte du mécanisme de bypass lors de
l’analyse de cache des niveaux partagés
La partie du bas de la ﬁgure 3.4 illustre l’intégration du mécanisme de bypass
des lignes de cache à usage unique lors de l’analyse d’un niveau de cache partagé.
L’information indiquant qu’une ligne de cache est détectée comme étant à usage
unique est véhiculée par la classiﬁcation d’accès au cache. Concrètement, nous
modiﬁons cette classiﬁcation en Bypass pour l’ensemble des références mémoire
contenues dans une telle ligne, permettant ainsi d’indiquer à l’analyse que la ligne
accédée ne sera pas stockée dans le cache partagé lors de l’exécution. Vis-à-vis
de l’analyse, un accès classiﬁé Bypass est sémantiquement équivalent à un accès
classiﬁé Never et ne modiﬁe donc pas l’état de cache abstrait. Pour l’estimation
des conﬂits, le calcul s’eﬀectue comme précédemment en ne considérant pas les
accès classiﬁés Bypass comme interférents dans le cache partagé. Concernant
la classiﬁcation de comportement des accès classiﬁés Bypass, celle ci est mise à
1La notion de contexte jusqu’ici implicite pour la classification de comportement et la classi-
fication d’accès au cache devient explicite pour la détection des lignes de cache à usage unique.
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Always-Miss lors de l’analyse. De ce fait, aucune modiﬁcation interne de l’analyse
de cache n’est nécessaire pour prendre en compte le mécanisme de bypass.
Finalement, pour garantir la sûreté de l’estimation du pire temps d’exécution
lors de l’analyse d’une hiérarchie composée de plusieurs niveaux de caches par-
tagés, la classiﬁcation d’accès au cache de niveau ℓ des lignes de cache à usage
unique avant sa modiﬁcation en Bypass doit être directement transmise au niveau



















































Fig. 3.4: Concept de l’analyse statique de hiérarchie de caches couplée au mécanisme de
bypass. La première partie de l’analyse (haut de la figure) identifie les lignes de cache considérées
comme étant à usage unique lors de l’estimation du pire temps d’exécution de la tâche en
isolation. La seconde partie (bas de la figure) intègre la notion du mécanisme de bypass servant
à réduire les conflits lors de l’analyse d’un niveau de cache partagé.
3.5.3 Support matériel pour utiliser notre stratégie de
bypass
Aﬁn d’utiliser notre stratégie de bypass, un support matériel est requis au
sein de l’architecture. Une approche simple pour le mettre en œuvre consiste à
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utiliser la méthode proposée dans [76] où les instructions disposent d’un bit dédié
pour contrôler leur mise en cache. Après l’estimation des lignes de cache à usage
unique, ce bit peut être renseigné pendant la phase de compilation sans aucune
modiﬁcation du plan mémoire. Pour des niveaux multiples de caches partagés,
cette solution nécessite n bits où n représente le nombre de caches partagés (en
pratique un ou deux bits pour les architectures standard). D’autres mises en
œuvre plus complexes ont été suggérées dans [64] comme la distinction entre
les instructions à mettre en cache et celles à ne pas mettre en se basant sur
leurs adresses, ou encore d’activer/désactiver dynamiquement la mise en cache
des instructions par une instruction spéciﬁque. Néanmoins, ces mises en œuvre
nécessitent un support plus important du compilateur à cause des modiﬁcations




Les expérimentations sont menées sur huit programmes de test issus des
WCET benchmarks maintenus par le groupe de recherche en WCET de Mälar-
dalen [62]. Le tableau 3.2 donne les caractéristiques de chacun des programmes
de test. Les programmes de test sont en partie diﬀérents de ceux utilisés dans le
chapitre précédent aﬁn d’illustrer tous les comportements que nous avons observé




crc Contrôle de redondance cyclique 1432
qurt Calcul des racines d’équations quadratiques 1928
lms Amélioration adaptatif de signal 2828
fdct Transformée en cosinus discrète 3468
fft Transformée de Fourier rapide 3536
minver Inversion d’une matrice 3x3 composée de nombre flottants 4408
adpcm Encodage de la voix 7740
statemate Code généré automatiquement par STARC (STAtechart Real-
time-Code generator)
8900
Tab. 3.2: Caractéristiques des programmes de test
Expérimentations 105
Analyse de caches et estimation du pire temps d’exécution
Les conditions expérimentales vis-à-vis de l’analyse de caches et de l’esti-
mation du pire temps d’exécution sont identiques au chapitre précédent. Pour
rappel :
– le code binaire est compilé avec gcc 4.1 sans optimisation pour du MIPS
R2000/R3000 [66] ;
– l’estimation du pire temps d’exécution est calculé par le logiciel HEP-
TANE [24] en utilisant la méthode IPET ;
– l’analyse est contextuelle ;
– l’état initial du cache est considéré vide (absence d’anomalies temporelles) ;
– chaque niveau de cache dispose d’une politique de remplacement de cache
LRU.
Configuration de cache
Les expérimentations sont menées en utilisant une hiérarchie de cache non-
inclusive composée de deux niveaux mettant en œuvre la politique de remplace-
ment de cache LRU. Le premier niveau de cache (L1) est privé et dispose d’un
degré d’associativité de 4 pour une taille de 1KB. Le second niveau (L2) est
quand à lui partagé entre les diﬀérents cœurs et dispose d’une taille de 4KB avec
un degré d’associativité de 8. Les tailles des lignes de caches sont de 32B pour
les deux niveaux de la hiérarchie. Des latences de 1 cycle pour le L1, de 10 cycles
pour le L2 et de 100 cycles pour la mémoire principale sont utilisées.
Métriques
Dans cette partie, nous utilisons deux métriques pour évaluer les performances
de l’analyse de hiérarchies de caches en présence de cache partagé. La première
métrique est le taux de succès (noté HRℓ) dans les caches L1 et L2 le long du
pire chemin d’exécution (en anglais WCEP pour Worst Case Execution Path).
Le pire chemin d’exécution est obtenu en utilisant les fréquences des blocs de
base retournée par la méthode d’énumération implicite des chemins. La seconde
métrique utilisée est le nombre de cycles par instruction causés par les défauts
de cache L2 (noté NCPI2) le long du pire chemin d’exécution. Cette seconde
métrique est complémentaire de la première et permet de mieux quantiﬁer l’im-
pact en terme de cycles de notre approche de bypass. Nous ne comparons pas
les résultats obtenus par analyse avec des mesures en raison de la diﬃculté à se
placer dans les pires conditions d’exécution.
2NCPI = #L2 miss∗memory latency
#instruction along the WCEP
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3.6.2 Résultats expérimentaux
Impact du mécanisme de bypass pour un système sans interférences
au niveau du cache partagé
Nous regardons dans un premier temps l’impact du mécanisme de bypass pour
un système sans interférences au niveau du cache partagé. Pour ce faire, nous
comparons les résultats de l’analyse obtenus pour chaque programme de test avec
et sans le mécanisme de bypass en considérant l’exécution de la tâche sur un cœur
et sans tâches interférentes. Le tableau 3.3 présente pour chaque programme de
test (colonne 1) le taux de succès dans le cache L1 (colonne 2) le taux de succès
dans le cache L2 ainsi que le nombre de cycles par instruction causés par les
défauts de cache L2 sans (colonne 3) et avec (colonne 4) le mécanisme de bypass.
Le taux de lignes de cache non chargées dans le cache L2 par le mécanisme
de bypass (noté bypass ratio, colonne 5) est également fourni aﬁn d’indiquer la
réduction possible de la pollution dans le cache L2. Plus ce taux est élevé, plus
la réduction possible au niveau des interférences inter-tâches est grande.
Bench. HRL1 L2 sans bypass L2 bypass ratio
HRL2 (NCPI) HRL2 (NCPI) du bypass
minver 93.99% 39.76% (3.62) 39.76% (3.62) 94.92%
adpcm 89.74% 33.60% (6.81) 33.96% (6.77) 88.02%
fdct 87.25% 84.03% (2.04) 84.03% (2.04) 5.5%
statemate 83.40% 0.72% (16.49) 1.21% (16.40) 98,92%
fft 88.76% 1.97% (11.02) 12.50% (9.83) 92.79%
crc 93.10% 98.97% (0.07) 98.97% (0.07) 88.89%
lms 87.24% 0.61% (12.68) 0.61% (12.68) 94.38%
qurt 93.57% 12.56% (5.62) 12.56% (5.62) 98.36%
Tab. 3.3: Impact du mécanisme de bypass du cache L2 sur l’estimation du pire
temps d’exécution pour un système sans interférence.
L’utilisation du mécanisme de bypass permet d’obtenir un taux de succès dans
le cache L2 toujours supérieur ou égal à celui obtenu sans ce mécanisme. Pour
trois des programmes de test (statemate,adpcm et fft), ce taux est strictement
supérieur lorsque le mécanisme de bypass est utilisé. Pour ces programmes, le
fait de ne pas stocker les lignes de cache détectées comme étant à usage unique
permet de détecter de la réutilisation supplémentaire et donc plus de succès de
cache pour les autres lignes de cache grâce à la réduction du nombre de conﬂits
intra-tâche. Dans le meilleur des cas (fft), HRL2 est multiplié par un facteur 6
réduisant alors de façon signiﬁcative l’estimation du pire temps d’exécution (plus
d’un cycle par instruction). Pour les deux autres, l’amélioration causée par cet
eﬀet secondaire est moins signiﬁcative.
En terme de nombre de lignes de cache non stockées dans le cache L2, le
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pourcentage est élevé pour tous les programmes de test sauf fdct. Ce pourcentage
élevé montre que la pollution du cache L2 peut être réduite de façon importante
par le mécanisme de bypass et donc réduire de façon signiﬁcative les interférences
inter-tâches. Pour fdct, le pourcentage faible s’explique par la structure du code
constituée de deux boucles ne tenant pas dans le cache L1 tandis qu’elles sont
contenues intégralement dans le cache L2.
Analyse de cache partagé avec et sans mécanisme de bypass
Nous nous intéressons dans cette partie à l’estimation du pire temps d’exécu-
tion d’une tâche s’exécutant sur un cœur en concurrence au niveau du cache L2
avec une autre tâche exécutée sur l’autre cœur, dans un contexte où il n’y a pas
de partage de code entre les tâches. La tâche en interférence au niveau du cache
L2 avec la tâche analysée est l’une des huit tâches présentées dans le tableau 3.3.
Les résultats sont présentés dans le tableau 3.4. Pour chaque programme de
test, les résultats sans (première ligne) et avec (seconde ligne) le mécanisme de
bypass sont fournis. Pour chaque conﬁguration, le taux de succès dans le cache,
ainsi que le nombre de cycles par instruction causé par les défauts de cache L2 sont
donnés : (i) pour la tâche analysée considérée sans aucune tâche en interférence,
(ii) en prenant la moyenne obtenue à partir des résultats de chacune des tâches en
interférence, (iii) pour la tâche analysée considérée en interférence avec la tâche
provoquant le plus d’interférence.
En regardant la moyenne obtenue à partir des résultats de chacune des tâches
considérées comme interférentes nous observons que l’augmentation du taux de
succès au niveau du cache L2 en comparaison d’un système ne disposant pas de
mécanisme de bypass est signiﬁcative tandis que l’impact sur le nombre de cycles
par instruction causé par les défauts de cache L2 est relativement minime pour
une majorité des programmes de test.
Dans le pire cas par contre (colonne pire tâche interférente), l’analyse simple
sans le mécanisme de bypass amène toujours à un résultat où le taux de succès
dans le cache L2 est de 0% et dans ce cas le nombre de cycles par instruction causé
par les défauts de cache L2 est maximal. Ce résultat ne se produit pas toujours
avec la même tâche en interférence suivant la tâche analysée. De plus, plusieurs
tâches interférentes amènent à ce résultat. En d’autres termes, l’estimation du pire
temps d’exécution en absence du mécanisme de bypass montre le pessimisme des
méthodes, comme celle proposée précédemment, du fait de considérer l’ensemble
des interférences inter-tâches sans mécanisme pour les réduire.
Intéressons nous maintenant aux résultats obtenus lorsque le mécanisme de
bypass est utilisé. Si nous comparons le taux de succès dans le cache L2 lorsque
la tâche analysée est en concurrence avec la pire tâche interférente et ce même
taux de succès lorsque la tâche est en isolation, nous observons que pour six pro-
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tâche bypass tâche en isolation moyenne des tâches pire tâche
interférentes interférente
HRL2 (NCPI) HRL2 (NCPI) HRL2 (NCPI)
minver non 39.76% (3.62) 24.85% (4.51) 0% (6.01)
oui 39.76% (3.62) 39.76% (3.62) 39.76% (3.62)
adpcm non 33.60% (6.81) ) 20.60% (8.14) 0% (10.26)
oui 33.96% (6.77) 33.76% (6.80) 32.90% (6.88)
fdct non 84.03% (2.04) 24.88% (9.58) 0% (12.75)
oui 84.03% (2.04) 73.32% (3.40) 7.34% (11.81)
statemate non 0.72% (16.49) 0.19% (16.57) 0% (16.60)
oui 1.21% (16.40) 1.21% (16.40) 1.21% (16.40)
fft non 1.97% (11.02) 1.23% (11.10) 0% (11.24)
oui 12.50% (9.83) 12.50% (9.83) 12.50% (9.83)
crc non 98.97% (0.07) 61.65% (2.63) 0% (6.90)
oui 98.97% (0.07) 98.97% (0.07) 98.97% (0.07)
lms non 0.61% (12.68) 0.38% (12.70) 0% (12.75)
oui 0.61% (12.68) 0.61% (12.68) 0.61% (12.68)
qurt non 12.56% (5.62) 7.85% (5.92) 0% (6.43)
oui 12.56% (5.62) 12.56% (5.62) 12.56% (5.62)
Tab. 3.4: Valeur estimée du pire taux de succès de cache dans le cache L2 ainsi
que le NCPI de la tâche analysée avec et sans mécanisme de bypass en présence
d’une tâche interférente.
grammes de test les résultats sont identiques. Ils sont très proches pour adpcm
(1.04%). En revanche pour fdct, la diﬀérence est signiﬁcative (76.69%). Ce résul-
tat est obtenu en mettant fdct en interférence avec elle même (pour rappel, nous
ne considérons pas le code partagé dans cette partie) et nous avons observé pré-
cédemment que cette tâche disposait d’une faible proportion de lignes de cache à
usage unique. Lorsque fdct n’est plus en conﬂit avec elle même, la pire des tâches
interférentes restante amène à un taux de succès dans le cache L2 de 75.06% et la
diﬀérence avec l’analyse de la tâche en isolation devient inférieur à 9%. En terme
de nombre de cycles par instruction causé par les défauts de cache L2, l’amélio-
ration moyenne comparativement à un système sans mécanisme de bypass est de
2.1 cycles par instruction et atteint au plus 6.83 cycles pour crc.
L’utilisation du mécanisme de bypass permet donc en général de réduire de
façon considérable les interférences inter-tâches et ainsi obtenir une estimation
du pire temps d’exécution proche de celle obtenue lorsque la tâche est considérée




Nous proposons d’étudier le passage à l’échelle de notre approche en considé-
rant toutes les tâches comme interférentes, chacune s’exécutant sur un cœur. Avec
cette conﬁguration, la taille totale des tâches considérées est approximativement
huit fois plus grande que la capacité du cache L2. Les résultats sont présentés
dans le tableau 3.5. La tâche fdct qui utilise une grande proportion de la capa-
cité du cache L2 même avec le mécanisme de bypass n’est pas considérée comme
une tâche interférente dans la colonne 3 et est considérée comme une tâche in-
terférente dans la colonne 4. Aucune comparaison n’est faite avec les résultats de
l’analyse sans mécanisme de bypass car il n’y a pas de succès de cache dans le L2
en présence d’une seule tâche interférente.
Bench. sans interférence toutes les tâches en interférences
sans fdct avec fdct
HRL2 (NCPI) HRL2 (NCPI) HRL2 (NCPI)
minver 39.76% (3.62) 38.55% (3.69) 0% (6.01)
adpcm 33.96% (6.77) 21.97% (6.83) 15.59% (8.66)
fdct 84.03% (2.04) 66.08% (4.32) 1.63% (12.54)
statemate 1.21% (16.40) 1.16% (16.41) 0% (16.60)
fft 12.50% ( 9.83) 6.82% (10.47) 0.88% (11.14)
crc 98.97% (0.07) 98.97% (0.07) 0% (6.90)
lms 0.61% (12.68) 0.61% (12.68) 0% (12.75)
qurt 12.56% (5.62) 12.56% (5.62) 0% (6.43)
Tab. 3.5: Valeur estimée du pire taux de succès de cache dans le cache L2 ainsi
que le NCPI de la tâche analysée avec le mécanisme de bypass en présence de 7
et 8 tâches interférentes.
Lorsque la tâche fdct ne fait pas partie des tâches interférentes, la réduction
du taux de succès dans le cache L2 est minime pour une majorité des programmes
de test (minver, statemate, crc, lms et qurt) en comparaison avec le taux obtenu
lorsque la tâche est analysée en isolation. Pour les autres, la réduction est plus
importante cependant, nous observons tout de même des succès dans le cache
L2. Nous observons une légère augmentation du nombre de cycles par instruction
causé par les défauts de cache L2. En moyenne nous obtenons une augmentation
de 0.38 cycle par rapport aux résultats de l’analyse considérant les tâches en iso-
lation et dans le pire cas une augmentation de 2.28 cycles pour fdct. Par rapport
à une analyse prenant en compte les interférences mais sans mécanisme de bypass
l’amélioration est de 2.1 cycles en moyenne et dans le meilleur des cas l’amélio-
ration est de 8.43 cycles pour fdct. Ces résultats montrent que notre approche de
bypass permet de réduire eﬃcacement les conﬂits inter-tâches et de fait l’impact
de celles-ci sur l’estimation du pire temps d’exécution.
Lorsque la tâche fdct fait partie des tâches interférentes, la diminution du
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taux de succès dans le cache L2 est signiﬁcative en raison de la consommation
importante de la capacité du L2 par cette tâche. Avec ce type de tâches, l’approche
utilisant le mécanisme de bypass n’est pas suﬃsante pour réduire l’impact des
interférences inter-tâches dans les niveaux de cache partagés. Dans ce cas, nous
suggérons d’utiliser par exemple une approche de partitionnement de cache aﬁn
d’isoler les tâches consommant une part importante de la capacité des caches
partagés aﬁn de conserver les performances des autres tâches.
Prise en compte du code partagé
Nous évaluons maintenant l’impact de la prise en compte du code partagé lors
de l’estimation du pire temps d’exécution. Les résultats sont présentés dans le
tableau 3.6. En raison de la diﬃculté à trouver diﬀérents degrés de code partagé
dans les applications temps-réel, l’évaluation est réalisée sur une tâche unique
exécutée sur deux ou trois cœurs en considérant un certain pourcentage du code
comme étant partagé. L’expérimentation est réalisée en considérant la tâche fdct
celle-ci étant la tâche la plus consommatrice au niveau du cache L2 même en
présence du mécanisme de bypass. La quantité de code partagé entre les instances
de cette tâche varie entre 0% (i.e. pas de code partagé) et 100% (i.e. l’intégralité
du code est partagé). Un pourcentage de x indique que les premiers x∗taille_code
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octets du code sont partagés entre les instances.
% du code 1 instance en interférence 2 instances en interférences
partagé sans bypass bypass sans bypass bypass
NCPI NCPI NCPI NCPI
0 % 12.75 11.81 12.75 12.75
10 % 12.54 11.50 12.75 12.75
20 % 10.46 9.01 12.75 12.75
30 % 8.28 7.76 12.75 12.54
40 % 8.07 7.76 12.75 12.54
50 % 8.07 7.76 12.75 12.54
60 % 7.45 5.78 11.92 10.77
70 % 7.13 5.36 11.92 9.94
80 % 3.60 3.15 9.53 6.30
90 % 2.04 2.04 5.68 5.36
100 % 2.04 2.04 2.04 2.04
Tab. 3.6: Estimation du NCPI pour fdct avec partage de code, avec et sans le
mécanisme de bypass, avec une ou deux instances de fdct en interférences.
Les résultats montrent que la prise en compte du code partagé permet de
raﬃner l’estimation du pire temps d’exécution comparativement à une analyse
ne le prenant pas en compte. Nous observons également que le mécanisme de




Dans ce chapitre, nous venons de développer la méthode publiée dans [38] dé-
crivant une analyse statique de contenu des caches d’instructions partagés pour
des processeurs multi-cœurs couplée avec un mécanisme de bypass pour réduire les
conﬂits inter-tâches dans les niveaux partagés. Nous avons dans un premier temps
mis en évidence les problèmes de sûreté pouvant se produire avec l’analyse exis-
tante [110]. Ensuite nous avons proposé une approche sûre permettant d’estimer
le pire temps d’exécution de tâches s’exécutant sur des architectures multi-cœurs
disposant de mémoire cache partagée. Cette approche considère l’ensemble des
conﬂits possibles comme étant toujours en interférence avec la tâche analysée.
Cette modélisation à également été proposée en parallèle dans [52] et présentée
lors de la même conférence que nos travaux [38]. La diﬀérence principale entre
notre approche et [52] pour la prise en compte des conﬂits se situe au niveau de
la prise en compte du code partagé lors de l’analyse, qui est absente dans [52].
Comme nous l’avons vu lors des expérimentations, cette méthode utilisée seule
amène rapidement l’analyse à ne détecter aucune réutilisation dans les niveaux de
cache partagé ce qui peut ajouter un fort pessimisme à l’estimation du pire temps
d’exécution. Nous avons proposé de coupler cette analyse avec un mécanisme de
bypass aﬁn de réduire les interférences inter-tâches dans les niveaux partagés.
L’idée consiste à déterminer, lors de la phase de compilation, l’ensemble des lignes
de cache à usage unique, aﬁn de ne pas les stocker dans les niveaux partagés
lors de l’exécution et ainsi réduire considérablement le nombre de conﬂits inter-
tâches. Les expérimentations montrent que cette approche permet de capturer de
la réutilisation dans les niveaux partagés même lorsque la taille totale des tâches
s’exécutant sur le système est huit fois supérieure à la capacité du cache partagé
de second niveau.
En réponse à la seconde question de recherche de ce document, nous avons
montré, dans ce chapitre, la faisabilité d’analyser de façon sûre des hiérarchies de
caches disposant de niveaux partagés. Concernant la précision, l’estimation du
pire temps d’exécution est exploitable pour des tâches ayant une consommation
raisonnable de la capacité des niveaux partagés. Pour les tâches plus gourmandes,
nous suggérons d’utiliser un cloisonnement au niveau des caches partagés aﬁn
d’éliminer les interférences provoquées par ce type de tâche.
Nous avons récemment étendu cette solution au cas des caches de données
partagés dans [50]. Plusieurs stratégies de bypass sont proposées pour mieux gérer
les diﬀérents types d’accès aux données comme le bypass systématique de tous les
accès indéterministes ceux-ci étant généralement considérés par l’analyse comme
produisant uniquement des défauts de cache, le bypass des données non réutilisées
ou encore la réduction des données stockées dans le cache à un certain pourcentage
de la capacité du cache.
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D’autres approches ont été proposées en parallèle de nos travaux de thèse
dans [52, 99] pour traiter la problématique des caches d’instructions partagés.
La méthode déﬁnie dans [52] consiste à coupler l’estimation des conﬂits dans
les niveaux de cache partagé avec l’ordonnancement des tâches aﬁn de limiter
le nombre de tâches en conﬂits permettant ainsi de capturer de la réutilisation
dans les niveaux partagés lors de l’analyse. Cette approche propose un processus
itératif qui estime les conﬂits dans les niveaux partagés en fonction de l’ordonnan-
cement sélectionné puis vériﬁe le respect des contraintes temporelles de chacune
des tâches en calculant leur pire temps de réponse. Le processus se termine lorsque
l’ordonnancement obtenu permet de garantir le respect des échéances de chacune
des tâches. Cette méthode est diﬀérente de notre approche dans le sens où nous
avons choisi d’être indépendant de l’ordonnancement pour oﬀrir un plus grand
degré de liberté au système mais en imposant en contre partie la présence d’un
mécanisme de bypass au niveau de l’architecture. Néanmoins, ces deux approches
essaient de réduire les conﬂits dans les niveaux de cache partagé et peuvent tout
à fait être utilisées conjointement pour raﬃner l’estimation du pire temps d’exé-
cution de chacune des tâches.
Dans [99], une approche totalement diﬀérente a été proposée pour traiter
la problématique des niveaux de cache partagés. Diﬀérentes stratégies de par-
titionnement de cache (par tâche ou par cœur) cumulées avec du gel de cache
statique ou dynamique sont explorées aﬁn d’une part de s’abstraire des interfé-
rences inter-tâches et d’autre part d’obtenir une connaissance précise du contenu
du cache lors de l’estimation du pire temps d’exécution. Cette méthode est néan-
moins plus restrictive vis-à-vis de l’utilisation du cache par chacune des tâches en
réduisant la capacité disponible. Une étude comparative entre cette approche et
la notre permettrait de déterminer quelle stratégie est la plus adaptée en fonction
des caractéristiques des tâches.
Une piste intéressante à explorer serait d’étendre les stratégies de bypass aux
niveaux des caches privés. En eﬀet, nous avons pu observer comme eﬀet de bord
que le bypass des lignes de cache à usage unique peut, dans certains cas, améliorer
l’estimation du pire temps d’exécution lorsque la tâche est en isolation en rédui-
sant les conﬂits intra-tâche. Déﬁnir des stratégies de bypass visant explicitement
à réduire ce type de conﬂits serait un nouveau type d’optimisation orientée pire
temps d’exécution.
Finalement, les méthodes d’analyse statique visant à estimer le pire temps
d’exécution de tâches exécutées sur des architectures multi-cœurs disposant de
caches partagés ainsi que notre approche basée sur le mécanisme de bypass sont
à l’heure actuelle déﬁnies uniquement pour des hiérarchies de caches disposant
d’une politique de gestion non-inclusive. Étendre ces méthodes pour prendre en
compte d’autres politiques de gestion, notamment la politique de gestion exclu-
sive, permettrait d’être plus représentatif des architectures actuelles et permet-
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trait d’eﬀectuer une étude comparative entre les diﬀérentes politiques de gestion
vis-à-vis du pire cas pour les architectures multi-cœurs.
Conclusion
Dans ce document, nous nous sommes intéressés à la validation des contraintes
temporelles nécessaire pour garantir le bon fonctionnement des systèmes temps-
réel. Plus précisément, nous nous sommes focalisés sur l’estimation du pire temps
d’exécution des applications temps-réel exécutées sur des processeurs multi-cœurs.
Après avoir présenté les principes de base ainsi que les méthodes utilisées pour
eﬀectuer l’estimation du pire temps d’exécution, nous nous sommes intéressés plus
particulièrement aux mémoires cache présentes dans tous les processeurs actuels
pour réduire les latences d’accès à la mémoire. Un tour d’horizon des méthodes
existantes pour estimer le comportement temporel pire cas des mémoires cache a
révélé que ces dernières considèrent dans la grande majorité des cas un seul niveau
de mémoire cache tandis que les processeurs actuels disposent généralement d’une
hiérarchie composée de plusieurs niveaux de mémoire cache.
Dans la première contribution de ce document, nous avons proposé une mé-
thode d’analyse statique permettant d’étendre les analyses simple niveau exis-
tantes aﬁn de déterminer le comportement temporel pire cas de l’ensemble des
niveaux de caches composant une hiérarchie. La sûreté de notre approche repose
sur une modélisation du ﬁltrage des accès mémoire eﬀectué par chaque niveau
de la hiérarchie en introduisant notamment une nouvelle classiﬁcation appelée
classiﬁcation d’accès au cache. Cette modélisation nous permet d’analyser les po-
litiques de gestion non-inclusive, inclusive et exclusive ainsi que les politiques de
remplacement de cache les plus courantes. Les résultats expérimentaux montrent
que notre analyse permet de raﬃner l’estimation du temps d’exécution pire cas
en détectant la localité des applications capturée dans les niveaux inférieurs de
la hiérarchie lors de l’exécution.
Cette méthode considère toutefois l’application analysée en isolation lors de
l’analyse, excluant ainsi les eﬀets des interférences provoquées par les autres appli-
cations s’exécutant sur les autres cœurs de l’architecture. Notre deuxième contri-
bution ajoute à cette analyse la notion d’interférence nécessaire pour déterminer
le pire temps d’exécution des applications exécutées sur les processeurs multi-
cœurs en prenant en compte les conﬂits pouvant se produire dans les niveaux
de cache partagés. Aﬁn de réduire le nombre d’interférences, nous avons déﬁni
conjointement une méthode appliquée lors de la phase de compilation, qui ex-
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ploite un mécanisme de bypass permettant d’éviter le stockage dans les niveaux
partagées des lignes de cache connues statiquement comme étant à usage unique.
L’étude expérimentale montre l’intérêt d’une telle méthode qui permet la détec-
tion de réutilisation lors de l’analyse même lorsque la taille des applications est
largement supérieure à la capacité du cache partagé.
Problèmes ouverts et perspectives
Nous avons présenté des méthodes permettant l’analyse du comportement
temporel pire cas du contenu des hiérarchies de mémoires cache des architectures
mono-cœur et multi-cœurs. Nous avons discuté certaines extensions à la ﬁn de
chaque contribution comme l’extension de nos méthodes aux hiérarchies de caches
de données ainsi qu’à d’autres types de politique de gestion de hiérarchie. L’uti-
lisation des architectures multi-cœurs dans le cadre des systèmes temps-réel est
un problème de recherche récent qui appelle à de nombreux déﬁs.
Utilisation efficace des mémoires cache partagées
La problématique des caches partagés dans les architectures multi-cœurs est
relativement récente en ce qui concerne les systèmes temps-réel. Peu de mé-
thodes ont été proposées à ce jour pour estimer le pire temps d’exécution de
tâches exécutées sur de tel système. Certaines recommandations ont été propo-
sées dans [107, 27] aﬁn d’exploiter les architectures multi-cœurs dans les systèmes
temps-réel. Concernant les caches, ils proposent de les limiter à des caches pri-
vés pour éviter la problématique du partage de ressource. Néanmoins, la plupart
des processeurs multi-cœurs actuels disposent de niveau de cache partagé. Aﬁn
d’exploiter les caches partagés des architectures multi-cœurs dans le cadre des
systèmes temps-réel, une connaissance précise du contenu et du comportement
des caches partagés est requise aﬁn de les exploiter pleinement. Les méthodes
existantes se sont focalisées soit sur du partitionnement et du gel de contenu de
cache aﬁn d’écarter totalement les interférences soit sur une estimation gros grain
des interférences couplée avec une méthode visant à réduire les interférences. Ces
approches permettent de détecter une certaine réutilisation au niveau des caches
partagés. Néanmoins, une modélisation plus ﬁne des interférences permettrait
d’obtenir une estimation plus précise du pire temps d’exécution. Une piste in-
téressante pour améliorer la prévisibilité du comportement des niveaux parta-
gés et donc l’estimation des interférences consisterait à déﬁnir des politiques de
remplacement de cache plus spéciﬁques pour les niveaux partagés. Par exemple,
certaines zones du cache pourraient être assignées à des cœurs en priorité, comme
proposé dans [65] pour améliorer le temps moyen d’exécution. Ce type de solu-
tions permettrait d’améliorer la prévisibilité des niveaux de cache partagés en
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garantissant que certaines zones ne seraient pas aﬀectées par des interférences
inter-tâches. D’autres types de mémoire partagée pourraient également être en-
visagés comme les mémoires sur puce (en anglais : scratchpad) en déﬁnissant des
méthodes permettant de sélectionner le contenu à stocker comme par exemple les
données partagées entre les diﬀérentes tâches du système.
Estimation du pessimisme des méthodes d’analyse statique
Avoir une estimation du degré de pessimisme des méthodes d’analyse serait
une information intéressante lors de la conception des systèmes pour choisir tel
ou tel type d’architecture en fonction des applications à exécuter. Pour ce faire,
une approche par mesure semble appropriée pour obtenir une borne inférieure du
pire temps d’exécution en essayant par exemple de déterminer les pires entrela-
cements possibles au niveau des accès aux caches partagés. Nous avons réalisé
quelques expérimentations préliminaires dans ce sens montrant que les méthodes
d’estimations statiques sont relativement précises lorsque l’utilisation des caches
partagés est intensive tandis que l’écart entre les valeurs mesurées et estimées
peut être important lors d’une utilisation plus modérée des niveaux partagés.
Estimation pire cas des délais de migrations et de préemp-
tions
Les processeurs multi-cœurs oﬀrent également la possibilité de migrer une
tâche d’un cœur vers un autre lors de son exécution. Le fait de migrer une tâche
n’est pas sans eﬀet sur son temps d’exécution total car le contenu des caches com-
posant la hiérarchie est modiﬁé lors de la migration. Une estimation du surcoût
résultant des migrations devient une nécessité dès lors que l’ordonnanceur uti-
lisé autorise les migrations. Nous avons proposé dans [41] une première approche
permettant d’estimer le temps de migration pire cas d’une tâche tandis que [91]
propose un mécanisme matériel pour migrer le contenu des caches entre deux
instances d’exécution d’une tâche aﬁn de masquer l’impact des migrations. Ces
approches méritent d’être approfondies aﬁn de tenir compte des diﬀérents types
de gestion et des diﬀérentes structures de hiérarchies de caches.
Concernant l’estimation des délais de préemptions, de nombreuses méthodes
ont été déﬁnies ces dernières années [71, 98, 97, 84, 16] tant pour les caches
d’instructions que les caches de données. Néanmoins, l’ensemble de ces méthodes
considère des architectures disposant d’un unique niveau de cache. Ces méthodes
sont peut être directement utilisables pour analyser des hiérarchies de caches ou
au contraire, elles peuvent peut-être poser des problèmes, vis-à-vis de la sûreté de
l’estimation du pire temps, avec des eﬀets similaires aux accès incertains si ils sont
mal considérés lors de l’analyse. Une étude approfondie de cette problématique
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apparaît essentielle pour prendre en compte les délais de préemption lors de la
validation des systèmes temps-réel disposant de hiérarchies de caches.
Passage à l’échelle des méthodes d’analyse statique de cache
Les analyses statiques permettant de déterminer le comportement temporel
pire cas des accès aux mémoires cache sont toutes basées sur des calculs de point-
ﬁxe. Ce type de calcul est coûteux en terme de temps de calcul dès que le pro-
gramme à analyser atteint une certaine taille, en raison de la nature exponentielle
de ce calcul. Pour cette raison, les outils d’analyse statique de cache se limitent à
l’analyse de programmes de taille raisonnable (plusieurs centaines de kilo octets)
mais ne sont pas en mesure d’analyser des programmes de taille importante.
Une solution pour pallier cette limitation est d’analyser le programme par
parties puis, de combiner dans un second temps les résultats de chacune des
parties pour obtenir une estimation du pire temps d’exécution du programme
complet. Ce type d’approche, appelée analyse partielle [10, 8], permet d’amé-
liorer le temps de calcul en le parallélisant et donc d’analyser des programmes
de taille plus importante. Néanmoins, ce type d’approche dispose toujours d’une
complexité exponentielle ce qui à terme risque de limiter cette approche. En eﬀet,
les systèmes temps-réel oﬀrent de plus en plus de service et de fait, leur taille est
en constante augmentation.
Explorer de nouvelles pistes, aﬁn de déﬁnir des analyses statiques de cache
disposant d’une complexité plus faible, aurait un intérêt certain pour analyser
des programmes de tailles importantes, même si celles-ci seraient probablement
légèrement moins précises comparativement aux analyses existantes.
Annexes
Preuve des bornesmls et evictmodifiées pour cha-
cune des politiques de remplacement
Politique de remplacement FIFO
Les bornes originales et modiﬁées de mls (1) et evict (2k − 1) sont identiques
pour la politique de remplacement de cache FIFO.
Preuve : Un accès à un élément déjà présent dans le cache ne modiﬁe pas l’état
du cache lorsqu’il dispose d’une politique de remplacement FIFO. ⊓⊔
Politique de remplacement RANDOM
La bornemls est égale à 1 pour la politique de remplacement de cache RANDOM.
Preuve : Un élément peut être évincé par un accès à un élément distinct. ⊓⊔
La borne evict est égale à ∞ pour la politique de remplacement de cache RAN-
DOM.
Preuve : Un élément peut ne jamais être sélectionné pour être évincé. ⊓⊔
Politique de remplacement PLRU
Les bornes originale et modiﬁée de mls (log2(k) + 1) sont identiques pour la
politique de remplacement de cache PLRU.
Preuve : Après l’accès à un élément e, le chemin d’accès vers e, c’est à dire la
valeur de chacun des nœuds dans l’arbre binaire, est 0...0. Pour remplacer e, tous
les bits de son chemin d’accès doivent être mis à 1. Comme démontré dans [86], Il
faut log2(k) + 1 accès distincts successifs pour réaliser ce changement car chaque
accès change la valeur d’un seul bit. Dans notre cas, il faut en plus prendre
en compte l’eﬀet d’accès à un élément déjà présent dans le cache. L’accès à un
élément e′ déjà présent dans le cache ne peut pas changer plus d’un bit du chemin
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d’accès vers e. L’accès à des éléments déjà présent dans le cache ne modiﬁe donc
pas cette borne. ⊓⊔
La borne modiﬁée de evict est 2 si k = 2 et ∞ sinon pour la politique de rempla-
cement de cache PLRU.
Preuve :
– k=2
Quand le degré d’associativité est de 2, le chemin d’accès est composé d’un
seul bit. Après l’accès à un élément e, ce bit est à 0. L’accès suivant a un
élément e′ (e 6= e′) rechange la valeur de ce bit, indiquant que le prochain
accès diﬀérent de e′ et de e évincera e tandis que l’état du cache n’est pas
modiﬁé si e′ est accédé de nouveau.
– k>2
La séquence d’accès inﬁnie [abcdcecfcgch...] n’évincera jamais l’élément a
dans un cache disposant d’un degré d’associativité de 4. Le même type
de séquence peut être construit pour des degrés d’associativités supérieurs
strictement à 2.
⊓⊔
Politique de remplacement MRU
Nous supposons que lors d’un défaut de cache la ligne de cache disposant de
l’index le plus bas (celui le plus à gauche dans notre représentation) et dont le
bit MRU est à 0, est évincée.
Les bornes originale et modiﬁée de mls (2) sont identiques pour la politique de
remplacement de cache MRU.
Preuve : Le bit MRU d’un élément accédé e est toujours mis à 1. L’accès suivant
à un élément diﬀérent e′ peut remettre à 0 tous les bits MRU. Si e est l’élément le
plus à gauche, il sera évincé lors de l’accès suivant à un élément diﬀérent tandis
que si e′ est accédé de nouveau, l’état du cache est inchangé. ⊓⊔
Les bornes originale et modiﬁée de evict (2k−2) sont identiques pour la politique
de remplacement de cache MRU.
Preuve : A un point quelconque lors de l’exécution d’une séquence de taille arbi-
traire disposant de k diﬀérents accès (produisant un succès ou un défaut), tous
les bits MRU sont remis à 0. Après cette remise à 0, k − 1 MRU bits sont à 0.
Une séquence additionnelle de taille arbitraire disposant de k − 1 accès diﬀérent
est suﬃsante pour évincer le premier élément de la séquence tandis qu’un accès à
un élément déjà accédé peut contribuer à cette éviction (en changeant la valeur
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d’un bit MRU à 1) ou peut laisser l’état du cache inchangé (si le bit MRU est
déjà à 1). ⊓⊔
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Résumé
Les systèmes temps-réel strict sont soumis à des contraintes temporelles dont
le non respect peut entraîner des conséquences économiques, écologiques, hu-
maines catastrophiques. Le processus de validation, garantissant la sûreté de ces
logiciels en assurant le respect de ces contraintes dans toutes les situations pos-
sibles y compris le pire cas, se base sur la connaissance à priori du pire temps
d’exécution de chacune des tâches du logiciel. Cependant, l’obtention de ce pire
temps d’exécution est un problème diﬃcile pour les architectures actuelles, en
raison des mécanismes matériels complexes pouvant amener une variabilité im-
portante du temps d’exécution.
Ce document se concentre sur l’analyse du comportement temporel pire cas des
hiérarchies de mémoires cache, aﬁn de déterminer leur contribution au pire temps
d’exécution. Plusieurs approches sont proposées aﬁn de prédire et d’améliorer le
pire temps d’exécution des tâches s’exécutant sur des processeurs multi-cœurs
disposant d’une hiérarchie de mémoires cache avec des niveaux partagés entre les
diﬀérents cœurs de calculs.
Abstract
Hard real-time systems are subject to timing constraints and failure to respect
them can cause economic, ecological or human disasters. The validation process
which guarantees the safety of such software, by ensuring the respect of these
constraints in all situations including the worst case, is based on the knowledge
of the worst case execution time of each task. However, determining the worst case
execution time is a diﬃcult problem for modern architectures because of complex
hardware mechanisms that could cause signiﬁcant execution time variability.
This document focuses on the analysis of the worst case timing behavior of
cache hierarchies, to determine their contribution to the worst case execution
time. Several approaches are proposed to predict and improve the worst case
execution time of tasks running on multicore processors with a cache hierarchy
in which some cache levels are shared between cores.
