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Abstract-In this paper, we develop a new iterative algorithm for solving a class of nonlinear 
mixed implicit variational inequalities and give the convergence analysis of the iterative sequences 
generated by the algorithms. In our results, we do not assume that the mapping is strongly monotone, 
nor do we assume that the mapping is surjective. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Variational inequality theory is a very powerful tool of the current mathematical technology. 
In recent years, classical variational inequality problems have been extended and generalized 
to study a large variety of problems arising in mechanics, physics, optimization and control, 
nonlinear programming, economics and transportation equilibrium, and engineering sciences, 
etc. (see, for example, [l-7] and the references therein). 
It is known that one of the most important and difficult problems in variational inequality 
theory is the development of an efficient and implementable iterative algorithm for solving various 
classes of variational inequalities and variational inclusions. The projection and contraction 
method and its variant forms represent an important tool for finding the approximation solution of 
various types of variational inequalities and complementarity problems. The convergence analysis 
of the projection and contraction method usually requires that the mapping must be strongly 
monotone or surjective. These strict conditions limit the applications of the projection and 
contraction method to many problems. This fact gave some motivation to modify the projection 
and contraction method. 
Motivated and inspired by [5], in this paper, we develop a new iterative algorithm for a class 
of nonlinear mixed implicit variational inequalities by using the resolvent operator technique and 
discuss the convergence analysis of the iterative sequences generated by the algorithm. In our 
results, we do not assume that the mapping is strongly monotone, nor do we assume that the 
mapping is surjective. 
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2. PRELIMINARIES 
Let F : Rn --f Rn be a single-valued mapping and ‘p : Rn -+ Rn U ($00) a proper convex 
lower semicontinuous function. In this paper, we consider the following nonlinear mixed implicit 
variational inequality problem. 
Find u E Rn such that 
F(u) E dom(&), 
(u, v - F(u)) 2 YJR’IL)) - dv), Vu E R”. (2.1) 
If cp = 6~~ where bK denotes the indicator function of a nonempty closed convex set K, then 
problem (2.1) is equivalent to finding u E Rn such that 
F(u) E K, 
(UT v - F(u)) 2 0, Vu E K, (2.2) 
which is called the implicit variational inequality problem. 
For our results, we need the following concepts and lemmas. 
DEFINITION 2.1. A mapping F : R” -+ R” is said to be Lipscbitz continuous if there exists a 
constant k > 0 such that 
IF’(u) - F(v)11 5 kllu - 41, Vu,v E R”. 
DEFINITION 2.2. A mapping F : Rn + R” is said to be monotone if 
(F(u) - F(v), u - v) 2 0, Vu,v E R”. 
DEFINITION 2.3. Let cp : R” --t R” U {+oo} be a proper convex lower semicontinuous function. 
The resolvent operator J$ : R” --+ R” is defined by 
J:(v) = (I+ P&~-~(V), Vu E R”, 
where dp denotes the subdifferential of cp and p > 0 is a constant. 
REMARK 2.1. It is well known that J$ is nonexpansive and J; = PK if. ‘p = 6~~ where 6~ 
denotes the indicator function of a nonempty closed convex set K and PK denotes the projection 
mapping (see [7]). 
LEMMA 2.1. (See [8].) For a given u E R *, the point z E ;Rn satisfies the following inequality: 
(u-z,v- 4 2 /WC4 - w(v)1 Vu E R” 
if and only if u = J;(z). 
LEMMA 2.2. Let cp : R” -P R” u { +co} be a proper convex lower semicontinuous function and JG 
be the resolvent operator. Then I - J,” is nonexpansive. 
PROOF. For any z,y E Rn, it follows from Lemma 2.1 that 
I( (I- J;) @I- (I- J,“) bll’ 
= [lb - Y> - (J;b) - J:(1/))1j2 
= lb - ~11’ + I( J;(4 - J;(y)/j2 - 2 (z - Y, J;(2) - J,~(Y)) 
= 112 - ~11~ + /J;(4 - J,~(Y)[[’ - 2 (z - J;(4> J;(z) - J;(Y)) 
- 2 (J;(4 - Y, J;W - J;(Y)) 
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5 lkYl12 + (&x4 - ~~(Y)(lZ+2P(P(~~(Y))-2p(P(~~(z)) -qqw -Y,J,pW - J;(Y)) 
= 112 - Yl12 + 2Pv (J;(Y)) - 2/w (q4) + (J(x4 - J;(Y) - 2$x4 + 2Y, J@, - J;(Y)) 
= lb- Yl12 + 2P(P(J,p(Y)) -2P(P(J$w) -2(qxY) -YJ,p(4 -J;(Y)) 
- (Jp) - J;(Y), J$(4 - J;(Y)) 
5 lb- Yl12 + 2P(P(J,p(Y)) - 2Pcp(J34) +2P(P(J;w) -2P(P(J,p(Y)) - I&x4 - J$(Y)l12 
5 lb - Yl12. 
This completes the proof of Lemma 2.2. 
3. ITERATIVE ALGORITHM AND CONVERGENCE 
In this section, we shall give some new iterative algorithms for problems (2.1) and (2.2). 
Let p > 0 be a constant, F : R” + Rn a single-valued mapping, and v, : Rn + R U {+cQ} a 
convex lower semicontinuous function. 
Set 
e(u,p) = i (F(U) - J;@‘(u) - ~4) , 
(3.1) 
and 
4~~~1 = F(u-- e(u,p)) - J~VW - ~4, 
E(wP) = ; (F(u) - &dF(4 -p4), 
(3.2) 
&J,P) = J'(u- $u,P)) - MF(4 - ~21). 
By Lemma 2.1 and Remark 2.1, we know that u E Rn is a solution of problem (2.1) if and only 
if e(u, p) = 0 and u E Rn is a solution of problem (2.2) if and only if E(u, p) = 0. 
We give the algorithm for problem (2.1) as follows. 
ALGORITHM 3.1. For any given u. E R”, define the iterative sequence {uk} as follows: 
uk+l = uk - f d(‘.‘k, d, k = 0, 1,2, . . . . (3.3) 
If cp = SK, then Algorithm 3.1 reduces to the following algorithm. 
ALGORITHM 3.2. For any given u. E R”, define the iterative sequence {uk} as follows: 
uk+l = uk - $&k,p), k=0,1,2 )...’ (3.4) 
THEOREM 3.1. Let F : Rn + Rn be a monotone mapping and cp : R” --) R U {+a} a proper 
convex lower semicontinuous function. Then for any solution u* E Rn of problem (2.1), the 
following inequality holds: 
(U - u*,~(u,P)) L (e(u,~),4u,p)L Vu E Rn. (3.5) 
PROOF. Let u* be a solution of problem (2.1). It follows from (2.1) that 
(u*,J;(F(u) - ~4 - Fb*))2 'P(F(u*)) -cpGJ:(W -pu>h Vu E R”. (3.6) 
By Lemma 2.1, we have 
((F(u) - ~4 -J;(W) - pzl)>J,P(FW -PU) - W')) 
2 P(P(J,P(W -PU,> -P(P(F(~*)), Vu E R”, 
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that is, 
(e(u, P> - u, Jg(F(u) - P4 - F tu*>> 2 cp (Jpw - 4) - cp (F @*I> I Vu E R”. (3.7) 
Combining (3.6) and (3.7), we get 
(e(u, PI - (u - u*) , J&V(u) - P) - F (u*)) 2 0, Vu E Rn. (3.8) 
Since F is monotone, we have 
(u* - (u - e(u, P)), F (u*> - F(u - ecu, P))) 2 0, Vu E R”. 
It follows from (3.8) and (3.9) that 
Mu, 4-4 - (u - u‘) , -4u, P)) 2 0, 
i.e., 
(u - u*, 4u, 64) 2 W, p),d(u, P>), Vu E R”. 
This completes the proof. 
(3.9) 
THEOREM 3.2. Let F : Rn -+ Rn be a monotone and Lipschitz continuous mapping with Lip- 
schitz constant k > 0 and (uk} be the iterative sequence generated by Algorithm 3.1. Then for 
any solution u* E Rn of problem (2.1), the following inequality holds: 
II%+1 - u*l12 5 IlUk - u1112 - f (P2 - W - k2) Ile(uk, ~111~. 
PROOF. Let u* be a solution of problem (2.1). It follows from (3.3) that 
(3.10) 
II II 2 lluk+1 - U8112 = Uk - u* - 3 d(Uk, P) 
= IlUk - u*l12 + $ Ild(Uk, p)l12 - 3 (Uk - U*, d(Uk,p)) . 
(3.11) 
Since F is monotone and Lipschitz continuous, we have 
Ild(Uk,P)l12 = IIJ’(Uk - e(Uk,d) - $(F(Uk) - pk)/12 
= IIF(uk - e(Uk, P)) - F(Uk) + /“dUkd12 
= (IF(% - e(Ukr P)) - F(uk) - (Uk - Pdukr P) - uk>l12 
= IIF(Uk - e(Uk,P)) - F(Uk)ii2 + P211e(UkpP)ii2 
- 2(F(uk - e(Uk, p)) - F(u), (Uk - e(Uk, p)) - Uk) 
5 (k2 + p2) Ile(Uk,P)ii2. 
By Theorem 3.1, we get 
(3.12) 
Further, we have 
(u& - U*,d(Uk,P)) 2 (e(Uk9P),d(UkyP)). (3.13) 
(e(?.& /&d(Uk, p)) = (e(Ukr /‘)I F(Uk - e(Uk, 6’)) - F(Uk) + pe(uky P)) 
= Plle(Uk,dli2 - ((Uk - e(“kr P>) - Uk, F(Uk - e(Uk,/‘)) - F(W)) (3.14) 
2 (P - k>h+‘kd’)~~2~ 
It follows from (3.11)-(3.14) that 
(It&+1 - U*l12 5 IlUk - U*112 - -$ (P2 - W - k2) Ile(UkrP)ii2y Vu E R”. 
This completes the proof. 
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THEOREM 3.3. Let F : Rn 4 R” be a monotone and Lipschitz continuous mapping with 
Lipschitz constant k > 0 and {uk} be the iterative sequence generated by Algorithm 3.1. 
If p > (fi + l)k, then {uk} converges to a solution ii E R” of problem (2.1). 
PROOF. Let u* be a solution of problem (2.1). It follows from Theorem 3.2 that 
Ibk+l - u*l12 5 llwc - u*1i2 - $ (P” - 2pk - k2) Ile(w p)l12. 
Since p > (4 + l)k, we know that {uk} is bounded and e(uk, p) ---) O(k + oo). Therefore, there 
exists a subsequence {ukj} C {uk} and a point ii E R” such that ‘Llkj + 4 as j ---) 00. A simple 
induction leads to Uk -+ C as k ---) 00. Thii completes the proof. 
For cp = SK, Theorem 3.3 reduces to the following. 
COROLLARY 3.1. Let F : Rn + Rn be a monotone and Lipschitz continuous mapping with 
Lipschitz constant k > 0 and {Uk} be the iterative sequence generated by Algorithm 3.2. If p > 
(fi+l)k, the n Uk { } converges to a solution ii E R” of problem (2.2). 
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