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SQUARE FUNCTION ESTIMATES, BMO DIRICHLET PROBLEM, AND
ABSOLUTE CONTINUITY OF HARMONIC MEASURE ON
LOWER-DIMENSIONAL SETS
SVITLANA MAYBORODA AND ZIHUI ZHAO
Abstract. In the recent work [DFM1, DFM2] G. David, J. Feneuil, and the first author
have launched a program devoted to an analogue of harmonic measure for lower-dimensional
sets. A relevant class of partial differential equations, analogous to the class of elliptic PDEs
in the classical context, is given by linear degenerate equations with the degeneracy suitably
depending on the distance to the boundary.
The present paper continues this line of research and focuses on the criteria of quantitative
absolute continuity of the newly defined harmonic measure with respect to the Hausdorff
measure, ω ∈ A∞(σ), in terms of solvability of boundary value problems. The authors
establish, in particular, square function estimates and solvability of the Dirichlet problem
in BMO for domains with lower-dimensional boundaries under the underlying assumption
ω ∈ A∞(σ). More generally, it is proved that in all domains with Ahlfors regular boundaries
the BMO solvability of the Dirichlet problem is necessary and sufficient for the absolute
continuity of the harmonic measure.
1. Introduction
The last decade has seen great advances in understanding of the connections between
analytic, geometric, and PDE properties of sets. One of the central questions in this quest
pertains to the necessary and sufficient conditions on the geometry of the domain which
guarantee absolute continuity of the harmonic measure ω with respect to the surface mea-
sure σ of the boundary. The interest to this problem begins with the classical 1916 F.
and M. Riesz theorem [RR] which asserts that for a simply connected planar domain with
a rectifiable boundary, the harmonic measure is absolutely continuous with respect to the
boundary surface measure (see [La] for a quantitative version). A local analogue of this result
was established in [BJ], which also showed that absolute continuity may fail in the absence
of some topological hypothesis, even for a rectifiable domain. The emerging philosophy
is that the key geometric properties at play are smoothness (or to be precise, rectifiabil-
ity) and connectedness of the domain. In higher dimensions, the latter is much trickier,
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2 S. MAYBORODA AND Z. ZHAO
and without any pertinent details we mention that the absolute continuity of the harmonic
measure with respect to the boundary surface measure has been proved in Lipschitz graph
domains [Da], and later in the so-called chord-arc domains in [DJ, Se], and more recent
achievements in the field have progressively further weakened the underlying geometric hy-
potheses [BL, Ba, HM1, AHMNT, Mo, ABaHM, ABoHM, Az, HM2], although the sharp
assumptions, particularly in terms of connectedness, are not completely clear yet. Meanwhile
in the converse direction, the necessary conditions for the absolute continuity of harmonic
measure with respect to the Hausdorff measure of the boundary have been obtained in
1-sided chord-arc domains in [HMU] (see also [AHMNT]), and later in more general do-
mains in [MT, HLMN]. As a culmination of this line of work, it was shown without any
topological background assumptions that rectifiability is necessary for absolute continuity
of the harmonic measure in [AHM3TV]. These results were extended to general elliptic
operators and other manifestations of solvability of the Dirichlet boundary value problem
in [HMT, TZ, AM, HMMTZ, HMM, GMT, AGMT] to mention only a few: the area is
blossoming and we do not aim at a complete listing of the related literature.
All of these advances heavily rely on the properties of harmonic functions, and as such,
do not apply to domains with lower-dimensional boundaries, for instance, a complement of
a curve in R3. In fact, sets of higher co-dimension are not visible by classical Brownian
travelers (that is, the probability to hit such a set is zero) and equivalently, by classical
harmonic functions. Led by these considerations, G. David, J. Feneuil, and the first author
have recently launched a program devoted to a new type of degenerate elliptic PDEs [DFM1],
such that the corresponding elliptic measure (still referred to as harmonic measure in the
course of this discussion) is not only non-trivial, but absolutely continuous with respect
to the Hausdorff measure in favorable geometric circumstances. The goal of the present
paper is to establish equivalence of absolute continuity of harmonic measure to the BMO
solvability of the Dirichlet problem on arbitrary Ahlfors-regular domains and in the general
class of degenerate elliptic operators, and to prove a technical but very important in many
applications roadblock: the square function estimates for solutions. Let us discuss this in
more details.
We shall work in the general context of d-Ahlfors-David regular sets, which are roughly
speaking, d-dimensional uniformly at all scales.
Definition 1.1. Let Γ ⊂ Rn be a closed set and d ≤ n be an integer. We say Γ is d-Ahlfors
regular if there exists a constant C0 ≥ 1 such that for any q ∈ Γ and r > 0,
C−10 r
d ≤ Hd(B(q, r) ∩ Γ) ≤ C0rd,
where Hd is the d-dimensional Hausdorff measure. We shall often denote Hd|Γ, that is Hd
restricted to the set Γ, by σ.
Let Γ be a d-Ahlfors regular set in Rn with d < n − 1, and Ω = Rn \ Γ. Consider the
degenerate elliptic operator L = − div(A(X)∇) with a real, symmetric n× n matrix A(X)
satisfying
(1.2) A(X)ξ · ζ ≤ C1|ξ||ζ|δ(X)d−n+1 for X ∈ Ω and ξ, ζ ∈ Rn,
(1.3) A(X)ξ · ξ ≥ C−11 |ξ|2δ(X)d−n+1 for X ∈ Ω and ξ ∈ Rn
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for some C1 ≥ 1, where δ(X) = dist(X,Γ). We say a function u in the Sobolev space Wr(Ω)
(see the definition in (2.19)) is a weak solution to Lu = 0, if¨
Ω
A(X)∇u · ∇ϕ dX = 0, for any ϕ ∈ C∞0 (Ω).
The basic elliptic theory of such equations was developed in [DFM1]. In particular, it was
shown that the Dirichlet problem
(D)
{
Lu = 0 in Ω
u = f on Γ.
has a suitably interpreted weak solution for smooth compactly supported (and more general)
f on Γ, that such a solution is locally bounded and Ho¨lder continuous in the interior and
at the boundary, and finally, that it can be written in terms of the corresponding harmonic
measure, and the latter satisfies the usual doubling, non-degeneracy, and change-of-pole
conditions. We refer the reader to Section 2 for details. For now, we only recall that the
harmonic measure is a (family of) positive regular Borel measure(s) ωX on Γ, X ∈ Ω, such
that, in particular, for any boundary function f ∈ C00(Γ) the solution to (D) can be written
as
(1.4) u(X) =
ˆ
Γ
fdωX .
Definition 1.5. We say the harmonic measure ω is of class A∞ with respect to the surface
measure σ = Hd|Γ, or simply ω ∈ A∞(σ), if for any  > 0, there exists δ = δ() > 0 such
that for any surface ball ∆, any surface ball ∆′ ⊂ ∆ and any Borel set E ⊂ ∆′, we have
(1.6)
σ(E)
σ(∆′)
< δ =⇒ ω
A(E)
ωA(∆′)
< .
Here A = A∆ is a corkscrew point for ∆ (see Lemma 2.50 for the definition and existence
of corkscrew point).
We remark that while the aforementioned basic properties of harmonic measure (existence,
doubling, non-degeneracy, change-of-poles etc.) hold in full generality of d-Ahlfors regular
sets, d < n − 1, the A∞ property of the harmonic measure is much more delicate and
is not expected on very rough domains. In particular, already on a planar domain with
1-dimensional boundary rectifiability of the boundary is necessary for ω ∈ A∞(σ). On
the other hand, it is not vacuous either, as the authors in [DFM2] have proved that for
any d < n − 1 and Γ a d-dimensional Lipschitz graph with a small Lipschitz constant the
harmonic measure is absolutely continuous with respect to the Hausdorff measure for the
operator L = − div(D(X)−n+d+1∇) where
(1.7) D(X) =
{ˆ
Γ
|X − y|−d−αdHd(y)
}−1/α
, X ∈ Ω,
for some constant α > 0. It is easy to see that D(X) is equivalent to the Euclidean distance
dist(X,Γ) (and this would even stay true when Γ is an Ahlfors regular set) but not equal.
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For any q ∈ Γ and r > 0, we use ∆ = ∆(q, r) to denote the surface ball B(q, r) ∩ Γ, and
use T (∆) := B(q, r)∩Ω to denote the “tent” above ∆. A function f defined on Γ is a BMO
function if
(1.8) ‖f‖BMO := sup
∆⊂Γ
( 
∆
|f − f∆|2dσ
) 1
2
<∞.
Here f∆ denotes the average
ffl
∆
fdσ.
Definition 1.9. We say that the Dirichlet problem (D) is solvable in BMO if for any bound-
ary function f ∈ C00(Γ), the solution u to (D) given by (1.4) satisfies a condition that
|∇u|2δ(X)d−n+2 dX is a Carleson measure with norm bounded by a constant multiple of
‖f‖2BMO, that is,
(1.10) sup
∆⊂Γ
1
σ(∆)
¨
T (∆)
|∇u|2δ(X)d−n+2 dX ≤ C‖f‖2BMO.
One of the main results of the present paper is as follows.
Theorem 1.11. Let Γ be a d-Ahlfors regular set in Rn with d < n − 1 and Ω = Rn \
Γ. Consider the operator L = − div(A(X)∇) with a real, symmetric n × n matrix A(X)
satisfying (1.2) and (1.3). Then the harmonic measure ω ∈ A∞(σ) if and only if the Dirichlet
problem (D) is BMO-solvable.
In co-dimension 1 this has been proved in [DKP] for Lipschitz domains and in [Zh] for
uniform domains with Ahlfors regular boundaries. One of the main difficulties in our case is
to prove an upper bound on the square function by the non-tangential maximal function. The
latter, in co-dimension 1, goes back to the work of Dahlberg, Jerison, and Kenig for Lipschitz
domains in [DJK], and their method can be extended to more general sets with the help of
preliminary estimates proved in [JK]. This result, and even more so the method behind it,
underpinned many later developments in the subject. To prove it, [DJK] systematically use
the harmonic measures of the sawtooth domains to get a good-λ inequality. This technique
is not available to us. The sawtooth domain is a domain inside Ω on top of a set E ⊂ ∂Ω = Γ
that satisfies some desired properties, and roughly speaking, allows one to exchange local
results with global ones. In some sense, it is the use of the sawtooth domains which allows
one to exploit the fact that at every scale the A∞ condition only carries information on a big
portion of a boundary ball, rather than the entire boundary ball - a crucial ingredient in this
and many other arguments in the theory. In the case of the lower dimensional Γ, however,
the boundary of a sawtooth domain may have arbitrarily small/large pieces of dimension d
and, simultaneously, pieces of dimension n− 1. For that reason, it is not automatically clear
if one can make sense of the harmonic measure for the sawtooth domain or to resolve the
Dirichlet problem on the sawtooth domain. Instead we are bound to work with the Green
function of the entire Ω, and get a good-λ inequality by using various considerations akin
to the comparison principle. Needless to say, the geometric arguments for lower-dimensional
sets are also very different and the technical side of the present paper ends up surprisingly
far from [DJK], [DKP] and [Zh]. Moreover, since the theory of the lower-dimensional sets is
still at its infancy, these technical geometric arguments, e.g. Lemma 3.24, are likely to be
useful in many future works.
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The formal results in this direction are as follows. For any q ∈ Γ and α > 0, we define the
non-tangential cone Γα(q) with vertex q and aperture α as
(1.12) Γα(q) = {X ∈ Ω : |X − q| < (1 + α)δ(X)},
and a truncated cone as
Γαr (q) = Γ
α(q) ∩B(q, r).
When there is no confusion we drop the super-index α and simply denote them by Γ(q) and
Γr(q), respectively. We define the non-tangential square function
(1.13) Su(q) =
(¨
Γ(q)
|∇u|2δ(X)1−ddm(X)
) 1
2
and the truncated square function
(1.14) Sru(q) =
(¨
Γr(Q)
|∇u|2δ(X)1−ddm(X)
) 1
2
.
We also define the non-tangential maximal function and its truncated analogue
(1.15) Nu(q) = sup
X∈Γ(q)
|u(X)|, Nru(q) = sup
X∈Γr(q)
|u(X)|.
Given apertures 0 < α < α1 < β, for simplicity we denote Su, S
′u as the square function
on non-tangential cones of aperture α, α1, respectively, and denote Nu the non-tangential
maximal function of aperture β. We have:
Proposition 1.16 (good-λ inequality for ω). Suppose Γ is a d-Ahlfors regular set in Rn
with d < n− 1, Ω = Rn \ Γ and D is a collection of dyadic cubes for Γ, see Lemma 3.3 for
the detail. Let u ∈ Wr(Ω) be a non-negative solution of Lu = 0 such that for some dyadic
cube Q ∈ D and λ > 0 there exists q1 ∈ Γ with
S ′u(q1) ≤ λ and |q1 − q| ≤ C2 diamQ for all q ∈ Q.
Then for any XQ /∈ B(xQ, 2C3`(Q)) and δ sufficiently small, we have
(1.17) ωXQ ({q ∈ Q : Su(q) > 2λ,Nu(q) ≤ δλ}) ≤ Cδ2ωXQ (Q)
Here xQ, `(Q) are the “center” and “size” of Q, see Lemma 3.3. The constant C > 0 de-
pends on the allowable parameters d, n, C0, C1, the apertures α, α1, β, and the given constants
C2, C3.
If, moreover, ω ∈ A∞(σ), then the good-λ inequality for σ follows and we conclude that
(1.18) ‖Su‖Lp(σ) ≤ C‖Nu‖Lp(σ)
for any 1 ≤ p < ∞ and any solution u ∈ Wr(Ω) to Lu = 0 such that the right hand side is
finite.
The paper is structured as follows. In Section 2 we first state some lemmas proved in
[DFM1] and prove some preliminary results based off these lemmas. In Section 3 we prove
the above Proposition after a careful analysis of the sawtooth domains, and moreover we
prove the upper bound of the square function by the non-tangential maximal function. This
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is an independdent result and will also be used in Section 4, where we prove if the harmonic
measure ω is of class A∞(σ), the Dirichlet problem is BMO-solvable. We prove the converse
in Section 4.3, that is, BMO-solvability implies the harmonic measure ω is of class A∞(σ).
Acknowledgement We would like to thank Guy David for very helpful discussions in
connection with this paper.
2. Preliminaries
The ground work for harmonic measures associated to the (degenerate) elliptic operators
L on sets of lower dimensions d < n− 1 has been laid out in the work of David, Feneuil and
Mayboroda, see [DFM1]. In this section we state some relevant preliminary results proven
in [DFM1]; we also prove a few lemmas that follow easily and are needed in later sections.
For the convenience of readers familiar with this subject, we point out that the new lemmas
we prove here are Lemmas 2.10, 2.43 and 2.59. Unless specified otherwise, the constants
that appear in the following lemmas would depend only on the allowable constants, namely
the dimensions n, d, the Ahlfors regular constant C0 and the ellipticity constant C1.
We start with the following notations:
• For any X ∈ Ω, we denote δ(X) = dist(X,Γ), the Euclidean distance from X to Γ,
and the weight w(X) = δ(X)d−n+1.
• We denote
A(X) := 1
w(X)
A(X) = δ(X)n−1−dA(X).
By (1.2) and (1.3), A(X) is a uniformly elliptic matrix.
• We define a measure m on Borel sets in Rn by letting m(E) = ˜
E
w(X)dm(X). We
may write dm(X) = w(X)dX. Since 0 < w < ∞ a.e. in Rn, m and the Lebesgue
measure are mutually absolutely continuous.
• For any q ∈ Γ and r > 0, we use the notation ∆(q, r), or sometimes simply ∆, to
denote the surface ball B(q, r) ∩ Γ, and T (∆) to denote the “tent” B(q, r) ∩ Ω over
∆.
• We denote the surface measure σ = Hd|Γ.
• If B = B(X, r) is a ball and α > 0 a constant, we use αB = B(X,αr) to denote the
concentric dilation of B. The same notation applies to surface balls α∆.
Lemma 2.1 (Harnack chain condition, Lemma 2.1 of [DFM1]). Let Γ be a d-Ahlfors regular
set in Rn and d < n − 1. Then there exists a constant c ∈ (0, 1), that depends only on
d, n, C0, such that for Λ ≥ 1 and X1, X2 ∈ Ω such that δ(Xi) ≥ s and |X1 −X2| ≤ Λs, we
can find two points Yi ∈ B(Xi, s/2) such that dist([Y1, Y2],Γ) ≥ cΛ−d/(n−1−d)s. That is, there
is a thick tube in Ω that connects the balls B(Xi, s/2).
Remark 2.2. Note that
(2.3) |Y1 − Y2| ≤ |Y1 −X1|+ |X1 −X2|+ |X2 + Y2| < 2Λs.
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Let τ = cΛ−d/(n−1−d)s and Z1 = Y1. For 2 ≤ j ≤ N let Zj be consecutive points on the line
segment [Y1, Y2] such that |Zj − Zj−1| = τ/3. Then
(N − 1)τ
3
≤ |Y1 − Y2| < N τ
3
.
Combined with (2.3) we get that the integer
(2.4) N ∼ |Y1 − Y2|
τ/3
. Λ n−1n−1−d .
Let B0 = B(X1, s/2), Bj = B(Zj, τ/4) for 1 ≤ j ≤ N and BN+1 = B(X2, s/2). Clearly
Bj ∩ Bj+1 6= ∅ for all 0 ≤ j ≤ N . Moreover dist(B0,Γ), dist(BN+1,Γ) ≥ s/2 and for
1 ≤ j ≤ N ,
(2.5) dist(Bj,Γ) ≥ 3
4
τ =
3
4
cΛ−
d
n−1−d s,
and
(2.6) dist(Bj,Γ) ≤ min{δ(X1), δ(X2)}+ s
2
+ |Y1 − Y2| < min{δ(X1), δ(X2)}+ 3Λs.
Lemma 2.7 (estimates on the weight, Lemma 2.3 of [DFM1]).
(i) For any θ > 0 there exists Cθ > 0 such that for any X ∈ Rn and r > 0 satisfying
δ(X) ≥ (1 + θ)r,
(2.8) C−1θ r
nw(X) ≤ m (B(X, r)) =
¨
B(X,r)
w(z)dz ≤ Crnw(X).
(ii) There exists C > 0 such that for any q ∈ Γ and r > 0,
(2.9) C−1rd+1 ≤ m (B(q, r)) =
¨
B(q,r)∩Ω
w(z)dz ≤ Crd+1.
From the above we deduce the following estimate, which will be needed later.
Lemma 2.10. Let Γ be d-Ahlfors regular. For any α > −1, we have
(2.11)
¨
T (2∆)
δ(X)αdm(X) . rd+1+α.
Proof. The proof is a simple use of Vitali covering. For j = 0, 1, · · · let
Tj = T (2∆) ∩ {x ∈ Ω : 2−jr ≤ δ(X) < 2−j+1r},
T>j = T (2∆) ∩ {x ∈ Ω : δ(X) < 2−j+1r}.
Then
(2.12)
¨
T (2∆)
δ(X)αdm(X) =
∞∑
j=0
¨
Tj
δ(X)αdm(X) ≤
∞∑
j=0
(2−jr)αm(T>j).
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For every fixed j, we consider a covering of 4∆ by
⋃
q∈4∆
B(q, 2−j+1r/5), from which one
can extract a countable Vitali sub-covering 4∆ ⊂ ∪kB(qk, 2−j+1r), where qk ∈ 4∆ and the
balls Bk = B(qk, 2
−j+1r/5) are pairwise disjoint. The fact that qk ∈ 4∆ = ∆(q0, 4r) implies
Bk := B
(
qk,
2−j+1r
5
)
⊂ B
(
q0, 4r +
2−j+1r
5
)
.
And the pairwise disjointness of Bk’s implies that for every fixed j, there are only finitely
many of them. In fact,
(2.13)
∑
k
σ(Bk) = σ
(⋃
k
Bk
)
≤ σ
(
∆
(
q0, 4r +
2−j+1r
5
))
.
(
4r +
2r
5
)d
.
Note that σ(Bk) ≈ (2−j+1r/5)d independent of k. Let Nj be the number of Bk’s, by (2.13)
(2.14) Nj ·
(
2−j+1r
5
)d
≤
(
4r +
2r
5
)d
, thus Nj . 2jd.
For any X ∈ T>j, let qX ∈ Γ be such that |X − qX | = δ(X). Then
(2.15) |qX − q0| ≤ |qX −X|+ |X − q0| < 4r, i.e. qX ∈ 4∆.
Hence qX ∈ B(qk, 2−j+1r) for some k. Moreover T>j ⊂
⋃
k
B(qk, 2 · 2−j+1r). Therefore by
(2.14) and (2.9),
m(T>j) ≤ Nj · sup
k
m
(
B(qk, 2 · 2−j+1r)
)
. 2jd
(
2−jr
)d+1 ∼ 2−jrd+1.
Combined with (2.12) we get¨
T (2∆)
δ(X)αdm(X) .
∞∑
j=0
(2−jr)α · 2−jrd+1 = rd+1+α
∞∑
j=0
2−j(α+1) . rd+1+α.
The last sum is convergent because α + 1 > 0. 
Now we define the suitable function spaces. We denote by C00(Γ) the space of compactly
supported continuous functions on Γ, that is, f ∈ C00(Γ) if f is defined and continuous on Γ,
and there exists a surface ball ∆ such that supp f ⊂ ∆. We consider the weighted Sobolev
space
(2.16) W = W˙ 1,2w (Ω) = {u ∈ L1loc(Ω) : ∇u ∈ L2(Ω, dm)}
and set ‖u‖W =
(˜
Ω
|∇u(X)|2dm(X)) 12 for u ∈ W . In fact, it was proved in Lemma 3.3 of
[DFM1] that since Γ is d-Ahlfors regular with d < n− 1,
(2.17) W = {u ∈ L1loc(Rn) : ∇u ∈ L2(Rn, dm)}.
We also define a local version of W as follows: Let E ⊂ Rn be an open set, define
(2.18) Wr(E) = {u ∈ L1loc(E) : ϕu ∈ W for all ϕ ∈ C∞0 (E)}.
As observed in [DFM1],
(2.19) Wr(E) = {u ∈ L1loc(E) : ∇u ∈ L2loc(E, dm)}.
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It is easy to see that if E ⊂ F are open subsets of Rn, then the function space Wr(F ) ⊂
Wr(E). We set
(2.20)
H = H˙
1
2 (Γ) =
{
g a measurable function on Γ :
ˆ
Γ
ˆ
Γ
|g(x)− g(y)|2
|x− y|d+1 dσ(x)dσ(y) <∞
}
.
The reader may recognize this is the homogeneous Sobolev space, a special case of the Besov
spaces. The authors in [DFM1] were able to define a trace operator T : W → H, see Theorem
3.13 (and Lemma 8.3 for a local version T : Wr(E)→ L1loc(Γ ∩ E)) there.
Lemma 2.21 (interior Caccioppoli inequality, Lemma 8.26 of [DFM1]). Let E ⊂ Ω be an
open set, and let u ∈ Wr(E) be a non-negative solution in E. Then for any φ ∈ C∞0 (E),
(2.22)
¨
Ω
φ2|∇u|2dm ≤ C
¨
Ω
|∇φ|2u2dm,
where C depends only on n, d and C1.
In particular, if B is a ball of radius r such that 2B ⊂ Ω and u ∈ Wr(2B) is a non-negative
sub-solution in 2B, then
(2.23)
¨
B
|∇u|2dm ≤ Cr−2
¨
2B
u2dm.
Remark 2.24. (2.23) holds if we replace 2B by (1+τ)B, τ > 0, and in that case the constant
C depends on the value of τ .
Lemma 2.25 (Harnack inequality, Lemmas 8.42 and 8.44 of [DFM1]).
(1) Let B be a ball such that 3B ⊂ Ω and let u ∈ Wr(3B) be a non-negative solution in
3B. Then
(2.26) sup
B
u ≤ C inf
B
u,
where C depends on n, d and C1.
(2) Let K be a compact set of Ω and u ∈ Wr(Ω) be a non-negative solution in Ω. Then
(2.27) sup
K
u ≤ CK inf
K
u,
where CK depends only on n, d, C0, C1, dist(K,Γ) and diamK.
Lemma 2.28 (boundary Caccioppoli inequality, Lemma 8.47 of [DFM1]). Let B ⊂ Rn be a
ball centered on Γ of radius r, and let u ∈ Wr(2B) be a non-negative subsolution in 2B \ Γ
such that Tu = 0 a.e. on 2B. Then for any φ ∈ C∞0 (2B),
(2.29)
¨
2B
φ2|∇u|2dm ≤ C
¨
2B
|∇φ|2u2dm,
where C depends on n, d and C1. In particular (2.29) implies that
(2.30)
¨
B
|∇u|2dm ≤ Cr−2
¨
2B
u2dm.
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Lemma 2.31 (boundary Moser estimate, Lemma 8.71 of [DFM1]). Let p > 0. Let B be a
ball centered on Γ and u ∈ Wr(2B) be a non-negative sub-solution in 2B\Γ such that Tu = 0
a.e. on 2B. Then
(2.32) sup
B
u ≤ Cp
(
1
m(2B)
¨
2B
updm
) 1
p
.
Lemma 2.33 (boundary Ho¨lder regularity, Lemma 8.106 of [DFM1]). Let B = B(q, r) be a
ball centered on Γ and u ∈ Wr(B) be a solution in B such that Tu ≡ 0 on B. There exists
β ∈ (0, 1] such that for any 0 < s < r/2,
(2.34) osc
B(q,s)
u ≤ C
(s
r
)β ( 1
m(B)
¨
B
|u|2dm
) 1
2
.
We are interested in the solution(s) of the Dirichlet problem (D).
Lemma 2.35 (existence and uniqueness of solution, Lemma 9.3 of [DFM1]). For any f ∈ H,
there exists a unique u ∈ W such that
(2.36)
{
Lu = 0 in Ω
Tu = f a.e. on Γ.
Moreover ‖u‖W ≤ C‖f‖H .
Lemma 2.37 (properties of solutions for f ∈ C00(Γ), Lemma 9.23 of [DFM1]). There exists
a bounded linear operator
U : C00(Γ)→ C(Rn)
such that for every f ∈ C00(Γ)
(i) the restriction of Uf to Γ is f ;
(ii) supRn Uf = supΓ f and
´
Rn Uf = infΓ f ;
(iii) Uf ∈ Wr(Ω) and is a solution of L in Ω;
(iv) if B is a ball centered on Γ and f ≡ 0 on B, then Uf lies in Wr(B);
(v) if f ∈ C00(Γ) ∩H, then Uf ∈ W and is a unique solution of (2.36).
Remark 2.38. Since Uf ∈ C(Rn), its trace T (Uf) is exactly f . We also remark that C00(Γ)∩H
is dense in C00(Γ), with the supremum norm.
Lemma 2.39 (harmonic measure, Lemmas 9.30 and 9.33 of [DFM1]). For any X ∈ Ω, there
exists a unique positive regular Borel measure ωX on Γ such that
(2.40) Uf(X) =
ˆ
Γ
fdωX , for any f ∈ C00(Γ).
Besides, for any Borel set E ⊂ Γ,
(2.41) ωX(E) = sup{ωX(K) : E ⊃ K,K is compact } = inf{ωX(V ) : E ⊂ V, V is open }.
Moreover, ωX(Γ) = 1.
Lemma 2.42 (Lemma 9.38 of [DFM1]). Let E ⊂ Γ be a Borel set and define the function
uE on Ω by uE(X) = ω
X(E). Then
(i) if there exists X ∈ Ω such that uE(X) = 0, then uE ≡ 0;
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(ii) the function uE lies in Wr(Ω) and is a solution in Ω;
(iii) if B ⊂ Rn is a ball such that E ∩B = ∅, then uE ∈ Wr(B) and TuE = 0 on B ∩ Γ.
For now we are only able to write down the solution to (D) if the boundary function
f ∈ C00(Γ), see Lemma 2.37. With the help of the harmonic measure, we prove the following
lemma:
Lemma 2.43. For any function f ∈ C00(Γ) and any Borel set E ⊂ Γ, the function
(2.44) u(X) :=
ˆ
E
fdωX
defined on Ω satisfies the following:
(1) it is continuous in Ω;
(2) it is a solution of Lu = 0 in Ω and lies in Wr(Ω);
(3) if B ⊂ Rn is an open ball such that E ∩B = ∅, then u is continuous in B ∩Ω, u can
be continuously extended to zero on B ∩ Γ, and that u ∈ Wr(B).
Remark 2.45. We note the following:
• Compared with Lemma 2.39 and Lemma 2.37, this lemma says that fχE integrated
against the harmonic measure gives rise to a continuous solution, for any Borel set
E ⊂ Γ.
• If the Borel set E is bounded, then the same properties hold for any bounded con-
tinuous function f ∈ Cb(Γ).
Proof. Since the definition (2.44) is a linear integration, we may assume without loss of
generality that f is non-negative. Otherwise we just write f = f+ − f−, with f± ∈ C(Rn).
We first assume that E is an open set, and that ωX(E) > 0 for some X ∈ Ω. By Lemma
2.42 (i) it follows that ωX(E) > 0 for all X ∈ Ω. Fix an arbitrary X0 ∈ Ω. Let Kj be an
increasing sequence of compact sets in E, such that ωX0(E\Kj) < 1/j. By Urysohn’s lemma
we can construct gj ∈ C00(Γ) such that χKj ≤ gj ≤ χE, and without loss of generality we can
choose the sequence gj to be increasing. Note that fgj ∈ C00(Γ), and hence by Lemma 2.37
we may define uj = U(fgj) ∈ C0(Γ). Then
0 ≤ u(X)− uj(X) =
ˆ
f (χE − gj) dωX ≤ ωX(E \Kj)‖f‖L∞ .
By Lemmas 2.42 and 2.25, for any compact subset K in Ω containing X0, we have
ωX(E \Kj) ≤ CKωX0(E \Kj)
holds for every X ∈ K. Here the constant CK only depends on n, d, C1, dist(K,Γ) and
diamK, and in particular it is independent of j. Therefore
0 ≤ u(X)− uj(X) ≤ CK‖f‖L∞
j
,
namely {uj} converges uniformly on compact sets of Ω to u, and thus u is continuous on Ω.
Let φ ∈ C∞0 (Ω) be arbitrary, we claim that {uj} has a subsequence, which we relabel,
such that
(2.46) ∇(φuj) ⇀ ∇(φu) in L2(Ω, w).
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In particular ∇(φu) ∈ L2(Ω, w) for all φ ∈ C∞0 (Ω), and thus u ∈ Wr(Ω). Indeed, by the
interior Caccioppoli inequality (2.22), we have
(2.47)
¨
Ω
|∇(φuj)|2dm ≤ 2
¨
Ω
(|∇φ|2u2j + φ2|∇uj|2) dm ≤ C¨
Ω
|∇φ|2u2jdm.
Recall that uj → u uniformly on the compact set suppφ, the right hand side of (2.47)
converges to C
˜
Ω
|∇φ|2u2dm. As a consequence the left hand side of (2.47) is uniformly
bounded in j. Therefore there is a subsequence (which we relabel) such that∇(φuj) converges
weakly in L2(Ω, w) to some function v. By the uniqueness of limit in the distributional sense,
we conclude that v = ∇(φu), which finishes the proof of the claim (2.46).
Recall each uj is a solution of L in Ω. Let ϕ ∈ C∞0 (Ω) be an arbitrary test function. We
choose φ ∈ C∞0 (Ω) such that φ ≡ 1 on suppϕ. In particular ∇(φu) = ∇u, ∇(φuj) = ∇uj
on suppϕ. Thus¨
Ω
A∇u · ∇ϕdX =
¨
Ω
A∇u · ∇ϕdm =
¨
Ω
A∇(φu) · ∇ϕdm
= lim
j→∞
¨
Ω
A∇(φuj) · ∇ϕdm
= lim
j→∞
¨
Ω
A∇uj · ∇ϕdm = lim
j→∞
¨
Ω
A∇uj · ∇ϕdX = 0.(2.48)
If E is not an open set, the proof is similar, and we just need to approximate E from
above by open sets. We omit the details here.
Going further, if B ⊂ Rn is an open ball such that E ∩ B = ∅, we first prove that u
can be continuously extended to zero on Γ ∩ B. Take an arbitrary q ∈ Γ ∩ B. Choose
r > 0 sufficiently small so that B(q, 2r) ⊂ B. Consider a function g ∈ C∞0 (Rn) satisfying
χB(q,r) ≤ g ≤ χB(q,2r). If f ∈ C00(Γ), then f(1 − g) ∈ C00(Γ). If the Borel set E is bounded
and f is only assumed to be bounded continuous, we let ϕ ∈ C∞0 (Rn) be a function such
that ϕ ≡ 1 on a compact set containing E and B(q, 2r). Then f(1− g)ϕ ∈ C00(Γ). Let
u˜(X) := U(f(1− g)ϕ) =
ˆ
Γ
f(1− g)ϕdωX .
(For simplicity we take ϕ ≡ 1 for case when f ∈ C00(Γ).) By the positivity of the harmonic
measure and the fact that E ⊂ Γ \ B(q, 2r), we deduce that 0 ≤ u(X) ≤ u˜(X) for all
X ∈ Ω. Recall by Lemma 2.37 that u˜ ∈ C(Rn), and as X → q′ ∈ B(q, r) ∩ Γ, the function
u˜(X)→ f(1− g)ϕ(q′) = 0. By the squeeze theorem u can be continuously extended to zero
on B(q, r) ∩ Γ, and the resulting function, still denoted as u, is continuous in B(q, r).
Now we show that u ∈ Wr(B). To this end, let φ ∈ C∞0 (B), it suffices to show that
∇ (φu) ∈ L2(B,w). From Lemma 2.37 (iv), Remark 2.38 and the boundary Caccioppoli
inequality (2.29), we have
(2.49)
¨
B
|∇(φuj)|2dM ≤ 2
¨
B
(|∇φ|2u2j + φ2|∇uj|2) dm ≤ C¨
B
|∇φ|2u2jdm.
Recall that uj → u pointwise on B \ Γ. Since u is continuous on B, u ∈ L2(suppφ,w).
Hence by the dominated convergence theorem the right hand side of (2.49) converges to
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C
˜
B
|∇φ|2u2dm. As a consequence the left hand side is uniformly bounded, and thus passing
to a subsequence∇(φuj) converges weakly in L2(B,w) to some function v. By the uniqueness
of the limit we deduce v = ∇(φu). In particular this implies ∇(φu) ∈ L2(B,w). 
As a summary, we can write down the solution of L using the harmonic measure, for the
following classes of boundary data: continuous and compactly supported functions f ∈ C00(Γ)
(see Lemma 2.37), characteristic functions χE for Borel sets E ⊂ Γ (see Lemma 2.42), their
products fχE (see the above Lemma 2.43), or a linear combination of the above. For the
third case, if the Borel set E is bounded, we only need to assume f ∈ Cb(Γ).
Lemma 2.50 (corkscrew point, Lemma 11.46 of [DFM1]). There exists M > 1 such that
for any q ∈ Γ and r > 0, there exists a point A = Ar(q) ∈ Ω such that
(2.51) |A− q| < r, δ(A) ≥ r
M
.
This point will be referred to as a corkscrew point hereafter.
Remark 2.52. Note that neither Lemma 2.1 nor Lemma 2.50 is automatically true if d = n−1.
In fact in the case of co-dimension 1, people often work with domains that satisfy Harnack
chain condition and the existence of corkscrew point at all scales, called uniform domains or
1-sided NTA domains in the literature.
Lemma 2.53 (boundary Harnack inequality, Lemma 11.50 of [DFM1]). Let q ∈ Γ and r > 0
be given, and let A = Ar(q) be a corkscrew point as in Lemma 2.50. Let u ∈ Wr(B(q, 2r))
be a non-negative, non identically zero solution of Lu = 0 in B(q, 2r)∩Ω, such that Tu ≡ 0
on ∆(q, 2r). Then
(2.54) u(X) ≤ Cu(A) for all X ∈ B(q, r).
We also recall the following “classical” Poincare´ inequality for Sobolev functions.
Lemma 2.55 (Poincare´ inequality, Lemma 4.13 of [DFM1]). Let Γ be a d-Ahlfors regular
set in Rn with d < n − 1. For any function v ∈ W , X ∈ Rn and r > 0, let B = B(X, r),
then
(2.56)
(
1
m(B)
¨
B
|v(Y )− vB|2dm(Y )
) 1
2
≤ Cr
(
1
m(B)
¨
B
|∇v(Y )|2dm(Y )
) 1
2
,
where vB denotes the average m(B)
−1 ´
B
vdm.
Suppose ∆ = B(q0, r) ∩ Γ is a surface ball. For any q ∈ ∆ and any j ∈ N, let
(2.57) Γj(q) = Γ(q) ∩
(
B(q, 2−jr) \B(q, 2−j−1r))
be a stripe in the cone Γ(q) at height 2−jr, and
(2.58) Γj→j+m(q) =
j+m⋃
i=j
Γi(q) = Γ(q) ∩
(
B(q, 2−jr) \B(q, 2−(j+m)−1r)) ,
be a union of (m + 1) stripes. With these notations we can prove a less conventional form
of Poincare´ inequality, available for solutions with vanishing boundary values.
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Lemma 2.59. Suppose that u ∈ Wr(Ω) is a non-negative solution of L, Tu = 0 on 3∆ and
u ∈ Wr(B(q0, 3r)). There exist an aperture α > α and integers m1,m2, such that for all
q ∈ ∆,
(2.60)
¨
Γαj (q)
u2dm(X) ≤ C(2−jr)2
¨
Γαj−m1→j+m2 (q)
|∇u|2dm(X).
The constants m1,m2, α and C only depend on n, d, α, C0, C1.
Proof. Let B be a ball compactly contained in Ω. Recall that the solution u ∈ Wr(Ω), in
particular, ϕu ∈ W for ϕ ∈ C∞0 (Ω) such that ϕ ≡ 1 on B. Apply the above Lemma 2.55 to
ϕu and square both sides, we get
(2.61)
¨
B
|u(Y )− uB|2dm(Y ) ≤ Cr2B
¨
B
|∇u(Y )|2dm(Y ),
For j ∈ N, let Aj denote a corkscrew point for B(q, 2−jr), whose existence is guaranteed
by Lemma 2.50. Let m be a large integer whose value is to be determined later. Take
X ∈ Γαj (q), X ′ = Aj+m, then
(2.62) δ(X) >
1
1 + α
|X − q| ≥ 2
−j−1r
1 + α
, δ(X ′) ≥ 2
−(j+m)r
M
,
|X −X ′| ≤ |X − q|+ |q −X ′| ≤ 2−jr + 2−(j+m)r ≤ 21−jr.
Apply Lemma 2.1 and Remark 2.2 to X,X ′ with s = 2−(j+m)r/M and Λ = 2m+1M , we can
find balls B0 = B(X, s/2), Bi = B(Zi, τ/4) with τ = cΛ
−d/(n−1−d)s, BN+1 = B(X ′, s/2)
that form a Harnack chain connecting X to X ′, and satisfy (2.4), (2.5) and (2.6). Hence by
Lemma 2.3 (i) of [DFM1] and (2.6), (2.5), we have
(2.63) m(Bi) ≥ C−1
(τ
4
)n
dist(Bi,Γ)
d−n+1 & τn(Λs)d−n+1 ∼ Λ1−nτ d+1,
and
(2.64) m(Bi) ≤ C
(τ
4
)n
dist(Bi,Γ)
d−n+1 . τnτ d−n+1 ∼ τ d+1
for all i = 0, · · · , N,N + 1. A simple computation shows Bi+1 ⊂ 3Bi for all i = 1, · · ·N − 1,
and B1 ⊂ 32B0, BN ⊂ 32BN+1, if m is sufficiently large. Therefore for each i = 1, · · · , N − 1,
|uBi+1 − u3Bi |2 ≤
(
1
m(Bi+1)
¨
Bi+1
|u(X)− u3Bi |dm(X)
)2
≤ 1
m(Bi+1)
¨
3Bi
|u(X)− u3Bi |2dm(X)
. Λn−1τ 1−d
¨
3Bi
|∇u(Y )|2dm(Y ) by (2.61), (2.63).(2.65)
Similarly
|uBi − u3Bi |2 . Λn−1τ 1−d
¨
3Bi
|∇u(Y )|2dm(Y ).
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Hence
(2.66) |uBi − uBi+1 |2 ≤ CΛn−1τ 1−d
¨
3Bi
|∇u(Y )|2dm(Y ).
A similar argument shows that for the end-point case i = 0 or N + 1,
|uBi − uBi±1|2 . max{s1−d,Λn−1s2τ−1−d}
¨
3
2
Bi
|∇u(Y )|2dm(Y )
∼ Λn−1s2τ−1−d
¨
3
2
Bi
|∇u(Y )|2dm(Y ).(2.67)
The last line is justified since Λ  1 implies τ  s. Combining this observation, (2.66),
(2.67) and (2.4), we get
¨
B0
|u(X)− uBN+1 |2dm(X) . N ·
¨
B0
|u(X)− uB0|2dm(X) +N ·m(B0)
N∑
i=0
|uBi − uBi+1 |2
. NΛn−1s2
(s
τ
)d+1 ¨
3
2
B0
⋃( N⋃
i=1
3Bi
)⋃ 3
2
BN+1
|∇u(Y )|2dm(Y )
≤ C ′Λn−1+d(d+1)n−1−d +n−1s2
¨
3
2
B0
⋃( N⋃
i=1
3Bi
)⋃ 3
2
BN+1
|∇u(Y )|2dm(Y ).(2.68)
On the other hand, by Harnack inequality
u(X) ≤ Cu(X ′) for all X ∈ BN+1 = B(X ′, s/2).
Recall that X ′ = Aj+m. For any q ∈ ∆, by the assumption we know that u ∈ Wr(B(q, 2r))
vanishes on ∆(q, 2r). By the boundary Ho¨lder regularity (Lemma 2.33) and boundary Har-
nack principle (Lemma 2.53) we have
u(X ′) ≤ C2−mβu(Aj),
with a constant C independent of j and m. Thus
(2.69) u2BN+1 . u
2(X ′) . 2−2mβu2(Aj) . 2−2mβ · 1
m(B0)
¨
B0
u2dm(X).
The last inequality holds because Aj is a corkscrew point and B0 = B(X, s/2) for some
X ∈ Γj(q). Combining (2.69) and (2.68) we obtain¨
B0
u2dm(X)
≤ 2m(B0)
(
uBN+1
)2
+ 2
¨
B
|u(x)− uBN+1|2dm(X)
≤ A12−2mβ
¨
B0
u2dm(X) + A2Λ
n−1+d(d+1)
n−1−d +n−1s2
¨
3
2
B0
⋃( N⋃
i=1
3Bi
)⋃ 3
2
BN+1
|∇u(Y )|2dm(Y ).
(2.70)
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Choose m big enough such that
(2.71) A12
−2mβ ≤ 1
2
, as well as 2 · 2
−m
M
≤ 1
2(1 + α)
,
then we can absorb the first term on the right hand side of (2.70) to the left. Recall that
B0 = B(X, s/2) for X satisfying (2.62). The reason for the second assumption in (2.71) is
to guarantee the enlarged ball 3
2
B0 is compactly contained in Ω. Fix the value of m from
now on, thus the value of Λ = 2m+1/M is also fixed. We get
(2.72)
¨
B0
u2dm(X) ≤ Cs2
¨
3
2
B0
⋃( N⋃
i=1
3Bi
)⋃ 3
2
BN+1
|∇u(y)|2dy,
where s = 2−(j+m)r/M and the constant C depends on d, n, C0, C1 (Recall the values of
corkscrew constant M and Harnack chain constant c only depend on d, n, C0, C1). Since
B0 = B(X, s/2) with center X ∈ Γαj (q), it is a simple exercise to show that given the second
assumption of (2.71), there exists an aperture α1 > α such that
(2.73)
3
2
B0 ⊂ Γα1j−1→j+1(q).
A similar statement holds for 3
2
BN+1. Moreover (2.5) and (2.6) imply that for i = 1, · · · , N ,
there exist an aperture α2 > α and an integer m0 depending on the constants c,M from
Lemmas 2.1 and 2.50, such that
(2.74) 3Bi ⊂ Γα2j−3→j+m+m0(q).
Let α = max{α1, α2}. Combining the above observations with (2.72) we get
(2.75)
¨
B0
u2dm(X) ≤ Cs2
¨
Γαj−3→j+m+m0 (q)
|∇u(y)|2dy.
Consider the covering
(2.76) Γαj (q) ⊂
⋃
X∈Γαj (q)
B
(
X,
s
10
)
.
We can extract a finite Vitali sub-covering {Bk = B(Xk, s/2)}k such that
(2.77) Γαj (q) ⊂
⋃
k
Bk
and {Bk/5 = B(Xk, s/10)}k is mutually disjoint. Moreover the number of balls Bk’s is
uniformly bounded by a constant C(n,m,M). Note that (2.75) holds for all such balls Bk
in place of B0, we deduce
¨
Γαj (q)
u2dm(X) ≤
∑
k
¨
Bk
u2dm(X) ≤ CC(n,m,M)s2
¨
Γαj−3→j+m+m0 (q)
|∇u(y)|2dy.
(2.78)
Since the value of m is fixed, we finish the proof of Lemma 2.59. 
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Lemma 2.79 (non-degeneracy of harmonic measure, Lemma 11.73 of [DFM1]). Let λ > 1
be given. There exists a constant Cλ > 1 such that for any q ∈ Γ, r > 0, and A = Ar(q), a
corkscrew point from Lemma 2.50, we have
(2.80) ωX(B(q, r) ∩ Γ) ≥ C−1λ for X ∈ B(q, r/λ),
(2.81) ωX(B(q, r) ∩ Γ) ≥ C−1λ for X ∈ B(A, δ(A)/λ).
In [DFM1] the authors also prove the existence, uniqueness and properties of the Green
function, that is, formally, a function G defined on Ω× Ω such that for any Y ∈ Ω,{
LG(·, Y ) = δY in Ω
G(·, Y ) = 0 on Γ
where δY is the delta function.
Lemma 2.82 (estimates of Green function, Lemma 11.78 of [DFM1]). There exists a con-
stant C ≥ 1, such that for any q ∈ Γ and r > 0, ∆ = B(q, r) ∩ Γ and a corkscrew point
A = Ar(q), then
(2.83) C−1rd−1G(X0, A) ≤ ωX0(∆) ≤ Crd−1G(X0, A) for X0 ∈ Ω \B(q, 2r).
Lemma 2.84 (doubling of harmonic measure, Lemma 11.102 of [DFM1]). For q ∈ Γ and
r > 0, we have
(2.85) ωX(B(q, 2r) ∩ Γ) ≤ CωX(B(q, r) ∩ Γ)
for any X ∈ Ω \B(q, 4r).
Lemma 2.86 (change of poles, Lemma 11.135 of [DFM1]). Let q ∈ Γ and r > 0 be given,
and let A = Ar(q) be a corkscrew point as in Lemma 2.50. Let E,F ⊂ ∆(q, r) be two Borel
subsets of Γ such that ωA(E) and ωA(F ) are positive. Then
(2.87)
ωX(E)
ωX(F )
∼ ω
A(E)
ωA(F )
, for any X ∈ Ω \B(q, 2r).
In particular with the choice F = ∆(q, r),
(2.88)
ωX(E)
ωX(∆(q, r))
∼ ωA(E) for any X ∈ Ω \B(q, 2r).
Let us restate the definition of ω ∈ A∞(σ) and make a few remarks that will become useful
later.
Definition 2.89. We say the harmonic measure ω is of class A∞ with respect to the surface
measure σ = Hd|Γ, or simply ω ∈ A∞(σ), if for any  > 0, there exists δ = δ() > 0 such
that for any surface ball ∆, any surface ball ∆′ ⊂ ∆ and any Borel set E ⊂ ∆′, we have
(2.90)
σ(E)
σ(∆′)
< δ =⇒ ω
A(E)
ωA(∆′)
< .
Here A = A∆ is a corkscrew point for ∆ (see Lemma 2.50).
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Remark 2.91. (i) The reader may recall that the standard definition for A∞ is that the
harmonic measure with a fixed pole, i.e. ωX0 , satisfies (2.90). For unbounded boundary
Γ though, the standard definition needs to be replaced by its scale-invariant analogue,
which is Definition (2.89). In fact since Γ is unbounded, it is impossible to have ωX0 ∈
A∞(σ) with a fixed pole X0, see the comments after Theorem 1.18 of [DFM2].
(ii) The above definition is symmetric: suppose ω ∈ A∞(σ), then we also have σ ∈ A∞(ω)
(in a scale-invariant sense), i.e., the smallness of ωA(E)/ωA(∆′) implies the smallness
of σ(E)/σ(∆′).
(iii) In particular, the assumption (2.90) implies that ωA  σ when restricted to ∆. We
denote the Radon-Nikodym derivative by kA = dω
A
dσ
. Since both ωA and σ are Radon
measures, we have
(2.92) kA(q) = lim
∆′=∆(q,r)
r→0
ωA(∆′)
σ(∆′)
, for σ-a.e. q ∈ ∆.
Moreover since σ is doubling, by standard harmonic analysis techniques (see [GR] for
example for the proof) (2.90) implies that kA satisfies a reverse Ho¨lder inequality: there
are constants r0 > 1, C > 0 such that for all r ∈ (1, r0),
(2.93)
( 
∆
∣∣kA∣∣r dσ) 1r ≤ C  
∆
kAdσ.
The constants r0 and C only depend on the constants characterizing the A∞ property
(2.90); in particular, they are independent of ∆ and A.
Recall that one of our main goals is to prove Theorem 1.11, which states the equivalence
between ω ∈ A∞(σ) and the BMO solvability of the Dirichlet problem. We make a few
preliminary remarks.
Note that (Γ, σ) is a space of homogeneous type. By John-Nirenberg inequality for space
of homogeneous type, we may also use any Lp norm (1 ≤ p <∞) in the definition (1.8), and
the resulting BMO norms are all equivalent. See [CW] and [JN]. Also it is easy to see that
if f ∈ L∞(Γ), then f is a BMO function with ‖f‖BMO ≤
√
2‖f‖L∞ .
We observe that the Carleson measure norm of |∇u|2δ(X)dm(X) is in some sense equiv-
alent to the integral of the truncated square function. Suppose ∆ = ∆(q0, r) is an arbitrary
surface ball. For any X ∈ T (∆), we define ∆X = {q ∈ Γ : X ∈ Γ(q)}. Let qX ∈ Γ be a point
such that |X − qX | = δ(X). Then
(2.94) ∆(qX , αδ(X)) ⊂ ∆X ⊂ ∆(qX , (α + 2)δ(X)).
Since Γ is d-Ahlfors regular, (2.94) implies σ(∆X) ≈ δ(X)d. Thus
¨
T (∆)
|∇u|2δ(X)dm(X) ≈
¨
T (∆)
|∇u|2δ(X)1−dσ(∆X)dm(X)
=
¨
T (∆)
|∇u|2δ(X)1−d
ˆ
∆X
dσ(q)dm(X).(2.95)
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Changing the order of integration, on one hand we get an upper bound¨
T (∆)
|∇u|2δ(X)1−d
ˆ
∆X
dσ(q)dm(X) ≤
ˆ
|q−q0|<(α+2)r
¨
Γ(α+1)r(q)
|∇u|2δ(X)1−ddm(X)dσ
≤
ˆ
(α+2)∆
|S(α+1)ru|2dσ.(2.96)
On the other hand, we get a lower bound¨
T (∆)
|∇u|2δ(X)1−d
ˆ
∆X
dσ(q)dm(X) ≥
ˆ
|q−q0|<r/2
¨
Γr/2(q)
|∇u|2δ(X)1−ddm(X)dσ
≥
ˆ
1
2
∆
|Sr/2u|2dσ.(2.97)
Therefore for any q0 ∈ Γ,
(2.98) sup
∆=∆(q0,s)
s>0
1
σ(∆)
¨
T (∆)
|∇u|2δ(X)dm(X) ≈ sup
∆=∆(q0,r)
r>0
1
σ(∆)
ˆ
∆
|Sru|2dσ.
3. Bound of the square function by the non-tangential maximal function
The goal of this section is to prove:
Theorem 3.1. Let Γ be a d-Ahlfors regular set in Rn with an integer d ≤ n− 1, and let ω
be the harmonic measure of the domain Ω = Rn \ Γ. Suppose ω ∈ A∞(σ), then
(3.2) ‖Su‖Lp(σ) ≤ C‖Nu‖Lp(σ)
for any 1 ≤ p < ∞ and any solution u ∈ Wr(Ω) to Lu = 0 such that the right hand side is
finite. Here the constant C > 0 depends on the allowable parameters d, n, C0, C1, the aperture
α and the A∞ constant(s).
It suffices to prove (3.2) for non-negative harmonic functions u, because otherwise, we just
split u = u+ − u− and use the linearity of L and the triangle inequality. Before starting to
prove the theorem we need to recall some notation and preliminary results.
Lemma 3.3 (dyadic cubes for Ahlfors regular set, [DS1, DS2, Ch]). Let Γ ⊂ Rn be a d-
Ahlfors regular set. Then there exist constants a0, A1, γ > 0, depending only on d, n and C0,
such that for each k ∈ Z, there is a collection of Borel sets (“dyadic cubes”)
Dk := {Qkj ⊂ Γ : j ∈Jk},
where Jk denotes some index set depending on k, satisfying the following properties.
(i) Γ =
⋃
j∈Jk Q
k
j for each k ∈ Z.
(ii) If m ≥ k then either Qmi ⊂ Qkj or Qmi ∩Qkj = ∅.
(iii) For each pair (j, k) and each m < k, there is a unique i ∈Jm such that Qkj ⊂ Qmi .
(iv) diamQkj ≤ A12−k.
(v) Each Qkj contains some surface ball ∆(x
k
j , a02
−k) := B(xkj , a02
−k) ∩ Γ.
(vi) Hd ({q ∈ Qkj : dist(q,Γ \Qkj ) ≤ ρ2−k}) ≤ A1ργHd(Qkj ), for all (j, k) and all ρ ∈ (0, a0).
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We shall denote by D = D(Γ) the collection of all relevant Qkj , i.e.
D =
⋃
k
Dk.
Remark 3.4. i) For a dyadic cube Q ∈ D, we let k(Q) denote the “dyadic generation” to
which Q belongs, i.e. we set k(Q) = k if Q ∈ Dk. We also set its “length” `(Q) = 2−k(Q).
Thus `(Q) = 2−k(Q) ∼ diamQ.
ii) Properties (iv) and (v) imply that for each cube Q ∈ D, there is a point xQ ∈ Γ such
that
(3.5) ∆(xQ, rQ) ⊂ Q ⊂ ∆(xQ, C2rQ),
where rQ = a02
−k(Q) ∼ diamQ and C2 = A1/a0.
Now we define sawtooth domains following the definitions of Hofmann and Martell, see for
example [HM1], [HMM] and [HMT]. Since Ω is an open set, it has a Whitney decomposition,
that is, a collection of closed “Whitney” boxes in Ω, denoted by W = W(Ω), which form a
covering of Ω with pairwise non-overlapping interiors and satisfy
(3.6) 4 diam I ≤ dist(4I,Γ) ≤ dist(I,Γ) ≤ 40 diam I, for any I ∈ W ,
and also
(3.7)
1
4
diam I1 ≤ diam I2 ≤ 4 diam I1
whenever I1 and I2 in W touch. (See [St2] for reference.) Let XI denote the center of I and
`(I) the side length of I, then diam I ∼ `(I). We also write k(I) = k if `(I) = 2−k.
Let D be a collection of dyadic cubes for the Ahlfors regular set Γ, as in Lemma 3.3. For
any dyadic cube Q ∈ D, pick two parameters η  1 and K  1, and define
(3.8) W0Q := {I ∈ W : η
1
4 `(Q) ≤ `(I) ≤ K 12 `(Q), dist(I,Q) ≤ K 12 `(Q)}.
Let XQ denote a corkscrew point for the surface ball ∆(xQ, rQ/2). We can guarantee that
XQ is in some I ∈ W0Q provided we choose η small enough and K large enough. For each
I ∈ W0Q, by Lemma 2.1 and the discussions after that, there is a Harnack chain connecting
XI to XQ, we call it HI . By the definition of W0Q we may construct this Harnack chain so
that it consists of a bounded number of balls (depending on the values of η,K), and stays
a distance at least cη
n−1
4(n−1−d) `(Q) away from Γ (see (2.5)). We let WQ denote the set of all
J ∈ W which meet at least one of the Harnack chains HI , with I ∈ W0Q, i.e.
(3.9) WQ := {J ∈ W : there exists I ∈ W0Q for which HI ∩ J 6= ∅}.
Clearly W0Q ⊂ WQ. Besides, it follows from the construction of the augmented collections
WQ and the properties of the Harnack chains (in particular (2.5) and (2.6)) that there are
uniform constants c and C such that
(3.10) cη
n−1
4(n−1−d) `(Q) ≤ `(I) ≤ CK 12 `(Q), dist(I,Q) ≤ CK 12 `(Q)
for any I ∈ WQ. In particular once η,K is fixed, for any Q ∈ D the cardinality of WQ is
uniformly bounded, which we denote by N0.
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Next we choose a small parameter θ ∈ (0, 1) so that for any I ∈ W , the concentric dilation
I∗ = (1 + θ)I still satisfies the Whitney property
(3.11) diam I ∼ diam I∗ ∼ dist(I∗,Γ) ∼ dist(I,Γ).
Moreover by taking θ small enough we can guarantee that dist(I∗, J∗) ∼ dist(I, J) for every
I, J ∈ W , I∗ meets J∗ if and only if ∂I meets ∂J and that 1
2
J ∩ I∗ = ∅ for any distinct
I, J ∈ W . In what follows we will need to work with further dilations I∗∗ = (1 + 2θ)I or
I∗∗∗ = (1+4θ)I etc.. (We may need to take θ even smaller to make sure the above properties
also hold for I∗∗, I∗∗∗ etc..) Given an arbitrary Q ∈ D, we may define an associated Whitney
region UQ, U
∗
Q as follows
(3.12) UQ :=
⋃
I∈WQ
I∗, U∗Q :=
⋃
I∈WQ
I∗∗.
Let DQ = {Q′ ∈ D : Q′ ⊂ Q}. For any Q ∈ D and any family F = {Qj} of disjoint cubes
in DQ \ {Q}, we define the local discretized sawtooth relative to F by
(3.13) DF ,Q := DQ \
⋃
Qj∈F
DQj .
We also define the local sawtooth domain relative to F by
(3.14) ΩF ,Q := int
 ⋃
Q′∈DF,Q
UQ′
 , Ω∗F ,Q := int
 ⋃
Q′∈DF,Q
U∗Q′

For convenience we set
(3.15) WF ,Q :=
⋃
Q′∈DF,Q
WQ′ ,
so that in particular, we may write
(3.16) ΩF ,Q = int
 ⋃
I∈WF,Q
I∗
 , Ω∗F ,Q = int
 ⋃
I∈WF,Q
I∗∗
 .
We will need further fattened sawtooth domain Ω∗∗F ,Q etc. whose definitions follow the same
lines as above. We remark that by (3.10), there is a constant C3 depending on K, θ such
that
(3.17) ΩF ,Q ⊂ B(xQ, C3`(Q)) ∩ Ω
for any Q ∈ D and collection of maximal cubes F , where xQ is the “center” of Q as in (3.5).
Finally, to work with sawtooth domains, it is more natural to use a discrete dyadic version
of the approach region rather than the standard non-tangential cone defined in (1.12): for
every q ∈ Γ, we define the dyadic non-tangential cones as
(3.18) Γd(q) =
⋃
Q∈D:Q3q
UQ, Γ̂d(q) =
⋃
Q∈D:Q3q
U∗∗∗Q
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where we use Γ̂d to denote a cone with bigger “aperture” or fattened region; we also define
the local dyadic non-tangential cones as
(3.19) ΓQd (q) =
⋃
Q′∈DQ:Q′3q
UQ′ , Γ̂
Q
d (q) =
⋃
Q′∈DQ:Q′3q
U∗∗∗Q′ .
We claim that given an aperture α > 0, there exists K (in the definition (3.8)) sufficiently
large such that the standard non-tangential cone Γα(q) ⊂ Γd(q) for all q ∈ Γ; and vice
versa, for fixed values of η,K and the dilation constant θ, there exists α1 > 0 such that the
dyadic cone Γd(q) ⊂ Γα1(q) for all q ∈ Γ. For any X ∈ Γα(q), let I be a Whitney box such
that X ∈ I∗. By (3.6) we know `(I) ∼ δ(X). Let Q be a cube containing q with length
`(Q) = `(I). Then
(3.20) dist(I,Q) ≤ |X − q| < (1 + α)δ(X) ≤ C(1 + α)`(I) = C(1 + α)`(Q).
If K is sufficiently large so that K
1
2 ≥ C(1 + α), then (3.20) and `(I) = `(Q) implies that
I ∈ W0Q. By the definition (3.18) it follows that X ∈ Γd(q). In particular, since Γα(q) is
open, we also have Γα(q) ⊂ int Γd(q). On the other hand, suppose X ∈ Γd(q), by definition
(3.18) X is contained in some I∗ = (1 + θ)I for a Whitney box I ∈ WQ and dyadic cube Q
containing q. Then by (3.10),
|X − q| ≤ diam I∗ + dist(I,Q) + diamQ ≤ C(K, θ)`(Q),
δ(X) ∼ `(I) ≥ C(η)`(Q).
Therefore there exists α1 sufficiently large, depending on the values of η,K, θ, such that
|X − q| < (1 + α1)δ(X),
i.e. X ∈ Γα1(q). We summarize that now we have
(3.21) Γα(q) ⊂ int Γd(q) ⊂ Γd(q) ⊂ Γα1(q), for all q ∈ Γ.
Clearly α1 > α. Moreover, there exists β > α1 depending on η,K, θ such that the fattened
dyadic non-tangential cone
(3.22) Γ̂d(q) ⊂ Γβ(q) for all q ∈ Γ.
From now on we fix the values of η,K, θ and β > α1 > α > 0.
Let F = Q \⋃Qj∈F Qj and suppose it is not empty. We claim that
(3.23) int
(⋃
q∈F
ΓQd (q)
)
⊂ ΩF ,Q ⊂ ΩF ,Q ⊂ Ω∗∗∗F ,Q ⊂
⋃
q∈F
Γ̂Qd (q).
In fact, for any q ∈ F , it is clear that q is in some Q′ ∈ DF ,Q; and by (3.14), the definition
of ΩF ,Q, we have the first incluement. On the other hand any X ∈ Ω∗∗∗F ,Q belongs to some
U∗∗∗Q′ with Q
′ ∈ DF ,Q, and thus X ∈ Γ̂Qd (q) for arbitrary q ∈ Q′. By the definition of DF ,Q,
we know Q′ ∩ F 6= ∅, so by taking q ∈ Q′ ∩ F we get X ∈ ⋃q∈F Γ̂Qd (q).
For N sufficiently large, we augment the collection of maximal cubes F by adding all
dyadic cubes in D of size smaller than or equal to 2−N`(Q), and we denote by FN a collection
consisting of all maximal cubes of the above augmented collection. In particular Q′ ∈ DFN ,Q
if and only if Q′ ∈ DF ,Q and `(Q′) > 2−N`(Q). By doing this we guarantee that the sawtooth
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domain ΩFN ,Q is compactly contained in Ω (roughly speaking dist(ΩFN ,Q,Ωc) ∼ 2−N`(Q)).
Similar to Lemma 4.44 of [HMT] we can construct a smooth cutoff function of ΩFN ,Q:
Lemma 3.24 (cut-off function of sawtooth domain). There exists ψN ∈ C∞0 (Rn) such that
(i) χΩ∗FN,Q
. ψN ≤ χΩ∗∗FN,Q;
(ii) supX∈Ω |∇ψN(X)|δ(X) . 1;
(iii) We abbreviate WFN ,Q as WN and set Σ = ∂Ω∗FN ,Q,
WΣN = {I ∈ WN : there exists J ∈ W \WN with ∂I ∩ ∂J 6= ∅}.
Then
(3.25) ∇ψN ≡ 0 in
⋃
I∈WN\WΣN
I∗∗∗.
(iv) For each I ∈ WN , let QI denote a cube in DFN ,Q such that I ∈ WQI . Suppose ω is the
harmonic measure with pole X0 and X0 satisfies dist(X0,Ω
∗∗∗
FN ,Q) & `(Q). Then
(3.26)
∑
I∈WΣN
ω(QI) . ω(Q)
with a constant depending on η,K, a0, C1, d and the Ahlfors regular constant of Γ.
Remark 3.27. (1) We remark that the construction of ψN and the proof of its properties
(i), (ii), (iii) are higher codimensional analogues of Lemma 4.44 of [HMT]. However
we prove (iv) instead of the second estimate in their (4.46), because we will need to
prove a good-λ inequality for the harmonic measure, instead of the surface measure.
Since harmonic measure could have much worse decay properties than the surface
measure, not to mention that Γ and ∂ΩFN ,Q are objects of different dimensions,
proving (iv) requires a different argument.
(2) Note that in (iv), the choice of QI may not be unique. Suppose both QI , Q˜I are
cubes in DFN ,Q such that I ∈ WQI and I ∈ WQ˜I . By the construction of WQ’s and
in particular (3.10), we know
(3.28) `(QI) ∼ `(I) ∼ `(Q˜I), dist(QI , Q˜I) . `(QI)
with constants depending on η,K. Since harmonic measure is doubling, we have
(3.29) C1ω(QI) ≤ ω(Q˜I) ≤ C2ω(QI)
with constants only depending on the doubling constant and η,K. That is to say,
for different choices of QI the left hand side of (3.26) differs at most by a constant
multiple. But once we associate a cube QI to I, the choice will be fixed.
Proof. The proof of (i) is a modification of the proof from [HMT] in higher codimensions. We
recall that given I, any closed dyadic cube in Rn, we set I∗∗ = (1+2θ)I and I∗∗∗ = (1+4θ)I.
Let us introduce I˜∗∗ = (1 + 3θ)I so that
(3.30) I∗∗ ( int I˜∗∗ ( I˜∗∗ ⊂ int I∗∗∗.
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Given I0 = [−12 , 12 ]n ⊂ Rn, we fix φ0 ∈ C∞0 (Rn) such that χI∗∗0 ≤ φ0 ≤ χI˜∗∗0 and |∇φ0| . 1,
with the implicit constant depending on θ. For every I ∈ W we set φI = φ0 ((· −XI)/`(I))
where XI is the center of I, so that φI ∈ C∞0 (Rn), χI∗∗ ≤ φI ≤ χI˜∗∗ and |∇φI | . 1/`(I). Let
Φ(X) :=
∑
I∈W φI(X) for every X ∈ Ω. Since for each compact subset of Ω, the previous
sum has finitely many non-vanishing terms, we have Φ ∈ C∞loc(Ω). Also 0 ≤ Φ(X) . Cθ since
the family {I˜∗∗}I∈W has bounded overlap. Hence we can set ΦI = φI/Φ and one can easily
see that ΦI ∈ C∞0 (Rn), C−1θ χI∗∗ ≤ ΦI ≤ χI˜∗∗ and |∇ΦI | . 1/`(I). Recall the definition ofWN =WFN ,Q in (3.15), we set
(3.31) ψN(X) =
∑
I∈WN
ΦI(X) =
∑
I∈WN φI(X)∑
I∈W φI(X)
, X ∈ Ω.
We first note that the number of terms in the sum defining ψN is bounded depending on N .
Indeed if Q′ ∈ DFN ,Q then Q′ ∈ DQ and 2−N`(Q) < `(Q′) ≤ `(Q), which implies DFN ,Q has
finite cardinality with bounded depending only the Alhfors regular constant and N . Also by
construction WQ has cardinality depending only in the allowable parameters η,K. Hence
#WN ≤ CN < ∞. This and the fact that each ΦI ∈ C∞0 (Rn) yield that ψN ∈ C∞0 (Rn).
Moreover
(3.32) suppψN ⊂
⋃
I∈WN
I˜∗∗ =
⋃
Q′∈DFN,Q
⋃
I∈WQ
I˜∗∗ ⊂ int
 ⋃
Q′∈DFN,Q
U∗∗Q′
 = Ω∗∗FN ,Q.
This and the definition of ψN immediately gives ψN ≤ χΩ∗∗FN,Q . On the other hand if X ∈
Ω∗FN ,Q then there exists I ∈ WN such that X ∈ I∗∗, in which case ψN(X) ≥ ΦI(X) ≥ C−1θ .
This completes the proof of (i).
To obtain (ii) we note that for every X ∈ Ω
(3.33) |∇ψN(X)| ≤
∑
I∈WN
|∇ΦI(X)| .
∑
I∈W
1
`(I)
χI˜∗∗(X) .
1
δ(X)
,
where we have used that if X ∈ I˜∗∗ then `(I) ∼ δ(I) and also that the family {I˜∗∗}I∈W has
bounded overlap.
Now we turn to (iii). Fix I ∈ WN\WΣN andX ∈ I∗∗∗, and setWX = {J ∈ W : φJ(X) 6= 0}.
We first note that WX ⊂ WN . Indeed if φJ(X) 6= 0 then X ∈ J˜∗∗. Hence X ∈ I∗∗∗ ∩ J∗∗∗
and our choice of θ gives that ∂I meets ∂J , this in turn implies that J ∈ WN since I /∈ WΣN .
All these imply
(3.34) ψN(X) =
∑
J∈WN φJ(X)∑
J∈W φJ(X)
=
∑
J∈WN∩WX φJ(X)∑
J∈W∩WX φJ(X)
=
∑
J∈WN∩WX φJ(X)∑
J∈WN∩WX φJ(X)
= 1.
Hence ψN |I∗∗∗ ≡ 1 for every I ∈ WN \ WΣN . This and the bounded overlap of the family
{I∗∗∗}I∈WN immediately give that ∇ψN ≡ 0 in
⋃
I∈WN\WΣN I
∗∗∗.
Finally, it remains to prove the most difficult property, (iv). For any I ∈ WΣN , by definition
there exists some JI ∈ W \ WN such that ∂I ∩ ∂JI 6= ∅. Roughly speaking, this is to say
that I is a Whitney box living in the “boundary” of Ω∗FN ,Q. Thus pick any Q
′
I ∈ D such
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that WQ′I contains JI , we know Q′I /∈ DFN ,Q, that is, either Q′I ∈ DQj for some Qj ∈ FN , or
Q′I /∈ DQ. We classify I ∈ WΣN based on which category its associated cube Q′I lives in: We
denote
Σj = {I ∈ WΣN : Q′I ∈ DQj} for any Qj ∈ FN ,
and
Σ0 = {I ∈ WΣN : Q′I /∈ DQ}.
(Note that for each I ∈ WΣN , we associate it to a unique Q′I , even though the choice itself
is not unique.) Recall (3.7) we have `(I) ∼ `(JI). Moreover by the definition of WQ and
(3.10),
(3.35) `(Q′I) ∼ `(JI) ∼ `(I) ∼ `(QI)
and
(3.36) dist(QI , Q
′
I) ≤ dist(QI , I) + dist(I, JI) + dist(JI , Q′I) . `(QI) + `(Q′I) . `(Q′I).
By similar argument as in remark 3.27 (2) and the doubling property of harmonic measure,
we have ω(QI) ∼ ω(Q′I) for any I ∈ WΣN , with a uniform constant depending on η,K.
Therefore to prove (3.26) it suffices to show∑
I∈WΣN
ω(Q′I) . ω(Q).
We claim that for any Qj ∈ FN ,
(3.37)
∑
I∈Σj
ω(Q′I) . ω(Qj).
Recall that all such Q′I ’s live in DQj . For each k ∈ N we denote Σkj = {I ∈ Σj : `(Q′I) =
2−k`(Qj)}. Since QI ∈ DFN ,Q, Qj ∈ FN , we always have Qj ∩QI = ∅, so by (3.36)
(3.38) dist (Q′I , (Qj)
c) ≤ dist(Q′I , QI) . `(Q′I) = 2−k`(Qj).
That is, the smaller Q′I is, the closer it is to the “boundary” of Qj. The Q
′
I ’s of different
generations are very far from being disjoint, however we will sum up the ω(Q′I)’s by swapping
them for the harmonic measure of mutually disjoint cubes. By (3.38), for ρ sufficiently small
there is an integer k1 = k1(ρ) such that for any integer k ≥ k1,
(3.39)
⋃
k′≥k
⋃
I∈Σk′j
Q′I ⊂
{
q ∈ Qj : dist (q, (Qj)c) ≤ ρ
2
`(Qj)
}
.
In fact by choosing k1 slightly bigger, we can even guarantee that for any integer k ≥ k1,
(3.40)
⋃
k′≥k
⋃
I∈Σk′j
Q′I ⊂
⋃
i∈Ik
Qij ⊂
{
q ∈ Qj : dist (q, (Qj)c) ≤ ρ
2
`(Qj)
}
,
where {Qij}i∈Ik is the collection of all dyadic cubes in DQj of length 2−k`(Qj) such that
Qij ⊂ {q ∈ Qj : dist(q, (Qj)c) ≤ ρ`(Qj)/2}. By Lemma 3.3 (v) (vi) the index set Ik has finite
cardinality and #Ik ≤ C2kd. (A priori the set Ik could be empty, in which case (3.40) just
means there is no Q′I corresponding to any I ∈
⋃
k′≥k Σ
k′
j . This case is easy to deal with.)
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On the other hand by Lemma 3.3, as long as we fix ρ ∈ (0, a0) satisfying A1ργ < 1, the set{
q ∈ Qj : dist(q, (Qj)c) > ρ2`(Qj)
}
is not empty; moreover, there is an integer k2 sufficiently
large such that for each k ≥ k2 we can find a cube Q̂j such that `(Q̂j) = 2−k`(Qj) and
(3.41) Q̂j ⊂
{
q ∈ Qj : dist(q, (Qj)c) > ρ
2
`(Qj)
}
.
We may think of Q̂j as sitting in the “center” of Qj, and all Q
′
I ’s in a ρ/2-boundary layer of
Qj. Let k0 = max{k1, k2}, and let N1 denote the (maximal) number of Q′I ’s with `(Q′I) =
2−k0`(Qj). By (3.39) and Lemma 3.3 (vi), N1 is uniformly bounded by a constant depending
on a0, A1, ρ, k0 and d. Moreover by the doubling property of ω, each such Q
′
I satisfies
(3.42) ω(Q′I) ≤ ω(Qj) ≤ C(k0)ω(Q̂j),
with the constant C(k0) depending on k0 as well as the doubling constant of ω. Recall that
for each Q′I , the number of all possible I’s corresponding to it is uniformly bounded by
C(N0). Therefore
(3.43)
∑
I∈Σk0j
ω(Q′I) ≤ C(N0)
∑
Q′I :`(Q
′
I)=2
−k0`(Qj)
ω(Q′I) ≤ C(N0)N1C(k0)ω(Q̂j).
Now for any I ∈ Σkj with k = 1, · · · , k0 − 1, again by the doubling property of harmonic
measure we have ω(Q′I) ≤ C(k0)ω(Q̂j). By Lemma 3.3 (iv) (v), the total number of Q′I ’s in
DQj such that `(Q′I) = 2−k`(Qj) with k = 1, · · · , k0 − 1 is uniformly bounded by a constant
depending only on k0, a0, C1, d and the Ahlfors regular constant of Γ. Thus the total number
of I’s in Σkj with k = 1, · · · , k0 − 1 is also uniformly bounded. Therefore combining with
(3.43), we get
(estimate-k0)
k0∑
k=1
∑
I∈Σkj
ω(Q′I) . ω(Q̂j).
For future generations, we recall (3.40), which says all the Q′I ’s corresponding to some
I ∈ Σkj with k ≥ k0 are contained in
⋃
i∈Ik0 Q
i
j. The following proof is illustrated in the
(idealized) Figure 1, where each label denotes the cube near it enclosed or shaded by the same
color. Consider any cube Q′ = Qij for an arbitrary i ∈ Ik0 . Apply the above argument to Q′
in place of Qj, we can find a cube Q̂
′ = Q̂ij ∈ DQ′ with length `(Q̂′) = 2−k0`(Q′) = 2−2k0`(Qj)
sitting in the “center” of Q′, in the sense that
(3.44) Q̂ij ⊂
{
q ∈ Q′ : dist(q, (Q′)c) > ρ
2
`(Q′)
}
;
and all future generations satisfy
(3.45)
⋃
k≥2k0
⋃
I∈Σk
j
Q′
I
∈DQ′
Q′I ⊂
⋃
i2∈Ik0
Qii2j ⊂
{
q ∈ Q′ : dist(q, (Q′)c) ≤ ρ
2
`(Q′)
}
,
where {Qii2j }i2∈Ik0 is the collection of all dyadic cubes of length 2−k0`(Q′) = 2−2k0`(Qj) that
is completely contained in {q ∈ Q′ = Qij : dist(q, (Q′)c) ≤ ρ`(Q′)/2}. (The index set for i2
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Figure 1. Illustration of the swap of cubes in iteration
may not be the same as the index set for i, but their cardinalities are uniformly bounded by
C2k0d, so we abuse the notation here and simply assume they are the same.) Moreover we
can get an analogous estimate of (estimate-k0):
(3.46)
2k0∑
k=k0+1
∑
I∈Σk
j
Q′
I
∈DQ′
ω(Q′I) . ω(Q̂ij).
Summing up (3.46) over all cubes Q′ ∈ {Qij}i∈Ik0 , recall (3.40) we get
(3.47)
2k0∑
k=k0+1
∑
I∈Σkj
ω(Q′I) .
∑
i∈Ik0
ω(Q̂ij).
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Since {Qij}i∈Ik0 is a collection of cubes in the same generation, they are mutually disjoint,
and their sub-cubes {Q̂ij}i∈Ik0 are also mutually disjoint. Hence
(estimate-2k0)
2k0∑
k=k0+1
∑
I∈Σkj
ω(Q′I) .
∑
i∈Ik0
ω(Q̂ij) = ω
 ⊔
i∈Ik0
Q̂ij
 .
Moreover, recall the second inclument of (3.40) and (3.41), each Q̂ij is disjoint from Q̂j, so
we can add up (estimate-k0) and (estimate-2k0) with ease. We can repeat this argument
iteratively: for any l ∈ N we apply the argument to cube Q′ = Qi1i2···ilj with i1, · · · , il ∈ Ik0
to get an analogous estimate of (3.46), then we sum up over the index sets and get
(estimate-(l + 1)k0)
(l+1)k0∑
k=lk0+1
∑
I∈Σkj
ω(Q′I) .
∑
i1,··· ,il∈Ik0
ω
(
Q̂i1···ilj
)
= ω
 ⊔
i1,··· ,il∈Ik0
Q̂i1···ilj
 .
Most significantly for us, for each l ∈ N the union of cubes on the right hand side of
(estimate-(l + 1)k0) is disjoint from all the cubes from all previous summations. Therefore
we conclude that
(3.48)
∞∑
k=1
∑
I∈Σkj
ω(Q′I) . ω
⊔
l∈N
 ⊔
i1,··· ,il∈Ik0
Q̂i1···ilj
 ≤ ω(Qj).
It is trivial to see
∑
I∈Σ0j ω(Q
′
I) . ω(Qj), so
(3.49)
∑
I∈Σj
ω(Q′I) =
∑
k∈N
∑
I∈Σkj
ω(Q′I) . ω(Qj).
Since the maximal cubes Qj in FN are mutually disjoint and contained in Q, we have
(3.50)
∑
Qj∈FN
∑
I∈Σj
ω(Q′I) .
∑
Qj∈FN
ω(Qj) ≤ ω(Q).
Now we consider I ∈ Σ0, which by definition means Q′I /∈ DQ. Recall (3.35) and (3.36),
and that `(I) ≤ C`(Q) for all I ∈ WN =WFN ,Q, we have
(3.51) `(Q′I) ∼ `(I) ≤ C`(Q), dist(QI , Q′I) . `(Q′I) ≤ C`(Q).
In particular since QI ∈ DQ, we have
(3.52) dist(Q′I , Q) ≤ dist(Q′I , QI) . `(Q′I) ≤ C`(Q).
If `(Q′I) ≥ `(Q), then
(3.53) `(Q′I) ∼ `(Q), dist(Q′I , Q) ≤ C`(Q).
There are finitely many suchQ′I ’s and by the doubling property of harmonic measure ω(Q
′
I) ∼
ω(Q). If `(Q′I) < `(Q), let Q0 ∈ D be the cube containing Q′I with length `(Q0) = `(Q). By
the assumption Q′I /∈ DQ, we know Q0 is disjoint from Q. On the other hand (3.52) implies
(3.54) dist(Q0, Q) ≤ dist(Q′I , Q) ≤ C`(Q),
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that is, Q0 is a sibling (i.e. of the same generation) of Q in a C`(Q)-neighborhood of Q.
There are finitely many such Q0’s. Moreover
(3.55) dist(Q′I , (Q0)
c) ≤ dist(Q′I , Q) . `(Q′I).
So if `(Q′I)  `(Q), we can guarantee that Q′I lies in the ρ/2-boundary layer of Q0: Q′I ⊂
{q ∈ Q0 : dist(q, (Q0)c) ≤ ρ`(Q0)/2}. Apply the same argument to Q0 in place of Qj, we get
(3.56)
∑
I∈Σ0
Q′
I
∈DQ0
ω(Q′I) . ω(Q0) ∼ ω(Q).
Summing up (3.56) over all (finitely many) Q0’s satisfying (3.54), we get
(3.57)
∑
I∈Σ0
ω(Q′I) . ω(Q).
Finally we combine (3.50) and (3.57) and conclude that
(3.58)
∑
I∈WΣN
ω(Q′I) =
∑
Qj∈FN
∑
I∈Σj
ω(Q′I) +
∑
I∈Σ0
ω(Q′I) . ω(Q).
Therefore
(3.59)
∑
I∈WΣN
ω(Q′I) . ω(Q).

Now that all the preparatory work has been done, we proceed to sketch the basic idea
for the proof of Theorem 3.1. It is well known in harmonic analysis that the proof of
‖Su‖Lp(σ) ≤ C‖Nu‖Lp(σ) can be reduced to the proof of a certain good-λ inequality measured
by σ. We first prove Proposition 1.16, which is a good-λ inequality measured by ω; then we
use the assumption ω ∈ A∞(σ) to obtain the desired good-λ inequality for σ.
Recall that we use Su, S ′u, S ′′u to denote the square functions on standard non-tangential
cones of aperture α, α1, β, respectively, and Nu non-tangential maximal function on cones
of aperture β, where β > α1 > α are fixed apertures (see the discussion before Lemma 3.24).
Also recall from (3.17) that for any collection F of dyadic cubes, the sawtooth domain
ΩF ,Q ⊂ B(xQ, C3`(Q)) ∩ Ω. In fact, by choosing a slightly bigger constant C3 we can also
guarantee Ω∗∗∗F ,Q ⊂ B(xQ, C3`(Q)) ∩ Ω.
Proof of Proposition 1.16. For simplicity we denote ω = ωXQ . Let E = {q ∈ Q : Su(q) >
2λ,Nu(q) ≤ δλ} and F = {q ∈ Q : Nu(q) ≤ δλ}. If F is empty, then the left hand side of
(1.17) is zero, and there is nothing to prove. So we assume F 6= ∅. Note that Nu(q) is a
continuous function, so Q \ F = {q ∈ Q : Nu(q) > δλ} is relatively open in Q. We run a
stopping time procedure for the descendants of Q, and stop at Q′ ∈ DQ whenever Nu(q) > δλ
for all q ∈ Q′. We denote the collection of all maximal cubes by F2 = {Qj} ⊂ DQ \ {Q}. We
claim that they form a partition:
(3.60) Q \ F = {q ∈ Q : Nu(q) > δλ} =
⋃
Qj∈F2
Qj.
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Clearly by construction ∪Qj∈F2Qj is contained in the set on the left. For any q0 ∈ Q such
that Nu(q0) > δλ, since the set {q ∈ Γ : Nu(q) > δλ} is open, Q \ F 6= Q and the cubes in
D are nested, there exists a small cube Q′ ∈ DQ \ {Q} containing q0, such that Nu(q) > δλ
for all q ∈ Q′. By the stopping time procedure, either Q′ ∈ F2, or Q′ is contained in some
cube Qj ∈ F2. Hence q0 ∈ Q′ ⊂
⋃
Qj∈F2 Qj, and we prove the claim (3.60). Recall (3.23),
which we rewrite here:
(3.61) int
(⋃
q∈F
ΓQd (q)
)
⊂ ΩF2,Q ⊂ ΩF2,Q ⊂ Ω∗∗∗F2,Q ⊂
⋃
q∈F
Γ̂Qd (q).
We claim that |u(X)| ≤ δλ for all X ∈ Ω∗∗∗F2,Q. In fact, by (3.22) and (3.61) we know that
every X ∈ Ω∗∗∗F2,Q is contained in some Γ̂Qd (q) ⊂ Γβ(q) for some q ∈ F . Since Nu(q) =
supX∈Γβ(q) |u(X)| ≤ δλ for q ∈ F , we get |u(X)| ≤ δλ.
Step 1. Recall the assumption that S
′
u(q1) ≤ λ for some q1 satisfying |q1−q| ≤ C2 diamQ
for all q ∈ Q. Denote r = diamQ. We claim that for any τ > 0 there exists δ > 0 sufficiently
small such that the truncated square function Sτru(q) > λ for any q ∈ E.
Fix q ∈ E. Recall that Su(q) > 2λ for q ∈ E. We denote U = Γα(q) \ B(q, τr), then we
aim to show
(3.62)
¨
U
|∇u(X)|2δ(X)1−ddm(X) ≤ 3λ2.
Let U1 = Γ
α(q) \ B(q, tr) for a constant t > τ to be chosen later, and U2 = Γα(q) ∩
(B(q, tr) \B(q, τr)). Then U = U1 ∪ U2. A simple computation shows that
(3.63) U1 = Γ
α(q) \B(q, tr) ⊂ Γα1(q1)
if the apertures satisfy
(1 + α)
(
1 +
C2
t
)
≤ 1 + α1,
that is, if t is sufficiently large such that
α +
C2 (1 + α)
t
≤ α1.
Therefore
(3.64)
¨
U1
|∇u(X)|2δ(X)1−ddm(X) ≤
¨
Γα1 (q1)
|∇u(X)|2δ(X)1−ddm(X) = S ′u(q1)2 ≤ λ2.
Let Γj(q) = Γ
α(q) ∩ (B(q, 2jτr) \B(q, 2j−1τr)) for j = 1, 2, · · · , then
U2 ⊂
⋃
j:2j−1τr<tr
Γj(q).
Each Γj(q) can be covered by a finite union (depending on n) of balls Bj,k with radius
rj,k ∼α 2jτr. Let B∗j,k denote a slight fattening of Bj,k such that we still have B∗j,k ⊂ Γβ(q),
then by Lemma 2.7 (i) m(B∗j,k) ∼ rd+1j,k ∼ (2jτr)d+1. Then¨
U2
|∇u(X)|2δ(X)1−ddm(X) =
∑
2j−1τr<tr
¨
Γj(q)
|∇u(X)|2δ(X)1−ddm(X)
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∼α,β
∑
2j−1τr<tr
(2jτr)1−d
∑
1≤k≤C(n)
¨
Bj,k
|∇u(X)|2dm(X)
.
∑
2j−1τr<tr
1≤k≤C(n)
(2jτr)−1−d
¨
B∗j,k
|u(X)|2dm(X)
. (δλ)2
∑
2j−1τr<tr
(2jτr)−1−dm(B∗j,k)
. (δλ)2 log2
(
t
τ
)
< 2λ2,(3.65)
if δ is sufficiently small depending on the values of t, τ and α, β. Therefore (3.62) holds, and
thus for any q ∈ E,
|Sτru(q)|2 =
¨
Γα(q)∩B(q,τr)
|∇u(X)|2δ(X)1−ddm(X)
=
¨
Γα(q)\U
|∇u(X)|2δ(X)1−ddm(X)
> λ2.(3.66)
Step 2. Combining (3.66) with E ⊂ F we get
λ2ω(E) ≤
ˆ
E
|Sτru(q)|2dω(q) ≤
ˆ
F
¨
Γατr(q)
|∇u(X)|2δ(X)1−ddm(X)dω(q).(3.67)
By (3.21) we have
(3.68) Γατr(q) ⊂ int Γd(q) ⊂ Γd(q)
for any q ∈ Q. In particular if X belongs to the left hand side of (3.68), then X ∈ UQ′ for
some dyadic cube Q′ containing q. Moreover
(3.69) δ(X) ≤ |X − q| < τr = τ diamQ ∼ τ`(Q).
By the definition of UQ′ and (3.10), we have
(3.70) δ(X) & cη
n−1
4(n−1−d) `(Q′).
By combining (3.69), (3.70) and choosing τ small enough depending on η, we can guarantee
that `(Q′) < 2`(Q). Since Q′ ∩ Q 3 q, by property (ii) of Lemma 3.3 we know Q′ ∈ DQ.
Hence Γατr(q) ⊂ ΓQd (q). Again since Γατr(q) is an open set, we also have Γατr(q) ⊂ int ΓQd (q).
Therefore
(3.71)
⋃
q∈F
Γατr(q) ⊂
⋃
q∈F
(
int ΓQd (q)
)
⊂ int
(⋃
q∈F
ΓQd (q)
)
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Applying Fubini’s theorem to the right hand side of (3.67), we conclude that it is bounded
by
(3.72)
¨
int(
⋃
p∈F Γ
Q
d (p))
|∇u(X)|2δ(X)1−dω
(
{q ∈ F : X ∈ ΓQd (q)}
)
dm(X).
For any p ∈ F and any X ∈ ΓQd (p), we have X ∈ I ∈ WQ′ for a cube Q′ containing p and in
DF1,Q. Thus |X − q| ∼ `(Q′) ∼ `(I) ∼ δ(X). Since the family {I∗}I∈W has bounded overlap
and harmonic measure ω has pole at XQ, we conclude by Lemma 2.82 that
(3.73) ω
({
q ∈ F : X ∈ ΓQd (q)
})
∼ ω
 ⋃
Q′∈DQ
`(Q′)∼δ(X)∼dist(X,Q′)
Q′
 ∼ G(XQ, X)δ(X)d−1.
Combining (3.67), (3.72), (3.73) and (3.61) and using (1.3), we get
λ2ω(E) .
¨
ΩF2,Q
|∇u(X)|2G(XQ, X)dm(X) =
¨
ΩF2,Q
|∇u(X)|2G(XQ, X)w(X)dX
.
¨
ΩF2,Q
A∇u · ∇uGdX.(3.74)
Here we abbreviate G(X) = G(XQ, X) when there is no ambiguity as to what the pole is.
Recall that the pole XQ /∈ B(xQ, 2C3`(Q)), and similar to (3.17) we may choose the dilation
constant θ small enough so that Ω∗∗∗F2,Q ⊂ B(xQ, 32C3`(Q)). They guarantee that XQ /∈ Ω∗∗∗F2,Q,
and moreover dist(XQ,Ω∗∗∗F2,Q) & `(Q). Hence G(X) is harmonic in the fat sawtooth domain
Ω∗∗∗F2,Q.
Step 3. Next we are going to prove
(3.75)
¨
ΩF2,Q
A∇u · ∇uGdX . (δλ)2ω(Q).
Recall the discussion before Lemma 3.24, we can augment F2 by adding all dyadic cubes
of lengths smaller or equal to 2−N`(Q), and denote by FN2 the collection of maximal cubes
giving rise to the aforementioned augmented collection. We claim that
(3.76)
¨
ΩFN2 ,Q
A∇u · ∇uGdX . (δλ)2ω(Q)
with a constant independent of N . Thus by passing N →∞ we obtain (3.75).
Recall that in Lemma 3.24, we construct a smooth cut-off function ψN such that χΩ∗FN,Q
.
ψN ≤ χΩ∗∗FN,Q . Hence
(3.77)
¨
ΩFN,Q
A∇u · ∇uGdX ≤
¨
Rn
A∇u · ∇uGψNdX
Since u,G ∈ Wr(Ω∗∗FN ,Q) ∩ L∞(Ω∗∗FN ,Q), we have uGψN , u2ψN ∈ W 1,20 (Ω∗∗FN ,Q). In particular
they can be approximated by smooth functions in C∞0 (Ω
∗∗
FN ,Q) ⊂ C∞0 (Ω). In the sawtooth
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region Ω∗∗FN ,Q we have − div(A∇u) = − div(A∇G) = 0, thus¨
Rn
A∇u · ∇uGψNdX
=
¨
Rn
A∇u · ∇ (uGψN)− 1
2
A∇(u2) · ∇(GψN)dX
=0− 1
2
¨
Rn
A∇(GψN) · ∇(u2)dX
=− 1
2
(¨
Rn
ψNA∇G · ∇(u2) +GA∇ψN · ∇(u2)dX
)
=− 1
2
(¨
Rn
A∇G · ∇(u2ψN)− u2A∇G · ∇ψN + 2uGA∇u · ∇ψNdX
)
=
1
2
¨
Rn
u2A∇G · ∇ψNdX −
¨
Rn
uGA∇u · ∇ψNdX
=:
1
2
I − II,(3.78)
where we use the symmetry of A and the equation − div(A∇u) = 0 in the second equality,
and − div(A∇G) = 0 in the second to last equality. We first estimate the second term. By
(3.25), the contribution to the integral II only comes from Whitney boxes I ∈ WΣN . Recall
the harmonic function u is non-negative and we use XI to denote the center of Whitney box
I. By Lemma 3.24 (ii), Ho¨lder inequality, estimate of the weight (2.8), interior Cacciopoli
inequality (2.23), Harnack inequality (2.26) and (2.83), we have
|II| ≤
∑
I∈WΣN
u(XI)G(XI)
`(I)
¨
I∗∗∗
|∇u|dm
≤
∑
I∈WΣN
u(XI)G(XI)
`(I)
·m(I∗∗∗)
¨\
I∗∗∗
|∇u|2dm
 12
.
∑
I∈WΣN
u(XI)G(XI)`(I)
d−1
¨\
I∗∗∗∗
|u|2dm
 12
.
∑
I∈WΣN
u(XI)
2G(XI)`(I)
d−1
∼
∑
I∈WΣN
u(XI)
2ω(QI),(3.79)
where QI is defined as in Lemma 3.24 (iv). Using the estimate |u(X)| ≤ δλ for all X ∈ Ω∗∗∗FN ,Q
and (3.26), we have
(3.80) |II| .
∑
I∈WΣN
u(XI)
2ω(QI) . (δλ)2 ω(Q).
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Similarly,
|I| ≤
∑
I∈WΣN
u(XI)
2
`(I)
¨
I∗∗∗
|∇G|dm .
∑
I∈WΣN
u(XI)
2ω(QI) . (δλ)2 ω(Q).(3.81)
We finish the proof of (3.75) by combining (3.78), (3.80) and (3.81).
Finally we combine (3.67) and (3.75), and get
λ2ω(E) . (δλ)2 ω(Q).(3.82)
And thus
(3.83) ω(E) ≤ Cδ2ω(Q).
This finishes the proof of the good-λ inequality for ω. 
We will also need the following auxiliary fact:
Lemma 3.84. For any apertures 0 < α < α′ and any function u ∈ Wr(Ω), let Su and
S˜u denote the square function with aperture α and α′ respectively. Suppose S˜u < ∞ for
σ-almost every q ∈ Γ, then the set {q ∈ Γ : Su(q) > λ} is open for every λ > 0.
The proof is similar in spirit to that of Lemma 4.6 in [MPT].
Proof. If q ∈ Γ is such that S ′u(q) > λ, then there exists η > 0 so that¨
Γα(q)\B(q,η)
|∇u|2δ(X)1−ddm(X) >
(
Su(q) + λ
2
)2
.
We claim that there exists  > 0 such that for any p ∈ ∆(q, η), we have
(3.85)
¨
Γα(p)\B(p,η)
|∇u|2δ(X)1−ddm(X) > λ2,
and therefore Su(p) > λ.
We observe that∣∣∣∣¨
Γα(q)\B(q,η)
|∇u|2δ(X)1−ddm(X)−
¨
Γα(p)\B(p,η)
|∇u|2δ(X)1−ddm(X)
∣∣∣∣
≤
¨
D
|∇u|2δ(X)1−ddm(X),(3.86)
where D = (Γα(q) \B(q, η))4 (Γα(p) \B(p, η)) is the set difference. It suffices to show that
the integral
˜
D
|∇u|2δ(X)1−ddm(X) is sufficiently small, if we choose  sufficiently small.
Suppose that X ∈ Γα(q)\B(q, η), then |X−q| < (1+α)δ(X) and |X−q| ≥ η. Thus δ(X) >
η
1+α
. If moreover X /∈ Γα(p) \ B(p, η) and p ∈ B(q, η), then |X − q| > (1 + α)(1− )δ(X).
By symmetry, we need to study sets of the form
Vq = {X ∈ Ω : |X − q| ≥ η, (1 + α)(1− )δ(X) < |X − q| < (1 + α)δ(X)} ,
Vp = {X ∈ Ω : |X − p| ≥ η, (1 + α)(1− )δ(X) < |X − p| < (1 + α)δ(X)} .
Without loss of generality we may assume S ′u(q) < ∞. If not, by the assumption that
S ′u <∞ almost everywhere, we can always find q′ ∈ ∆(q, η/2) such that S ′u(q′) <∞, and
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in particular p ∈ ∆(q, η) ⊂ ∆(q′, 2η). In this case we just replace q by q′, and  by 2.
Moreover, if  < 1/4, we have that
Vq ∪Vp ⊂ V := {X ∈ Ω : |X − q| ≥ η
2
, (1 +α)(1− )2δ(X) < |X − q| < (1 +α) 1− 
1− 2δ(X)}.
Note that for given α′ > α, by choosing  sufficiently small we can guarantee (1 + α) 1−
1−2 ≤
1 + α′. Thus V ⊂ Γα′(q) \ B
(
q, η
2
)
=: V0, and as  tends to zero, the set V decreases to an
empty set. Moreover,¨
V0
|∇u|2δ(X)1−ddm(X) ≤
¨
Γα′ (q)
|∇u|2δ(X)1−ddm(X) = |S ′u(q)|2 <∞,
hence by the continuity of measure from above, we deduce that¨
V
|∇u|2δ(X)1−ddm(X)↘ 0.
In particular, by choosing  sufficiently small, we can guarantee
(3.87)
¨
D
|∇u|2δ(X)1−ddm(X) ≤
¨
V
|∇u|2δ(X)1−ddm(X) <
(
Su(q) + λ
2
)2
− λ2
Combining (3.87) with (3.86), we conclude the proof of the claim (3.85). 
Now we set out to complete the
Proof of Theorem 3.1. We first prove the theorem assuming that ‖S ′u‖Lp(σ) is finite. Under
this assumption, we have that ‖S ′′u‖Lp(σ) ∼ ‖S ′u‖Lp(σ) ∼ ‖Su‖Lp(σ). For reference, see
Proposition 4 of [CMS]. (The stated proof in [CMS] is for the upper half plane, but the
argument goes through for Ahlfors regular sets of higher codimension.) Therefore by a
standard argument, the proof of (3.2) can be reduced to the following good-λ inequality:
For any  > 0 sufficiently small, we can find δ = δ() > 0 such that for all λ > 0,
(3.88) σ ({q ∈ Γ : Su(q) > 2λ,Nu(q) ≤ δλ}) ≤ σ ({q ∈ Γ : S ′u(q) > λ}) ,
and δ → 0 as  → 0. If {q ∈ Γ : S ′u(q) > λ} is empty, (3.88) is trivial, so we assume the
set is not empty. We apply Lemma 3.84 with apertures 0 < α1 < β. Since ‖S ′′u‖Lp(σ) ∼
‖S ′u‖Lp(σ) < ∞, in particular S ′′u(q) < ∞ almost everywhere. Therefore {q ∈ Γ : S ′u(q) >
λ} is open. We also remark that the set {q ∈ Γ : S ′u(q) > λ} has finite σ-measure, and
moreover
(3.89) σ ({q ∈ Γ : S ′u(q) > λ}) ≤ 1
λp
ˆ
S′u(q)>λ
|S ′u|pdσ ≤
‖S ′u‖pLp(σ)
λp
<∞.
In particular, for any dyadic cube Q ∈ D completely contained in {q ∈ Γ : S ′u(q) > λ}
(3.90) `(Q)d ∼ σ(Q) ≤ σ ({q ∈ Γ : S ′u(q) > λ}) ≤ ‖S
′u‖Lp(σ)
λp
,
so its length has a uniform upper bound (albeit depending on the value of λ). Recall that
`(Q) ∼ 2−k(Q), and suppose k0 ∈ Z is such that
(3.91) 2−k0d & ‖S
′u‖Lp(σ)
λp
,
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with a sufficiently large implicit constant. Then by (3.90), any cube Q0 in Dk0 can not be
completely contained in {q ∈ Γ : S ′u(q) > λ}.
We run a stopping time procedure as follows: For each Q0 ∈ Dk0 , we traverse all its
descendants, and stop whenever we find a cube Q ∈ DQ0 such that S ′u(q) > λ for all q ∈ Q.
Let F1 = {Ql} be the collection of all stopping cubes in
⋃
Q0∈Dk0 DQ0 . Similar to the proof
of (3.60), we can show that they form a partition:
(3.92) {q ∈ Γ : S ′u(q) > λ} =
⋃
Ql∈F1
Ql.
Note that the assumption Su(q) > 2λ clearly implies S ′u(q) > λ, namely
{q ∈ Γ : Su(q) > 2λ} ⊂ {q ∈ Γ : S ′u(q) > λ} =
⋃
Ql∈F1
Ql.
Therefore to prove (3.88), it suffices to localize and show that
(3.93) σ ({q ∈ Q : Su(q) > 2λ,Nu(q) ≤ δλ}) ≤ σ (Q) for any Q = Ql ∈ F1.
Recall that by (3.5), every Q ∈ D is contained in a surface ball ∆(xQ, C2rQ). Let X ′Q
denote a corkscrew point for B(xQ, C2rQ). Recall Definition 2.89 of ω ∈ A∞(σ) and Remark
2.91 (ii) right afterwards. Assuming ω ∈ A∞(σ), then to prove (3.93) it suffices to show
(3.94) ωX
′
Q ({q ∈ Q : Su(q) > 2λ,Nu(q) ≤ δλ}) ≤ C(δ)ωX′Q(Q),
with a constant C(δ) independent of Q and λ, and that C(δ)→ 0 as δ → 0. Recall that for
any collection F of dyadic cubes, there is a constant C3 such that Ω∗∗∗F ,Q ⊂ B(xQ, C3`(Q))∩Ω.
Let XQ be a corkscrew point for B(xQ, 2C3M`(Q)), then
(3.95) |XQ − xQ| ≥ δ(XQ) ≥ 2C3`(Q).
Thus XQ /∈ B(xQ, 2C3`(Q)), and in particular XQ /∈ Ω∗∗∗F ,Q. Moreover, there is a Harnack
chain of finite length (depending only on M,C2 and C3) connecting XQ to X
′
Q; in particular
the harmonic measures ωXQ(E) ∼ ωX′Q(E) for any Borel set E ⊂ Q. Therefore the proof of
(3.94) is equivalent to the proof of
(3.96) ωXQ ({q ∈ Q : Su(q) > 2λ,Nu(q) ≤ δλ}) ≤ C(δ)ωXQ (Q) .
Recall thatQ = Ql ∈ F1 is a maximal cube with respect to the stopping criterion {S ′u(q) >
λ}. By maximality the parent of Q, denoted by Q˜, contains at least one point q1 /∈ {q ∈ Γ :
S ′u(q) > λ}, that is, S ′u(q1) ≤ λ. For any q ∈ Q we have
(3.97) |q1 − q| ≤ diam Q˜ ≤ A12−k(Q˜) = A12−(k(Q)−1) ≤ A1
a0
diamQ.
Therefore for any maximal cube, we may use Lemma ??, with constant C2 = A1/a0, to
conclude the desired estimate (3.96).
All the above arguments show that if we know a priori ‖S ′u‖Lp(σ) is finite, we can prove
‖Su‖Lp(σ) . ‖Nu‖Lp(σ). If we do not have this a priori information, then for κ sufficiently
small we let
(3.98) Dκ = {Q ∈ D : κ ≤ `(Q) ≤ 1/κ} ,
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(3.99) Ωκ =
⋃
Q∈Dκ
UQ, Ω
∗
κ =
⋃
Q∈Dκ
U∗Q, Ω
∗∗
κ =
⋃
Q∈Dκ
U∗∗Q etc.
and define the κ-approximate non-tangential cones as
Γακ(q) = Γ
α(q) ∩ Ωκ, Γα1κ = Γα1(q) ∩ Ωκ, Γβκ(q) = Γβ(q) ∩ Ω∗∗∗κ ,
define the κ-approximate dyadic non-tangential cones as
Γd,κ(q) = Γd(q) ∩ Ωκ =
⋃
Q∈Dκ:Q3q
UQ, Γ̂d,κ(q) = Γ̂d(q) ∩ Ω∗∗∗κ .
In this regime we have the following inclusions analogous to (3.21) and (3.22):
(3.100) Γακ(q) ⊂ Γd,κ(q) ⊂ Γα1κ (q), Γ̂d,κ(q) ⊂ Γβκ(q).
Moreover, the κ-approximate local non-tangential cones
ΓQd,κ(q) = Γ
Q
d (q) ∩ Ωκ =
⋃
Q′∈DQ∩Dκ:Q′3q
UQ′ , Γ̂
Q
d,κ(q) = Γ̂
Q
d ∩ Ω∗∗∗κ
satisfy the following inclusions analogous to (3.23):⋃
q∈F
ΓQd,κ(q) ⊂ ΩF ,Q ∩ Ωκ ⊂ ΩF ,Q ∩ Ωκ ⊂ Ω∗∗∗F ,Q ∩ Ω∗∗∗κ ⊂
⋃
q∈F
Γ̂Qd,κ(q),
for any dyadic cube Q and collection of maximal cubes Γ ⊂ DQ \{Q}, under the assumption
that F = Q \ ⋃Qj∈F Qj is not empty. We then define the κ-approximate square functions
Sκu, S
′
κu and non-tangential maximal function Nκu accordingly, as integrals defined on the κ-
approximate non-tangential cones instead of standard non-tangential cones. Since Nκu(q) ≤
Nu(q) for all q ∈ Γ, we have ‖Nκu‖Lp(σ) ≤ ‖Nu‖Lp(σ) < ∞. By the interior Cacciopoli
inequality (2.23) and that β > α1 > α, we have
Sκu(q) ≤ S ′κu(q) . C(κ)Nκu(q),
and thus
(3.101) ‖S ′κu‖Lp(σ) . C(κ)‖Nκu‖Lp(σ) ≤ C(κ)‖Nu‖Lp(σ) <∞.
We can not let κ go to zero in (3.101) since the upper bound in the right hand side depends
on κ (in fact C(κ) → ∞ as κ → 0). However, since ‖S ′κu‖Lp(σ) is finite, we can apply the
previous arguments and prove that ‖Sκu‖Lp(σ) . ‖Nκu‖Lp(σ), with a constant independent
of κ. Hence
‖Sκu‖Lp(σ) . ‖Nκu‖Lp(σ) ≤ C‖Nu‖Lp(σ)
with a constant C independent of κ. Therefore we can safely let κ go to zero and conclude
that
‖Su‖Lp(σ) = lim sup
κ→0
‖Sκu‖Lp(σ) ≤ C‖Nu‖Lp(σ).
This finishes the proof of Theorem 3.1. 
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4. ω ∈ A∞(σ) is equivalent to BMO-solvability
4.1. From ω ∈ A∞(σ) to Lp-solvability.
Theorem 4.1. Assume ω ∈ A∞(σ), then there exist some p0 ∈ (1,∞) such that the elliptic
problem (D) is Lp−solvable for all p ∈ (p0,∞), in the sense that there exists a universal
constant C > 0 such that for any f ∈ C00(Γ) and any Borel set E ⊂ Γ, the solution u(X) =´
E
fdωX satisfies the estimate ‖Nu‖Lp(σ) ≤ C‖fχE‖Lp(σ).
Remark 4.2. For a bounded set E, it suffices to assume that f ∈ Cb(Γ).
Proof. We first treat the case when E = Γ. Let q ∈ Γ and denote for any p > 1
(4.3) Mpf(q) = sup
∆3q
( 
∆
|f |pdσ
) 1
p
<∞.
We claim
(4.4) |u(X)| ≤ CMpf(q) for any X ∈ Γ(q).
Hence Nu(q) ≤ CMpf(q), and thus by the Lp-boundedness (p > 1) of Hardy-Littlewood
maximal function (see [CW] for spaces of homogeneous type and [St1])
‖Nu‖Lp(σ) ≤ C‖Mf‖Lp(σ) . ‖f‖Lp(σ).
In fact, let X ∈ Γ(q) be fixed and ∆ = ∆(q, (1 + α)δ(X)). For j ∈ N let ∆j = 2j∆, and
set ∆−1 = ∅. We have
u(X) =
ˆ
fdωX =
∞∑
j=0
ˆ
∆j\∆j−1
fdωX .(4.5)
For each j ∈ N let Aj denote a corkscrew point for ∆j. Recall Definition 2.89 of ω ∈ A∞(σ)
and the discussion after that, in particular (2.92) and (2.93). We have that for each j, the
Radon-Nikodym derivative
kAj(q′) =
dωAj
dσ
(q′) = lim
∆′→q′
ωAj(∆′)
σ(∆′)
satisfies a reverse Ho¨lder inequality
(4.6)
( 
∆j
∣∣kAj ∣∣r dσ) 1r ≤ C  
∆j
kAjdσ
for all r ∈ (1, r0), with uniform constants r0 > 1 and C > 0. For any j ≥ 2 and any surface
ball ∆′ ⊂ ∆j \ ∆j−1, by the Ho¨lder regularity of solutions near the boundary (see Lemma
2.33), we have
(4.7) ωX(∆′) . 2−jβωAj−2(∆′) ∼ 2−jβωAj(∆′).
Hence for any q′ ∈ ∆j \∆j−1,
(4.8) kX(q′) = lim
∆′→q′
ωX(∆′)
σ(∆′)
= lim
∆′→q′
∆′⊂∆j\∆j−1
ωX(∆′)
σ(∆′)
. 2−jβ lim
∆′3q′
∆′⊂∆j\∆j−1
ωAj(∆′)
σ(∆′)
= 2−jβkAj(q′).
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Therefore by (4.6), (4.8), and Ho¨lder inequality for conjugates 1/p+1/r = 1 with r ∈ (1, r0),
we obtain
|u(X)| ≤
∞∑
j=0
ˆ
∆j\∆j−1
|fkX |dσ .
∞∑
j=0
2−jβ
ˆ
∆j
|f |kAjdσ
≤
∞∑
j=0
2−jβσ(∆j)
( 
∆j
|f |pdσ
) 1
p
( 
∆j
|kAj |rdσ
) 1
r
.
∞∑
j=0
2−jβσ(∆j)
( 
∆j
|f |pdσ
) 1
p
( 
∆j
kAjdσ
)
≤
∞∑
j=0
2−jβMpf(q)ωAj(∆j)
.Mpf(q),(4.9)
thus we finish proving the claim (4.4) for any p ∈ (p0,∞), where p0 is the conjugate of r0.
Note that we never use the continuity or compact support of f , and replacing f by fχE we
can repeat the same argument with no change. The assumption that E is bounded or f has
compact support guarantees we still have a priori finite integrability in (4.3). 
4.2. Proof of the BMO-solvability.
Theorem 4.10. Assume that ω ∈ A∞(σ). For any f ∈ C00(Γ), let u = Uf ∈ Wr(Ω) be a
solution to Lu = 0 given by Lemmas 2.37 and 2.39. Then |∇u|2δ(X)dm(X) is a Carleson
measure, and moreover
(4.11) sup
∆⊂Γ
1
σ(∆)
¨
T (∆)
|∇u|2δ(X)dm(X) ≤ C‖f‖2BMO(σ).
Proof. Fix an arbitrary surface ball ∆ = ∆(q0, r). Let α > 0. Denote the constant c =
max{α+ 2, 12} and let ∆˜ = c∆ = ∆(q0, cr) be a concentric dilation. We denote the average
f∆˜ =
ffl
∆˜
fdσ. Let
f1 = (f − f∆˜)χ∆˜, f2 = (f − f∆˜)χΓ\∆˜, f3 = f∆˜,
and for any X ∈ Ω let
u1(X) =
ˆ
Γ
f1dω
X =
ˆ
∆˜
(
f − f∆˜
)
dωX ,
u2(X) =
ˆ
Γ
f2dω
X =
ˆ
Γ\∆˜
(
f − f∆˜
)
dωX =
ˆ
Γ\∆˜
fdωX − f∆˜ωX(Γ \ ∆˜),
u3 ≡ f∆˜.
By Lemmas 2.37, 2.39, 2.42 and 2.43, they are solutions to L, and u1, u2 can be continuously
extended to Γ \ ∆˜ and ∆˜, respectively. Moreover
(u1 + u2 + u3) (X) =
ˆ
Γ
fdωX = Uf(X) = u(X).
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Clearly the Carleson measure of the constant function u3 is trivial.
Apply Theorem 4.1 to f1 and u1 we get ‖Nu1‖Lp(σ) ≤ C‖f1‖Lp(σ) < ∞. Combined with
Theorem 3.1, we get
(4.12) ‖Su1‖Lp(σ) . ‖Nu1‖Lp(σ) . ‖f1‖Lp(σ) =
(ˆ
∆˜
|f − f∆˜|pdσ
)1/p
for any p ∈ (p0,∞). By (2.95) and (2.96)¨
T (∆)
|∇u1|2δ(X)dm(X) ≤ C
ˆ
(α+2)∆
|S(α+1)ru1|2dσ
Recall that ∆˜ = c∆ ⊃ (α + 2)∆, thus¨
T (∆)
|∇u1|2δ(X)dm(X) ≤ C
ˆ
∆˜
|S(α+1)ru1|2dσ
≤ Cσ(∆˜)1− 2p
(ˆ
∆˜
|Su1|pdσ
) 2
p
≤ Cσ(∆˜)1− 2p‖Su1‖2Lp(σ),(4.13)
for any p > max{2, p0}. Combining (4.13) and (4.12) we get¨
T (∆)
|∇u1|2δ(X)dm(X) ≤ Cσ(∆)‖f‖2BMO(σ) <∞.(4.14)
Turning to the estimate for u2, let {Ik} ⊂ W be a collection of dyadic Whitney boxes
that intersect of T (∆) (recall the properties of Whitney decompositionW in (3.6)). On each
Whitney box Ik, we have by the interior Cacciopoli inequality (2.23)¨
Ik
|∇u2|2δ(X)dm(X) . `(Ik)
¨
Ik
|∇u2|2dm(X)
. `(Ik) · 1
`(Ik)2
¨
I∗k
|u2(X)|2dm(X)
.
¨
I∗k
|u2(X)|2
δ(X)
dm(X),
Recall I∗k = (1 + θ)Ik is the dilation of Ik satisfying (3.11). Then summing up we get¨
T (∆)
|∇u2|2δ(X)dm(X) .
∑
k
¨
I∗k
|u2(X)|2
δ(X)
dm(X)
.
¨
T( 32 ∆)
|u2(X)|2
δ(X)
dm(X).(4.15)
In the last line we use the finite overlap of {I∗k}, and the fact that by taking θ sufficiently
small, we can ensure that I∗k ⊂ T (32∆) for all Ik intersects T (∆). Recall that 32∆ = ∆(q0, 32r)
and T (3
2
∆) denotes B(q0,
3
2
r) ∩ Ω.
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Let f±2 denote the positive and negative part of f2, and let u
±
2 =
´
Γ\∆˜ f
±
2 dω
X ≥ 0. There
is a technical issue that f±2 /∈ C00(Γ), however by splitting u±2 as follows,
u+2 (X) =
ˆ
{f≥f
∆˜
}\∆˜
fdωX − f∆˜ωX
(
{f ≥ f∆˜} \ ∆˜
)
,
u−2 (X) = −
ˆ
{f<f
∆˜
}\∆˜
fdωX + f∆˜ω
X
(
{f < f∆˜} \ ∆˜
)
,
we can confirm by combining Lemmas 2.42 and 2.43 that u±2 ∈ Wr(Ω) are indeed legitimate
solutions of L, and they can be continuously extended to ∆˜ by zero. By the linearity of
integration, we have u2 =
´
Γ
f2dω
X = u+2 − u−2 . Let v(X) := u+2 (X) + u−2 (X), again by
linearity we have
(4.16) v(X) =
ˆ
Γ
|f2|dωX =
ˆ
Γ\∆˜
|f − f∆˜|dωX .
Thus |u2(X)| ≤ v(X) for all X ∈ Ω. Moreover by the properties of u±2 , we know that
v ∈ Wr(Ω) is a solution of L, Tv = 0 on ∆˜ and that v ∈ Wr(B(q0, cr)). (Recall that
∆˜ = c∆ = B(q0, cr) ∩ Γ.) We claim that
(4.17) v(X) ≤ C‖f‖BMO(σ) for all X ∈ T (6∆).
By the definition (4.16), the function v vanishes on ∆˜. Note that ∆˜ ⊃ 12∆ by the choice of
∆˜, v ∈ Wr(B(q0, 12r)) is a non-negative solution in T (12∆) and Tv ≡ 0 on 12∆. Let A be
a corkscrew point for T (12∆), by the boundary Harnack inequality (2.54)
v(X) ≤ Cv(A), for all X ∈ T (6∆) .
For any j ∈ N, let Aj be a corkscrew point for the surface ball 2j∆˜. Similar to (4.9), we get
v(A) .
∞∑
j=1
2−jβ
ˆ
2j∆˜\2j−1∆˜
|f − f∆˜|kAjdσ
≤
∞∑
j=1
2−jβ
( 
2j∆˜
|f − f∆˜|pdσ
) 1
p
( 
2j∆˜
∣∣kAj ∣∣r dσ) 1r σ(2j∆˜)
.
∞∑
j=1
2−jβ‖f‖BMO(σ)ωAj(2j∆˜)
. ‖f‖BMO(σ).(4.18)
Here p is a conjugate to r. We conclude the proof of (4.17).
Next, we show a finer estimate based off (4.17), which is
(4.19) v(X) ≤ C
(
δ(X)
r
)β
‖f‖BMO(σ) for all X ∈ T
(
3
2
∆
)
,
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where β ∈ (0, 1] is the exponent from Lemma 2.33. To this end, for any X ∈ T (3
2
∆), let qX
be a boundary point such that |X − qX | = δ(X). Note that
|X − qX | = δ(X) ≤ |X − q0| < 3
2
r,
i.e. X ∈ B(qX , 3r/2) ∩ Ω. Note also
|qX − q0| ≤ |qX −X|+ |X − q0| < 3r
2
+
3r
2
= 3r,
so B (qX , 3r) ⊂ B(q0, 6r). Since ∆˜ ⊃ 6∆ ⊃ ∆(qX , 3r), v ∈ Wr(B(qX , 3r)) is a non-negative
solution in B(qX , 3r) ∩ Ω and Tv ≡ 0 on ∆(qX , 3r). By the boundary Ho¨lder regularity
(2.34) and the first part of this lemma (4.17), we conclude
v(X) .
( |X − qX |
3r
)β (
1
m (B(qX , 3r))
¨
B(qX ,3r)∩Ω
|v|2dm
) 1
2
.
(
δ(X)
r
)β
sup
T (6∆)
v .
(
δ(X)
r
)β
‖f‖BMO(σ).
Combining (4.19) and (4.15), we get
(4.20)
¨
T (∆)
|∇u2|2δ(X)dm(X) .
‖f‖2BMO(σ)
r2β
(¨
T( 32 ∆)
δ(X)2β−1dm(X)
)
.
Since 2β − 1 > −1, we can use Lemma 2.10 with exponent α = 2β − 1 to get
(4.21)
¨
T (∆)
|∇u2|2δ(X)dm(X) . rd‖f‖2BMO(σ) . σ(∆)‖f‖2BMO(σ).
Combining (4.14) and (4.21) finishes the proof. 
4.3. From BMO-solvability to ω ∈ A∞(σ). In this subsection, we prove the other half of
Theorem 1.11:
Theorem 4.22. Assume that for any f ∈ C00(Γ), the solution u = Uf ∈ Wr(Ω) given by
Lemmas 2.37 and 2.39 satisfies the property that |∇u|2δ(X)dm(X) is a Carleson measure
with
(4.23) sup
∆⊂Γ
1
σ(∆)
¨
T (∆)
|∇u|2δ(X)dm(X) ≤ C‖f‖2BMO(σ).
Then ω ∈ A∞(σ), with the implicit constant depending on d, n, C0, C1 and the above constant
C.
Let us start with proving the following Lemma.
Lemma 4.24. Suppose the Dirichlet problem (D) is BMO-solvable. Then any non-negative
function f ∈ C00(Γ) whose supporte is contained in a surface ball ∆ satisfies
(4.25)
ˆ
∆
fdωA ≤ C‖f‖BMO(σ).
Here A is a corkscrew point for ∆.
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Proof. Since f ∈ C00(Γ) is a non-negative function, by Lemma 2.37 u = Uf ∈ Wr(Ω)
is a non-negative solution of L. Suppose ∆ has radius r. Consider another surface ball
∆′ = B(q′, r) ∩ Γ of the same radius r and which is 2r−distance away from ∆. Thus
in particular, Tu = 0 on 3∆′ and that u ∈ Wr(B(q′, 3r)), by Lemma 2.37 (i) and (iv).
Applying the BMO-solvability assumption to u = Uf and the surface ball ∆′, we have
(4.26)
¨
T (∆′)
|∇u|2δ(X)dm(X) ≤ Cσ(∆′)‖f‖2BMO(σ)
We have shown in (2.97) that
(4.27)
¨
T (∆′)
|∇u|2δ(X)dm(X) &
ˆ
∆′/2
|Sr/2u|2dσ,
where Sr/2u is the truncated square function of aperture α > α, whose value is determined
in Lemma 2.59 and only depends on n, d, C0, C1 and α. In order to get a lower bound of
the square function Sr/2u, we decompose the non-tangential cone Γr/2(q) into stripes as in
(2.57) and use the Poincare´-type inequality proved in Lemma 2.59 for surface ball ∆′. Let
m1,m2 be integers determined in Lemma 2.59. We obtain
|Sr/2u|2(q) =
¨
Γα
r/2
(q)
|∇u|2δ(X)1−ddm(X)
≥ 1
m1 +m2
∞∑
j=m1+1
¨
Γαj−m1→j+m2 (q)
|∇u|2δ(X)1−ddm(X)
&
∞∑
j=m1+1
(2−jr)1−d
¨
Γαj−m1→j+m2 (q)
|∇u|2dm(X)
&
∞∑
j=m1+1
(2−jr)1−d · (2−jr)−2
¨
Γαj (q)
u2dm(X)
&
∞∑
j=m1+1
u2(Aj),
where Aj ∈ Γj(q) is a corkscrew point at the scale 2−jr. In the last inequality, we use the
interior corkscrew condition, as each stripe of cone Γj(q) contains a ball of radius comparable
to 2−j−1r (as long as α is chosen to be big, say α > 2M , where M is the corkscrew constant).
Moreover,
(4.28)
∞∑
j=m1+1
u2(Aj) ≥ u2(Am1) & u2(A1).
Recall for any q ∈ ∆′, the point A1 = A1(q) is a corkscrew point of B(q, 2−1r). Let A′ be
the corkscrew point for T (∆′/2), by Lemma 2.1 and Harnack inequality, u(A′) ≈ u(A1).
Therefore
|Sr/2u|2(q) & u2(A1) & u2(A′), for any q ∈ ∆′.
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Combining this with (4.26) and (4.27), we get
σ(∆′)‖f‖2BMO(σ) &
ˆ
∆′/2
|Sr/2u|2dσ & σ(∆′/2)u2(A′) & σ(∆′)u2(A′),
and thus
(4.29) u(A′) . ‖f‖BMO(σ).
Let A be a corkscrew point for ∆. Since ∆ and ∆′ have the same radius r and they are
2r−distance apart, we have u(A) ∼ u(A′). By assumption f is supported on ∆, hence
(4.30) u(A) =
ˆ
∆
fdωA.
The lemma follows by combining (4.29) and (4.30). 
With that at hand, we pass to the
Proof of Theorem 4.22. By the change of pole formula in Lemma 2.86 and Harnack inequal-
ity, to prove ω ∈ A∞(σ) and in particular (2.90), it suffices to show: For any  > 0 fixed, we
can find η = η(), such that for any Borel set E ⊂ ∆,
(4.31)
σ(E)
σ(∆)
< η implies
ωA(E)
ωA(∆)
< .
Here ∆ is a surface ball and A is a corkscrew point for ∆. In fact, since σ and ω are regular
Borel measures, we may assume E is an open subset of ∆.
Recall from Lemma 2.79 that
ωA(∆) ≥ C−1
for some C > 1. Thus to show ωA(E)/ωA(∆) <  it suffices to show ωA(E) < C−1. Let
δ > 0 be a small constant to be determined later, we define a function
(4.32) f(x) = max {0, 1 + δ logMσχE(x)}
where Mσ is the Hardy-Littlewood maximal function with respect to σ. Similar to Section
5.3 of [Zh], f satisfies
• 0 ≤ f ≤ 1, and f ≡ 1 on the open set E;
• ‖f‖BMO(σ) ≤ Aδ, where A is a constant independent of E;
• If
(4.33)
σ(E)
σ(∆)
< η(δ) ∼ e−1/δ,
then f is supported in 2∆.
Next we use a mollification argument to approximate f by continuous functions. Let ϕ
be a radially symmetric smooth function on Rn such that ϕ = 1 on B1/2, suppϕ ⊂ B1 and
0 ≤ ϕ ≤ 1. Let
(4.34) ϕ(z) =
1
d
ϕ
(z

)
, f(x) =
´
y∈Γ f(y)ϕ(x− y)dσ(y)´
y∈Γ ϕ(x− y)dσ(y)
for x ∈ Γ.
Then these f’s satisfy the following properties:
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• each f is continuous, and is supported in 3∆;
• there is a constant C (independent of ) such that ‖f‖BMO(σ) ≤ C‖f‖BMO(σ);
• f(x) ≤ lim inf→0 f(x) for all x in their support 3∆.
The proof of the above properties is a slight modification of Appendix A of [Zh]: here the
mollifier {ϕ} is an approximation of identity of dimension d, instead of dimension n − 1.
The proof uses standard mollification arguments and the Ahlfors regularity of Γ. Moreover,
the proof of the last property also uses the precise definition of f in (4.32).
Let A′ be a corkscrew point with respect to 3∆. The last property and Fatou’s lemma
imply ˆ
3∆
f(x)dωA
′
(x) ≤
ˆ
3∆
lim inf
→0
f(x)dω
A′(x) ≤ lim inf
→0
ˆ
3∆
f(x)dω
A′(x).(4.35)
Since each f is non-negative, continuous and supported on 3∆, we apply Lemma 4.24 and
get
(4.36)
ˆ
3∆
f(x)dω
A′(x) ≤ C‖f‖BMO(σ) ≤ C ′‖f‖BMO(σ).
Combining (4.35) and (4.36), we getˆ
3∆
f(x)dωA
′
(x) ≤ C ′‖f‖BMO(σ) ≤ C ′′δ.
On the other hand, since f ≥ χEˆ
3∆
f(x)dωA
′
(x) ≥ ωA′(E) & ωA(E).
The last inequality follows from the Harnack inequality and the fact that A,A′ are corkscrew
points to surface balls ∆, 3∆ respectively. Therefore ωA(E) ≤ Cδ as long as the condition
(4.33), i.e. σ(E)/σ(∆) < η is satisfied. In other words, ω ∈ A∞(σ). 
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