Abstract. In this paper, we extend the framework and the convergence criteria of wavewise entropy inequality of [H. Yang, Math. Comp., 65 (1996), pp. 45-67] to fully discrete high resolution schemes satisfying certain TVD nonoscillatory conditions. For the Cauchy problem of convex conservation laws in one space dimension, we use one of the criteria to prove the convergence of the MUSCL scheme toward the entropy solution, assuming that each time step of the scheme consists of a minmod slope limiter, an exact time evolution, and a standard cell averaging; the CFL number is less than 0.5; and the initial condition is of bounded variation.
1. Introduction. In this paper, we extend the framework and the convergence criteria of wavewise entropy inequality, or WEI, developed in [25] for semidiscrete schemes, to a class of fully discrete high resolution schemes approximating initial value problems of scalar, one-dimensional conservation laws w t + f (w) x = 0, w(x, 0) = w 0 (x).
(1)
The well-known MUSCL scheme of van Leer [22] and [23] with the minmod slope limiter belongs to this class if its CFL number is less than 0.5. This enables us to prove its convergence to the unique entropy solution for convex flux f .
The schemes concerned are conservative; i.e., they are of the form for any data {v j }. When confusion is unlikely, we simply write g j+1/2 [v] .
The function g is Lipschitz continuous with respect to its first 2p variables and satisfies the consistency relation g(u, u, . . . , u; λ) ≡ f (u). (4) When λ is fixed, the scheme is self-similar in the sense that it is independent of the step size. The collection of points {x j−p , . . . , x j+p } is said to be the stencil of the scheme at the point (x j , t n ). For a sequence of numerical solutions, we always assume that the corresponding sequence of step sizes tends to zero.
By the Lax-Wendroff theorem [12] and Helly's theorem, a conservative and TVB (total variation bounded) scheme converges to the unique entropy solution of (1) provided that the scheme is entropy consistent; i.e., for all BV initial conditions, the limit functions of the numerical solutions satisfy the entropy conditions (see [10] ).
The dominant approach in the analysis of entropy consistency has been the method of cell entropy inequalities (CEI). See [4] , [7] , [11] , [19] , [25] and their references for some of the works and results based on the CEI approach.
Since the CEI approach demands that the numerical solutions satisfy cell entropy inequalities in every cell, it cannot be applied to certain important classes of high resolution schemes. For instance, the convergence analysis of the original MUSCL schemes and many high resolution schemes using flux limiters is beyond the reach of the CEI approach. To overcome this difficulty we develop the WEI approach.
A simple observation explains the idea of the WEI approach. Let U (w) be a convex entropy function and F (w) its flux:
In the area where the solution w is smooth, the additional conservation law U (w) t + F (w) x = 0 holds, and the entropy condition is automatically satisfied. Therefore, all we need is the entropy consistency of the discontinuities of w. If w is a BV weak solution, then almost all of the discontinuities of w are waves which are either admissible shocks or expansion shocks (see [24] ; contact discontinuities are a special class of admissible shocks). Let w − and w + be the two limit states of such a wave. It is entropy consistent if sign(w + − w − )(f [w; w − , w + ] − f (w)) ≤ 0, for w between w − and w + , (5) where f [w; w − , w + ] denotes the linear function interpolating f (w) at w = w − and w = w + . If f is convex, the inequality can be written as In the WEI approach, we introduce the concept of discrete waves and establish discrete versions of the inequalities (5) and (6) , which are naturally called, WEIs. Based on the concept and the inequalities, we establish the WEI criteria of convergence.
Unlike the microscopically local arguments used in the CEI approach, the ones used in the WEI approach are microscopically global: Although the width of a discrete wave vanishes, the number of the cells in the transition region of the wave may be unbounded. Thus, the WEI approach takes advantage of the cancellations of entropy within a collection of grid points (cells), enabling it to overcome the difficulties that have blocked the CEI approach for some important schemes.
The semidiscrete version of the WEI approach was introduced in [25] , where we demonstrated that the WEI criteria for convergence can be applied to schemes of both MUSCL type and the type using flux limiters. In the former, we proved convergence of semidiscrete generalized MUSCL schemes; in the latter, we proved convergence of a class of semidiscrete high resolution schemes using Chakravathy-Osher flux limiters (see [18] and [20] ), all for convex problems. In this paper, we extend the WEI to fully discrete schemes and use a resulting WEI criterion to prove convergence of a fully discrete MUSCL scheme for convex problems.
The problem of convergence of MUSCL schemes has drawn much attention. Here, we only mention the following works on self-similar MUSCL-type schemes. Osher [17] proved convergence of semidiscrete generalized MUSCL schemes modified by introducing a nonlinear slope limiter in the area of shocks. Brenier and Osher [3] proved convergence of a MUSCL-type scheme that allows under-shoots. For strictly convex conservation laws, Lions and Souganidis [14] proved convergence of MUSCL schemes for the resolvent equation and the implicit MUSCL schemes with large (unbounded) CFL numbers obtained by the backward Euler time-discretization of the semidiscrete MUSCL schemes. Nessyahu and Tadmor [15] proved convergence of a class of MUSCL-type schemes with a staggered grid. Le Floch and Liu [13] also announced a proof of convergence of a fully discrete MUSCL scheme. In some aspects, Le Floch and Liu's proof and ours are similar: both treat separately the regions where the numerical solution is increasing in space and the ones where the numerical solution is decreasing, and hence, both trace the paths of the local spatial extrema. In other aspects, the two proofs are somewhat different: in [13] they use a CEI in the regions where the numerical solution is increasing to show the Lax shock condition, while in the current paper we use a WEI to show the weak entropy condition. Our proof, including the justification of the general framework in [25] , is more complicated. However, our results are more general: the results of [13] are valid in the strictly convex case, for the initial conditions that have only finite number of extrema, and for a sufficiently small CFL number, while our results are valid in the nonstrictly convex case, for arbitrary BV initial data, and for a CFL number less than 0.5. For self-similar MUSCL schemes that evolve the slopes as well as the means, we mention the following two results: Jiang and Shu [9] have proven a CEI for discontinuous Galerkin methods of Cockburn, Hou, and Shu [1] ; Bouchut, Bourdarias, and Perthame [2] have constructed a Godunov-type scheme that satisfies cell entropy inequalities for all entropy functions. This paper is organized as follows: In section 2, we extend the WEI framework and the four WEI convergence criteria to fully discrete schemes. In section 3, for convex f , we use one of the criteria to prove convergence of the fully discrete MUSCL scheme with exact evolution and a CFL number less than 0.5.
The proofs of many results of this paper are similar to those of the corresponding results in [25] . Hence, we just present detailed proofs that are substantially different from the ones in [25] . We use numbers in parentheses following the titles of the lemmas and theorems whose proofs have been omitted to inform the readers of the corresponding results and their proofs in [25] .
2. The WEI criteria for convergence. In this section, we establish four WEI criteria for convergence of fully discrete high resolution schemes. We first introduce some notation. A finite or infinite sequence of consecutive integers is denoted by
l ≤ l 2 }, and −∞ 1 ∞ def = Z, where Z is the set of integers. We let j = l 1 1 l 2 stand for the phrase "for all j ∈ l 1 1 l 2 ." Given step sizes h and τ , we use ∆ t ± and ∆ x ± to denote the difference operators in time and space respectively:
When the superscripts of the operators are absent, they are operators in space only. When the notation ∆ appears alone, it represents ∆ x + . The corresponding divided difference operators are denoted by D
2.1. General TVB schemes. As in the case of semidiscrete schemes, to determine the entropy consistency of a self-similar and TVB scheme, it suffices to consider the case in which the numerical solutions converge to a traveling discontinuity which is a weak solution of the form
where w − and w + are two distinct real numbers in the domain of f , and
If W (x, t) satisfies (5), then it is an admissible traveling discontinuity. Otherwise it is a traveling expansion shock. The first WEI criterion, valid for general TVB schemes, is as follows.
Theorem 2.1 (a necessary and sufficient condition for convergence of fully discrete TVB schemes; see Theorem 3.1 in [25] for the semidiscrete version). A TVB scheme (2)-(4) for the Cauchy problem (1) converges if and only if there exists no sequence of numerical solutions of the scheme that converge in L 1 loc (R × R + ) to a traveling expansion shock.
Remark. This criterion is also valid for multidimensional problems.
General TVD schemes.
For TVD schemes, if the numerical solutions converge to a traveling discontinuity, then, for any bounded number T and using similarity transformations, one can construct a sequence of numerical solutions such that (i) they still converge to the same traveling discontinuity, and (ii) the decay of the total variations in space form t = 0 to t = T tends to zero. In terms of these two facts we formulate the second WEI criterion. To simplify discussion, we extend the domain of the numerical solutions to the entire upper half plane R × R + by defining u(x, t) = u n j , for x j−2/1 < x < x j+1/2 , and t n ≤ t < t n+1 . Suppose that T V t (u) is the total spatial variation of u at the time t, DT V
is a sequence of positive numbers such that lim k→∞ ε k = 0, and W (x, t) is a traveling discontinuity defined by (7) with the two states w − and w + . For any constant B > 0, we define Ψ {ε k } w−,w+,B to be the set of the sequences of numerical solutions {u k } ∞ k=1 generated by a TVD self-similar scheme such that the following conditions hold:
for all t and k, and
We call W (x, t) the limit of Ψ {ε k } w−,w+,B and w − , w + the two states of Ψ {ε k } w−,w+,B . In terms of the set Ψ {ε k } w−,w+,B , we state the second WEI criterion. Theorem 2.2 (a necessary and sufficient condition for convergence of fully discrete TVD schemes; see Theorem 3.2 in [25] for the semidiscrete version). A TVD self-similar scheme given by (2)-(4) for conservation laws of one spatial variable converges if and only if, for all triples of numbers {w − , w + , B} with B > 0, the set Ψ {ε k } w−,w+,B , having a traveling expansion shock W (x, t) as its limit, is empty.
2.3. Extremum traceable schemes, general flux f . The above WEI criteria are difficult to verify directly. To develop more practical WEI criteria we must track the waves (discontinuities) in sequences of numerical solutions. More precisely, we must define the boundaries of the transition area of such a wave. Since either side of a wave may be approached by a sequence of spatial extrema of the numerical solutions, we need to trace them properly. For this purpose, we first assume that the numerical flux satisfies a separation property at the spatial extrema.
Assumption 2.3. The numerical fluxes g n j+ 1 2 , j = −∞ 1 ∞, satisfy
Corollary 2.4 (see Corollary 3.4 in [25] for the semidiscrete version). Let u be a scheme of the form (2)-(4) that satisfies Assumption 2.3, and let ε be a positive constant.
(i) If
holds for an integer j, then |g n j±
We now introduce two types of paths in the computational domain. Some of these paths will serve as the boundaries of the transition areas of the waves. Definition 2.5. A grid point valued function x In = I n h + c, 0 ≤ t n ≤ t N = T , is said to be an ε-path of the first type with respect to u in [0, T ] if the following conditions hold:
In holds if j is between I n and I n+1 and j = I n+1 .
The total variation of the numerical solution along the path is bounded by ε:
Definition 2.6. A grid point valued function x In = I n h + c, 0 ≤ t n ≤ t N = T , is said to be an ε-path of the second type with respect to u in [0, T ] if the following conditions hold:
(i) The integer valued function I n is monotone for n = 0 1 N . Moreover, |I n+1 − I n | ≤ 1 for n = 0 1 (N − 1).
(ii) There is a constant A such that, for n = 0 1 (N − 1), |u n j − A| < ε holds if x j is in the stencil of the scheme at (x I n+1 +1 , t n ) or (x I n+1 −1 , t n ).
Remark. For an ε-path x In of the first type, x In+1 is approximately a spatial extremum of u n ; it becomes one if the value of u n In+1 is properly changed by an amount of ε, if necessary. Thus, it will be used as a boundary of a wave if a side of the wave is approached by a sequence of spatial extrema. The second type of paths will be used if a side of a wave is essentially monotone in space so that an approximate extremum path is not available to serve as a boundary of such a wave. Also notice that the two types of paths are not mutually exclusive.
We now discuss the relationship between the numerical flux and the exact flux along the two types of ε-paths.
Lemma 2.7. Suppose that u n j is a numerical solution generated by a scheme (2)-(4) that satisfies Assumption 2.3. Let x In = I n h + c be an ε-path of either type in [0, T ], where T = N τ is a positive constant. We then have
where C depends only on T and the Lipschitz coefficient of g.
Proof.
For an ε-path of the second type, the proof is trivial. For an ε-path of the first type, with (2) and (ii) in Definition 2.5, we apply Corollary 2.4 and get |g n In+1±
Summing (13) from n = 0 to n = N − 1 and using (iii) in Definition 2.5, we get
where C is a generic constant that depends on T and the Lipschitz coefficient of g only.
Let
be a sequence of numerical solutions generated by the scheme on a sequence of meshes
, where the step sizes of the kth mesh are h k and τ k . With the notions of the two types of paths, we are now ready to introduce the concept of asymptotic traveling waves (we use "asymptotic" instead of "discrete" to avoid confusion with Jennings's discrete shocks [8] ). Definition 2.8. A sequence of pairs of ε k -paths of either type, {x
, where
for each k and if there is a linear function x(t) = st + r and two distinct constants L and R such that
(iii) in the case s = 0, if either path of the pair {x
, is of the second type for some k, then x k I k n is a constant.
We call x(t) the limit path of the ATW and L and R the two states of the ATW. We now consider the entropy properties of an ATW. Let U (w) be a convex entropy function and F (w) its flux:
. Following the approach of Osher [16] , we define the numerical entropy flux
This numerical entropy flux satisfies a relation that extends its semidiscrete counterpart in [16] .
Lemma 2.9. The numerical entropy flux (14) satisfies
We now extend the result of Lemma 2.7 to the entropy flux. Lemma 2.10. If the numerical scheme satisfies the conditions of Lemma 2.7 and x In = I n h + c, n = 0 1 N , is an ε-path of either type, then
We leave the simple, yet quite amusing, proofs of Lemmas 2.9 and 2.10 to the readers.
Suppose that {x
φ(x, t) be a smooth function with a compact support in the domain −∞ < x < ∞,
and consider the following weak forms of discrete entropy:
and
We have the following important result.
Lemma 2.11.
is a sequence of numerical solutions generated by a scheme (2)-(4) that satisfies Assumption 2.3.
be an ATW of {u k } with the limit path x(t) = st + r and the two states L and R. We have
where Φ k and Φ k are defined by (15) and (16), respectively.
Proof. We focus on the proof of the second part of the relation since the first part follows easily from Lemma 2.9 and the fact that the numerical solutions are TVD and x(t) = st + r is the limit path of the ATW. Without loss of generality, assume that r = 0. Let
It suffices to prove
A summation by parts of Φ
We see that S
)|→0 and
R uniformly as k → ∞, and since x = st is the limit path and φ is a smooth test function with a compact support. This proves (19) . We now prove (18) . Without loss of generality, let x k J k n and x k I k n be ε k -paths of the first and second type, respectively. We consider separately the following three situations which exhaust all possibilities.
1. The case s > 0. We notice that φ(x, t) has a compact support spt(φ) in {(x, t) ∈ R × R + : 0 < t < 1}. Define
Then we rearrange the order of the summation to get
To simplify notation, here, as in the rest of the proof, we have indicated the kdependence of an expression by putting a | k at its end. For each j, we write the set N k (j) into the union of disjoint subsets of consecutive integers:
. Using summation by parts, we have
It is easy to see that
and j = I k n k (θ k (j),j,+) . Hence, by the definitions of the two types of paths,
and (u)
It follows that
uniformly by the definition of ATW and by the properties of φ.
Finally,
tend to zero uniformly by the properties of φ and items (i) and (ii) of Definition 2.8. We immediately obtain (18) in the case s > 0 by substituting (22) , (25) , and (26) into (21).
2. The case s < 0. The proof in this case is parallel to that in the case s > 0. 3. The case s = 0. As in the case of semidiscrete schemes, a slight modification of the above arguments is all we need. See [25] for details.
This lemma leads immediately to a discrete Rankine-Hugoniot condition. Corollary 2.12 (see Corollary 3.11 in [25] for the semidiscrete version). With the conditions of Lemma 2.11, we have
Notice that without condition (iii) in Definition 2.5, the conclusion of Lemma 2.11 may be wrong. Indeed, consider the Godunov scheme with λ = 1 for the linear equation
, and the scheme is reduced
, which gives the exact solution as long as the numerical initial condition is exact. We choose the initial condition (u k )
It is easy to see that all the conditions for an ATW, except condition (iii) in Definition 2.5, are satisfied. The two paths converge uniformly to the limit path x = −t, whose speed is s = −1. Hence, the wave formed by the sequence of the pairs does not satisfy the discrete Rankine-Hugoniot condition which requires that s = 1. We now develop an extremum tracking procedure for fully discrete schemes. Denote the set of the grid points by X ={(x j , t n ) : j =−∞ 1 ∞, n=0 1 ∞}. Consider a numerical solution u on X. A finite set of successive grid points {x q , . . . , x r } with r ≥ q is said to be the stencil of a spatial maximum, or simply an E-stencil of u at the time t n , provided u
Notions of E-stencils for minima and E-stencils for general extrema are defined similarly. Definition 2.13. A nonempty subset of X denoted by E tn,tm , n ≤ m, is called a ridge of the numerical solution u from t n to t m if (i) for all ν = n 1 m the set
is not empty and is an E-stencil of u at t ν ;
(ii) for all ν = n 1 (m − 1),
The set P E (ν) is called the x-projection of E tn,tm at t ν . The value of u along the ridge is denoted by V E (ν):
Hereafter, we use the notation E tn,tm , P E (ν), and V E (ν) exclusively for the above notions. If, for all ν = n 1 m, the E-stencil in item (i) of the definition is replaced by an E-stencil, then the set is called a trough of u from t n to t m and is denoted by E tn,tm . The related notions P E (ν) and V E (ν) are defined similarly. Ridges and troughs are also called extremum paths. When we do not distinguish between ridges and troughs, we use E tn,tm , P E (ν), and V E (ν) for either type. We add superscripts on E, E, or E to indicate several paths in one solution, sequences of paths associated with a sequence of solutions, or both. For example, if {u k } ∞ k=1 is a sequence of numerical solutions, we may use
to denote a sequence of collections of extremum paths such that the kth collection consists of l 2 − l 1 + 1 paths of extrema of the numerical solution u k (x, t). To ease the notation, when E tn,tm serves as a subscript, we remove its own subscripts t n , t m from the notation. We write
Definition 2.14. A scheme is said to be extremum traceable if there exists a positive constant c ≥ 1 such that for each numerical solution u of the scheme and each integer N > 0, there exists a finite or infinite collection of extremum paths {E l t0,t N } l2 l=l1 with the following properties:
is precisely the set of E-stencils of u n j at the time t N arranged in ascending spatial coordinates.
15. An extremum traceable scheme is TVD. Proof. Assume that V L = lim j→−∞ u n j and V R = lim j→∞ u n j for n = 0. Then they are also true for all n. Fix n and set N = n + 1. Since the scheme is extremum traceable, there is a collection of extremum paths {E l t0,t N } l2 l=l1 that satisfies properties (i), (ii), and (iv) in Definition 2.14. Hence,
Here, it is possible that l 1 and/or l 2 are/is infinite. Then, the inequality still holds provided
This is a local TVD condition in terms of space extrema of the numerical solutions. Investigations of local TVD conditions were initiated by Tadmor, who also pointed out that the difficulty in deriving local TVD conditions for fully discrete schemes is to trace the extrema of the numerical solutions. See [21] for the details.
The proof of the preceding lemma implies the following simple, yet useful, result. Corollary 2.16. Suppose u is a numerical solution generated by an extremum traceable scheme. Let N be a positive integer and E t0,t N be one of the extremum paths mentioned in Definition 2.14. Then, for any positive integer n < N ,
We now establish a relationship between extremum paths and ε-paths of the first type.
Lemma 2.17. Suppose u is given by an extremum traceable scheme. Suppose also that DT V t N t0 (u) ≤ ε/(2c − 1), where N is a positive integer and c is the constant in Definition 2.14. Let E t0,t N be an extremum path of u n j that satisfies the properties (ii) and (iii) of Definition 2.14. Then there exists an ε-path x In of the first type for 0 ≤ n ≤ N such that x In ∈ P E (n).
Proof. Without loss of generality, assume that E t0,t N is a ridge. We first choose any point in P E (0) to be x I0 . Next, for n = 0 1 N − 1, if P E (n) ∩ P E (n + 1) = ∅, then we choose any point in P E (n) ∩ P E (n + 1) to be x In+1 . Otherwise, set
max P E (n + 1) if max P E (n + 1) < min P E (n), min P E (n + 1) otherwise.
It remains to verify that x In satisfies Definition 2.5. First, condition (i) of Definition 2.5 follows from (i) and (ii) of Definition 2.13 and the construction of I n . Next, if P E (n) ∩ P E (n + 1) = ∅, then x In+1 ∈ P E (n), and hence,
If P E (n) ∩ P E (n + 1) = ∅, without loss of generality, assume that x In+1 = max P E (n + 1). Then x In+1+1 = min P E (n), and hence, by condition (iii) in Definition 2.14 and Corollary 2.16,
These two inequalities verify condition (ii) of Definition 2.5. Finally, if P E (n) ∩ P E (n + 1) = ∅, we have
Summing these relations and inequalities and using DT V t N t0 (u) ≤ ε/(2c − 1), one gets the desired inequality (11), which verifies condition (iii) of Definition 2.5.
If an ATW contains several large jumps, we need to split it into essentially monotone waves.
Definition 2.
18. An ATW {x
of {u k } with the left state L and the right state R is called an asymptotic traveling discontinuity (ATD) of {u k } if the following three properties hold. (i) Each of the two paths is either an ε k -path of the second type or an ε k -path of the first type that is also an extremum path as in Lemma 2.17. Moreover, if any of the paths is a ridge (trough), then it is on the side of the larger (less) state of L and R.
(
where L and R are the left state and the right state of the ATW, respectively.
where N δ (S) denotes the δ-neighborhood of a set S ⊂ R. An ATD of {u k } is called an asymptotic traveling expansion shock (ATES) of {u k } if (5) with w − = L and w + = R fails. Then, we say that {u k } harbors the ATES {x
Because of conditions (ii) and (iii), the ATD is said to be essentially monotone. We are now ready to state the third WEI criterion for convergence. Theorem 2.19 (see Theorem 3.13 in [25] for the semidiscrete version). An extremum traceable scheme of the form (8)-(10) satisfying Assumption 2.3 converges if there exists no sequence of numerical solutions of the scheme that harbors an ATES.
Proof. As in the semidiscrete case, the extremum paths of the numerical solutions of extremum traceable schemes pertain all the relevant properties needed to prove the criterion. These include the monotonicity property (see (ii) in Definition 2.14), the sweeping over property (see (ii) in Definition 2.13), the backward traceability property (see Definition 2.14, especially (i) in that definition), and the order preserving property (see (iv) in Definition 2.14). See section 6 of [25] for the semidiscrete counterparts of these properties of the extremum paths. Based on these properties and Assumption 2.3, the entire proof (see sections 7 and 8 of [25] ) for the semidiscrete version of the criterion is valid for the current fully discrete case. We refer to [25] for details.
2.4. Extremum traceable schemes, convex flux f . Throughout the rest of the paper, we assume that f ′′ (w) ≥ 0 and denote v j = H(v j−p , . . . , v j+p ; λ) (see (2)), andv j = (v j + v j )/2 for any collection of data {v j }.
Definition 2.20. We call an ordered pair of numbers {L, R} a rarefying pair if L < R and f [w; L, R] > f (w) when L < w < R. We call a collection of data Γ = {v j } j=I−p,J+p an ε-rarefying collection of the scheme to the rarefying pair {L, R} if
Here ε is a positive constant. Clearly, the conditions (i) and (ii) of the definition imply thatv I ≤v I+1 ≤ · · · ≤ v J , and |L−v I | < ε/2, |R−v J | < ε/2. On the interval (v I ,v J ), we define the following piecewise constant function g Γ associated with the rarefying collection Γ:
We add superscripts to indicate a sequence of rarefying collections.
Theorem 2.21. An extremum traceable scheme that satisfies Assumption 2.3 converges for convex conservation laws if, for every rarefying pair {L, R} and ε-rarefying collection to the pair,
for some constant δ > 0 depending only on the exact flux f , the numerical flux function g, and the two numbers L and R, provided that ε is sufficiently small.
Proof. Assume that a scheme satisfying the conditions of the theorem does not converge. Then, by Theorem 2.19, there exists a sequence of numerical solutions {u k } of the scheme that harbors an ATES {x
Since f is convex, the two states L and R of the ATES form a rarefying pair {L, R}, and it suffices to consider the entropy property of the wave with the entropy function U (w) = w 2 /2 (see [5] ). To continue the proof, it is convenient to make the following claim.
Claim. Given any positive constant ε, for sufficiently large k and 0 ≤ n ≤ N k ,
for some ε-rarefying collection Γ = {v j } j=I−p,J+p of the scheme to the pair {L, R},
If the claim is true, we can complete the proof of the theorem as follows. Let δ be the constant in (31) for the rarefying pair {L, R}. Then, there is a constant ε 0 > 0 such that for 0 < ε < ε 0 , every ε-rarefying collection Γ = {v j } J+p j=I−p of the scheme to the pair satisfies
where C = max{|f (w)| : |w − L| < ε/2 or |w − R| < ε/2}. Now let k be sufficiently large and let Γ = {v j } j=I−p,J+p be an ε-rarefying collection that satisfies (32). Since it also satisfies (33), we have
With the special entropy U (w) = w 2 /2, we apply this inequality to Φ k as is defined in (16) and get
where φ is a nonnegative smooth test function. Taking the limit on both sides while applying Corollary 2.12 to the left side, we arrive at
where we have eliminated the common positive factor x=st+r φ(x, t)dt. This is a contradiction for sufficiently small ε. We now prove the claim. To free ourselves of too complicated notation, we fix a sufficiently large k and an n between 0 and N k , and we denote
by u j , and (η k ) n j by η j . However, we keep the notation ε k .
The construction of a rarefying collection Γ satisfying (32) will be achieved by slightly modifying u and selecting the indices I and J.
We first collect some information on u. The essentially monotone properties of the ATES imply that when k is sufficiently large, there are two integers l and r with
We construct the desired collection Γ in two steps.
Step 1. We define an auxiliary collection Ω = {ω j }. LetÎ = min(I ′ , I ′′ ) and J = max(J ′ , J ′′ ). We set
(39)
Step 2. We modify the collection Ω into a desired collection Γ.
Reset ω J ′′ = R and ω J ′′ +1 = R and set J = J ′′ . Similarly, we have the following. 1
Reset ω I ′′ = L and ω I ′′ −1 = L and set I = I ′′ . Now, set v j = ω j , j = (I − p) 1 (J + p). It is straightforward but tedious to verify that there exists a positive constant C independent of k and n such that Γ = {v j } J+p j=I−p is a (Cε k )-rarefying collection of the scheme to the rarefying pair {L, R}, and the inequality
holds. We leave the verification as an exercise. Finally, since lim k→∞ ε k = 0, Cε k < ε for sufficiently large k.
3. Convergence of MUSCL schemes. In this section, we prove convergence of a fully-discrete MUSCL scheme for one-dimensional scalar conservation laws with convex flux f . The scheme can be written as
where w n (x, t), t ≥ t n , is the exact solution of the initial value problem
with a piecewise linear approximation
Suppose that the dimensionless slope s n j is bounded by the minmod limiter; i.e.,
We also assume that the initial data have a bounded total variation and are contained in a bounded interval [a, b] . The condition (43) implies that a ≤ u n j ≤ b holds for all j and n. We denote
The main result of this section is the following theorem. Theorem 3.1. The MUSCL scheme described by (40)-(43) converges for convex conservation laws provided the CFL condition λK ′ < 1/2 holds. To prove the theorem, we need several lemmas. We start with two lemmas that ensure the applicability of Theorem 2.21. 
To show g n j+1/2 ≥ f (u n j ), we notice that the inequality (45), the CFL condition, and the monotonicity property of the exact solution imply u (43) with the CFL condition λK ′ < 1/2 converges for convex conservation laws provided that for each rarefying pair {L, R} there is a constant δ > 0 such that the inequality (31) holds for all 0-rarefying collections Γ = {v j } J+2 j=I−2 of the scheme to the pair {L, R} that satisfies
For convenience, we shall call such a 0-rarefying collection a normal collection.
Let Γ = {v j } J+2 j=I−2 be a normal collection. Denote the vertex (v j , f (v j )) by V j and the area of the convex polygon V j1 V j2 . . . V jr by S j1,...,jr . Set
We now state a key estimate. Lemma 3.5. Suppose the MUSCL scheme (40)-(43) satisfies the CFL condition λK ′ < 1/2, and Γ = {v j } J+2 j=I−2 is a normal collection to a rarefying pair {L, R}. Then
The proofs of Lemmas 3.3-3.5 are deferred to the appendix. We also need two elementary inequalities. Lemma 3.6. We have
for any increasing sequence of integers {i 1 , . . . , i k } between I and J.
Proof. One can easily verify the lemma using elementary geometry and an induction on k.
Lemma 3.7. We have 
This proves the lemma. Proof of Theorem 3.1. For each normal collection Γ = {v i }
J+2
i=I−2 to a rarefying pair {L, R}, we set
for some j between I and J. We then let
We also have d 2 (Γ) = min(v k − L, R − v k ) for some k = j between I and J. Evidently, we can choose j and k so that |j − k| = 1.
To complete the proof, we argue by contradiction. Hence, we assume that for certain convex f the MUSCL scheme (40)-(43) with λK ′ < 1/2 does not converge. By Lemma 3.4, there is a rarefying pair {L, R} such that for each δ > 0, there is a normal collection Γ = {v j } J+2 j=I−2 of the scheme to the pair that satisfies
It follows that there is a sequence of normal collections
The following three cases exhaust all possibilities.
For simplicity, we fix a ν and drop it from the notation.
. It is a positive constant since {L, R} is a rarefying pair. Applying Lemmas 3.5 and 3.7, we have
Then, there is a subsequence of normal collections, still denoted by {Γ ν } ∞ ν=1 , and a corresponding sequence of integers
= R, and lim ν→∞ v
where Γ is the following normal collection:
for α 2 = 1/2 since ∆v 0 = ∆v 3 = 0. This contradicts (52). Case 3. lim ν→∞ d 1 (Γ ν ) = 0. Then, there exists a sequence of integers {i ν } with
In this case, all the values of the numerical flux involved in g Γ (w) become the ones of the numerical flux of the Godunov schemes [6] . Hence, we have
The right side of the inequality is a positive constant since {L, R} is a rarefying pair. This contradicts (52) again. We have thus completed the proof of Theorem 3.1.
Appendix.
Proof of Lemma 3.3. It suffices to consider the case N = n + 1 and to show that one can construct a collection of two-level extremum paths {E n (x, t n+1 ) (see (42) for definition of w n ) monotone increases in (x l − dh, x r + dh). This implies that if x = c is a local extremum point of w n (x, t n+1 ), then there is a maximum open interval I of the extremum of w n (x, t n+1 ) containing c such that w n (x, t n+1 ) ≡ w n (c, t n+1 ) for x ∈ I. The length of I is at least 2dh. We call such an interval a plateau of w n (x, t n+1 ). Clearly, there is a one-to-one correspondence between the set of the plateaus of w n (x, t n+1 ) and the set of the E-stencils of u n . Moreover, each plateau of w n (x, t n+1 ) contains its corresponding E-stencil of u n , and u n in the E-stencil has the same value as w n (x, t n+1 ) does in the plateau. Also notice that for all x ∈ R the one-side limits w n (x ± 0, t n+1 ) exist.
Step 1. Construct a collection of two-level extremum paths that satisfies the conditions (i) and (ii) in Definition 2.14. If {x q , . . . , x r } is an E-stencil of u at t = t n+1 , then define
If {x q , . . . , x r } is an E-stencil of u at t = t n+1 , then define
Without loss of generality, we assume that {x q , . . . , x r } is an E-stencil at t = t n+1 . Clearly, ξ + r+1 < x r+3/2 and ξ − q−1 > x q−3/2 . This and the previous observation imply that (ξ
be the set of all such E-stencils at t = t n arranged in ascending spatial coordinates. We now construct a ridge E tn,tn+1 with P E (n + 1) = {x q , . . . , x r }. Possibility 1. There exists an integer ν with 1
We have exhausted all possibilities. Clearly, the resulting ridge satisfies (i) and (ii) in Definition 2.14.
Step 2. Verify that the paths constructed in Step 1 satisfy property (iii) in Definition 2.14. Since Possibility 1 in Step 1 is irrelevant to this property, we begin with Possibility 2. First, if u n q ≥ u n+1 q , then
Hence, property (iii) in Definition 2.14 holds for c = 1. Next, if u w(x, λ)dx are the ones for Riemann problems. Hence, n (x, t n+1 ) for x q − dh < x < x q+1 + dh imply that r = q and ξ
, and w n (x, t) = u n q for x q ≤ x < x q + dh and t n ≤ t ≤ t n+1 . Therefore
Since we also have
the scheme (2) yields
Therefore,
Hence, property (iii) in Definition 2.14 holds for c = (1 + 2d)/(4d). Possibility 3 can be dealt with similarly. In Possibility 4, since µ = 2, we have u
In the former possibility, the proof is identical to that for Possibility 2, and in the latter, for Possibility 3.
Step 3. Verify property (iv) in Definition 2.14. Without loss of generality, it suffices to consider the case that {x q , . . . , x r } is an E-stencil of u at t = t n+1 and {x r+1 , . . . , x r+m } is an E-stencil of u at t = t n+1 . Suppose that {x q ′ , . . . , x r ′ } and {x q ′′ , . . . , x r ′′ } are the choices of the x-projections at t = t n for the ridge and the trough, respectively. We need to show that r ′ < q ′′ . Assume this is not the case. Then
, and q ′′ = r ′′ = r and q ′ = r ′ = r + 1 must hold, which implies that, on the one hand, w n (x, t n+1 ) is an increasing function for x ∈ (x r −dh, x r+1 +dh) and, on the other hand, ξ Proof of Lemma 3.4.
Let Ω = {ω P −2 , . . . , ω Q+2 } be an arbitrary ε-rarefying collection of the scheme to the pair {L, R}, and set
Denote the slope of the MUSCL reconstruction of the data {ω j } by s ′ j . By conditions (i) and (iii) in Definition 2.20, either ω P is a minimum, which implies that s
In either case, condition (ii) in Definition 2.20 implies
Similarly, we have
We now construct a collection Γ = {v j } J+2 j=I−2 as follows. Take I = P − 1 and J = Q + 1 and then set v I−2
By the CFL condition and (43),
It follows thatv
Hence, the collection is a normal collection of the scheme to the pair {L, R}. Notice that g j+1/2 [ω] for P ≤ j < Q, and hence, ω j for P + 1 ≤ j ≤ Q − 1 are independent of ω i for i < P or i > Q provided the relation s
. The inequalities (54) and (55), the relation (57), and the relationship between Ω and Γ yield the following inequalities:
Applying these inequalities and the inequality |g j+1/2 [v]| ≤ K to (58), we get |S − S ′ | ≤ 3Kε. Now, suppose δ ′ is a constant such that for all normal collections {v j } J+2 j=I−2 of the scheme to the pair {L, R} the inequality (31) holds for δ = δ ′ . Then, for δ = δ ′ /2, the inequality (31) holds for all ε-rarefying collection of the scheme to the pair {L, R} provided ε ≤ δ/(3K).
Proof of Lemma 3.5. Let {L, R} be a rarefying pair for f (w). For η ≥ 0, consider the function f η (w) = f (w) + ηw 2 . Evidently, if Γ = {v I−2 , . . . , v J+2 } is a normal collection of the MUSCL scheme to the pair {L, R} for f (w), so it is for f η (w). Next, the set of the normal collections with same I and J form a metric space if we assign a distance as follows. Let Ω = {ω I−2 , . . . , ω J+2 } be another normal collection. We define
We denote the integral in (31) corresponding to f η and Γ by
Clearly, it depends on η and Γ continuously. Since S I,...,J and S j−1,j,j+1 for I + 1 ≤ j ≤ J − 1 also depend on η and Γ continuously, it suffices to prove the lemma for strictly convex f and for the normal collections that satisfy
Since f is continuous and λK ′ < 1/2 and the reconstruction satisfies (43), we have
We shall use the notation of divided difference
To proceed, we need an elementary inequality. Suppose λ, a, b, and c are nonnegative real numbers satisfying a ≤ min(b, c) and λb, λc < 1/2. Then
We now set
Then, because of (61), (64), (65), (67), and (69), we can apply (70) and get
We also have Here, we have used (72) in the inequality step (from (84) - (85)). Using (43), (64), and (72), we have that in either case,
Since min(s j , s j+1 ) = min(∆v j−1 , ∆v j , ∆v j+1 ) and ∆a If g m+1/2 > 0, we rewrite P 3 = P Acknowledgment. The author thanks the referees for their constructive comments and suggestions that have played an important role in both correcting errors and improving the presentation.
