This paper deals with the quadratic congruential method for generating uniform pseudorandom numbers. Equidistribution properties of the generated pseudorandom number sequences over parts of the period are considered based on the discrepancy of corresponding point sets. An upper bound for the average value of these discrepancies is established.
Introduction
The classical method for the generation of uniform pseudorandom numbers in the interval [0, 1) is the linear congruential method. Its well-known lattice structure makes this method useless for certain simulation purposes (cf. [2] ). For this reason, several nonlinear congruential methods for generating pseudorandom numbers have been introduced in the last years. The development of this area is described in Niederreiter's monograph [14] and in the survey articles of Eichenauer-Hemnann [7] and Niederreiter [16] . The earliest nonlinear congruential method is the quadratic congruential method proposed in [12] ; it is already mentioned in the first edition of Knuth's book from 1969. The quadratic congruential method recently received considerable attention [3] [4] [5] [6] [8] [9] [10] [11] . In order to introduce the quadratic congruential generator, let r>~l be an integer, let Pl,...,Pr be distinct primes, and let o~,...,ogr be positive integers. Further, let m = p~" • ... • prior. Then a quadratic congruential sequence (zn),>~o of elements of 7/m = {0, 1 .... ,m -1} is generated by choosing an arbitrary initial value z0 and using the recursion for n/> 0 with parameters a, b, c E 7/m, where a --0 (mod Pi), b -1 (mod Pi), and c ~ 0 (mod pi) for 1 <~i<<,r, and also a -b-1 (mod4), ifm is a multiple of 4, and ac ~ 3 (mod9), ifm is a multiple of 9. Exactly for this choice of parameters the sequence (z,)n~>0 has the maximum possible period length m ( [12, p. 34] , but note that the condition b_ = 1 (mod9), if m is a multiple of 9, given there is unnecessary). In the following, it will always be assumed that these conditions are satisfied. Equidistribution properties of a sequence of pseudorandom numbers over parts of the period can be studied based on the discrepancy of its first N terms defined below. It should be mentioned at once that, up to now, the discrepancy of the first N terms of an individual pseudorandom number sequence could only be analysed if the sequence is defined explicitly like a sequence of explicit inversive congruential pseudorandom numbers (cf. [15] ), but not if it is defined recursively. Moreover, even in the first case, N has to be larger than the square root of the modulus. For this reason, the average equidistribution properties of pseudorandom number sequences are studied. The present paper deals with the average equidistribution properties of the sequences (x~,,)n~>0, where N has only to be larger than the squared logarithm of the modulus. will be used. In the third section, the main results on the discrepancy DN, e are established. A detailed discussion of these results is given in the fourth section. The second section contains some auxiliary results.
Auxiliary results
First, some further notation is necessary. For an integer M>~2, let C~(M) be the set of all nonzero integers h with -M/2 < h<~M/2 and define the auxiliary function r(h,M)=Msin(nIhl/M) for hE C?(M). For real t, the abbreviation e(t)= e 2~Tt will be used. The following three resuits can be deduced from Theorem 3.10 and Corollary 3.17 in [14] and from Lemma 2.3 in [13] , respectively. 
= (N + N(d-1)-m(d-1))(m-N) <~ N(m -N).

Finally, it is obvious that G*(N)<.N(m-N)
where the penultimate step follows from the facts that N < m~ max{pl ..... p,} and that the sequence (z, (mod m/pg)),>~o has period length m/pi. This implies that there exist parameters { E 7/* with
Finally, an application of Lemma 2 with t, = z<n/m for 0 ~< n < N and h = 1 yields 
Discussion
In the following discussion of the main results, the number r of prime factors of the modulus m is supposed to be fixed. Then Theorem 5 shows that in the quadratic congruential method the discrepancy D~:e, on the average over the parameter (, has an order of magnitude at most N -~/2 log m for any parameters a, b, c, provided the conditions for the maximum period length are met. Theorem 6 reveals even more information, since it implies that for any fixed parameters a, b, c only an arbitrarily small percentage of the parameters ( may lead to a discrepancy DN./ with an order of magnitude greater than N-~/21ogm. These results show that N has to be larger than (logm) 2 as mentioned in the first section. On the other hand, Theorem 7 shows that for small values of N, namely for 1 ~<N < m/max{pl .... ,Pr}, and any parameters a, b, c there exist parameters ( such that the discrepancy Ds, e is of an order of magnitude at least N -~/2. It is in this range of magnitudes, namely between N -~/2 and N-1/2 log m, where one also finds the discrepancy of N independent and uniformly distributed random numbers from [0, 1 ), which is almost always of an order of magnitude N-~'2(log log N) 1/2 according to the law of the iterated logarithm for discrepancies (cf. [1] ).
For large values of N, in fact, the upper bound for the average value of the discrepancy DN/ in Theorem 5 shows that the distribution of the pseudorandom numbers in the interval [0, 1 ) tends to be more regular than the one of true random numbers. This behaviour reflects the fact that, over the full period, the pseudorandom numbers are perfectly equidistributed.
