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Absiracl--The dynamics of each agent of a multi-agent 
controlled dynamical system can he formulated in several 
possible ways: differential inclusion, flatness parameterization, 
higher-order inclusions and so on. A plethora of techniques have 
been proposed for each of these formulations but lhey are typi- 
cally not portable across equivalent mathematical formulations. 
Further complications arise as a result of path constraints such 
as those imposed by obstacle avoidance or control saturation. 
In this paper, we present a unified computational framework 
based on pseudospectral methods to handle the optimal control 
of dj-namical sptems where the description of the governing 
equations or that of the path constraint is not a limitation. We 
illustrate our ideas by way of multiple formulations of a flexible 
link manipulator problem that includes a differentially flat 
formulation subject to control saturation. A comparison of our 
approach to a recent method reveals that we get an almost 30% 
improvement in the cost. Our results also show that equivalent 
mathematical formulations can yield varying run .times leading 
to some surprising questions on flatness parameterization for 
real-time computation. 
I. INTRODUCTION 
Rapid technological advances in nano- and micro-electro- 
mechanical systems have made possible the concept of multi- 
agent heterogenous intelligent systems. The prime driver for 
such systems is the military as it sees these technologies 
?s force multipliers. Future warfare is more likely to be 
driven by a coordinated command and control of a system 
of unmanned ground vehicles, unmanned air vehicles, space 
systems and other heterogenous agents. Common tasks to be 
performed are motion planning, obstacle avoidance, target 
tracking, search operations and other high-level decisions. 
For the proper functioning of these systems, the outer- 
Imp  most be executed in real-time in addition to achieving 
optimal performance imposed by stringent systems require- 
ments. While optimal control theory provides a framework 
for solving many of these complex problems, it is widely 
recognized that solving these problems is extremely difficult 
[I@; consequently, alternative paths are explored based on 
some assumptions of concept of operations [6] or differential- 
geometric propetties of the dynamical system [IO]. Although 
such assumptions may either limit or not be viable across the 
board for heterogenous systems, the motivation for real-time 
optimal control is that it is an enabling technology for solving 
a vast array of complex control problems. 
In this paper, we present a unified framework for solving 
nonlinear optimal control problems. We propose to exploit 
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the differential-geometric properties possessed by the dy- 
namical system and explore various coordinatizations using 
the same computational framework. A unified framework is 
not only mathematically elegant but is also quite necessary 
from a practical point of view. If each agent of a multi- 
agent system has a common software, complex decisions 
can be quickly reprogrammed across the board. In addition, 
a common software reduces the enormous cost associated 
with software verification and management. Our approach is 
based on pseudospectral (PSI methods [31, [41,[111, [141. To 
illustrate our ideas, we consider a flexible link manipulator 
problem and numerically solve different formulations of the 
same problem. Numerical experiments reveal that although 
higher-order formulations are computationally faster, flatness 
parameterization does not necessarily provide the most effi- 
cient computational scheme despite the fact that it generates 
the smallest number of optimization variables. 
11. FUNDAMENTAL IDEAS 
A general optimal control problem can be formulated as 
follows [18]: Determine the function, [TOJ~]  3 r H x E 
W N r  and possibly the clock times TO and 7,. that minimize 
the Mayer cost functional, 
J[X(.)>.O>.fI = E ( X ( 7 0 ) , d ~ f ) > ~ O > 7 f j  (1) 
subject to the dynamic constraints, 
* ( T )  E F(z(r), r )  a.e. T E [TO, ~ f ]  (2) 
and end-point constraints, 
(2(70);1(7fj, '0.f) E E (3) 
where E : E + R is a given function, F : W" XR + IN= is 
a given multifunction and E c R" x RNr x R x R is a given 
set. See [18] for some underlying assumptions. Frequently, 
we are concerned with dynamical systems parameterized by 
a control, U E RNu, in which case, the multifunction, IF, is 
given explicitly by, 
F ( z , r ) = { v : v = f ( z , u , r ) ,  u E U ( x , T j }  (4) 
where U (x, r )  c RN* is some stare-dependent control set. 
Barring the loss of information on a passage to an inclusion 
from a vector-field formulation, it is apparent that the two 
systems are mathematically equivalent. However, as will be 
evident shonly, these mathematically equivalent systems are 
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computationally very different. It stands to reason, though, 
that the differential inclusion framework may be computa- 
tionally preferable as there are Nu fewer variables to compute 
and hence offers a potential increase in computational speed. 
Following this path, a reduction in the number of variables 
for a Lagrangian system 
is possible by way of a second-order differential inclusion, 
A recent approach to exploiting the properties of Lagrangian 
systems is the method of controlled Lagrangians [2], but 
note that these methods are currently directed at stabilizing 
mechanical systems, not computing optimal control. Another 
concept that can he exploited for the purpose of computing 
optimal control is to change coordinates, x c-t w E RNx, to 
the normal form, [Z] 
w, = w.2, W z = w g ,  ..., (7) 
w N z  - ?(W>U) (8) 
WIN') = j(w,u) (9) 
so that the dynamics, x = f(x,u), can be "scalarized" to, 
This scalarization is possible under certain conditions (e.g. 
control-affine systems of relative degree N,) but it is ap- 
parent that we may be able to eliminate N, - 1 variables 
prosided higher-order derivarives can be accounted for in an 
explicit manner. As in the Lagrangian system, a still further 
reduction in variables is possible by a passage to  a higher- 
order differential inclusion, 
WIN=) E j(W,U(X(W),T)) (10) 
where j(w,U(z(w),r)) is a set-valued map obtained 
through a transformation akin to Eq.(4). 
All the above methods to eliminate variables have been 
based on parameterizing a differential inclusion by a control 
variable. Another approach to parameterizing a dynamical 
system is by way of flat outputs. A controlled dynamical 
system, x = f(x, U), is differentially flat [ 5 ]  if there exists a 
variable y E RN-, called the flat output, and a function c(.), 
(11) y = C(X,U, ?i,. . .,U(@)) 
such that 
x = a(y.y, . . . ,y(O))  (12) 
U = b ( y , y , .  . . ,y(#+')) (13) 
where ~1 and p are finite positive integers that denote the 
number of derivatives of the respective variables. Evidently, 
smoothness, particularly of the control variable, is presumed. 
For a differentially flat system, the optimal control problem 
reduces to a standard problem of the calculus of variations 
but one that involves higher-order derivatives [14]. The main 
computational advantage of a flat parameterization is the 
complete elimination of the dynamical constraints. However, 
in the presence of control constraints (particularly, state- 
dependent control constraints), flatness parameterization im- 
plies a path constraint on the flat output resulting from a 
complex transformation of the control region, U (x, r). That 
is, the constraint, U E U (x, r )  transforms to, 
2 E G ( r )  (14) 
where z = [y,y,. . . , Y ( ~ ) ] ~ .  s = 4 + 1 and 6 denotes 
the transformed control space. Thus, a purportedly unified 
computational framework which has the additional ability to 
exploit flatness parameterization must be capable of handling 
such constraints. As noted in the previous section, designing 
different computational methods for different dynamical sys- 
tems, or alternative coordinatization of the same dynamical 
system, is an expensive proposition that we seek to avoid. A 
unified framework also requires that it takes into account a 
cost function that may be given in a generalized Bolza form, 
P I  
J[Z(.).u(.),To,rf] = E(Z(To),x(rf),To,Tf) +Lr F(~(r),j.(~),~(r),r)d~ (15) 
where F : R" xRN= xRNtZ x R  i R is a given (measurable) 
function. Note the functional dependence of the running 
cost on the velocity variable. In bigher-order formulations, 
the running cost will be functionally dependent on higher- 
order derivatives that should be explicitly accounted for in 
a unified Computational framework. It is well-known that a 
Bolza problem can be reformulated as a Mayer problem by 
the process of introducing a new state variable x ~ , + ~  and 
the dynamic constraint, 
bN,t1 = F(Z(T),j.(T),U(r),T) (16) 
However, there are significant computational differences be- 
tween the two mathematically equivalent forms. In the first 
place, Eq.(16), introduces a new variable (and thus, a poten- 
tial increase in computational time). Furtber, the new variable 
must satisfy an equality constraint over the entire interval 
[TO, rf] which is a more stringent computational requirement 
than the approximation of an integral. Finally, integration 
is a smoothing process (preferred computationally) while 
differentiation is an anti-smoothing process. These problems 
get exacerbated if the problem has isoperimetric constraints. 
Thus, a good unified framework must take into account 
such efficiencies. We will now show how the pseudospectral 
method described below can accommodate all these notions 
in an efficient manner. 
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111. UNIFIED COMPUTATIONAL FRAMEWORK 
Our unified framework is based on pseudospectral (PS) 
methods. Our ideas apply across all PS methods hut we 
limit our discussion to Legendre PS methods for clarity. 
From a differential-geometric framework, PS methods are 
quite different from standard numerical methods (like Runge- 
Kutta) because they separate the accurate discretization of 
the tangent bundle from the vector field. Hence, they have 
wide applicability as evident from recent applications to 
systems govemed by differential inclusions 141, differentially 
flat systems [14], higher-order systems [I31 and standard 
state-space systems 1151. In addition, PS methods generally 
treat the approximation of integrals by Gaussian quadratures 
which facilitates an efficient computational framework. 
In the Legendre PS method, the states and controls are 
approximated by Nth order Lagrange polynomials which in- 
terpolate the functions at the Legendre-Gauss-Lobatto (LGL) 
points. The LGL nodes t l ,  1 = 0:. . . , N, are distributed on 
. .  
' ' the interval [ - 1 , 1 ]  and defined as: 
to = - 1  , t N = l  
and for 1 5 I 5 N- 1, tl are the zeros of LN,  the derivative 
of the Legendre polynomial, LN.  The discretization process 
begins by approximating the continuous state and control 
variables, {z ,u} ( t )  zz {zN,u"}( t )  where 
h' N 
zN( t )  = x~41(t) uN(t) = xul&(t) (17) 
k 0  .1=0 . .  .. 
where. for I = 0 , 1 ,  ._., N 
1 ( t2  - l )Lw(t)  1 if 1 = k =(  0 i f l f k  ddt) = Ar(N + l ) L N ( t i )  t - ti 
(18) . ,  
are the Lagrange interpolating polynomials of order N ,  and 
21 = zN(tl) ,  ul = uN(t1). The derivative terms are approx- 
. . imated from Eq.(17) by differentiating the approximation, 
N 
k ( t )  x kN(t) ='Cq&t) (19) 
and then evaluating the expression at the LGL nodes. This 
process gives rise to the (N + 1) x ( N  + 1) differentiation 
matrix D1 with entries D l , k l  = & ( t k )  or 
l=O 
"+1) k = 1 = 0  
(20) v k = l = N  I. otherwise DI := [Di,t i]  := 
which operates over the discretization, X = 
(,q, xl:. . . ;xN), to generate a discrete derivative 
X = D1 * X = [X][D1IT = (xn,xl, . . .  > x N ) .  In 
general, commuting the operations of differentiation and 
approximation is not desirable due to the large errors 
resulting from the Runge phenomenon [16]; however, PS 
methods offer an accurate way to commute these operations 
by way of choosing nodes based on minimal error norms. 
In fact, it can be shown that PS methods offer exponential 
convergence (with respect to the number of nodes) to the 
derivative of a smooth function [16]. Letting DI D, the 
higher order derivatives can be obtained from matrix powers: 
Di = DC. Thus, DZ is obtained by simply squaring D1, 
while DS = D3 and so on. Discretization of the different 
dynamical constraints is based on imposing the constraints 
only at the LGL nodes. In this manner, the functions are 
replaced by a vector of their values at the points and 
derivative operators are replaced by differentiation matrices. 
Therefore, discretization of the differential inclusion can be 
written as, 
i = O , l ,  ... , N (21) 
where the factor 9 comes from an aftine transformation 
of the time-domain from [ T O , T ~ ]  to [ - 1 , 1 ] ,  and rt are the 
shifted LGL nodes. Similarly, the state-space constraint 
k(T) = f(z(r), u ( T ) ,  7) 
is approximated by 
while a general higher order differential constraint of the 
form 
#(Z,k,... ,&),U) = o  (23) 
can be discretized as 
F ( X , D l * X  ,... , D , * X , U )  = O  (24) 
where U = (uo, ul, . . . , U N ) .  It is thus, apparent that a flat 
output and its derivatives can also be easily discretized as 
yi= [Yo,Yl ,  ..., Y N ] [ D ' ] ~  (25)  
where Yi is an equivalent representation of the vector-valued 
polynomials, ~ ( $ 1 ,  i = 1 . .  . , s. As noted in 1141, for a flat 
system, this representation need not be an approximation. 
For discretizing the generalized Bolza cost function, 
Eq.( 15), the Gauss-Lobatto integration rule yields 
[141, 
J N [ X ,  U, SO, Tf] = E(%,XN, T O ,  T f )  
h/ 
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u,here wg are the LGL weights given by 
2 1 k = 0 ,1 , .  . . , N 
N ( N  + 1) [Lh.(tk)12 ?ui; := 
This formulation can easily be adapted to the cases where the 
cost functional is a function of higher-order derivatives of the 
states or outputs as well (as in the case of differentially flat 
system). In these cases, the derivatives of the functions are 
replaced by discrete approximations resulting from a repeti- 
tive use of the differentiation matrix to generate derivatives 
of higher order. The end result is that the optimal control 
problem for all of the different formulations discussed in the 
previous section can be easily and accurately approximated 
to a nonlinear programming (NLP) problem. One important 
aspect of the NLP obtained by PS methods is that it preserves 
the structure of the original optimal control problem which is 
of significant consequence to the dualization of the problem 
[ I l l  and convergence of the discretization 1121. 
All these ideas are further illustrated in the next section 
by way of a benchmark nonlinear control problem where six 
different formulations are considered. 
IV. EXAMPLE PROBLEM 
In order to demonstrate our ideas in a concise manner, we 
choose the simple one-link flexible robot arm discussed in 
[l], [SI, [17]. Although this system is static feedback lin- 
earizable and is hence trivially differentially flat, we include 
this formulation among the array of possibilities mostly to 
demonstrate that the transformation of the control constraint 
to the flat space can be easily handled by our PS method. 
A. Lagrangian Formulnlion 
From the Lagrangian of this system, the equations of 
motion are, 
I I ~ I  +mtglsinql +k(q l  - 4 2 )  = 0 (27) 
1242 - k(qi - q z )  = U (28) 
where I1 = 12 = 1.0, k = 1.0, g = 9.8, ml = 0.01, I = 
0.5. The optimal control problem is to minimize, 
while steering the system from the initial configuration 
~41(~a0),42(~00)~~1(~a0),~z(~a0)1 = ~ ~ . ~ 3 , 0 . ~ ~ , ~ . ~ 4 , ~ . ~ ~ 1  
[0.06,0.02,0.08: 0.021. The constraint on the control is 
-15 5 U 5 15. Discretization of this problem by the PS 
method yields an NLP variable of dimension 3(N + 1) 
where N is the degree of approximation and N + 1 is the 
number of nodes. 
to the final State [ q 1 ( ~ ~ ) , 4 2 ( ~ ~ ) , q l ( ~ f f ) , q ~ ( ~ f ) l  = 
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B. Lagrangian Inclusion 
In this formulation the controls are eliminated from the 
Euler-Lagrange formulation resulting in Eq.(27), the second- 
order differential inclusion, 
-15 5 1242 - k(q1 -Qz) 5 15 (30) 
and a cost function formulation given by, 
J = L r ( I 2 q ~  - k(q1 - @))'dT (31) 
Therefore, the resulting NLP variable has dimension 2 ( N  + 
1). 
C. Stnte-Space Forniulotiori 
The generalized coordinates, q1 and 42 .  of the Lagrangian 
formulation is easily converted to the state-space formulation 
in terms of four state variables XI = q1,x~ = m x 3  = 
51 = 2 3  x 2  = xq (32) 
(33) 
mlg l s ins l  + k ( z 1  - XZ) x3 = - 
J 1  
Q 1 > 2 4  = 9 2 :  
k ( 2 l  - 2 2 )  + U  
12 
x, = (34) 
The related NLP variable is of dimension 5 (N + l), and 
is the largest among these formulations. 
D. Differenlial Inclusion 
In this formulation, we use the bounds on U and E4.(34) 
to rewrite the last dynamic constraint as an inequality. So the 
differential constraints become Eqs.(32)-(33) and, 
-15 5 I 2 X d  - k ( ~ 1  - 2 2 )  5 15 (35) 
J = 1; (12x4 - k(q - z 2 ) ) ' d ~  (36) 
As in the case of the Lagrangian Inclusion the control 
variable is eliminated from this formulation resulting in an 
NLP variable of dimension 4(N + 1). 
E. Normal Form Formulotion 
Since this system has relative degree 4, the dynamics can 
be scalarized to a fourth-order system. This formulation of 
the state dynamics can be easily achieved by solving for 
q2 from Eq.(27) in terms of q1 and q 1  and substituting 
the expression in Eq.(2S). We obtain a 4th-order differential 
equation in terms of X I  I W I  
u$') = ~ ~ ~ + ( ~ z c o s w l + ~ 3 ) 2 i j l + ~ ~ 2 i ' : s i n w l + ~ ~ s i n w ~  
where the constants 0, are defined as 1171 PI = ~;i;, P 2  = 
Y , o 3  = v , p 4  = -pZ, 
size of the NLP vanable for this formulation is 2 ( N  + 1). 
whereas the cost function is written as, 
(37) 
pS = e  The 
I; 
E Consfrained Differenfially-Flat Forinulafion 
The system is static feedback linearizahle and is hence 
trivially differentially flat with y = 2 1  as the Rat output. 
However, the control constraint imposes a constraint on the 
flat output so that the optimal control problem in Rat space 
is path-constrained and can be formulated as finding the 
function t H y that minimizes the cost function, 
J = j$l: (y'4)-(f12 cos y+b3)y-/&y2 sin y - f l~  sin y)' d.r 
subject to the constraint 
(38) 
PI Iy(4)- ( a c o s y + ~ ~ ) ~ - ~ ~ ? Z i ' s i n y - p j s i n y l  s i 5
Additional constraints on the problem are the transformed 
nontrivial end-point constraints. The size of the NLP variable 
for this formulation is A +  1 and is the smallest among these 
formulations. 
(39) 
v. NUMERICAL RESULTS 
The various NLPs discussed in the previous section were 
solved using SNOPT [7]. Figure 1 compares the control 
Method 
0 0 ,  -1 0 1  0 4  0 5  Y O  0 7  0 8  o *  , 
Tma 
.aJ ' ,  , , , , , 
Fig. I .  Control. U, by various methods. 
profile obtained by our methods with that of [17]. Our cost 
of approximately 109 is nearly -30% less than the cost of 
approximately 154ohtained in 1171. The value of this cost is 
not reponed in [17], hut was obtained by us by computations 
of the piecewise constant control assumed in [17]. For 
the purpose of completeness, the 'profiles of the generalized 
coordinates. qi and q2, are shown in Fig. 2. 
The plots displayed in Figs. 1 and 2 are representative of 
the converged results obtained from a few hundred random 
runs where the random parameters were the initial guesses 
required for the sequential quadratic programming (SQP) 
method of SNOPT. The purpose of the random runs was 
to investigate the numerical performances of the various 
formulations in an equal setting. Table I summarizes the 
results for 32 nodes. The different formulations are ordered 
NLP Run Avg. Rur 
Van Cost1 Time' Time2 
4 ;I ;2 D I  ;. ;I ;I 01, ;a .b ! 
7- 
Fig. 2. Optimized p i  and 92. 
in the decreasing number of NLP variables. The run time 
(see the fourth column) bears no correlation to the size 
of the NLP. The fastest run time was the Normal Form 
forininlation with Euler-Lagrange being a close second. The 
various formulations were coded in MATLAB on a Pentium 
4, 2.4 GHz PC with 512MB of RAM. The gradient and 
Jacobians required for the SQP method were computed 
within SNOPT by automatic finite differencing. It is possible 
to reduce the run times for all formulations by using analytic 
Jacobians. A conservative estimate [is] in the reduction in 
.run-time by the use of .analytic Jacobians is a factor of 5.  
Thus, we expect the Normal Form formulation to run in about 
0.06 seconds or about 17 Hz, and obviously much faster on 
a dedicated processor comparable to the Pentium 4 andor 
faster machines using hardware and software intended for 
real-time systems. In any case, the last two columns of Table 
I are quite interesting. The average run times for the 100 
randomized initial guesses roughly follows the same trend 
as that for the linear guess, albeit with different run times. 
Convergence was declared if the cost was approximately 
near 109 (column 3) and SNOPT returned an "inform" 
(sec) (sec) 
Diff lncl 2.36 
Euler-La,pnge 109.6 0.82 
Lagrangian lncl 64 . 1u9.6 1.02 0.99 
Normal Farm 64 109.6 0.30 0.81 
Diff-Flat 32 109.7 17.03 15.973 
TABLE I 
NUMCKICAL I'ERFORMANCE OF VARIOUS FOKMUL 
' From linear guess. Far 100 random runs averaged over conveaed 
Solutione using default tolerances. No converged solutions were obtained 
for defauli tolerances; aptimality tolerance had to be loosened from a default 
value of to l0W5 and iteration limits increased to obtain convergence. 
See text for a discussion of convergence criteria. 
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value [?I of zero. The only exception was the differentially 
flat formulation. In this case, the optimality tolerance had 
to be increased in addition to increasing the iteration limits. 
These observations are roughly in accordance with our prior 
work on flatness parameterization [I41 and the independent 
conclusions of [171. 
VI. CONCLUSIONS A N D  FURTHER WORK 
Advancements in nonlinear control theory can be quickly 
exploited by PS methods. One central reason for the versa- 
tility of the PS methods is purely geometric: PS methods 
separate the discretization of the tangent bundle from that of 
the vector field, and the accuracy of the approximation of 
the former is largely independent of the latter. Furthermore 
higher-order derivatives can be easily obtained by way of 
elementary matrix multiplications. Hence the relative degree 
of a dynamical system can be easily exploited. For similar 
reasons, differentially flat systems with control constraints 
or even state-dependent control constraints can be easily 
handled. Although flatness parameterization appears to be 
attractive in offering the least number of variables, nu- 
merical experiments reveal that it is not necessarily the 
most computationally efficient approach for real-time optimal 
control. Apparently, reduction in the number of optimization 
variables and constraints does not necessarily lead to faster 
computations. There is a significant interplay at the junc- 
tion where differential-geometric concepts are exploited for 
computational advantage and the numerical properties of the 
resulting optimization problem. This is an area that promises 
significant breakthroughs in control theory as advances in 
large-scale numerical methods remain heretofore unexplored 
within a differential-geometric setting. A number of these 
ideas will be explored in future papers, but it is evident 
that a combination of PS methods with recent advances in 
nonlinear control theory and optimization can be combined 
to effectively solve some challenging control problems. 
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