Radiation detection can provide a reliable means of detecting radiological material. Such capabilities can help to prevent nuclear and/or radiological attacks, but reliable detection in uncontrolled surroundings requires algorithms that account for environmental background radiation. The Berkeley Data Cloud (BDC) facilitates the development of such methods by providing a framework to capture, store, analyze and share data sets. In the era of big data, both the size and variety of data make it difficult to explore and find data sets of interest and manage the data. Thus, in the context of big data, visualization is critical for checking data consistency and validity, identifying gaps in data coverage, searching for data relevant to an analyst's use cases and choosing input parameters for analysis. Downloading the data and exploring it on an analyst's desktop using traditional tools is no longer feasible due to the size of the data. This paper describes the design and implementation of a visualization system that addresses the problems associated with data exploration within the context of the BDC. The visualization system is based on a JavaScript front-end communicating via REST with a back end web server.
Introduction
National security increasingly relies on access to real-time data analyses of possible threats including nuclear or radiological attacks. Radiation detection provides the means of detecting, locating and characterizing nuclear or radiological material that is necessary to prevent such an attack. However, the complexity and variability of benign background radiation in an uncontrolled environment can confound detector systems, worsening their sensitivity or causing false alarms. To mitigate this loss of effectiveness, detection algorithms could leverage contextual data to better account for environmental complexities. Immature and/or incomplete data sets hinder the development and testing of such methods and can result in approaches that are tuned to data that represent less diversity and complexity than is encountered in real search activities. The design of general algorithms must be based on a broad set of data sets that capture a wide variety of cases and environments.
The Berkeley Data Cloud (BDC) provides a framework that supports storing and managing data sets collected for the development of such algorithms along with analysis results. The BDC serves to manage data for several projects-including the Radiological Multisensor Analysis Platform (RadMAP) [1] and the Airborne Radiological Enhanced-sensor System (ARES)-that explore the use of various platforms-such as vehicles (RadMAP) or aircraft (ARES)-for developing capabilities to perform radiological searches while leveraging contextual information. Collected data sets consist of baseline data for background radiation for regions across the United States, radiation sensor responses to radiological threat materials and examples
Background: BDC Architecture and Terminology
The BDC's Data Service provides data registration and enables data querying and analyses through both programmatic and web-based interfaces. BDC has four primary architecture components (i) data ingest, (ii) data storage, (iii) web-based visualization system, and (iv) workflow infrastructure to support analyses. In this section, we will summarize some of the key concepts of the overall BDC architecture.
Terminology
The BDC supports a variety of projects that use different systems with one or more sensors to collect data. These systems include vehicles, such as trucks for RadMAP or aircraft for ARES, as well as static sensor setups for calibration and more precise measurements. The individual projects refer to these systems as platform on which sensors are mounted to collect data. Each sensor produces a data stream of contiguous recorded data elements. For example, one sensor may record the current global positioning system (GPS) location as four data streams for longitude, latitude, altitude and time stamps, where each data element in a stream corresponds to one recorded position. Similarly, a gamma-ray detector may record energy and time for detected events as two data streams. Different sensor systems may record with different periodicities.
Data groups combine data streams recorded at the same periodicity, i.e., that have the same number of elements and where the n-th element in each stream is recorded at the same time (see Figure 1 ). Organizing sensor data into Data groups accounts for the fact that (i) there are multiple sensor systems; (ii) sensors in the same system usually record data with the same periodicity and all data streams consist of data elements collected at the same time; and (iii) different sensor systems usually operate independently and record data at varying periodicities. Some data streams record data at regular time intervals, such as GPS and Environment in Figure 1 , while others may collect events occurring at unpredictable times, like the Spectrometer in the figure.
Data collections are organized as distinct runs, corresponding, e.g., to a single helicopter flight (ARES) or a single pass by an object of interest. During runs, data streams are recorded to files. However, there is not necessarily a one-to-one correspondence between runs and files since interruptions in a single run might result in multiple files per run or multiple runs might be recorded in the same file. Figure 1 : Data groups consist of data streams with values-or data elements-recorded at the same time. This figure shows three data groups: GPS, Spectrometer, and Environment-highlighted blue, yellow and green respectively. Each data group contains multiple data sets: GPS consists of Latitude, Longitude, Altitude, and Timestamp; Spectrometer consists of Energy and Timestamp; and Environment consists of Pressure, Temperature and Timestamp. Within each data group, values/data elements-denoted as boxes containing the letter "V" in the figure-are collected at the same periodicity for all individual streams. We note that the periodicity is not necessarily constant. For example, while GPS and Environment collect data at regular intervals, the timing of events collected by the Spectrometer occur stochastically.
Synchronization correlates data between different data groups using time stamps. To avoid inaccuracies due to clock drift, data streams are usually only correlated per run. In addition to data sets collected by measurement, the system also stores data products, which are data sets produced by analysis. These data products can be uploaded by participating vendors/collaboration partners during algorithm development and testing. These data products are treated similar to sensor data in the BDC system. Sensors, their data sets and data groups, platforms, runs and data sets produced by analyses are all given names within the BDC. These names are assigned and managed within the database, such that absolute paths to data are defined. For example, a list of gamma-ray energies measured by an RSI gamma-sensor is named, 'Energies', and is in the 'SimListMode' data group, which is associated with the 'RSIRadDetector' sensor, which was fielded on 'RSL HELO' platform. These names are found throughout the data exploration components of the visualization system.
Berkeley Data Cloud Data Storage Infrastructure
The BDC uses a tiered storage to capture the data and metadata collected during runs ( Figure 2) . A SQL database (MariaDB) stores meta data about platforms, sensors, runs and files as well as their relationship to each other. While a full description of the database schema is beyond the scope of this paper, the following information is relevant to the visualization aspect of the project:
• A run table stores information about the individual collection runs, including name, start and end time as well as a link to the platform used to collect the data.
• Data sets and data groups are also represented in the database. It is possible to identify all data sets (data streams) belonging to each data group as well as which data set provides time stamps for synchronizing data.
• Information about files is also stored in the database, making it possible to identify files with the data belonging to a particular run
The BDC uses the hiearchical HDF5 data format [6] to store multiple data streams in a single file. HDF5 supports data sets of arbitrary dimensionality as well as efficient access to data subsets. Using HDF5, it is also possible to associate attributes with data sets providing a more detailed description of the data, such as adding information about units etc. BDC relies on FastBit [12] and FastQuery [4] for efficient data access. A FastBit index for the scientific data provides an efficient means to identify relevant data subsets in terms of range queries. FastBit also enables quick computation of two-dimensional histograms from the index. FastQuery links FastBit to HDF5 by providing means to compute an index for data in HDF5 files and to store the index itself in HDF5 format. The BDC web visualization system uses the SQL database to obtain a list of files (and index files) containing information for a data set for a run. Subsequently, it uses FastQuery and the FastBit index to determine the portion of the file corresponding to a run.
The BDC supports the concept of queries to specify data subsets of interest. Queries are a boolean combination of relational criteria, such as altitude > 500 AND altitude < 750 AND time > 400. FastBit/FastQuery support this type of query very efficiently, making it possible to generate filtered files for a user quickly and effectively. Since all data sets are indexed, it is possible to specify range queries on any data set and load, e.g., only data belonging to a given run obtained in a given altitude range. The most common queries select contiguous geographic ranges-i.e., rectangular regions in latitude and longitude-or time ranges.
Visualization Design and Implementation
The visualization system in the context of this project serves multiple purposes. The workspace manager (Section 3.1) allows analysts to identify data sets of interest based on platforms, sensors, etc. The data browser (Section 3.2) allows analysts to examine collected data in detail, e.g., to check region coverage and identify interesting data subsets. The waterfall plot (Section 3.3) supports visual inspection of radiation spectra collected during a particular run, e.g., to identify passing an artificial radiation source. Finally, the source inject interface (Section 3.4) simplifies specifying parameters for analysis tasks, currently, specifying location and other parameters for a simulated artificial radiation source.
The following requirements guided the design of the visualization system: (i) Users need to access and interact with the large data sets without installing additional software and (ii) BDC has large data setsseveral gigabytes per run-making it inconvenient to transfer complete data sets to the user interactively; but meaningful visual exploration requires interactivity. We address these requirements through web-based visual data exploration, enabling the analyst and consumers of analysis products to interact with the data remotely. Our visualization system couples the browser-based front end with a custom web server back end, using a REST protocol. The REST interface is used to request additional data during visual exploration based on user's request. This approach limits the amount of data transferred initially to begin the analyses while also providing full data access during data exploration.
Many analyses require sub-setting the data or computing statistics such as histograms. The data sets collected by the projects are too large making it prohibitive to perform these calculations on-the-fly using current methods. The need to change parameters-such as histogram bin sizes-prevents pre-computing this information. In our system, we have developed an innovative real-time solution that uses hierarchical HDF5 file format and FastBit indexing to accelerate identification and access of relevant data portions and computation of these statistics. Our approach enables reasonable response times during the analysis.
Web Technologies used in the Visualization System: Our visualization system is implemented in JavaScript and uses a combination of popular web technologies and third-party libraries to facilitate the design of an interactive interface. We use Bootstrap (http://getbootstrap.com) that provides a framework to layout responsive web pages for the user interface. We use jQuery (https://jquery.com) which is a small, fast JavaScript library that simplifies HTML document traversal and modification, event handling, animation and asynchronous data requests. Our system uses jQuery to request data from the back end as the need arises and to modify the web page to display analysis results and update the user interface based on loaded data. Our system uses D3.js to display histograms and line plots as well as providing basic interaction mechanisms for specifying data selections and zooming into data subsets. Data Driven Documents (D3.js) [3] build on jQuery to provide higher level primitives for manipulating web pages based on data to be visualized. Polymaps (http://polymaps.org) is used to display run tracks on a satellite map and crossfilter (http://square.github.io/crossfilter/) supports exploring multi-variate data sets using coordinated views. Similar to FastBit on the back end, crossfilter efficiently identifies samples satisfying a boolean range query and supports interactive updates to multiple coordinated views. HTML5 provides the canvas element used for scriptable rendering of bitmap images, e.g., for false color plots.
Workspace Manager
Use Case: The first step in analyzing data is to identify runs of interest, e.g., find runs that were collected using a specific platform, provide data for a particular sensor system or were collected in a time period of interest. It is also convenient for analysts to maintain a list of "active" runs that they are currently working on. The workspace manager (Figure 3 ) provides filters (left hand side) to sub-select runs of interest based on platform, sensor system or a date range. As the analyst fixes values for these filters, the run list in the center is continuously updated. The analyst can then add runs from this list to the active set (right hand side)-i.e., a list of runs currently of interest that persists between sessions.
Implementation: The workspace manager is implemented mostly in JavaScript running on the analysts browser, using Bootstrap for the UI and jQuery for selection and filtering.
The workspace manager only requires access to a subset of information about a run, i.e., a list of the names of all runs along with collection time window, platform, and sensor system, which allows analysts to quicly identify runs of interest. The workspace manager obtains a list of this information from the SQL database on the back end via a REST query and creates the interface-including selectable filter values-and updates the list of runs matching the current filter criteria dynamically. More detailed information, such as a full list of data sets available and their time, is generally not necessary for run pre-slection and can be omitted at this step. As a consequence, the concept of a workspace also allows us to limit transferring detailed information about individual runs for the data browser and waterfall plot. Only the runs in the active set i.e., a subset of perhaps up to twenty runs out of the potentially thousands of runs stored in the database is accessed-reducing data transfer times and improving response time significantly.
Data Browser
Use Cases: After populating the workspace with one or more runs of interest, the data browser supports examining these runs in more detail, such as displaying the exact path along which data was collected overlaid on a satellite map view for spatial context. Furthermore, it is possible to select additional data sets and color the path based on these data sets, such as altitude in Figure 4 . This type of display supports a quick evaluation of data collection coverage and a quick "validity check" of additional data sets to identify sensor drop outs, for example.
The main purpose of the data browser is to aid the analyst identifying data to either query data subsets relevant for further analysis tasks -see Section 2.2-or to identify runs that are of interest to be analyzed The workspace manager supports searching for runs of interest. Controls on the left specify filters for runs, a list in the center shows all runs satisfying the filter criteria, and a list on the right displays the runs currently in the analyst's workspace. Filtering, e.g., runs collected by helicopter ("RSL HELO") using an older version of the gamma-ray detector ("RSIRadDetector") shows the corresponding list of runs in the center. By selecting these runs via the checkbox to their left, they are added to the analyst's workspace. via programmatic connection. This is accomplished by providing immediate visual feedback of the content of the runs. For this purpose, the browser combines multiple coordinated views-a single satellite map view shows the path taken during the run and multiple histogram views show the distribution of data set values-using the concepts "brushing and linking [2, 9] ," i.e., highlighting the data portions selected in one view in all other views.
To display information about an arbitrary number of data sets, the data browser displays histograms of their data distribution. An analyst can add new histograms for any data set containing scalar data. For example, Figure 4 shows histograms for altitude and the velocity component into the "northing direction." To formulate a query, the analyst can choose a rectangular region-corresponding to latitude and longitude ranges-in the map view and/or pick value ranges in the histograms.
Since all views are linked, selecting a value range in one histogram highlights the corresponding samples in the current histogram view as well as in the map view by graying out all non selected samples. The run path is shown in gray for portions outside the current query and red or colored according to a variable for the selected portions. All other histograms show the distribution only for data set values in the current selection.
In the center panel of Figure 4 , the analyst has picked a value range in the "altitude" data set of approximately 700 to 1000 meters. In the map view, non-selected portions of the path are rendered gray, while parts falling inside the query are shown in color. In all histograms, selected data portions are shown in color-red or colored by value-and unselected regions are shown in gray. This coloring is updated while the analyst performs the selection providing immediate feedback as to whether the query selects any data at all and what the distribution of currently selected data values are. For example, selecting an altitude range changes the distribution of the "velocity in northing direction," and that histogram is updated continuously throughout any selection changes.
A query string is constantly updated to correspond with the user's interactive actions. After finalizing the query, the analyst can select data sets for download (right panel of Figure 4 ) and submit the query to the back end. The back end will then produce an HDF5 file containing all selected data sets with data values falling inside the query.
Implementation:
The JavaScript front end of the data browser uses (i) Polymaps to show the run path along which data was collected on a map, (ii) D3.js to display histograms and (iii) crossfilter to link these views together. Initially, the data browser submits a REST query to the back end requesting (i) a list of all data sets along with their their properties-i.e., their name, dimension, data type and size-and (ii) the run path-a list of longitude, latitude, altitude and time stamp values. The data set list is used to create menus for adding new histograms, coloring the run path by a data product and selecting data products for download in a query. Dimension and data type are used to down-select which data sets can be used to create histograms or as path color.
To reduce the amount of primitives drawn in the map view and to increase rendering speed, the data browser accumulates multiple latitude, longitude, time samples into line segments representing a portion of the path. Our current implementation uses a simple approach that accumulates samples along the path until a segment exceeds a specified length in the longitude/latitude dimensions or a specified maximum duration. The value of other data sets for the segment-initially only altitude-is computed as the mean of all sample values belonging to the segment.
The crossfilter library enables interactive updates of the multiple coordinated views by providing a means to quickly identify segments satisfying range queries. The data browser create a crossfilter data structure and inserts all segments into it, each data set constituting a "dimension" of the multi-variate data set. Selections within the map view or any histogram are translated into value ranges for each dimension data set. Crossfilter makes it possible to quickly identify the segments that satisfy this range query as well as compute histograms of the value distribution of each dimension. Histograms are displayed using D3.js, which also handles detecting user interactions like selecting a range in the histogram.
If the analyst requests displaying-either as run path color or histogram-a data set not available in the browser, the front end requests it from the back end using a REST query. The back end returns data values along with their time stamps. Using the time stamps to sync the data set with the flight path, data values are added to the appropriate flight segments. Once all data values are added to the segments, the average value for each segment is computed and the cross filter data structure updated.
Waterfall Plot
Use Case: Gamma-ray sensors detect gamma rays interacting within a detector as discrete events, recording the energy deposition and the time of the event. A waterfall plot is a two-dimensional histogram of gamma-ray events binned in both time and energy that allows the user to search for and examine transient spectral features during a run. The spectrum can be displayed as a false color plot of the two dimensional histogram with energy and time as axes ( Figure 5 ). Bin sizes along these axes control the resolution and amount of smoothing for the histogram, making it possible to adapt it to the analysis task.
The gross count rate is plotted along the vertical axis and the gamma-ray spectrum is plotted along the horizontal axis. To display the large range of count rates, the false color plot shows the logarithm of count events. If there are no major spectral changes during a run, then the waterfall plot will appear to be made of vertical bands, where each vertical band is at the energy of a major background gamma-ray line, see Figure 6 (i). If there are modulations in the overall count rate but no major spectral changes, then the waterfall will also appear to have horizontal bands, see Figure 6 (ii). For very strong spectral anomalies, horizontal bands will appear only over a portion of the spectrum but not the entire energy range.
Similar to the data browser, rendering the waterfall plot requires us to address some challenges. Precomputing the spectrum is not a feasible approach since analysts might need to change the bin size in both time and energy dimension to study specific data of interest or subset of detectors that is of interest might change. All data sets in the BDC are indexed, and FastBit supports fast computation of spectra from indexed files. Using FastBit/FastQuery, this computation takes on the order of seconds to a minute.
Consider one example of how a user would interact with the waterfall plot, see Figure 5 . The gross count rate along the right axis might show a brief but large increase (Figure 7) , and the user may want to inspect the data around the increase to see if further investigation is warranted. Using the waterfall, the user can zoom in to the region around the feature (either through keyboard input or dragging a box with the mouse), see Figure 7 (i) and see greater details in the spectrum and count rate. For example, the user might notice an increase in counts below about 700 keV, which could mean there was a Cs-137 source present, see Figure 7 (ii). They may then decide to download that particular dataset for more detailed analysis or to conduct an analysis remotely within the BDC server infrastructure.
Another use of the waterfall plot is to search for anomalies in particular spectral regions (see Figure 6 ). The user can input a range of energies-say, 620 to 700 keV to search for Cs-137 features-and then update the waterfall to see if there are any increases in the gross counts in that window. Those regions can then be further investigated.
Implementation:
The front end displays the histogram as a false color plot using an HTML 5 canvas, see Figure 5 . The histogram data from the back end is a 2D array with an event count per bin. The front end computes the logarithm of these events and displays a false color plot in an HTML5 canvas. It further sums up bins along time and energy axes to obtain plots of spectrum (bottom plot in Figure 5 ) and count rate over time (right hand side plot in Figure 5 ) respectively. Using d3.js and HTML 5 canvas, the front end supports zooming into the pre-computed histogram and panning the zoomed version. The spectrum and count rate plots are updated interactively. Thus, by moving only part of the computation to the back end, limited interaction is possible with the pre-computed spectrum. Furthermore, analysts can specify arbitrary bin sizes and obtain a spectrum in a reasonable time (a few seconds computation followed by a few seconds of data transfer).
To support interactive exploration of spectra, the system operates as follows. After the analyst has selected a run in the front end, it uses a REST query to identify for what data sets of a run spectra can be computed and what value ranges occur. The analyst then chooses minimum maximum ranges for energy and time and appropriate bin sizes for the histogram. The front end then requests a histogram from the back end using these parameters. The back end uses FastBit/FastQuery to compute the histogram in tens of seconds and sends it to the front end.
Many modern sensing devices do not consist of a single detector, but instead consist of an array of detectors, where each detects events individually. These detectors have different sensitivity depending on the gamma-ray direction, partially because they cover each other. Thus, by considering the detector id it is possible to infer the location of a source. To account for this, the data managed by the BDC contains a separate data set that specifies the sub-detector that recorded the event. To make use of this information, the waterfall plot also allows one to filter events by detector id before displaying the plot. It is also of interest to compute the spectrum for only a subset of detectors. The front end adds the ability to select any combination of detectors of interest. Again, through the use of FastBit/FastQuery it is possible to compute an appropriate histogram in little time.
Source Inject Interface
The BDC helps algorithm development to identify artificial radiation sources in natural background radiation. Several data set transformations serve this purpose. One of them is source inject, which simulates the spectrum of an artificial source on the background radiation. "Injecting" a source depends on various parameters such as location of the source, time at which the source is present, the isotope, and a model or measured data for the simulated source. The web front end aids the analyst in choosing these parameters. For this purpose, it provides a map view, similar to the data browser, wherein spatio-temporal information describing a run is displayed. In this map view, the analyst can select the location of the source and move it (see Figure 8) . Furthermore, the analyst can specify the time window during which to simulate the presence of the source. To choose an appropriate time, the source inject UI colors the portion of the run path during which the source is active red and grays out the remainder of the path. In addition to this, it lists all other parameters and allows the analyst to specify them. Once all parameters are set, the analyst can generate a file with the source description that then serves as input for the actual source inject process.
Related Work
Visualization for BDC combines web-based visualization, geographic information systems (GIS) and efficient data storage with the goal to present collected data in a geographical context.
Web-based scientific visualization has a long history including in bioinformatics. Driven by large initiatives to sequence the genome, this community focused early on data sharing-making sequences and annotations available to everyone to enable additional analyses. These efforts resulted in several web-based genome browsers, including the well-known UCSC Genome Browser [8] . More recently, the need for sharing data and fusing data sets from multiple sources resulted in integrated web-based systems such as KBase (http://kbase.us), that combine access management, the ability to run elaborate analyses as well as visualization and presentation.
Newspapers, such as the the New York Times, make wide use of web-based visualization. Interactive view graphs disseminate information and allow readers to explore them, e.g., to filter election results based on party membership, region, etc. and display the results immediately. This trend led to the development of JavaScript libraries-such as Data Driven Documents (D3) [3] -that simplify the mapping data to visual representation. These libraries also provide abstraction to implement user interactions. Brushing and linking is one common interaction pattern, in which selecting data items in one view highlights them in other views as well. We use many of the similar technologies to explore the nuclear background radiation data.
Interactive linking of views requires keeping track of active data items based on their values within multiple dimensions, a capability provided by the crossfilter library (http://square.github.io/crossfilter/). One example-given on their web-page-allows users to explore airline on-time performance. In this example, data dimensions consist of date, time of day, flight distance and arrival delay. Crossfilter is used to link multiple histograms views, each histogram showing the distribution of values in a single dimension. The user can filter flights by choosing value ranges in any histogram, e.g., selecting flights with a delay of more than an hour. Crossfilter enables updating all histograms immediately to show the value distribution of the current selection, allowing the user to identify relationships. We augment histograms with geographical map views and data filtering on the back end to support large data set size.
Geographic information systems (GIS) also make extensive use of web-based techniques. Review web pages like "Yelp!" and "TripAdvisor" show locations of points of interest on a map and augment position information with additional information, such as reviews and opening times. Other web pages support tracking seagoing vessels based on Automatic Identification System (AIS) information or airplanes using the Automatic Dependent Surveillance -Broadcast (ADSB) system. Finally, there are web-based information systems for weather, climate (http://cal-adapt.org) or other environmental information-like carbon, water, and energy fluxes (http://ameriflux.lbl.gov) on maps.
A key difference to these applications, is the size of tracks collected by the BDC and number of attributes associated with tracks. Due to these attributes, it is necessary to perform extensive data filtering on the back end server, to avoid overwhelming the web browser. What differentiates our system further from others is its use in forming queries and the use of scientific indices like FastBit [12] and FastQuery [4] on the back end to accelerate, e.g., histogram computation on-the-fly on the back end. Finally, the BDC stores a diverse range of data sets that need to be analyzed.
In defense applications, visualization can increase situational awareness; prior work focuses on showing positions without associated attributes in the context of evaluation data [5] . Other work focusing on web-based technologies to defense applications focused more on 3D technologies and authoring [11] . The development of radiation detection systems commonly requires plotting spectra similar to the waterfall plot in our system [7, 10] , often in real-time.
Lessons Learned
As with large systems like the BDC cloud, there were many important lessons learned along the way in implementation of the BDC data cloud in general and the visualization system. First, the initial design of the BDC database, file formats and stored meta data focused primarily on data ingest and data storage. Data access and use patterns were unclear during that stage in the project. Thus, the data ingest omitted information useful for visualization purposes. For example, while the database contains information about physical units (meters, keV, seconds), it does not contain information about time references, e.g., whether timestamps are stored in epoch time, i.e., as number of seconds that have elapsed since midnight UTC on January 1st 1970. This is an example of the type of information that is necessary for visualization in terms that are meaningful to a user. While it is possible to add this information separately to the database, such an approach leads to duplication and the risk of data inconsistencies. Similarly, based on units alone, it is often difficult to asses the type of visualizations that makes sense for a given data set. Again, a database design focused on how the data is used during analysis, in addition to how data is collected, would have simplified matters considerably and lead to a better overall data format design. However, data access patterns can be hard to assess when scientific data collections are intentionally designed to be exploratory in nature. Such collections can be conducted prior to creation of well-defined visualization and analysis methods.
Revising data storage based on evolving needs would be useful and make it possible to improve initial design choices. However, such a re-design is difficult for a project with active users and uptime requirements. Database storage layers such as NoSQL databases, i.e., next generation databases that model data with other means than the tabluar relations used in relational databases, offer opportunities in this direction. However, implementing such changes require resources and wider coordination across development, production and user teams, that makes it very challenging. Yet transition to such a database would consume substantial project resources. Thus, the stakes for "getting things right" in the first place are high. Continuous conversations about data access patterns over the life of the project and lifecycle of development might help mitigate these issues.
On the other hand, some initial design choices turned out to be highly beneficial during the later design and led to new approaches to visualization problems. For example, the FastBit indices were originally chosen as a means to speed up data filtering and access. However, FastBit's advanced histogram computation capabilities made it possible to compute histograms on the fly on the server backend, avoiding the need for storing pre-computed histograms and making it possible for users to adjust histogram bin sizes fairly interactively.
Conclusions and Future Work
In this paper, we describe the visualization system in the Berkeley Data Cloud that serves nuclear background radiation data. The visualization tools provide the gateway for data exploration and analyses in BDC. The tools help users identify and validate data sets of interest, identify regions and parameters of interest in the data sets, interactively explore the data and set up data for analyses. The visualization tools in BDC address important challenges related to real-time rendering and data management that is required for big data visualization. Our work is exemplar that demonstrates the use of web-based technologies for real-time visualization of large data sets of interest to the defense and homeland security community. In future work, we plan to develop advanced visualization of 3D and better interactive visualization and collaboration on the data through the web-based user interface.
As of this writing, we are in the process of obtaining permission by Lawrence Berkeley National Laboratory, the Department of Energy (DOE) and Department of Homeland Security (DHS) to release the BDC software publicly. Once we have this permission, the system will be available for download at http://bdc.lbl.gov/#software. Figure 4 : The data browser visually supports formulating queries. It can display the path and supports coloring by any scalar data set-such as altitude in the figure-to show data in a spatial context (i). To explore the relationship between data sets, the data browser can display histograms of data sets-such as altitude and velocity (northing direction in figure) . The analyst can formulate queries by selecting a rectangular region in the map view or ranges in the histogram. All views are linked by means of highlighting. For example, if the user selects an altitude range between approximately 700 and 1000 meters, all portions of the flight path outside that range are "grayed out" and the histograms for all other data sets show the value distribution of the selection instead of the entire data set (ii) . After selecting an appropriate data sub-set, it is possible to download the data from the BDC via an appropriate query (iii). Figure 5 : After specifying parameters, such as bin size and active detectors (top), the resulting waterfall plot shows the spectrum as false color plot (in the center), accumulated spectrum over all time steps (bottom) and the gross count rate over time (right hand side). This particular run featured numerous passes adjacent radiological sources in a controlled environment. If these sources were not under regulatory control, they would pose a threat to public health. 
