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Let f (z)= (t&z)&1 d+(t) be a Markov function, where + is a positive measure
with compact support in R. We assume that supp(+)/(&1, 1), and investigate the
best rational approximants to f in the Hardy space H 02(V), where V :=[z # C |
|z|>1] and H 02(V) is the subset of functions f # H2(V) with f ()=0. The central
topic of the paper is to obtain asymptotic error estimates for these approximants.
The results are presented in three groups. In the first one no specific assumptions
are made with respect to the defining measure + of the function f. In the second
group it is assumed that the measure + is not too thin anywhere on its support so
that the polynomials pn , orthonormal with respect to the measure +, have a regular
n th root asymptotic behavior. In the third group the defining measure + is assumed
to belong to the Szego class. For each of the three groups, asymptotic error
estimates are proved in the L2-norm on the unit circle and in a pointwise fashion.
Also the asymptotic distribution of poles, zeros, and interpolation points of the best
L2 approximants are studied.  2001 Academic Press
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1. INTRODUCTION
We consider best rational approximants to functions of the real Hardy
space H 02(V) :=[ f # H2(V) | f ()=0] with V :=C "D =[z # C | |z|>1].
This type of approximants are of particular interest in control theory,
stochastic modeling and signal processing [3, 17, 23]. In the present paper,
we are specifically concerned with the approximation of Markov functions,
i.e., functions f of type
f (z)= f (+; z) :=|
d+(t)
t&z
(1.1)
with defining measure + that is positive and has compact support in R. In
order that f # H 02(V), we assume throughout that
supp(+)/(&1, 1). (1.2)
These approximants were studied in [69]. Besides the fact that they lend
themselves to computation due to deep connections with the classical
theory of orthogonal polynomials, it should be noticed that they occur in
system theory as transfer functions of relaxation systems [10, 28, 40].
Let Pn denote the set of all complex polynomials of degree at most n,
Rm, n the set of all rational functions of numerator and denominator degree
at most m and n, respectively, and R1m, n Rm, n the subset of rational func-
tions with all their poles in D. Hence, R1m, n=Rm, n & H
0
2(V), if m<n. By
Rn*=Rn*( f; } ) we denote a best rational approximant to f in H 02(V) of
order at most n, i.e., a rational function in R1n&1, n having minimal error
with respect to the norm & }& defined by
&g& := lim
r  1+ _
1
2? |
2?
0
| g(reit)| 2 dt&
12
for g # H2(V). (1.3)
Hence Rn*=Rn*( f; } ) # R1n&1, n satisfies
& f&Rn*&= inf
r # R 1n&1, n
& f&r&. (1.4)
A standard argument shows that for each pair of degrees (n&1, n) there
exists Rn*=Rn*( f, } ) # R1n&1, n such that (1.4) holds. In general Rn* is not
unique (cf. [9]). In the remainder of the paper Rn* will denote any best
approximant of degree n. We study the behavior of the error function
f &Rn* as n  . The results are presented in three groups: In the first one
no special assumptions are made with respect to the defining measure +
beyond (1.2).
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More specific asymptotic results are obtained in the second group, where
it is assumed that the defining measure + is not too thin anywhere on its
support. It turns out that a good condition is to demand that the defining
measure + is such that the polynomials pn orthonormal with respect to +
have a regular nth root asymptotic behavior (cf. [35, Chapter 3]). A
sufficient condition for this property is, for instance, that supp(+) consists
of a finite number of intervals and that the RadonNikodym derivative
with respect to Lebesgue measure +$ of + is positive almost everywhere on
these intervals (the Erdo sTura n condition, cf. [35, Chapter 4.1]). In this
second group we can prove asymptotic error estimates that are precise in
an n th root sense.
In the third group it is assumed that the defining measure + satisfies the
Szego condition, i.e., supp(+)=[a, b] and
|
b
a
log +$(t)
- (t&a)(b&t)
dt>&, (1.5)
where again +$ is the RadonNikodym derivative of +. The Szego condition
is much stronger than the n th root regular behavior requires, and conse-
quently, considerably stronger asymptotic error estimates can be proved in
this last group.
Asymptotic estimates are presented in a norm and in a pointwise fashion.
In the second group besides the L2-norm also the L-norm is considered.
It turns out that under appropriate assumptions, best approximants in
both norms have identical asymptotic error estimates in an n th root sense.
Also, in the second group the asymptotic distribution of poles, zeros, and
interpolation points of the best approximants Rn* are studied. Using a
slightly different approach that relies more on duality and the connection
to n-widths, but again uses orthogonal polynomials with varying weights,
more general results are proposed in [5] if + satisfies the Szego ’s condition.
These results concern best meromorphic approximation with a prescribed
number of poles in L p(T), 1p, where T denotes the unit circle. They
contain actually Theorem 8 of the present paper, since meromorphic
approximation is just rational approximation when p=2, because of the
orthogonality of H 02(V) and the complex-conjugate space H2(V) of H2(V)
in L2(T).
The outline of the paper is as follows: All the results are stated and
discussed in Section 2. In Section 3 preparatory results about best rational
approximants in H 02(V), rational interpolants to Markov functions, and
potential theory are assembled. The proofs of the results stated in Section 2
are finally given in Sections 4 through 6.
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2. MAIN RESULTS
In the first group of results no assumptions, except (1.2), are made with
respect to the defining measure + in (1.1). The concepts of the condenser
capacity and condenser potentials are fundamental for the description of
the asymptotic error estimates.
Definition 2.1. The logarithmic capacity is denoted by cap( } ) (see
[31, 32]). Let K1 , K2 C be two disjoint, compact sets of positive capacity,
and let the two sets be separated by the chain of smooth curves C, oriented so
that K1 is interior to C. There exists a function pK1 , K2 : C "(Int(K1) _ Int(K2))
 R that is assumed to be subharmonic in a neighborhood of K1 , super-
harmonic in a neighborhood of K2 , harmonic in C "(K1 _ K2), and there
exists a constant c>0 such that
pK1 , K2(z)={0c
for quasi every z # K1
for quasi every z # K2 ,
(2.2)
and
1
2? C
pK1 , K2(‘)
n‘
ds‘=1, (2.3)
where n‘ denotes the outer normal derivative on C. The function pK1 , K2
exists uniquely, and it is called the condenser potential of the condenser
(K1 , K2). The condenser capacity is defined as
cap(K1 , K2)=
1
c
(2.4)
(cf. [1] or [32, Chapter VIII, Theorem 2.6]). Note that, by uniqueness, we
have
pK1 , K2(z)+ pK2 , K1(z)=
1
cap(K1 , K2)
, z # C "(K1 _ K2).
A property is said to hold quasi everywhere on a set SC if it holds on S
with possible exceptions on a subset of outer capacity zero (cf. [20, Chapter II,
No. 6], or [35, Appendix I]). If cap(K1)=0 or cap(K2)=0, then by definition
pK1 , K2(z) :=0 for all z # C "(Int(K1) _ Int(K2)) and cap(K1 , K2) :=0.
Remarks. (1) In the present paper we consider only the two special
condensers (supp(+), T), i.e., K1=supp(+) and K2=T=D, and (supp(+),
supp(+)&1) with supp(+)&1 denoting the reflection of the set supp(+)
across the unit circle T.
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(2) It follows from assumption (1.2) that cap(supp(+), T)<, and
we have cap(supp(+), T)=0 if and only if cap(supp(+))=0.
(3) If supp(+) is an interval, i.e.,
supp(+)=[a, b], (2.5)
then rather explicit expressions can be given for the condenser potential
p[a, b], T and the condenser capacity cap([a, b], T) using elliptic integrals.
Since we shall need these expressions at later places, we elaborate on
case (2.5) in more detail in the next example.
Example 2.6. Let [a, b]&1 be the reflection of [a, b] across the unit
circle T, and let . be the conformal map of the ring domain C "([a, b] _
[a, b]&1) onto the annulus [r<|z|<1r], 0<r<1, with .(b)=r. The
restriction of . to D"[a, b] maps D"[a, b] onto [r<|z|<1]. Note also
that |.| extends continuously to [a, b] and [a, b]&1, although the function
. itself has conjugate determination from above and below the cuts. It
follows rather immediately from (2.2), (2.3), and (2.4) that
cap([a, b], T)=
1
log 1r
, cap([a, b], [a, b]&1)=
1
2 log 1r
,
p[a, b], T(z)={
log( |.(z)|r)
1
log 1r
for z # D
for z # C "D
(2.6)
p[a, b], [a, b]&1(z)=log( |.(z)|r) for z # C
(cf. [14, Chapter V, Sect. 1]). The number 1r is also known as the modulus
of the ring domain D"[a, b]. The mapping function . can be expressed by
the elliptic integral
.(z)=exp _? 1&ab2K |
z
1
dt
- (t&a)(t&b)(1&ab)(1&bt)& (2.7)
with integration along any path in C "([a, b] _ [a, b]&1), and K denotes
the complete elliptic integral of the first kind
K :=F \?2 , k+=|
1
0
dt
- (1&t2)(1&k2t2)
=
1&ab
2 |
b
a
dt
- (t&a)(b&t)(1&at)(1&bt)
(2.8)
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with modulus k :=(b&a)(1&ab) (cf. [27, Chapter VI], or [18, Chapter 5]).
The definite integral from b to 1 in (2.7) can be evaluated as
|
1
b
dt
- (t&a)(t&b)(1&at)(1&bt)
=
1
1&ab |
1
0
dt
- (1&t2)(1&k$2t2)
=
F \?2 , k$+
1&ab
=
K$
1&ab
(2.9)
with k$ the conjugate modulus k$=- 1&k2=- (1&a2)(1&b2)(1&ab).
From (2.6), (2.7), and (2.9) it follows that
cap([a, b], T)=
2
?
K
K$
, cap([a, b], [a, b]&1)=
1
?
K
K$
. (2.10)
We note that if supp(+)[a, b], then cap(supp(+), T)cap([a, b], T).
Thus, (2.10) gives an explicit upper estimate for cap(supp(+), T) and in the
general case.
In the first group of results we have two theorems, the first one with an
error estimate in norm and the second one with a pointwise version.
Theorem 1. If f is a Markov function (1.1) with defining measure +
satisfying (1.2), then for any sequence of best approximants Rn*=Rn*( f; } ),
n=1, 2, ..., we have
lim sup
n  
& f&Rn*&12nexp _ &1cap(supp(+), T)& . (2.11)
Remarks. (1) Since the right hand side of (2.11) is smaller than 1, it
follows from (2.10) that we always have geometric convergence in the
L2-norm (1.3). If cap(supp(+))=0, then the convergence even is faster than
geometric. Theorem 3, below, will show that (2.11) is sharp.
(2) In the present paper only Markov functions f are approximated.
For K, a compact subset of C disjoint from T, and f, a general analytic
function in C "K, remarkable results of Parfenov and Prokhorov [29, 30]
(formerly Gonchar’s conjecture) assert that Theorem 1 remains true if
supp(+) is replaced in (2.11) by K and lim sup replaced by lim inf . Results
of the type given in Theorem 1 and also in the Theorems 3 and 4 have been
proved in [15], but there the best rational approximants are defined on a
real interval E disjoint from supp(+).
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Back to the case of Markov functions: since Rn* has all its poles in D,
we observe that (2.11) and the Cauchy formula imply that the convergence
Rn*  f holds throughout C "D . But more can be proved.
Theorem 2. Let f be a Markov function (1.1) with defining measure +
satisfying (1.2), and let I(+)=[a, b] denote the smallest interval containing
supp(+). Then we have
lim sup
n  
| f (z)&Rn*(z)|12n
exp[&psupp(+), T(z)]
for z # D "I(+)
{ (2.12)max \} 1&aza&z } , } 1&bzb&z }+ exp _& 1cap(supp(+), T)&for z # C "D
locally uniformly for z # C "I(+), with psupp(+), T the condenser potential defined
by (2.2) and (2.3).
Remark. Since the right-hand side of (2.12) is smaller than 1 for all
z # C "I(+), we have geometric convergence throughout C "I(+), and since
max( | 1&aza&z |, |
1&bz
b&z | )<1 for all z # C "D , the right-hand side of (2.12) is
smaller in C "D than on T. However, the estimate (2.12) may no be sharp
on C "D .
Next, we come to the results in the second group. The main difference
with the first group is that the limes superior in (2.11) and (2.12) is replaced
by proper limits and that the inequalities are replaced by equalities. Of course,
this is only possible if the class of functions (1.1) is restricted by additional
assumptions. These assumptions are concerned with the defining measure
+. It turns out that a natural condition is related with the asymptotic
behavior of polynomials that are orthonormal with respect to +.
Definition 2.13. Let + be a positive measure with compact support in
R. When cap(supp(+))>0, we say that the orthonormal polynomials with
respect to + have regular nth root asymptotic behavior, if the asymptotic
relation
lim
n  
1
n
log | pn(z)|= gC "supp(+)(z, ) (2.14)
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holds locally uniformly for z # C"I(+). Here, by gD(z, x) we denote the
Green function of the domain DC . In case (2.14) is satisfied, we write
+ # Reg (cf. [35, Chapter 3]). We also may say that + is regular with
respect to orthonormal polynomials.
There exist a number of criteria that ensure that + # Reg (cf. [35,
Chapter 4]). Most often used is the Erdo sTura n condition, which says
that if supp(+) is the union of finitely many closed intervals and if the
RadonNikodym derivative +$ of + with respect to Lebesgue measure is
positive almost everywhere on these intervals, then + # Reg. There exist
weaker conditions, which however involve more complicated constructions.
The first two theorems in the present group are counterparts to Theorems
1 and 2. They are complemented by a theorem that estimates the L-error and
by a theorem about the asymptotic distribution of poles, zeros, and interpola-
tion points of the H2 approximants. The results are very analogous to
those obtained in [15] for best rational approximants on an interval
[:, ;] # R "[&1, 1] if [:, ;] is the reflection of supp(+) across T.
Theorem 3. If f is a Markov function (1.1) with defining measure +
satisfying (1.2) and + # Reg, then we have
lim
n  
& f&Rn*&12n=exp _ &1cap(supp(+), T)& . (2.15)
In the next two theorems we need the condenser potential psupp(+), supp(+)&1
of the condenser (supp(+), supp(+)&1). Because of the symmetry of the
condenser (supp(+), supp(+)&1) with respect to T, we have
cap(supp(+), T)=2 cap(supp(+), supp(+)&1) (2.16)
and
psupp(+), supp(+)&1(z)= psupp(+), T(z) for z # D . (2.17)
Theorem 4. If f is a Markov function (1.1) with defining measure +
satisfying (1.2) and + # Reg, then we have
lim
n  
| f (z)&Rn*(z)| 12n=exp[&psupp(+), supp(+)&1(z)], (2.18)
locally uniformly for z # C "(I(+) _ I(+)&1), and, for any sequence zn 
z0 # I(+)&1, zn # V=C "D we have
lim sup
n  
| f (zn)&Rn*(zn)|12nexp[&psupp(+), supp(+)&1(z0)]. (2.19)
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Remark. A glance at (2.18) and (2.12) shows that, on C "D , the right-
hand side of (2.18) is necessarily not greater than that of (2.12). This will
be established in the course of the proof. Note, already, that the right-hand
sides are identical on D "I(+), by (2.17).
A restriction of (2.18) to the unit circle T yields with (2.16), (2.17), and
(2.4) that
lim
n  
| f (z)&Rn*(z)| 12n=exp _ &1cap(supp(+), T)& (2.20)
uniformly for z # T. Hence, the nth root of the approximation error is
asymptotically circular on T. As a consequence, we can deduce that the
L2- and L-best approximants have identical asymptotic error estimates
in a nth root sense. Let R*n,  denote a best rational approximant with
respect to the L-norm, i.e., let & }&T denote the sup-norm on T, and let
R*n,  # R1n, n satisfy (1.4) with the L
2-norm replaced by the norm & }&T .
Theorem 5. Under the assumptions of Theorems 3 and 4, we have
lim
n  
& f&R*n,  &12nT =exp _& 1cap(supp(+), T)& . (2.21)
As an appendix to the results presented so far in the second group, we
state and discuss a theorem about the asymptotic distribution of the poles
and zeros of L2-best approximants Rn* and also of the zeros of the error
functions f &Rn* in C "I(+). The zeros of the error function are interpola-
tion points for the approximants Rn*. The statement of the theorem
demands some preparations.
We list in the next lemma several assertions about the location of the
zeros and poles of Rn* and the zeros of f &Rn* that have been proved in
[9, Proposition 5]. Actually, [9] only treats the case of rational functions
with real coefficients, but it has been shown in [4] that best approximants
to Markov functions have real coefficients if they are chosen among all
rational functions of degree at most n with complex coefficients even.
Lemma 2.22. Let f be a Markov function (1.1) with defining measure +
satisfying (1.2), and assume that supp(+) contains infinitely many points.
Then
(i) The numerator and denominator degrees of Rn* are exactly n&1
and n, respectively,
(ii) All poles and zeros of Rn* are simple and contained in I(+) (the
smallest interval containing supp(+)),
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(iii) The n poles and n&1 zeros of Rn* interlace,
(iv) The error function f &Rn* has a double zero at the reflection
(across T) of each pole of Rn*,
(v) In addition to the 2n zeros mentioned in (iv), the error function
f &Rn* has a further zero at infinity,
(vi) Besides of the 2n+1 zeros mentioned in (iv) and (v), f &Rn* has
no other zeros in C "I(+).
Remark. Since f &Rn* has a total number of 2n+1 zeros in C "I(+), the
rational function Rn* # R1n&1, n is uniquely determined by interpolation (cf.
[35, Chapter 6.1]). (However, this does not mean that Rn* is uniquely
determined by its L2-minimality.) The most important part of Lemma 2.22
is perhaps assertion (iv). It has first been proved for L2-best approximants
with fixed denominators by Walsh [39], for approximants with free poles
it has been proved in [12] under the additional assumption that all poles
of Rn* are simple. The final form for Rn* has been proved in [21], and its
extension to stationary points of (1.4) in [2].
Let Pn=P(Rn*) and Zn=Z(Rn*) denote the set of all poles and all zeros,
respectively, of Rn* , and In=Z( f &Rn*) |C "I(+) the set of all interpolation
points of Rn* outside of I(+), taking account of multiplicities by repetitions.
For the description of the asymptotic distributions we need the equilibrium
distributions of condensers.
Definition 2.23. Let K1 , K2 C be two disjoint, compact sets of positive
capacity. The condenser potential pK2 , K1 can be represented as
pK2 , K1(z)=| gC "K2(z, x) d|K1 , K2(x), (2.24)
with |K1 , K2 a probability measure on K1 (cf. [20, Theorem 1.22$], or
[32, Chapter VIII, Theorem 2.6]). The measure |K1 , K2 is the condenser
equilibrium distribution on K1 of the condenser (K1 , K2). By interchanging
the role of the two sets K1 and K2 , a probability measure |K2 , K1 on K2 is
defined, which is the condenser equilibrium distribution on K2 .
Remark. The measure |K1 , K2 (and in an analogous way the measure
|K2 , K1) can also be defined by the minimal energy property
I(|K1 , K2)=inf|
I(|), I(|) :=|| gC "K2(x, y) d|(x) d|( y), (2.25)
where the infimum extends over all probability measures | with supp(|)K1 .
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In our applications we are concerned only with the two condensers
(K1 , K2)=(supp(+), T) and (K1 , K2)=(supp(+), supp(+)&1). Because of
the symmetry of the condenser (supp(+), supp(+)&1) with respect to T,
|supp(+), T=|supp(+), supp(+)&1 , and |supp(+)&1, supp(+) is the image measure of
|supp(+), T under the map t [ 1t.
Example 2.26. In case supp(+) is an interval [a, b](&1, 1), it is
possible to give explicit representations for both measures |[a, b], T and
|supp(+)&1, supp(+) . It follows from (2.6) and (2.7) (cf. [27, Chapter VI]) that
d|[a, b], T(x)=
(1&ab) dx
2K - (x&a)(b&x)(1&ax)(1&bx)
for x # [a, b],
d|T, [a, b](‘)=
(1&ab) dt
4K |‘&a| |‘&b|
for ‘=eit ‘ # T, (2.27)
d|[a, b]&1, [a, b](x)=
(1&ab) dx
2K - (x&a)(b&x)(1&ax)(1&bx)
for x # [a, b]&1.
The square root is assumed to be positive, and K denotes the complete
elliptic integral of the first kind given in (2.8).
Theorem 6. Let f be a Markov function (1.1) with defining measure +
satisfying (1.2) and + # Reg, then for any subinterval [:, ;]I(+) we have
lim
n  
1
n
card(P(Rn*) & [:, ;])= lim
n  
1
n
card(Z(Rn*) & [:, ;])
=|supp(+), T([:, ;]), (2.28)
where P(Rn*) and Z(Rn*) are the sets of poles and zeros of Rn*, respectively.
For the set of interpolation points In=Z( f &Rn*) | C "I(+) and for each sub-
interval [:, ;]I(+)&1 we have
lim
n  
1
2n
card(In & [:, ;])=|supp(+)&1, supp(+)([:, ;]). (2.29)
The measures |supp(+), T and |supp(+)&1, supp(+) are condenser equilibrium
distributions on supp(+) and supp(+)&1, respectively.
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Remarks. (1) The condition + # Reg implies already the cap(supp(+))
>0. Hence, the condition for the existence of the condenser equilibrium
distributions |supp(+), T and |supp(+)&1, supp(+) is automatically satisfied.
(2) If condition + # Reg is not satisfied, then an asymptotic distribu-
tion in the sense of (2.28) and (2.29) may not hold true.
The asymptotic relations (2.28) and (2.29) can be written in a more
elegant form by using counting measures and weak convergence. For a
finite set SC the counting measure &S is defined as z # S $z , and a
sequences of measures [+n] is said to converge weakly to a limit measure
+0 , written as +n * +0 , if  f d+n   f d+0 for any function f continuous
on C . With these notions the relations (2.22) and (2.23) can be rewritten as
1
n
&P(R*n) * |supp(+), T=|supp(+), supp(+)&1 ,
1
n
&Z(R*n) * |supp(+), T=|supp(+), supp(+)&1 , (2.30)
1
2n
&In * |supp(+)&1, supp(+) , as n  .
We now come to the third and last group of results. Here, a rather strong
assumption is made with respect to the defining measure + in (1.1): it has
now to belong to the Szego class. As a consequence we can prove rather
precise asymptotic relations, so-called power asymptotics or strong asymptotics.
We start with some preparations, which includes the definition of a
Szego function that is specially adapted to the approximation problem.
Originally, the Szego function and also the Szego condition have been intro-
duced for the study of the asymptotic behavior of orthonormal polynomials
defined on the circle T or on a real interval (cf. [37, Chapter XII]). In
the present paper the definition of the Szego function has to reflect the
symmetry of the approximation problem with respect to T, which is caused
by the correspondence between the poles and the interpolation points of
the approximants Rn*.
Definition 2.31. A positive measure + with compact support belongs
to the Szego class on R (or satisfies the Szego condition on R) if in the
Lebesgue decomposition
d+(x)=+$(x) dx+d+s(x), x # [a, b] :=supp(+), (2.32)
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the RadonNikodym derivative +$ satisfies (1.5), i.e.,
|
b
a
log +$(x)
- (x&a)(b&x)
dx>&. (2.33)
While the Szego condition defined in (2.33) is identical with the classical
one, the definitions of the geometric mean of the measure + and the new
Szego function associated with + possess some special features, which will
be discussed in some remarks below.
Definition 2.34. Let + be a positive measure with compact support
supp(+)(&1, 1), and let
d+(x)=
+* (x) dx
? - (x&a)(b&x)
+d+s(x), x # [a, b] :=I(+), (2.35)
be the Lebesgue decomposition of + with respect to the equilibrium distri-
bution d|[a, b] :=dx(? - (x&a)(b&x)), x # [a, b], on [a, b]. The
measure +s is assumed to be singular with respect to the equilibrium distri-
bution |[a, b] , which is equivalent to being singular with respect to the
Lebesgue measure. The geometric mean of + is defined as
D(+) :=exp _| log +* (x) d|[a, b], T(x)& , (2.36)
where |[a, b], T is the condenser equilibrium distribution of the condenser
([a, b], T) introduced in (2.24), and an explicit representation of which is
given in (2.27).
Lemma 2.37. A measure + with supp(+)[a, b](&1, 1) belongs to
the Szego class on [a, b] if, and only if, D(+)>0.
Remarks. (1) The two different types of equilibrium distributions |[a, b]
and |[a, b], T should not be mixed up. The density function +* is defined with
respect to the equilibrium distribution |[a, b] , i.e., +* =d+d|[a, b] , but in (2.36)
the integration of +* is done with respect to |[a, b], T . Strictly speaking, D(+)
is a weighted geometric mean of +* with respect to the condenser equilibrium
distribution |[a, b], T as weight. The use of this specific weight is justified by
(2.44) in Theorem 7 and (2.46) in the corollary to Theorem 8, below.
(2) Because of (2.35) we have +* #1 if +=|[a, b] . The density +*
represents the deviation of the absolute continuous part of + from the
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equilibrium distribution |[a, b] , and +=|[a, b] can be considered as the
prototypical example for a defining measure in (1.1).
(3) From (2.32) and (2.35) it is immediate that +* (x)=
? - (x&a)(b&x) +$(x) for x # [a, b]. From (2.27) it therefore follows that
(2.33) is satisfied if, and only if,  log +* (x) d|[a, b], T(x)>& (cf. the proof
of Lemma 2.37, below). This last condition guarantees that the Szego
function exists, which will be introduced now.
Definition 2.38. Let + belong to the Szego class with supp(+)=[a, b]
(&1, 1). Then the function
D(+; z) :=exp _- (z&a)(z&b)(1&az)(1&bz)
_
1
2? |
b
a
log(+* (x)D(+))
- (x&a)(b&x)(1&ax)(1&bx)
(1&2xz+x2) dx
(x&z)(1&xz) & ,
(2.39)
z # C "([a, b] _ [a, b]&1), is called the Szego function with respect to the
measure + and the condenser ([a, b], [a, b]&1), where the first square root
has to be taken negative at z=1 and the second one positive for x # (a, b).
Lemma 2.40. (i) The function D(+; } ) is analytic and different from
zero in C "([a, b] _ [a, b]&1).
(ii) For the increment of arg D(+; } ) along T we have 22?t=0
arg D(+; eit)=0.
(iii) The function D(+; z) has non-tangential boundary values almost
everywhere on [a, b] _ [a, b]&1 from both sides, and we have
|D(+; x\i0)|2={
+* (x)
D(+)
D(+)
+* (1x)
for almost every x # [a, b],
for almost every x # [a, b]&1.
(2.41)
(iv) We have
|D(+; z)|2=1 for all z # T. (2.42)
Remarks. (1) The assertions (i), (ii), and (iii) in Lemma 2.40 deter-
mine the Szego function D(+, } ) uniquely, and they could be taken as
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definition for this function. In some sense they are also more instructive
than Definition 2.38 itself. Lemma 2.40 will be proved in Section 5.
(2) We will see in the proof how the specific normalization of the
density function +* in (2.41) by the geometric mean D(+) is necessary to
achieve assertion (ii).
(3) The assertions (iii) and (iv) are the most important properties of
the Szego function D(+; } ).
It seems that different approximation and extremality problems demand
different Szego functions. In some sense these functions have to be tailored
for the specific needs. In [22] the asymptotic behavior of minimal Blaschke
products has been investigated and in this problem lead to a Szego func-
tion that is very similar to the one used here. Actually, it is identical up to
two different normalizations. A definition of a Szego function on an annulus
along with a proof of its existence can also be found in [33, Theorem 9].
We are now prepared to state the two theorems that are the main results
in the third group.
Theorem 7. Let f be a Markov function (1.1) with defining measure +
belonging to the Szego class on [a, b]=supp(+)(&1, 1). Set
\=\[a, b] :=exp _ &1cap([a, b], T)& . (2.43)
Then we have
lim
n  
& f&Rn*& \&2n[a, b]= 8K?(1&ab) D(+), (2.44)
where K is the complete elliptic integral of the first kind with modulus
k=(b&a)(1&ab).
Remark. Note that the constant \[a, b] depends only on the geometry of
the problem, i.e., on supp(+)=[a, b], while D(+) depends on the measure
+ itself. If one takes the 2n th root on both sides of (2.44), it is immediate
that (2.44) implies (2.15).
As in Theorems 2 and 4, here also in the third group there exist strong
asymptotic error estimates that hold throughout C "[a, b].
Theorem 8. Let f be a Markov function (1.1) with defining measure +
belonging to the Szego class on [a, b]=supp(+)(&1, 1), and let . denote
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the conformal map .: C "([a, b] _ [a, b]&1)  [\<|z|<1\] defined as in
(2.7) with .(b)=\=\[a, b] and \[a, b] defined by (2.43). Then we have
f (z)&Rn*(z)=(1+o(1)) \2n[a, b] .(z)
&2n D(+) D(+; z)2
&2
- (z&a)(z&b)
,
(2.45)
when o(1) denotes Landau’s little ‘‘oh’’, which holds locally uniformly for
z # C "([a, b] _ [a, b]&1).
Remarks. (1) In (2.45) the constant \[a, b] , the function ., and the func-
tion [(z&a)(z&b)]&12 depend only on the geometry of the problem, while
D(+) and the Szego function D(+; } ) depend on the measure +. If one takes the
2n th root on both sides of (2.45), one arrives at (2.18) in Theorem 4.
(2) We have |\[a, b] .(z)|<1 for all z # C "([a, b] _ [a, b]&1). There-
fore, (2.45) implies geometric convergence throughout C "([a, b] _ [a, b]&1).
The upper asymptotic estimate can be extended to [a, b]&1 by the maximum
principle.
Since |.(z)|=1 for z # T, we deduce from Theorem 8 the following
Corollary. Under the assumptions of Theorem 7 we have
lim
n  
| f (z)&Rn*(z)| \&2n[a, b]=
2D(+)
- |(z&a)(z&b)|
, (2.46)
uniformly for all z # T.
A comparison of (2.46) with (2.20) sheds light on a major difference
between n th root and power asymptotics. From the limit (2.46) we learn
that the error function f &Rn* is not asymptotically circular on T. Hence,
the L2-best approximants Rn* and the L-best approximants R*n,  have a
different asymptotic behavior in the sense of power asymptotics. This
difference is smoothed away by taking the n th root of the error function,
as Theorem 5 shows.
All results stated so far in the present section hold not only for best
rational approximants Rn*, but also for all rational functions R n # R1n&1, n
for which the norm of the error & f&R n& has zero derivative respective to
the coefficients of R n . These functions will be called stationary, and their
definition will be outlined below.
We consider the functional
(q) :=" f &Lqq "=infp " f &
p
q", (2.47)
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where the infimum extends over all p # Pn&1 , while q # Pn is a given monic
polynomial of exact degree n with Z(q)D. In the sequel the set of all
such polynomials q will be denoted by P1n . The elements of P
1
n are
parameterized by the n coefficients qj , j=1, ..., n, of the monic polynomial
q(z)=zn+q1 zn&1+ } } } +qn # P1n .
Definition 2.48. A rational function
R n=
Lq
q
, q(z)=zn+q1 zn&1+ } } } +qn (2.49)
is called a stationary point of (2.47) or a stationary approximant (in L2) if

qj
(q)=0 for j=1, ..., n. (2.50)
The concept of stationary approximants R n # R1n&1, n in H
2-best approxi-
mation has been developed and studied in [2] and [9]. All local minima
of (2.47) are stationary points, and therefore stationary approximants are
candidates for best rational approximants Rn*. Of course, as usual, the
relation between local and global minima is an intriguing problem. Fortu-
nately, in the case of Markov functions, this relation is rather well understood.
In [9, Proposition 5], it has been shown that stationary points can be
characterized by a weighted orthogonality relation for the denominators
of the approximants R n ’s. In [9] and [8] it has been shown that under
certain conditions on + there exists only one single stationary point R n for a
given n, and this is then the uniquely existing best rational approximant Rn*.
In general, the best rational approximants Rn* to a Markov function may
not be unique (cf. [7]). The next theorem, however, guarantees that not
only the different best approximants Rn*, but also all stationary points R n
have the same asymptotic error estimates.
Theorem 9. Everywhere in the Theorems 1 through 8 the best rational
approximants Rn* can be replaced by any stationary approximant R n of
degree n, and all conclusions hold true for this larger family of functions.
Remark. In [8] it has been shown that if the defining measure + in the
Markov function (1.1) belongs to the Szego class, then there exists n0 such
that for every nn0 there exists only one stationary approximant R n=Rn*.
Thus, Theorem 9 states nothing new in this situation.
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3. AUXILIARY RESULTS
In the present section a number of results and definitions are assembled,
which will be fundamental for proofs in the Sections 4 and 5.
Let \~ denote the reversed polynomial
p~ (z) :=znp \1z+ , (3.1)
where p # Pn . The zeros of p~ are the reflections of the zeros of p on the unit
circle T. Notice that the definition of \~ depends on n; usually it is clear
from the context which n is meant. The next lemma has been proved in
[9, Proposition 5].
Lemma 3.2. If f is a Markov function (1.1) with defining measure +
satisfying (1.2) and assume that supp(+) is not finite, then the assertion of
Lemma 2.22 holds for all stationary rational functions R n , and not only for
best rational approximants Rn*, as stated in Lemma 2.22.
Remarks. (1) Let qn be the denominator of R n . It follows from asser-
tion (i) of Lemma 2.22 that deg (qn)=n, and from assertions (iv) and (v)
of the same lemma that the function R n interpolates f in the zeros of the
polynomial qn
t2 in Hermite’s sense. If one takes also into account the situa-
tion at infinity, then the total number of interpolation points is 2n+1.
Notice that at infinity both functions, f and R n , have a systematic zero. The
function R n is determined uniquely already by interpolation in the 2n zeros
of qn
t2.
(2) From assertion (ii) of Lemma 2.22 we learn that all zeros of qn
are contained in I(+)(&1, 1). Consequently all interpolation points are
contained in I(+)&1 _ [] which is a subset of R "[&1, 1]. If the denominator
polynomial qn is chosen to be monic, then the polynomial qn has only real
coefficients.
For general analytic functions, rational interpolants may not exist for
every constellations of interpolation points. The existence problem is
usually overcome by considering multipoint Pade approximants instead of
the proper interpolants. However, for Markov functions and conjugate
symmetric interpolation points, there are no difficulties of this kind. The
convergence theory of multipoint Pade approximants will be a major tool
in the proofs of results of Section 2. Before we can state the main result in
this direction we have to introduce some notations.
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Let a triangular scheme of interpolation points
a11
A=(aij)
i=1, 2, ...
j=1, ..., i =\a21 a22 + , aij # C , (3.3)b b . . .
be given and define the polynomial wn by
wn(z) := ‘
n
j=1 \1&
z
anj+ , n # N. (3.4)
The support of the scheme A is defined as supp(A) :=Closure[anj , n=1,
2, ..., j=1, ..., n], the essential support as the sets of accumulation points of
supp(A), and it is denoted by essensupp(A). In order that the polynomial wn
in (3.4) is properly defined, we assume that all points anj in the interpolation
scheme A are different from zero, which can always be achieved by a shift
of the whole interpolation problem.
Definition 3.5. Let the function f be defined on supp(A). For any
pair of numbers m, n # N there exists a pair of polynomials pmn # Pm ,
qmn # Pn , qmn 0 that satisfies
(qmn f &pmn)(z)={O(wm+n+1(z))O(zdeg (wm+n+1)&m&n&1)
as z  Z(wm+n+1)
as z  .
(3.6)
The rational function
Rmn=Rmn( f, A; }) :=
pmn
qmn
(3.7)
is the multipoint Pade approximant of degree m, n. It is uniquely determined
by (3.6), but in general it does not interpolate f in each of the m+n+1
points of the m+n+1th row Am+n+1 in the scheme A because (3.6)
could read 0=0 in case some am+n+1 j is a zero of qmn . Thus, in this case,
we do not get a proper rational interpolant. If however a rational inter-
polant exists, then it is identical with Rmn . In (3.6) by Z( p) we have
denoted the set of all zeros of the polynomial p taking account of multi-
plicities, and by O( } ) the Landau symbol ‘‘big oh.’’
In case of Markov functions (1.1) the multipoint Pade approximants
have especially nice properties. If the interpolation scheme A is such that
wn(z)=wn(z ) for all n # N (3.8)
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and
supp(A) & I(+)=,, (3.9)
then the multipoint Pade approximants Rn&1, n( f, A; } ) to Markov func-
tion f are proper rational interpolants (cf. [35, Lemma 6.1.2]).
In our analysis the interpolation points will be the zeros of the polyno-
mial q~ 2, where q is the denominator of the stationary rational function R n .
From the remarks to Lemma 3.2 we then know that the conditions (3.8)
and (3.9) are satisfied for this situation.
It is a classical result that the denominators of finite sections of con-
tinued fractions are determined by orthogonality. The same is true for the
denominators of multipoint Pade approximants, but now the orthogonality
relation depends on n. In [35, Lemma 6.1.2], the following result has been
proved.
Lemma 3.10. A polynomial qn # Pn , qn 0, is the denominator of
Rn&1, n( f, A; }) if, and only if,
| x lqn(x)
d+(x)
w2n(x)
=0 for l=0, ..., n&1. (3.11)
For the interpolation error f &Rn&1, n we have the representation
( f &Rn&1, n( f, A; } ))(z)=
w2n(z)
qn(z)2 |
qn(x)2
w2n(x)
d+(x)
x&z
. (3.12)
Remarks. (1) Orthogonality (3.11) has been derived in [9] for stationary
approximants R n independently from the theory of multipoint Pade
approximants.
(2) If the assumptions (3.8) and (3.9) are satisfied, then the measures
w&12n d+ are real and have no sign changes on supp(+).
(3) We note that (3.12) implies that the interpolation error f &Rn&1, n
is fully determined if the two polynomials qn and w2n are known. Since w2n is
usually given by the interpolation problem, the critical question is the deter-
mination of the denominator qn .
Polynomials qn satisfying relation (3.11) are called orthogonal with varying
weights, and there is a growing literature on this subject. A comprehensive
survey is contained in [32].
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Relation (3.11) does not imply a specific normalization of the polynomials
qn . The most often used types are monic and orthonormal polynomials. In
the later case we have qn(z)=#n zn+ } } } # Pn with the leading coefficient
#n>0 determined by
| qn(x)2
d+(x)
w2n(x)
=1. (3.13)
For multipoint Pade approximants to Markov functions asymptotic
error estimates have been proved in the weak and strong sense. The formula-
tion of these results demands some definitions.
Definition 3.14. We say that the interpolation scheme A has a
probability measure :=:(A) as its asymptotic distribution if
1
n
:
n
j=1
$anj * : as n  , (3.15)
where, as in (2.30), * denotes convergence in the weak topology of
measures defined on C .
For any domain DC and any positive measure : on D the Green
potential is defined as
g(D, :; z) :=| gD(z, x) d:(x). (3.16)
As in (2.14), gD(z, x) denotes the Green function of the domain D. If
cap(D)=0, then by definition gD(z, x)= for all z, x # D. The next
proposition has been proved in [35, Theorem 6.1.6], but is already contained
in the earlier papers [16] and [24].
Proposition 3.17. Let f be a Markov function and A an interpolation
scheme with asymptotic distribution : that satisfies (3.8) and (3.9).
(i) We have
lim sup
n  
| f (z)&Rn&1, n( f, A; z)|12nexp[&g(C "supp(+), :; z)] (3.18)
locally uniformly for z # C "I(+).
(ii) If the defining measure + of the Markov function (1.1) is regular
in the sense of Definition 2.13, then, in (3.18), equality holds and we have a
proper limit instead of the limes superior.
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The statement of strong asymptotic error estimates involves yet another
Szego function which is different from the one introduced in Definition 2.38.
Definition 3.19. Let the defining measure + in (1.1) belong to the Szego
class on [a, b] introduced in Definition 2.31. With the RadonNikodym
derivative +* =d+d| as introduced in (2.35) the Szego function G(+; }) is
defined as
G(+; z) :=exp _ 12? - (z&a)(z&b) |
b
a
log +* (x)
- (b&x)(x&a)
dx
z&x& ,
z # C "[a, b]. (3.20)
We have
G(+; )>0 (3.21)
if, and only if, + belongs to the Szego class. The properties of G(+; } ) stated
in the next lemma are a rather immediate consequence of (3.20), and they
can be taken as defining properties of the Szego function (cf. [19, p. 62] for
the case of a disk, or [34, Assertion 2.13]).
Lemma 3.22. Let the measure + belong to the Szego class on [a, b].
Then
(i) G(+; } ) is an outer function in the Hardy space H2 on C "[a, b],
it is analytic and different from zero in C "[a, b].
(ii) We have
lim
y  0+
|G(+; x\iy)|2=+* (x) (3.23)
for almost every x # [a, b].
Remark. It is a consequence of assertion (i) in Lemma 3.22 that G(+; } )
has non-tangential boundary values almost everywhere in [a, b] (cf. [19]).
Hence, the limit in (3.23) exists for almost every x # [a, b].
By  we denote the conformal map : C "[a, b]  D with ()=0 and
$()>0, which is given by
(z)=
2
b&a _z&
b+a
2
&- (z&a)(z&b)& . (3.24)
Strong asymptotic error estimates have been proved in [38] under the
assumption that the defining measure + of the Markov function (1.1) is
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absolutely continuous (with respect to the Lebesgue measure) and that the
points anj of the interpolation scheme A stay away from [a, b] by a
positive distance. In [25] and [11] it has been proved under the assump-
tion (3.26) below, together with some other admissibility conditions. In the
form stated here the proposition has been proved in [34, Theorem 2].
Proposition 3.25. Let the defining measure + in the Markov function f
belongs to the Szego class on [a, b], assume that the interpolation points anj ,
j=1, ..., n, n # N, of the scheme A satisfies (3.8), (3.9), and assume further
that
lim
n  
:
2n
j=1
(1&|(a2n, j)| )=. (3.26)
Then we have
f (z)&Rn&1, n( f, A; z)
=(&2+o(1))
G(+; z)2
- (z&a)(z&b)
‘
2n
j=1
(z)&(a2n, j)
1&(a2n, j) (z)
as n  
(3.27)
with o(1) denoting the Landau symbol ‘‘little oh’’, which holds in (3.27) on
any compact subset of C "[a, b]. The sign of the square root in (3.27) is
chosen such that - (z&a)(z&b)=z+O(1) as z  .
We note that Proposition 3.25 is the strong version of the analogue of
Markov’s classical theorem about the convergence of continued fractions to
functions of type (1.1). The analogy means here that multipoint Pade
approximants and not sections of continued fractions are considered.
Proposition 3.25 will be one of the main tools in the proof of the Theorems
7 and 8. In addition we need a result, which is closely related to Proposi-
tion 3.25, and is stated in the next proposition. A proof can be found in
[34, Proposition 2.21], or in [25, Theorem 9].
Proposition 3.28. Let qn # Pn be the orthogonal polynomial defined by
(3.11) and (3.13). Under the assumptions of Proposition 3.25 we have
q2n
|w2n |
d+ * d| as n  , (3.29)
where * denotes the weak convergence of measures in C and | the equi-
librium distribution d|(x)=dx(? - (b&x)(x&a)), x # [a, b].
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4. PROOF OF THE THEOREMS 1 THROUGH 6
There exists very close connection between the five Theorems 14 and 6,
and it turns out to be best to prove all five theorems simultaneously. As
stated in Theorem 9, all proofs are carried out for stationary approximants
R n instead of best rational approximants Rn*.
In the present section the main tools in the proofs are of a potential-
theoretic nature. Besides of the Green potentials g(D, &; } ) defined in (3.16)
and the condenser (equilibrium) potential pK1 , K2 introduced in Definition
2.1, we also use logarithmic potentials, which are denoted by
p(&; z) :=| log
1
|z&x|
d&(x), (4.1)
where & is a measure on C. The proofs of the theorems are prepared by
three lemmas.
Lemma 4.2. For any probability measure & on [a, b](&1, 1) we have
g(D, &; z)log min \} 1&azz&a }, }
1&bz
z&b }+ for z # D. (4.3)
Proof. Using a Moebius transform : D  D of the independent variable
one can assume without loss of generality that [a, b]=[&r, r], 0<r<1.
Then it is not difficult to verify that for all c # [&r, r] we have
}1+rzz+r } }
1&cz
z&c } for z # D & [w | Re(w)0], (4.4)
which implies that
log } 1+rzz+r }g(D, &; z) for z # D & [w | Re(w)0]. (4.5)
In the same way we show that
log } 1&rzz&r }g(D, &; z) for z # D & [w | Re(w)0]. (4.6)
The inequalities (4.5) and (4.6) imply (4.3). K
Lemma 4.7. Let DC be a domain such that D=K1 _ K2 with K1 and
K2 two compact disjoint sets, and let further C be a chain of oriented smooth
Jordan curves separating K1 from K2 in such a way that C has winding
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number 1 with respect to each point of K1 and winding number 0 with respect
to each point of K2 . If u is a harmonic function in D with

C

n
u(‘) ds‘=0, (4.8)
where n and ds are the normal derivative and the line element on C,
respectively, then we have
sup
z$ # K1
lim sup
z  z$, z # D
u(z) inf
z$ # K2
lim inf
z  z$, z # D
u(z) (4.9)
and the same relation holds with K1 and K2 interchanged.
Remarks. (1) Condition (4.8) means in potential theoretic terms that
the total flux from K1 and K2 of the function u is zero.
(2) If equality holds in (4.9), then u is necessarily a constant. This
stronger version of the lemma will not be needed and is also not proved
here.
Proof. Assume that (4.9) is false. Then there exists u0 # R such that
sup
z$ # K1
lim sup
z  z$, z # D
u(z)<u0< inf
z$ # K2
lim inf
z  z$, z # D
u(z), (4.10)
and we may assume that u0 is a regular value of u, since critical values form
a set of measure 0 (cf. [36, Theorem 3.1]). The set C0=[z # D | u(z)=u0]
then defines a closed 1-dimensional analytic manifold, and it has no boundary
by (4.10) and the maximum principle. It can be oriented in such a way that
C0 has the properties of he chain C used in (4.8) and un>0 everywhere
on C0 . Because of this, we then have

C0
u(‘)
n
ds‘>0. (4.11)
Since the total flux from K1 to K2 is defined independently of the chain C
or C0 (cf. [32, Theorem II.1.1]), the inequality (4.11) contradicts assump-
tion (4.8), which proves the lemma.
Lemma 4.12. Define S :=supp(+)(&1, 1), 0 :=C "S, and assume that
cap(S)>0. Then for every probability measure & on S&1 we have
min
‘ # T
g(0, &; ‘)
1
cap(T, S)
max
‘ # T
g(0, &; ‘). (4.13)
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In (4.13) we have either proper inequalities or equalities simultaneously at
both places. In the second case we have
g(0, &; } )= pS, S&1 , (4.14)
and this case holds if and only if &=|S&1, S , where |S&1, S is the condenser
equilibrium distribution on S&1 of the condenser (S &1, S) introduced in
Definition 2.23.
Proof. From the symmetry of the domain C "(S & S &1) with respect to
T we conclude that
pS, S&1(z)=
1
cap(T, S)
for z # T. (4.15)
We assume that
1
cap(T, S)
max
‘ # T
g(0, &; ‘) (4.16)
and show then that (4.14) holds true.
Because of (4.16) and (4.15) the difference
d(z) :=pS, S&1(z)& g(0, &; z) (4.17)
satisfies d(z)0 for all z # T. The function d is bounded from above and
from below in D, and from the definitions of pS, S&1 and g(0, &, } ) we know
that d(z)=0 for quasi every z # S. Because of the generalized minimum
principle for harmonic functions (cf. [32, Theorem I.2.4]) we therefore can
conclude that
d(z)0 for all z # D. (4.18)
Since both functions pS, S&1 and g(0, &; } ) are subharmonic in D, it follows
from the Riesz decomposition theorem (cf. [32, Theorem II.3.1]) that we
can represent the function d as
d(z)=h(z)+ g(D, _; z) for z # D (4.19)
with h harmonic in D and _ a signed measure on S satisfying _(S)=0.
Actually, we know that _=&^&|S, S&1 with &^ the so-called balayage measure
of & out of 0 onto S.
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If we now assume that d0 on T, then h(z)>0 for all z # D, which
implies the existence of c # R such that
g(z)= g(D, _; z)c<0 for z # S. (4.20)
Since _(S)=0, the total flux of g from T to S is zero, and hence Lemma 4.7
can be applied, which shows that (4.20) is impossible. Thus, we have
shown that d(z)=0 for all z # T. With the same argumentation as that
leading to (4.18), we then conclude that d(z)0 for all z # D, which proves
that
d(z)=0 for z # D. (4.21)
Summarizing the chain of argumentation starting with assumption (4.16),
we have shown that the second inequality in (4.13) is either a strict one or
we have (4.21), and consequently also equality at both places in (4.13). We
shall arrive at the same conclusions if we start the analysis by the first
inequality in (4.13) instead of the second one.
It remains to show that (4.21) implies (4.14). Identity (4.14) is equivalent
to &=|S&1, S . Since supp(&)S&1, the Green potential g(0, &; } ) is
harmonic in C "(S _ S&1), and it follows therefore from reflection on T that
(4.21) extends to C . Identity (4.14) then follows from (4.17). K
Simultaneous Proof of Theorems 1 through 4 and 6. Let S denote
supp(+) and 0 :=C "S. In the main stream of the proof we assume
cap(S)>0. (4.22)
The case cap(S)=0 will then be discussed further below. Using a Moebius
transform of the independent variable, if necessary, it can be assumed
without los of generality that 0  I(+)=: [a, b]. Throughout the proof
R n= pn qn denotes a stationary approximant of degree n # N as introduced
in Definition 2.48. From Lemma 2.22 in combination with Lemma 3.2 we
know that the denominator qn of R n is of degree n and has only simple
zeros, which are all contained in the interval I(+). Note that because of
0  I(+) we have always deg (qn
t)=n. The error function f &R n has the
same zeros as qn
t2 plus an additional zero at infinity. Thus, there are 2n
interpolation points at finite distance, which are all contained in I(+)&1,
and, with the terminology of Definition 3.5 and Lemma 3.10, we have
w2n(z)=qn
t(z)2. (4.23)
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As a consequence we know from the error formula (3.12) in Lemma 3.10
that the interpolation error can be represented as
( f &R n)(z)=
q~ n(z)2
qn(z)2 |
qn(t)2
qn
t(t)2
d+(t)
t&z
. (4.24)
We introduce the constants
cn :=|
qn(t)2
qn
t(t)2
d+(t), n # N, (4.25)
and assume that the denominator polynomials qn are monic, i.e., qn(z)=
>nj=1 (z&zjn).
By standard compactness arguments in R and in the sets of positive
measures on C (Helly’s selection Theorem), we know that any infinite sub-
sequence N0 N contains an infinite subsequence NN0 such that the
two limits
lim
n  , n # N
1
2n
log cn :=c0 # R _ [&], (4.26)
1
n
:
n
j=1
$zjn=: &n * & as n  , n # N, (4.27)
hold true. From the orthogonality (3.11) in Lemma 3.10, which holds for qn
if w2n is replaced by qn
t2 in accordance with (4.23), it follows that qn has in
any interval of I(+)"supp(+) at most one zero. As a consequence we see
that & is a probability measure with support in S. By &~ we denote the image
measure of & under the mapping t [ 1t . Thus, &~ is a probability measure
on S &1. It follows from (3.1), (4.23), (4.27) and Definition 3.14 that &~ is the
asymptotic distribution of the interpolation points belonging to the
sequence [R n]n # N .
It is not difficult to verify that for any compact set V0=C "S we have
0<max \ minz # V, t # S }Re \
1
z&t+} , minz # V, t # S } Im \
1
z&t+}+
 max
z # V, t # S
1
|z&t|
<. (4.28)
These estimates imply with (4.25) and [z1n , ..., znn]I(+) that the limit
lim
n  , n # N
1
2n
log } 1cn |
qn(t)2
qn
t(t)2
d+(t)
t&z }=0 (4.29)
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holds locally uniformly for z # 0 (cf. [35, Proof of Theorem 6.1.8]). From
(4.24), (4.29), the limits (4.26) and (4.27), and the definition of qn
t in (3.1)
we conclude that the limit
lim
n  , n # N
1
2n
log |( f &R n)(z)|=c0+| log }1&tzz&t } d&(t)
=: h(z) (4.30)
holds locally uniformly for z # C "(I(+) _ I(+)&1). On I(+) and I(+)&1 limit
(4.30) does in general not hold uniformly, however potential theory allows
to give a meaning to the limit via the principle of descent, which will be
done further below.
It is immediate that |(1&tz)(z&t)|=1 for z # T and t # S. Thus, we
deduce from (4.30) that
h(z)=c0 for z # T. (4.31)
Since g(D, &; z)= log( |1&tz||z&t| ) d&(t) it follows from (4.30) that
h(z)={c0+ g(D, &; z)c0& g(C "D , &~ ; z)
for z # D
for z # C "D.
(4.32)
The representation of h in the second line follows from the first line of
(4.32) by reflection on T.
In order to derive more properties of the function h we use Proposition
3.17. Since the R n , n # N are rational interpolants and &~ is the asymptotic
distribution of the interpolation points as n  , n # N, we conclude from
(3.18) in Proposition 3.17 that
h(z)&g(0, &~ ; z) for z # 0. (4.33)
In a first step we deduce from (4.31), (4.33),
c0&g(0, &~ ; z), z # T.
From (4.13) in Lemma 4.12, we know that
&max
z # T
g(0, &~ ; z)
&1
cap(T, S)
;
hence
c0
&1
cap(T, S)
. (4.34)
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Since the right-hand side is independent of the selection of the subsequences
N0 and N, this last inequality together with (4.30) and (4.31) implies that
lim sup
n  
1
2n
log |( f &R n)(z)|
&1
cap(T, S)
(4.35)
holds uniformly for z # T, which proves Theorem 1 in case cap(S)>0, as it
has been assumed in (4.22). If cap(S)=0, then g0(z, x)= for all z, x # 0,
and consequently g(0, &~ ; z)= for z # 0. From (4.33) we then deduce that
h(z)=& for z # 0, (4.36)
which shows that (4.35) holds also in case of cap(S)=0.
Next we prove Theorem 2. We first show that
h(z)&pS, S&1(z) for z # D. (4.37)
Indeed, if we consider the function
d(z) :=&h(z)& pS, S&1(z), (4.38)
then it follows from (4.15), (4.31) and (4.34) that d(z)0 for all z # T.
From (4.33) and the properties of the Green potential g(0, &~ ; }) on S we
deduce that
lim sup
z  z$, z  S
h(z)& lim sup
z  z$, z  S
g(0, &~ ; z)=0 (4.39)
for quasi every z$ # S. Since pS, S&1(z)=0 for quasi every z # S, we see that
also d(z)0 for quasi every z # S. From (4.38) and (4.39) it is not difficult
to deduce that d(z) is bounded from below in D"S. Hence, by the generalized
minimum principle of harmonic functions (cf. [32, Theorem I.2.4]) we
conclude that d(z)0 for all z # D , which proves (4.37).
Using representation (4.32) for h together with (4.3) in Lemma 4.2, we
arrive at the following chain of identities and inequalities:
h(z)=c0& g(C "D , &~ ; z)=c0& g(D, &; 1z )
c0&log min \} 1&az1z &a } , }
1&bz
1z &b }+
=c0+log max \} 1&azz&a } , }
1&bz
z&b }+ (4.40)
for z # C "D.
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The right-hand sides of (4.37) and (4.40) are independent of the selection
of the subsequences N0 or N, and therefore we conclude from (4.37), (4.40),
(4.30), and (4.31) that
lim sup
n  
1
2n
log |( f &R n)(z)|
{
&pS, S&1(z)
&1
cap(T, S)
+log max \} 1&azz&a } , }
1&bz
z&b }+
for z # D
for z # C "D
(4.41)
holds locally uniformly for z # C "(S _ S&1). Since the right-hand side of
(4.41) is continuous in C "D , it follows from the principle of descent in
potential theory (cf. [32, Theorem I.6.8]) together with (4.24), (4.27), and
(4.30) that the limit (4.41) holds also uniformly on S &1. In this extended
form (4.41) implies Theorem 2 in case cap(S)>0, as was assumed in (4.22).
If cap(S)=0 it follows from (4.36) that also in this case Theorem 2 holds
true.
In the remainder of the proof we assume that the measure + # Reg in the
sense of Definition 2.13. This implies that cap(S)>0, and further it follows
from part (ii) of Proposition 3.17 that instead of (4.33) we now have the
stricter version
h(z)=&g(0, &~ ; z) for z # 0. (4.42)
From (4.31) we then conclude that
c0=&g(0, &~ ; z) for z # T. (4.43)
Reflection on T further shows that
g(0, &~ ; z)=&2c0 for quasi every z # S&1. (4.44)
A comparison of (4.44) with Definition 2.1 shows that
g(0, &~ ; })= pS, S&1 , (4.45a)
2c0=
&1
cap(S&1, S)
=
&2
cap(T, S)
, (4.45b)
&~ =|S&1, S , &=|S, S&1=|S, T . (4.45c)
Since because of (4.45a) and (4.45b) the right-hand sides of (4.42) and
(4.43) are independent of the subsequences N0 and N, it follows from (4.30)
and (4.31) that in (4.35) a proper limit and equality instead of an
inequality holds true on T. This proves Theorem 3.
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In order to prove Theorem 4 we derive from (4.45a), (4.42), and (4.30)
with the same arguments as that used in the proof of Theorem 3 that
lim
n  
1
2n
log |( f &R n)(z)|=&pS, S&1(z) (4.46)
holds locally uniformly for z # C "(S _ S&1), which proves limit (2.18) in
Theorem 4. Limit (2.19) then follows by the principle of descent in the same
way as after (4.41) the asymptotic estimate (2.12) had been proved for z # S&1.
From (4.23) and the fact that the poles and zeros of R n interlace, it
follows from (4.27) and the observations after (4.27) that for the sub-
sequence N and the same notation as used in (2.30) we have
1
n
&P(R n) * &,
1
n
&Z(R n) * & as n  , n # N, (4.47)
1
2n
&In * &~ .
From (4.45c) we know that the measures & and &~ do not depend on the
selection of the subsequences N0 and N. Therefore, (4.47) and (4.45c) imply
the limits (2.30), which proves Theorem 6. K
Proof of Theorem 5. It is immediate that
& f&R*n, &T max
‘ # T
|( f &Rn*(‘))|. (4.48)
On the other hand we also have
& f&R*n,  &T & f&R*n, && f&Rn*&min
‘ # T
|( f &Rn*(‘))|. (4.49)
From (4.48), (4.49), (4.15) and limit (2.18) in Theorem 4 restricted to T
the limit (2.21) of Theorem 5 follows. K
5. PROOFS OF THE THEOREMS 7 AND 8 AND
RELATED RESULTS
We start the section with the proofs of the two Lemmas 2.37 and 2.40,
which are related to the special Szego function D(+; } ) introduced in
Definition 2.38.
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Proof of Lemma 2.37. From (2.32) and (2.35) it follows that +* (x)=
+$(x) ? - (x&a)(b&x), x # [a, b], and from the first line of (2.27) together
with the definition of |[a, b] we know that d|[a, b], T(x)=?(2K)&1 [(1&ax)
(1&bx)]&12 d|[a, b](x), x # [a, b], where K denotes the complete elliptic
integral of the first kind as given in (2.8). From both formulae we conclude
that condition (2.33) holds true if, and only if,
| log +* (x) d|[a, b], T(x)>&, (5.1)
which proves Lemma 2.37. K
In the proof of Lemma 2.40, and also at later places, some properties of
the solution of certain generalized Dirichlet problems are needed, and they
are put togther in the next lemma. We note that in the lemma it is not
assumed that the boundary function of the Dirichlet problem is continuous,
which explains some of the precaucious formulations.
Lemma 5.2. Let R be the ring domain D"[a, b] and |R, z the harmonic
measure representing z # R on R. Let further u # L1(|[a, b]) be a function on
[a, b]. On R a boundary function v is defined by v(x\i0) :=u(x) for
x # [a, b] and v(z)=0 for z # T.
(i) The function v is integrable with respect to every harmonic
measure |R, z , z # R.
(ii) A generalized solution h of the Dirichlet problem on R with boundary
function v exists and is unique if the representation.
h(z)=| v d|R, z , z # R, (5.3)
is demanded to hold true. The function h is harmonic in D"[a, b] and on T,
it has non-tangential boundary values from both sides almost everywhere on
[a, b], we have
lim
y  0+
h(x\iy)=u(x) for almost every x # [a, b], (5.4)
and we have h(z)=0 for all z # T.
(iii) The total flux across T is given by
1
2? T

n
h(‘) ds‘=cap([a, b], T) | u(x) d|[a, b], T(x) (5.5)
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with n denoting the normal derivative on T, ds the line element, |[a, b], T
the equilibrium distribution on [a, b] of the condenser ([a, b], T) as intro-
duced in Definition 2.23, and |[a, b] the (ordinary) equilibrium distribution
on [a, b].
Remark. Since in (5.4) it only has been demanded that h and u agree
on [a, b] almost everywhere, the solution of the Dirichlet problem would
not be unique if representation (5.3) were not demanded. For a definition
of the harmonic measures |R, z , z # R, we refer to [32, Appendix B], or
[31, Chapter 4, Section 3]. The measure |R, z is supported on R and
depends harmonically on z for fixed Borel set BR, i.e., |R, z(B) is an
harmonic function of z.
Proof. (i) As reference to a proof of existence and properties of
generalized solutions to a Dirichlet problem we use Appendix A of [32]. In
step V of the proof of Theorem A.3.1 in [32] it is proved that for any pair
of points z1 , z2 # R there exists a constant cz1z2< such that |R, z1
cz1z2 |R, z2 ; this mutual absolute continuity of harmonic measures is also
proved in [31, Corollary 4.3.5]. Let |R, z | [a, b] denotes the restriction of
|R, z to [a, b]. Since |[a, b] is equal to the harmonic measure |C "[a, b],  of
the domain C "[a, b] at infinity (see e.g. [31, Theorem 4.3.14]), it follows
from the subordination principle for harmonic measure ([31, Theorem 4.3.8])
applied to the injection R  C "[a, b] and from the mutual absolute con-
tinuity of the measures |C "[a, b], z that |R, z | [a, b]cz|[a, b] . From the last
inequality and the assumption that u # L1(|[a, b]) it follows that the boundary
function v is integrable with respect to each |R, z , z # R.
(ii) It is proved in [32, Theorem A.3.1], that it follows from part (i)
that the function h defined in (5.3) satisfies what is called the Perron
WienerBrelot solution of the generalized Dirichlet problem. The other
assertions in Section (ii) follow from the definition of the PerronWiener
Brelot solution (cf. [32, Appendix 2]). A proof of (5.4) follows independently
from Theorem I.5.3 in [13].
(iii) From Green’s formula we know that for two functions h, g
harmonic in R we have

R \g
h
n
&h
g
n+ ds=0. (5.6)
We choose g= p[a, b], T , where p[a, b], T is the equilibrium potential intro-
duced in Definition 2.1. We have p[a, b], T(z)=0 for z # [a, b], and
d|[a, b], T(x)=
1
?

n
p[a, b], T(x) dx, x # [a, b]. (5.7)
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Indeed,
p[a, b], T(z)=
1
cap([a, b], T)
& pT, [a, b](z),
and
pT, [a, b](z)=| log } 1&ztz&t } d|[a, b], T(t)
=| log |1&zt| d|[a, b], T(t)+| log
1
|z&t|
d|[a, b], T(t).
The first term of the previous sum is harmonic across [a, b] while the
second equals the logarithmic potential of the measure |[a, b], T . Hence,
equality (5.7) follows from [32, Chapter II, Theorem 1.5]. With (5.3) and
(5.6) it then follows that
1
cap([a, b], T) T

n
h(‘) ds‘ =2 | u(x)

n
p[a, b], T(x) dx
=2? | u(x) d|[a, b], T(x), (5.8)
which proves (5.5). K
An example of a generalized solution to the Dirichlet problem is the
restriction to D"[a, b] of log |G(+, z)|, where G is the Szego function
given in Definition 3.19. Specifically, we have the following lemma.
Lemma 5.9. Let again R be the ring domain D"[a, b] and |R, z the
harmonic measure representing z # R on R. Define vG to be log |G| on T
and log(+* (x))2 for x # [a, b]. Then
log |G(+, z)|=| vG d|R, z , z # R. (5.10)
Proof. Assume first that log(+* (x)) satisfies an Ho lder condition on
[a, b]. Then, from the Plemelj formulae applied to (3.20), we have that
lim
z  x
log |G(+, z)|= 12 log +* (x), x # (a, b).
Moreover, the integral in the right-hand side of (3.21) is of the order of
|z&a|&12 (resp. |z&b|&12) as z tends to a (resp. to b), cf. [26]. Therefore,
log |G| remains bounded as z approaches [a, b], and since it is regular
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across T, it is a bounded harmonic function that converges to vG on
(a, b) _ T, hence nearly everywhere on R. Thus, it is indeed a solution to
the generalized Dirichlet problem (cf. [32, Chapter 1, Lemma 2.6] or [31,
Corollary 4.2.6]) so that (5.10) holds. Since Ho lder continuous functions
are dense in L1(|[a, b]), the general case follows now by density, recalling
that |R, z is absolutely continuous with respect to |[a, b] , for each z # R. K
Proof of Lemma 2.40. Because of the possibility to adjust the problem
via a Moebius transform : C  C , which leaves T invariant, we can
assume without loss of generality that
0<a, (5.11)
which implies that [a, b](0, 1) and therefore [a, b]&1 is the interval
[1b, 1a]R+ . Let u be the generalized solution of the Dirichlet problem
in the ring domain R :=C "([a, b] _ [a, b]&1) with boundary function
u(x) :={
1
2 log(+* (x)D(+))
& 12 log(+* (1x)D(+))
for x # [a, b]
for x # [a, b]&1.
(5.12)
The function +* and the constant D(+) have been introduced in Definition
2.34. Because of the Szego condition (2.33) we know that log(+* ( } )D(+)) #
L1(|[a, b]), i.e., D(+)>0, and the existence of the generalized solution u
follows from Lemma 5.2 if one takes into consideration reflection on T. We
have u(z)=u(z ) and u(1z)=&u(z) for z # R, which implies that
u(z)=0 for z # T. (5.13)
From Lemma 5.2 we know that non-tangential boundary values exist
almost everywhere on R=[a, b] _ [a, b]&1, and we have
u(x\i0)=u(x) for almost every x # [a, b] _ [a, b]&1. (5.14)
As a consequence of (5.5) in Lemma 5.2 and (2.36) in Definition 2.34 we
deduce that
1
2? T

n
u(‘) dz‘ =cap([a, b], T) |
b
a
u(x) d|[a, b], T(x)
=
1
2
cap([a, b], T) _| log +* (x) d|[a, b], T(x)&log D(+)&
=0. (5.15)
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Because of this identity the conjugate functions v to u are single-valued in
R, and consequently
g1(z) :=u(z)+iv(z), for z # R, v(1) :=0, (5.16)
is an analytic (single-valued) function in R. We define
g2(z) :=
g1(z)
- (z&a)(z&b)(1&az)(1&bz)
(5.17)
and assume that for z=1 the square root in (5.17) is negative, which
implies that for z=x+i0, x # [a, b], the square root is negative imaginary.
By the superscripts + and & we mark the upper and lower boundary
values on [a, b] _ [a, b]&1. It is immediate that on [a, b] _ [a, b]&1 we
have u+=u& and v+=&v&. For x # [a, b] we have u+(x)=&u+(1x)
and v+(x)=&v&(1x)=v+(1x). From (5.16) and (5.17) we then deduce
that
x2 Re g+2 (x)=x
2 Re g&2 (x)=&Re g
+
2 (1x)=&Re g
&
2 (1x) and
x2 Im g+2 (x)=&x
2 Im g&2 (x)=Im g
+
2 (1x)=&Im g
&
2 (1x) (5.18)
for x # [a, b]. Further, we have g2()= g$2()=0. Let C=C1+C2 be an
integration path in R with C1 and C2 encompassing [a, b] and [a, b]&1 in
the clockwise direction, respectively, such that from Cauchy’s Theorem and
the identities (5.18) we have
g2(z)=
1
2?i C
g2(‘) d‘
‘&z
=
1
2?i |
b
a
+|
1a
1b
g+2 (x)& g
&
2 (x)
x&z
dx
=
1
? |
b
a
Im g+2 (x) _ 1x&z+
1
1x&z& dx
=
1
? |
b
a
Im g+2 (x)
1&2xz+x2
(x&z)(1&xz)
dx (5.19)
for z # R. From (5.12), (5.16), and (5.17) it follows that
Im g+2 (x)=
log(+* (x)D(+))
2 - (x&a)(b&x)(1&ax)(1&bx)
, for x # [a, b],
(5.20)
with the square root assumed to be positive for x # [a, b]. From (5.19),
(5.20), and (2.39) in Definition 2.38 we deduce that
D(+; z)=exp g1(z)=exp(u(z)+iv(z)), for z # R, (5.21)
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and further
|D(+; z)|2=exp(2u(z)), for z # R. (5.22)
Since g1 is analytic in R, assertion (i) of Lemma 2.40 follows immediately
from (5.21). Because of (5.21) we further have
arg D(+; z)=v(z), for z # R, (5.23)
and assertion (ii) therefore is a consequence of (5.15), since the inner
normal derivative times arc length is the differential of the conjugate func-
tion. Assertion (iii) follows from (5.21), (5.22), and (5.14) together with
(5.12). At last, identity (2.42) is a consequence of (5.13). K
Proposition 3.25, i.e., Markov’s Theorem for multipoint Pade approximants
will be a major tool in the proof of the Theorems 7 and 8. In this connection
a comparison between the two different Szego functions D(+; } ) and G(+; } )
introduced in Definitions 2.38 and 3.19, respectively, may be helpful. It will
be sufficient to do this comparison on D .
Lemma 5.24. Let the function F be defined by
F(z) :=G(+; z)D(+; z) for z # D . (5.25)
Then we have
(i) The function F is analytic and different from zero on D "[a, b],
and it has non-tangential boundary values from both sides of [a, b], almost
everywhere.
(ii) For the increment of arg F along T we have 22?t=0 arg F(e
it)=0.
(iii) The function |F | is continuous in D , and we have
|F(z)|2=D(+) for z # [a, b]. (5.26)
(iv) We have
|F(z)| 2=|G(+; z)|2 for z # T. (5.27)
Proof. Assertion (i) follows from the assertions (i) and (ii) in Lemma
2.40 together with assertion (i) in Lemma 3.22.
Since G(+; }) is analytic and different from zero in C "D, the argument
principle implies that 22?t=0 arg G(+; e
it)=0, and therefore assertion (ii)
follows from assertion (ii) of Lemma 2.40.
From (2.41) and (3.23) we deduce that
|F(x\i0)|2=D(+) for almost every x # [a, b], (5.28)
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which is less than stated in (5.26). From the definition of D(+; z), using
(5.3) and (5.12), we get
log |D(+; z)|=| 12 log(+* (x))D(+) d|R, z | [a, b] , z # R.
Plugging this and (5.10) in (5.25), the terms involving log(+* ) cancel, yielding
log |F(z)|= 12 log D(+) | d|R, z |[a, b]+| log |G| d|R, z | T .
We now recognize that log |F | is the solution to the Dirichlet problem with
continuous boundaries data 12 log D(+) on [a, b] and log |G| on T. Since
[a, b] is regular for the Dirichlet problem, (5.26) holds.
Assertion (iv) is an immediate consequence of assertion (iv) in Lemma 2.40.
K
Proof of the Theorem 7 and 8. In order to satisfy the demands of
Theorem 9, it would be necessary to consider stationary approximants R n
instead of best approximants Rn*. However, in [8, Theorem 1.3], it has
been proved that under the assumption of the Theorems 7 and 8 there
exists only one stationary approximant R n for each n # N sufficiently large,
which is then identical with the uniquely existing best rational approximant
Rn*. In the proof of the Theorems 14 it has been shown before (4.23) that
the best rational approximants Rn*= pnqn meet interpolation conditions,
and that from the error formula (4.24) and the definition of cn in (4.25), it
follows that
en(z) :=( f &Rn*)(z)=
qn
t(z)2
qn(z)2
cnIn(z) (5.29)
with the function In defined by
In(z) :=c&1n |
qn(t)2
qn
t(t)2
d+(t)
t&z
. (5.30)
The zeros of qn
t2 are interpolation points for Rn*. All these points are
contained in [a, b]&1, which implies that they stay away from [a, b] by a
positive distance and therefore condition (3.26) in Proposition 3.25 is
satisfied, and of course the same is true for (3.8) and (3.9). Since in the
Theorems 7 and 8 it also has been assumed that the defining measure +
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belongs to the Szego class, all assumptions of the Propositions 3.25 and
3.28 are satisfied. From limit (3.29) in Proposition 3.28 we deduce that
lim
n  
In(z)=|
d|[a, b](t)
t&z
=
&1
- (z&a)(z&b)
=: f0(z) (5.31)
holds locally uniformly for z # C "[a, b]. The sign of the square root in
(5.31) is chosen so that f0(z)=&1z+O(z&2) as z  .
Since |qn
t(z)qn(z)|=1 for z # T, we deduce from the error formula (5.29)
that
|en(z)|=(1+o(1)) cn | f0(z)| for z # T (5.32)
with the Landau symbol o(1) holding uniformly on T as n  . With the
help of Proposition 3.25 we shall extend the asymptotic error estimate
(5.32) to D "[a, b]. Using the conformal map : C "[a, b]  D, ()=0,
$()>0, defined in (3.24) we introduce the generalized Blaschke product
b2n(z) := ‘
n
j=1
((z)&(1z jn))2
(1&(1z jn) (z))2
, (5.33)
where zjn , j=1, ..., n, are the n zeros of denominator polynomial qn . With
the notation introduced in (5.29), (5.31), and (5.33), it follows from
Proposition 3.25 that
en(z)=(2+o(1)) G(+; z)2 f0(z) b2n(z) as n  , (5.34)
where the Landau symbol o(1) holds locally uniformly for z # C "[a, b].
Let 1>\=\[a, b]>0 and .: C "([a, b] _ [a, b]&1)  [\<|z|<1\],
.(b)=\, be those defined in (2.43). Let us consider the sequence of
functions
gn(z) :=b2n(z) .(z)2n \&2nF(z)2 D(+)&1, n # N, (5.35)
where the function F is defined by (5.25) in Lemma 5.24. It follows from the
definitions of the functions b2n and . and from assertion (iii) of Lemma
5.24 that gn is analytic in D "[a, b] and | gn | is continuous in D . With
(5.26) it further follows that
| gn(z)|=1 for z # [a, b], n # N. (3.36)
We now prove that the limit
lim
n  
gn(z)=1 (5.37)
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holds locally uniformly for z # D"[a, b]. From the argument principle, it is
clear that
22?t=0 arg (b2n(e
it))=&2n.
In another connection, it follows from the expression of . as a Green
potential (cf. [32, Chapter VIII.6]) and Gauss’ theorem, or alternatively
from a direct computation using (2.7) (cf. [27, Chapter VI]) that
22?t=0 arg (.(e
it))=1.
This together with Lemma 5.24 (ii) implies that
22?t=0 arg gn(e
it)=0 for n # N. (5.38)
The definition of gn together with (5.38) implies that log | gn | satisfies
condition (4.8) in Lemma 4.7 with D=D"[a, b]. The two components K1
and K2 of D are now [a, b] and T. Using Lemma 4.7 in both directions
it then follows from (5.36) that
inf
z # T
| gn(z)|1sup
z # T
| gn(z)|, for n # N. (5.39)
On the other hand it follows from (5.32) and (5.34) that
cn=2(1+o(1)) |G(+; z)|2 |b2n(z)| for z # T (5.40)
with the Landau symbol o(1) holding uniformly on T as n  . With
(5.35), (5.27) in Lemma 5.24, and |.(z)|=1 for z # T, we deduce from
(5.40) that
| gn(z)|=(1+o(1)) 12 cn \
&2n D(+)&1 for z # T as n   (5.41)
with o(1) again holding uniformly on T. Except for (1+o(1)), we have a
constant on the right hand side of (5.41). We therefore deduce from (5.39)
and (5.41) that
lim
n  
[sup
z # T
| gn(z)|& inf
z # T
| gn(z)|]=0, (5.42)
lim
n  
1
2cn \
&2n D(+)&1=1. (5.43)
From (5.36), (5.41), (5.43) and the maximum principle applied to the
harmonic functions log | gn(z)|, it follows that limn   | gn(z)|=1 uniformly in
D . Since gn is a normal family of analytic functions in D"[a, b], and since
the only possible limit function is 1 as gn(0)>0, we get (5.37).
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From (5.25) we know that G(+; } )=FD(+; } ). Inserting this identity
into (5.34) we deduce with (5.36) and (5.37) that
en(z)=(2+o(1)) f0(z) D(+; z)2 F(z)2 b2n(z)
=(2+o(1)) f0(z) D(+; z)2 .(z)&2n \2n D(+) gn(z)
=(2+o(1)) f0(z) D(+; z)2 .(z)&2n \2n D(+) (5.44)
with o(1) holding locally uniformly for z # D"[a, b] as n  .
In order to extend (5.44) to C "(D _ [a, b]&1), we use reflection on T.
Using the error formula (5.29) twice we deduce that
en(1z)
In(1z)
=
qn
t(1z)2
qn(1z)2
cn=
qn(z)2
qn
t(z)2
cn =c2n
In(z)
en(z)
for z # D "[a, b].
(5.45)
From (5.43) we know that cn=(2+o(1)) \2n D(+) as n  , and from
(2.41) and the definition of D(+; } ) in (2.39) it follows that
D \+; 1z+=
1
D(+; z)
for z # C "([a, b] _ [a, b]&1). (5.46)
Further, it is rather immediate that .(1z)=1.(z). Let now z # C "
(D _ [a, b]&1), then it follows from (5.45) and (5.44) that
en(z)
In(z)
=c2n
In(1z)
en(1z)
=
(4+o(1)) \4n D(+)2
(2+o(1)) D(+; 1z)2 .(1z)&2n \2n D(+)
=(2+o(1)) \2n .(z)&2n D(+; z)2 D(+), (5.47)
where now the Landau symbol o(1) holds locally uniformly in C "
(D _ [a, b]&1). With the limit (5.31) the estimates (5.44) and (5.47) imply
that
en(z)=( f &Rn*)(z)
=(1+o(1)) .(z)&2n \2n D(+; z)2 D(+)
&2
- (z&a)(z&b)
(5.48)
with o(1) holding locally uniformly in C "([a, b] _ [a, b]&1 _ T). As
en(z)<.(z)&2n \2n D(+; z)2 D(+) &2- (z&a)(z&b)
is analytic across T, (5.48) holds locally uniformly in C "([a, b] _ [a, b]&1).
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Recalling that the measure d|T, [a, b](‘) given in (2.27) is of mass 1, we
deduce that
" &2- (z&a)(z&b)"=
8K
?(1&ab)
.
The limit (2.44) in Theorem 7 follows. It is immediate that the estimate
(2.45) in Theorem 8 also follows from (5.48).This completes the proof of
both theorems. K
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