Link prediction has recently attracted the attention of many researchers as an effective technique to understand the associations between proteins. But most of the work in this area was concentrated on predicting existence of links in future. Very few works has explored the prediction of links that might disappear in future. Also, links predicted by these methods may contain high levels of wrong interactions. In this paper, we propose a method to optimize the negative link predicted in protein network through Weak Edge-Edge Domination (WEED) set. We have tested our model using different standard prediction methods and the results obtained assert that our method can be used as an effective method to reduce false positive rate of negative links predicted in protein network.
Introduction
Protein interactions are important for numerous biological functions. For example, signal transduction, the process by which signals from exterior of a cell is mediated to interior of the cell is controlled by protein-protein interaction (PPI) of the signaling molecules. It also plays a fundamental role in many biological processes, including the pathway towards many diseases like cancer. Several efforts have been made to identify protein interactions, so that biological systems can be understood better. The cost for experimentally detecting physically interaction between proteins in laboratory is very high and hence our current knowledge about protein networks is substantially incomplete [1, 2] . Instead of blindly checking all possible interactions, perform prediction based on the observed interactions and then focusing on links most likely to vanish can sharply reduce the experimental costs [3] . This motivated us towards link prediction which is one of major computational problem in this area. Protein network is a complex network with proteins as nodes and their interactions as links. They are very dynamic objects, as they grow and change quickly over time through the addition of new edges. Protein network may always prompt some challenging questions like, how long a pair of proteins will remain connected or can a link disappear? What about the proteins that are not connected in the current state, is it possible that they will get connected sometime in the future? Link prediction problem in protein network has attracted much attention because, understanding the dynamics that drives the evolution of protein network is always challenging. However, researchers concentrated mostly on predicting how a protein network may grow by adding new links. Most of the previous works on link prediction is limited to the prediction of the links that will be added to the network during an interval of time. Predicting links that may be dropped from the network is still to be investigated, the paper discuss about this shrinking problem. Here we propose an efficient method to optimize the link predicted through Minimum Weak Edge-Edge Domination set [4] of the protein network, which will help to reduce the false positive rate in the negative links predicted. The results obtained assert that our method can be used as an effective method for link prediction in protein network.
Related Work
Protein-protein interactions (PPIs) are one of the most intensively analyzed networks in biology and there are a multitude of biochemical and biophysical methods to detect them [5, 6] . Since molecular biology techniques used are very expensive and time-consuming, researchers depend on graph theory techniques to study them. Nantia Iakovidou et.al. [7] uses a multiway spectral clustering analysis, a technique that uses information obtained from the top few eigenvectors and eigenvalues of the normalized laplacian matrix as a method to predict links in PPI network. W. Pentney et.al. [8] prove that their algorithm applying spectral clustering offers competitive performance on sequence data. A simple and unified derivation of spectral clustering of biological data is presented in [9] . A tool for the identification of PPIs, which can be used to detect interactions across the entire proteome of an organism is given in [10] . Local Protein Community Finder is a tool developed by authors on [11] to find community close to a queried protein in any network specified by the user. To predict protein interactions in yeast network Y. Yamanishi et.al. [12] introduced a method based on variant of kernel canonical correlation analysis.
Link prediction has also attracted researchers from the area of social networking. Commonly, two nodes are more likely to be connected if they are more similar. A Comparison between similarity indices is presented in [13] , where node-dependent indices like Common Neighbors [14] , Jaccard coefficient [15] , Adamic-Adar Index [16] , Preferential Attachment [17] and path-dependent indices like Katz Index [18] ,Hitting Time [19] , Commute Time [20] , Rooted PageRank [21] , SimRank [22] and Blondel Index [23] were considered. Zhou et al. [24] proposed Resource Allocation index and Local Path index as a measure to compare two nodes. Results shows that the local path index provides much accurate prediction compared with the global index [25] . On a weighted network, weak links play an important role than strong links [26] . Likelihood for the existence of a link between two nodes was estimated through local path index in [27] . Weiping Liu et.al. [28] present a method to find node similarity based on local random walk. They illustrate that the method has lower computational complexity compared with other random-walk-based similarity indices, such as average commute time (ACT) and random walk with restart (RWR).
Researchers were mainly concentrated on predicting how a protein network may grow by adding new links. Very few works have addressed the problem of predicting links that may be dropped from the network in future. Wadhah Almansoori et. al. [29] present a method to find the negative links from the positive links predicted. They have applied the model to two different domains, namely health care and stock market. Yuan Zhu et. al. [30] presents a generative network model to identify both spurious and missing interactions in a protein network. In this paper we propose a method to optimize the result predicted using any similarity index through all possible minimum WEED-set of the network. We represented protein interactions as an undirected graph and predicted the links that may disappear in future using various standard methods viz, Common Neighbors (CN), Jaccard coefficient (JC), Adamic-Adar Index (AA), Preferential Attachment (PA), Local Random Walk (LRW) and Superposed Random Walk(SRW). We then optimize the links predicted by calculating the Weak Edge-Edge Domination (WEED) set of the predicted links. When compared the result with standard methods, optimization performed using WEED set shows significant improvement. This asserts that link prediction can be improved through minimum WEED set of the network.
Methods and Data

Data
For the present study protein-protein interaction data is downloaded from MINT [31] database. After removing redundancy and self interactions we had 187455 protein interactions among 12119 proteins. To know more about the data, degree distribution was plotted. Figure 1 shows that dataset follows a skewed distribution with degree ranging from 1 to 600 and the skewness value is 4.64. Most nodes have relatively small degree, only few are with very large degree which forms long tail in the distribution. These large degree nodes form possible hubs in the network. The scale free property of the PPI network is evident from the figure. Scale free property means that the degree distribution approximate to power law. i.e., the probability that a node has k links follows P(k) ~ k -γ , where γ is the degree exponent. Since the number of interactions is very huge, sampling is done by randomly selecting interactions, ensuring that the degree distribution is not disturbed. To test the performance of the algorithm a test data set was generated from the sampled data with an assumption that the network follows a Gaussian distribution. A connection is added or removed from the network based on a Gaussian probability value. For this, k random proteins p ref are selected from the sampled data set and Mahalanobis distance, d towards all proteins p cur within a given circumference from p ref was calculated. The probability value of the protein p cur with respect to the reference protein p ref will then be p = e -d . If the probability p is greater than a random function the connection between p ref and p cur is toggled. To ensure that the data set generated follows the same pattern as the sampled dataset, its degree distribution was plotted and compared with the sampled data set. The degree distribution of the sampled dataset and the test data set is given in Fig. 2(a). and 2(b) . respectively. 
Link Prediction based on Similarity Index
Consider an undirected graph G(V,E), where V is the set of vertices and E represents the set of edges. Two nodes are more likely to be connected if they are similar. A brief introduction about various similarity indices are given below.
Common Neighbour (CN)
Two nodes, x and y, are more likely to have a link if they have more common neighbors. One measure by which we can express this neighborhood overlap is
where k x ,k y represents neighbors of x and y respectively.
Jaccard Coefficient (JC)
Jaccard Coefficient is defined as the size of the intersection divided by the size of the union of the sample sets
Adamic Adar (AA)
This method computes the similarity between any two vertices x and y using a common feature of the two. The similarity measure is then
Preferential Attachment (PA)
Preferential Attachment is defined by the product of two related nodes' degrees or summarization of their degrees. i.e., the pairwise interaction between nodes x and y is proportional to k x ,k y which represents neighbors of x and y respectively.
Random Walk (RW)
Probability that a random walker starting at node x will move to y in the next step is represented by transition probability matrix, P, with P xy = a xy /k x , where a xy equals 1 if node x and node y are connected, 0 otherwise, and k denotes the degree of node x. The probability that a random walker located at node x will be located at node y after t steps is given by x x (t) '. (t-1) P (5) where π x (0) is an Nx1 matrix with x = 1 and all other values are 0's and P' is the transpose matrix. The similarity between node x and node y on Local Random Walk (LRW) [27] is given by xy xy yx S LRW(t)
(6) Since we are considering an undirected graph, 2|E| represents the number of links in the network. As the random walk based similarity measure is that it shows sensitive dependence to sub graph away from nodes x and y, even when x and y are connected by short paths [32] . Hence, the probability for the random walker to go farther from x and y, even though they are close to each other is high. But proteins have a tendency to connect with ones nearby rather than far way. This may lead to low prediction accuracy. To solve this problem we can continuously release the walkers at the starting point. Hence there will be higher similarity between target node and nearby nodes. By superposing the contribution of each walker, we get the next similarity index, Superposed Random Walk (SRW). (ii) There exists an edge y E-L which is uniquely weakly e-dominated by the edge x. Minimum WEED set for various undirected graph is shown in Fig. (3) .
Algorithm
Protein interactions are represented as an undirected graph G(V,E), where V represents the set of proteins and E the set of interactions between them. In this protein network, negative links are predicted based on the assumption a b c that the interaction between two proteins is more likely to get dropped in future if they are less similar. The system is trained to generate similarity score for every pair of nodes. The similarity can be calculated using any of the similarity measures viz, Common Neighbors (CN), Jaccard coefficient (JC), Adamic-Adar Index (AA), Preferential Attachment (PA), Local Random Walk (LRW) and Superposed Random Walk(SRW). Now based on similarity score, sort the existing links in ascending order. The links which are in the top of the list are more likely to get dropped. Select links predicted using similarity score Create the adjacency matrix for the links predicted, A Find degree of each edge as From_degree + To_degree -2 Sort non zero degree edges in asccending order of degree, E Select edges with lowest degree to E' while() // exit after finding WEED starting with all lowest degree //edges { Unmark all edges in E Select the top edge from E' to T while() //exit either WEED is found or no WEED possible { Find neighbors of T and mark it Mark current node Add T to WEED set If all edges are marked, WEED found, break Set T as neighbor with minimum degree If neighbor also not present, then WEED not possible, break } If WEED not possible with E', add edges with next min. degree to E' If WEED is found, remove edges in WEED set from E' Found WEED and E' is empty, break } A minimum WEED set of a graph represents the set of edges which weakly dominate the rest of edges in the graph. Hence, the edges in minimum WEED set are more likely to get dropped in future. Using this concept, the above predicted result can be optimized by finding the minimum WEED set. For this, the predicted links are represented as an undirected graph and all possible minimum WEED-set of the graph is generated. Since edges in the minimum WEED set represent weak connection in the network, these edges are more likely to get dropped. Schematic overview of the method is given in Fig. 4 .
The most challenging part here is to calculate minimum WEED set of a graph. An algorithm to calculate all possible WEED set is given in Fig. 5 . An undirected graph is created by extracting links predicted and all the non zero degree edges are sorted in the ascending order of degree. Edges are then processed in this order. The algorithm will exit from the outer while loop after finding all possible WEED set starting with highest degree edges. The inner while loop will check whether a WEED set is possible or not. If it is possible, it will return the set. Every step inside the inner while can be computed in not more that O(n) time, where n represents the number of proteins. Hence the asymptotic complexity of the algorithm will be O(n 3 ).
Result and Discussion
From the protein-protein interaction data a protein network is created and represented as an adjacency matrix. Links which are probable to get dropped in future is predicted using different similarity measures viz, Common Neighbors, Jaccard coefficient, Adamic-Adar Index, Preferential Attachment, Local Random Walk and Superposed Random Walk. In this paper we propose a method to optimize the result predicted using any similarity index through all possible minimum WEED-set of the network. From the results obtained the following observations are noted. To quantify the accuracy of the prediction algorithm, two standard metrices, AUC and precision were calculated. Table 1 gives the AUC and precision for various similarity indices. It may be noted that for all similarity measure, the prediction can be improved through the calculation of WEED set. In the proposed method, improvement in accuracy during prediction is achieved due to the reduction in false positive rate. 
Conclusion
This paper presents a method for predicting negative interactions from a PPI network. The WEED algorithm presented in the paper can effectively reduce the false positive rate in predicting negative interactions using any similarity index. The experiments are implemented on a simulated data set extracted from MINT dataset, assuming the data set follows a Gaussian distribution. The result obtained indicates that it is effective to evaluate weak interactions on a PPI network.
