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Dynamic Visual Servoing with Image Moments for a Quadrotor Using
a Virtual Spring Approach
Ryuta Ozawa and Franc¸ois Chaumette,
Abstract— This paper presents an image-based visual servo-
ing for controlling the position and orientation of a quadrotor
using a fixed downward camera observing landmarks on the
level ground. In the proposed method, the negative feedback to
the image moments is used to control the vertical motion and
rotation around the roll axis. On the other hand, the negative
feedback cannot be used to control the horizontal motion due to
under-actuation of a quadrotor. Thus, a novel control method
is introduced to control the horizontal motion. Simulations are
presented to validate the proposed method.
I. INTRODUCTION
Control of unmanned aerial vehicles (UAV) is an active
research topic with civilian applications including search
and rescue, wild fire monitoring, traffic monitoring, pipeline
patrol and so on [1]. Attitude control [2] and pose control [3]
of UAVs have become increasingly important to be applied
to those applications, gyroscopes are used for attitude control
and inertial sensors or GPSs are often used to sense the cur-
rent pose. However, it is difficult to obtain accurate current
position using those sensors [4]. A camera is a candidate
to know the current state, and visual servoing is a powerful
tool to control the pose using a camera. Visual servoing can
be divided into two main classes [5]; position-based visual
servoing (PBVS) and image-based visual servoing (IBVS).
PBVS requires an accurate kinematic model to estimate
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Fig. 1. Coordinates of a quadrotor.
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the pose and is sensitive to image measurement errors and
kinematic model errors. On the other hand, IBVS uses image
features directly, and is less sensitive to those errors than
PBVS, though it has its own problems. It is generally more
difficult to build controllers with IBVS than those with
PBVS due to the complexity of kinematics between control
variables and image features.
Much of the existing researches for visual servoing of
UAVs have used PBVS [6], [7], [8]. An image-based PID
controller using a stationary camera has been proposed to
control the pose of a helicopter under the assumption the
roll and pitch motion can be neglected [9]. The desired
pose is calculated using the interaction matrix, and a PID
controller is used to converge to this pose. An IBVS of an
under-actuated system with an eye-in-hand camera has been
designed with passivity-like properties in spherical image
space and the measurement of translational velocity [10].
Based on the passivity-like properties, a new visual error
term has been considered to design a dynamic controller [11].
Both the controllers stabilize the position with backstepping
method, but an extra controller is needed to control the
yaw angle. Bourquardez et al. [12] have compared several
kinematic IBVS algorithms experimentally using a quadrotor.
They found that perspective image moments are useful to
design a IBVS translational control law, but the stability
problem is still open. On the other hand, in the case of
the spherical image moment, the stability problem has been
solved but the behavior on the vertical axis is not good.
This paper proposes an image based visual servoing for
controlling the pose of a quadrotor, which is a UAV with
four fixed propellers and is often used for the UAV research
[6], [8], [13], [11]. We assume that a camera is fixed to the
quadrotor and is directed downward to observe landmarks on
the level ground [14]. Perspective image moments are then
computed from these landmarks. In the proposed method, the
transposed Jacobian control [15] is used to control the pose
of the quadrotor. It can be applied to control the translation
along and the rotation around the vertical axis. However, it
cannot be applied to control the translations in the horizontal
plane due to the under-actuation of a quadrotor. To control
these translations, positive image feature feedback method
with virtual spring is proposed based on the kinematic
properties of a quadrotor. Some benefits of the proposed
approach are that it is compact, requires small amounts
of computation and sensor information, does not need a
supplementary method for controlling the yaw rotation, and
does not neglect the rotational dynamics of the quadrotor.
Previous approaches use the knowledge of the translational
velocity [6]- [11] and the rotational matrix between the base
and UAV frames, which includes rotation around yaw axis
[6], [7], [10], [11]. On the other hand, the proposed approach
only needs the knowledge of the angular velocity and the
unit gravity vector, which does not contain the yaw rotation,
in the body frame, and does not require any translational
velocity.
Simulation results are finally presented to validate the
effectiveness and robustness of the controller.
II. MODELING OF A QUADROTOR
First, we consider the kinematics of a quadrotor as shown
in Fig. 1. Let x = (x, y, z) and θ = (θ1, θ2, θ3) be the
position and the orientation of the quadrotor in a static
reference frame Σw, and wRr(θ) be the rotational matrix
from Σw to Σr, referred to as roll, pitch, and yaw. Then,
the velocity of the quadrotor rv can be described as rv =
rRw(θ)x˙, and the angular velocity of the quadrotor is given
as
rΩ = [ rω]× = rRw(θ)
w
R˙r (θ, θ˙)
= − ˙rRw(θ, θ˙) rRwT(θ).
(1)
The vector expression of the angular velocity (1) is given as
rω = G(θ)θ˙
with G(θ) =
⎡
⎣1 0 sin θ20 cos θ1 − sin θ1 cos θ2
0 sin θ1 cos θ1 cos θ2
⎤
⎦ . (2)
Thus,
rz˙ =
[
rv
rω
]
= V z˙, where V =
[
rRw 0
0 G(θ)
]
, (3)
and z˙ = (x˙, θ˙). The Lagrangian of the quadrotor is given as
follows:
L =
1
2
m‖ rv ‖2 + 1
2
rωT Iˆ rω + mgTx. (4)
where m is the mass of the quadrotor, Iˆ is the inertia
moment, g = (0, 0,−gr) is the gravitational vector. Then,
by solving the variational problem using Eq. (4) [16] and
by adding damping terms, the dynamical equation of the
quadrotor is given as follows:[
mI3 0
0 H(θ)
] [
x¨
θ¨
]
+
[
0
1
2
d
dtH(θ)θ˙ + S(θ, θ˙)θ˙
]
−
[
mg
0
]
+
[
b1
b2
]
= V TATu,
(5)
where H(θ) = GT(θ)IˆG(θ), u is the force generated by
the propellers, S(θ, θ˙) is the skew-symmetric matrix, b1 and
b2 are the translational and rotational friction components,
which are modeled as
b1 = d1
⎡
⎣‖x˙‖x˙‖y˙‖y˙
‖z˙‖z˙
⎤
⎦ , and b2 = d2
⎡
⎣‖θ˙1‖θ˙1‖θ˙2‖θ˙2
‖θ˙3‖θ˙3
⎤
⎦ , (6)
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Fig. 2. The effects of the propellers on the motion of the quadrotor. The
red arrows indicate increment of force/torque generated by the propellers
and acted on the quadrotor from the equilibrium. The black thick arrows
indicate the net force/torque acted on the quadrotor. The internal forces
are eliminated in this figure. (a) Translational motion in z direction. (b)
Rotational motion around x axis. (c) Rotational motion around y axis. (d)
Rotational motion around z axis. As shown in the circle, the action to
rotate the propeller generates the reaction torque, which is used to rotate
the quadrotor around z axis.
d1 and d2 are the damping coefficients, A is the transmission
matrix defined by
A =
⎡
⎢⎢⎣
0 0 1 0 − κ
0 0 1  0 −κ
0 0 1 0  κ
0 0 1 − 0 −κ
⎤
⎥⎥⎦ , (7)
 is the length of the moment arm, and κ is a ratio between
the translational force to the rotational torque. The rank of
the matrix A is four so that the system is under-actuated.
It is important to understand the feature of the driving
force for designing a controller for the quadrotor. Fig. 2
shows the explanation of the net force/torque acted on
the quadrotor. The translational movement in the z axis is
generated as shown in Fig. 2 (a). The summation of all
the propellers is equivalent to the translational force. The
rotational motions around the x, y and z axes are shown in
Fig. 2 (b), (c) and (d) respectively. The rotation around the
x and y axes are generated by the difference between two
propellers. Each propeller generates the reaction torque to
the quadrotor, and the summation of those reactive torque
generates the rotation around the z axis.
Thus, the dynamics of quadrotor given by (5) can be
rewritten as follows (see, e.g., [11]),
mx¨ + b1 −mg = wRr reˆτ1 (8)
H(θ)θ¨ +
{
1
2
H˙(θ) + S(θ, θ˙)
}
θ˙ + b2 = GT(θ)τ2, (9)
where reˆ = (0, 0, 1) is the unit vector of the direction of
the translational driving force, τ1 is the translational force
for quadrotor and τ2 is the rotational torque w.r.t. Σr.
From Eq. (2), note that the dynamical equations (8) and
(9) are effective in the case that θ2 does not cross ±π/2
(rad). The quaternion representation [2] is useful to avoid
this singularity. However, in the case that θ2 = ±π/2, the
quadrotor lies in the vertical plane and cannot be controlled
anymore. Thus, in this paper, we treat the behavior of the
quadrotor only in the region where −π/2 < θ2 < π/2.
III. IMAGE SPACE
First we consider the general framework of image errors,
and interaction matrices [5]. Let si and s∗i be the current and
the desired image feature of the i th landmark, Δsi = si−s∗i
be the image error, cz˙ = ( cv , cω) be the camera velocity
in the camera coordinates Σc. Then,
Δs˙i = Lsi
cz˙ =
[
Lsi1 Lsi2
]
cz˙ , (10)
where Lsi is the interaction matrix. The camera velocity is
given as
cz˙ = cSr V z˙, (11)
where
cSr =
[
cRr − cRr [ rtc ]×
0 cRr
]
, (12)
cRr = diag.(1,−1,−1) and rtc is the position vector of
the camera from the origin of Σr w.r.t. Σr. Thus, from Eqs.
(10), (11) and (12),
Δs˙i = PiV z˙ =
[
Pi1 Pi2
]
V z˙ (13)
where
Pi1 = Lsi1
cRr, and Pi2 = −Lsi1 cRr[ rtc ]× + Lsi2 cRr .
We now give the interaction matrices of perspective image
moments as shown in [14]. As will be described later,
the translational parts of these matrices are independent
each others, and this property is useful to design our new
controller. Let n points form a landmark on the level ground.
Then, the moments are defined by:
mij =
n∑
k=1
xiky
j
k, (14)
where (xi, yi) is the position of the i th landmark in image
space. Let (xg, yg) be the center of gravity of the landmarks
in the image. The centered moments are defined by:
μij =
n∑
k=1
(xk − xg)i(yk − yg)j , (15)
where xg = m10/n and yg = m01/n, m00 = n. Let a be
defined by
a = μ20 + μ02. (16)
As the visual features to control the translation, we choose
sn = (xn, yn, an) which are given by
xn = anxg, yn = anyg, an = Z∗
√
a∗
a
, (17)
where a∗ and Z∗ are the value of a and the depth when the
quadrotor is in the desired configuration. Then,
Δs˙n =
[
Psn1 Psn2
]
V z˙. (18)
where, when the points are coplanar and parallel to the image
plane [14],
Psn1 = − cRr and Psn2 = cRr[ rtc ]× + Lsn2 cRr,
Lsn2 =
⎡
⎣Lxn2Lyn2
Lan2
⎤
⎦ =
⎡
⎣ an11 −an(1 + 12) ynan(1 + 21) −an22 −xn
−an31 an32 0
⎤
⎦ ,
with ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
11 = n11 + xg(yg − 31),
12 = n20 + xg(xg − 32),
21 = n02 + yg(yg − 31),
22 = n11 + yg(xg − 32),
31 = yg + (ygμ02 + xgμ11 + μ21 + μ03)/a,
32 = xg + (xgμ20 + ygμ11 + μ12 + μ30)/a,
and nij = μij/m00. cRr = diag.(1,−1,−1), thus we
can see that these translational motions are independent
each other. It will be used to control the translations in the
horizontal plane.
The third element of Δsn, Δan, is important to control
the translation on the vertical axis. For Δan, the interaction
matrix is given as follows,
Pan =
[
Pan1 Pan2
]
=
[
reˆ
T reˆ
T [ rtc ]× + Lan2
cRr
]
.
(19)
Let α be the object orientation angle defined as
α =
1
2
tan−1
(
2μ11
μ20 − μ02
)
. (20)
The time derivative of Δα = α− α∗ is
Δα˙ = PαV z˙, (21)
when the points are coplanar and parallel to the image plane,
where,
Pα =
[
Pα1 Pα2
]
=
[
0 Lα2 cRr
]
, (22)
with
Lα2 =
[
αwx αwy −1
]
, (23)
and
αwx = (β[μ12(μ20 − μ02) + μ11(μ03 − μ21)]
+ γxg[μ02(μ20 − μ02)− 2μ211] + γygμ11[μ20 − μ02])/d,
αwy = (β[μ21(μ02 − μ20) + μ11(μ30 − μ12)]
+ γxgμ11[μ20 + μ02] + γ[μ20(μ02 − μ20)− 2μ211])/d,
d = (μ20 − μ02)2 + 4μ211,
with β = 4 and γ = 2. Pα1 is the zero matrix, and we can
see that α˙ is independent from the translational motion. In
the next section, we design a controller based on the visual
features selected, that is sn and α.
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Fig. 3. Translational and rotational motions of the quadrotor in the vertical
plane.(a) translational motion, (b) rotational motion.
IV. CONTROLLER DESIGN FOR A QUADROTOR
The control objective is to make a quadrotor stabilize the
point such that (sn, α, θ1, θ2)=(s∗n, α∗, 0, 0), where θ1 and θ2
are roll and pitch angles of the quadrotor. The desired visual
features s∗n and α∗ can be chosen to reach any particular
configuration of the quadrotor such that it is parallel to the
level ground.
To control the quadrotor, we need to sense the unit vector
of the gravity, which contains the roll and pitch angles of
the quadrotor, while previous approaches need to sense wRr
[6]-[11] , which also requires the yaw angles. It is defined
as
rysen = rRw eg, (24)
where eg = (0, 0,−1) is the gravitational unit vector w.r.t.
Σw. The time derivative is calculated using Eqs. (1) and (2)
as
ry˙sen = rysen ×G(θ)θ˙. (25)
To control the translational and rotational motions in and
around the vertical axis in Fig. 3, we consider the case where
the quadrotor is parallel to the level ground above the target.
We will see in the simulation results that the controller is
also effective when it is not the case.
Here, we design a controller based on a task-space PD
feedback with gravity compensation [15] to control the
translational and rotational motion on the z axis using the
interaction matrices (19) and (22) as follows,
τ1 = − mgrreˆT rysen
− γ1Δan, (26)
τ2 = v − γ1P Tα2Δan − γ2P Tα2Δα− γ3G(θ)θ˙. (27)
The first term in τ1 is for the gravitational compensation.
The second terms of τ1 and τ2 are the visual feedback
terms to eliminate the vertical error Δan. As shown in Eq.
(18), Δan affects only in the z direction of the translational
motion. The third term in τ2 is the image feedback of Δα.
It does not affect τ1 because the first three columns of (22)
are zeros. The last term in τ2 is the rotational damping. v
in τ2 is an additional control input, and we will discuss it
later.
Next, we consider the translational motion in the horizon-
tal plane. The sideway motion cannot be generated using the
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Fig. 4. The effect of Rotation for translational motion in horizontal plane.
(a) x direction, (b) y direction
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Fig. 5. Effect of Feedback for translational motion in horizontal plane. (a)
Image error and the orientation of the quadrotor. The error can be eliminated
by moving on the left, and the quadrotor must be inclined to move on the
left. (b) Positive visual feedback effect. It provides translational force, but
the quadrotor over-rotates and the system become unstable. A virtual spring
approach prevents from turning the UAV over, and is effective to eliminate
the position errors.
image feedback directly due to under-actuation of a quadro-
tor. As shown in Fig. 4 (a), when the quadrotor inclines
around the y axis and generates the gravity compensation
force, the vertical force is canceled and the translational
force in the x direction is generated implicitly. Then, the
quadrotor can move in the x direction. (For y translational
force, see Fig. 4 (b).) We now consider the relationship
between the image error and the translational motion. As
shown in Fig. 5(a), the quadrotor would like to move to the
left for eliminating the image error (Phase 1). The quadrotor
inclines to generate the positive force in x direction, and the
image error becomes larger (Phase 2). Then, the quadrotor
moves till the image error is eliminated (Phase 3). Thus, to
generate the translational force in the x direction, the image
error must be fed back positively as shown in Fig. 5 (b)
left. However, the positive visual feedback makes the system
unstable, and we must prevent the quadrotor from giving the
overthrow so that a virtual spring is added as shown in Fig.
5 (b) right. Thus,
v = v1 + v2 (28)
is composed of the virtual spring force v1 and the positive
feedback v2.
To realize the virtual spring effect, we consider the fol-
lowing artificial potential.
Uk =
1
2
Δ rysen
T KΔ rysen , (29)
where
Δ rysen = rysen − eg. (30)
Then, from Eq. (25),
v1 = −∂Uk
∂θ
T
= G(θ)T[ rysen ]×KΔ rysen . (31)
To design the positive feedback of the image error, we
consider the static equilibrium in Eq. (8) as follows,
mg − wRr reˆ mgrreˆT rysen
− γ1 wRr reˆΔan (32)
= fg − γ1Δan wRr P Tan1 = 0, (33)
where fg is the effective force in Fig. 4 and is defined as
fg = mgr wRr
{
rysen − reˆ 1reˆT rysen
}
. (34)
If fg is generated by a virtual force hv = γ0Δsn in the
image space as a result of the image error Δsn, then it could
be expressed using the transpose of the interaction matrix as[
fg
GT(θ)v21
]
= V TP Tsnγ0hv =
[
wRr P
T
sn1
G(θ)TP Tsn2
]
hv, (35)
where v21 is a component of v2. However, fg cannot be
generated as a result of hv due to under-actuation of the
quadrotor.
Next we consider the relationship between the rotation and
the image error as shown in Fig. 5. The quadrotor inclines
by the image error, and we can find the torque v22 which is
equivalent to hv . If the translational motion of the quadrotor
can be neglected, then from the principle of the virtual work,
δθTGTv22 − δ(Δsn)Thv = 0. (36)
From the first raw of Eq. (35), hv can be calculated as
hv = ( wRr P Tsn1)
−1fg = − cRr rRw fg
= −mgr cRr
{
rysen − reˆ 1reˆT rysen
}
.
(37)
From hv = γ0Δsn, the virtual displacement of Δsn can be
calculated as
δ(Δsn) = δ
1
γ0
hv =
1
γ0
∂hv
∂θ
δθ =
1
γ0
HvGδθ (38)
where
Hv = −mgr cRr
{
I3 +
reˆ reˆ
T
( reˆT rysen )2
}
[ rysen ]×. (39)
Then, Eq. (36) can be calculated using Eqs. (37)-(39) as
δθTGTv22 − δ(Δsn)Thv = δθTv22 − δ( 1
γ0
hv)Tγ0Δsn
= δθTGT
{
v22 −HTv Δsn
}
= 0.
The virtual displacement δθ is an arbitrary vector, and we
can see that
v22 = HTvsn. (40)
Substituting Eqs. (35) and (40) into Eq. (28), we can get
v2 = P Tsn2hv + H
T
v Δsn. (41)
By substituting Eq. (41) into Eq. (27), the control input for
the rotational part can be calculated as follows,
τ2 = [ rysen ]×KΔ rysen + HTv (
rysen )Δsn
+ P Tsn2hv − γ1P Tan2Δan − γ2P Tα2Δα− γ3Gθ˙.
(42)
The first term of τ2 is the virtual spring term, the second
and the third terms are for the positive feedback, the fourth
and the fifth terms are negative feedback of Δan and Δα,
and the last term is the damping of the angular velocity,
respectively. The damping term can be omitted when the
quadrotor is enough damped by the natural damping bi(i =
1, 2). Note that the controllers (26) and (42) use only the
sensing of rysen , the landmarks and the angular velocity θ˙.
G is function of θ, but uses only the roll and the pitch angles
(see Eq. (2)), which can be calculated from rysen .
We omit the stability analysis due to space limi-
tation, but we can prove that the equilibrium point
(Δsn,Δα, θ1, θ2, z˙) = 0 of the system (8) and (9) controlled
by (26) and (27) is locally asymptotically stable by the
Lyapunov’s direct method in the vicinity of the equilibrium
point where the UAV is parallel to the image plane.
Note that the interaction matrices (18), (21), and (22) are
obtained under the assumption that the visual feature points
lie in the plane parallel to the image plane. The robustness of
these approximations will be confirmed in the simulations.
V. SIMULATION
In this section, five selected simulations are presented to
validate the effectiveness of the proposed controller using
the conditions given in TABLE I. The following parameters
are used for the simulations; m = 0.90 (kg),  = 0.30 (m),
Iˆ = (1.20, 1.20, 2.00) × 10−3(kgm2),  = 0.30 (m), and
κ = 0.0158 (m). The visual data is updated every 33 (ms)
except the case 4, while rysen and θ˙ are measured and the
control input is updated every 1 (ms). We use four feature
points, which are distributed around the origin of the base
frame. As shown in TABLE II, in Cases 1 to 4, the initial
configuration is assigned so that the quadrotor goes from
the vicinity to the above of the base frame. In Case 5, the
initial configuration is assigned so that the quadrotor goes
away from the above of the base frame. The differences in
each configuration are shown in the image sampling time, the
feedback gain γ3 and the coefficient of the damping terms
(6). Figs. 6-10 show the translation and orientation errors of
each case as well as the image features error and the image
points trajectory. In Case 1, a good damping is used, and the
errors converge to zero around 15(s). In Case 2, less damping
in the translational directions is used. Then, the system is
under-damped and the convergence is retarded compared to
Case 1. In Case 3, less damping in the rotational directions is
used. Then, residual errors remain and the motion becomes
vibrationally as in a limit cycle. This is due to the sampling
time of the visual data. This motion is improved using 1(ms)
image sampling time as shown in Case 4, as well as using
TABLE I
FEEDBACK GAINS USED IN THE SIMULATOR
parameter symbol value
feedback gain of Δan γ1 1.00
feedback gain of Δα γ2 1.00
spring coefficient k 40.0
TABLE II
CONTROLLER PARAMETERS
initial
Point
final
Point
damping gain image
sample
time
Symbol d1, d2 γ3
Unit (kg/m),
“
kgm2
(rad)2
” “
kgm2
rad·s
”
(ms)
Case 1 B† A (100, 0.5) 1.5 33
Case 2 B A (10.0, 0.5) 1.5 33
Case 3 B A (100, 0.3) 0.0 33
Case 4 A B (100, 0.3) 0.0 1
Case 5 A B (100, 0.5) 1.5 33
† Point A is that x =(0, 0, 0,5)(m) and θ3 =0(rad), and Point B is
that x =(0.5, 0.5, 5.5)(m) and θ3 = 0.2π(rad).
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Fig. 6. Simulation results in Case 1. (a) Position error, (b) orientation
error, (c) image error, and (d)image trajectories.
larger rotational damping as shown in Case 1. In Case 5, the
convergence is a little bit slower than in Case 1 because of
the difference of the desired configuration. We can get the
better performance when the landmarks are just below the
quadrotor at a desired configuration. Indeed, the interaction
matrix plays role of the moment arm of the image error, and
the desired configuration in Case 5 becomes more sensitive
to the image error than in Case 1-4.
VI. CONCLUSION
This paper proposed an image-based visual servoing for
controlling the position and the orientation of a quadrotor
with a fixed camera, which points the downward direction.
The transpose Jacobian control from image moments is used
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Fig. 7. Simulation results in Case 2, configured as Fig.6.
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Fig. 8. Simulation results in Case 3, configured as Fig.6.
to control the translational and the rotational motions in the
vertical axis. On the other hand, the sideway motion cannot
be generated with this method due to the under-actuation of
quadrotors. Positive feedback structure of the image errors
to the sideway motion was revealed, and a virtual spring was
introduced to stabilize the pose of the quadrotor. Simulations
showed that this method is effective to control the pose of
a quadrotor, even if the low sampling rate of the visual data
may cause some residual errors. We show also that it is
better to put the landmarks just below the desired pose of
the quadrotor.
Future works will be devoted to realize experiments on a
real platform. The current controller depends on the perspec-
tive image moment, and the controller is also undergoing to
be generalized to algorithms, which can use any other image
features, and camera configuration.
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Fig. 9. Simulation results in Case 4, configured as Fig.6.
(a)
Time (s)
Po
sit
io
n 
er
ro
r 
(m
)
  x
  y
  z
Δ
Δ
Δ
0 10 20 30 40
-0.5
-0.25
0
0.25
0.5
(b)
Time (s)
O
rie
n
ta
tio
n
 
er
ro
r 
(ra
d)
 Δ θ
 Δ θ
 Δ θ
1
2
3
0 10 20 30 40
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
(c)
Time (s)
Im
ag
e 
er
ro
r
 x
 y
 a
n
n
n
0 10 20 30 40
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
 αnΔ
Δ
Δ
Δ (d)
 target
-150 -100 -50 0 50 100 150-120
-90
-60
-30
0
30
60
90
120
Fig. 10. Simulation results in Case 5, configured as Fig.6.
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