Non-linear attenuation of the Arterial Input Function (AIF) is a major problem in first-pass MR perfusion imaging due to the high concentration of the contrast agent in the blood pool. This paper presents a technique to reconstruct the true AIF using signal intensities in the myocardium and the attenuated AIF based on a Hierarchical Bayesian Model (HBM). With the proposed method, both the AIF and the response function are modeled as smoothed functions by using Bayesian penalty splines (P-Splines). The derived AIF is then used to estimate the impulse response of the myocardium based on deconvolution analysis. The proposed technique is validated both with simulated data using the MMID4 model and ten in vivo data sets for estimating myocardial perfusion reserve rates. The results demonstrate the ability of the proposed technique in accurately reconstructing the desired AIF for myocardial perfusion quantification. The method does not involve any MRI pulse sequence modification, and thus is expected to have wider clinical impact.
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In general clinical practice, a high Gd-DTPA concentration is often required to achieve a good signal-to-noise ratio of the myocardium. However, the relationship between signal intensity (SI) and contrast concentration is linear only for low Gd-DTPA concentrations, typically up to about 2 mM. Beyond this value, the overall SI and contrast concentration are not linearly related, thus leading to a non-linear attenuation of the SI time curve. Although this is usually
MYOCARDIAL FIRST PASS PERFUSION
Early diagnosis and localization of myocardial perfusion defect is an important step in the treatment of Coronary Artery Disease (CAD). Myocardial perfusion imaging plays an important role in establishing the ischaemic burden and the viability of ischaemic myocardium [1] . Differentiation of ischaemic but viable myocardium from infarcted regions requires detailed global quantitative assessment and modeling of myocardial perfusion characteristics. Quantitative results with MRI with conventional extracellular agents (Gd-DTPA) for human studies. not a problem for myocardium, as the perfused Gd-DTPA is relatively low, the SI of the Arterial Input Function (AIF), measured in the Leftventricular (LV) blood pool, can be severely attenuated. This non-linear attenuation of the AIF can lead to large errors in the estimation of myocardial perfusion reserve derived from the impulse response of the Gd-DTPA bolus. We propose a Hierarchical Bayesian Model (HBM) for the reconstruction of the AIF, where both the AIF and the response function are modelled as smoothed functions by using Bayesian penalty splines (P-Splines) [2] . Since the information from the myocardium is sparse, a relatively informative prior model is used for the response function. Subsequently, the derived AIF can be used in existing myocardial impulse response estimation techniques based on deconvolution analysis
ABSTRACT HIERARCHICAL BAYESIAN MODEL

DATA MODEL
The observed signal intensities Yi(t) are realizations of stochastic processes with expected value Si(t), the true contrast concentration at time t in section i of the myocardium. Let A(t) be the true AIF and Zt the observed signal intensity in the LV blood pool at time t. We assume that the signal intensity both in the myocardium and in the LV blood pool is the true intensity plus white noise For σ 2 we use a flat inverse Gamma prior. The variance of the AIF ρ 2 t is a priori depending on the value of Zt. We know A(t) is equal to Zt for small values; for higher values of Zt the AIF is attenuated. A priori we assume a high variance for the AIF, so the prior information for the AIF is rather weak and the observed signal intensity in the myocardial tissue determines the AIF:
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PROCESS MODEL In general, the true signal intensity is the convolution of the arterial input function with a response function f(t):
Signal intensity is measured at discrete time points, and we use the discretized process model where fi is the response vector and Ak• is the kth row of a convolution matrix.
PRIOR MODEL
We assume that both the response function and the AIF are smooth functions, and can be approximated by B-Splines where B is the n×p design matrix of kth order B-splines. Following the theory of Bayesian P-Splines, a penalty function is used on the regression parameters β and γ. Here a second order difference is used as stochastic restriction. Due to the fast upslope of the signal intensity right at the beginning of the aquisition, and the much slower downslope, an adaptive smoothing prior has to be used. That is, the variance parameters are allowed to vary over time (and space), and are estimated from the data.
SIMULATION STUDY
Myocardial perfusion intensity curves were simulated using the MMID4 model [3] . Data was simulated to represent healthy subjects and patients with different grades of stenoses both in rest and under stress. For each group and state, 12 sections of the myocardium with three different values of Maximum Blood Flow (MBF) each were simulated 10 times. The simulated concentration series were then attenuated following the measurements of [4], i.e. translated into normalized T1-weighted signal intensities. Random noise was added to the signal intensities, resulting in a peak signal-tonoise ratio (SNR) of 6 : 1. Fig. 3 depicts the true AIF used in the simulation, and the 10 reconstructions of the AIF from data representing healthy patients under stress. The reconstructed AIF were then used in a semi-parametric analysis [5] to estimate the MBF at rest and under stress and the Myocardial Perfusion Reserve (MPR).
With the reconstructed AIF, the mean overestimation of MBF is reduced from 118% to 28%; the mean squared error of MPR estimation was reduced by 60.6%, see Fig. 4 .
IN VIVO STUDY
The proposed technique was applied to scans from 10 subjects, acquired with a dual-imaging sequence [6] . Results from the analysis using three different input functions are used to illustrate the accuracy of the proposed technique:
a) the signal intensity measured in the LSRT scans, i.e. an attenuated AIF, b) the signal intensity measured in the SSRT scans, i.e.
an AIF from the dual-imaging technique, which is used as reference model here, c) the AIF reconstructed with the proposed technique. Fig. 5 (left) depicts the MBF at rest and under stress in the sectors of the myocardial tissue for subject 1. For the baseline scan, all three models agree reasonably well, i.e. non-linear attenuation does not represent a significant issue. However, for the hyperemic scan,MBF computed with the attenuated AIF is underestimated for small values and overestimated for larger values of MBF. MBF values computed from the reconstructed AIF however mostly agree with the reference method based on the dual-imaging sequence. Fig. 3 (right) depicts the MPR in different sections of the myocardium for subject 1. MPR estimates with the attenuated AIF show large differences compared to the reference method, whereas results from the reconstructed method correspond well with the reference data. 
