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SUPER-RESOLUTION BY MEANS OF BEURLING MINIMAL
EXTRAPOLATION
JOHN J. BENEDETTO AND WEILIN LI
Abstract. Let M(Td) be the space of complex bounded Radon measures defined on the
d-dimensional torus group (R/Z)d = Td, equipped with the total variation norm ‖ · ‖; and
let µ̂ denote the Fourier transform of µ ∈ M(Td). We address the super-resolution prob-
lem: For given spectral (Fourier transform) data defined on a finite set Λ ⊆ Zd, determine
if there is a unique µ ∈M(Td) of minimal norm for which µ̂ equals this data on Λ. With-
out additional assumptions on µ and Λ, our main theorem shows that the solutions to the
super-resolution problem, which we call minimal extrapolations, depend crucially on the
set Γ ⊆ Λ, defined in terms of µ and Λ. For example, when #Γ = 0, the minimal extrapo-
lations are singular measures supported in the zero set of an analytic function, and when
#Γ ≥ 2, the minimal extrapolations are singular measures supported in the intersection of(
#Γ
2
)
hyperplanes. By theory and example, we show that the case #Γ = 1 is different from
other cases and is deeply connected with the existence of positive minimal extrapolations.
This theorem has implications to the possibility and impossibility of uniquely recovering
µ from Λ. We illustrate how to apply our theory to both directions, by computing per-
tinent analytical examples. These examples are of interest in both super-resolution and
deterministic compressed sensing. Our concept of an admissibility range fundamentally
connects Beurling’s theory of minimal extrapolation [Beu89a, Beu89b] with Cande`s and
Fernandez-Granda’s work on super-resolution [CFG14]. This connection is exploited to
address situations where current algorithms fail to compute a numerical solution to the
super-resolution problem.
1. Introduction
1.1. Motivation. The term super-resolution varies depending on the field, and, conse-
quently, there are various types of super-resolution problems. In some situations [PPK03],
super-resolution refers to the process of up-sampling an image onto a finer grid, which is
a spatial interpolation procedure. In other situations [Lin12], super-resolution refers to the
process of recovering the object’s high frequency information from its low frequency infor-
mation, which is a spectral extrapolation procedure. In both situations, the super-resolution
problem is ill-posed because the missing information can be arbitrary. However, it is possi-
ble to provide meaningful super-resolution algorithms by using prior knowledge of the data.
We develop a mathematical theory of the spectral extrapolation version, which we simply
refer to as the super-resolution problem, see Problem (SR) for a precise statement.
To be concrete, our exposition focuses on imaging applications, but super-resolution
ideas are of interest in other fields, e.g., [Rie99, KLM04]. In such applications, an image
is obtained by convolving the object with the point spread function of an optical lens.
Alternatively, the Fourier transform of the object is multiplied by a modulation transfer
function. The resulting image’s resolution is inherently limited by the Abbe diffraction
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limit, which depends on the illumination light’s wavelength and on the diameter of the
optical lens. Thus, the optical lens acts as a low-pass filter, see [Lin12]. The purpose of
super-resolution is to use prior knowledge about the object to obtain an accurate image
whose resolution is higher than what can be measured by the optical lens.
We mention two specific imaging problems, and they motivate the theory that we develop.
(a) In astronomy [PK05], each star can be modeled as a complex number times a Dirac
δ-measure, and the Fourier transform of each star encodes important information about
that star. However, an image of two stars that are close in distance resembles an image
of a single star. In this context, the super-resolution problem is to determine the number
of stars and their locations, using the prior information that the actual object is a linear
combination of Dirac δ-measures.
(b) In medical imaging [Gre09], machines capture the structure of the patient’s body tissues,
in order to detect for anomalies in the patient. Their shapes and locations are the most
important features, so each tissue can be modeled as the characteristic function of a
closed set, or as a surface measure supported on the boundary of a set. The super-
resolution problem is to capture the fine structures of the tissues, given that the actual
object is a linear combination of singular measures.
1.2. Problem statement. We model objects as elements of M(Td), the space of complex
bounded Radon measures on Td = (R/Z)d, the d-dimensional torus group. M(Td) equipped
with the total variation norm ‖ · ‖ is a Banach algebra with unit, the Dirac δ-measure,
where multiplication is defined by convolution ∗. The Fourier transform of µ ∈ M(Td) is
the function µ̂ : Zd → C, whose m-th Fourier coefficient is defined as
µ̂(m) =
∫
Td
e−2πim·x dµ(x).
See [BC09] for further details.
We consider the super-resolution problem: For a given finite subset Λ ⊆ Zd and given
spectral data F of the form µ̂ |Λ for some unknown µ ∈M(Td), find
(SR) argmin
ν∈M(Td)
‖ν‖ subject to ν̂ = µ̂ on Λ.
This is a is a convex minimization problem and we interpret a solution as a simple or least
complicated high resolution extrapolation of F.
Remark 1.1 (Image processing). (a) A primary objective is to determine if µ ∈ M(Td)
is a solution to the super-resolution problem given its spectral data µ̂ |Λ. The current
literature has focused on discrete µ ∈ M(Td), e.g., see [CFG14, TBSR13, DCG12].
However, in the context of image processing, µ is the unknown high resolution image,
and a typical image cannot be approximated by a discrete measure. Hence, it is impor-
tant to determine if non-discrete measures are solutions to the super-resolution problem.
For this reason, we have formulated and shall study Problem (SR) in an abstract way.
(b) Further, in the context of image processing, we can think of being given information
that represents an image µ ∈M(Td), and this information is in the form,
F (x) = (µ ∗ ψ)(x) =
∫
Td
ψ(x− y) dµ(y),
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for some ψ : Td → C. For simplicity, we assume that ψ̂ = 1Λ, the characteristic function
of some finite set Λ ⊆ Zd. Then, we have
F = (µ ∗ ψ) = (µ̂ |Λ)∨.
Thus, we interpret µ̂ |Λ as the given low frequency information of µ, and (µ̂ |Λ)∨ as the
given low resolution image, even though in applications, we do not know the desired
object µ. This is the background for our formulation of Problem (SR).
With regard to Problem (SR), a fundamental question of uniqueness must be addressed.
To see why this is so, if µ is not the unique solution to the super-resolution problem, then the
output of a numerical algorithm is not guaranteed to approximate µ. Thus, it is important
to determine sufficient conditions such that µ is the unique solution. For this reason, we say
that super-resolution reconstruction of µ from Λ is possible, or it is possible to super-resolve
µ from Λ, if and only if µ is the unique solution to Problem (SR). Of course, it could be
theoretically be possible to reconstruct µ by other means.
1.3. Background. Problem (SR) was first studied by Cande`s and Fernandez-Granda [CFG14]
and was inspired by results from compressed sensing [Don06, CRT06]. By considering dif-
ferent models of images and/or alternative measurement processes, it is possible to derive
related (noiseless) “super-resolution” problems, e.g., see [Don92, DCG12, TBSR13, ASB14,
ASB15]. There are several papers that address “super-resolution” in the presence of noise,
e.g., see [CFG13, BTR13, ADCG15, TBR15, DP15].
We briefly discuss the important results of Cande´s and Fernandez-Granda [CFG14].
Given Λ = {−M,−M + 1, . . . ,M}d ⊆ Zd, we say µ = ∑Kk=1 akδxk ∈ M(Td) satisfies
the minimum separation condition with constant C > 0 if
(1.1) inf
1≤j,k≤K
j 6=k
‖xj − xk‖ℓ∞(Td) ≥
C
M
.
Theorem 1.2 (Cande`s and Fernandez-Granda, Theorems 1.2-1.3, [CFG14]. Fernandez–
Granda, Theorem 2.2, [FG16]). Let µ =
∑K
k=1 akδxk ∈ M(Td) and Λ = {−M,−M +
1, . . . ,M}d ⊆ Zd.
(a) If d = 1, M ≥ 128, and µ satisfies the minimum separation condition with C = 2,
then µ is the unique solution to Problem (SR). If additionally, µ is real valued, then the
constant can be reduced to C = 1.87.
(b) If d = 1, M ≥ 103, and µ satisfies the minimum separation condition with C = 1.26,
then µ is the unique solution to Problem (SR).
(c) If d = 2, µ is real valued, M ≥ 512, and µ satisfies the minimum separation condition
for C = 2.38, then µ is the unique solution to Problem (SR).
The theorem proves that, in theory, it is possible to uniquely recover discrete measures
satisfying a sufficiently strong minimum separation condition. To compute a numerical
approximation of such a measure, they proposed a convex-optimization based algorithm
which relies on [Dum07, Theorem 4.24]. They stated their algorithm for d = 1, but it is
possible an analogous algorithm for higher dimensions.
Algorithm 1.3 (Cande´s and Fernandez-Granda, Section 4, [CFG14]). Suppose µ ∈M(T)
and Λ = {−M,−M + 1, . . . ,M} ⊆ Z satisfy the hypotheses in any of the three situations
described in Theorem 1.2.
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(1) Solve the convex optimization problem described in [CFG14, Corollary 4.1] to obtain
a function ϕ(x) =
∑M
m=−M cme
2πimx such that ‖ϕ‖∞ ≤ 1 and 〈ϕ, µ〉 = ‖µ‖. Then,
µ is supported in the set,
S = {x ∈ T : |ϕ(x)| = 1}.
(2) Assume that S 6= T. Then, S is a discrete set that consists of at most 2M points,
and it is possible to determine µ by solving a system of over-determined equations.
Cande`s and Fernandez-Granda pointed out that their algorithm for recovering µ is in-
complete because it fails precisely when {x ∈ T : |ϕ(x)| = 1} = T, i.e., when |ϕ| ≡ 1, since
in this case, ϕ does not provide information about the support of µ. We emphasize that
this scenario can occur even if µ ∈M(T) and Λ ⊆ Z satisfy the hypotheses of Theorem 1.2.
1.4. Our approach. This paper connects the Cande´s and Fernandez-Granda theory on
super-resolution [CFG14] with Beurling’s work on minimal extrapolation [Beu89a, Beu89b].
This connection is exploited to obtain new theoretical and computational results on super-
resolution.
We first introduce some additional notation, since referring to Problem (SR) can be
ambiguous when working with several different measures. We adopt Beurling’s language,
and we say that ν ∈M(Td) is a minimal extrapolation of µ ∈M(Td) from Λ ⊆ Zd if it is a
solution to Problem (SR). If ν ∈M(Td) and µ̂ = ν̂ on Λ, then we say ν is an extrapolation of
µ from Λ. When there is no ambiguity, we shall say that “ν is an extrapolation (respectively,
a minimal extrapolation)” as a shortened version of “ν is an extrapolation (respectively, a
minimal extrapolation) of µ from Λ”.
Let E = E(µ,Λ) be the set of all minimal extrapolations. For any ν ∈ E , let ε = ε(µ,Λ) =
‖ν‖, which is the optimal value attained by Problem (SR). It is possible to compute a
numerical approximation of ε by solving the convex optimization problem described in
[CFG14, Coroallary 4.1], but its exact value is unknown. Finally, we define the set,
(1.2) Γ = Γ(µ,Λ) = {m ∈ Λ: |µ̂(m)| = ε(µ,Λ)}.
Although Γ is defined in terms of the unknown quantity ε, we shall see that, for many
important applications, it is possible to deduce ε and Γ. Our theorem shows that the
minimal extrapolations intimately depend on Γ.
Theorem 1.4. Let µ ∈M(Td) and let Λ ⊆ Zd be a finite subset.
(a) Suppose #Γ = 0. Then, there exists a closed set S of d-dimensional Lebesgue measure
zero such that each minimal extrapolation is a singular measure supported in S. In
particular, if d = 1, then S is a finite number of points and each minimal extrapolation
is a discrete measure supported in S.
(b) Suppose #Γ ≥ 2. For each distinct pair m,n ∈ Γ, define αm,n ∈ R/Z by e2πiαm,n =
µ̂(m)/µ̂(n) and the closed set,
(1.3) S =
⋂
m,n∈Γ
m6=n
{x ∈ Td : x · (m− n) + αm,n ∈ Z},
which is an intersection of
(#Γ
2
)
periodic hyperplanes. Then, each minimal extrapolation
is a singular measure supported in S. In particular, if d = 1, then S is a finite number
of points and each minimal extrapolation is a discrete measure supported in S.
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If d ≥ 2 and there exist d linearly independent vectors, p1, p2, . . . , pd ∈ Zd, such that
{p1, p2, . . . , pd} ⊆ {m− n : m,n ∈ Γ},
then S is a lattice on Td.
The following topics encapsulate the contributions of this paper.
(a) Qualitative behavior of minimal extrapolations. It is interesting to note that Γ provides
significant information about the minimal extrapolations. Theorem 1.4 shows that,
regardless of the dimension, when #Γ = 0 or #Γ ≥ 2, the minimal extrapolations are
always singular measures. However, when #Γ = 1, the minimal extrapolations can be
extremely different from each other. Proposition 2.8 shows that the case #Γ = 1 is
connected with the existence of positive absolutely continuous minimal extrapolations.
In Example 3.3, we provide an example for which there are uncountably many discrete
minimal extrapolations as well as uncountably many positive absolutely continuous
minimal extrapolations.
(b) Computational consequences. One important aspect of Theorem 1.4 is its relationship
with Algorithm 1.3. Proposition 2.6 shows that, if the algorithm fails, then we nec-
essarily have ε = ‖µ̂‖ℓ∞(Λ) and Γ 6= ∅. Since we are given the values of µ̂ on Λ, this
immediately tells us what ε and Γ are. If #Γ = 1, then we cannot deduce anything
about the minimal extrapolations. As previously discussed, this is inherent with the
super-problem and is not an artifact of our analysis. If #Γ ≥ 2, then the theorem is
applicable and the minimal extrapolations are singular measures supported in the set
defined in (1.3), which can be explicitly computed. We show how to apply our theorem
to compute pertinent analytical examples in Section 3. Hence, our theorem is applicable
even when Algorithm 1.3 fails.
(c) Super-resolution of singular measures. When d ≥ 2, Theorem 1.4 suggests that some
singular continuous measures could be solutions to the super-resolution problem. Some-
what surprisingly, this is indeed the case because Example 3.7 provides an example of a
singular continuous minimal extrapolation. This also demonstrates that the conclusion
of Theorem 1.4b is optimal. Determining what types of singular continuous measures
can be uniquely recovered by Problem (SR) is an interesting mathematical problem, and
we believe such a result would be useful in applications, e.g., [Gre09]. We shall carefully
address the super-resolution of singular continuous measures in the sequel [BL16].
(d) Impossibility of super-resolution. Theorem 1.4 does not require additional assumptions
on µ ∈ M(Td) or on the finite subset Λ ⊆ Zd. Since the theorem also describes the
support set of the minimal extrapolations of µ from Λ, it is useful for determining
whether it is possible for a given µ to be a minimal extrapolation. To illustrate this
point, in Example 3.6, we provide a simple proof that shows, in general, a minimal
separation condition is necessary to super-resolve a discrete measure.
(e) Discrete-continuous correspondence. The super-resolution problem can be viewed as
a continuous analogue of the discrete Fourier compressed sensing problem that was
studied in [CRT06]. Let FN ∈ CN×N be the DFT matrix, x ∈ CN be an unknown
vector, and Λ ⊆ {0, 1, . . . , N − 1}. The goal is to recover x from FNx |Λ by solving
(CS) argmin
y∈CN
‖y‖ℓ1 subject to FNx = FNy on Λ.
By considering the case that µ =
∑N
n=1 anδn/N and x(n) = an, it is straightforward
to see that Problem (SR) is a generalization of Problem (CS), see [CFG14] for further
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details. From this point of view, Theorem 1.4 is a discrete-continuous correspondence
result. Indeed, if #Γ ≥ 2, and either d = 1 or the vectors {pj} exist, then the minimal
extrapolations are necessarily discrete measures whose support lie on a lattice; as we
just discussed, such measures can be identified with vectors that are solutions to the
discrete problem.
(f) Mathematical connections. Our results are closely related to Beurling’s work on minimal
extrapolation. He dealt with R1 instead of Td, so Theorem 1.4 is an adaptation to the
torus and a generalization to higher dimensions of [Beu89b, Theorem 2, page 362].
We remark that there are non-trivial technical differences between working with R1
and Td. There are also other classical papers related to minimal extrapolation, e.g.,
[Ess45, Ess54, HR55].
Propositions 2.4 connects our results to the Cande`s and Fernandez-Granda theory
[CFG14] by introducing a concept called an admissibility range for ε. This connection is
exploited to prove Proposition 2.6, which in turn, shows that our theorem is applicable
to situations where Algorithm 1.3 fails.
Proposition 2.1 contains basic duality results for Problem (SR) that can be derived
from abstract convex analysis, e.g., see [DP15]. None of our proofs require knowledge
of convex analysis, so we believe our paper is accessible to non-specialists.
1.5. Outline. Section 2 contains the basis of our mathematical theory. Section 2.1 proves
well-known results on the super-resolution problem using only basic functional analysis.
Section 2.2 provides a characterization of Γ and illustrates its importance in our analysis.
The proof of Theorem 1.4 is given in Section 2.3. Section 2.4 contains the results that fully
connect the Beurling and Cande`s and Fernandez-Granda theories, as well as the the rela-
tionship between Theorem 1.4 and Algorithm 1.3. Section 2.5 includes a basic uniqueness
result, and the mentioned non-uniqueness results for the case #Γ = 1. Section 2.6 exam-
ines whether it is possible to relate the minimal extrapolations of µ with those of Tµ for
various operators T . Section 3 contains all of the examples that we have previously men-
tioned, including the minimal extrapolations of discrete measures and of singular continuous
measures.
2. Mathematical Theory
2.1. Preliminary results. Let C(Td) be the space of complex-valued continuous functions
on Td equipped with the sup-norm ‖ · ‖∞. Then, C(Td) is a Banach space, and let C(Td)′
be its dual space of continuous linear functionals with the usual norm ‖ · ‖. The celebrated
Riesz representation theorem, e.g., see [BC09, Theorem 7.2.7, page 334] states that:
(a) For each µ ∈ M(Td), there exists a bounded linear functional ℓµ ∈ C(Td)′ such that
‖µ‖ = ‖ℓµ‖ and
∀f ∈ C(Td), ℓµ(f) = 〈f, µ〉 =
∫
Td
f(x) dµ(x).
(b) For each bounded linear functional ℓ ∈ C(Td)′, there exists a unique µ ∈ M(Td) such
that ‖µ‖ = ‖ℓ‖ and
∀f ∈ C(Td), ℓ(f) = 〈f, µ〉 =
∫
Td
f(x) dµ(x).
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Proposition 2.1a shows that the super-resolution problem is well-posed, by using stan-
dard functional analysis arguments. However, this type of argument does not yield useful
statements about the minimal extrapolations. Instead of working with C(Td), we shall work
with a subspace. Since only µ̂ |Λ is important to the super-resolution problem, we consider
the subspace
C(Td; Λ) =
{
f ∈ C(Td) : f(x) =
∑
m∈Λ
ame
2πim·x, am ∈ C
}
.
Proposition 2.1b shows that C(Td; Λ) is a closed subspace of C(Td), and that implies
C(Td; Λ) is a Banach space. Further, Proposition 2.1c demonstrates that
U = U(Td; Λ) = {f ∈ C(Td; Λ): ‖f‖∞ ≤ 1},
the closed unit ball of C(Td; Λ), is compact.
The purpose of restricting to the subspace, C(Td; Λ), is to identify µ ∈ M(Td) with the
bounded linear functional, Lµ ∈ C(Td; Λ)′, defined as
∀f ∈ C(Td; Λ), Lµ(f) =
∫
Td
f(x) dµ(x).
Although, by definition, ‖Lµ‖ = supf∈U |Lµ(f)|, Proposition 2.1d,e show that we have the
stronger statement,
‖Lµ‖ = max
f∈U
|Lµ(f)| = ε.
The purpose of studying Lµ is to deduce information about the minimal extrapolations.
As a consequence of the Radon-Nikodym theorem, for each µ ∈ M(Td), there exists a
µ-measurable function sign(µ) such that |sign(µ)| = 1 µ-a.e. and satisfies the identity
∀f ∈ L1|µ|(Td),
∫
Td
f d|µ| =
∫
Td
f sign(µ) dµ.
See [BC09, Theorem 5.3.2, page 242, and Theorem 5.3.5, page 244] for further details. The
support of µ ∈ M(Td), denoted supp(µ), is the complement of all open sets A ⊆ Td such
that µ(A) = 0. Proposition 2.1g shows that it is possible to interpolate the sign of the
minimal extrapolations by a function belonging to U .
Proposition 2.1. Let µ ∈M(Td) and let Λ ⊆ Zd be a finite subset.
(a) E ⊆M(Td) is non-empty, weak-∗ compact, and convex.
(b) C(Td; Λ) is a closed subspace of C(Td).
(c) U is a compact subset of C(Td; Λ).
(d) ε = ‖Lµ‖.
(e) ε = maxf∈U |〈f, µ〉|.
(f) There exists ϕ ∈ U such that 〈ϕ, µ〉 = ε.
(g) If ϕ ∈ U and 〈ϕ, µ〉 = ε, then
∀ν ∈ E , ϕ = sign(ν) ν-a.e., and supp(ν) ⊆ {x ∈ Td : |ϕ(x)| = 1}.
Proof.
(a) By definition of ε, there exists a sequence {νj} ⊆ {ν : ν̂ = µ̂ on Λ} such that ‖νj‖ → ε.
Then, this sequence is bounded. By Banach-Alaoglu, after passing to a subsequence,
we can assume there exists ν ∈M(Td) such that νj → ν in the weak-∗ topology.
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Let V be the closed unit ball of C(Td). We have ‖ν‖ ≤ ε because
‖ν‖ = sup
f∈V
|〈f, ν〉| = sup
f∈V
lim
j→∞
|〈f, νj〉| ≤ sup
f∈V
lim
j→∞
‖f‖∞‖νj‖ ≤ ε.
Moreover, for m ∈ Λ, we have
µ̂(m) = lim
j→∞
ν̂j(m) = lim
j→∞
∫
Td
e−2πim·x dνj(x) =
∫
Td
e−2πim·x dν(x) = ν̂(m).
This shows that ν is an extrapolation, and thus, ‖ν‖ ≥ ε. Therefore, ν ∈ E .
The proof that E is weak-∗ compact is similar. Pick any sequence {νj} ⊆ E and
after passing to a subsequence, we can assume νj → ν in the weak-∗ topology for some
ν ∈M(Td). By the same argument, we see that ν ∈ E .
If E contains exactly one measure, then E is trivially convex. Otherwise, let t ∈ [0, 1],
ν0, ν1 ∈ E , and νt = (1− t)ν0+ tν1. Then, νt is an extrapolation and thus, ‖νt‖ ≥ ε. By
the triangle inequality, we have ‖νt‖ ≤ (1 − t)‖ν0‖ + t‖ν1‖ = ε. Thus, νt ∈ E for each
t ∈ [0, 1].
(b) Suppose {fj} ⊆ C(Td) and that there exists f ∈ C(Td) such that fj → f uniformly.
Then, f̂j(m) → f̂(m) for all m ∈ Zd. Since f̂j(m) = 0 if m 6∈ Λ, we deduce that
f̂(m) = 0 if m 6∈ Λ. This shows that f ∈ C(Td; Λ) and thus, C(Td; Λ) is a closed
subspace of C(Td).
(c) Let {fj} ⊆ U . We first show that {fj} is a uniformly bounded equicontinuous family.
By definition, ‖fj‖∞ ≤ 1, and there exist aj,m ∈ C such that fj(x) =
∑
m∈Λ aj,me
2πim·x.
Note that |aj,m| ≤ ‖fj‖∞ ≤ 1. Then, for any x, y ∈ Td, we have
|fj(x)− fj(y)| =
∣∣∣ ∑
m∈Λ
aj,m(e
2πim·x − e2πim·y)
∣∣∣ ≤ ∑
m∈Λ
|e2πim·x − e2πim·y|.
Let ε > 0 and m ∈ Λ. There exists δm > 0 such that |e2πim·x − e2πim·y| < ε whenever
|x − y| < δm. Let δ = minm∈Λ δm. Combining this with the previous inequalities, we
have
|fj(x)− fj(y)| ≤
∑
m∈Λ
|e2πim·x − e2πim·y| ≤ #Λε,
whenever |x − y| < δ. This shows that {fj} is a uniformly bounded equicontinuous
family.
By the Arzela`-Ascoli theorem, there exists f ∈ C(Td), with ‖f‖∞ ≤ 1, and a subse-
quence {fjk} such that fjk → f uniformly. Thus, f̂jk(m)→ f̂(m) for all m ∈ Zd, which
shows that f ∈ C(Td; Λ).
(d) Let ν ∈ E . Then,
∀f ∈ U, |Lµ(f)| = |〈f, µ〉| = |〈f, ν〉| ≤ ‖f‖∞‖ν‖ ≤ ε,
which proves the upper bound, ‖Lµ‖ ≤ ε.
For the lower bound, we use the Hahn-Banach theorem to extend Lµ ∈ C(Td; Λ)′
to ℓ ∈ C(Td)′, where ‖Lµ‖ = ‖ℓ‖. By the Riesz representation theorem, there exists a
unique σ ∈M(Td) such ℓ(f) = 〈f, σ〉 for all f ∈ C(Td) and ‖σ‖ = ‖ℓ‖. In particular,
∀f ∈ C(Td; Λ), 〈f, σ〉 = ℓ(f) = Lµ(f) = 〈f, µ〉.
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Set f(x) = e−2πim·x, where m ∈ Λ, to deduce that µ̂ = σ̂ on Λ. This implies ‖σ‖ ≥ ε.
Combining these facts, we have
ε ≤ ‖σ‖ = ‖ℓ‖ = ‖Lµ‖.
This proves the lower bound.
(e) We know that ‖Lµ‖ = ε. By definition, there exists {fj} ⊆ U such that |Lµ(fj)| ≥
ε − 1/j. By compactness of U , there exists a subsequence {fjk} ⊆ U and f ∈ U such
that fjk → f uniformly. We immediately have |Lµ(f)| ≤ ‖f‖∞ε ≤ ε. For the reverse
inequality, as k →∞,
|Lµ(f)| ≥ |Lµ(fjk)| − |Lµ(f − fjk)| ≥ ε−
1
jk
− ‖µ‖‖f − fjk‖∞ → ε.
This proves that |Lµ(f)| = ε.
(f) There exists f ∈ U such that |Lµ(f)| = ε. This implies eiθLµ(f) = ε for some θ ∈ R.
Hence, let ϕ = eiθf ∈ U , and thus, Lµ(ϕ) = ε.
(g) Let ν ∈ E . Since ϕ ∈ U ⊆ C(Td; Λ), we have
〈ϕ, ν〉 = 〈ϕ, µ〉 = Lµ(ϕ) = ε = ‖ν‖.
Since ‖ϕ‖∞ ≤ 1 and 〈ϕ, ν〉 = ‖ν‖, we must have ϕ = sign(ν) ν-a.e.
Since |ϕ| = |sign(ν)| = 1 ν-a.e. and ν is a Radon measure,
supp(ν) ⊆ {x ∈ Td : |ϕ(x)| = 1} = {x ∈ Td : |ϕ(x)| = 1}.
The last equality holds because the inverse image of the closed set {1} under the con-
tinuous function |ϕ| is closed.

2.2. A characterization of Γ. Proposition 2.1f,g show that there exists ϕ ∈ U such that
the minimal extrapolations are supported in the closed set S = {x ∈ Td : |ϕ(x)| = 1}. By
itself, this statement is not useful because if |ϕ| ≡ 1, then S = Td. However, Proposition
2.2 characterizes the case that |ϕ| ≡ 1 in terms of the set Γ. Intuitively, #Γ represents the
number of “bad” functions in U that interpolate the signs of the minimal extrapolations.
While it is desirable to have Γ = ∅, perhaps surprisingly, we can make strong statements
when #Γ is large.
Proposition 2.2. Let µ ∈M(Td) and Λ ⊆ Zd be a finite subset.
(a) Suppose ϕ ∈ U , 〈ϕ, µ〉 = ε, and |ϕ| ≡ 1. Then, Γ 6= ∅.
(b) For each m ∈ Zd, define αm ∈ R/Z by the formula e−2πiαm µ̂(m) = |µ̂(m)|. If m ∈ Γ,
then
∀ν ∈ E , sign(ν)(x) = e2πiαme2πim·x ν-a.e.
Proof.
(a) Since ϕ ∈ U and |ϕ| ≡ 1, we must have ϕ = e2πiθe2πim·x for some m ∈ Λ and θ ∈ R.
Then, we have
ε = 〈ϕ, µ〉 = e−2πiθ µ̂(m),
which shows that m ∈ Γ.
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(b) Suppose m ∈ Γ and ν ∈ E . Then∫
Td
e−2πiαme−2πim·x dν(x) = e−2πiαm ν̂(m) = e−2πiαm µ̂(m) = |µ̂(m)| = ε = ‖ν‖.
This shows sign(ν)(x) = e2πiαme2πim·x ν-a.e.

2.3. An analogue of Beurling’s theorem. We are ready to prove Theorem 1.4.
Proof.
(a) By Proposition 2.1, there exists ϕ ∈ U such that 〈ϕ, µ〉 = ε, and each minimal extrap-
olation is supported in the closed set
S = {x ∈ Td : |ϕ(x)| = 1}.
Note that |ϕ| 6≡ 1. In fact, if |ϕ| ≡ 1, then Proposition 2.2a implies Γ 6= ∅, which is
a contradiction. We have ϕ(x) =
∑
m∈Λ ame
2πim·x for some am ∈ C. Consider the
function
(2.1) Φ(x) = 1− |ϕ(x)|2 = 1−
∑
m∈Λ
∑
n∈Λ
amane
2πi(m−n)·x.
Then, the minimal extrapolations are supported in the closed set
S = {x ∈ Td : Φ(x) = 0}.
Note that Φ 6≡ 0 because |ϕ| 6≡ 1. Since Φ is a non-trivial real-analytic function, S is a
set of d-dimensional Lebesgue measure zero. In particular, if d = 1, then S is a finite
set of points.
(b) Let m,n ∈ Γ. There exist αm, αn ∈ R/Z defined in Proposition 2.2b, such that
∀ν ∈ E , sign(ν)(x) = e2πiαme2πim·x = e2πiαne2πin·x ν-a.e.
Set αm,n = αm − αn ∈ R/Z. Then each minimal extrapolation is supported in
Sm,n = {x ∈ Td : x · (m− n) + αm,n ∈ Z}.
Thus, each minimal extrapolation is supported in the set
S =
⋂
m,n∈Γ
m6=n
Sm,n =
⋂
m,n∈Γ
m6=n
{x ∈ Td : x · (m− n) + αm,n ∈ Z}.
Note that e2πiαm,n = µ̂(m)/µ̂(n) because
e−2πiαm µ̂(m) = |µ̂(m)| = ε = |µ̂(n)| = e−2πiαn µ̂(n).
Suppose {p1, . . . , pd} satisfies the hypothesis. By the support assertion that we just
proved, there exists β = (β1, β2, . . . , βd) ∈ Td such that every minimal extrapolation is
supported in
S =
d⋂
j=1
{x ∈ Td : x · pj + βj ∈ Z}.
Let us explain the geometry of the situation before we proceed with the proof that S is
a lattice. Note that {x ∈ Td : x·pj+βj ∈ Z} is a family of parallel and periodically spaced
hyperplanes. Since the vectors, p1, p2, . . . , pd, are assumed to be linearly independent,
one family of hyperplanes is not parallel to any other family of hyperplanes. Hence,
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the intersection of d non-parallel and periodically spaced hyperplanes is a lattice, see
Figure 2.1 for an illustration.
For the rigorous proof of this observation, first note that
S = {x ∈ Td : Px+ β ∈ Zd},
where P = (p1, p2, . . . , pd)
t ∈ Zd×d is invertible because its rows are linearly indepen-
dent. Let x0 ∈ Rd be the solution to Px + β = 0, and let qj ∈ Qd be the solution to
Px = ej , where ej is the standard basis vector for R
d. Then pj · qk = δj,k, and S is
generated by the point x0 and the lattice vectors, q1, q2, . . . , qd.

x0
p1p2
q1
q2
Figure 2.1. An illustration of Theorem 1.4b, where d = 2, p1 = (1, 2),
p2 = (−3, 2), β1 = 1/2, β2 = −1/2, q1 = (1/4, 3/8), and q2 = (−1/4, 1/8).
The family of hyperplanes are the dashed lines, the lattice S is the black
dots, and the shaded region is [0, 1)2.
Remark 2.3. Example 3.7 provides an example where #Γ = 3 and there exists a singular
continuous minimal extrapolation. This demonstrates that the conclusion of Theorem 1.4b
is optimal.
2.4. The admissibility range for ε. While the mathematical theory we have developed
connects the set Γ with the support of the minimal extrapolations, the difficulty of applying
the theory is that in general, ε is unknown. However, in many important situations, it is
possible to deduce the value of ε. We say [A,B] ⊆ R+ is an admissiblity range for ε provided
that 0 ≤ A ≤ ε ≤ B. The following proposition shows that we have A = ‖µ̂‖ℓ∞(Λ) and
B = ‖µ‖ as an admissibility range, and B can be improved in certain situations.
Proposition 2.4. Let µ ∈ M(Td) and let Λ ⊆ Zd be a finite subset. We have the lower
and upper bounds,
(2.2) ‖µ̂‖ℓ∞(Λ) ≤ ε ≤ ‖µ‖.
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Further, if there exists an extrapolation ν ∈M(Td) and ‖ν‖ < ‖µ‖, then
(2.3) ‖µ̂‖ℓ∞(Λ) ≤ ε ≤ ‖ν‖ < ‖µ‖.
Proof. To see the lower bound for ε in (2.2) and (2.3), let σ be a minimal extrapolation.
Then,
sup
m∈Λ
|µ̂(m)| = sup
m∈Λ
|σ̂(m)| ≤ ‖σ‖ = ε.
The upper bounds, ε ≤ ‖µ‖ and ε ≤ ‖ν‖ in (2.2) and (2.3), follow by definition of ε. 
‖µ̂‖ℓ∞(Λ)
‖µ‖
‖ν‖
-3 -2 -1 0 1 2 3
Λ
Figure 2.2. The black points represent the values of |µ̂| on Λ. The union
of the light and dark gray regions is the admissibility range [‖µ̂‖ℓ∞(Λ), ‖µ‖],
whereas the dark gray region is an improved admissibility range
[‖µ̂‖ℓ∞(Λ), ‖ν‖].
Remark 2.5. By tightening the admissibility range for ε, we can deduce information about
the minimal extrapolations. The simplest case is when ε = ‖µ̂‖ℓ∞(Λ) = ‖µ‖, see Examples
3.2 and 3.3. The next simplest case is when there exists an extrapolation ν, such that
ε = ‖µ̂‖ℓ∞(Λ) = ‖ν‖, see Example 3.4. A more complicated case is when ‖µ̂‖ℓ∞(Λ) < ε, see
Example 3.5.
Cande`s and Fernandez-Granda [CFG14] focused entirely on the case that ‖µ‖ = ε because
this is a necessary condition to super-resolve µ. In contrast to their result, our theory is
better suited for situations when ‖µ̂‖ℓ∞ = ε. This is because Theorem 1.4b is strongest
when |µ̂(m)| = ε for many points m ∈ Λ, i.e., when #Γ is large. Hence, our theory is
better suited for deducing the impossibility of super-resolution reconstruction. Remarkably
though, the following proposition shows that if Algorithm 1.3 fails, then ε = ‖µ̂‖ℓ∞ , and
since we are given µ̂ |Λ, we immediately get the exact value of ε. Recall that the algorithm
fails if the function ϕ ∈ U computed in the first step of the algorithm satisfies 〈ϕ, µ〉 = ε
and |ϕ| ≡ 1.
Proposition 2.6. Let µ ∈ M(Td) and let Λ ⊆ Zd be a finite subset. Suppose there exists
ϕ ∈ U such that |ϕ| ≡ 1 and 〈ϕ, µ〉 = ε. Then, Γ 6= ∅ and ε = ‖µ̂‖ℓ∞(Λ).
Proof. By Proposition 2.2, we must have Γ 6= ∅. Let m ∈ Γ and by definition of Γ, we
have |µ̂(m)| = ε. This combined with the lower bound in Proposition 2.4 proves that
ε = ‖µ̂‖ℓ∞(Λ). 
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2.5. On uniqueness and non-uniqueness of minimal extrapolations. Theorem 1.4
provides sufficient conditions for the minimal extrapolations to be supported in a discrete
set, but it does not provide sufficient conditions for uniqueness. Since a family of discrete
measures supported on a common set behaves essentially like a vector, we use basic linear al-
gebra to address the question of uniqueness when the minimal extrapolations are supported
in a discrete set.
Proposition 2.7. Let µ ∈ M(Td) and let Λ = {m1,m2, . . . ,mJ} ⊆ Zd be a finite sub-
set. Suppose there exists a finite set, {xk ∈ Td : k = 1, 2, . . . ,K}, such that each minimal
extrapolation is supported in this set. Suppose that the matrix,
(2.4) E(m1, . . . ,mJ ;x1, . . . , xK) =


e−2πim1·x1 e−2πim1·x2 · · · e−2πim1·xK
e−2πim2·x1 e−2πim2·x2 · · · e−2πim2·xK
...
...
...
e−2πimJ ·x1 e−2πimJ ·x2 · · · e−2πimJ ·xK

 ,
has full column rank (this can only occur if J ≥ K). Then, the minimal extrapolation is
unique.
Proof. Let ν be the difference of any two minimal extrapolations. Then ν is also supported
in {xk : k = 1, 2, . . . ,K} and it is of the form ν =
∑K
k=1 akδxk . Since ν̂ = 0 on Λ, we have
0 = ν̂(mj) =
∑K
k=1 ake
−2πimj ·xk for j = 1, 2, . . . , J , which is equivalent to the linear system
Ea = 0, where a = (a1, . . . , aK) ∈ CK . By assumption, E has full column rank. This
implies a = 0. 
To finish this subsection, we address the situation when #Γ = 1, i.e., the missing case
of Theorem 1.4. We say a measure µ ∈ M(Td) is a positive measure if µ(A) ≥ 0 for all
Borel sets A ⊆ Td. A sequence {am ∈ C : m ∈ Zd} is a positive-definite sequence if for all
sequences {bm ∈ C : m ∈ Zd} of finite support, we have∑
m,n∈Zd
am−nbmbn ≥ 0.
For y ∈ Td, let Ty : M(Td) → M(Td) be the translation operator defined by Tyµ(x) =
µ(x − y). For n ∈ Zd, let Mn : M(Td) → M(Td) be the modulation operator defined by
Mnµ(x) = e
2πin·xµ(x).
Proposition 2.8. Let µ ∈ M(Td) and let Λ ⊆ Zd be a finite subset. Suppose there exists
n ∈ Λ such that (M−nµ)∧ |Λ−n extends to a positive-definite sequence on Zd. Then, n ∈ Γ,
and each positive-definite extension of (M−nµ)
∧ |Λ−n corresponds to a positive measure ν,
such that Mnν is a minimal extrapolation of µ from Λ.
Proof. Extend (M−nµ)
∧ |Λ−n to a positive-definite sequence. By Herglotz’ theorem, there
exists a positive measure ν ∈M(Td) such that ν̂ = (M−nµ)∧ = T−nµ̂ on Λ−n. Then, Mnν
is an extrapolation of µ from Λ, which shows that
‖ν‖ = ‖Mnν‖ ≥ ε(µ,Λ).
For the reverse inequality, since ν is a positive measure, we have ‖ν‖ = ν̂(0). Then,
‖Mnν‖ = ‖ν‖ = ν̂(0) = |ν̂(0)| = |µ̂(n)| ≤ ‖µ̂‖ℓ∞(Λ) ≤ ε(µ,Λ),
where the last inequality follows by Proposition 2.4. This shows that |µ̂(n)| = ‖ν‖ = ε,
which proves that n ∈ Γ and Mnν is a minimal extrapolation of µ from Λ. 
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Remark 2.9. Beurling [Beu89b] and Esseen [Ess45] essentially proved the analogue of
the Proposition for the special case that n = 0, for R instead of Td. Proposition 2.8
generalizes their result to handle situations when 0 6∈ Λ. This is important because from the
viewpoint of Proposition 2.12c, the super-resolution problem is invariant under simultaneous
translations of µ̂ and Λ, which means that 0 ∈ Zd is no more special than any other point
n ∈ Zd.
Remark 2.10. Proposition 2.8 suggests that the case #Γ = 1 is special compared to the
cases #Γ = 0 or #Γ ≥ 2 because, when #Γ = 1, there may exist absolutely continuous
minimal extrapolations. In Example 3.2, #Γ = 1, and there exist uncountably many
discrete and positive absolutely continuous minimal extrapolations.
Remark 2.11. Suppose that µ ∈ M(T) and µ̂ |Λ can be extended to a positive-definite
sequence on Z. In theory, there are an infinite number of such extensions, and one particu-
lar method of choosing such an extension is called the Maximum Entropy Method (MEM).
According to MEM, one extends µ̂ |Λ to the positive-definite sequence {am ∈ C : m ∈ Z}
whose corresponding density function f ∈ L1(T) is the unique maximizer of a specific loga-
rithmic integral associated with the physical notion of entropy, e.g., see [Ben96, Theorems
3.6.3 and 3.6.6]. MEM is related to spectral estimation methods [Chi78], the maximum
likelihood method [Chi78], and moment problems [Lan87].
2.6. Basic properties of minimal extrapolation. Our next goal is to examine the
symmetries of the minimal extrapolations. We are interested in the vector space operations,
namely, addition of measures and the multiplication of measures by complex constants. We
are also interested in the operations that are well-behaved under the Fourier transform on
Td, namely, translation on the torus, modulation by integers, convolution of measures, and
product of measures.
Proposition 2.12. Let µ ∈M(Td), Λ ⊆ Zd be a finite subset, c ∈ C non-zero, and y ∈ Td.
(a) Multiplication by constants is bijective: c ε(µ,Λ) = ε(cµ,Λ), and ν ∈ E(µ,Λ) if and
only if cν ∈ E(cµ,Λ).
(b) Translation is bijective: ε(µ,Λ) = ε(Tyµ,Λ), and ν ∈ E(µ,Λ) if and only if Tyν ∈
E(Tyµ,Λ).
(c) Minimal extrapolation is invariant under simultaneous shifts of µ̂ and Λ: ε(µ,Λ) =
ε(Mnµ,Λ+ n), and E(µ,Λ) = E(Mnµ,Λ+ n).
(d) The product of minimal extrapolations is a minimal extrapolation for the product: For
j = 1, 2, let µj ∈M(Tdj ), let Λj ⊆ Zdj be a finite subset, and let νj ∈ E(µj ,Λj). Then
ε(µ1,Λ1)ε(µ2,Λ2) = ε(µ1 × µ2,Λ1 × Λ2), and ν1 × ν2 ∈ E(µ1 × µ2,Λ1 × Λ2).
Proof.
(a) If ν ∈ E(µ,Λ), then cν is an extrapolation of cµ from Λ. Suppose cν 6∈ E(cµ,Λ). Then
there exists σ such that σ̂ = cµ̂ on Λ and ‖σ‖ < ‖cν‖. Thus, σ̂/c = µ̂ on Λ and
‖σ/c‖ < ‖ν‖, and this contradicts the assumption that ν ∈ E(µ,Λ). The converse
follows by a similar argument.
(b) If ν ∈ E(µ,Λ), then Tyν is an extrapolation of Tyµ from Λ. Suppose Tyν 6∈ E(Tyµ,Λ).
Then there exists σ such that σ̂ = (Tyµ)
∧ on Λ and ‖σ‖ < ‖Tyν‖ = ‖ν‖. Then
(T−yσ)
∧ = µ̂ on Λ and ‖T−yσ‖ = ‖σ‖ < ‖ν‖, which contradicts the assumption that
ν ∈ E(µ,Λ). The converse follows by a similar argument.
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(c) If f ∈ U(Td; Λ), then Mnf ∈ U(Td; Λ + n). By Parseval’s theorem,
〈f, µ〉 =
∑
m∈Λ
f̂(m)µ̂(m) =
∑
m∈Λ+n
(Mnf)
∧(m)(Mnµ)∧(m) = 〈Mnf,Mnµ〉.
Using Proposition 2.1e, we see that ε(µ,Λ) = ε(Mnµ,Λ + n).
If ν ∈ E(µ,Λ), then Mnν is an extrapolation of Mnµ from Λ+n, and ‖Mn‖ = ‖ν‖ =
ε(µ,Λ) = ε(Mnµ,Λ + n). The converse follows similarly.
(d) For convenience, let µ = µ1 × µ2, ν = ν1 × ν2, Λ = Λ1 × Λ2, εj = ε(µj ,Λj), and
ε = ε(µ,Λ). Since ν is an extrapolation of µ, by Proposition 2.4, we have
ε ≤ ‖ν‖ = ‖ν1‖‖ν2‖ = ε1ε2.
To see the reverse inequality, we use Proposition 2.1f, and see that there exist ϕj ∈
U(Tdj ; Λj) such that εj = 〈ϕj , µj〉, for j = 1, 2. Let ϕ = ϕ1 ⊗ ϕ2 and observe that
ϕ ∈ U(Td; Λ). By Proposition 2.1e, we have
ε = max
f∈U(Td;Λ)
|〈f, µ〉| ≥ |〈ϕ, µ〉| ≥ 〈ϕ, µ〉 = 〈ϕ1, µ1〉〈ϕ2, µ2〉 = ε1ε2.
This shows that ε = ε1ε2, and, since ‖ν‖ = ε1ε2, we conclude that ν ∈ E(µ,Λ).

While minimal extrapolation is well-behaved under translation, it not well behaved under
modulation. This is because the Fourier transform of modulation is translation, and so µ̂ |Λ
and (Mnµ)
∧ |Λ are, in general, not equal. In contrast, the Fourier transform of translation
is modulation, and so µ̂ |Λ and (Tyµ)∧ |Λ only differ by a phase factor. We shall prove these
statements in Proposition 2.13.
Proposition 2.13.
(a) For j = 1, 2, there exist µj ∈M(T), a finite subset Λ ⊆ Z, and νj ∈ E(µj ,Λ), such that
ν1 + ν2 6∈ E(µ1 + µ2,Λ).
(b) There exist µ ∈ M(T), a finite subset Λ ⊆ Z, ν ∈ E(µ,Λ), and n ∈ Z, such that
Mnν 6∈ E(Mnµ,Λ).
(c) For j = 1, 2, there exist µj ∈M(T), a finite subset Λ ⊆ Z, and νj ∈ E(µj ,Λ), such that
ν1 ∗ ν2 6∈ E(µ1 ∗ µ2,Λ).
Proof.
(a) Let µ1 = δ0 + δ1/2, µ2 = −δ0 − δ1/2, and Λ = {−1, 0, 1}. By Example 3.2, we have
ν1 = δ0 + δ1/2 ∈ E(µ1,Λ), and ν2 = −δ1/4 − δ3/4 ∈ E(µ2,Λ). Then, µ1 + µ2 = 0,
and so ε(µ1 + µ2,Λ) = 0. However, ν1 + ν2 6∈ E(µ1 + µ2,Λ) because ‖ν1 + ν2‖ =
‖δ0 − δ1/4 + δ1/2 − δ3/4‖ > 0.
(b) Let µ = δ0+δ1/2, Λ = {−1, 0, 1}, and n = −1. By Example 3.2, we have ν = δ1/4+δ3/2 ∈
E(µ,Λ). However, M−1µ = δ0 − δ1/2, and by Example 3.3, E(M−1µ,Λ) = {δ0 − δ1/2}.
Thus, M−1ν 6∈ E(M−1µ,Λ).
(c) Let µ1 = δ0 + δ1/2, µ2 = δ0 − δ1/2, and Λ = {−1, 0, 1}. Then (µ1 ∗ µ2)∧ = 0 on Λ,
which implies ε(µ1 ∗ µ2,Λ) = 0. By Examples 3.2 and 3.3, ν1 = µ1 ∈ E(µ1,Λ) and
ν2 = µ2 ∈ E(µ2,Λ). However, ν1 ∗ ν2 6∈ E(µ1 ∗ µ2,Λ) because ‖ν1 ∗ ν2‖ = ‖δ0 − δ1‖ > 0.

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3. Examples
3.1. Discrete measures. There are several reasons why we are interested in computing
the minimal extrapolations of discrete measures. They are the simplest types of measures,
and so, their minimal extrapolations can be computed rather easily. By Theorem 1.4,
the minimal extrapolations of a non-discrete measure are sometimes discrete measures, so
they appear naturally in our analysis. As discussed in Section 1.4, examples of µ that
have minimal extrapolations supported in a lattice can be interpreted in the context of
deterministic compressed sensing. Examples 3.2-3.5 and Example 3.7 can be written in the
context of compressed sensing.
Remark 3.1. In view of Proposition 2.12 a,b, and without loss of generality, we can assume
any discrete measure µ =
∑∞
k=1 akδxk ∈ M(Td), where
∑∞
k=1 |ak| < ∞, can be written as
µ = δ0 +
∑∞
k=2 a
′
kδx′k ∈M(Td), where
∑∞
k=2 |a′k| <∞.
Example 3.2. Let µ = δ0 + δ1/2, and Λ = {−1, 0, 1}. We have µ̂(0) = 2, and µ̂(±1) = 0.
Clearly ‖µ̂‖ℓ∞(Λ) = ‖µ‖ = 2. By Proposition 2.4, ε = ‖µ̂‖ℓ∞(Λ) = ‖µ‖ = 2, which implies
µ ∈ E .
Further, there is an uncountable number of discrete minimal extrapolations. To see this,
for each y ∈ T and any integer K ≥ 2, define
νy,K =
2
K
K−1∑
k=0
δy+ k
K
.
A straightforward calculation shows that νy,K is an extrapolation and that ‖νy,K‖ = ε.
Also, we can construct positive absolutely continuous minimal extrapolations. One exam-
ple is the constant function f ≡ 2 on T. For other examples, let N ≥ 2 and let FN ∈ C∞(T)
be the Feje´r kernel,
FN (x) =
N∑
n=−N
(
1− |n|
N + 1
)
e2πinx.
For any c > 0 such that c ≤ (2N +2)/(3N +1), extend µ̂ |Λ to the sequence {(aN,c)m : m ∈
Z}, where
(aN,c)m =


2 m = 0,
c
(
1− |m|N+1
)
2 ≤ |m| ≤ N,
0 otherwise.
Consider the real-valued function
fN,c(x) = 2 +
−2∑
n=−N
(aN,c)ne
2πinx +
N∑
n=2
(aN,c)ne
2πinx
= 2 + c
−2∑
n=−N
(
1− |n|
N + 1
)
e2πinx + c
N∑
n=2
(
1− |n|
N + 1
)
e2πinx.
We check that f̂N,c(m) = (aN,c)m for all m ∈ Z, which implies fN,c is an extrapolation of
µ. Using the upper bound on c, we have, for all x ∈ T, that
2 ≥ c+ 2c
(
1− 1
N + 1
)
cos(2πx) = c+ c
(
1− 1
N + 1
)
e2πix + c
(
1− 1
N + 1
)
e−2πix.
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Using this inequality, and the definitions of FN and fN,c, we have
fN,c(x) ≥ cFN ≥ 0.
Since fN,c ≥ 0, we also have
‖fN,c‖1 =
∫
T
fN,c(x) dx = 2 +
∫
T
( −2∑
n=−N
(aN,c)ne
2πinx +
N∑
n=2
(aN,c)ne
2πinx
)
dx = 2 = ε.
Thus, for any N ≥ 2 and c ≤ (2N + 2)/(3N + 1), fN,c is a positive absolutely continuous
minimal extrapolation. Hence, we have constructed an uncountable number of positive
absolutely continuous minimal extrapolations.
Example 3.3. Let µ = δ0 − δ1/2, and Λ = {−1, 0, 1}. We have µ̂(0) = 0, and µ̂(±1) = 2.
Further, we have ‖µ̂‖ℓ∞(Λ) = ‖µ‖ = 2, so that by Proposition 2.4, we have ε = ‖µ̂‖ℓ∞(Λ) =
‖µ‖ = 2 and µ ∈ E .
Consequently, Γ = {−1, 1}. By Theorem 1.4b, there exists α−1,1 ∈ R/Z satisfying
e2πiα−1,1 =
µ̂(−1)
µ̂(1)
= 1,
and the minimal extrapolations are supported in the set {x ∈ T : 2x ∈ Z} = {0, 1/2}. This
implies each ν ∈ E is discrete and can be written as ν = a1δ0 + a2δ1/2. In theory, a1, a2
depend on ν, so we cannot conclude uniqueness yet.
The matrix E from (2.4) is
E(−1, 0, 1; 0, 1/2) =

1 −11 1
1 −1

 .
Clearly, E has full column rank, so, by Proposition 2.7, µ is the unique minimal extrapola-
tion. Thus, super-resolution reconstruction of µ from Λ is possible.
Example 3.4. Let µ = δ0−δ1/4, and let Λ = {−1, 0, 1}. We have µ̂(±1) = 1±i =
√
2e±πi/4,
and µ̂(0) = 0. Note that ‖µ̂‖ℓ∞(Λ) =
√
2 < 2 = ‖µ‖, which shows that √2 ≤ ε ≤ 2. We
claim that ε =
√
2. To see this, consider ν = (−δ3/8 + δ7/8)/
√
2. We verify that ‖ν‖ = √2
and that ν is an extrapolation. By Proposition 2.4, ε =
√
2 and ν ∈ E . This also implies
µ 6∈ E , and so super-resolution reconstruction of µ from Λ is impossible.
We claim that ν is the unique minimal extrapolation. The matrix E from (2.4) is
E(−1, 0, 1; 3/8, 7/8) =

 e2πi3/8 e2πi7/81 1
e−2πi3/8 e−2πi7/8

 ,
which we observe to have full column rank. By Proposition 2.7, we conclude that ν is
the unique minimal extrapolation. Thus, super-resolution reconstruction of ν from Λ is
possible.
We explain the derivation of ν. We guess that ε =
√
2 and see what Theorem 1.4b
implies. Under this assumption that ε =
√
2, we have Γ = {−1, 1}. By Theorem 1.4b, there
exists α−1,1 ∈ R/Z satisfying
e2πiα1,−1 =
µ̂(1)
µ̂(−1) = e
πi/2,
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and the minimal extrapolations are supported in {x ∈ T : 2x + 1/4 ∈ Z} = {3/8, 7/8}.
Hence, if ε =
√
2, then every σ ∈ E is of the form σ = a1δ3/8 + a2δ7/8. Thus, by definition
of a minimal extrapolation, ‖σ‖ = √2 and µ̂ = σ̂ on Λ. Using this information, we solve
for the coefficients a1, a2, and compute that |a1| = |a2| =
√
2, a1 = −a2, and a1 = −
√
2/2.
Thus, we obtain that σ = (−δ3/8 + δ7/8)/
√
2. From here, we simply check that ν = σ is, in
fact, a minimal extrapolation.
Example 3.5. Let µ = δ0 + e
πi/3δ1/3 and let Λ = {−1, 0, 1}. We have µ̂(−1) = 0,
µ̂(0) = 1 + eπi/3 =
√
3 eπi/6, and µ̂(1) = 1 + e−πi/3 =
√
3 e−πi/6.
Suppose, for the purpose of obtaining a contradiction, that ε = ‖µ̂‖ℓ∞(Λ) =
√
3. Then
Γ = {0, 1}. By Theorem 1.4b, there is α0,1 ∈ R/Z such that
e2πiα0,1 =
µ̂(0)
µ̂(1)
= eπi/3,
and each ν ∈ E is of the form ν = aδ1/6 for some a ∈ C. Then, |ν̂| = |a| on Z and, in
particular, µ̂ 6= ν̂ on Λ, which is a contradiction.
Thus, ε >
√
3, i.e., Γ = ∅. Therefore, Theorem 1.4a applies, and so there is a finite set
S such that supp(ν) ⊆ S for each ν ∈ E . In particular, each ν ∈ E is discrete. Hence, we
have to solve the optimization problem given in Proposition 2.1e, which is
ε = max
{∣∣∣a√3 eπi/6 + b√3 e−πi/6∣∣∣ : ∀x ∈ T, |ae2πix + b+ ce−2πix| ≤ 1, a, b, c ∈ C}.
This optimization problem can be written as a semi-definite program, see [CFG14, Corollary
4.1, page 936]. After obtaining numerical approximations to the optimizers of this problem,
we guess that the the exact optimizers are
a =
2
3
√
3
e−πi/6, b =
4
3
√
3
eπi/6, c = − i
3
√
3
.
These values of a, b, c are, in fact, the optimizers because a
√
3 eπi/6 + b
√
3 e−πi/6 = 2 and
|ae2πix+b+ce−2πix| ≤ 1 for all x ∈ T. Thus, ε = 2 and µ ∈ E . Since |ae2πix+b+ce−2πix| = 1
precisely on S = {0, 1/3}, by Theorem 1.4a, the minimal extrapolations are supported in
S.
The matrix E from (2.4) is
E(−1, 0, 1; 0, 1/3) =

1 e−2πi/31 1
1 e2πi/3

 .
Since E has full rank, by Proposition 2.7, µ is the unique minimal extrapolation. Thus,
super-resolution reconstruction of µ from Λ is possible.
The following example illustrates that if µ is a sum of two Dirac measures, then their
supports have to be sufficiently spaced apart in order for super-resolution of µ to be possible.
This shows that, in general, a minimum separation condition is necessary to super-resolve
a sum of two Dirac measures, see [CFG14].
Example 3.6. Let µy = δ0 − δy for some non-zero y ∈ Td and let Λ ⊆ Zd be a finite
subset. We claim that if y is sufficiently small depending on Λ, then µy 6∈ E(µy,Λ). Note
that ‖µy‖ = 2 for any y ∈ Td. Let η denote the normalized Lebesgue measure on Td and
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define the measures νy by the formula
νy(x) =
∑
m∈Λ
µ̂y(m)e
2πim·x η(x).
By construction, νy is an extrapolation of µy because, for each n ∈ Λ,
ν̂y(n) =
∫
Td
e−2πin·x dνy(x) =
∑
m∈Λ
µ̂y(m)
∫
Td
e−2πi(n−m)·x dx = µ̂y(n).
Then, as y → 0,
‖νy‖ =
∫
Td
∣∣∣ ∑
m∈Λ
µ̂y(m)e
2πim·x
∣∣∣ dx = ∫
Td
∣∣∣ ∑
m∈Λ
(1− e−2πim·y)e2πim·x
∣∣∣ dx→ 0.
Thus, we take y sufficiently small so that ‖νy‖ < 2 = ‖µy‖, and, hence, µy 6∈ E(µy,Λ). Note
that this argument does not contradict Proposition 2.4 because ‖µ̂y‖ℓ∞(Λ) → 0 as y → 0.
Thus, for y sufficiently small, super-resolution reconstruction of µy from Λ is impossible.
3.2. Singular continuous measures. The following example is an analogue of Example
3.2 for higher dimensions.
Example 3.7. Let µ = δ(0,0) + δ(1/2,1/2), and Λ = {−1, 0, 1}2 \ {(1,−1), (−1, 1)}. Then,
µ̂(m) = 1 + e−πi(m1+m2), and, in particular, µ̂(1, 1) = µ̂(−1,−1) = µ̂(0, 0) = 2 and
µ̂(±1, 0) = µ̂(0,±1) = 0. We deduce that ε = ‖µ‖ = ‖µ̂‖ℓ∞(Λ) = 2 from Proposition
2.4, and so µ ∈ E .
Further, Γ = {(0, 0), (1, 1), (−1,−1)}, and so #Γ = 3. According to the definition of
αm,n in Theorem 1.4b, set α(−1,−1),(0,0) = α(0,0),(1,1) = α(−1,−1),(1,1) = 0. By the conclusion
of Theorem 1.4b, the minimal extrapolations are supported in the set S = S(−1,−1),(0,0) ∩
S(0,0),(1,1) ∩ S(−1,−1),(1,1), where
S(−1,−1),(0,0) = {x ∈ T2 : x · (−1,−1) ∈ Z} = {x ∈ T2 : x1 + x2 ∈ Z},
S(0,0),(1,1) = {x ∈ T2 : x · (−1,−1) ∈ Z} = {x ∈ T2 : x1 + x2 ∈ Z},
S(−1,−1),(1,1) = {x ∈ T2 : x · (−2,−2) ∈ Z} = {x ∈ T2 : 2x1 + 2x2 ∈ Z}.
It follows that the minimal extrapolations are supported in
S = S(−1,−1),(0,0) ∩ S(0,0),(1,1) ∩ S(−1,−1),(1,1) = {x ∈ T2 : x1 + x2 = 1}.
We can construct other discrete minimal extrapolations besides µ. For each y ∈ T and
for each integer K ≥ 2, define the measure
νy,K =
2
K
K−1∑
k=0
δ(
y+ k
K
,1−y− k
K
).
We claim νy,K is a minimal extrapolation. We have ‖νy,K‖ = ε, and
ν̂y,K(m) = e
−2πi(m1y−m2y)e−2πim2
2
K
K−1∑
k=0
e−2πi(m1−m2)k/K .
We see that ν̂y,K = µ̂ on Λ, which proves the claim.
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We can also construct continuous singular minimal extrapolations. Let σ =
√
2σS, where
σS is the surface measure of the Borel set S. We readily verify that ‖σ‖ = ε and
σ̂(m) =
√
2
∫
T2
e−2πim·x dσS = 2e
−2πim2
∫ 1
0
e−2πi(m1−m2)t dt = 2δm1,m2 ,
which proves that σ ∈ E . In particular, S is the smallest set that contains the support of
all the minimal extrapolations.
Since µ is not the unique minimal extrapolation, super-resolution reconstruction of µ
from Λ is impossible.
Example 3.8. For an integer q ≥ 3, let Cq be the middle 1/q-Cantor set, which is defined
by Cq =
⋂∞
k=0Cq,k, where Cq,0 = [0, 1] and
Cq,k+1 =
Cq,k
q
∪
(
(1− q) + Cq,k
q
)
.
Let Fq : [0, 1] → [0, 1] be the Cantor-Lebesgue function on Cq, which is defined by the
point-wise limit of the sequence {Fq,k}, where Fq,0(x) = x and
Fq,k+1(x) =


1
2Fq,k(qx) 0 ≤ x ≤ 1q ,
1
2
1
q ≤ x ≤ q−1q ,
1
2Fq,k(qx− (q − 1)) + 12 q−1q ≤ x ≤ 1.
By construction, Fq(0) = 0, Fq(1) = 1, and Fq is non-decreasing and uniformly continuous
on [0, 1]. Thus, Fq can be uniquely identified with the measure σq ∈ M(T), and ‖σq‖ = 1.
Since F ′q = 0 a.e. and Fq does not have any jump discontinuities, σq is a continuous singular
measure, with zero discrete part. The Fourier coefficients of σq are
σ̂q(m) = (−1)m
∞∏
k=1
cos(πmq−k(1− q)),
see [Zyg59, pages 195-196]. In particular, for any integer n ≥ 1, we have
σ̂q(q
n) = (−1)qn
∞∏
k=1
cos(πq−k(1− q)),
which is convergent and independent of n. Since σ̂q(0) = ‖σq‖ = 1, we immediately see
that ε = 1 and σq ∈ E . Again, we cannot determine whether σq is the unique minimal
extrapolation because Theorem 1.4 cannot handle the case #Γ = 1, see Remark 2.10.
Example 3.9. Let σA, σB ∈ M(Td) be the surface measures of the Borel sets A = {x ∈
T2 : x2 = 0} and B = {x ∈ T2 : x2 = 1/2}, respectively. Let µ = σA + σB , and Λ =
{−2,−1, . . . , 1}2. Then,
µ̂(m) =
∫ 1
0
e2πim1t dt+
∫ 1
0
e2πi(m1t+m2/2) dt = δm1,0 + (−1)m2δm1,0.
We immediately see that ε = ‖µ̂‖ℓ∞(Λ) = ‖µ‖ = 2, which implies µ ∈ E . Then, Γ =
{(0, 0), (0, 2), (0,−2)}, and, by Theorem 1.4b, the minimal extrapolations are supported in
{x ∈ T2 : x2 = 0} ∪ {x ∈ T2 : x2 = 1/2}. Determining whether µ is the unique minimal
extrapolation is beyond the theory we have developed herein, and we shall examine this
uniqueness problem in [BL16].
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