Extraneous fixed point Asymptotic error constant Efficiency index Double-Newton method Basin of attraction a b s t r a c t A high-order family of two-point methods costing two derivatives and two functions are developed by introducing a two-variable weighting function in the second step of the classical double-Newton method. Their theoretical and computational properties are fully investigated along with a main theorem describing the order of convergence and the asymptotic error constant as well as proper choices of special cases. A variety of concrete numerical examples and relevant results are extensively treated to verify the underlying theoretical development. In addition, this paper investigates the dynamics of rational iterative maps associated with the proposed method and an existing method based on illustrated description of basins of attraction for various polynomials.
Introduction
A large number of high-order multipoint methods for a given nonlinear equation f ðxÞ ¼ 0 have been developed since Traub [29] initiated the qualitative as well as the quantitative analyses of iterative methods in the 1960s. Petković et al. [25] recently collected and updated the state of the art of multipoint methods. Other works on multipoint methods can be found in [3] [4] [5] 11, 13, 14, 16, 20, 24, 27] . The principal aim of this paper is to design a family of high-order methods costing only two derivatives and two functions. Described below in (1.1) is the well-known two-point fourth-order double-Newton method [15, 29] , which is a two-step Newton's method utilizing two derivatives and two functions: This method is only fourth-order. One can get fourth order methods requiring less information. Among higher-order methods requiring only two derivatives and two functions, we find several three-point sixth-order methods in [5, 23, 31, 20] , being respectively shown in (1.2)-(1.5) below. . . . ; c 6 ; K j' , for 3 6 i 6 6; 0 6 j; ' 6 4.
Noting that Oðf ðx n ÞÞ ¼ Oðs À 1Þ ¼ OðuÞ ¼ OðeÞ and Oðf ðy n ÞÞ ¼ Oðe 2 Þ, Taylor expansion of K f ðs; uÞ about ð1; 0Þ up to fourth-order terms in both variables yields after retaining up to fourth-order terms with By substituting K 00 ; K 10 into C 4 ¼ 0, we find two independent relations below:
As a result, we find
13Þ
By substituting K 00 ; K 10 ; K 01 ; K 20 into C 5 ¼ 0, we find two independent relations below:
Solving (2.14) for K 11 ; K 12 yields 21 À 2K 30 À 1Þ: ð2:15Þ
By substituting K 00 ; K 01 ; K 10 ; K 20 ; K 11 ; K 12 into C 6 , we find: 
Case studies
This section describes some interesting case studies based on different forms of weighting functions K f ðs; uÞ. Using relations (2.11), (2.13) and (2.15), the Taylor-polynomial form of K f ðs; uÞ is easily given by In what follows, we consider three kinds of weighting functions as some interesting sub-cases with some choices of free parameters a 3 ; a 4 ; a 6 .
Sub-Case 1A:
(
ð3:3Þ
Sub-Case 1B:
Sub-Case 1C:
Case 2: In what follows, we consider two kinds of weighting functions as some interesting sub-cases with some choice of a free parameter a 4 .
Sub-Case 2A:
; a 3 ¼ 0; a 4 ¼ À1:
Sub-Case 2B: 
:
In what follows, we consider four kinds of weighting functions as some interesting sub-cases with some choice of a free parameter p 1 .
Sub-Case 3A:
Sub-Case 3B: 
where m; g; c; d; H are free;
In the next section, we select free parameters m; g; c; d; H to position the extraneous fixed points on the imaginary axis based on the dynamics of basins of attraction associated with this K f . The dynamical idea behind basins of attraction was initiated by Stewart [28] and followed by works of Chun et al. [6] [7] [8] , Cordero et al. [10] and Neta et al. [21] . More recent results on basins of attraction can be found in [2, 18, 19] .
Extraneous fixed points
Multipoint iterative methods [17] solving a nonlinear equation of the form f ðxÞ ¼ 0 can be written as
ð4:1Þ
where R f is the iteration function whose fixed points are zeros of f ðxÞ under consideration. The iteration function R f , however, might possess other fixed points that are not zeros of f. Such fixed points different from zeros of f are called the extraneous fixed points [12, 30] of the iteration function R f . Extraneous fixed points may form attractive cycles and periodic orbits to display chaotic dynamics of the basin of attraction under investigation. This motivates our technical selection of appropriate parameters among free parameters m; g; c; d; H of K f in Case 4 of the preceding section via intensive analysis of the extraneous fixed points under some constraints. The proposed method (1.6) can be put in the form:
where
K f ðs; uÞ can be regarded as a weighting function of the classical Newton's method. It is obvious that a is a fixed point of R f . The points n -a for which H f ðnÞ ¼ 0 are extraneous fixed points of R f . If we look at H f in Case 1, it contains one free parameter a 6 . Thus all of its listed three subcases with the same value of a 6 ¼ 0 are the same dynamically. If we look at H f in Case 2, it contains no free parameter. Thus all of its three subcases are the same dynamically. If we look at H f in Case 3, it contains one free parameter p 1 . Thus all four subcases are dynamically different from each other. We pay a special attention to Case 4 with a bivariate second-order rational weighting function K f . Indeed, this case allows us to get H f in the form of a bivariate second-order rational function with some free parameters.
We are ready to impose some constraints on the extraneous fixed points to be determined from the zeros of H f in order to select free parameters m; g; c; d; H for a bivariate second-order rational weighting function K f under Case 4 in Section 3. Chun et al. [9] imposed constraints on the extraneous fixed points all of which should lie on the imaginary axis. It is also worth to observe the dynamic behavior near the extraneous fixed points on the imaginary axis which is the boundary of two basins of two roots for the typical quadratic polynomial f ðzÞ ¼ z 2 À 1 as well as to observe the dynamics of zeros of f in the basins of attraction under investigation. Closely following the approach of Chun et al. [9] , we would like to position all the extraneous fixed points on the imaginary axis. To this end, we first find the explicit form of K f in (3.14):
We now apply a quadratic polynomial f ðzÞ ¼ z 2 À 1 to H f ðx n Þ and construct a complex rational weighting function HðzÞ in the form of
ð4:5Þ
where TðzÞ ¼ z
It is interesting to investigate the complex dynamics of the rational iterative map R p of the form
in connection with the basins of attraction for a variety of polynomials pðz n Þ. Indeed, R p ðzÞ represents the classical Newton's method with weighing function HðzÞ and may possess its fixed points as zeros of pðzÞ or extraneous fixed points associated with HðzÞ. As a result, basins of attraction for the fixed points or the extraneous fixed points as well as their attracting periodic orbits may make an impact on the complicated and chaotic complex dynamics whose visual description for various polynomials will be shown in the latter part of Section 5.
To continue a further analysis on HðzÞ, we observe that the coefficients of HðzÞ are expressed in terms of only a new single parameter qðd; H; m; gÞ being independent of c. We wish to determine real values of q in (4.5) such that the all the roots (other than zero a of f) of H lie on the imaginary axis. Once a real value of q is determined, then we can select three free real parameters among four m; g; d; H to simplify the explicit form of K f ðs; uÞ. We now closely look at the numerator FðzÞ of H to position all the roots of H on the imaginary axis. Suppose that all zeros n of FðzÞ are written as
Since FðnÞ ¼ 0 yields the following sextic equation with real coefficients:
ð4:7Þ 
ð4:8Þ
Hence by taking two square roots of each of all three positive real roots of (4.8), we equivalently find all corresponding six imaginary roots of FðzÞ in (4.5).
It still remains to investigate the conditions on q for (4.8) to have all distinct positive real roots. If q ¼ 0, then t ¼ 0 is a root of (4.8). Therefore we restrict q -0. If q -0, divide both sides of (4.8) by q and simplify to obtain after rearrangement with x ¼ 1=q:
and y 2 ðtÞ ¼ 1. Then the problem of locating three distinct positive real roots of (4.8) reduces to that of counting the number of positive crossing points of the cubic polynomial y 1 ðtÞ with the horizontal line y 2 ðtÞ ¼ 1, as x varies. Suppose that the leading coefficient 3 À 4x < 0 or x > 3=4 in y 1 ðtÞ, then
By the continuity of y 1 ðtÞ, it must intersect the horizontal line y 2 ðtÞ ¼ 1 at a negative crossing point.
As a result, we must restrict x < 3=4 for (4.9) to possess three distinct positive real roots. A typical sketch of graphs for both y 1 ðtÞ and y 2 ðtÞ is shown in Fig. 1 . To find the extremal points, we set y 0 1 ðtÞ ¼ 3t 2 ð3 À 4xÞ À 20x þ 10tð1 þ 8xÞ þ 1 ¼ 0 which yields two extremal points t 1 and t 2 :
2 > 0 yielding conditions on x:
: ð4:11Þ
, we find that y 1 ðtÞ has a local maximum and minimum at t 1 and t 2 , respectively. We also require both > 0. Consequently, we find that
% À0:406341 for positive extremal points. Finally, we require that y 1 ðt 2 Þ < 1 < y 1 ðt 1 Þ, which yields . Since
we are free to choose 3 parameters among four parameters d; H; m; g, once q is properly chosen to satisfy (4.12). Table 1 lists some interesting choices of parameters q; d; H; m; g for all purely imaginary extraneous fixed points n and simplified forms of H f ðzÞ as well as K f ðs; uÞ.
At this point, we now wish to compare the dynamical behavior of (4.6) with that of another complex rational iterative map associated with an existing method (1.5) suggested by Neta [20] in 1979. By repeating a similar analysis that we have done so far, iterative method (1.5) can be put in the form:
where . Like rational iterative map R p (4.6), the complex rational iterative map R p associated with R f can be written as
In addition, the rational weighting function HðzÞ associated with H f ðx n Þ for f ðzÞ ¼ z 2 À 1 is found to be:
HðzÞ ¼ F ðzÞ
We wish again to locate all the roots of HðzÞ on the imaginary axis. It is, however, expected that some roots may easily escape from the imaginary axis, since all the coefficients of F ðzÞ of degree 12 depend upon only a single parameter b.
Since F ðnÞ ¼ 0 yields the following polynomial equation of degree 12 with real coefficients: Fig. 1 . Three distinct positive crossing points. Table 1 Extraneous fixed points n; HðzÞ and K f for selected parameters with > 0, there exist a negative root t 0 satisfying À1 < t 0 < 0 and a positive root t 1 satisfying 0 < t 1 < 2 due to the continuity of /. Hence, / has at most 5 positive roots including t 1 . We find that the highest-order term t 6 ð432 þ 424b þ 107b 2 Þ dominates /ðtÞ for sufficient large b, say, for jbj > 4 when t > 2 due to the large coefficient 432
; this tells us that / has no positive roots for t P 2.
To find further possible positive roots of /, we favorably rely on the graphical analysis by plotting / for 0 < t < 2 with a variety of selected parameters ranging 0 < jbj 6 4. We especially pay attention to an interval 0 < b < 1 whose endpoints degenerates H to an eighth-order polynomial equation. Indeed, we have found three positive roots in an interval 2 5 6 b < 1 as shown in Fig. 2 . Table 2 lists imaginary extraneous fixed points and H f for selected three values of parameter b. In remaining intervals other than 0 < b < 1, we have found at most one positive root. As another choice for b, we list the case for 0 Table 2 based on the analysis for the fourth-order King's method done by Neta et al. [22] . It turned out that most of corresponding extraneous fixed points with this b are located near the imaginary axis.
The latter part of the next section will discuss complex dynamics as well as chaotic behavior of both rational iterative maps (4.6) and (4.14) when applied to various polynomials, based on visual description of their basins of attraction along with comparison of their dynamic properties and characteristics.
Numerical experiments and concluding remarks
This first part of this section deals with computational characteristics of proposed method (1.6) for a variety of test functions in comparison with other existing methods. In the second part we discuss the complex dynamics of two rational iterative maps (4.6) and (4.14) along with concluding remarks. In many real-life root-finding problems under normal circumstances of computations, it is quite common to find their numerical results accurate up to approximately 6 or 7 significant decimal digits with second-order Newton-like methods using common programming languages Fortran or C. In such programming languages, empirically 15 or 16 decimal working-precision digits are adopted for numerical results with 6 or 7 significant decimal digits. Likewise, about 48 decimal working-precision digits would be reasonable for approximately 21 significant decimal digits with sixth-order numerical methods. Computing asymptotic error constants g ¼ lim n!1 jenj je nÀ1 j p with several significant digits of accuracy would encounter extreme calculations due to the indeterminate form of a small-number division near the root a. We, therefore, need to increase the number of working-precision digits much more for numerical results with moderate number of significant decimal digits.
During the current numerical experiments with programming language Mathematica (Version 7), all computations have been done with 100 working-precision digits, which minimize round-off errors and let us clearly observe the computed asymptotic error constants requiring small-number divisions. In addition, the error bound ¼ 
À80
was assigned. The initial guesses x 0 were selected close to a to guarantee the convergence of the iterative methods.
Only 15 significant digits of approximated roots x n are displayed in Tables 3-5 due to the limited paper space, although 80 significant digits are available. When exact root is not available, it is best approximated with 150 digits of precision to hold sufficient number of significant digits of x n À a. Numerical experiments have been carried out on a personal computer equipped with an AMD 3.1 Ghz dual-core processor and 64-bit Windows 7 operating system.
Iterative methods (1.6) with (3.4), (3.8), (3.12) were respectively identified by KY1; KY2; KY3 and have shown successful results for the following test functions: Method KY1 :
2 ; a ¼ À1:
; a % 0:974589844487655:
Methods KY1, KY2, KY3 in Table 3 clearly confirms sixth-order convergence based on results of j en e 6 nÀ1 j. Table 3 lists iteration indexes n, approximate zeros x n , residual errors jf ðx n Þj, errors je n j ¼ jx n À aj and j en e 6 nÀ1 j as well as the theoretical asymptotic error constant g. The values of j en e 6 nÀ1 j agree up to 9 significant digits with g.
To further check the convergence behavior of proposed scheme (1.6), we list additional functions with roots and initial guesses in Table 4 .
For the purpose of comparison, we first identify methods ( ), respectively. Table 5 displays the values of jx n À aj for methods DBN, CHU, PGU, WAN, NET, KY1, KY2, KY3. As can be seen in Table 5 , proposed methods show favorable or equivalent performance as compared with existing met hods DBN, CHU, PGU, WAN and NET. It is well expected that method DBN displays the largest error of jx n À aj due to its lower order of four, in comparison with the rest of the listed methods. In Table 5 , italicized numbers refer to the least errors jx n À aj within Table 5 Comparison of jxn À aj for f 1 ðxÞ À f 7 ðxÞ among listed methods. 
Here log zðz 2 CÞ represents a principal analytic branch with Àp 6 Imðlog zÞ < p.
the prescribed error bound. The method DBN requires four iterations to meet the error criterion for test functions f 2 and f 5 , unlike the rest of other listed methods requiring only three. Even with the same order of convergence, one should note that the behavior of local convergence of jx n À aj is dependent on c j , namely f ðxÞ and a.
Although limited to the test functions chosen in these numerical experiments, based on the results after 2 iterations, KY1 has shown best accuracy in f 1 ; f 2 ; f 3 ; f 4 , while CHU in f 5 , and KY3 in f 6 ; f 7 . Nevertheless, one should be aware that no iterative method always shows best accuracy for all the test functions. It is not too much to emphasize that computational accuracy is sensitively dependent on the structures of the iterative methods, the sought zeros and the test functions as well as good initial approximations. The corresponding efficiency index for the proposed family of methods (1.6) is found to be 6 1=4 , which is better than 4 1=4 for the classical double-Newton method. The current analysis utilizing 2-point information will lead us to a new development of another family of higher-order root-finders. We now are ready to discuss the complex dynamics of rational iterative maps (4.6) and (4.14) applied to various polynomials. To continue our discussion, let us first identify the three members of rational iterative map (4.6) by GKN6m0H6,GKN6m1H3 and GKN6m118H0 respectively with m ¼ 0; Table 1 . In addition, we identify one member of rational iterative map (4.14) by Neta6 with b ¼ 3 À 2 ffiffiffi 2 p in Table 2 . A variety of examples are shown here. Basins of attraction for both rational iterative maps (4.6) and (4.14) are illustrated by closely following the technique shown in [9] . Example 1. As a first example, we have taken a quadratic polynomial with all real roots:
ð5:2Þ
Basins of attraction for iterative maps GKN6m0H6, GKN6m1H3, GKN6m118H0 and Neta6 with p 1 ðzÞ ¼ z 2 À 1 are illustrated, respectively from left to right in Fig. 3 . The darker a point of each basin gets, the slower it converges to a root. At a root or an extraneous fixed point its color is white, while getting darker for more iterations required for convergence within the iteration limit. At black points, we recognize that the corresponding iterative maps did not converge within the iteration limit of 40 currently prescribed in this experiment. Based on displayed results, we find that iterative map Neta6 has performed better. Indeed, Table 6 shows average numbers of iterations to converge within the given error bound per point.
Example 2. As a second example, we have taken a cubic polynomial with one real and two complex roots:
ð5:3Þ
Basins of attraction for GKN6m0H6, GKN6m1H3, GKN6m118H0 and Neta6 with p 2 ðzÞ ¼ z 3 À 1 are illustrated, respectively from left to right in Fig. 4 . Neta6 performed best as in Example 1, but now it has more black points than before. Table 6 Average numbers of iterations for convergence per point.
Example 3. As a third example, we have taken a cubic polynomial with one real roots 0, À1,1:
ð5:4Þ
Basins of attraction for GKN6m0H6, GKN6m1H3, GKN6m118H0 and Neta6 with p 3 ðzÞ ¼ z 3 À z are illustrated, respectively from left to right in Fig. 5 . Even though Neta6 has less black points, the basin for the root a ¼ 0 is smaller. This means that there are points closer to this root that converge to one of the other two.
Example 4. As a fourth example, we have taken a quintic polynomial with one real and four complex roots:
ð5:5Þ
Basins of attraction for GKN6m0H6, GKN6m1H3, GKN6m118H0 and Neta6 with p 4 ðzÞ ¼ zðz 2 þ 1Þðz 2 þ 4Þ are illustrated, respectively from left to right in Fig. 6 . The phenomenon observed in the previous example is more pronounced here. Neta 6 has much larger basins for the roots AE2i. Basins of attraction for GKN6m0H6, GKN6m1H3, GKN6m118H0 and Neta6 with (5.6) are illustrated, respectively from left to right in Fig. 7 . Notice that the basin for Neta6 for the root À 
