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Abstract
The global pandemic caused by Covid19 requires
the evaluation of policy interventions to mitigate
future social and economic costs of quarantine
measures worldwide. We propose an epidemio-
logical model for forecasting and policy evalu-
ation which incorporates new data in real-time
through variational data assimilation. We use the
model to conduct inference on infection numbers
as well as parameters such as the disease trans-
missibility rate or the rate of recovery. We fur-
thermore analyze and discuss forecasted infection
rates in Italy and the US.
1. Introduction
The global outbreak of n-Cov2019 and the possibility of
severe social and economic costs worldwide requires imme-
diate action on suppresion measures. In order to evaluate
population health and the efficacy of past and future policy
measures with regards to n-Cov2019, a robust and quantifi-
able analysis system is required. We propose a methodology
for forecasting the spread of n-Cov2019 and show how to es-
timate latent infection rates, accounting for high uncertainty
in observation and model specification. This is performed
by combining recursive Bayesian updating with epidemio-
logical models.
We develop a custom compartmental SIR model which is
fit to data related to the spread of the coronavirus in China
which we name SITR. This is embedded in a data assimi-
lation framework, a form of hidden markov or state space
modelling (Asch et al., 2016), which conducts model pa-
rameter updates when new observations become available.
We estimate both short term and long term dynamics in
Wuhan and find a peak of infections in the beginning of
March. We furthermore analyze data from the US and Italy
and find that infections keep increasing and peak in the
middle of April respectively.
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2. The SIR Model
We introduce an adaptive epidemiological modelling frame-
work which combines a SIR model whose model parame-
ters are time-varying by embedding it in a data assimilation
framework.
We start our analysis with a standard SIR model (Anderson,
1991), which is a system of three interrelated non-linear
ordinary differential equations without an explicit analytical
solution. The dynamics of the model are given by :
dS
dt
= −β IS
N
(1)
dI
dt
= β
IS
N
− γI (2)
dR
dt
= γI (3)
Where S denotes the susceptible population size, I the in-
fected people who are not isolated from the population and
R the recovered population. The total population is given
by N . The parameters β and γ denote the transmission and
recover rate of the virus infection. Note that for the out-
break in cities such as Wuhan, the susceptible number S is
observable, which we label as the population of e.g. Wuhan
city. The recovered population R denotes the population not
infectious anymore and being removed from the population,
which for the Wuhan outbreak is the number of confirmed
cases since confirmed cases are hospitalized and isolated
and not infecting the general population anymore.
2.1. The Adaptive DA-SIR model
Data Assimilation (DA) is a technique to incorporate ob-
servations into a theoretical model where uncertainty is
quantified (Asch et al., 2016). Stemming from the field of
physical sciences, DA is also applied to numerical simula-
tions in finance, medicine and biological sciences(Nadler
et al., 2019; Rhodes & Hollingsworth, 2009; Bonavita et al.,
2016). The solution to DA optimization yields filtering algo-
rithms which can be applied to a variety of problems where
an uncertainty quantification has to be included (Arcucci
et al., 2017) or where latent parameters need to be computed
taking into account new observations.
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The Adaptive DA-SIR model is a model which incorporates
Data Assimilation with a compartmental SIR model. We
use DA as an adaptive modelling approach which integrates
new observations into our compartmental model to enhance
the accuracy of forecasts as well as computing model pa-
rameters of interest, in our case β and γ. The SIR model in
equations (1)-(3) can be discretised with respect to the time
variable, giving the following equations:
St+1 = St − β ItSt
N
(4)
It+1 = It + β
ItSt
N
− γIt (5)
Rt+1 = Rt + γIt (6)
For a given time step t and assuming to have observations
of confirmed cases Rt we denote here with Robst , the DA
problem consists in computing the minumum of the cost
function
J(I) = argmin
I
t+τ∑
i=t+1
||Robst −H(i|I, β, γ)||Q−1t +||I−It||P−1t
(7)
and
IDAt = argmin
I
J(I) (8)
where H : I → R is a linear transformation function
usually called observation function (Asch et al., 2016) which
is here represented by the SIR model, and where Q and P
denote the the background and the observation covariance
matrices, representing an estimation of the errors into the
data. To estimate the parameter, we minimize
β, γ = argmin
βi,γi
t+τ∑
i=t+1
||Robst −H(i|IDAi , βi, γi)||Q−1t (9)
The data we use representing St, It and Rt is given by the
official government numbers for Wuhan and is available
at (National Health Commission of the People’s Republic
of China). The solution of the DA problem in (7) leads to
a modified extended Kalman filtering (Julier & Uhlmann,
2004) algorithm where an SIR model is used to compute the
forward steps, e.g. in the time window [t, t +M ]. Where
IDAt are the values of It computed after the assimilation of
Robst as in Eq. 8. To illustrate and put results into perspec-
tive, we compare results of our adaptive DA-SIR model with
the common SIR model for Wuhan. Both models use the
same initial conditions given by the observed data. In Fig. 1
we compare model performance of the standard SIR model
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Figure 1: Comparing estimates of confirmed cases Rt and
unobservable amount of infected people It in Wuhan, using
static (dashed) and updating (solid) parameters.
and show how assimilation of new observations generates
updated model dynamics in the DA-SIR model that do differ
from standard SIR model predictions by a wide margin, as
is illustrated in the figure.
The dynamic model given by the solid lines fit the observed
values of confirmed cases Rt and interpolates the number
of infected people It. The dashed lines represent the stan-
dard SIR model and show how not updating the model from
the initial conditions leads to underestimation of infectious
cases. This illustrates how without updating the parameters
the number of infected people is underestimated and the as-
similation of new observations helps to adjust the trajectory
of likely infections in the future. We next introduce a further
refined extension of the dynamic assimilation model.
3. The SITR Extended Model
The modelling approach allows the introduction of addi-
tional model dynamics (Wu et al., 2020) by adding compart-
ments to include effects of public policy measures, multi-
level modelling using individual GPS data, as well as possi-
ble effects of social determinants of health such as hospital
access. In the previous case of the simple SIR model, both
recovered and isolated patients were categorized as R. We
revise the SIR model by introducing an intermediate com-
partment T . Here, T represents the number of people being
treated in hospitals, given by the difference between accu-
mulated confirmed cases and recovered or deceased patients
R. Instead of just observing one variable, the number of
confirmed cases, we are now observing two variables: the
currently confirmed cases being treated T and removed in-
fectious population due to recovery or being deceased R.
The model is given by
dS
dt
= −βeI (10)
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dI
dt
= βeI − α (11)
dT
dt
= +αI − γT (12)
dR
dt
= γT (13)
The parameter βet = β
St
Nt
is the real transmission rate over
time, taking into account the total population size N as
in the SIR model. Assuming all the parameters βe, α, γ
time dependent, the SITR model in equations (10)-(13) can
be discretised with respect to the time variable, giving the
following equations:
St+1 = St − βet It (14)
It+1 = It + β
e
t It − αtIt (15)
Tt+1 = Tt + αtIt − γtTt (16)
Rt+1 = Rt + γtTt (17)
which is a linearized approximation of the original SIR
model with the additional compartment T . The other vari-
ables are the same as in the SIR model, where S denotes
the susceptible population, I the infected people who are
not isolated from the population. The parameters γ and
α denote the recovery and transition rate given by total of
incubation and admission days. To extend the model and
incorporate information not just of the last timestep, we in-
troduce a model extension which bases model predictions on
a sliding window of length τ , similar to a 4D-VAR approach
(Asch et al., 2016). For a given time window [t, t+ τ ] and
assuming to have observations of the variable Tt we denote
here with T obst , the resulting assimilation scheme is given
by
IDAt = argmin
I
t+τ∑
i=t+1
||T obst −H(i|I, βet−1)||Q−1t +||I−It||P−1t
(18)
which in a first step infers the number of infected people
I and where the observation functon H : I → T is a linear
transformation. To estimate the infection rate, in a second
step we use minimize
βet = argmin
βe
=
t+τ∑
i=t+1
||T obst −H(i|I, βe)||Q−1t (19)
which updates β conditioned on assimilated values of I .
The resulting algorithm implements a 4D-VAR assimilation
scheme in cost function (7), where forecasts and parameter
estimates are based on a sliding window over time.
Figure 2: The short run
dynamics of the epidemic
in Wuhan, showing re-
coveries (black), hospital-
ized (green) and infectious
(blue) patients
Figure 3: The long run dy-
namics of the epidemic in
Wuhan, showing recoveries
(black), hospitalized (green)
and infectious (red) patients
4. Results
We present our results and report the short- and long run
predicted dynamics of the virus spread and show additional
parameter estimates.
Results are given in Fig. 2 and Fig. 3. In the early stages
in Fig. 2, the true number of infection rates is a number
of magnitudes higher than the amount of treated and and
confirmed cases. In the later part of the sample the number
of patients under treatment increases further, while the num-
ber of infected people does start to decrease. This provides
evidence that the Chinese quarantine measures are effective
and the number of people who are being treated and isolated
leads to a decrease in the number of population which is
infectious without being isolated.
The long run dynamics given in Fig. 3 predict a recent
spike in the number of infected people in Wuhan. The
total number of people being treated in hospitals follows
with a small lag and will be reached in early march and
tapering off in the following months. Inspecting Fig. 4, the
Figure 4: Dynamics of beta parameter estimates over time
transmissibility rate β shows some variation over time. High
variability implies that the transmissiblity is affected more
easily by external factors which change the dynamics of new
infections. Within the sample period, the transmission rate
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is fluctuating around 0.45 and showing signs of decrease
towards the end of the sample.
4.1. Analysis of International Data
To illustrate the flexibility of our approach we add an inter-
national comparison. We run test results for both Italy and
the United States1. Given limited granular data from the US
we apply the SIR-DA model, using confirmed coronavirus
cases to infer the amount of infected people and do forecasts
to estimate the approximate development of the epidemic.
We estimate the model on a sample of the data until the
17/04/20 and do a five days ahead forecast to evaluate the
model out of sample.
Comparing cases for the United States and Italy, Fig. 5 de-
picts the dynamics of the epidemic in Italy, where according
to the model the peak of infections has already occurred at
the beginning of April, with a gradual decrease in infection
numbers afterwards. According to the model estimates, the
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Figure 5: SIR results and forecasts for Italy, showing esti-
mates of infections and confirmed cases.
infection rate at the end of the sample is around 10 percent
of the population, which is forecasted to drop to 6 percent in
a 5 day ahead forecast. Comparing results with the United
States in Fig. 6, the trajectories of both countries are in
different stages. The number of infections are increasing
within sample, as is the forecasted number of infections. At
the end of the sample, the infection rate is 0.6 percent of the
population, which is forecasted to increase to around one
percent within five days. The trend is upward sloping, but
the overall level as percentage of the population is lower
than in Italy.
The different levels of infections are likely due to different
inception dates of the pandemic, having started earlier in
Italy than the United States, with an eventual peak of the
United States not visible yet given the current data sample.
The results indicate that the pandemic has reached a peak in
1The data was obtained from the John Hopkins University Coro-
navirus Resource Center https://coronavirus.jhu.edu/map.html
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Figure 6: SIR results and forecasts for the United States,
showing estimates of infections and confirmed cases.
Italy recently, the dynamics for the United States indicate
that no plateau has been reached yet and that the number of
infections is likely to increase. The results show how the
assimilation framework can be extended to multiple coun-
tries and provide robust results given the large uncertainty
in infection estimates.
5. Conclusion and Future Work
We introduced a novel epidemiological assimilation scheme
to forecast and evaluate the current corona pandemic. We
combined compartmental models in epidemiology with data
assimilation schemes showing the advantage of real-time
forecasting and parameter estimation in the current crisis.
We find that in Wuhan the peak of infections is reached
end of February, with the number of patients being treated
peaking early march.
The generalisability of our model allows the model to be
implemented in other cases and countries such as Italy and
the United States where the model indicates further growth
in the United States and a decline of total infection cases
in Italy. This work focused mainly on the methodology of
providing a robust recursive Bayesian estimation scheme for
the current nCov-2019 outbreak, we propose future work to
add further complexities to the model, such as taking into
account different mortality rates due to social determinants
of health or quality of the healthcare system, providing ap-
plicability and robustness of the model for different datasets
and scenarios.
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A. Appendix
A.1. Hybrid Data Assimilation
We estimate values for both the state and observation co-
variance matrices Q and P by using an ensemble approach
(Wang et al., 2013; Lim et al., 2019). The values for P are
based on an estimate of the residual covariance matrix of the
stationary observed time series. Following the cost function
give by Eq. 7, with xb representing an individual background
state vector, xb = [S, I, T,R]. The full ensemble of state
vectors is given by
xb(1), x
b
(2), .., x
b
(N) (20)
If the ensemble mean is defined as xb, then Vens, the back-
ground state perturbations are computed via
Vens = Xb =
1√
N − 1(x
b
(1)− xb, xb(2)− xb, ..., xb(N)− xb)
(21)
In this case, Vens and Xb are a n x N matrix called the en-
semble background perturbation matrix. The rank-deficient
version of the background error covariance matrix is defined
as Q∗ with
Q∗ = Xb
T
Xb (22)
The ensemble is static, meaning that it does not evolve dy-
namically with time, but it still incorporates flow-dependent
information at the start time which is still beneficial for an
extended Kalman filter or 4D analysis.The way the ensem-
bles are chosen and computed determines the accuracy of
ensemble DA. The ensemble needs to be computed in such
a way that the time dependent variability of the background
error covariance matrix, as well as the correlation of vari-
ables is captured by the sampling procedure.
The method we devise is to divide the collection of back-
ground states, xb based on the size of the ensemble into N
equally sized groups with each group being denoted by xb(i)
meaning that ensemble members belong to the ith group.
The mean and standard deviation of each group is then
estimated and used to sample the ensemble members from.
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Algorithm 1 Build Ensemble
1: Inputs: xb
2: i = 0, N = ensemble size, n = length(xb)
3: for xb(i) in array split(x
b, N) do
4: µ(i) = mean(xb(i))
5: σ(i) = standard deviation(xb(i))
6: ensemble[:, i] = normal distribution(µ(i)), σ
2
(i))
7: i = i+ 1
8: end for
9: ensemble mean = mean(ensemble)
10: for i = 0, 1, .., N do
11: Vens[:, i] = ensemble[:, i]− ensemble mean
12: end for
13: return Vens
Algorithm 1 describes in detail how Vens is computed and
ensembles are formed. The full background state matrix,
xb is split into N groups each of size n × nN . Both, the
means as well as the standard deviations of the n rows are
estimated and used to generate draws from a multivariate
Gaussian distribution to form the ensemble. In order to form
Vens, for each ensemble member the corresponding mean
is estimated and then subtracted, computing the standard
deviation.
