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ABSTRACT
A solution to a one dimensional diffusion equation applicable to a  finite 
interval was adapted  to be a probability distribution function. This distribution 
function can accom m odate various shapes of distribution such as those 
similar to the uniform, single-modal, and bi-modal distributions. This distribution 
is bounded a t both boundaries. It was named the finite Fourier distribution 
(FFD) to recognize the form of the distribution. The FFD was extended to 
include a linear combination of the FFD termed two-component FFD.
Monte Carlo simulation technique was used to evaluate four 
parameter estimation techniques. Method of Maximum Likelihood Estimator 
(MLE), Method of Moments (MOM), Method of L-Moments (LMM), and Method 
of Least Square (LSQ). Robustness evaluation and other goodness-of-fit 
measures of these parameter estimation techniques are discussed.
Both FFD and two-component FFD were applied to the field measured 
dissolved oxygen (DO) concentrations, laboratory measured hydraulic 
conductivity of clay liners, river quality data, and pore size distribution of 
compacted clays. Goodness-of-fit tests were performed to evaluate the 
models. The FFD provides similar or slightly better fit than the traditional 
distributions for certain sample data. Two-component FFD performed very 
well modeling the pore size distributions in com pacted clays.
x
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CHAPTER 1 
INTRODUCTION
Every engineering computation is attended by some degree of 
uncertainty due to factors not taken into account and limitations of data . Of 
course, applications in Civil Engineering are no exception. Peak traffic 
demands, total annual rainfalls, steel yield strengths, and soil shear strengths, 
for example, will never have exactly the same observed values, even under 
seemingly identical conditions. As the performance of constructed facilities 
will depend upon the design values of these factors, the design engineer must 
recognize and deal with the uncertainty in a  realistic and economical 
manner.
How an engineer chooses to treat the uncertainty in a given 
phenomenon depends upon the situation. If insignificant consequences are 
expected and the degree of variability is small, the engineer may choose to 
ignore it by simply assuming that the variable will be equal to the best 
available estimate. The estimate might be the average value of past 
observations. This is typically done, for example, with the elastic constants of 
materials, weights, and physical dimensions of the objects.
If, on the other hand, uncertainty is significant, the engineer may 
choose to use a “conservative estimate” of the factor. This has often been  
done in setting "specified minimum" strength properties of materials and  
when selecting design demands for the facilities to be designed. Many  
questions arise in the practice of using conservative estimates. Benjamin and  
Cornell (1970) raised the following questions:
1
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How can engineers maintain consistency in their 
conservatism from one situation to another? For instance, 
separate professional committees set the specified minimum 
concrete compressive strength and the specified minimum 
bending strength of wood.
Is it always possible to find a  value that is conservative in 
all respects? A conservative estimate of the friction factor of a 
pipe should be on the “high side" of the best estimate in order to 
produce a  conservative (low) estimate of flow in that pipe, but 
this estimate may produce unconservative (high) estimate of the 
flows in other parallel pipes in the same network.
Is the design of the resulting facility unnecessarily 
expensive? The consequences of occasional flows in excess of 
the capacity of a city storm drainage system may be small, but 
the initial cost of a system capab le  of processing a conservative 
estimate of the peak flow may be excessive.
Can the behavior of the facility be adequately predicted 
with only a conservative estimate? For example, the ability of 
an autom atic traffic control system to increase the capacity of 
an artery depends intimately upon the degree and character of 
the variability of the traffic flow as well as upon the total volume.
Therefore, uncertainty must be explicitly dealt with during the
engineering process. Essential to the predictions and decisions is, first,
analyzing observed data and, second, making an inference about the
population from which the sample is drawn (Mendenhall, 1963).
To simplify the analysis, one normally requires a mathematical model
(e.g., a probability distribution function) to describe the probable distribution
of the observed data. Once a suitable mathematical model has been
established, the parameters of the model can be estimated and inferences
based on the model can be drawn.
Many probability distributions are currently available to describe a
variety of observations (random variables). Generally, the distributions can be
classified into the continuous and discrete categories. Each distribution is
applicable to one or more types of d a ta . No distribution can model all types
2
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of data. Some currently available distributions are discussed below. A 
collection of a variety of probability distributions can be found in Evans et. al. 
(1993) and Singh (1998).
Even with the number of distributions available for engineers and 
scientists, some observations in their natural form will not fit these distributions 
(Ostle and Malone, 1988). One may be able to transform or shift the data to fit 
a well-developed distribution function using certain mathematical techniques 
such as the Box and Cox (1964) approach. However, in some cases there 
may be objections to using transformations of independent variables 
(Wetherill, 1981). For example, the scale used for the independent variable 
may have a very definite meaning, such as time, or distance, and it may be 
undesirable to transform it. In these cases, one will need a generic probability 
distribution to fit the data.
1.1 Objective
Adrian (1995) developed a three-parameter probability distribution that 
is derived from a diffusion equation. This distribution is continuous and can 
take several different shapes. The probability distribution will be termed a 
"Finite Fourier distribution" (FFD) in this study. It can have shapes of uniform 
distribution, or symmetrical or skewed bell shape distributions. The number of 
parameters of the finite Fourier distribution can be expanded to include two, 
three, five, and six to provide a better fit of the observed data.
The objective of this study is to evaluate the methods of parameter 
estimation for this newly developed finite Fourier distribution (FFD) and apply
3
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FFD with various parameter estimation techniques to actual data. The specific 
tasks include:
1) Describe the properties of this distribution;
2) Apply parameter estimation techniques to the finite Fourier 
distribution;
3) Evaluate the parameter estimation methods using Monte Carlo 
simulated data;
4) Apply the parameter estimation methods to real data and 
compare the results with those of the traditional distributions.
5) Evaluate the “Goodness of Fit” of these distribution and parameter 
estimation models.
1.2 Organization
This manuscript contains two parts. A literature review, theoretical 
development, and description of methodology are described in the first part 
(Chapters 1 through 4). The second part (Chapters 5 through 7) consists of 
Monte Carlo simulation, description of the data, comparisons to other 
distributions, and conclusions.
Introduction, objective and the organization of this manuscript are 
contained in this chapter. A review of the currently available probability 
distributions, methods of parameter estimation, Monte Carlo simulation 
techniques and their application are presented in Chapter 2. The 
mathematical development of the “finite Fourier distribution" (FFD) and some 
properties of the FFD are presented in Chapter 3. A two-component FFD 
distribution which includes two independent FFD distributions is discussed.
4
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A more detailed description of the parameter estimation methods used 
are presented in Chapter 4. Four methods are presented in this manuscript, 
the maximum likelihood estimator (MLE), the method of moment (MOM), the 
method of L-moments (LMM) and the method of least squares (LSQ). Chapter 
5 presents the methodology and results of the Monte Carlo simulation. The 
four point estimation methods were compared using the Monte Carlo 
simulation technique. A comparison of the robustness of the four parameter 
estimation methods is also contained in this chapter.
Chapter 6 contains a  description of the actual data used for this 
research. Dissolved oxygen values measured from two different depths of an 
artificially circulated lake were used. All four methods of parameter 
estimation techniques were used to estimate the parameters of the finite 
Fourier distribution. The results were compared to the traditionally used normal 
distribution. Finite Fourier distribution is also used to model the hydraulic 
conductivities of com pacted soil liners for landfills. Additional water quality 
data collected from a station near St. Franciville, Louisiana by U. S. Geological 
Survey were also analyzed. In addition to the regular FFD distribution 
modeling, pore size distributions of com pacted Kaolinite were studied using 
two-component FFD distributions.
The results from the finite Fourier distribution were compared to the 
traditionally used distributions. The model comparison used Kolmogorov- 
Smirnov, x2 “Goodness of Fit” tests and moment diagrams. The final chapter,
5
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Chapter 7, includes the conclusions of this research and recommendations for 
further study.
6
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CHAPTER 2 
LITERATURE REVIEW
2.1 History of Probability Theory
Ancient Egyptians about 3500 BC used a four-sided dice-shaped bone 
to play a gam e now called Hounds and Jackals (Ghahramani, 1996). The 
ordinary six-sided dice invented about 1600 BC has been a major instrument in 
all kinds of games. Through gambling and games of chance, people have 
gained intuitive ideas about the frequency of occurrence of certain events, 
hence, about probability. Galileo Galilei (1564-1642) was among the first 
prominent mathematicians to calculate the probabilities concerning many 
different games of chance; thus, he laid the foundation of probability theory. 
The science of the probability and statistics started to grow in mid­
seventeenth century.
Andrei Kolmogorov (1903-1987), a Russian mathematician, axiomatized the 
theory of probability. He took three self-evident properties of probability as 
axioms and the entire theory of probability is developed rigorously based 
upon these axioms. All probability distributions are to have these three 
properties. The three axioms (Ghahramani, 1996) are:
1. The probability of the occurrence of any event is always non-negative.
2. The probability of the occurrence of a sample space (a collection of all 
possible events) is unity (1).
3. For a sequence of mutually exclusive events, the probability of the 
occurrence of a t least one of them is equal to the sum of their probability.
7
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Alternatively, the probability of an event, which is union of two mutually 
exclusive events, is the sum of the probabilities of these two events.
2.2 Existing Distributions
Evans et. al. (1993) collected 39 different probability distributions, gave 
concise statements of properties relating to the distributions, and included 
diagrams so that the shapes and other general properties can be readily 
appreciated. Among those probability distributions published in that book, 
three distributions are the most important ones and are frequently used in the 
engineering and science applications.
2.2.1 Normal distribution
Based on the central limit theory, the sum of an uniformly distributed 
random variables will approach the shape of a normal distribution. This theory 
holds for most physically meaningful random variables (Benjamin and Cornell, 
1970). It can be expected to represent those variables that arise as the sum of 
a large number of random effects, no one of which dominates the total. Since 
the random variation in many phenomena arises from a number of additive 
variations, it is not surprising that histograms approximating this distribution are 
frequently observed in nature. Mathematically speaking, the normal 
probability density function.
is the equation of a bell-shaped curve. The symbols / /  and a  are the 
population m ean and standard deviation.
8
( x - M )
Eq. 2-1
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The ease with which one can work with the normal distribution, its many 
tables and its well-known properties, causes its adoption as the model of 
choice in many situations when little or no physical justification exists. 
Frequently, it is used simply because an observed histogram is roughly bell­
shaped and approximately symmetrical. The American Concrete Institute 
specifications for concrete strength are based on the normal distribution 
(Granholm, 1965) because it seems to fit observed data. The U.S. Bureau of 
Public Roads has also adopted the normal assumption for material and 
construction properties.
Benjamin and Cornell (1970) provided cautionary remarks about the 
use of the normal distribution. They stated “Whether the normal model is 
adopted following a  physical argument or as an approximation to other 
distributions, it should be noted that its validity m ay break down outside the 
region about its mean. Tails of the distribution are much more sensitive to errors 
in the model formulation than the central region. ... Caution must be urged in 
drawing conclusions from models based on such assumptions , if, as is often 
the case in civil engineering, it is just these extreme values (large or small) 
which are of most concern." The implication of these statements is that 
predictions, based on the well fitted model may have high error near the tails 
of the distribution. Frequently, one uses an unbounded distribution, such as 
normal distribution, to model bounded data. Should the desired use of the 
model be to predict the extreme values, significant errors may result.
9
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The limits on the argument of a normal density function are 
theoretically plus and minus infinity. In practice, some variables such as loads, 
weights, or time are physically limited to nonnegative values. Some physical 
phenomena are bounded by both ends such as dissolved oxygen 
concentrations in water, which are bounded between the values of zero (0) 
and the saturation value. The boundaries may cause difficulty in drawing 
conclusions based on the unbounded normal distribution.
2.2.2 Bernoulli process
Bernoulli trials represents the simplest type of a random process. They 
have only two possible outcomes. The random variable X associated with a 
Bernoulli random trial is called Bernoulli random variable. In statistical analysis, 
one is seldom interested in a  single Bernoulli trial. More commonly, a 
sequence of Bernoulli trials is under consideration, such as the determination 
of the number of defective products in a factory from a production run of a  
number of products.
The Bernoulli process postulates that one can suppose Xi, X2 Xn are
n Bernoulli random variables associated with a sequence of n trials. If these n 
trials meet the following conditions, we shall call the sequence of trials a 
Bernoulli process (Neter e t al., 1982):
Postulate 1. The Bernoulli random trials in the sequence are statistically 
independent, i.e.; the Bernoulli random vaiables Xi, X2, . . . ,  Xn are 
statistically independent.
10
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Postulate 2. The probabilities that X? = 1 and X? = 0 are the same for all Bernoulli
trials in the sequence; i.e., that P(Xi=l)=p and P(X=0)=l-p for/' = 1, 2.....
n, where p  is the common probability that the trial outcome is 1. 
Extending the Bernoulli process to repeated trials produces the binomial 
distribution. The binomial probability function is:
The geometric distribution is an extension of a single Bernoulli trial to 
include a sequence of independent Bernoulli trials. It is the probability of first 
success in a series of experiments. The geometric distribution (Equation 2.4) 
can be further extended and becomes a negative binomial distribution.
n is the total number of trials;
It is a measure of probability of the n,h success in a  sample space. All 
the above distributions are discrete. They are used frequently in the game
Eq. 2.2
Where: P(x) = P(X=x), x=0,l ,2,...,n
0<p<1
Hence, is a binomial coefficient, which is defined as:
Eq. 2.3
P(n) = a~prlp Eq. 2.4
where: p is the probability of success; and
11
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theory and traffic planning and management. One example in the 
engineering applications is the use of negative binomial distribution in 
estimating the turn lane capacity requirement (Benjamin and Cornell, 1970).
2.2.3 Poisson process
A Poisson process describes sparsely occurring events. This is another 
important stochastic process used routinely by engineers. Applications are 
numerous. It has been employed to describe such diverse problems as the 
occurrences of storms (Borgman, 1963), major floods (Shane and Lynn, 1964), 
and earth quakes (Benjamin and Cornell, 1970). This process is often used by 
traffic engineers to model the flow of vehicles past a  point when traffic is 
freely flowing and not dense (Benjamin and Cornell, 1970). The Poisson 
distribution is also a discrete distribution bounded by zero (0) to infinity.
A Poisson distribution is concerned with the number of occurrences of 
some events in a fixed length of fime, fixed amount of space, etc. The Poisson 
process postulates (Neter et al., 1982) that one considers occurrences that 
happen randomly on the time continuum. Imagine this continuum to be 
divided into many small non-overlapping intervals of size At. The time 
betw een t a n d  t + At denotes a  typical interval Af.
Postulate 1. The num ber o f occurrences in non-overlapping time  
intervals are statistically independent.
Postulate 2. The number of occurrences in a  time interval has the 
same probability distribution for all time intervals.
Postulate 3. The probability of one occurrence in any time interval (f, 
f+Af) is approximately proportional to the size of interval A t . Specifically,
12
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if A. is the constant of proportionality (by Postulate 2, it must be the 
same for all time intervals), the probability of one occurrence is 
approximately X At.
Postulate 4. The probability of two or more occurrences in any given 
time interval (t, f+Af) is negligibly small, relative to the probability of one 
occurrence in the interval.
When the four postulates hold, the number of occurrences in a  unit 
time interval follows a Poisson probability distribution with parameter X. The 
Poisson probability function is:
/ > ( * ) = £ £ !  Eq.2.5
x\
where: P(x) = P(X=x), x=0,l,2 oo
0 <p< co
The Poisson distribution has only one parameter, X.
Exponential distribution is a  continuous analog of the geometric 
distribution. It describes the time to the first occurrence of a Poisson event. 
The exponential distribution has the same boundaries as the Poisson 
distribution. G am m a distribution describes the kth arrival of a Poisson process. 
It was used to model maximum stream flows, the yield strength of reinforced 
concrete members, and the depth of monthly precipitation (Benjamin and  
Cornell, 1970).
2.2.4 Other important distributions
While the normal distribution arose from the sum of many small effects, 
the lognormal distribution deals with the multiplicative mechanism acting on a
13
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number of factors. An example is that the hydraulic conductivity of the soil is 
postulated to be lognormally distributed [Benson. 1995).
So far the most versatile density distribution is the Beta distribution which 
occurs in the study of the median of a sample of random points from zero (0) 
to one (1) (Ghahramani, 1996). Beta distribution is bounded and can have a 
wide range of different shapes. Beta distributions are often appropriate  
models for random variables that vary betw een two finite limits. In statistics, 
beta distributions are frequently used as prior distributions in the Bayesian 
estimation of parameters.
In the realm of hydrology, the extreme values of flood frequencies, 
water depths in a  stream, flood level, etc. are of major concern. The type I 
and III extreme value distributions (Gumbel and Weibull, respectively), Pearson 
and log-Pearson distributions, and log-normal distribution are frequently used 
to model hydrological phenomena (Wang, 1980, Nachtnebel and Knoecny, 
1987, Boes, et al, 1989, Jin and Stea'inger, 1989, Wang, 1997, Singh, 1988). 
Pearson distributions and Gamma distribution are bounded at the lower end. 
Weibull distributions are not bounded.
Even with the number of distributions available for engineers and 
scientists, some observations in their natural form will not fit these distributions 
[Ostle and Malone, 1988). One may be able to transform or shift the d a ta  to fit 
a well-developed distribution function using certain mathematical techniques, 
such as the Box and Cox (1964) approach. However, in some cases there 
may be objections to using transformations of independent variables 
(Wetherill, 1981). For example, the scale used for an independent variable
14
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may have a very definite meaning, such as cost, or work hours, and it may be  
undesirable to transform it. In these cases, one will need a generic probability 
distribution to fit the data.
2.3 Parameter Estimation
A probabilistic model remains an abstraction until it has been related to 
observations of the physical phenomenon. These observations yield numerical 
estimates of the m odel’s parameters, and provide an opportunity to verify the 
model by comparing the observations against model predictions. The formal 
process is called estimation. The latter, comparative process includes 
verification of the entire model. To estimate the values of these parameters, 
one commonly obtains a random sample from a specific population. The 
sample is then used to derive approximate values of the population 
parameters.
The basic approach in all parameter estimation techniques is usually 
the same. Using a “merit function" one measures the agreement between  
the data and the model with a  particular choice of parameters. The merit 
function is conventionally arranged so that small or large values, depending 
on the method, represent a close agreement. The parameters are then 
adjusted to achieve a minimum or maximum in the merit function, yielding 
best-fit parameters. The adjustment process is thus a problem of minimization 
or maximization.
Statisticians have developed various sorts of robust statistical estimators. 
Many, if not most, can be grouped in one of three categories (Press e t al., 
1986).
15
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M-esfimates use various forms of moments (transformed or non­
transformed) to estimate parameters. The widely used Method of Moments 
(MOM) and Maximum Likelihood method (MLE) fall into this category.
L-estimates are linear combinations of order statistics. This method 
matches the quantile estimates with the data. These are most applicable to 
estimations of central value and central tendency. Method of L-Moments 
(LMM) and Probability Weighted Moments (PWM) fall into this category.
R-estimates are estimates based on rank tests. The Kolmogorov-Smirnov 
statistics is an example of this category.
There are several point estimate methods available (Waerden, 1969, 
Wasan, 1970, Shenton and Bowman, 1977, Phien, 1987, Singh, 1998). They 
include the method of moments (MOM), the method of maximum likelihood 
estimator (MLE), the method of least square (LSQ), the method of maximum 
entropy (MME), probability weighted moments (PWM), L-Moments (LMM) and 
many other methods. The parameter value(s) determined by these 
procedures is called estimator(s).
Each method of point estimation has its advantages as well as its 
limitations. In many cases, different methods generate the same estimator, 
but in many problems, they do not lead to the same estimator. Selecting a 
suitable estimation method is very important and requires the knowledge of 
the limitation of the method and distribution used. A brief description of some 
methods is presented in w hat follows.
16
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2.3.1 Method of moments
The method of moments (MOM) is the oldest general method for 
generating estimates of unknown parameters (Larson, 1968). In this method 
the first, second, etc., moments of the data are equated to the first, second, 
etc., moments of the population until there are enough equations to estimate 
all the unknown parameters.
Previous studies (Ozturk and Dale, 1985, Wallis e t al., 1974) suggested 
that MOM frequently produces higher bias or inability to obtain meaningful 
results. In Phien’s (1990) study, he compared MOM with three other point 
estimate methods (MLE, MME, and PWM) using Monte Carlo simulated data  
for Gumbel distribution. He also concluded that the M O M  is inferior to other 
methods. Babee and Ashkar (1990) applied a similar technique to evaluate 
four variations of M OM  for fitting log-Pearson type III distribution. He 
recommended that moments of order 3 or higher should be avoided because 
of their higher variability. The high bias of MOM is due to this method placing 
greater weight on the extreme values. Despite all the negative opinions 
regarding this oldest technique, Ozturk and Dale(1985), studying generalized 
Lambda distribution, found no appreciable differences among different 
techniques as long as the parameters could be estimated. Their study 
indicated, however, that no solutions could be obtained using MOM for some 
data sets.
Due to its simplicity, the MOM method is well suited to fit distributions to 
observed data in cases where mathematical simplicity is required and large 
amounts of data are available. However, the efficiency (minimum mean root
17
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square error) of the method m ay be very low, and is asymptotically zero in 
certain special cases (Benjamin and Cornell, 1970).
Many variations of the M OM  have been developed to increase the 
efficiency and to reduce its bias. Ashkar and Bobee (1987) generalized this 
method to include four variations of moment combinations, referred to as 
generalized method of moments (GMM) to estimate the parameters of the 
log-Pearson type 3 distribution to analyze the flood frequency. By taking 
logarithmic and exponential transforms, Phien and Nguyen (1990) presented 
two other methods of moments for the Pearson type III distribution using 
combinations of transformed or non-transformed moments.
2.3.2 Method of least squares
This method is derived from method of maximum likelihood. This is also 
one of the oldest methods available. In this method, the distances (square 
root of variance) between the observation data  and predictions are 
minimized. A general description of this method can be found in Berthouex 
and Brown (1994).
This is an important method of very general application. An example of 
using the method of least squares is presented by Kool et al (1987) to estimate 
the parameters for unsaturated flow and transport model. Ozturk and Dale 
(1985) preferred this method as the variances and the covariances of the 
estimates could be easily obtained.
18
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2.3.3 Method of maximum likelihood
The maximum likelihood method (MLE) is probably the most widely used 
parameter estimation technique. This method of generating estimators of 
unknown parameters, based on a sample of a random variable, was first 
introduced by Sir R.A. Fisher (Larson, 1968). The likelihood function (Wetherill, 
1981) is the joint probability of an observed sample, regarded as a  function of 
the unknown parameters. The random variables are taken as fixed at their 
observed values.
The likelihood function, when maximized gives, a “reasonable" 
estimate (Benjamin and Conell, 1970). This method is quite efficient for the 
purpose of point estimate and will be used in this dissertation. The MLE method 
was very popular some two to three decades ago (Haan, 1977, Shenton, 
1977, Bejamin and Cornell, 1970, Nahi, 1969, Good, 1965). The number of 
publications regarding the MLE method far exceeds any other methods. 
Shenton (1977) dedicated a whole book on the subject of application of MLE 
to small samples of normal and Poisson distributed random variables. This 
method is asymptotically unbiased and produces minimum variance. It is 
generally an excellent estimation method for large sample sizes. However, for 
small sample sizes, it produces somewhat larger bias in the mean (Fiorentino 
and Gabriele, 1984). Methods have been developed to reduce the bias for 
small sample sizes, such as the one described in Fiorentino and Gabriele 
(1984) for Gumbel distributions.
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Numerous comparisons of MLE to other point estimation methods have 
been published. A comprehensive study by Phien (1987) used Monte Carlo 
simulation technique. He compared MLE to MOM, POME, and PWM methods 
for the bias, root-mean-square error (RMSE) and goodness-of-fit for the 
Gumbel distribution. He found that MLE is the best method in terms of RMSE 
and efficiency.
The likelihood function is relatively easy to set up and the maximization 
can be carried out by using any numerical method. However, the method 
often breaks down before convergence to an optimum is achieved (Wang, 
1997). This is especially so when the distribution is lower or upper bounded. 
The likelihood function collapses as the bound places one or more of the 
sample values outside that bound.
This method frequently leads to the same estimator as does the 
method of moments. In cases where the two methods do not agree, the 
maximum likelihood estimator is generally preferred (Larson, 1968). Kroll (1996) 
also compared the maximum likelihood method of parameter estimation with 
other methods to study streamflow in Central Florida. He concluded that the 
maximum likelihood method is the most efficient method to estimate the 
moments of the studied distribution.
2.3.4 Principle of maximum entropy
The Principle of Maximum Entropy (POME) is a consequence of the 
second law of thermodynamics. It is a  subjective statistical m ethod that 
requires the determination of the priori probabilities. Entropy is a  measure of 
the amount of energy converted from free energy to bounded energy.
20
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Jaynes (1957a, 1957b, 1961, 1982) developed the principle of maximum 
entropy based on the idea that the entropy tends to a maximum. The 
maximum entropy indicates the most probable state. Therefore, if the entropy 
of a  system has a value that is less than the maximum, the system is not in its 
most probable state and it will likely pass into more probable state.
A detailed description of this method can be found in Tribus (1969). The 
concept of entropy was applied in the modeling of hydrological da ta  
(Barbee, 1990, Krstanovic, 1988). Singh (1985, 1986, 1988) compared the 
results of POME to MLE and MOM. He concluded that the results from POME 
and MLE are com parable. Phien (1987) used Monte Carlo simulation to study 
various methods of parameter estimations for the extreme value type-1 
distribution. He also concluded that the maximum entropy method is also 
comparable to MLE.
This method is unique in that the entropy (probability or information) 
determined by this method is a global maximum (Tribus, 1969). This method is 
quite straightforward. However, there is a  difficulty in developing the 
Lagrange constraints when applying POME to distributions containing series 
such as the case of FFD distribution. Therefore, this method is not included in 
this research.
2.3.5 Probability weighted moments
To overcome the problem of placing higher weight on the extreme 
values of MOM, Greenwood et al (1979) introduced the probability weighted  
moments (PWM) method to estimate parameters of distributions expressible in 
inverse form. This method also overcomes the difficulty associated with
21
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traditional param eter estimation methods (MLE and MOM) in estimating the 
Wakeby distribution. In a companion paper. Greenwood’s co-authors, 
Landwehr and Matalas (1979), compared the methods of MOM , MLE, and 
PWM. They concluded that PWM produces less bias than M O M  and MLE. 
Cunnane (1988) reviewed 12 different methods of regional frequency analysis 
and rated the regional PWM algorithm as the best.
Variations of the PWM are proposed by Wang (1997) and Haktanir 
(1997) to address the specific concerns of modeling the flood frequency. Ding 
et al (1989a, 1989b) extended the PWM method to include several 
distributions that are not expressible in inverse form using tabulated values. The 
tabulated values are, however, distribution specific and cannot be applied to 
other distributions.
2.3.6 Method of L moments
The traditional method of moments (MOM) is applied by equating the 
theoretical product moments, such as mean, variance, skewness, and kurtosis, 
to the sample product moments (Section 2.3.2). It is well known that small 
sample estimates exhibit remarkable bias and variance (Wallis et. al., 1974). 
Vogel and McMartin (1991) showed that for highly skewed distributions, the 
bias of the parameters estimated is even greater.
The method of L moments is one of the newest methods of point 
estimation introduced by Hosking (1990). Hosking (1990) found that certain 
linear combinations of probability weighted moments, which he called “L- 
moments" , could be interpreted as measures of location, scale and shape of 
probability distributions and formed the basis for a comprehensive theory of
22
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the description, identification, and estimation of distributions. The advantage 
is that instead of squaring or cubing the observation as for MOM, L moments 
are linear functions of PWMs. The method of L-moments produces nearly 
unbiased estimators for all sample sizes and all distributions. Vogel and 
Fennessey (1993) evaluated the L moment ratios, L skewness and L kurtosis for 
lognormal, gamma, and generalized pareto distributions and concluded that 
the L moment estimators are nearly unbiased for all sample sizes and 
populations.
2.3.7 Other parameter estimation methods
In addition to the methods mentioned above, the methods of point 
estimate include Bayesian method, minimum chi-square method, and 
minimum-distance method (Ostle and Malone, 1988). The Bayesian method is 
also a subjective statistic method that requires the estimation a priori of a 
distribution. These are less popular methods due to lower efficiency and/or 
higher degree of difficulties.
The Maximum entropy method is a simple effective method of 
parameter estimation. In addition, the method always yields global maximum 
(Tribus, 1969). Unfortunately, due to the serial form of this new FFD distribution 
function, there is a difficulty in applying maximum entropy method to this 
research. Therefore, it was not used in this research. Four methods were used 
in this research: the method of maximum likelihood estimator (MLE), method of 
moment (MOM), method of least square (LSQ) and method of L-moments.
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2.4 Goodness of Rt
Generally the choice of the sample statistic (the function of the 
observed values) which should be used to estimate a parameter is not 
necessarily obvious. Any reasonable statistic can be considered as a  
contending estimator. The question of choosing the best estimator is 
ambiguous until the “best" is defined. It becomes important to develop  
criteria to determine the goodness of parameters. This is termed model 
verification. Commonly used verification techniques include the comparing 
of histogram to probability paper, comparing of the cumulatives with 
cumulative distribution function (CDF), using significance tests, and comparing 
the moment diagrams. Two of the tests are discussed in the following sections 
and are used in this study.
2.4.1 x^goodness-of-fittest
The xMest is a general-purpose goodness of fit test proposed by Karl 
Pearson in 1900 (Benjamin and Cornell, 1970). The x^test for goodness of fit 
can be used to investigate the significance of the differences between  
observed data  and the theoretically expected frequencies (Kanji, 1993). The 
test statistic is
*  ( r t  _  r  ^2y-> (Oi — E t)
Z  ~ 2-f c- Eq. 2.6M
Where k is the classes of data, O is the observed data, and E is the expected  
values. The resulting value is then compared to the x2 distribution to determine 
the goodness of fit.
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The test compares an observed histogram to the density function 
lumped into a  corresponding bar-form probability density function (PDF) or 
discrete mass function. It is possible that with lumping data with different 
intervals one can draw opposite conclusions based on the same set of d a ta  
and parameters. Benjamin and Cornell (1970) presented such an example. 
Therefore, care should be taken to draw the conclusions based on this test.
2.4.2 Kolmogorov-Smirnov test
Another very powerful test method of goodness-of-fit is Kolmogorov- 
Smirnov test. This test has an advantage over the x^es t in that it does not 
lump data and compare discrete categories, but rather compares all the 
data in an unaltered form. On the other hand, the Kolmogorov-Smirnov 
goodness-of-fit test is strictly valid for continuous distributions. The test 
compares the hypothesized cumulative distribution function to the observed 
cumulative histogram. The maximum deviation is then compared to the 
critical value based on a confidence level. If the deviation exceeds the  
critical value, then the null hypothesis of “good fit” is rejected.
The Kolmogorov-Smirnov test does not lump data and compare  
discrete categories, but rather compares all the d a ta  in an unaltered form. 
Unlike x^test, the Kolmogorov-Smirnov test is an exact test for all sample sizes. 
For this reason, the Kolmogorov-Smirnov test is used in this study when a  
comparison between distribution models has to be m ade.
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CHAPTER 3
DEVELOPMENT OF THE FINITE FOURIER DISTRIBUTION
Unlike distributions described in Chapter 2, Adrian (1995) developed 
the finite Fourier distribution (FFD). It is a three-parameter probability 
distribution based on the diffusion phenomenon unrelated to the Bernoulli or 
Poisson processes. The finite Fourier distribution has a  wide range of distribution 
shapes similar to the beta distributions. These shapes include the shape of a  
uniform distribution and a symmetrical or skewed bell-shaped distributions. 
Most importantly, it was derived from a diffusion process that occurs naturally 
in many physical phenomena. A diffusion process is the ionic or molecular 
movement when subject to the influence of their kinetic activity in the 
direction of their concentration gradient.
The mass of diffusing substance passing through a  given cross section 
per unit time is proportional to the concentration gradient. This is known as 
Fick’s first law. It can be expressed as
dx
where F  is the mass flux; D is the diffusion coefficient; C is the 
concentration; and dC/dx is the concentration gradient. One example of the 
diffusion process in the environmental engineering application is the dissolved 
oxygen (DO) in a water body. Aquatic lives in the w ater body depend on the 
amount of DO. The process of increasing DO in a w ater body is through a 
diffusion process. Other examples of diffusion processes are abundant such 
as the migration of contaminant in a environmentally sensitive area and
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distribution of dye in the printing process. Therefore, in theory, the distribution 
model based on the diffusion process should have broad application.
Hosking (1997) mentioned six criteria in his discussion of considerations 
in selecting a frequency distribution for regional frequency analyses:
• Upper bound of the distribution,
• Upper tail of the distribution,
• Shape of the body of the distribution,
• Lower tail of the distribution,
• Lower bound of the distribution, and
• Exact zero values.
Hosking emphasized that, in normal situations, if is preferable to use a 
distribution that will yield reasonably accurate quantile estimates without 
regard to the boundary constraints. However, if a  particular range of quantile 
estimates is required, the bounds of the distribution should be considered. 
Take the dissolved oxygen (DO) concentration a t  a biological treatment 
facility for instance. To sustain the growth of the aerobic microbes and to 
digest the organic wastes, the facility is normally aerated. The aeration 
process may bring the wastewater to an oxygen saturation condition 
(although it would be uneconomical to maintain this condition). Under 
conditions of aerator failure, the wastewater could have a zero concentration 
of dissolved oxygen (but a negative concentration has no meaning). A 
bounded distribution would be most suitable to model such data.
The finite Fourier distribution is bounded on one or both boundaries. An 
unbounded distribution such as the normal distribution may not fit the data  or
27
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can be misleading when the quantile estimates near the boundaries are of 
interest. Some distributions, such as beta, can have many shapes similar to 
those of the finite Fourier distribution. Finite Fourier distribution being 
developed from the diffusion phenomena has the advantage of describing 
the data  with actual physical meaning.
3.1 Mathematical Development
Adrian (1995) developed the finite Fourier distribution by solving a  one­
dimensional diffusion (Fourier) equation. This equation describes the 
concentration profile for a tracer that is injected into a test sample of length L 
at time t0 and a t the location of x0 with a constant cross sectional area. While 
many others undoubtedly have solved the same partial differential equation, 
initial condition, and boundary conditions, the probability distribution 
interpretation of the solution is thought to d a te  from Adrian (1995).
The governing equation for the diffusion process with a tracer injection 
point a t Xo is as follows:
^  =  D ^ r +  Eq. 3.2
where D is the diffusion coefficient, M  is the mass of tracer injected at location 
x0. and A is the cross sectional area of the sample. This equation has an 
additional term to the Fick's equation shown in Equation 3.1 on the right hand  
side. The additional term is for the injection of tracer at a time t and location 
x0.
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The initial condition is C(x,0) = 0. For no diffusion through either 
boundary, the boundary conditions are expressed as:
— — = 0 for both x = 0 and x = L. Eq.3.3
a x
Using the Fourier integral transform method, Adrian obtained the following 
solution:
_ - . m jz& 2________ _
„ ,  _ . M  r , - ( _ 7 tT ) ,  m  KXn x ,  m  7tx  . _ _ _ ,C(x - ,c r ,L ,x0) = —— [1 + 2 2  e 4 Z l c o s ( — -— ) cos(— -— )] Eq. 3.4
LA m=i L L
where: <x = f l D t
MThe term —  can be taken as 1 in Eq. 3.4 to satisfy the second axiom of 
A
the probability distribution function (total probability is unity in a sample 
space). Also, the commonly used notation for a probability density function is 
f(«). The probability density function (pdf) will then have the following form:
, m x a
f { x )  = [1 +  2 J  e (^ > cos( m^X° ) cos( )] Eq. 3.5
L  m  =  I L  L
Note that the parameters L, x0, and er represent the range, location, 
and dispersion of the distribution. In theory, by replacing the boundary 
conditions with an unbound region (L->co,xo=x), one can obtain the equation 
of a normal distribution.
Integrating the pdf [Eq. 3.5], one can obtain the cumulative distribution 
function (CDF) as:
, m jzo’ . *
_ ,  . x  2 -A ~(~j TTy , m KXo , m 7TX. *
F  (x )  = —  +  —  X  e c°s( — — 2~) sm( — — ) Eq. 3.6
L, 7T m=i L L
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If the range of the data is known, the range of the distribution can be 
normalized to [0,1 ]. We can further simplify the pdf and CDF [Eq. 3.6] by taking 
L as 1. This will reduce the three parameters to two parameters. Eq. 3.5 
becomes
*  “(“7 r }f ( x )  = l +  2 2 ^ e  v cos( m xx0) cos( m 7ix) Eq. 3.7
m = I
and, Eq. 3.6 becomes
_ _ m jzv2
F (.r) = xn— y . e cos( m xx0) sin( m tdc)  Eq. 3.8
*  m=I
A demonstration that this new distribution indeed has all the properties 
of a probability distribution can be accomplished by showing that the finite 
Fourier distribution function meets the three axioms of probability theory.
The first probability axiom states that any event within the sample 
space will have non-negative probability. Based on the assumption of the 
problem, the tracer concentration at any given point between zero (0) and L 
cannot be negative. It can be argued that the solution (concentration 
profile) based on this condition cannot be negative. Therefore, it is inferred 
that any event within the sample space will also not have negative 
probability.
The second probability axiom states that the total probability is one 
within the sample space. Let's substitute the variable x with values of zero (0) 
and L into the CDF [Eq. 3.6]. The sine term becomes zero (0) and, therefore, 
the whole summation term also becomes zero (0). The only term left is thex/L
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term. The boundaries are [0,1]- Substitute these boundary values into this term 
and the resulting value of the CDF is unity.
Therefore, this distribution satisfies the second axiom of probability.
The third probability axiom states that the probability of an event, 
which is the union of two mutually exclusive events, is the sum of the 
probabilities of these two events. In a  mathematical form, it states:
where A and B are two mutually exclusive events and P[A] is the 
probability that event A occurs.
Let’s take two arbitrary mutually exclusive events A and B with the 
range of random variable x of [a,b] and [c,d], respectively; where b is no 
smaller than a and d is no smaller than c. Since the events A and B are 
mutually exclusive, there is no overlap between the ranges of [a,b] and [c,d]. 
The probability of event A is:
L




P {A v B] = P[A] +P[B] Eq. 3.10
Eq. 3.11
The probability of event B is:
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Since the two ranges do not overlap, any linear combinations of 
Equations 3.11 and 3.12 on the right-hand side should equal to the 
corresponding linear combination of the left-hand side. All three axioms are, 
therefore, satisfied.
3.2 Properties of the Finite Fourier Distribution
3.2.1 Shapes
Now that the new distribution has been shown to satisfy all the 
requirements of a probability distribution, the next step is to describe the 
properties of the distribution in order to identify potential applications. For 
modeling purposes, one would need to know the shape of a  distribution that 
would fit the sample space or experimental data. The pdf described in 
Section 3.1, the finite Fourier distribution, can take the shape of uniform, 
symmetrical or skewed bell-shaped distributions. The flexibility of this 
distribution is shown in Rgures 3.1 and 3.2.
X) (J
Figure 3.1 shows the pdf of the distribution for — = 0.5 for various —
L L
values. It is evident that the shape of the distribution varies for different —
L
values. For large — values, the distribution becomes a  uniform distribution.
L
a  _( £̂£L)2
Mathematically, when — is large, the term e ^ L approaches zero (0) in
L
1
Eq. 3.7. The final pdf becomes C(x;cx,xo) = — which is the same as the uniform
JL.t
distribution. For small values of the shape of the distribution approaches
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that of the normal distributions. In fa c t  for small —  values (generally smaller
L
than 0.15), the shapes of finite Fourier distribution resemble very closely the 
normal distribution. Figure 3.1 also suggests that the mean value coincides
with Xo. While this is true for the case Xo = 0.5L or when — is small, the location
L
of the mean will vary with the Xo values as is shown in Figure 3.2 and explained 
in the following paragraph.
Note that the tails of all curves are perpendicular to the boundaries 
(see Figure 3.2). This is due to the assumptions of no flow boundaries (see 
section 3.1). The implication is that the probability of occurrence of the events 
near the boundaries is nearly the same.
In Figure 3.2 is a constant with a value of 0.5 and shows the effect of
JC X
different — values on the pdf. When -^-=0.5, the curve is symmetrical and is
X
similar to that of a normal distribution. As the — value decreases, the curve
L
translates to the left until the influence of the left boundary increases; thus, the
x,
pdf takes a  finite value. In fact, for the case of — =0.2, the left tail is
L
Xn
substantially higher than that of the normal distribution. For the cases of —=0.0
L
and 0.1, the maximum values occur a t the boundary and not at the location
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Figure 3.1 Probability Density Function (—=0.5) [The values shown include a
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Figure 3.2 Probability Density Function (—=0.5) [The values shown include a
L
multiplification factor of L]
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In Figure 3.2 — is a constant with a value of 0.5 and shows the effect of 
L
r  ^
different — values on the pdf. When — =0.5, the curve is symmetrical and is 
L L
Xt
similar to that of a normal distribution. As the — value decreases, the curve
L
translates to the left until the influence of the left boundary increases; thus, the
pdf takes a  finite value. In fact, for the case of — =0.2, the left tail is
L
Xt
substantially higher than that of the normal distribution. For the cases of — =0.0 
and 0.1, the maximum values occur a t the boundary and not a t the location
Figures 3.3 and 3.4 show the corresponding cumulative distribution 
functions for Figures 3.1 and 3.2, respectively. The shapes of the distribution 
function are as expected based on the density functions presented in Figures 
3.1 and 3.2.
3.2.2 Moments
Moments provide the means to quantify the location and shape of a  
probability distribution function. In fact, the first moment is the measurement 
of the central tendency (mean) while the second moment measures the 
dispersion (variance). The third and fourth moments measure the symmetry 
(skewness) and shape (kurtosis), respectively. These values are often used to 
describe the sample as summary statistics. They are frequently also used in 
statistical tests to determine the significance of the data . Another use is to
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evaluate the goodness-of-fit. Most importantly, moments are the building 
blocks of the parameter estimation. Most of the param eter estimation 
methods mentioned in C hapter 2 are based on some type of moments such 
as ordinary moments, logarithmic-transformed or exponential-transformed 
moments.
The following discussion presents the method of developing a general 
moment based on the moment generating function. First through fourth order 
moments of the finite Fourier distribution are also presented.
Moments for a continuous probability density function (f(xj) can be  
defined as:
M  r = | x r / ( x )d x
Eq. 3.13
Where M r is the r,h moment and x  is observations. The limits of the integration 
would be from the lower to the upper range of the distribution.
The moments can be obtained by using direct integration of the 
moment generating function. A general form of the nth moment has been  
derived for the finite Fourier distribution based on the moment generating 
function and is presented herein.
Moment of the first order:
x,  L 2L ^  ( -  l)m -1  “( jf r )  f  mnx{
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Figure 3.4 Cumulative Density Function (—=0.5) [The values shown include a
L
multiplification factor of L]
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Moment of the second order:
M 2 = — + 
2 3 J m = l M
cos
I  L j
Eq. 3.14b
Moment of the third order:
M. 6^_
3 4 TU*
( m r f - i ( _ i r +  1
m m
. f e )  c o s j ^ ' Eq. 3.14c
Moment of the fourth order:
t  8L4 A ( m / r f -  6  ̂ ^  
rn
(m ia r V  ,T O  w^0cos -
V L
Eq. 3.14d
The general form from which to calculated the n,h moment is:
M  = L n
1 , 2 V  n
n +  1 x ) n+l
[ m jzct
C0S( H U E *-)
( - 1) '
1=1
1 -1
( - 1 )  2 P (n  -  1,1 -  1 ) ( m x ) n~i
+ f \ -  ( - 1 ) "  ^
n + 1
( - 1 )  2  / > ( # ! -  1 , / I - 1 )
Eq. 3.15
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3.2.3 Skewness and kurtosis
Coefficients of skewness and kurtosis are often used to quantify the 
shape of a distribution. The definition of the skewness and kurtosis are:
X l = — L Eq. 3-16a
M }
v - M * Eq. 3-16b
n  “  M l
where: yi and y2 are coefficients of skewness and kurtosis, respectively.
M„ is the central moment of the /i,h order.
Sometimes the kurtosis is defined as y2 -  3, as the kurtosis coefficient for 
the normal distribution is 3. The term y2 -  3 is often called “coefficient of 
excess” to distinguish it from the coefficient of kurtosis defined above. Another 
coefficient that is of interest is the “coefficient of variation". It is defined as the 
square root of the variance divided by the mean value.
c  = J K  Eq. 3-16c
M,
The coefficients of skewness and excess on selected parameters of the 
Finite Fourier distribution are calculated. The results are tabulated below 
along with those of several popular distributions.
39
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Log Normal (s=l/2) 1.75 5.89
Log Normal (s=l) 6.18 1.11
f(x;0.05,1,0.1) 0.16 -0.27
f(x;0.05,1,0.5) 0. 0.
ffx; 1.0,1,0.1) 0. -1.2
f(x;0.05,l ,0.) 1.05 1.04
Note:
X2s and x2isare x2 distributions with 8 and 18 degrees of 
freedom, respectively.
yi is skewness; y2 is coefficient of excess (Kurtosis-3)
The skewness and excess coefficients of normal, uniform, 
exponential, x2, and lognormal distributions for the above  
table are obtained from Waerden (1969).
Table 3.1 shows that f(x;l .0,1,0.1) of the finite Fourier distribution has the 
same shape as that of the uniform distribution and f(x;0.05,l,0.) of finite Fourier 
distribution is close to the x2 distribution with 8 degree of freedom. f(x;0.5,l ,0.5) 
of the finite Fourier distribution has the same shape as the normal distribution. 
Other finite Fourier distributions have a bell-shaped curve with various 
skewness and kurtosis.
Table 3.2 includes a more detailed listing of coefficients of skewness, 
kurtosis and variations.
40
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Table 3.2 Coefficients of Skewness, Kurtosis and Variations of Finite Fourier
Distribution
cr/L 0.02 0.05 0.1
Xo/L Skew Kurt Cv Skew Kurt Cv Skew Kurt Cv
0.0 0.48 3.62 0.76 1.05 4.04 0.76 1.00 3.86 0.76
0.1 0.00 2.52 0.20 0.16 2.73 0.48 0.70 3.08 0.69
0.2 0.00 3.17 0.10 0.00 2.99 0.25 0.19 2.71 0.48
0.3 0.00 3.17 0.07 0.00 2.99 0.17 0.02 2.94 0.33
0.4 0.00 2.52 0.05 0.00 3.00 0.13 0.00 3.00 0.25
0.5 0.00 3.63 0.04 0.00 3.01 0.10 0.00 3.00 0.20
0.6 0.00 2.52 0.03 0.00 3.00 0.08 0.00 3.00 0.17
0.7 0.00 3.17 0.03 0.00 2.99 0.07 -0.02 2.94 0.14
0.8 0.00 3.17 0.03 0.00 2.99 0.06 -0.19 2.71 0.12
0.9 0.00 2.52 0.02 -0.16 2.73 0.05 -0.70 3.08 0.09
1.0 -0.48 3.62 0.01 -1.05 4.04 0.03 -1.00 3.86 0.07
cr/L 0.2 0.5 1
xo/L Skew Kurt Cv Skew Kurt Cv Skew Kurt Cv
0.0 1.00 3.87 0.76 0.52 2.27 0.69 0.01 1.80 0.58
0.1 0.95 3.70 0.75 0.50 2.23 0.69 0.01 1.80 0.58
0.2 0.70 3.07 0.69 0.42 2.11 0.67 0.01 1.80 0.58
0.3 0.40 2.69 0.58 0.31 1.97 0.65 0.01 1.80 0.58
0.4 0.17 2.64 0.48 0.16 1.85 0.62 0.00 1.80 0.58
0.5 0.00 2.67 0.39 0.00 1.81 0.57 0.00 1.80 0.58
0.6 -0.17 2.64 0.32 -0.16 1.85 0.53 0.00 1.80 0.58
0.7 -0.40 2.69 0.26 -0.31 1.97 0.49 -0.01 1.80 0.58
0.8 -0.70 3.07 0.21 -0.42 2.11 0.46 -0.01 1.80 0.57
0.9 -0.95 3.70 0.16 -0.50 2.23 0.44 -0.01 1.80 0.57
1.0 -1.00 3.87 0.14 -0.52 2.27 0.43 -0.01 1.80 0.57




Range [0, 0.76] [-1.05, 1.05] [1.80, 4.04]








-1.50 -1.00 -0.50 0.00 0.50 1.00 1.50
Coefficient of Skewness
Figure 3.5 Moment Diagram for Finite Fourier Distribution
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The moment diagram (Hosking, 1998) based on the values in Table 3.2 
is presented in Figure 3.5. The moment diagram is shaped like a  smiling face. It 
has a symmetric w-shaped upper bound with a peak in the center.
To facilitate discussion. Table 3.2 is presented in a graphic form in
Figures 3.6 though 3.11. The curves on Figure 3.6 shows Cv vs. —  values. To the
left hand side of the curve [ —  <0.02), the Cv values are asymptotic to zero (0)
L
x0with the exception of — =0.0 indicating that the distribution has only very
I*
narrow range of spread. As the — value increases, the spread increases. The
L
maximum spread appears to occur near the — value of 0.1. Beyond
th e y - value of 0.1, the boundaries start to affect the shape of the distribution.
When —  value exceeds one (1), the shape of the finite Fourier distribution is 
L
practically a uniform distribution, which has a Cv value of approximately 0.58.
x 0
The magnitude of the Cv values decreases with increasing — values due to
L
the definition of the coefficient of variation that decreases with increasing L.
X
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Figure 3.6 Coefficient of Variation vs. —
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Figure 3.8 Coefficient of Skewness vs. —
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Figure 3.9 Coefficient of Skewness vs. —
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The same data  are presented in Rgure 3.7 using different x-axis. The
X*
plot shows the trend of the Cv values with various —  parameter values. Again
for large — values (>1), Cv has a constant value of 0.58. Intuitively, uniform 
distribution should have the largest variation. However, at the left boundary
X , CT
(— =0), Cv has a constant value of 0.76 for — <0.2. For larger values of 
L L
—  (approaching the uniform distribution), the Cv value approaches 0.58.
L
The next two figures (Rgure 3.8 and 3.9) present the relationship of the
coefficient of skewness with the parameters —  and — . As can be seen from
L L
Figure 3.8, the skewness coefficient is zero (0) a t both high and low —  values
Zr
x0
except when — =0.0. At the left-hand side, the zero value indicates a high 
L
peak distribution. Due to the high peak shape, the boundaries do not have
significant impact on the skewness. On the right hand side (high —  values),
L
the distribution becomes uniform in shape. Therefore, the skewness 
coefficient becomes zero. The largest skewness coefficient for finite Fourier
x 0
distribution is approximately one (1) based on  values of 0 and 1.
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It Is evident that the boundary effect depends on the — values. For —
L L
values of greater than 0.2, all distribution shapes are subjected to the
xoboundary effect, regardless of the — values.
Again, Figure 3.9 shows the skewness coefficients are nearly 1 for —
L
values of smaller than 0.05 or greater than 1 where the finite Fourier distribution 
is almost identical to either normal or uniform distributions. One interesting 
observation from Rgure 3.9 is that the skewness coefficient is almost a
constant value of 1 for — value of less than 0.2. At the — value of 0.5, the
L L
skewness coefficient is approximately 0.5, about half of the skewness of those
observed for— values of less than 0.2.
L
x,
Figure 3.10 presents the coefficients of kurtosis for — values of smaller 
than 0.5 only due to the symmetry about the xo value of 0.5Z,. Based on Figure 
3.10, the finite Fourier distribution approximates a normal distribution for
x0
values between 0.05 and 0.1 as long as the —  values are between 0.2 and
L
0.8. The transition between the shapes of normal and the uniform distributions
occurs between the — values of 0.1 and 1.0. For larger values, the
L
distribution approaches the shape of a uniform distribution. For small ^  values
47
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X  X
(0 .0 5 ), 0.2<— <0.3 have a shape closer to normal distribution while other —  
L L
values produces flatter or higher peak distributions depending on the 
*0
—  values. Replotting Rgure 3.10 with different x-axis on Rgure 3.11 reveals 
L
some interesting properties of the finite Fourier distribution.
x.
Figure 3.11 shows that in the middle range of —  values, the finite
L
Fourier distribution approaches a  normal distribution with the exception of
high — values (>0.2). It is interesting to note that the high kurtosis coefficients 
Z>
observed at the boundaries dip to lower values before they becom e normally 
distributed. The regions near the boundaries are affected by the boundary
conditions. There is no resemblance to normal distribution for — values of
L
greater than 0.2 due to the boundary effect.
3.3 Two-Component Finite Fourier Distribution
Section 3.2 describes the shapes of the finite Fourier distribution. One 
can easily expand the finite Fourier distribution using combinations of the pdfs 
to model multi-modal distributions in a  manner similar to those described in 
Singh (1974).
One can combine the density functions [Equation 3.5] using different 
location (xo) and shape (a) parameters. The new bimodal density function 
becomes
48
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1 an t m X<T \ 21 r, ~(~fTT> . m 7uxa m 7Tx ...f ( x ; a , L , x 0) =  —  [1 + 2 ^  e ^  cos(— - ) cos( —-— )] +
1- m= I L.
— [I + i f  e cos( cos( H ^ - ) ]  Eq- 3-17
£ t i ,  L L
The total area within the range L of the above equation is two (2) and does 
not conform to the second axiom of probability theory. To make the equation 
conform to the probability theory, one can introduce a weighing parameter a 
(1>a>0) so that the first part of the right hand  side has a  w eighing factor 
o f a  an d  the second part contributes (1-a). The total a re a  therefore  
becom es one. Incorporate the a p aram eter an d  rewrite the Equation 
3.17 as follow:
Eq. 3.18
Now the total area within the range of Lc[0,l] is one (1) and conforms to the 
probability theory. The new distribution is named two-component FFD.
Since the pdf of the two-component FFD is linear combinations of the 
FFDs, the moments of the two-component FFD are also combinations of the 
moments of FFD. The general form of the moments is therefore as follows:
49
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J - + 2 a c o s ( ^ ^ )  
n +  1 (msr) L
M  _ =  Ln
( - D
r
) ' A f" 1
i=i v ^ /
n \  n+1
-  ( - 1 )  2 P ( « - 1 ,1 2 -1 )
)
m f m/ro~ Y
\ V  w " Iv ir J  r m 7DC0 \+ 2 ( l -a ) l^ -  W 2 i; cos( - —) •
( - 1 ) '
( m / r )
i=i V
+  ( - 1 )  2 P(ji  1,22 1)
V
Eq. 3.19
The moment diagram for a  distribution with more than 4 parameters will 
be difficult to present in a two dimensional form since the moment diagram  
has a multidimensional form. However, some of the characteristics of the two- 
component FFD are tabulated in Table 3.3.
Cases 1 through 4 compares some symmetrical FFDs with various 
distances of the two peaks. As can be expected that the mean value (first
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Table 3.3 Characteristics of the Two-Component FFD
Case No. * / cr, X.2 eft L a mi cv ri 72
1 0 0.1 1 0.1 1 0.5 0.5000 0.8490 0.0000 1.0689
2 0.1 0.1 0.9 0.1 1 0.5 0.5000 0.7831 0.0000 1.1400
3 0.2 0.1 0.8 0.1 1 0.5 0.5000 0.6271 0.0000 1.3380
4 0.45 0.1 0.55 0.1 1 0.5 0.5000 0.2236 0.0000 1.3380
5 0.2 0.05 0.8 0.05 1 0.5 0.5000 0.6083 0.0000 1.1066
6 0.2 0.2 0.8 0.2 1 0.5 0.5000 0.6218 0.0000 1.5959
7 0.2 0.1 0.25 0.1 1 0.5 0.2260 0.4570 0.1309 2.7521
8 0.2 0.1 0.8 0.05 1 0.5 0.5008 0.6167 -0.1010 1.2315
9 0.2 0.1 0.8 0.2 1 0.5 0.4842 0.6440 0.1825 1.4940
10 0 0.1 1 0.1 1 0.8 0.2479 1.3778 1.4337 3.2183
11 0.1 0.1 0.9 0.1 1 0.8 0.2670 1.1738 1.3659 3.1847
12 0.2 0.1 0.8 0.1 1 0.8 0.3210 0.8019 1.2009 3.1499
13 0.45 0.1 0.55 0.1 1 0.8 0.4700 0.2292 0.0769 3.0044
14 0.2 0.05 0.8 0.05 1 0.8 0.3200 0.7661 1.4074 3.2296
15 0.2 0.2 0.8 0.2 1 0.8 0.3400 0.7841 0.8594 2.7249
16 0.2 0.1 0.25 0.1 1 0.8 0.2114 0.4680 0.1746 2.7365
17 0.2 0.1 0.8 0.05 1 0.8 0.3214 0.7947 1.1247 2.8478
18 0.2 0.1 0.8 0.2 1 0.8 0.3147 0.8016 1.3254 3.6563
19 0 0.1 1 0.1 1 0.95 0.1218 1.5830 3.5666 15.2123
20 0.1 0.1 0.9 0.1 1 0.95 0.1550 1.1950 3.0822 12.8820
21 0.2 0.1 0.8 0.1 1 0.95 0.2375 0.6994 2.1730 9.1651
22 0.45 0.1 0.55 0.1 1 0.95 0.4550 0.2249 0.0399 3.0305
23 0.2 0.05 0.8 0.05 1 0.95 0.2300 0.6087 3.3653 14.4578
24 0.2 0.2 0.8 0.2 1 0.95 0.2600 0.7602 1.1736 4.4513
25 0.2 0.1 0.25 0.1 1 0.95 0.2041 0.4763 0.1853 2.7230
26 0.2 0.1 0.8 0.05 1 0.95 0.2316 0.6959 2.0855 8.4667
27 0.2 0.1 0.8 0.2 1 0.95 0.2299 0.6916 2.2456 10.0050
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moment) is always at the middle for symmetrical distributions. The coefficient 
of variations change from 0.85 (the two peaks at the extreme boundaries) to 
0.22 (the two peaks are very near the center of the distribution). Kurtosis 
coefficients range from 1.1 for the farthest spaced peaks to 2.92 for two nearly 
overlapping peaks. These observations are to be expected as the widely 
spaced peaks produce higher variability, thus the large coefficient of 
variation. Kurtosis coefficients reflect the same conclusion. There is a 
significant decrease in coefficient of variation and increase in kurtosis from 
case 3 to case 4. This is the transition that the bimodal shape becomes an 
unimodal shape.
To compare the effect of various a  values on symmetric distributions 
(cases 3,5, and 6), the coefficient of variation increases to a value of 0.63 
(o=0.1) from 0.63 (o=0.05) then levels of to a value of 0.62 (o=0.2). The kurtosis 
coefficients increase monotonically meaning increasing peakness with 
increasing cr values. The increase is because that for large a  values, the data 
are more concentrated near the center.
It is interesting that the kurtosis values of the distributions having two 
distinct peaks are much smaller than 3. The values can be much greater than 
3 when one peak dominates the shape. When two peaks are very close to 
each other (cases 4, 7, 13, 16, 22, and 25), the kurtosis values are near three. 
All other cases show significant increase in kurtosis with increasing a  value. 
Take cases 1, 10, and 19 for example, the only parameter that is different is 
ar(0.5,0.8,0.95). The kurtosis values are 1.07, 3.22, and 15.21. Another interesting
53
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observation is that not only the kurtosis values increase but the coefficients of 
variation also increase.
The shape of the new density function [Equation 3.18] becomes more 
bimodal. Of course, the versatility is gained by adding three more 
parameters. For the purpose of parameter estimation, three degrees of 
freedom are lost. However, for large sample sizes, this is well justified. Note 
that some distributions can model the bimodal distribution without sacrificing 
the degree of freedoms. One such example is the |3 distribution. The bimodal 
shape of the (3 distribution is symmetrical. Therefore, the p distribution is not as 
versatile as the finite Fourier distribution. Some shapes of the bimodal 
distribution are shown in Figures 3.12 and 3.13.
Bimodal examples based on measurements of physical data can be 
found in Acar et al. (1989). They observed that the pore size distribution within 
the com pacted Kaolinite is bimodal. Unfortunately, the data contained in the 
paper m ay be erroneous (the total pore size distribution is greater than 100 
percent for dry of optimum sample). It is assumed that the pore size 
distribution has the same shape as published. However, the individual 
probability density of the pore size is proportionally reduced to produce a 
total probability of one. The data  are then fitted with the two-component 
finite Fourier distribution. The results are shown on Figure 3.14. Since the data  
have been modified, no attem pt was m ade to determine the goodness of fit. 
The purpose is simply to demonstrate the usability of the two-component finite 
Fourier distribution.
54
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Figure 3.12 Shapes of Bimodal Finite Fourier Distribution [The values shown 
include a multiplification factor of L]
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Figure 3.13 Shapes of Cumulative Bimodal Rnite Fourier Distribution [The values 
shown include a multiplification factor of L]
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An overview of some param eter estimation methods is provided in 
Chapter 2. Four parameter estimation methods are employed in this 
dissertation. The methods used are maximum likelihood estimation method 
(MLE), method of moments (MOM), method of L-moments (LMM), and  
method of least square (LSQ). This chapter provides a  detailed discussion of 
the methods used in this investigation.
4.2 Maximum Likelihood Estimation (MLE)
For any distribution with the parameter 0 (a vector contains n 
parameters), the joint probability distribution of a random sample x,, xt, x3,..., x „
Not knowing the parameter 0. one can treat the right hand side of the 
Equation 4.1 as a  function of #only. The equation gives the relative likelihood 
of having observed sample x,, xh x3, .... x„ as a function of 0. The likelihood 
function of the sample x, therefore, can be written as
n Eq. 4.1
is
where xhx2,x3,...,xn are observations in a sample space
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Maximizing the above likelihood function based on the sample observations 
leads to the best parameters that describe the sample.
Since the conditional probability fx(xt) for each observation in Equation
4.1 is a  small value (less than 1), it is convenient to transform the likelihood 
function logarithmically and  convert the product to a  summation form. By 
applying logarithm on both sides of Equation 4.2, it becomes:
For nonlinear 9. the parameters cannot be determined directly. Numerical 
trial and error will be required to solve the problem. To maximize the likelihood 
function, one can solve the derivatives with respect to each individual 
parameter to form np (number of parameters) equations.
where /  = 1, 2, 3 np
The np parameters can  be solved with the np equations. The solution 
may also be subject to some constraints of the requirements of the 
distribution, for example, 9i is non-negative and 9i is greater than 6h. Finding a 
solution to the system of equations in a closed form is not always possible. 
Numerical procedures are readily available to solve the problem and are 
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For the case of the finite Fourier distribution, the density function is:
. _ ( mxcrX
r ,  \ 1 .mi2Xn. zx.f i x  \x 0,cr,L)= — + — 2  e cos(— —2-) cos(—— ) Eq 4.5
L L m/=I L L





c o s ( ^ - ) c o s ( ^ ) Eq. 4.6
By taking logarithm on both sides of the likelihood function. Equation 4.6 
becomes
1 2 A  -c^>*
£ l « [ 7 + 7 - c o s ( ^ ) c o s ( 5 S . ) ]
i=l • -  L  m=I L
(  m .T c r ' \









To find the maximum, take the first derivative against the parameters x0. cr, 
and L and then equate them to zero (0)
d ln[l(«)] _ 
dcr ~ Z -
f mjRrV
t t s j cos
mxxQ
m —l
(  mnx; 
cos -
1=1
1 +  2 J V
(  mxxoY
,V -J2L J
^  = 0
cos
m —l
mxxn 1 (  mnx
cos -
Eq 4.8a
dxn ~ Z -
[ mjza V
Ti l )  ---A m7DC«mxe sm -
m=I
xxA f
, --------  COSI  L J I
m/zxl 











= 0 Eq 4.8b
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d lo g M
dL
2 y 'm 2 r̂1cr1e
1- OT=l V L
L3
{ nurtrY
IE )2 £m vc0e '  ' sin
m=I
mxx0
C T ~  j












n v = \
r m.7!X0^ f  ttwec, 
cos -
\  L  .
=0 Eq. 4.8c
The parameters x0, a. and L can be obtained by solving Equations 4.8a, 
4.8b, and 4.8c. Several numerical methods were tried during this research. The 
Newton Raphson method appears to require the least time to find a solution. 
However, the method does not converge in many cases due to the difficulty 
in handling extreme values. The numerical difficulty arises from where there is 
a very small probability (near zero) of extreme values. The logarithm of small 
values results in very small negative values. The addition of these negative 
values creates numerical difficulty in finding the maximum. In addition, the 
method tends to converge to a local maximum even when the initial trial 
values are within 10 percent of the solution obtained by other methods in
some cases.
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
On the other hand, the gradient search method produced the most 
reliable solution and did not cause any significant numerical problem. 
However, the rate of convergence is only linear using this method. One Monte 
Carlo simulation took more than 10 days to complete on a  Pentium 133 
computer. The slow speed m ade this method impractical.
Due to the excessive time required to achieve reasonable solution, an 
alternative numerical procedure was used. Instead of solving Equations 4.7a, 
4.7b, and 4.7c, one can treat Equation 4.6 as a multi-dimensional min-max 
problem and solve for the maximum value of the likelihood function directly. 
The “downhill simplex" method (Kreyszig, 1988, Press, 1986) was found to 
produce reasonable solution with only moderate computing time requirement 
(1 hour to three days depending on the value of parameters for Finite Fourier 
distribution).
4.3 Method of Moments (MOM)
This method is a generic method of finding parameters. Both MLE and 
MOM are the most frequently used methods for parameter estimation. 
Although several variations of M O M  were developed (Section 2.3.1), the basic 
principles are the same. In general, the method equates the sample central 
or non-central moments to the corresponding central or non-central 
distribution moments (from the density function). Some methods use 
combinations of transformed and non-transformed moments. The non­
transformed moments are used in this research. The parameters are obtained 
by solving the system of equations. For the case of finite Fourier distribution, a
61
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system of three non-linear equations are used to obtain the values of the 
three parameters.
Equation 3.13 describes the general form of the n,h order non-central 
moments for the finite Fourier distribution. Traditionally the three moments of 
lowest order are used in MOM. The equations for the first three moments were 
presented in Chapter 3. They are repeated herein for the convenience of 
discussion.
The first moment (Eq. 3.13a) is
_ L  [ 2 Z ^ ( - l ) m- l ^ -(7 f)  fmnx(
<n=i m 2 I  L )
Eq 4.9a
The second moment (Eq. 3.13b) is




y  m —l m
Eq 4.9b
The third moment (Eq. 3.13c) is
, ,  U  61? ^
M i = t + ^ 2^  ■« m=l
f e 4 z i ( . i r + _ L L - ( ^ )  cosr
m m  I
mnXr,
\  L J
Eq 4.9c
The corresponding non-central sample moments are 
&
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The moments m? and m3 are biased. The unbiased alternatives are as 
follows:
m, = - — - Eq. 4.11b
Eq. 4.11c
By equating corresponding moments in Equations 4.9 and 4.10 or 4.11, 
the three unknowns can be solved numerically. Again, the Newton-Raphson, 
gradient search and downhill simplex methods were used. However, to be 
consistent with the MLE method, the downhill simplex method was used. The 
downhill simplex method is a method of solving min-max problems. To convert 
the problem from a system of non-linear equations, the sum of square error of 
the three moments is minimized.
Note that the Newton Raphson method, in general, produced 
somewhat higher bias results than the method of downhill simplex. Gradient 
search, again, is too slow to be practical. Again, the method of choice is the 
downhill-simplex method.
SSE =  (M { — m, )2 + (M 2 -m 2) 2 + (M s — m3)2 Eq 4.12
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4.4 Method of L-Moments (LMM)
Hosking (1986) developed the L-Moments method and used it to 
estimate parameters of several distributions (generalized extreme-value, 
generalized logistic, generalized normal, generalized Pareto, kappa, and 
Wakeby distributions). All these distributions with the exception of generalized 
normal have an explicit form of inverse distribution. Therefore, the solution 
techniques are straightforward and results in very efficient computations. In his 
most recent publication, Hosking (1998) expanded the method to cover five 
more distributions (uniform, exponential, Gumbel, lognormal, and Pearson 
type III distributions). Among these distributions, only the lognormal distribution 
does not have an explicit form of its inverse form. For those distributions 
without an inverse form, Hosking used polynomial series to obtain the L- 
moments. In the case of Finite Fourier distribution, a closed form of the inverse 
distribution is not possible. A numerical method was used to obtain the inverse 
distribution.
Hosking defined the “L-Moments” to be:
Where P *r ( • )  is the r,h shifted Legendre polynomial,
£[.] is the expected value, and x is a random variable with a 
cumulative distribution function F  
The probability-weighted moments were defined by Greenwood et al. (1979) 
to be the quantities
Eq 4.13
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M „ ^ = e [ x ' { F ( _ x ) } ' { 1- F ( x ) Y \ Eq. 4.14
Particularly useful special cases are the probability-weighted moments
= M ^ r = E [x { \ -F { x ) } r \ Eq 4.15
and
Eq416
L-Moments and probability weighted moments are related by
E q 4 - ' 7
*=0
where
pix = ( - i r ( ; X r ‘ ) Eq4-18
The L-Moments ratio is defined as:
r ^  Eq 4.19
For an ordered sample, x/< x2<...< xn
a -  n- 1 Y  (" ~ •/X” -  7 - 1X” -  y -  2>. •(« -  y -  r  + 1) n , 9nn
'  “  £  ( » - lX — 2 X « - 3 W « - ' - )  '  E q 4 '20q
h -  n 0  -  W  -  - 3 U j -  r)
J^(n — l\n -2 ){n -3 )...{n  — r )  J Eq 4.20b
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U = i , P r . A  Eq 4.20c
i=0
The ar. br. and lr are unbiased estimators of a . f i, and Ar, respectively.
Instead of the unbiased estimators (Eqs. 4.20a, 4.20b and 4.20c), 
Landwehr et al. (1979a, 1979b) considered “plotting position" estimators for 
probability weighted moments. They are
a r = « “*Z ( l  ~ Pj-n Y * j  Eq- 4.21 a
y=i
A = n - ' t , P > <  Eq. 4.21b
i =i
K  =  (P M K- Eq 4'21 C
7=1
In addition, the L moment ratio is defined as:
Eq. 4.22
where pj:n is the plotting position, which is a distribution free estimator of 
F(xi:n). A reasonable choice of the plotting positions (Hosking, 1986) includes:
p J* = 9 " 'r} v f ° r S > r > - 1 Eq. 4.23{n + S)
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Other published choices of plotting positions include:
p n =  ;— - < a  < —  ^ 4-23a
J n - l - 2 a  2  2
_ { j -  0.35) Eq 4.23b
Pj'Jl ”
n
D = Z z l  Eq. 4.23c
Pj:n n - 1
( j - iX y -2 )
~  (n —lXn—2) EC!4-23d
=  j  -0 .3 7 5  Eq 4 23e
^  n  +  0.25
Eq. 4.23f
Py:„ = - — - ; 0  < a < 1 Eq. 4.23g
n
Hosking and Wallis (1987) found that equation 4.23b provides good  
results for the generalized Pareto, generalized extreme value (Hosking e t al. 
1985) and Wakeby (Landwehr et al. 1979b) distributions. These plotting 
positions are biased estimates of PWMs and L-Moments. Such biased 
estimates often produce quantile estimates with lower root-mean-square error 
than unbiased alternatives (Vogel and Fennessey. 1993). Unbiased estimates 
are often preferred in goodness-of-fit evaluations.
The following sections describe the specific implementation of the 
application of L-moments to the finite Fourier distribution.
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In order to use LMM for finite Fourier distribution, the inverse distribution 
function x(F(x)) must be determined. The complexity of the finite Fourier 
distribution precludes the use of a closed form inverse distribution. A numerical 
algorithm has to be used to find the inverse of the finite Fourier distribution.
Many numerical methods were published for finding the inverse 
function of a distribution (Haan, 1977, Press et al., 1986). A method combining 
the false position and bisecting methods (Press, 1986) of root finding was used. 
The method of finding inverse is generally similar to Van Wij'ngaarden-Dekker- 
Brent method (Press, 1986) without the quadratic interpolation. This 
modification was m ade to the procedure to increase efficiency.
To find the value x based on the cumulative distribution function value 
of F(x) (Figure 4.1), one must guess an initial value of xr then find the value of 
F(x$. Determine the bracket which F(x) is in. If the F(x) value falls below the 
initial trial value, set the upper bound to be x,- and the lower bound to be zero 
(0). To increase the efficiency, interpolate between the upper bound and 
lower bound to find x2 and F(xt). Find the new upper and lower bounds 
again. Bisect the bracket again. This bisection is used to overcome the 
difficulty of the secant or false position methods of finding root near the region 
where the second derivative changes sharply. Repeat the interpolation and 
bisection procedures until it converges. This method is quite efficient and 
normally converges within three to five iterations, assuming a converging 
criterion of 1 Ch5.
Again, to be consistent with other methods, a downhill-simplex method 
was used to find the parameters for the finite Fourier distribution.
68
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1: Assumex,- and calculate 4. Calculate F(x/ J;
5. Check convergence;
2: Interpolate between F[xi)
and F(0) using F(xt) to find 6. interpolate again;
* = * £ £ ± ^ 5 2  F ( x f ) - F ( x , )
FM~°  F ( x , ’ ) - f ( x , )  ' '
3. Bisect xx,  to find xt 7 Rnd and check for
convergence;
8. Repeat 3 through 7.












Figure 4.1 Method of Distribution Inversion
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4.5 Method of Least Squares (LSQ)
The method of least squares minimizes the sum of square residuals 
between observed and predicted values.
n n Eq. 4.24
s = £ * ? = 2 > / - j > , ) 2
<=I 1=1
If the residuals et are normally and independently distributed with a 
constant variance, the parameters estimated are unbiased and have a 
minimum variance.
The parameter values that minimize S are the least square estimate of 
the parameters. They can be obtained by setting the derivative with respect 
to the parameters equal to 0.
—  = 0  =  2 y  (;y - y  ) ^ -  E q.4 . 2 5
d O j  y , ) d 6 f j
For nonlinear models such as the case of finite Fourier distribution, no 
unique algebraic solution exists with which to calculate 0j. An iterative 
numerical solution has to be used.
With ordered data , it is quite easy to calculate the cumulative 
frequency of the observation. Therefore, the cumulative distribution function 
was chosen as the objective function. The differences between the observed 
cumulative frequency and calculated cumulative frequency are minimized to 
obtain the least square estimators.
The calculated CDF of finite Fourier distribution is (Equation 3.5)
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The sum-of-square residuals is
Eq. 4.26
i=i
w h ere /in  Equation 4.26 is the observed cumulative frequency.
The parameters that will minimize the sum of square residuals are found by 
taking derivatives with respect to each individual parameter and setting each  
derivative equal to 0.
dS
dxn
n  oo f m 'T(T V
= 2 £ ( / - / ) 2 ie  s“
i = I m=l
sm mwc =  0 Eq. 4.27a
OCT L  I = | ro = 1
C O S
m  jtx n
sm
m  7 ix
L )





^  n=I m=I
f  m j r e r \ 2
r t e J
'  r m7D^
sin +
> = 0 Eq. 4.27c
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The three equations are then used to solve the three unknown xo, cr, and L. 
Downhill-simplex technique using Equation 4.26 directly again proves to be 
much more efficient in terms of convergence than the Newton-Raphson 
method and provides less biased results.
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The Monte Carlo technique is based on simulating statistical 
experiments by means of computational techniques and recording the 
numerical characteristics obtained from these experiments. Therefore, this 
method is frequently called the method of statistical trials. It was initially 
derived for solving problems in neutron physics.
The Monte Carlo method consists of solving various problems of 
computational mathematics by means of the construction of a random 
process. The random process is produced by using a random number 
generator which generates random numbers matching the population 
characteristics of the problem. The parameters are then estimated using the 
parameter estimation methods. Of course, no two methods are equal. 
Therefore, the results from the Monte Carlo simulation are then used to 
determine the better estimators.
Monte Carlo method is defined as the construction of an artificial 
random process possessing all the necessary properties, but which in principle 
is realizable by means of ordinary computational apparatus, such as 
computer, pencil and paper for generating random numbers (Aneddon e t al. 
1966).
Many researchers have used the Monte Carlo method to com pare the 
methods of parameter estimation (Vogel and Fennessey, 1993, Vogel and 
McMartin, 1991, Ashkar and Bobee, 1990, Hosking and Wallis, 1987, Phien, 1987,
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Boes el al., 1983, Phien and Hira, 1983, Lanwehr et al. 1979a, 1979b). In fact, 
due to the relatively small amount of observations in most applications, Monte 
Carlo trials are the method of choice to evaluate the performance of the 
parameter estimation techniques. This is due to the fa c t that a  great number 
of Monte Carlo experiments can be performed with much less time than can  
be obtained from physical experiments. Additional benefit of Monte Carlo 
trials is that factors not stochastic in nature (in the case of physical 
experiments) will not interfere with the interpretation of the results.
A robust model is the model which one is confident to use as a  
predictive tool in the roles assigned to it. Kuczera (1982, 1982a, 1982b) used 
the robustness to evaluate the parameter estimation method. He identified 
the following properties for a robust model.
Resistance. A resistance model should be capab le  of estimating 
extreme events without disastrous loss of performance regardless of the 
distribution used. The performance is measured by m ean square error. Large 
mean-square errors indicate large discrepancy between the actual data  and  
model, and therefore are not desirable.
Efficiency. Identifying a  resistance estimator does not necessarily 
ensure that its performance is acceptable. The variation in the estimator m ay  
be considered too large for a practical application even under the most 
favorable distribution assumptions. Efficiency is the measurement of accuracy  
of the estimators. Hence the need for the estimator to perform efficiently.
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The resistance and efficiency are measured by the root-mean-square, 
m ean square error, and standardized bias which are defined in Section 5.3. 
Section 5.4 discusses the robustness of the parameter estimators used for 
Monte Carlo simulation.
5.2 Random Number Generation
In order to perform Monte Carlo experiments, it is necessary to have  
available sources of random numbers for the distribution modeled. Most 
higher order computer languages such as Fortran include a random number 
generator. Other mathematical and statistical routines (IMSL, NAG, SAS, SPSS, 
Minitab) also include variations of the random number generating routines. 
Most of these random number generators use congruential method and  
generate uniformly distributed random numbers within the range of [0 , 1 ] 
(Press, 1986). The congruential method is very efficient. However, the number 
of random numbers can be generated are limited. A specific implementation 
of the method governs the maximum number of random numbers that can  
be generated. Compiler’s random number generators tend to generate the 
smallest amount of random numbers due to the concern of computational 
efficiency while other numerical routines tend to cater to the special needs of 
modelers.
The congruential method produces a non-random sequence of 
numbers according to some recursive formula. This formula is based on 
calculating the residue modules of some integer m of a linear 
transformation. Although these processes are completely deterministic, it 
has been shown (Knuth, 1951) that the numbers generated by the
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sequence appear to be uniformly distributed and statistically independent. 
An IMSL implementation of the congruential method using a  multiplier of 
397,204,094 without shuffling was used in this study.
As previously stated, the random numbers generated are uniformly 
distributed using the basic congruential method. To generate random 
numbers for other distributions, such as the finite Fourier distribution, the basic 
random number generator has to be extended. Three methods are available 
to perform such a task (Sneddon et al., 1966). They consist of inverse 
transformation method, composition method, and acceptance-rejection  
method. Details of the methodology for each method can be found in Press 
et al. (1986), Sneddon et al. (1966), and Hammersly (1964).
The inverse transformation m ethod is the most efficient method, if a 
close inversion form is available. It is only natural to use the inverse 
transformation method for this study, since the numerical algorithm for 
generating the inverse distribution is also required for the L-moments method 
(LMM). The method is quite straightforward. Take the exponential distribution 
for example. The exponential distribution can be expressed as:
Eq. 5.1
a
The cumulative distribution function is:
Eq. 5.2
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The inverse distribution function is 
* (F )  = < f-a r lo g (l-F ) Eq. 5.3
Using a random number (rl) generated from the congruential method, one 
can transform the uniformly distributed random number to the exponentially 
distributed random number by substituting rl into F in Equation 5.3. The new 
random number (Rl) becomes:
Rl =  4  ~ arlog(l -  r l) Eq. 5.4
For the finite Fourier distribution, the closed form of the inverse 
distribution is not available. Therefore, the inverse distribution has to be 
obtained numerically. Otherwise, the rest of the random number generating 
process is the same as described for the exponential distribution. Due to this 
numerical transformation process, the computation time required for LMM is 
much higher than is required by other methods.
One example of the number of terms required to produce a good 
distribution shape near the tail is shown on Figure 5.1. The parameters for the 
case shown on this figure are x0 = 0.1, a=0.01 and L= 1. As can be seen from 
the figure, a t least 200 terms are required to achieve a smooth tail. For even 
smaller x0 or a  values, the required number of terms increases exponentially. 
Frequently, intermediate steps require more than 5,000 terms to produce 
smooth tails during the trial solution stage. The fluctuation has only a very small 
effect on the statistical inference for a typical range of data, since it only 
occurs near the tail where the probability is extremely small. However, a
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monotonically increasing cumulative density function is required to obtain a 
numerically stable inversion. This requirement causes numerical instability for 
the LMM method and also increases the computation time requirement.
5.3 Methodology
Nine cases of Monte Carlo trials were performed. The population 
characteristics based on the parent distribution used for the Monte Carlo trials 
are shown on Table 5.1.




Y1 0.019 0 . 0 0 0 -0.019
72 2.953 3.000 2.953
cv 0.332 0 . 1 0 0 0.059
0 .1
Yi 0.403 0 . 0 0 0 -0.403
72 2.716 3.000 2.716
C v 0.581 0 . 2 0 0 0.107
0 . 2
Y1 0.846 0 . 0 0 0 -0.846
72 3.398 2 . 6 6 8 3.398
c v 0.724 0.392 0.184
Note: 7 1 ,7 2  are skewness and kurtosis coefficients, respectively.
Cv is coefficient of variation
The population characteristics are selected based on the most likely 
shapes of the FFD. The above coefficients encompasses 80 to 90 percent of 
the values shown in the ranges mentioned in Chapter 3 (Page 3-16) with the 
exception of the kurtosis. The kurtosis coefficients are between the 2.5 and 3.7 
(see Table 3.2) for most cases. The higher kurtosis values (greater than 3.4) are 
from very high a  values (near uniform distribution) to where xo is a t the 
boundary. These are extreme cases and are not considered to be 
representative of typical sample data. Therefore, the parameters used for the
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Monte Carlo study herein represent the most probable values for the use of 
FFD distribution.












































Figure 5.1 Convergence Near the Tail (x0=0.1, o=0.01, L=  1)
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Each case of the Monte Carlo experiment includes 1000 repetitions 
using sample sizes of 10, 30, 50 and 100. A total of 36 cases was performed. 
The simulations generally follow the procedure in Ashkar and Bobee (1987). 
Observed standardized biases, observed standardized errors, root-mean- 
square errors, and skewness of the parameter estimates are calculated.
Each experiment is characterized by the size of the sample being 
generated and the set of population characteristics. Each of the four 
methods described above was then used to obtain estimates x0, cr and L for 
these parameters. The following quantities were calculated for each of the 
estimates x0. crand L  obtained by each of the four methods of estimation:
(1) Observed standardized bias (%) which is computed for the 
parameter, 0, as follows:
where 0  is the mean of the estimated parameter 0  (n=1000 
repetitions):
Bobs = W O<0 - 0 ) l  0 Eq. 5.5
Eq. 5.6
n
and 0  is the true value of the parameter.
(2) Observed standardized error [%) computed as follows:
Eq. 5.7a
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where:
var(tf) =  5 ^  f
/=i « ~ 1
Eq. 5.7b
(3) Observed standardized root mean square error (%) com puted as 
follows:
RMSE =  100 •
Eq. 5.8
It can be easily shown from equations 5.6, 5.7a, 5.7b and 5.8 that:
[RMSE] 1 = ( « - ! )  +  [5 ]2 Eq. 5.9




Nine sets of population characteristics or input distribution parameter 
values (x0, cr , £) were used in the Monte Carlo experiment. Again, these 
parameter values were chosen based on the most probable use of the FFD. 
For each set of input distribution parameter values and each of the four 
sample sizes N (N = 10, 30, 50, 100), 1000 samples were generated. The results 
from the Monte Carlo simulations are tabulated in Tables in 5.2 through 5.6. 
NC means not convergence in the tables.
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a=0.05 a=0.1 <t=0.2 a=0.05 CT=0.1 a=0.2 a=0.05 CT=0.1 a=0.2
or 0.0497 0.1003 0.1549 0.0553 0.0892 0.1467 0.0481 0.0977 0.1228
_i *0 0.1611 0.1634 0.1654 0.5655 0.5250 0.4714 0.8605 0.8537 0.8181
L 1.1113 1.0949 1.0855 1.1477 1.0721 1.1522 0.8588 0.8554 0.7915
5 O’ 0.0574 0.1154 0.2328 NC 0.1152 0.2282 0.0648 0.1301 0.2739
O Xo 0.1657 0.1719 0.1718 NC 0.5701 0.5109 0.8814 0.8786 0.8266
10 L 1.1239 1.0982 1.1240 NC 1.1439 1.1754 1.0290
1.0179 0.9350
0 NC NC NC 0.0566 0.0991 0.2006 0.0498 0.0994 0.1990
5 Xo NC NC NC 0.4940 0.4Q67 0.4802 0.8462 0.8430 0.8324
L NC NC NC 0.9936 0.9992 0.9973 0.9990 0.9997 0.9998
LS
Q
0 0.0460 0.0462 0.1568 0.0511 0.0926 0.1851 0.0464 0.0969 0.1949
Xo 0.1414 0.1501 0.1444 0.4945 0.4829 0.4659 0.8416 0.8342 0.8352
L 1.0457 1.0325 1.0460 1.0474 1.0281 1.0073 1.0060 0.9916 0.9840
0 0.0514 0.1004 0.1726 0.0536 0.0982 0.1603 0.0533 0.1028 0.0512
Xo 0.1569 0.1588 0.1614 0.5189 0.4985 0.4627 0.8680 0.8512 0.1534
L 1.1033 1.0894 1.0631 1.1444 1.0914 1.1473 0.8640 0.8596 1.1310
-5 0 0.0572 0.1157 NC NC 0.1151 0.2190 0.0654 0.1308 0.5800
O Xo 0.1634 0.1718 NC NC 0.5597 0.5176 0.8712 0.8751 0.1613
30
-d L 1.1108 1.0736 NC NC 1.1363 1.2290 1.0100 1.0081 1.0982
5
0 NC NC 0.1906 0.0498 0.0993 0.2027 0.0499 0.1100 0.2012
Xo NC NC 0.1421 0.4963 0.4883 0.4857 0.8492 0.8482 0.8331








Xo 0.1463 0.1393 0.1295 0.4975 0.4930 0.4851 0.8472 0.8521 0.8452
L 1.0031 1.0012 0.9808 0.9990 0.9936 0.9873 0.9950 1.0122 0.9958
a>
Q_ 0 0.0512 0.1005 0.1824 0.0539 0.0995 0.1641 0.0573 0.1075 0.1256
E Xo 0.1534 0.1507 0.1578 0.5189 0.4998 0.4647 0.8741 0.8486 0.8395
CO L 1.1310 1.1529 1.0619 1.1244 1.0873 1.1494 0.8753 0.8624 0.7915
0 0.0580 0.1186 NC NC 0.1150 0.2171 0.0660 0.1317 0.2840
O Xo 0.1613 0.1705 NC NC 0.5682 0.5271 0.8663 0.8709 0.8094
50
-d L 1.0982 1.0197 NC NC 1.1441 1.2291 0.9973 0.9952 0.9331
5
0 NC NC 0.1917 0.0499 0.0988 0.2029 0.0506 0.0999 0.2019
Xo NC NC 0.1425 0.4972 0.4892 0.4878 0.8486 0.8473 0.8308
L NC NC 0.9998 0.9986 1.0018 0.9983 1.0037 0.9996 0.9994
LS
Q
0 0.0489 0.0995 0.1888 0.0490 0.0979 0.1946 0.0539 0.0969 0.1956
Xo 0.1482 0.1441 0.1281 0.4987 0.4958 0.4897 0.8496 0.8478 0.8449
L 0.9945 0.9915 0.9947 0.9956 0.9959 0.9888 1.0200 1.0032 0.9977
0 0.0518 0.1012 0.1916 0.0542 0.1002 0.1679 0.0586 0.1134 0.1281
_1
"5 Xo 0.1542 0.1509 0.1529 0.5208 0.4992 0.4658 0.8797 0.8432 0.8457
L 1.1288 1.1555 1.0610 1.1253 1.1103 1.1416 0.8901 0.8641 0.7930
5 0 0.0571 0.1170 NC NC 0.1150 0.2150 0.0667 0.1335 0.2850
O Xo 0.1614 0.1717 NC NC 0.5728 0.5331 0.8672 0.8616 0.8088
100
<d L 1.0999 1.0309 NC NC 1.1483 1.2284 0.9848 0.9764 0.9373
5
0 NC NC 0.1952 0.0500 0.1008 0.2028 0.5000 0.1000 0.2022
Xo NC NC 0.1450 0.4977 0.4894 0.4900 0.8500 0.8481 0.8314
L NC NC 0.9996 0.9990 1.0041 0.9978 1 . 0 0 0 0 0.9997 0.9950
LS
Q
0 0.0505 0.0989 0.1970 0.0491 0.1031 0.1971 0.0489 0.0977 0.1961
Xo 0.1501 0.1466 0.1311 0.4994 0.4992 0.4943 0.8493 0.8494 0.8462
L 1.0547 0.9931 0.9945 0.9919 1.0252 0.9867 1.0040 1.0026 1.0004
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a=0.05 cr=0.1 o=0.2 o=0.05 cr=0.1 a=0.2 <t=0.05 cr=0.1 a=02
cr -0.5244 0.2593 -22.5596 10.5600 -10.8266 -26.6303 -3.7000 -2.2557 -38.6216
_1 Xo 7.3989 8.9641 10.2833 13.1075 4.9982 -5.7214 1.2378 0.4304 -3.7580
L 11.1281 9.4888 8.5466 14.7731 7.2064 15.2183 -14.1198 -14.4579 -20.8497
(j 14.8129 15.3793 16.4160 NC 15.1798 14.0834 25.5984 30.0952 36.9261
o Xo 10.4821 14.5970 14.5458 NC 14.0100 2.1852 3.6970 3.3635 -2.7483
10 L 4.4345 9.8245 12.4043 NC 14.3916 17.5427 Z8985 1.7881 -6.4954
s5
a NC NC NC 11.2116 1.8562 0.3088 1.4478 9.3491 -0.4944
Xo NC NC NC -0.1158 -2.6112 -3.9674 -0.4813 -0.3037 -2.0721
L NC NC NC -0.6384 0.3343 -0.2685 0.3766 -0.1198 -0.0191
LS
Q
a -8.0400 -2.7229 -21.5933 2.1707 -1.3348 -7.4521 8.8348 4.0579 -2.5294
Xo -5.7208 -17.5957 -3.7021 -1.1081 -2.9744 -6.8273 -0.5944 -0.5722 -1.7433
L 4.5693 6.9054 4.5960 4.7369 6.1202 0.7307 1.0267 1.8197 -1.6025
UJ
cr 2.7392 0.3637 -13.6869 7.1357 -1.8245 -19.8281 10.6316 2.7628 -19.6382
Xo 4.5836 5.8539 7.5845 3.7801 -0.3029 -7.4619 2.1120 0.1396 -7.0306
L 10.3339 8.9433 6.3143 14.4112 9.1428 14.7298 -13.5247 -14.0423 14.5459
■s <j 14.3539 15.7472 NC NC 15.1224 9.4758 30.8849 30.7596 9.9008
O Xo 8.9167 14.5301 NC NC 11.9353 3.5119 2.4972 2.9489 4.1247
30 L 11.0831 7.3645 NC NC 13.6250 22.9045 1.0020 0.8129 22.3322cr NC NC -4.7009 -0.1779 -0.7275 1.3447 -0.1779 -0.2362 0.6105
Xo NC NC -5.2416 -0.0732 -2.3406 -2.8613 -0.0732 -0.4329 -1.9825
L NC NC -0.0431 0.0339 0.1226 -0.1744 -0.0339 -0.0414 -0.0400
c a
go
a -2.1337 0.2985 -6.8248 -3.6950 -2.6389 -3.2553 -3.6950 -2.9541 -2.3169
0 Xo -2.4712 -7.1317 -13.6536 -0.3054 -1.3968 -Z9815 -0.3054 -0.6533 -0.5634
<75 L 0.3130 1.1586 -1.9206 -0.5683 -0.6423 -1.2748 -0.5683 0.2722 -0.4162
0
CL LLJ
cr 2.4278 0.4723 -8.8180 7.8584 -0.4955 -17.9611 14.6036 7.4704 -37.2245
E Xo 2.2339 0.4661 5.1884 3.7847 -0.0310 -7.0680 2.8300 -0.1635 -1.2308
</5 L 13.1024 15.2864 6.1913 12.4421 8.7321 14.9448 -12.4686 -13.7604 -20.8533
cr 16.0616 18.5633 NC NC 15.0336 8.5669 32.0542 31.7224 41.9919
o Xo 7.5087 13.6990 NC NC 13.6303 5.4174 1.9233 2.4637 -4.7818
50 L 9.8171 1.9676 NC NC 14.4090 22.9074 -0.2685 -0.4767 -6.6938
< cr NC NC -4.1646 -0.2196 -1.1844 1.4317 1.1844 -0.1271 0.9370
Xo NC NC -4.9968 -0.5503 -2.1541 -2.4386 -0.1674 -0.3209 -2.2614
L NC NC -0.0194 -0.1445 0.1820 -0.1709 0.3743 -0.0413 -0.0607
LS
Q
cr -2.1926 -0.4669 -5.5999 -1.9864 -2.0756 -2.6893 7.8879 -3.1301 -2.2100
Xo -1.2236 -3.9549 -14.5895 -0.2616 -0.8440 -2.0593 -0.0465 -0.2586 -0.5957
L -0.5469 -0.8536 -0.5294 -0.4365 -0.4059 -1.1175 2.0001 0.3183 -0.2258
a 3.5125 1.1906 -4.1968 8.3931 0.1723 -16.0390 17.1724 13.4210 -35.9480
'Z Xo 2.8252 0.5745 1.9145 4.1668 -0.1666 -6.8416 3.4898 -0.8033 -0.5114
L 12.8803 15.5507 6.1026 12.5251 11.0261 14.1577 -10.9929 -13.5923 -20.6996
-> cr 14.1704 16.9550 NC NC 15.0326 7.7725 33.4486 33.5191 42.5156
O Xo 7.6011 14.4863 NC NC 14.5606 6.6189 2.0268 1.3637 -4.8524
100 L 9.9944 3.0909 NC NC 14.8324 22.8365 -1.5202 -2.3604 -6.2714
< cr NC NC -2.4207 -0.0692 0.7548 3.0695 1.4247 -0.0051 1.0844
5 Xo NC NC -3.3416 -0.4622 -2.1265 -0.1569 -1.9981 -0.0027 -2.1846
L NC NC -0.0381 -0.1025 0.4122 2.5224 -0.1254 -0.0011 -0.0506
LS
Q
cr 1.0843 -1.0548 -1.5142 -1.7530 -1.4407 -1.5551 -1.4420 -2.2104 -1.9396
Xo 0.0987 -2.2687 -12.6157 -0.1244 -0.3566 -1.3465 -1.1467 -0.0791 -0.4488
L 5.4675 -0.6893 -0.5451 -0.8085 -1.2525 -1.5595 -1.3276 0.4040 0.0397
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a=0.05 cr=0.1 a=0.2 o=0.05 o=0.1 cr=0.2 o=0.05 a=0.1 cr=0.2
a 15.2381 15.3825 18.8888 10.8888 11.6868 12.7977 30.7814 38.0366 20.4246
Xo 8.3212 10.4345 25.1589 4.2877 5.0800 14.3773 4.7623 5.5800 10.4419
L 10.3674 10.9664 14.6560 3.9353 8.7743 17.0206 3.2343 4.0164 5.1166
a 5.4757 3.8718 6 .5 787 NC 1.7588 9.9431 12.3316 12.6584 10.3376
O Xo 6.3741 1.1313 2 .7 827 NC 5.1343 12.7621 7.6809 8.4938 7.0613
10 L 4.0673 12.1474 9.8050 NC 3.6092 15.0585 9.9158 10.4608 9.0198
5
cr NC NC NC 3.6007 4.9829 11.9440 1.9481 5.9172 8.9979
Xo NC NC NC Z8326 5.7710 10.1303 1.9249 3.2352 7.6485
1 L NC NC NC 0.8213 1.1851 1.1984 0.8367 0.9866 0.5639
aOO
cr 25.6117 31.0874 24.7390 19.3344 22.8396 24.3675 12.2757 14.8675 14.4555
Xo 10.0097 32.8718 31.3510 3.5118 6.7835 12.1639 2.3046 4.7392 9.0836
L 21.6002 25.7607 17.5578 13.1068 16.4892 16.3115 8.5438 9.8731 4.1369
UJ _r
a 11.7433 13.6299 16.4952 15.3717 13.5362 8.6933 23.7816 33.9384 8.5041
Xo 7.7651 10.2839 24.2502 7.1355 3.7653 7.9417 7.0983 4.7215 8.0668
L 10.0771 10.8998 11.5698 14.2914 15.3723 11.0429 4.1697 Z8112 11.1594
0 6.0303 5.0006 NC NC 2.7234 7.7752 10.1559 11.7414 7.1503
o Xo 6.2499 1.4629 NC NC 6.8047 9.9664 5.4561 7.3331 9.9317
30 L 4.2480 14.3926 NC NC 3.4070 8.5000 8.9062 9.8879 8.96520 NC NC 8.9106 1.4189 4.8441 6.3516 0.7468 1.9585 4.2877
Xo NC NC 11.1610 1.4341 3.3241 5.8755 0.4819 1.9191 4.4490
L NC NC 0.6731 0.2380 0.5225 0.6212 0.1109 0.1930 0.2976
c Goo
a 14.1685 20.3248 22.4665 11.4073 13.5356 14.3517 9.5823 7.4846 7.3860
<Dtsl
m
Xo 5.7921 17.8644 41.1204 1.6611 3.3443 6.6106 0.8491 1.7884 5.1715
L 11.2034 14.3163 23.1565 8.8161 10.3561 9.3447 6.1242 3.4552 2.0388
CD
Q_ cr 11.6315 13.2630 14.8326 13.2688 11.2390 6.7071 20.5018 32.7754 15.0325E __J Xo 7.3936 10.6435 22.8781 6.6014 3.0370 5.6191 7 3 .6 7 1 4.2521 5.7634
o o L 13.8655 15.9618 9.2132 15.0445 14.7095 8.9412 5.8947 2.1611 2.4494
■J a 9.5802 9.9317 NC NC 1.4859 7.2745 8.5000 10.5145 5.8984
o Xo 6.4210 3.8181 NC NC 4.7226 9.0860 4.0454 6.5726 2.1842
50 L 4.9346 17.1923 NC NC 2.1658 8.1847 7.9110 9.1515 3.3892a NC NC 7.6035 1.0734 5.4513 4.1907 0.3825 1.1160 3.2414
Xo NC NC 10.4216 1.0712 2.7911 4.2616 0.2850 1.2539 3.5597
L NC NC 0.5581 0.2148 0.4756 0.4683 0.0578 0.1409 0.2490
<3
CO
a 10.5284 15.4602 19.4295 9.1547 10.8845 10.2211 7.2719 6.6619 5.8458
Xo 4.2393 11.4548 39.8422 1.2726 2.5995 4.6772 0.6267 1.2295 3.8371
L 8.7486 11.0145 21.6733 7.4188 8.7269 7.0266 4.1040 2.8228 1.6012
cr 9.5058 9.8515 12.6214 11.7502 8.1672 4.9484 19.7001 31.2908 12.9315
_1 Xo 6.9643 7.9645 21.8848 6 .5577 2.1393 3.7858 7.6697 3.6323 4.4293
L 11.3224 16.0380 8.0933 14.2329 10.9550 6.8421 7.6699 1.5126 1.9142
cr 8.3902 8.3993 NC NC 0.8632 7.7762 6.6199 8.6725 6.1021
o Xo 5.2316 2.1678 NC NC 2.6918 8.2779 3.6319 4.8654 1.2732
100 L 3.8011 16.5130 NC NC 1.0868 7.9364 6.5046 7.4918 2.6244
5
cr NC NC 5.3589 0.6172 6.7108 2.9173 0.0908 0.5655 2.2200
Xo NC NC 8.5662 0.7848 2.0247 3.0099 0.0548 0.8065 2.6699
L NC NC 0.4516 0.1603 0.4970 0.3715 0.0180 0.0990 0.1991
cr 8.6959 10.1407 16.5058 6.7302 9.7010 7.6629 5.0519 4.6461 4.3427G
CO Xo 3.7025 7.1017 35.8865 0.8908 2.2031 3.5211 0.3916 0.8583 2.4535
L 6.9523 7.2837 21.3496 5.3301 5.6430 5.4474 3.6361 1.8737 0.9308
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a=0.05 cr=0.1 cr=0.2 o=0.05 cr=0.1 ct=0.2 c=0.05 cr=0.1 cr=0.2
a 2.3224 2.3645 8.6537 2.2996 2.5366 8.7279 9.6047 14.5042 19.0837
_1
5 Xo 1.2392 1.8912 7.3809 1.9017 0.5076 2.3924 0.2419 0.3129 1.2305
L 2.3121 2.1018 2.8763 2.3372 1.2884 5.2101 2.0982 2.2515 4.6086
5 cr 2.4938 2.5150 3.1272 NC 2.3352 2.9711 10.2798 10.6280 14.7030
o Xo 1.5046 2.1479 2.1932 NC 2.2262 1.6748 0.7261 0.8339 0.5736
L 1.7010 2.4393 2.4991 NC 2.2013 5.3428 1.0663 1.1252 1.2347IU cr NC NC NC 1.3865 0.2825 1.4261 0.0589 1.2238 0.8113
Xo NC NC NC 0.0803 0.4009 1.1826 0.0393 0.1055 0.6273
L NC NC NC 0.0108 0.0151 0.0151 0.0084 0.0099 0.0032
<3OO
cr 7.1995 9.7287 10.7768 3.7816 5.2291 6.4872 2.2860 2.3729 Z1515
Xo 1.3282 13.8908 9.9561 0.1355 0.5482 1.9442 0.0566 0.2277 0.8547
L 4.3698 7.1063 3.2909 1.9406 3.0908 2.6633 0.7398 1.0069 0.1967
a 1.4527 1.8571 4.5950 2.8697 1.8637 4.6865 6.7803 11.5829 4.5791
s Xo 0.8125 1.3992 6.4502 0.6515 0.1425 1.1869 0.5480 0.2229 1.1444
L 2.0824 1.9867 1.7360 4.1172 3.1966 3.3879 2.0029 2.0508 3.3599
5 cr 2.4236 2.7295 NC NC 2.3610 1.5010 10.5691 10.8387 1.4910
o Xo 1.1853 2.1326 NC NC 1.8871 1.1156 0.3598 0.6242 1.1555
L 1.4086 2.6118 NC NC 1.9724 5.9679 0.8025 0.9833 5.7902OU cr NC NC 1.0142 0.0215 0.2397 0.4211 0.0059 0.0389 0.1874
Xo NC NC 1.5996 0.0260 0.1652 0.4267 0.0024 0.0387 0.2370_1 L NC NC 0.0045 0.0009 0.0029 0.0042 0.0001 0.0004 0.0009
aoo
cr 2.0510 4.1277 5.5082 1.3836 1.8999 2.1636 1.0538 0.6542 0.5987
0 Xo 0.3962 3.6968 18.7561 0.0302 0.1312 0.5255 0.0081 0.0357 0.2704MOO L 1.2549 2.0609 5.3937 0.7766 1.0755 0.8886 0.3779 0.1193 0.0433
0
o cr 1.4105 1.7596 2.9755 2.3764 1.2643 3.6754 6.3317 11.2896 16.1142
E Xo 0.5960 1.1339 5.4980 0.5786 0.0922 0.8151 0.6077 0.1809 0.3470
OO L 3.6373 4.8820 1.2313 3.8092 2.9240 3.0321 1.9018 1.9401 4.4085
CT 3.4966 4.4314 NC NC 2.2821 1.2626 10.9965 11.1675 17.9807
o Xo 0.9757 2.0223 NC NC 2.0807 1.1211 0.2005 0.4923 0.2763
L 1.2070 2.9915 NC NC 2.1231 5.9167 0.6259 0.8389 0.5628ou a NC NC 0.7510 0.0120 0.3109 0.1959 0.0435 0.0126 0.1137
5 Xo NC NC 1.3347 0.0145 0.1242 0.2409 0.0187 0.0167 0.1777
L NC NC 0.0031 0.0007 0.0026 0.0025 0.0043 0.0002 0.0007
aoo
O’ 1.1554 2.3900 4.0849 0.8767 1.2266 1.1160 1.4968 0.5413 0.3902
Xo 0.1946 1.4672 17.9867 0.0169 0.0746 0.2610 0.0184 0.0158 0.1506
L 0.7676 1.2193 4.6954 0.5517 0.7625 0.5057 0.5402 0.0806 0.0261
<T 1.0261 0.9837 1.7675 2.0837 0.6667 2.8171 6.8260 11.5826 14.5932
Xo 0.5644 0.6370 4.8213 0.6032 0.0460 0.6113 0.7094 0.1383 0.1986
L 2.9397 4.9993 1.0268 3.5925 2.1470 2.4721 1.7961 1.8704 4.3213
cr 2.7113 3.5795 NC NC 2.2672 1.2082 11.6259 11.9867 18.4478
o Xo 0.8512 2.1455 NC L NC 2.1925 1.1227 0.1728 0.2551 0.2517
L 1.1435 2.8196 NC NC 2.2118 5.8443 0.4458 0.6164 0.4621
IU U a NC NC 0.3455 0.0039 0.4556 0.1053 0.0001 0.0032 0.0610
Xo NC NC 0.8447 0.0083 0.0862 0.1304 0.0000 0.0070 0.1189_1 L NC NC 0.0021 0.0004 0.0042 0.0015 0.0000 0.0001 0.0004
<3
OO
cr 0.7672 1.0384 2.7446 0.4832 1.0344 0.5403 0.3038 0.2696 0.2260
Xo 0.1370 0.5553 14.4571 0.0081 0.0487 0.1197 0.0016 0.0074 0.0622
L 0.7818 0.5347 4.5565 0.2904 0.3817 0.0358 0.1337 0.0358 0.0087
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ct=0.05 cr=0.1 <y=0.2 a=0.05 o=0.1 a=0.2 a=0.05 a=0.1 ct=0.2
a -0.3387 -0.2639 0.4003 -2.3552 0.2985 -0.2850 -0.2942 -0.1688 0.4334
_i xo -0.3254 -0.6480 -0.5276 -1.8510 -2.2195 1.0579 3.9385 -0.3247 -0.7766
L -0.3813 -0.1377 0.2905 -1.0189 0.3719 -1.5298 3.0214 -0.0443 0.5275
a -0.0753 2.3992 4.8161 NC 1.7133 0.5266 -0.4316 -0.3940 -1.1342
o Xo -1.0198 -2.4371 -5.9368 NC -5.2155 -0.0437 0.5747 0.4780 1.6425
10 L -1.4461 -2.2664 -3.7225 NC -6.2774 -1.9710 0.8473 0.8208 1.2207
52
a NC NC NC -0.2672 -Z0890 -0.2819 -2.8365 -1.7815 -0.7262
Xo NC NC NC 0.2361 0.0629 -0.5150 -0.3598 0.1555 -0.0752
L NC NC NC -0.4033 -0.2064 0.0365 -0.2248 0.0529 -1.0568
aoo
a 0.2394 0.5364 0.6318 -0.7711 -0.2119 0.2607 -2.6529 -1.6656 -1.4735
Xo -0.3256 -1.1185 -0.1639 0.1630 -0.2529 -0.8793 0.5582 0.2483 0.1287
L 0.6495 1.1942 -0.2163 0.6489 0.3348 1.3816 3.4187 2.7684 0.3049
cr -0.3689 -0.1765 0.2087 -0.3603 0.6684 -0.7052 -0.7547 -0.1943 4.4591
_i■? Xo 0.1436 -0.3588 -0.7355 1.7417 0.2987 1.3474 5.3450 0.0854 1.4989
L -0.5309 -0.1073 0.6132 0.3066 -1.5699 -2.3609 2.5513 1.2231 -2.2788
■j a 0.2885 1.7985 NC NC 2.4793 -1.1743 -1.2366 -0.7112 -0.3547
o Xo -0.4844 -1.8066 NC NC -1.7965 0.1157 1.4830 0.8282 0.0246
30 L -0.6859 -1.6176 NC NC -2.2770 -0.8426 1.6327 1.2713 -1.4169
5 a NC NC -2.0948 -1.2452 -Z5242 0.5774 -4.3628 -0.4173 -0.3173
Xo NC NC -3.5913 -1.0940 -0.4241 -0.5270 -4.5859 -0.1479 -0.0512
L NC NC -0.8880 -1.0781 0.0827 -0.5902 -3.7150 -0.2387 -0.2520
“c 0oo
O’ 0.1242 1.1887 0.4442 -0.2849 0.1138 -0.0422 -1.3359 -1.5155 -1.5426
<D Xo 0.0100 -2.1582 -0.5105 -0.4954 0.0101 -0.4286 -0.8325 0.3215 0.3400
c/5 L 0.7591 0.6884 1.3259 1.0146 1.1106 0.8197 2.8751 3.2303 -0.2044
<D
a a -0.1125 0.4231 0.0985 -0.3524 0.7856 0.6624 -0.9126 -0.3957 -0.2777
5
Q
_1 Xo 0.4769 -0.4746 -0.7135 0.9840 0.4544 1.4180 4.9593 0.6070 -1.0332
OO L 0.7735 0.2046 0.5394 -0.5901 -1.7139 -1.6423 3.1587 2.0755 -0.0921
cr 1.3440 1.9311 NC NC 3.0388 -0.5845 -2.1642 -1.0530 -2.0833
o Xo -0.2233 -0.3419 NC NC -3.1794 0.0113 2.3636 1.1352 5.1895
50 L -0.7370 -0.7922 NC NC -0.3674 -0.0967 2.2690 1.9628 -0.5898
5
a NC NC -1.6954 -1.9888 -2.7139 0.8115 -8.2452 -2.4894 -0.1716
Xo NC NC -3.5212 -1.2340 -0.6527 -0.5705 -4.0872 -1.2141 -0.1501
L NC NC -0.8963 -1.7075 0.1178 -0.5757 -6.5943 -0.9220 -0.1418
0oo
a 0.1667 1.0700 0.3044 -0.2258 0.0603 -0.0168 -1.4871 -2.4986 -1.9306
Xo -0.0093 -1.5453 -0.6023 -0.3972 -0.1722 -0.4844 -0.8751 -0.9935 0.0912
L 0.3870 -0.3658 1.7413 0.9795 1.2677 0.9932 1.4785 4.7951 -0.1241
cr 0.0590 0.2716 0.0902 -0.1904 0.4857 0.9406 -1.0622 -0.7129 -0.6119
Xo 0.7888 0.0271 -0.7891 0.9497 0.3456 1.3561 4.5534 1.1313 -0.4091
L 0.2691 0.2618 0.6051 -0.9763 -1.4366 -0.5869 2.2056 -1.0457 -0.3413
<T 1.2757 2.5102 NC NC 10.8363 -0.6049 -3.2370 -1.9797 -2.4696
o Xo 0.1233 -3.5640 NC NC -5.9749 -0.0339 2.7926 1.9765 9.5377
100 L -0.3241 -0.8954 NC NC -6.6216 0.1935 2.8354 2.9556 -1.9254
< O' NC NC -0.7039 -3.4615 -2.2155 1.1992 -20.8151 -4.8581 0.1756
Xo NC NC -4.4909 -1.2587 0.5428 -0.8448 -21.7925 -2.5578 -0.3621
L NC NC -0.9854 -1.2553 -0.2145 -0.7462 -19.3769 -2.3068 -0.1025
a -0.2198 0.8487 0.1295 -0.3993 -0.1844 0.1080 -1.5354 -2.3631 -2.9179
0oo Xo -0.1776 -0.7560 -0.8842 -0.3579 0.1296 -0.4702 -0.7276 -1.1269 -0.6322
L 1.0350 0.3610 2.8177 1.0304 1.0965 0.0358 2.0077 5.6221 -0.0995
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5.4 Results
The parameters estimated are shown on Table 5.2. Table 5.3 shows the 
observed standardized bias of the methods for all cases. Table 5.4 shows the 
observed standardized errors; Table 5.5 shows the root-mean-square error and 
Table 5.6 shows the skewness of parameters estimated. Several cases based 
on the two moment methods (MOM and LMM) did not converge. Entries in 
the tables for these cases are designated NC. As discussed in Section 5.2, the 
problem of LMM lies in the inversion process. The method MOM did not 
converge for the symmetrical cases with small a values (high peak). The 
reason may be that MOM is more susceptible to the extreme values due to 
the use of higher moments. The instability might be caused by extreme values 
from the tail that distorted the shape of distribution. The LMM performed 
poorly for the positive skewed distribution. However, the LMM method, when 
it did converge, produced much better estimated parameters.
5.5 Computation Efficiency
In general the computing efficiency follows the order of 
LSQ>MLE>LMM>MOM. The order is not absolute, since extra computing time is 
required for LMM to generate an inverse transform. Also, MLE is most efficient 
for smaller sample sizes. The method MOM outperformed (less computation 
time required) MLE for negatively skewed distributions when the distribution 
shape is flat (high cr values). In all, the average computing time is 
approximately 30 hours on a Pentium 133 personal computer with 64 
megabytes of memory and 512-kilobyte cache. It took more than 10 days to 
complete some cases. The above computing time is based on the downhill-
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simplex min-max method. The use of Newton-Raphson method reduces the 
computing time; however, this method occasionally converges to local 
maximum or does not converge a t all. Gradient search method, on the 
contrary, is the slowest while producing the most reliable estimates. It normally 
takes three to five times as much time as is required for the downhill-simplex 
method. The time required renders the gradient search method impractical to 
use.
5.6 Discussion of the Results
Prior to comparing the results, it should be noted that several cases 
based on MOM  and LMM did not converge. The following inferences, which 
was based on the simulation results, may be affected by the non­
convergence of LMM and MOM.
The objective of the Monte Carlo simulation is to identify better 
estimators. Phien and Fang (1989) utilized mean standardized errors, 
variances and covariances, and standardized biases as indices to compare 
different estimators. Burn (1988) evaluated the estimators using mean-squared 
error and the bias. Ashkar and Bobee (1987) evaluated the performance of 
the estimators using standardized bias, root-mean-squared error, and 
standardized error. Kuczera (1982a, b) along with Arora and Singh (1989) used 
robustness to evaluate the performance of the estimators.
5.6.1 Robustness
Robustness was defined by Kuczera (1982a, b) as the properties that 
makes the estimator both resistant and efficient over a  w ide range of 
population fluctuations. An estimator that performs steadily without significant
88
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increases in RMSE and BIAS is expected to perform better than other 
competitive estimators under different population upon conditions which the 
conclusions are based.
Kuczera (1982b) used two criteria to identify a  resistant estimator. The 
first criterion is the mini-max RMSE (Note that in the same paper Kuczera used 
mean-squared errors instead of RMSE). According to the mini-max criterion, 
the preferred estimator is the one whose maximum RMSE over all simulated 
cases is minimal. Another criterion is that the average RMSE of the cases is 
minimal.
Table 5.7 reports the maximum and average RMSEs for each estimator 
for selected sample sizes. There are wide differences in the RMSE 
performance of estimators. The maximum performance gap between the 
RMSEs of estimated parameter L is three orders of magnitude. The differences 
cannot be ignored. Therefore, an effort should always be made in practice to 
try and employ the most efficient fitting method with special emphasis on the 
accuracy of extrapolation. LMM provides the most favorable RMSE values 
am ong the four estimators regardless the sample sizes. The other methods 
performed similarly on the bases of the mini-max RMSE and minimum average  
RMSE criteria. Hence, LMM is expected to be the most resistant estimator. 
However, the conclusions exclude the cases when LMM did not converge. 
This conclusion may be difficult to infer for real d a ta  due to the possibility of 
non-convergence.
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.








Maximum RMSE Average RMSE
</)
LU a
Q_ 10 30 50 100 10 30 50 100
MLE 19.0837 11.5829 11.2897 11.5826 7.7886 4.4741 5.2441 4.7052
MOM 14.7030 10.8387 16.1142 14.5932 6.1316 4.5591 7.3739 7.4038
LMM
<7
1.4261 1.0142 0.7510 0.4556 0.8649 0.2755 0.2057 0.1392
LSQ 10.7768 5.5082 4.0849 2.7446 5.5570 2.1601 1.4753 0.8231
MLE 7.3809 6.4502 5.4980 4.8213 1.8998 1.3954 1.0944 0.9255
MOM
xo
2.2262 2.1326 2.0807 2.1925 1.4850 1.2086 1.0241 0.9988
LMM 1.1826 1.5996 1.3347 0.8447 0.4060 0.3565 0.2753 0.1708
LSQ 13.8908 18.7561 17.9867 14.4571 3.2158 2.6500 2.2429 1.7108
MLE 4.6086 4.1172 4.8820 4.9993 2.7871 2.6578 3.0851 2.7961
MOM
L
5.3428 5.7902 5.9167 5.8443 2.2012 2.7910 2.0380 1.9348
LMM 0.0151 0.0045 0.0031 0.0042 0.0104 0.0020 0.0020 0.1708
LSQ 7.1063 5.3937 4.6954 4.5565 2.7672 1.3323 1.0166 0.7510
Table 5.8 presents the performance in terms of BIAS. Similar to the 
performance of RMSE, LMM yields substantially smaller bias than other 
methods in terms of both mini-max BIAS and minimum average BIAS criteria. 
The other three methods produce similar BIAS performance based on the mini­
max BIAS criterion. However, based on the minimum average BIAS criterion, 
both MLE and LSQ are quite resistant. Increasing the sample size appears to 
increase the resistance of MLE and LSQ based on the minimum average BIAS 
criterion. LSQ's performance is slightly better than both MLE and MOM.
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er Maximum BIAS (%) Average BIAS (%]
10 30 50 100 10 30 50 100
MLE
cr
-38.6216 -19.8281 -37.2245 -35.9480 -10.4777 -3.4827 -3.5185 -1.3691
MOM 36.9261 30.8849 41.9919 42.5156 21.0614 18.0349 23.4277 23.3448
LMM 11.2116 -4.7009 -4.1646 3.0695 3.9465 -0.5807 -0.3061 0.5483
LSQ -21.5933 -3.6950 7.8879 -2.2104 -3.1788 -3.0239 -1.3845 -1.3139
MLE
0̂
13.1075 7.5845 5.1884 4.1668 4.1045 1.0287 0.6678 0.5164
MOM 14.5970 14.5300 13.6990 14.5606 7.5165 18.0349 5.6944 5.9721
LMM -3.9674 -5.2416 -4.9968 -3.3416 -1.5919 -1.8579 -1.8414 -1.4675
LSQ -17.5957 -13.6536 -14.5895 -12.6157 -4.5376 -3.2736 -2.6482 -2.0320
MLE
L
-20.8497 14.7298 -20.8533 -20.6996 1.8815 5.6505 2.6241 2.9953
MOM 17.5427 13.6250 22.9074 22.8365 7.0896 11.3035 5.9517 5.8003
LMM -0.6384 -0.1744 0.3743 2.5224 -0.0558 -0.0252 0.0171 0.3738
LSQ 6.9054 -1.9206 2.0001 5.4675 3.2114 -0.4052 -0.1997 -0.0301
It is interesting to note that MLE consistently under predicts rxand over 
predicts ,r0 while MOM over predicts all parameters and LSQ under predicts x0. 
In general, high BIAS and RMSE were observed for MLE, MOM, and LSQ. 
However, for sample sizes greater than 30, LSQ yields only slightly greater BIAS 
than LMM. LSQ is more resistant than both MLE and MOM with the 
consideration of convergence.
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Robustness determines how the estimators perform under different 
conditions. Ashkar and Bobee (1987) argued that it is also important to look at 
individual d a ta  to identify the better estimators. It may be advantageous to 
use a less robust estimator when it predicts better at the probability level of 
interest (right tail, main body, left tail). Therefore, other performance indices 
may be more suitable for specific applications. A discussion of some 
individual performance indices is provided what follows.
5.6.2 Observed standardized bias
Bias is a  measurement of the difference between estimated 
parameters and the population param eter values. The biases from the Monte 
Carlo simulations are tabulated in Table 5.3. They are presented in a 
graphical form in Figures 5.2, 5.3 and 5.4. In general, the smallest bias of the 
parameter generated for the finite Fourier distribution is x0 while the greatest 
bias cam e from estimating a. For highly peaked cases, the biases of 
estimating a  are generally positive, indicating overestimating of the 
parameters. For flatter shapes (near uniform distribution), MOM and LMM 
produced positive biases, while MLE and LSQ produced negative biases in 
estimating parameter a. Physically, M OM and LMM consistently predicted 
flatter distribution regardless of the actual shapes of the distribution. MLE and 
LSQ, however, predicted flatter shape only for highly peaked samples and 
higher peaks for flatter distributions.
In estimating parameter x0, LSQ always underestimated the parameter 
(shifting the location of the peak value to the left). LMM produced minimum 
biases or no biases at all. Positively skewed samples generally generated
92
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higher biases while almost the opposite was observed for estimating the L 
parameter. It should be noted that the L  parameter does not have a 
significant im pact on the shape of the distribution as long as the predicted L 
parameter is greater than the range of the sample data.
The effect of sample sizes is presented in Figures 5.5 through 5.8. It 
appears that the Bias based on the methods of MLE and MOM did not 
decrease with the increasing sample sizes. LMM produced the smallest biases 
for the xq and L parameters and satisfactory crestimates when the sample size 
was greater than 10. LSQ also produced small biases albeit somewhat greater 
than that from the method of LMM.
In summary, LMM is the best performer in terms of the Bias. LSQ 
produced satisfactory biases while largest biases cam e from MOM and MLE. 
Considering the convergence, LSQ is the preferred method of estimating the 
parameters for FFD, especially when the sample size is greater than 10. LMM is 
suitable for all sample sizes for negatively skewed data. MOM and MLE 
produced high biases in most cases.
5.6.3 Observed standardized error
The standardized error is a measure of the spread of the estimated 
parameters. Small standardized errors indicate small variation of the estimated 
parameters. Figure 5.9 presents the standardized errors of the estimated a. The 
standardized errors of the estimated parameters x0 and L are shown in Figures 
5.10 and 5.11, respectively. The effect of sample sizes on the standardized 
error of estimated parameters is presented in Figures 5.12 through 15.
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The smallest standardized error among the parameters estimated 
cam e from the L estimates. The highest standardized errors (approximately 40 
percent) cam e from estimating the x0 parameter for small kurtosis values (cr= 
0.2). With the exception of estimating a, all methods showed a decreasing 
trend in the observed standardized error with a decreasing skewness (from 
positively skewed data to negatively skewed data).
A decreasing trend in standardized error was also observed with 
increasing sample sizes for MLE, LSQ and LMM. MOM was the only exception. 
LSQ showed the greatest decrease in standardized error with increasing 
sample sizes. Both MOM and MLE produced quite large standardized errors 
(greater than 10 percent in most cases). LMM produced uniform standardized 
errors for all estimated parameters.
A minimum sample size of 50 and positive skewed data are required for 
MLE to produce reasonable standardized error (<10%). The required sample 
size for MOM is 30 by applying the same criterion (standardized error < 10%). 
However, the observed standard errors of estimated L in the case of x0=0.15 
are still in the 17 percent range. LSQ needs a sample size of almost 100 to 
achieve a standardized error in estimating L of less than 10 percent except 
when ;t0=0.15. The sample size requirement is much smaller for LMM. In most 
cases the standardized errors are less than 10 percent when the sample size is 
greater than or equal to 30 with one exception of the case of (xo=0.15 and, 
cr=0.2).
94
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Figure 5.2 Observed Standardized Bias of Estimated a
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Figure 5.3 Observed Standardized Bias of Estimated xo
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Figure 5.4 Observed Standardized Bias of Estimated L
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CHAPTER 6
APPLICATION OF FINITE FOURIER DISTRIBUTION
The performance of the parameter estimation methods using Monte 
Carlo simulation technique is evaluated in Chapter 5. However, the 
performance of parameter estimation methods for the real d a ta  is different 
from the one for Monte Carlo experiments. The difference is due to errors and 
a lack of randomness in the real data. To verify the conclusions drawn from 
Chapter 5, various types of observed data  were modeled using both the 
traditional normal or lognormal distributions and the finite Fourier distribution.
The dissolved oxygen (DO) concentration and hydraulic conductivity of 
soils are both bounded. DO is limited a t one boundary as it cannot be less 
than zero, while it is limited at the other boundary by the saturation value. 
Hydraulic conductivity, however, is limited to only positive values. All water 
quality parameters such as chloride concentrations are also bounded a t least 
at the lower boundary. It is interesting to compare the goodness of fit using 
distributions with or without boundaries. Several DO concentration, hydraulic 
conductivity, and water qualify data sets were analyzed using FFD and one 
other distribution. A comparison of distributions was made using Kolmogorov- 
Smirnov and x2 goodness-of-fit tests.
The properties of the two-component FFD distribution were examined In 
Chapter 3. The pore size frequency distributions of compacted Kaolinite clays 
have two peaks in a  logarithmic scale (Acar, 1989). They were analyzed using 
the two-component FFD.
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The locations and the strengths of the peaks depend on the moisture 
contents a t the time of compaction as well as the compaction energy used in 
preparing the samples. Compaction of Kaolinite at a  moisture content dry of 
optimum produces a  bi-modal distribution having two strong peaks (see 
Figure 3.14). Compaction of a clay soil a t a moisture content wet of the 
optimum moisture content also produces a bi-modal distribution, however, 
having only one strong peak and one small peak. The flexibility of FFD provides 
an excellent modeling tool to model the pore size distributions.
The following presents some sample data modeled with the both FFD 
and the two-component FFD. Section 6.1 presents the modeling of two set of 
dissolved oxygen concentration (DO) data  in an artificially aerated lake. 
Hydraulic conductivities data of well com pacted soil liners for landfills were 
also analyzed and the results are presented in Section 6.2. The data  
presented in these two sections cam e from artificially controlled 
environments. Sections 6.3 and 6.4 present data that were collected in a  
natural environment. Comparisons are m ade to the existing distributions, if 
available, using the goodness-of-fit tests.
6.1 Dissolved Oxygen (DO) Concentration
The DO values are bounded by the values of zero and saturation a t a  
given temperature. Since FFD is a  bounded distribution, it would be interesting 
to model the DO sample using FFD.
For the data analyzed in this section. A condition called super­
saturation rendered the upper boundary of the DO distribution to a much
110
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higher concentration that is determined in the laboratory. The super­
saturation will result in dissolved oxygen values greater than saturation values.
Super saturation is brought about by the effects of mechanical 
aeration of water and by algae releasing oxygen to water by photosynthesis. 
These processes produces small gas bubbles in the water which may already 
be saturated. Super saturation is a transient condition, as quiescent water will 
release the excess oxygen as the bubbles rise to the water surface.
The solubility of oxygen is directly proportional to its partial pressure and 
may be affected by the concentration of salt. In general, the solubility of 
oxygen decreases with increasing temperature and increasing salt 
concentration. Henry’s law may be used to calculate the saturation value at 
any given temperature. The solubility of atmospheric oxygen in fresh waters 
ranges from 14.6 mg/l a t 0°C to about 7 mg/l a t 35°C under one atmospheric 
pressure.
The low solubility of oxygen is the major factor that limits the purification 
capacity of natural waters and necessitates treatment of wastes to remove 
pollutants before discharge to receiving streams. Thus, dissolved oxygen 
measurements are vital for domestic and industrial wastewater treatments. 
Dissolved oxygen determinations are also used for a variety of other purposes. 
It is one of the most important parameters involving the control of stream 
pollution. High dissolved oxygen concentration is favorable for growth and 
reproduction of a  normal population of fish and other aquatic organisms.
I l l
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The data collected from East Sidney Lake, New York (Barbiero et al. 
1996), a  small eutrophic impoundment in New York, provide a  good  
opportunity to study finite Fourier distribution. The East Sidney Lake was subject 
to artificial circulation to improve the water quality. Several water quality 
parameters (total iron, total manganese, total phosphorus, temperature, and  
DO concentration) were monitored from surface to a depth of 12 meters a t 
0.5 or 1 meter increments during the period between 1988 and 1993. The 
data were collected only during the growing season (May through October). 
The complete data (date, temperature and DO) are shown in the Table A-l in 
Appendix.
Due to the artificial circulation effort, the temperature differences 
between the top and bottom water are affected by the operation of the 
compressors only. Therefore, the data  reflect minimum seasonal effects. The 
authors concluded that there exists only a very weak correlation (r2=0.024) 
between the temperature difference and DO concentration. The seasonal 
(non-stochastic) effects are limited by the fact that the sampling events took 
place only during the growing season. Thus, the data reflect mostly the 
stochastic nature of the DO concentration measurements. Seasonal effects, if 
they exist, should be small.
One disadvantage of using the artificially circulated DO values is that 
the artificial circulation introduces air bubbles into water which produce 
super-saturated DO concentration. Excessive phytoplankton (algae) 
populations also contribute to the super-saturation of DO concentrations near
112
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the surface. The upper DO concentration boundary from fhe Sidney Lake is 
much higher than the saturation value and is not well defined.
Figure 6.1 shows the observed DO concentrations versus depth. As can 
be seen, the DO concentrations cluster near the mean for shallow depths. 
They are within a narrow range near the mean for all shallow depths (<5m). 
The saturation values based on the temperatures measured at the time of 
sampling are plotted on the figures. These saturation values represent the 
upper bound of the DO in a  natural environment. However, due to the 
artificial circulation, the data show a much higher DO concentration than the 
theoretical saturation values. At the depth of greater than 5 meters, the lower 
boundary limits the DO concentration to be zero (0).
Based on the characteristics of the data, two depths are selected for 
the analyses. The DO observations at a depth of zero (0) meter are a  typical 
symmetrical bell-shaped distribution (see Figure 6.2). From the observed data, 
the data should fit the normal distribution well. Descriptive statistics for the 
zero-meter DO concentrations are presented in Table 6.1. The DO 
observations at the 10-meter depth, however, show some boundary effect 
(Figure 6.3). Again, the theoretical saturation values are shown on the figure. 
The descriptive statistics are also tabulated in Table 6.1. Based on visual 
observation of the shape of the distribution (Figure 6.3), normal distribution 
may not be suitable to model the data.
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Figure 6.1 DO Measurements and Saturation Values Estimated from the  
Measured Temperatures from 1988 to 1993 - East Sidney Lake, New York (Data
from Barbiero e t al., 1996)
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Figure 6.2 DO Measurements and Saturation Values Estimated from the 
Measured Temperatures from 1988 to 1993 a t the 0-Meter Depth -  East Sidney 
Lake, New York (Data from Barbiero et al., 1996)
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Figure 6.3 DO Measurements and Saturation Values Estimated from the 
Measured Temperatures from 1988 to 1993 at the 10-Meter Depth -  East 
Sidney Lake, New York (Data from Barbiero e t al., 1996)
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Table 6.1 Descriptive Statistics of DO Concentration at 0- and 10-Meter Depths
Depth 0 meter 10 meter
Mean 9.865 5.670
Standard Error 0.171 0.263
Median 9.5 6.05
Mode 10.6 0.2
Standard Deviation 1.883 2.879
Sample Variance 3.546 8.288






Both normal and finite Fourier distributions w ere used to model the 
data. MOM, MLE, and LSQ were used to estimate the parameters for both the 
normal and finite Fourier distributions. LMM did not converge and, therefore, 
was not included.
In the case of normal distribution, MLE and MOM have the same 
estimator for the mean. The crestimator of the MOM is the unbiased standard 
deviation (population standard deviation) and the <x estimator of the MLE is 
the biased standard deviation (sample standard deviation). Due to the large 
sample sizes (n=120), the estimators produced by methods of MLE and M O M  
are nearly identical.
The results of estimated parameters are tabulated in Table 6.2. The 
graphic representation of the results is shown on Figures 6.2 and 6.3 for the 
depths of 0 and 10 meters, respectively.
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Normal Distribution Finite Fourier Distribution
Mean Std. Dev. x0 a L
MLE 9.87 0.170 9.87 1.88 22.67
MOM 9.87 0.171 9.62 1.59 22.67
LSQ 9.62 1.590 9.85 1.76 20.76




Normal Distribution Finite Fourier Distribution
Mean Std. Dev. x0 a L
MLE 5.67 0.261 5.86 3.49 10.50
MOM 5.67 0.263 5.75 3.48 10.86
LSQ 5.67 0.287 5.75 3.11 10.68
In order to compare the goodness-of-fit of the estimated parameters, 
the Kolmogorov-Smirnov and y} tests were performed. The test statistics are  
tabulated in Table 6.3. The values in the table are normalized squared 
deviations for y} tests and maximum absolute difference between the actual 
and predicted cumulative mass density (d) for the Kolmogorov-Smirnov tests.
The critical values for the Kolmogorov-Smirnov test for a  sample size of 
120 are 0.111, 0.124 and 0.149 of significance levels of 0.1, 0.05, and 0.01, 
respectively. Based on the Kolmogorov-Smirnov tests, both normal and finite 
Fourier distributions are reasonable distributions to model the DO 
concentrations even for the 10-meter sample.
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K-S x2 K-S X2
Normal
MLE 0.100 50.16 0.058 38.41
MOM 0.100 51.20 0.059 38.83
LSQ 0.067 260.27 0.055 35.14
Finite
Fourier
MLE 0.105 46.89 0.072 18.79
MOM 0.103 44.07 0.072 18.84
LSQ 0.067 260.27 0.074 20.19
Note: K-S stands for Kolmogorov-Smirnov test
X2 test compares the degree of fit between an observed histogram 
and a density function lumped into a corresponding discrete mass function. 
The critical value varies based on different groupings of da ta . For 0-meter 
depth data, the data were lumped into 12 discrete increments. The grouping 
corresponded to 9 degrees of freedom for normal distribution and 8 degrees 
of freedom for Finite Fourier distribution. For 10-meter depth data, the data 
were lumped into 10 discrete increments. The grouping corresponded to 8 
degrees of freedom for normal distribution and 7 degrees of freedom for the 
finite Fourier distribution. The critical values for 7, 8, and 9 degrees of freedoms 
based on the %2  tests are tabulated below in Table 6.5.





0.10 12.02 13.36 14.68
0.05 14.07 15.51 16.92
0.01 18.48 20.09 21.67
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All test statistics based on the %2 test indicate that neither normal nor 
finite Fourier distributions are acceptab le to model the DO concentrations 
regardless of the boundary conditions. It is interesting that the two tests show 
contradictory results.
The null hypothesis of using the x2 test is that the distribution fits the 
data. It is possible to change the conclusions by rearranging the grouping of 
the density function. The conclusion of rejecting the null hypothesis remains 
the same after several trial groupings of the DO data. The normalized squared 
deviation (d) value, however, changes dramatically with minor changes in 
the grouping of the density function. At the tails, the predicted values are 
much smaller than the actual values. This results in the rejection of the null 
hypothesis. Even though all x2 tests result in the rejection of the null hypothesis, 
the (d) values for the finite Fourier distribution for the 10-meter sample using 
MLE and MOM are very close to the critical value. It indicates that the finite 
Fourier distribution fit the data more closely than the fit of a  normal distribution.
The conclusions drawn from the Kolmogorov-Smirnov tests are just the 
opposite of the x2 tests. All tests indicate both the normal and finite Fourier 
distributions fit the data. There are only some slight differences between the 
test statistics from the normal distribution and those of the finite Fourier 
distribution.
6.2 Hydraulic Conductivity of Soil
The upper limit of hydraulic conductivity value for clay liner in landfills is 
lxl O7 cm/sec under current regulations. Large amounts of data  are available
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due to the strict quality control requirements. Commonly used hydraulic 
conductivity test methods include laboratory testing of 3-inch driving-ring 
samples or 12-inch block sample and field testing methods of using sealed 
double ring infiltrometers (SDRI) or two-stage borehole (TSB) permeability tests.
Hydraulic conductivities of soils are normally treated as log-normally 
distributed (Benson and Boutwell, 1992. Boutwell and Hedges, 1989). The 
hydraulic conductivity cannot be a negative value. However, the hydraulic 
conductivity data after logarithmic transformation becom e unbounded. Both 
the lognormal and finite Fourier distributions are used to fit two sets of 
hydraulic conductivity databases. The two databases are compiled in 
distinctly different manners. The first one is a compilation of geometric means 
of hydraulic conductivity of various clay soils from 74 landfill sites throughout 
the U.S. The second hydraulic conductivity database cam e from a single site 
that used the homogeneous on-site borrow soil.
The first database consists of the geometric means of the hydraulic 
conductivity tests (Benson et al„ 1998) from 74 full-scale com pacted clay liners 
throughout the country. The soils comprise a  broad spectrum of material 
types. The average liquid limit (LL) varies from 21 to 121, the fines content 
(<0.074 mm) varies from 48 to 99 percents, and the <2jam clay content varies 
from 16 to 57 percent. Nearly all of the soils are classified as either CL or CH 
under ASTM D2487. Two of them are classified as CL-ML. Due to the various 
soil properties and geographical practice, there are no uniform compaction 
criteria for soils at these sites. It is assumed that all soils were sampled and
121
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tested under conditions representing reasonable quality control programs 
which conform to the regulatory requirements.
The site number and hydraulic conductivity of the data are 
reproduced from the paper (Benson et al., 1998) and tabulated in Table A-2 in 
Appendix. Five different test methods were cited in Benson's paper for the 
hydraulic conductivity determinations. Only the 3-inch thin-wall tube 
hydraulic conductivity tests were used, since this is the most popular method 
used in the 74 sites. A summary of the descriptive statistics is shown on Table 
6.6. The distribution is a somewhat positively skewed and flat distribution. The 
histogram of the sample is presented in Figure 6.4.














Unlike the first database consisting of collected geometric means of 
hydraulic conductivity of several sites, a  second database consists of 123 
individual hydraulic conductivity tests from a  single landfill (STE. 1997). The 
fourth phase of North landfill expansion in Baton Rouge, Louisiana, consists of 
430,000 square feet (9.8 acres) of landfill space. The clay liner consists of three 
feet of re-compacted clay soils. An extensive quality control/assurance
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program was performed before and during the construction of the liner. The 
overall construction of the Phase 4 landfill occurred between M ay 1, 1997 and 
July 14, 1997. Actual clay liner placem ent occurred between M ay 7, 1997 and 
June 16, 1997 with minimum disruptions. Only four raining workdays were 
recorded during the construction period. Construction was temporarily 
suspended after the rain so that the moisture change in the liner soils during 
the construction could be minimized.
Based on the testing of the borrow soil, the characteristics of the clay 
soils (see Table 6.7) are quite similar, with the exception of one borrow 
material (Proctor curve 1 in Table 6.7). According to one m em ber of the 
quality control team , the soils are quite homogeneous with minimum inclusion 
of calcareous nodules. To ensure that the same materials were used for the 
actual liner, 123 classification tests w ere performed on the samples taken from 
in-placed com pacted material. They were found to be similar to the borrow 
materials tabulated in Table 6.7. All data from the material described as 
Proctor Curve No. 1 are excluded from the analyses to maintain the quality of 
the data.
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Figure 6.4 Distribution of Hydraulic Conductivities of Com pacted Soil 
Liners from National Database of 74 Landfill Sites
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Table 6.7 Classification Tests of Borrowed Soils
Proctor Passing Natural Maximum Optimum
Curve Atterberg Limits No. 200 Moisture Dry Moisture Classification









r 65 21 44 98.8 30.5 98.9 21.9 CH
2 49 20 29 98.5 21.2 107.1 18.2 CL
3 44 18 26 98.7 23.3 101.7 22.4 CL
4 43 19 24 96.9 21.4 109.3 16.2 CL
5 46 19 27 96.9 21.8 106.8 17.2 CL
6 43 20 23 98.7 22.1 108.2 17.4 CL
7 47 17 30 98.0 19.9 108.5 17.8 CL
8 40 19 21 98.1 20.7 106.1 18.5 CL
Maximum 49 20 30 98.7 23.3 109.3 22.4
Mean 47.1 19.1 28.0 98.1 22.6 105.8 18.7
Minimum 40 17 21 96.9 19.9 98.9 16.2
Stand.
Dev. 7.24 1.17 6.67 0.73 3.12 3.40 2.10
*: data not included in the analyses
The earthwork construction method is essentially the same throughout 
the construction process. The statistical summary of 1,044 field quality control 
tests is presented in Table 6.8. As can be seen, the standard deviation of the 
moisture content as compacted is only 1.4% and that of the density is 2.0 
pounds per cubic foot (pcf). These values are within the precision of the 
nuclear method (ASTM D2840) used to measure the moisture content and 
density. They indicate that the soils are compacted quite homogeneously. 
The field compaction process might not resemble the controlled environments 
in the laboratory. However, the d a ta  showed that the compaction was 
achieved using a  consistent method.
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-9.125 -8.875 -8.625 -8.375 -8.125 -7.875 -7.625 -7.375
Log(Hydraulic Conductivity)
Figure 6.5 Distribution of Hydraulic Conductivities of Compacted Soil Liners -  
Phase 4 of North Landfill in Baton Rouge, Louisiana
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Maximum 27.1 8.9 109.8 100.0 1.1
Mean 21.5 3.3 101.9 95.2 0.9
Minimum 18.2 0.0 95.5 89.2 0.7
Stand. Dev. 1.4 1.4 2.0 1.8 0.1
*: assume a specific gravity of 2.65
The summary statistics of the hydraulic conductivities are tabulated in
Table 6.9. The histogram of this database is shown on Figure 6.5. Again, the
distribution of the data is positively skewed and somewhat flatter than the
normal distribution.














Comparison was made between the lognormal distribution and finite 
Fourier distribution. Again, LMM did not converge for both sets of hydraulic
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conductivity data. All other methods were used to estimate the parameters 
for both lognormal and finite Fourier distributions. All data w ere logarithmically 
transformed.
In the case of lognormal distribution, MLE and MOM have the same 
estimator for the mean. The crestimator of the MOM is the unbiased standard 
deviation (population standard deviation) and the crestimator of the MLE is 
the biased standard deviation (sample standard deviation). Due to the large 
sample sizes (n=74 and 123), the estimators produced by methods of MLE and 
MOM are nearly identical.
The estimated parameters are tabulated in Tables 6.10 and 6.11. The 
graphic representation of the fitted results is shown on Figures 6.4 and 6.5 for 
national database and North Landfill, respectively.
Table 6.10 Estimated Parameters for Log-Normal and Finite Fourier Distributions
National Database
Estimated Parameters
Method Log-NormalDistribution Finite Fourier Distribution
Mean Std. Dev. X0 a L
MLE -7.80 0.508 -7.82 0.543 4.00
MOM -7.80 0.511 -7.81 0.586 3.75
LSQ -7.81 0.525 -7.81 0.526 4.00
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 6.11 B tim ated Parameters for Log-Normal and Finite Fourier Distributions
North Landfill
B tim ated Parameters
Method Log-NormalDistribution Finite Fourier Distribution
Mean Std. Dev. X0 <y L
MLE -8.32 0.418 -8.32 0.418 4.00
MOM -8.32 0.419 -8.33 0.473 3.54
LSQ -8.35 0.432 -8.35 0.432 4.00
Note that the parameters estimated are nearly identical for lognormal 
distribution and finite Fourier distribution when using LSQ. All methods yielded 
similar param eter values. The parameter L did not have an impact on the 
analyses or results as L was much greater than the range of the data. The 
estimated L values are near the initial guess of 4.
In order to compare the goodness-of-fit of the estimated parameters, 
the Kolmogorov-Smirnov and y} tests were performed. The test statistics are 
tabulated in Table 6.12. The values in the table are normalized squared 
deviations for y} tests and the maximum difference between the actual and 
predicted cumulative mass densities (d) for the Kolmogorov-Smirnov tests.
The critical values for the Kolmogorov-Smirnov test for a sample size of 
74 are 0.142, 0.158 and 0.189 at significance levels of 0.1, 0.05, and 0.01,
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Table 6.12 Goodness-of-Rt Test -  Hydraulic Conductivity
Distribution Method
Goodness-of-Rt Test
National Database North Landfill
K-S t K-S I 2
Normal
MLE 0.071 15.86 0.074 16.89
MOM 0.073 16.11 0.075 16.65
LSQ 0.066 14.52 0.046 15.59
Finite
Fourier
MLE 0.071 9.01 0.060 16.87
MOM 0.096 13.45 0.075 14.09
LSQ 0.066 14.52 0.046 15.89
respectively. The critical values for a sample size of 123 are 0.110, 0.123, and
0.147 for significance levels of 0.1, 0.05 and 0.01, respectively. The results from 
the Kolmogorov-Smirnov tests indicate that both normal and Finite Fourier 
distributions are reasonable distributions to model the d a ta .
The x2 test compares the degree of fit between an observed histogram 
and a  density function lumped into a corresponding discrete mass function. 
The critical value varies based on different groupings of the data. For the 
national database, the data  were lumped into 9 discrete increments. The 
grouping corresponded to 6  degrees of freedom for normal distribution and 5 
degrees of freedom for finite Fourier distribution. For sample from North Landfill, 
the data  were lumped into 8  discrete increments. The grouping corresponded 
to 5 degree of freedom for normal distribution and 4 degree of freedom for 
finite Fourier distribution. The critical values for 4, 5, and 6  degrees of freedom  
based on the x2 tests are tabulated below in Table 6.13.
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0 . 1 0 7.78 9.24 10.04
0.05 9.49 11.07 12.59
0 .0 1 13.28 15.09 16.81
The x2 test statistics indicate that finite Fourier distribution is a suitable 
model for the data from the national database when MLE is used as the 
estimator. The other estimators were rejected.
The null hypothesis of using the x2 test is that the distribution fits the 
data. It is possible to change the conclusions by rearranging the grouping of 
the density function in some cases. The conclusion of rejecting the null 
hypothesis remains the same after several trial groupings of the hydraulic 
conductivity data. Even though all x2 tests result in the rejection of the null 
hypothesis, the finite Fourier distribution produces smaller test statistic values, 
indicating a better fit than the traditionally used log-normal distribution.
6.3. USGS Water Quality Data
During the past 30 years, the U.S. Geological Survey (USGS) (1996) has 
operated two national stream water-quality networks, the Hydrologic 
Benchmark Network (HBN) and the National Stream Quality Accounting 
Network (NASQAN). In these networks, the USGS systematically monitors 
streams in watersheds throughout the United States to provide national and 
regional descriptions of stream water-quality conditions and trends and to 
improve our understanding of the effects of the natural environment and 
human activities on water quality. The HBN, consisting of 63 relatively small,
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minimally-disturbed watersheds, provides data for investigating naturally- 
induced changes in stream flow and w ater quality and the effects of airborne 
substances on water quality. NASQAN, consisting of 618 larger, more culturally- 
influenced watersheds, provides information for tracking water-quality 
conditions in major U.S. rivers and streams. The watersheds in both networks 
include a diverse set of climatic, physiographic, and cultural characteristics. 
Data from the networks have been used to describe geographic variations in 
water-quality concentrations, quantify water-quality trends, estimate rates of 
chemical flux from watersheds, and investigate relations of water quality to 
the natural environment and anthropogenic contaminant sources. The vast 
amount of water quality data provides an excellent opportunity for evaluating 
different probability distributions.
The water quality data from a monitoring station on the Mississippi River 
in north Baton Rouge was selected for this study. Due to the large amount of 
data, only the data collected between 1973 and 1978 were used. The data  
consist of readings of 24 water quality parameters. Not all parameters were 
measured a t the sampling events. Among them, DO, chloride, and SO4-2 are 
the most complete with only few  missing data. Therefore, these parameters 
were selected to evaluate FFD.
6.3.1 DO in the Mississippi River near St. Francisville
140 DO readings were available from 1973 to 1978. The descriptive 
statistics are tabulated below in Table 6.14. The histogram of this database is 
shown in Figure 6 .6 . Again, the distribution of the data  is positively skewed 
and somewhat flatter than the normal distribution.
132
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Comparison was made between the normal distribution and the finite
Fourier distribution. No attempts were made to use LMM. All other methods 
were used to estimate the parameters of both normal and Finite Fourier 
distributions.














In the case of normal distribution, MLE and MOM have the same 
estimator for the mean. The crestimator of the M OM  is the unbiased standard 
deviation (population standard deviation) and the crestimator of the MLE is 
the biased standard deviation (sample standard deviation). Due to the large 
sample sizes (n=140), the estimators produced by methods of MLE and MOM  
are nearly identical.
The estimated parameters are tabulated in Tables 6.15. The graphic 
presentation of the fitted results is shown on Figure 6 .6 .
133
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3 Observed  •— Normal-LSQ -----* -----Normal-MLE — X  —  Normal-MOM

















2 3 4 5 6 7 8 9 10 11 12 13
DO (mg/L)
Figure 6 . 6  Distribution of DO Concentration in the Mississippi River near St. 
Francisville, Louisiana from 1973 to 1978 (1: denotes the lower boundary for 
FFD-LSQ and FFD-MLE; 2: denotes the lower boundary for FFD-MOM)
134
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 6.15 Estimated Parameters for Normal and Finite Fourier Distributions 
Mississippi near St. Francisville, Louisiana (1973-1978)
Method
Btim ated Parameters
Normal Distribution Finite Fourier Distribution
X Std. Dev. xo O ’ L
MLE 8.51 1.576 8.49 1.971 7.00
MOM 8.51 1.587 8.55 2.236 8.09
LSQ 8.46 1.852 8.40 2 . 0 1 1 7.00
MLE and LSQ estimated xo values are smaller than the mean from the 
normal distribution indicating a positive skewed distribution which matches 
the summary statistics. The estimated a  values are greater than the standard 
deviations estimated for the normal distribution. The estimated L values are 
quite close to the range of the actual data . The combined effect is a 
positively skewed distribution that is flatter than the normal distribution as 
indicated by the descriptive statistics. It should be noted that the LSQ 
estimated normal distribution parameters are close to those estimated for FFD. 
In fact as can be seen from Figure 6 .6 , the shape of the LSQ estimated normal 
distribution is very close to the FFD distributions. LSQ and MLE overestimated 
FFD at the upper tail while they underestimated at the lower tail. MOM and 
MLE did not perform as well as LSQ in estimating parameters for the normal 
distribution. The LSQ-estimated normal distribution predicted the upper tail 
very well. However, it underestimated the lower tail.
The above observations can be summarized using the goodness-of-fit 
tests. The Kolmogorov-Smirnov and y} tests were used to evaluate the 
goodness-of-fit. The test statistics are tabulated in Table 6.16. The values in the
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table are normalized squared deviations for y} tests and maximum difference 
between the actual and predicted cumulative mass densities (d) for the 
Kolmogorov-Smirnov tests.
The critical values for a sample size of 140 are 0.103, 0.115, and 0.138 for 
significance levels of 0.1, 0.05 and 0.01, respectively. The results from the 
Kolmogorov-Smirnov tests indicate that both normal and finite Fourier 
distributions are acceptable distributions to model the data a t a significance 
level of 0.05.










MOM 0.115 1 1 .2 1
LSQ 0.081 4.55
X2 test compares the degree of fit between an observed histogram and  
a density function lumped into a  corresponding discrete mass function. The 
critical value varies based on different groupings of data. The data were 
lumped into 8  discrete increments. The grouping corresponded to 5 degrees 
of freedom for the normal distribution and 4 degrees of freedom for the finite 
Fourier distribution. The critical values for 4 and 5 degrees of freedom based 
on the x2 tests are tabulated beiow in Table 6.17.
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0 . 1 0 7.78 9.24
0.05 9.49 11.07
0 .0 1 13.28 15.09
The x2 test statistics lead to a  different conclusion from the Kolmogorov- 
Smirnov tests. The x2 test rejects M O M  and MLE for normal distribution and only 
rejects MOM for FFD distribution a t a significance level of 0.05. It should be 
noted that the x2 test statistics of the FFD are much smaller than those of the 
LSQ for normal distribution, indicating a better fit of using FFD than the normal 
distribution.
6.3.2 SO4 concentration in the Mississippi River near St. Francisville
One hundred thirty eight (138) SO4 concentration values were reported 
between 1973 and 1978. The descriptive statistics are tabulated below in 
Table 6.18. The histogram of this database is shown on Figure 6.7. The 
distribution of the data is positively skewed and has somewhat higher peak 
than the normal distribution. The higher peak is affected by the concentrated 
values between 35 and 40.
Comparisons were made between the normal distribution and finite 
Fourier distribution. Again, LMM was not used. All other methods were used to 
estimate the parameters for both normal and finite Fourier distributions.
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Rgure 6.7 Distribution of SO4 Concentration in Mississippi River near St. 
Francisville, Louisiana from 1973 to 1978 (1: represents the lower boundary of 
FFD-LSQ and FFD-MLE; 2: represents the lower boundary of FFD-MOM)
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The estimated parameters are tabulated In Tables 6.19. A graphic
presentation of the fitted results is shown on Figure 6.7.
Table 6.19 Estimated Parameters for Normal and Finite Fourier Distributions 
Mississippi near St. Francisville, Louisiana (1973-1978)
Method
Estimated Parameters
Normal Distribution Finite Fourier Distribution
X Std. Dev. XO a L
MLE 45.59 11.24 45.44 14.01 59.00
MOM 45.59 11.24 43.51 12.77 78.52
LSQ 45.59 11.17 43.17 11.62 90.00
MLE- and LSQ-estimated xo values are smaller than the mean from the 
normal distribution indicating a  positively skewed distribution. The estimated a  
values are greater than the standard deviations estimated for the normal 
distribution indicating a  flatter distribution than the normal distribution. The 
estimated L values for FFD are quite variable. Consequently, the shapes of FFD 
vary from one method to another. The three methods yielded nearly identical
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parameter values for the normal distribution. All methods significantly under 
predict the upper tail (lower values) of the normal distribution (see Figure 6.7). 
LSQ and MLE overestimate FFD a t the upper tail while matching closely a t the 
lower tail.
The above observations can be summarized by using the goodness-of- 
fit tests. Again, both the Kolmogorov-Smirnov and x2 tests were used to 
evaluate the goodness-of-fit. The test statistics are tabulated in Table 6.20.
The critical values for a sample size of 138 are 0.104, 0.116, and 0.139 for 
significance levels of 0.1, 0.05 and 0.01, respectively. The results from the 
Kolmogorov-Smirnov tests indicate that only FFD can be used to model the 
data using a significance level of 0.05. The normal distribution is not suitable 
for modeling this set of SO4 concentration data.













The data were lumped into 13 discrete increments to test their 
goodness-of-fit using x2 test. The grouping corresponded to 10 degrees of 
freedom for normal distribution and 9 degrees of freedom for FFD. The critical
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values for 10 and 9 degrees of freedom based on the x2 tests are tabulated  
below In Table 6.21.
Table 6.21 Critical Values for g  Tests
Significance Level Degree of Freedom
9 1 0
0 . 1 0 14.68 15.99
0.05 16.92 18.31
0 .0 1 21.67 23.21
The x2 test statistics show a similar conclusion as the Kolmogorov- 
Smirnov test. The x2 tests reject all methods for normal distribution and only 
reject MOM used for FFD based on a significance level of 0.05. The test 
statistics of MLE and LSQ for FFD are much lower than the critical values for the 
test indicating a  higher degree of fit.
6.4 Pore Size Distribution of C om pacted Clays
For quality control purpose, a standard compaction procedure is used 
in the laboratory to measure the degree of compaction in the field. The 
standard procedure is called Proctor test. The procedure uses the same 
compaction effort to com pact the soils at different moisture contents. The 
resulting dry density is typically low when the soils are dry. The density 
increases with increasing moisture content of the soils. After the moisture 
content reaches a  certain value termed optimum moisture content, the dry 
density reaches the maximum. The dry density decreases with increasing 
moisture content. The dry density and optimum moisture content vary with 
different compaction energies. At the maximum dry density, the total void
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space in the soils is the smallest. This compaction characteristics affect many 
soil properties.
Acar and Olivieri (1989) studied the effect of saturation of com pacfed  
kaolinite, Ca-Montmorillonite, and Na-Montmorillonite clays. They found that 
there is a  significant difference in the fabric between the soils com pacted at 
dry of the optimum and the soils com pacted a t w et of optimum. Samples 
compacted dry of optimum moisture contents showed development of 
edge-to-face flocculated fabric under scanning electron microscope. The 
samples com pacted a t w et of optimum showed a smoother surface and a 
dominantly face-to-face dispersed fabric. The pore sizes are typically greater 
fora flocculated clay soil than those of a dispersed clay soil.
They also observed that the pore diameters for compacted samples 
regardless of the moisture content at the compaction ranged from about 0 .0 1  
to 10 microns. The pore size frequency distribution in a compacted clay was 
unimodal at wet of optimum water content and bimodal at dry of optimum 
water content. Studying the compaction effect on the pore sizes, they 
observed a trend of decreasing pore sizes with increasing compaction effort.
The bimodal distribution shapes of the com pacted clays in Acar and 
Olivieri’s study offer a chance to evaluate the two-component FFD. It should 
be noted that in their study, the plots of fhe pore size distributions were based 
on varying bin sizes (pore size interval). The effect of the varying bin sizes is 
that the shapes of the distributions are distorted. Fortunately, the distortion is 
not significant enough to change the conclusions of the paper.
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Three different pore size distributions from Acar and Olivieri’s paper 
were selected for this study. The distribution shapes range from near unimodal 
to strong bimodal shapes. These pore size distributions were determined from 
samples prepared by Proctor compaction tests. The first two cases came from 
samples com pacted at a moisture content wet of optimum. The compaction 
energies used were 1 0  blows and 2 0  blows per lift for case 1 and 2 , 
respectively. The third case of the pore size distribution studied herein is from a  
sample com pacted dry of optimum. The compaction energy used was not 
specified in the paper for this case.
Figures 6 . 8  through 6.10 present the logarithmically transformed 
histograms. The first two sets of data represent the pore size distributions of a  
kaolinite clay compacted at a moisture content wet of optimum. They have 
one dominant peak near a pore size of 0.06 mm. In addition to the high peak, 
the pore size distribution also contains a very small peak a t the pore diameter 
of approximately 1 mm. The dry of optimum case contains two high peaks, 
one a t a  pore size of near 0 . 2  mm and the other one a t a pore size of near 
8 mm.
The first two cases are positively skewed with only a very small peak at 
the upper tail and a much stronger peak at the lower tail. The third case is also 
a positively skewed distribution with two equally strong peaks. The descriptive 
statistics of the logarithmic transformed data are presented in Table 6.22.
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Table 6.22 Descriptive Statistics of Logarithmically Transformed Pore











Mean -0.936 -1.014 -0.509
Standard Error 0.035 0.026 0 . 0 2 0
Median -1.155 -1.097 -0.523
Mode -1.155 -1.1549 -0.699
Standard Deviation 0.618 0.479 0.355
Sample Variance 0.382 0.230 0.126
Coeff. of Excess 0.504 1.506 0 . 8 8 8
Skewness 0.951 1 . 0 2 0 0.674
Range 2.942 2.891 1.903
Minimum -2.097 -2.046 -1.301
Maximum 0.845 0.845 0.602
Sum -293.08 -337.81 -159.44
Since the second peak of the two w et of optimum cases is very small, 
these sets of data  were modeled using lognormal distribution and FFD as well 
as the two-component FFD for the purpose of comparison. The only 
reasonable model for the dry of optimum case is the two-component FFD. The 
results of the first two cases using normal and FFD distributions are shown in 
Table 6.23. Table 6.24 presents the results of the two-component FFD 
distribution. The resulting parameters for dry of optimum cases are presented 
in Table 6.25. Note that not all methods converged. Only those which 
produced results are presented. LSQ was the only method used to estimate 
the two-component FFD due to the more efficient computing time required. 
Note that the distribution parameters are estimated based on logarithmic 
transformed data.
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Table 6.23 Estimated Parameters for Logarithmically Transformed Pore Size 
_________________ Distributions -  W et of Optimum____________________
Method
1 0  blows per lift, wet of optimum
Normal Distribution Finite Fourier Distribution
Mean Std. Dev. Xo cr L
MLE -0.94 0.617 - - -
MOM -0.94 0.618 - - -
LSQ -1.13 0.358 -1.13 0.358 3.67
Method
2 0  blows per lift, wet of optimum
Normal Distribution Finite Fourier Distribution
Mean Std. Dev. X0 cr L
MLE - 1 .0 1 0.478 - - -
MOM - 1 .0 1 0.479 - - -
LSQ -1.14 0.285 -1.14 0.286 3.67
Table 6.24 Estimated Two-Component FFD Parameters for Logarithmically 
Transformed Pore Size Distribution -  Wet of Optimum
Method
1 0  blows per lift, wet of optimum
x , *2 cr, cr2 a L
LSQ -1.24 -0.13 0.179 0.327 0.75 3.67
Method
2 0  blows per lift, wet of optimum
x , x2 cr. cr2 a L
LSQ - 1 .2 1 -0.31 0.23 0.400 0.80 3.67
Table 6.25 Estimated Two-Component FFD Parameters for
Logarithmically Transformed Pore Size Distribution -  Dry of Optimum
x , .t. cr, cr2 a L
LSQ -0.61 0.90 0.33 0.195 0.50 2.91
MLE and MOM. as expected, estimated almost identical parameter 
values for both wet-of-optimum cases. The results, however, do not fit the 
data very well (see Figures 6 . 8  and 6.9). LSQ on the other hand fit the data  
much better than the fit using MLE and MOM. The smaller mean values
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indicate a  positive skewed-distribution and the smaller standard deviations 
reflect a higher peak. The estimated parameters for FFD are almost identical 
to those estimated for the Normal distribution. The actual shapes differ 
somewhat due to the boundary conditions.
Intuitively, the higher the compaction energy used in preparation of 
the samples the smaller the pore size that would result. This is confirmed by the 
reduction of the mean pore sizes with the increasing compaction blows per 
layer. The logarithmic mean pore size decreases from -0.94 (0.11 mm) to -
1.01 (0.1 mm) using MLE and MOM estimated parameters. It decreases from -  
1.13 (0.074 mm) to -1.14 (0.072 mm) using the compaction energies of 10 
blows per layer and 20 blows per layer using LSQ. MOM and MLE showed a 
much more significant decrease of the mean pore size than that of LSQ. 
Observations of the histogram showed only a slight decrease. Thus, LSQ 
appeared to predict the trend more closely to the real data than MOM and 
MLE.
All three methods showed a  significant reduction of standard deviation 
value with increasing compaction effort indicating that the pores tend to be 
distributed within a smaller range of sizes. The histograms presented in Figures 
6.7 and 6 . 8  confirmed this observation.
A lot more information can be inferred from the two-component FFD 
than the one-component FFD or normal distribution. The or parameter is for the
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Figure 6.8 Pore Size Distribution of a Laboratory Compacted Kaolinite (Wet of
Optimum at 10 blows per layer)
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Figure 6.10 Pore Size Distribution of a  Com pacted Clay (Dry of Optimum)
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determination of the relative contribution from each peak. This proportion 
increases with increasing compaction energy and wetness as shown in the 
examples of this study. For the wet-of-optimum cases using a compaction 
effort of 10 blows per layer, the peak at the left tail contains about 75 percent 
of the total pores. The proportion increases to 80 percent for the 20 blows per 
layer sample. The pore size of the peak at the lower tail was not affected by 
the compaction energy as evident by xi values of -1.24 and -1.21 (0.058 mm 
and 0.061 mm). These two values are almost the same. The slight increase 
was due to the compaction of the larger pores to smaller pores. Thus, the 
mean value was shifted slightly. The mean pore size of the peak at the upper 
tail decreased from -0.13 to -0.31 (1.35 mm to 0.74 mm). The decrease is more 
significant. Both a  parameters are smaller than the 10 blows per layer sample. 
It can be inferred that the larger pores become smaller with increasing 
compaction effort. Some of the intermediate pore sizes were compacted to 
the smaller pore sizes resulting in the redistribution of the pores. Combining the 
above observations, the following conclusions can be m ade:
• Compaction energy reduces the frequency of the larger pore sizes.
• The larger pores are macropores and are the result of the 
compaction of the large clods.
• The small pore sizes are due to the dispersed soil structure and 
cannot be reduced by a  simple compaction effort.
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• Large compaction effort m ay eventually produce a unimodal pore 
size distribution.
The above paragraphs provide the discussion of the effect of 
compaction energy on pore size distribution. The following paragraphs 
present the effect of molding moisture content on pore size distributions.
The molding moisture contents have a significant im pact on the fabric 
of the clayey soils, thus affecting strength, hydraulic conductivity, swelling 
properties (Lambe, 1958). Soils com pacted at a moisture content dry of 
optimum produced a flocculated structure. Due to the flocculated structure, 
the pore sizes are large and the hydraulic conductivity is large. Due to the 
edge-to-edge contact among the soil particles, the strength is also high. The 
dry-of-optimum sample also has a high potential to swell.
For samples compacted at a moisture content w et of optimum, the soil 
structure is dispersed. Because of the dispersed structure, the pore sizes are 
smaller and the hydraulic conductivity is lower. The soil particles are stacked 
face to face in the case of the dispersed soil structure. The stacked particles 
provide some easy shearing surfaces. Therefore, the strength is low. The 
ability for the wet-of-optimum samples to absorb water is low and therefore, 
the swelling potential is low.
Figure 5.10 shows a typical pore size distribution curve of a sample 
compacted dry of optimum. The major difference between the dry-of- 
optimum samples and the wet-of-optimum samples is the proportion of the 
pore sizes. The estimated a  parameter using LSQ is 0.5 (Table 6.25) indicating 
that approximately half of the pores were from the smaller pores and the
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other half of the pores were from the larger pores. Both x parameters are also 
larger than the w et of optimum cases. It can be inferred that the smaller 
peak is controlled by the soil structure. For dry-of-optimum samples, the pore 
size of the lower peak is greater than that of the wet-of-optimum samples. This 
is due to the flocculated soils having larger pores than the dispersed soils. The 
flatter peak of the small pore sizes may also be because the pores in a 
flocculated soil structure are less uniform in sizes. The larger pores in the upper 
tail are macropores and are the consequence of the compaction energy.
The Kolmogorov-Smirnov goodness-of-fit tests were performed for pore 
size distributions. Their results are tabulated in Table 6.26.
The two-component FFD performed significantly better than both FFD 
and normal distribution on the goodness-of-fit tests. LSQ outperformed MOM  
and MLE in evaluating the parameters of the normal distribution. For a 
significance level of 0.1, the critical values of the Kolmogorov-Smimov tests for 
the three respective cases are 0.069,0.067, and 0.050 in the order tabulated in 
Table 6-26. A bar chart showing the tabulated values are presented 
graphically in Figure 6.11. K-S tests accept only the two-component FFD as a 
reasonable distribution model and reject the FFD and normal distribution for all 
three cases studied. This study clearly demonstrates that the two-component 
FFD is a  much better model to study the pore size distributions.
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Table 6.26 Goodness-of-Fit Test -  Pore Size Distributions
Sample Distribution Method K-S Test Statistics
10 Blows per layer -  






Finite Fourier LSQ 0.182
Two-Component 
Finite Fourier LSQ 0.064
20 Blows per layer -  






Finite Fourier LSQ 0.136
Two-Component 
Finite Fourier LSQ 0.063
Dry of Optimum  
(Case 3)
Two-Component 
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Figure 6.11 K-S Test Statistics for Pore Size Distributions (2FFD denotes Two-
Component FFD)
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In this study, a  new three-parameter probability distribution termed 
finite Fourier distribution was proposed. This distribution was developed from 
an one-dimensional diffusion equation. This distribution may have many 
different shapes bounded by both boundaries. It can be easily expanded to 
include only one bounded boundary.
Monte Carlo simulation technique was used to evaluate four 
parameter estimation methods. Four sample sizes and various combinations 
of parameters were used in the Monte Carlo experiments. The methods LMM 
and LSQ were found to be the better methods among the methods used. 
However, LMM did not converge in several of the cases studied due to the 
numerical difficulty from the inversion of the density function. The method of 
choice based on the Monte Carlo experiments is LSQ.
The Finite Fourier distribution was then compared to the traditional 
distributions using four sets of real data. LMM did not converge in most of the 
cases. Only MOM, MLE and LSQ were successful in providing estimates of 
parameters. Based on the Kolmogorov-Smirnov test, both normal and finite 
Fourier distributions were suitable to model the DO concentration data  from 
an artificially circulated lake. The x2 tests indicated that neither normal nor 
finite Fourier distributions were suitable to model both DO samples. However, 
the test statistics indicated that finite Fourier distribution fit the skewed DO 
data better than did the normal distribution. The difference in fit lies in that
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the Kolmogorov-Smirnov test uses continuous data  and the x2 test uses 
discretized data. For continuous distribution data , the Kolmogorov-Smirnov 
test is preferred.
Finite Fourier distribution and log-normal distribution were also used to fit 
two sets of hydraulic conductivity data. One set of the data cam e from a  
collection of geometric means of hydraulic conductivity from 74 landfills 
throughout the nation having various types of clays. The other set of hydraulic 
conductivity data cam e from a  single landfill. The studied soils are very 
homogeneous with a very narrow range of variation in properties.
Again, the Kolmogorov-Smirnov tests indicated both finite Fourier and 
log-normal distributions fit the data  quite well. On the other hand, the x2 tests 
showed that only the finite Fourier distribution using MLE was suitable to fit the 
data  from 74 landfills.
Based on the test statistics, MLE appears to fit the real d a ta  slightly 
better than MOM and LSQ. However, with the exception of the use of MLE for 
hydraulic conductivity for the national database, all parameter estimation 
techniques yielded similar results for the real data.
The above databases cam e from artificially modified DO and hydraulic 
conductivity. The finite Fourier distribution was used to model the DO and SO4 
concentrations of the Mississippi River near St. Francisville, Louisiana. It was 
found that both normal and FFD fit the DO da ta  adequately. The FFD fitted 
the SO4 data  much better than normal distribution. In fact, K-S goodness-of- 
test rejects the use of normal distribution for the set of data used.
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Most interestingly, excellent fit was found using the two-component FFD 
to model the pore size distributions of laboratory com pacted clay soils. The 
results indicate that the two-component FFD not only fit the data very well but 
also provides a  tool in studying the soil fabric change due to the change of 
compaction conditions.
7.2 Recommendations
Based on this study, three problems are identified from estimating the 
parameters of the finite Fourier distribution. First, the computing time required 
to obtain parameters for the finite Fourier distribution is much higher than the 
computing time required for the traditional distributions regardless of the 
parameter estimation methods used.
Secondly, based on the Monte Carlo experiments, LMM appears to be  
the least biased method for estimating parameters. However, this method 
suffers from some numerical problems when it is applied to the finite Fourier 
distribution. Frequently, it does not converge.
Thirdly, the goodness-of-fit tests show that normal or lognormal 
distributions can be used for most of the cases studied. However, the finite 
Fourier distribution offers an excellent alternative for those data  that can not 
be modeled with the traditional distributions.
Lastly, the two-component FFD is very useful in modeling bimodal 
distributed d a ta . For the cases studied in this manuscript, it also offered the 
possibility to study the changes of the soil structure using pore size distributions.
The following recommendations are made to address the conclusions 
mentioned above.
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1. There is a  need of developing an approximate technique to inverse 
the finite Fourier distribution using polynomials similar to the method 
used by Hosking (1998). He developed polynomial approximations 
for the inversion of the log-normal distribution, Pearson type III 
distribution, and Wakeby distribution. This can accomplish two 
goals. Firstly, it can reduce the computation time requirement. 
Additionally, it can reduce the numerical difficulty in finding the 
inverse distribution.
2. It will be very helpful to simplify the distribution function to improve 
the convergence. The bulk of the computation time is for the 
addition of the great many of the terms required for the pdf. 
Simplification or approximation using polynomial fit would improve 
the computation efficiency greatly.
3. In theory, the Finite Fourier distribution should be able to fit many 
samples. However, it was found that the existing distributions fit most 
of the data  very well. On special occasion, the FFD excels in 
modeling certain data. Further efforts are needed to identify more 
applicable data.
4. Two-component FFD offers a great tool in studying bimodal data. 
The only drawback is, again, the tremendous computing time 
requirement. Once an approximate method of inversion is 
developed, a Monte Carlo study can be performed to evaluate the 
different parameter estimation methods.
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5. Hypothesis testing is an important part of a  probability distribution. 
Further research into this area will improve the usability of the FFD.
6. Due to the constraint of instrumentation, most environmental data  
are “censored", i.e., bounded by the detection limits. It may be 
advantageous to use the FFD for these censored environmental 
data. Future study in this area will increase the usability of the FFD.
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88 5 4 0 13.0 12.7 90 8 10 0 2232 10.1
88 6 2 0 9.9 9.0 90 8 14 0 23.9 12.2
88 6 29 0 21.4 7.7 90 8 17 0 24.8 16.0
88 7 22 0 24.7 9.8 90 8 21 0 21.5 9.8
88 8 16 0 26.1 8.1 90 8 24 0 22.8 15.4
88 9 9 0 20.1 13.8 90 8 28 0 23.6 13.2
89 6 19 0 19.1 7.8 90 8 31 0 23.9 8.3
89 7 9 0 24.8 9.4 90 9 4 0 22.8 9.3
89 7 17 0 24.0 13.4 90 9 7 0 21.8 8.5
89 8 1 0 23.8 11.3 90 9 11 0 24.6 11.5
89 8 4 0 24.0 10.2 90 9 14 0 22.2 12.5
89 8 9 0 23.3 8.0 90 9 18 0 19.0 7.0
89 8 14 0 23.2 8.6 90 10 2 0 15.2 8.8
89 8 22 0 22.5 8.6 90 10 16 0 16.0 10.8
89 8 30 0 21.6 8.4 91 5 22 0 21.3 13.0
89 9 13 0 22.5 12.2 91 5 31 0 24.2 8.3
89 9 27 0 16.5 8.4 91 6 3 0 23.0 8.5
90 5 1 0 20.2 10.6 91 6 17 0 22.5 8.7
90 5 9 0 16.0 10.2 91 7 1 0 23.9 7.8
90 5 15 0 16.4 11.8 91 7 8 0 23.5 8.0
90 5 21 0 13.0 10.4 91 7 15 0 23.9 9.5
90 5 23 0 12.5 10.6 91 7 22 0 25.5 10.4
90 5 25 0 14.6 10.2 91 7 29 0 24.0 9.4
90 5 29 0 16.0 10.8 91 8 5 0 23.2 10.0
90 5 31 0 15.3 10.6 91 8 12 0 722. 6.1
90 6 3 0 19.8 10.6 91 8 19 0 23.1 10.5
90 6 5 0 17.0 10.1 91 8 26 0 23.1 9.4
90 6 7 0 17.0 9.9 91 9 4 0 21.8 5.5
90 6 12 0 18.3 10.8 91 9 9 0 22.5 6.5
90 6 15 0 20.8 9.4 91 9 17 0 21.9 8.4
90 6 18 0 22.0 9.1 91 9 24 0 18.8 6.0
90 6 22 0 23.0 9.4 91 10 1 0 15.8 8.2
90 6 26 0 212 9.5 91 10 8 0 15.3 9.5
90 6 29 0 22.0 9.1 91 10 22 0 11.8 9.6
90 7 3 0 21.6 8-9 92 5 13 0 19.1 11.4
90 7 6 0 21.9 9.2 92 5 20 0 18.7 11.4
90 7 10 0 22.3 9.9 92 5 28 0 17.7 11.9
90 7 17 0 23.0 9.0 92 6 3 0 18.0 10.1
90 7 24 0 24.7 9.2 92 6 9 0 20.7 9.6
90 7 27 0 25.8 8.8 92 6 17 0 21.5 11.0
90 7 31 0 24.9 8.6 92 6 24 0 18.7 9.1
90 8 3 0 25.2 7.6 92 6 30 0 20.9 9.8
90 8 7 0 24.1 8.1 92 7 7 0 21.6 .
92 7 14 0 21.8 9.5 89 7 17 1 23.3 10.6
92 7 21 0 22.4 9.9 89 8 1 1 23.2 10.0
92 7 28 0 21.1 8.6 89 8 4 1 23.9 10.6
92 8 4 0 21.6 12.9 89 8 9 1 22.5 8.2
92 8 11 0 22.0 11.4 89 8 14 1 22.0 8.8
92 8 18 0 21.9 8.8 89 8 22 1 22.5 8.6
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92 8 25 0 21.5 13.0 89 8 30 l 21.5 8.2
92 9 1 0 20.2 10.6 89 9 13 1 21.1 11.7
92 9 9 0 21.6 10.0 89 9 27 l 16.5 6.8
92 9 15 0 20.5 7.3 90 5 1 1 19.0 11.7
92 9 22 0 19.5 8.5 90 5 9 l 15.8 10.3
92 9 28 0 17.2 9.0 90 5 15 l 15.0 12.0
92 10 5 0 14.3 9.0 90 5 21 1 13.0 10.6
92 10 13 0 13.2 10.6 90 5 23 l 12.2 10.6
93 5 19 0 16.7 12.4 90 5 25 l 13.2 10.1
93 5 27 0 16.4 10.2 90 5 29 l 15.8 10.8
93 6 3 0 16.8 11.0 90 5 31 l 15.0 10.8
93 6 9 0 18.6 9.9 90 6 3 1 17.6 10.7
93 6 14 0 20.8 10.0 90 6 5 1 16.6 10.2
93 6 22 0 22.6 9.3 90 6 7 l 16.9 9.8
93 6 28 0 23.9 13.5 90 6 12 l 17.6 10.8
93 7 5 0 24.7 8.1 90 6 15 l 18.8 8.9
93 7 14 0 26.1 9.2 90 6 18 l 21.0 9.1
93 7 23 0 22.8 8.9 90 6 22 l 20.8 9.6
93 7 29 0 24.0 14.2 90 6 26 1 20.6 9.5
93 8 4 0 24.0 11.8 90 6 29 1 21.3 9.1
93 8 12 0 22.8 11.6 90 7 3 l 21.1 8.6
93 8 17 0 22.9 10.6 90 7 6 l 21.9 9.1
93 8 23 0 22.7 10.2 90 7 10 1 21.8 9.4
93 8 31 0 24.8 13.5 90 17 l 22.2 8.8
93 9 9 0 21.8 8.0 90 7 24 l 24.0 8.9
93 9 14 0 20.9 9.0 90 7 27 1 24.8 9.1
93 9 22 0 17.4 6.0 90 7 31 l 24.8 8.4
93 9 28 0 15.7 7.7 90 8 3 l 24.4 722
93 10 6 0 13.5 9.5 90 8 7 l 23.3 7.8
93 10 15 0 12.0 922 90 8 10 1 21.9 9.0
88 5 4 1 9.9 12.0 90 8 14 l 22.0 12.0
88 6 2 1 9.7 8.8 90 8 17 l 22.0 12.3
88 6 29 1 21.5 7.8 90 8 21 l 21.4 8.4
88 7 22 1 24.7 9.8 90 8 24 l 21.0 11.0
88 8 16 1 26.0 7.8 90 8 28 l 21.8 10.0
88 9 9 1 18.5 14.1 90 8 31 l 22.0 8.4
89 6 19 1 18.5 8.2 90 9 4 l 21.8 8.1
90 9 7 1 21.7 8.3 92 9 9 1 20.4 9.8
90 9 11 1 20.9 11.5 92 9 15 l 19.8 7.1
90 9 14 1 21.3 12.8 92 9 22 1 19.4 822
90 9 18 1 19.0 7.0 92 9 28 l 17.1 8.9
90 10 2 1 15.2 8.9 92 10 5 l 14.3 8.7
90 10 16 16.0 10.6 92 10 13 l 13.3 11.1
91 5 22 1 20.0 13.2 93 5 19 l 16.7 1222
91 5 31 1 24.0 8.3 93 5 27 1 16.2 10.7
91 6 3 1 22.0 8.0 93 6 3 1 16.2 11.5
91 6 17 1 22.1 8.6 93 6 9 1 17.6 10.2
91 7 1 1 23.8 7.8 93 6 14 1 20.3 10.3
91 7 8 1 23.2 7.8 93 6 22 1 22.4 9.2
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91 7 15 1 23.0 10.0 93 6 28 1 23.2 13.5
91 7 22 1 24.8 11.0 93 7 5 1 23.9 8.5
91 7 29 1 23.8 9.1 93 7 14 l 25.9 9.5
91 8 5 1 23.2 10.0 93 7 23 1 22.8 8.8
91 8 12 1 21.9 5.8 93 7 29 l 23.7 14.0
91 8 19 1 23.1 10.0 93 8 4 1 23.7 11.6
91 8 26 1 22.4 8.7 93 8 12 l 22.6 11.3
91 9 4 1 21.8 5.3 93 8 17 1 23.0 10.6
91 9 9 1 21.5 6.2 93 8 23 l 22.0 9.0
91 9 17 I 21.4 7.2 93 8 31 1 24.2 13.7
91 9 24 1 18.4 5.8 93 9 9 1 21.4 7.5
91 10 I l 15.5 7.9 93 9 14 1 20.2 8.6
91 10 8 1 15.2 9.4 93 9 22 1 17.3 5.8
91 10 22 1 11.6 9.6 93 9 28 1 15.8 7.6
92 5 13 1 18.2 11.9 93 10 6 1 13.3 9.4
92 5 20 1 17.8 11.5 93 10 15 1 11.7 9.2
92 5 28 1 16.6 12.3 88 5 4 2 9.1 12.1
92 6 3 1 17.0 10.2 88 6 2 2 9.6 9.0
92 6 9 1 19.8 9.7 88 6 29 2 21.0 7.9
92 6 17 1 20.9 11.1 88 7 22 2 24.6 9.8
92 6 24 1 18.4 8.9 88 8 16 2 25.5 7.1
92 6 30 1 20.7 10.0 88 9 9 2 18.2 12.2
92 7 7 1 21.0 . 89 6 19 2 17.2 8.0
92 7 14 I 21.7 9.5 89 7 9 2 23.2 9.4
92 7 21 1 22.4 10.0 89 7 17 2 22.8 10.0
92 7 28 1 21.1 8.5 89 8 1 2 22.8 4.2
92 8 4 1 21H 12.4 89 8 4 2 23.7 10.4
92 8 11 I 21.1 11.0 89 8 9 2 22.1 7.8
92 8 18 1 20.3 8.8 89 8 14 2 21.7 5.2
92 8 25 1 21.1 12.4 89 8 22 2 22.1 8.0
92 9 1 1 20.2 10.1 89 8 30 2 21.2 8.5
89 9 13 2 21.0 10.0 91 5 31 2 23.6 8.1
89 9 27 2 16.5 6.5 91 6 3 2 21.9 7.6
90 5 1 2 18.3 11.5 91 6 17 2 21.8 7.9
90 5 9 2 15.4 10.5 91 7 1 2 23.4 7.9
90 5 15 2 14.3 10.5 91 7 8 2 22.9 7.0
90 5 21 2 13.0 10.6 91 7 15 2 22.6 9.5
90 5 23 2 10.8 10.4 91 7 22 2 24.5 9.7
90 5 25 2 12.2 10.2 91 7 29 2 23.7 8.1
90 5 29 2 15.0 10.8 91 8 5 2 23.1 9.6
90 5 31 2 14.8 10.7 91 8 12 2 21.9 5.6
90 6 3 2 16.8 10.4 91 8 19 2 23.0 8.9
90 6 5 2 16.3 10.1 91 8 26 2 22.3 7.9
90 6 7 2 16.3 9.6 91 9 4 2 21.7 5.1
90 6 12 2 16.8 10.8 91 9 9 2 21.4 5.7
90 6 15 2 18.3 8.9 91 9 17 2 21.2 6.4
90 6 18 2 20.5 9.0 91 9 24 2 18.3 5.9
90 6 22 2 20.3 9.3 91 10 1 2 15.5 7.7
90 6 26 2 20.1 9.3 91 10 8 2 15.2 9.4
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90 6 29 2 20.9 8.9 91 10 22 2 11.5 9.5
90 7 3 2 20.4 8.3 92 5 13 2 17.0 12.8
90 7 6 2 21.8 8.6 92 5 20 2 17.3 11.5
90 7 10 2 21.3 8.9 92 5 28 2 16.5 12.1
90 7 17 2 21.8 8.3 92 6 3 2 17.0 10.2
90 7 24 2 23.7 8.5 92 6 9 2 19.2 9.4
90 7 27 2 24.0 8.4 92 6 17 2 20.6 11.2
90 7 31 2 24.8 8.2 92 6 24 2 18.3 9.0
90 8 3 2 24.0 7.3 92 6 30 2 19.6 9.8
90 8 7 2 23.0 7.1 92 7 7 2 20.5 .
90 8 10 2 21.8 8.4 92 7 14 2 21.5 8.9
90 8 14 2 21.5 9.5 92 7 21 2 22.1 9.0
90 8 17 2 21.7 10.8 92 7 28 2 21.1 8.1
90 8 21 2 21.4 8.6 92 8 4 2 20.8 10.0
90 8 24 2 20.8 9.3 92 8 11 2 20.8 9 2
90 8 28 2 21.6 9.1 92 8 18 2 19.9 7.7
90 8 31 2 21.6 7.4 92 8 25 2 20.4 9.6
90 9 4 2 21.5 7.7 92 9 1 2 20.2 9.6
90 9 7 2 21.6 7.4 92 9 9 2 20.1 8.3
90 9 11 2 20.5 8.1 92 9 15 2 19.6 6.6
90 9 14 2 20.9 10.0 92 9 22 2 19.3 7.7
90 9 18 2 19.0 6.9 92 9 28 2 17.0 8.7
90 10 2 2 15.2 8.7 92 10 5 2 14.4 8.8
90 10 16 2 15.9 10.5 92 10 13 2 13.3 11.3
91 5 22 2 19.8 13.4 93 5 19 2 16.8 12.2
93 5 27 2 16.0 10.6 90 5 29 3 14.6 10.7
93 6 3 2 15.9 12.0 90 5 31 3 14.6 10.5
93 6 9 2 16.0 10.1 90 6 3 3 16.3 10.4
93 6 14 2 20.0 10.2 90 6 5 3 16.1 10.1
93 6 22 2 22.3 9.1 90 6 7 3 16.2 9.6
93 6 28 2 22.9 13.5 90 6 12 3 16.6 10.7
93 7 5 2 23.6 8.4 90 6 15 3 17.9 8.8
93 7 14 2 25.8 9.5 90 6 18 3 19.8 8.8
93 7 23 2 22.9 8.7 90 6 22 3 20.0 8.6
93 7 29 2 23.2 14.0 90 6 26 3 20.0 9.2
93 8 4 2 23.3 10.0 90 6 29 3 20.7 8.7
93 8 12 2 22.3 10.5 90 7 3 3 20.2 8.0
93 8 17 2 23.0 10.5 90 7 6 3 21.5 8.3
93 8 23 2 21.8 7.7 90 7 10 3 21.1 8.3
93 8 31 2 23.9 11.0 90 7 17 3 21.7 7.9
93 9 9 2 21.3 7.1 90 7 24 3 23.5 8.0
93 9 14 2 20.0 7.2 90 7 27 3 23.8 8.1
93 9 22 2 17.3 5.7 90 7 31 3 24.7 7.3
93 9 28 2 15.9 7.4 90 8 3 3 23.8 7.0
93 10 6 2 13.2 9.4 90 8 7 3 22.7 7.3
93 10 15 2 11.4 9.4 90 8 10 3 21.8 8.3
88 5 4 3 9.0 11.4 90 8 14 3 21.3 9.4
88 6 2 3 9.5 8.9 90 8 17 3 21.6 10.0
88 6 29 3 20.9 7.9 90 8 21 3 21.4 8.5
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88 7 22 3 24.5 9.5 90 8 24 3 20.8 8.0
88 8 16 3 25.5 7.8 90 8 28 3 212 8.4
88 9 9 3 18.0 9.0 90 8 31 3 212 7.0
89 6 19 3 16.8 7.9 90 9 4 3 21.5 7.1
89 7 17 3 21.8 10.3 90 9 7 3 21.5 7.0
89 8 1 3 22.8 32. 90 9 11 3 20.3 8.1
89 8 4 3 23.0 8.3 90 9 14 3 20.8 9.1
89 8 9 3 22.0 7.8 90 9 18 3 18.9 6.6
89 8 14 3 21.7 4.0 90 10 2 3 15.2 8.6
89 8 22 3 22.0 7.6 90 10 16 3 15.8 10.5
89 8 30 3 21.2 7.8 91 5 22 3 19.8 13.4
89 9 13 3 21.0 10.2 91 5 31 3 22.1 8.0
89 9 27 3 16.5 6.2 91 6 3 3 21.8 7.5
90 5 1 3 17.0 11.0 91 6 17 3 21.6 7.7
90 5 9 3 14.8 10.4 91 7 1 3 23.3 7.7
90 5 15 3 13.6 10.8 91 7 8 3 22.9 6.8
90 5 21 3 13.0 10.6 91 7 15 3 22.5 9.4
90 5 23 3 10.5 10.4 91 7 22 3 24.1 8.8
90 5 25 3 12.0 10.0 91 7 29 3 23.7 8.1
91 8 5 3 23.1 9.6 93 7 23 3 22.8 8.5
91 8 12 3 21.8 5.6 93 7 29 3 22.7 12.9
91 8 19 3 22.8 7.6 93 8 4 3 23.2 10.3
91 8 26 3 22.2 7.3 93 8 12 3 22.0 7.9
91 9 4 3 21.7 5.1 93 8 17 3 22.9 10.2
91 9 9 3 21.3 5.3 93 8 23 3 21.8 7.9
91 9 17 3 20.9 5.1 93 8 31 3 23.3 7.5
91 9 24 3 18.3 5.8 93 9 9 3 21.2 7.0
91 10 1 3 15.5 7.8 93 9 14 3 19.7 4.8
91 10 8 3 15.2 9.4 93 9 22 3 17.6 5.6
91 10 22 3 11.5 9.5 93 9 28 3 15.9 7.3
92 5 13 3 14.9 12.5 93 10 6 3 13.2 9.4
92 5 20 3 16.9 11.8 93 10 15 3 11.3 9.0
92 5 28 3 16.4 12.0 88 5 4 4 8.7 10.0
92 6 3 3 16.9 10.2 88 6 2 4 9.5 8.9
92 6 9 3 18.8 9.1 88 6 29 4 20.8 7.8
92 6 17 3 20.5 11.2 88 7 22 4 24.0 7.5
92 6 24 3 18.1 9.0 88 8 16 4 24.8 0.6
92 6 30 3 19.3 9.9 88 9 9 4 17.9 8.1
92 7 7 3 20.3 . 89 6 19 4 16.0 7.9
92 7 14 3 21.4 8.4 89 7 9 4 21.0 9 2
92 7 21 3 22.1 8.5 89 7 17 4 22.0 7.8
92 7 28 3 21.1 8.0 89 8 1 4 22.2 2.7
92 8 4 3 20.6 9.1 89 8 4 4 22.5 6.6
92 8 11 3 20.7 8.9 89 8 9 4 21.9 7.1
92 8 18 3 19.8 7.5 89 8 14 4 21.5 3.6
92 8 25 3 20.3 9.5 89 8 22 4 22.0 6.4
92 9 I 3 20.1 9.3 89 8 30 4 21.0 6.4
92 9 9 3 19.9 7.4 89 9 13 4 21.0 9.4
92 9 15 3 19.4 6.1 89 9 27 4 16.5 5.9
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92 9 22 3 19.3 7.3 90 5 l 4 16.4 10.8
92 9 28 3 16.9 8.4 90 5 9 4 14.2 9.4
92 10 5 3 14.4 8.6 90 5 15 4 13.2 10.8
92 10 13 3 13.4 10.8 90 5 21 4 12.8 10.4
93 5 19 3 16.8 12.1 90 5 23 4 10.5 10.4
93 5 27 3 15.9 10.5 90 5 25 4 11.8 9.7
93 6 3 3 15.8 11.6 90 5 29 4 14.5 10.5
93 6 9 3 15.6 9.8 90 5 31 4 14.6 10.5
93 6 14 3 19.4 10.1 90 6 3 4 16.2 10.4
93 6 22 3 21.6 8.5 90 6 5 4 16.0 10.0
93 6 28 3 22.6 13.5 90 6 7 4 16.2 9.5
93 7 5 3 23.4 8.4 90 6 12 4 16.5 10.6
93 7 14 3 25.7 9.5 90 6 15 4 17.8 8.7
90 6 18 4 19.2 8.7 91 9 24 4 18.3 5.8
90 6 22 4 19.8 8.4 91 10 1 4 15.4 7.8
90 6 26 4 19.0 9.0 91 10 8 4 15.2 9.3
90 6 29 4 20.6 8.5 91 10 22 4 11.5 9.5
90 7 3 4 20.1 7.9 92 5 13 4 14.1 12.2
90 7 6 4 21.3 8.1 92 5 20 4 15.7 11.0
90 7 10 4 21.0 8.0 92 5 28 4 16.3 11.8
90 7 17 4 21.5 7.8 92 6 3 4 16.5 10.3
90 7 24 4 23.2 7.6 92 6 9 4 18.4 8.8
90 7 27 4 23.8 7.7 92 6 17 4 20.3 11.0
90 7 31 4 24.6 7.3 92 6 24 4 17.9 8.9
90 8 3 4 23.8 6.9 92 6 30 4 19.1 9.6
90 8 7 4 22.5 6.9 92 7 7 4 20.2 .
90 8 10 4 21.8 8.3 92 7 14 4 21.3 8.1
90 8 14 4 21.2 8.9 92 7 21 4 22.0 8.1
90 8 17 4 21.3 9.5 92 7 28 4 21.1 7.8
90 8 21 4 21.3 8.5 92 8 4 4 20.6 9.0
90 8 24 4 20.8 8.7 92 8 11 4 20.6 8.6
90 8 28 4 21.1 8.2 92 8 18 4 19.7 7.4
90 8 31 4 21.2 7.0 92 8 25 4 20.1 8.9
90 9 4 4 21.4 6.9 92 9 1 4 20.0 9.0
90 9 7 4 21.5 7.0 92 9 9 4 19.8 72
90 9 11 4 20.2 7.7 92 9 15 4 19.4 6.0
90 9 14 4 20.8 8.9 92 9 22 4 19.2 7.1
90 9 18 4 18.9 6.4 92 9 28 4 16.9 8.3
90 10 2 4 15.2 8.7 92 10 5 4 14.4 8.5
90 10 16 4 15.8 10.1 92 10 13 4 13.4 10.7
91 5 22 4 17.9 11.0 93 5 19 4 16.5 11.5
91 5 31 4 21.5 7.3 93 5 27 4 15.5 10.0
91 6 3 4 21.7 72. 93 6 3 4 15.7 11.7
91 6 17 4 21.6 7.7 93 6 9 4 15.4 9.8
91 7 I 4 23.3 7.6 93 6 14 4 17.9 9.8
91 7 8 4 22.8 6.7 93 6 22 4 20.2 92
91 7 15 4 22.4 9.0 93 6 28 4 21.6 12.5
91 7 22 4 24.0 8.3 93 7 5 4 22.5 8.3
91 7 29 4 23.7 7.0 93 7 14 4 25.6 9.4
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91 8 5 4 23.1 9.4 93 7 23 4 22.8 8.3
91 8 12 4 21.8 5.6 93 7 29 4 22.5 11.3
91 8 19 4 22.7 72. 93 8 4 4 23.0 9.5
91 8 26 4 22.2 7.4 93 8 12 4 21.5 5.3
91 9 4 4 21.7 5 2 93 8 17 4 22.0 6.1
91 9 9 4 21.3 5.1 93 8 23 4 21.7 7.5
91 9 17 4 20.8 4.7 93 8 31 4 22.0 4.7
93 9 9 4 21.2 7.1 90 7 24 5 23.0 7.1
93 9 14 4 19.6 4.5 90 7 27 5 23.6 7 2
93 9 22 4 17.6 5.6 90 7 31 5 24.5 7.0
93 9 28 4 16.0 7.3 90 8 3 5 23.6 6.6
93 10 6 4 13.2 9.4 90 8 7 5 22.5 6.7
93 10 15 4 i i ^ 9.6 90 8 10 5 21.7 8.0
88 5 4 5 8.4 8.4 90 8 14 5 21 i 8.6
88 6 2 5 9.0 8.9 90 8 17 5 21 i 9.3
88 6 29 5 20.2 7.9 90 8 21 5 21 i 8.4
88 7 22 5 22.5 8 2 90 8 24 5 20.7 8.4
88 8 16 5 24.0 0 2 90 8 28 5 21.1 8.2
88 9 9 5 17.8 7.6 90 8 31 5 21 i 7.0
89 6 19 5 15.7 8.0 90 9 4 5 21.3 6.9
89 7 17 5 21 i 5.6 90 9 7 5 21.4 6.8
89 8 1 5 22.0 2.6 90 9 11 5 20.1 7.4
89 8 4 5 22.3 6.6 90 9 14 5 20.7 8.5
89 8 9 5 21.9 6.9 90 9 18 5 18.9 6.4
89 8 14 5 21.3 2.6 90 10 2 5 15.2 8.7
89 8 22 5 21.9 5.4 90 10 16 5 15.8 10.0
89 8 30 5 21.0 6.0 91 5 22 5 16.9 8.8
89 9 13 5 20.2 7.1 91 5 31 5 19.8 8.5
89 9 27 5 16.5 5.4 91 6 3 5 21.6 7.1
90 5 1 5 15.6 10.2 91 6 17 5 21.4 7.6
90 5 9 5 14.0 8.7 91 7 1 5 23.2 7.5
90 5 15 5 13.0 10.6 91 7 8 5 22.7 6.5
90 5 21 5 12.7 10.2 91 7 15 5 22.4 8.8
90 5 23 5 10.5 10.6 91 7 22 5 23.9 8.3
90 5 25 5 11.8 9.9 91 7 29 5 23.6 6.9
90 5 29 5 14.3 10.6 91 8 5 5 23.1 9.4
90 5 31 5 14.5 10.3 91 8 12 5 21.8 5.6
90 6 3 5 15.9 10.3 91 8 19 5 22.6 6.9
90 6 5 5 16.0 10.0 91 8 26 5 22.2 7.4
90 6 7 5 16.2 9.6 91 9 4 5 21.7 5.2
90 6 12 5 16.4 10.6 91 9 9 5 21.3 5 2
90 6 15 5 17.6 8.6 91 9 17 5 20.7 4.7
90 6 18 5 18.7 8.5 91 9 24 5 18.3 5.8
90 6 22 5 19.7 8.1 91 10 I 5 15.4 7.8
90 6 26 5 19.9 8.7 91 10 8 5 15.2 9.3
90 6 29 5 20.3 8.3 91 10 22 5 11.5 9.5
90 7 3 5 20.0 7.7 92 5 13 5 13.2 12.0
90 7 6 5 21.2 8.0 92 5 20 5 15.1 9.8
90 7 10 5 20.9 7.8 92 5 28 5 15.5 9.6
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90 7 17 5 21.2 7.6 92 6 3 5 15.8 10.0
92 6 9 5 18.2 8.6 88 6 2 6 8.6 8.8
92 6 17 5 20.2 10.5 88 6 29 6 18.3 6.4
92 6 24 5 17.9 8.8 88 7 22 6 20.6 6.0
92 6 30 5 18.9 9.3 88 8 16 6 22.6 0 2
92 7 7 5 20.2 . 88 9 9 6 17.7 8.8
92 7 14 5 21.2 8.1 89 6 19 6 15.7 8.0
92 7 21 5 22.0 8.0 89 7 9 6 20.2 7.4
92 7 28 5 21.1 7.4 89 7 17 6 20.9 4.8
92 8 4 5 20.5 8.5 89 8 1 6 21.5 22
92 8 11 5 20.5 8.5 89 8 4 6 22.1 5.8
92 8 18 5 19.7 7.3 89 8 9 6 21.9 6.8
92 8 25 5 20.0 8.5 89 8 14 6 21.3 23
92 9 1 5 20.0 8.7 89 8 22 6 21.8 4.8
92 9 9 5 19.7 6.9 89 8 30 6 21.0 5.8
92 9 15 5 19.3 6.1 89 9 13 6 20.0 6.2
92 9 22 5 19.2 7.1 89 9 27 6 16.5 5.0
92 9 28 5 16.9 8.5 90 5 1 6 14.9 10.4
92 10 5 5 14.4 8.4 90 5 9 6 13.6 8.6
92 10 13 5 13.4 10.7 90 5 15 6 12.4 10.2
93 5 19 5 15.7 9.9 90 5 21 6 122 10.1
93 5 27 5 15.1 8.9 90 5 23 6 10.4 10.5
93 6 3 5 15.6 11.7 90 5 25 6 11.5 10.0
93 6 9 5 15.2 9.4 90 5 29 6 14.1 10.5
93 6 14 5 16.5 8 2 90 5 31 6 14.5 10.3
93 6 22 5 19.0 8.6 90 6 3 6 15.8 102
93 6 28 5 20.5 9.2 90 6 5 6 15.9 9.9
93 7 5 5 21.5 5.4 90 6 7 6 16.2 9.8
93 7 14 5 22.8 10.5 90 6 12 6 16.3 10.6
93 7 23 5 22.8 8.6 90 6 15 6 17.2 8.5
93 7 29 5 22.3 7 2 90 6 18 6 18.2 8.4
93 8 4 5 22.2 4.0 90 6 22 6 19.5 7.9
93 8 12 5 21.3 4.1 90 6 26 6 19.8 8.3
93 8 17 5 21.3 2.3 90 6 29 6 20.0 8.2
93 8 23 5 21.5 2.0 90 7 3 6 19.9 7.5
93 8 31 5 21.6 1.6 90 7 6 6 21.1 7.9
93 9 9 5 212 6.9 90 7 10 6 20.9 7.6
93 9 14 5 19.4 5.3 90 7 17 6 21.0 7.5
93 9 22 5 17.7 5.6 90 7 24 6 22.9 6.9
93 9 28 5 16.0 7.3 90 7 27 6 23.3 7.0
93 10 6 5 13.1 9.3 90 7 31 6 24.2 6.8
93 10 15 5 112 9.5 90 8 3 6 23.5 6.6
93 7 14 5.5 21.8 5 2 90 8 7 6 21.8 6.7
88 5 4 6 7.9 7.9 90 8 10 6 21.6 7.9
90 8 14 6 21.1 8.6 92 7 21 6 21.9 7.8
90 8 17 6 21.2 9.3 92 7 28 6 21.1 7.6
90 8 21 6 21.2 8.6 92 8 4 6 20.4 8.6
90 8 24 6 20.6 8.5 92 8 11 6 20.5 8.1
90 8 28 6 21.0 7.7 92 8 18 6 19.6 7.3
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90 8 31 6 21.1 6.8 92 8 25 6 19.7 8.3
90 9 4 6 21.3 6.7 92 9 1 6 20.0 8.6
90 9 7 6 21.3 6.7 92 9 9 6 19.7 6.8
90 9 11 6 20.0 7.3 92 9 15 6 19.3 6.0
90 9 14 6 20.6 7.6 92 9 22 6 19.2 7.0
90 9 18 6 18.9 6.4 92 9 28 6 16.9 8.5
90 10 2 6 15.2 8.8 92 10 5 6 14.4 8.4
90 10 16 6 15.7 9.1 92 10 13 6 13.4 11.2
91 5 22 6 16.2 8.5 93 5 19 6 15.3 9.0
91 5 31 6 19.0 8.5 93 5 27 6 14.8 7.4
91 6 3 6 21i 7.0 93 6 3 6 15.6 11.2
91 6 17 6 21.3 7.3 93 6 9 6 15.0 9.4
91 7 1 6 23.2 7.4 93 6 14 6 15.7 8.0
91 7 8 6 22.7 6.5 93 6 22 6 18.0 7.8
91 7 15 6 22.4 8.8 93 6 28 6 19.6 7.9
91 7 22 6 23.8 7.9 93 7 5 6 20.6 4.0
91 7 29 6 23.6 6.6 93 7 14 6 21.7 2.6
91 8 5 6 23.1 9.3 93 7 23 6 22.7 72.
91 8 12 6 21.8 5.6 93 7 29 6 22.0 4.8
91 8 19 6 22.4 6.2 93 8 4 6 21.9 3.0
91 8 26 6 22.2 6.8 93 8 12 6 21.1 3.3
91 9 4 6 21.7 5.4 93 8 17 6 21.2 1.8
91 9 9 6 21.2 4.9 93 8 23 6 21.2 0.4
91 9 17 6 20.6 4.3 93 8 31 6 21.2 0.3
91 9 24 6 18.2 5.8 93 9 9 6 21.1 1.4
91 10 1 6 15.3 7.7 93 9 14 6 19.1 6.4
91 10 8 6 15.2 9.3 93 9 22 6 17.6 6.4
91 10 22 6 11.4 9.5 93 9 28 6 16.0 7.1
92 5 13 6 12.5 11.8 93 10 6 6 13.1 9.6
92 5 20 6 14.6 9.3 93 10 15 6 10.9 9.4
92 5 28 6 15.1 9.1 93 7 14 6.5 21.1 1.6
92 6 3 6 15.1 9.4 93 7 23 6.5 21.9 1.1
92 6 9 6 17.8 8.5 88 5 4 7 7.2 7.5
92 6 17 6 20.2 10.5 88 6 2 7 8.4 8.8
92 6 24 6 17.9 8.8 88 6 29 7 17.7 6.1
92 6 30 6 18.6 9.6 88 7 22 7 19.2 3.1
92 7 7 6 20.1 . 88 8 16 7 22.0 0.2
92 7 14 6 21.1 8.5 88 9 9 7 17.4 9.7
89 6 19 7 15.3 8.0 90 9 4 7 21.3 6.6
89 7 17 7 20.5 4.0 90 9 7 7 21.3 6.6
89 8 1 7 21.2 1.8 90 9 11 7 20.0 7.1
89 8 4 7 22.0 5.5 90 9 14 7 20.4 7.4
89 8 9 7 21.8 6.8 90 9 18 7 18.9 6.5
89 8 14 7 21.2 2.0 90 10 2 7 15.2 8.7
89 8 22 7 21.7 4.4 90 10 16 7 15.7 8.3
89 8 30 7 21.0 5.4 91 5 22 7 15.9 8.2
89 9 13 7 20.0 5.7 91 5 31 7 18.2 8.3
89 9 27 7 16.2 4.6 91 6 3 7 21.3 6.8
90 5 1 7 13.7 10.2 91 6 17 7 21.2 7.3
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90 5 9 7 12.9 9.0 91 7 1 7 232 7.4
90 5 15 7 11.8 10.2 91 7 8 7 22.5 6.3
90 5 21 7 12.0 10.1 91 7 15 7 22.4 8.7
90 5 23 7 10.3 10.3 91 7 22 7 23.3 7 2
90 5 25 7 11.3 10.2 91 7 29 7 23.5 6.6
90 5 29 7 13.9 10.5 91 8 5 7 23.1 9.3
90 5 31 7 14.5 10.3 91 8 12 7 21.8 5.5
90 6 3 7 15.3 10.2 91 8 19 7 22.2 5.5
90 6 5 7 15.9 9.9 91 8 26 7 22.1 6.7
90 6 7 7 16.2 9.7 91 9 4 7 21.7 5.4
90 6 12 7 16.2 10.6 91 9 9 7 21.2 4.6
90 6 15 7 17.0 8.5 91 9 17 7 20.6 4.1
90 6 18 7 17.8 8.4 91 9 24 7 18.2 5.8
90 6 22 7 19.1 7.7 91 10 1 7 15.0 7.6
90 6 26 7 19.7 8.0 91 10 8 7 15.2 9 2
90 6 29 7 19.8 7.8 91 10 22 7 11.4 9.3
90 7 3 7 19.5 7.4 92 5 13 7 12.0 10.7
90 7 6 7 20.8 7.7 92 5 20 7 14.2 8.8
90 7 10 7 20.7 7.4 92 5 28 7 14.6 8.4
90 7 17 7 20.6 7.0 92 6 3 7 14.6 9.6
90 7 24 7 22.7 6.7 92 6 9 7 17.4 8.0
90 7 27 7 23.1 6.8 92 6 17 7 20.1 10.4
90 7 31 7 23.7 5.5 92 6 24 7 17.7 8.8
90 8 3 7 23.5 6.4 92 6 30 7 18.4 9 2
90 8 7 7 21.2 6.8 92 7 7 7 20.0 .
90 8 10 7 21.6 8.0 92 7 14 7 20.9 7.8
90 8 14 7 21.1 8.4 92 7 21 7 21.7 7.4
90 8 17 7 21.1 8.7 92 7 28 7 21.1 7.6
90 8 21 7 21.2 8.5 92 8 4 7 20.4 8.2
90 8 24 7 20.5 8.0 92 8 11 7 20.3 7.5
90 8 28 7 20.7 7.1 92 8 18 7 19.6 7.1
90 8 31 7 21.1 6.7 92 8 25 7 19.4 7.9
92 9 1 7 20.0 8.5 89 8 30 8 21.0 5.2
92 9 9 7 19.6 6.7 89 9 13 8 19.9 5.4
92 9 15 7 19.3 6.0 89 9 27 8 16.0 4.2
92 9 22 7 19.2 7.0 90 5 1 8 12.9 10.2
92 9 28 7 16.9 8.6 90 5 9 8 12.5 8.9
92 10 5 7 14.4 8.3 90 5 15 8 11.4 10.1
92 10 13 7 13.4 11.3 90 5 21 8 12.0 10.2
93 5 19 7 14.9 8.1 90 5 23 8 10.2 10.4
93 5 27 7 14.6 7.0 90 5 25 8 11.0 10.0
93 6 3 7 15.5 11.0 90 5 29 8 13.5 10.4
93 6 9 7 14.8 92 90 5 31 8 14.5 10.3
93 6 14 7 15.3 8.2 90 6 3 8 15.0 10.1
93 6 22 7 16.8 6.3 90 6 5 8 15.9 9.8
93 6 28 7 18.8 8.3 90 6 7 8 16.1 9.7
93 7 5 7 20.1 3.7 90 6 12 8 16.2 10.5
93 7 14 7 20.7 0.6 90 6 15 8 16.8 8.4
93 7 23 7 21.5 0.4 90 6 18 8 17.3 8.3
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93 7 29 7 21.6 3.0 90 6 22 8 18.8 7.3
93 8 4 7 21.5 1.7 90 6 26 8 19.2 7.5
93 8 12 7 20.9 2.7 90 6 29 8 19.2 7 3
93 8 17 7 21.0 1.3 90 7 3 8 19.0 73.
93 8 23 7 21.0 0.2 90 7 6 8 20.2 7 3
93 8 31 7 21.0 0.2 90 7 10 8 20.2 7.0
93 9 9 7 20.8 0.2 90 7 17 8 20.4 6.8
93 9 14 7 18.8 6.6 90 7 24 8 22.2 6.3
93 9 22 7 17.3 6.8 90 7 27 8 23.0 5.8
93 9 28 7 16.1 7.2 90 7 31 8 23.5 5.1
93 10 6 7 13.1 9.6 90 8 3 8 23.4 6.3
93 10 15 7 10.5 9.7 90 8 7 8 20.2 7.1
88 5 4 8 7.1 6.9 90 8 10 8 21.5 7.3
88 6 2 8 8.3 8.8 90 8 14 8 20.8 7.7
88 6 29 8 17.0 5.3 90 8 17 8 20.9 7.6
88 7 22 8 18.7 1.6 90 8 21 8 20.9 6.8
88 8 16 8 21.1 0.2 90 8 24 8 20.5 7.6
88 9 9 8 17.3 10.0 90 8 28 8 20.7 6.8
89 6 19 8 15.1 8.1 90 8 31 8 21.1 6.6
89 7 9 8 19.6 5.8 90 9 4 8 21.2 6.2
89 7 17 8 20.0 3.6 90 9 7 8 21.2 6.2
89 8 1 8 20.7 1.6 90 9 11 8 19.8 7.0
89 8 4 8 21.5 4.8 90 9 14 8 20.2 7.0
89 8 9 8 21.8 6.7 90 9 18 8 18.7 6.3
89 8 14 8 21.0 1.8 90 10 2 8 15.2 8.7
89 8 22 8 21.5 4.0 90 10 16 8 15.2 5.9
91 5 22 8 15.5 8.0 93 5 19 8 14.6 7.5
91 5 31 8 17.6 7.8 93 5 27 8 14.3 6.9
91 6 3 8 21.0 6.6 93 6 3 8 15.2 9.8
91 6 17 8 20.9 7.1 93 6 9 8 14.6 9.2
91 7 1 8 23.2 7.5 93 6 14 8 15.0 7.8
91 7 8 8 22.3 6.0 93 6 22 8 16.3 4.2
91 7 15 8 22.4 8.7 93 6 28 8 18.3 7.6
91 7 22 8 23.1 6.6 93 7 5 8 19.5 2.7
91 7 29 8 23.4 6.5 93 7 14 8 20.0 0.4
91 8 5 8 23.1 9.4 93 7 23 8 20.7 0.3
91 8 12 8 21.8 5.5 93 7 29 8 20.8 0.2
91 8 19 8 22.1 5.3 93 8 4 8 21.2 0.4
91 8 26 8 22.1 5.9 93 8 12 8 20.7 2.7
91 9 4 8 21.6 4.8 93 8 17 8 20.7 1.2
91 9 9 8 21.2 4.3 93 8 23 8 20.7 0.2
91 9 17 8 20.6 3.7 93 8 31 8 20.6 0.2
91 9 24 8 18.1 5.7 93 9 9 8 20.6 0.2
91 10 1 8 14.6 7.8 93 9 14 8 18.7 6.6
91 10 8 8 15.2 8.9 93 9 22 8 17.1 6.8
91 10 22 8 11.3 9.2 93 9 28 8 16.0 7 3
92 5 13 8 11.7 11.0 93 10 6 8 13.0 9.6
92 5 20 8 13.9 8.6 93 10 15 8 10.3 9.8
92 5 28 8 14.4 8.5 88 5 4 9 7.0 6.6
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92 6 3 8 14.4 9.4 88 6 2 9 8.3 8.5
92 6 9 8 16.6 7.7 88 6 29 9 16.4 5.3
92 6 17 8 19.7 10.0 88 7 22 9 18.1 0.4
92 6 24 8 17.2 9.0 88 8 16 9 20.5 0.1
92 6 30 8 18.1 8.9 88 9 9 9 17.0 10.2
92 7 7 8 20.0 . 89 6 19 9 15.0 7.9
92 7 14 8 20.8 72. 89 7 17 9 19.6 3.4
92 7 21 8 21.4 6.9 89 8 I 9 20.3 1.6
92 7 28 8 20.9 7.0 89 8 4 9 21.0 4.8
92 8 4 8 20.1 7.7 89 8 9 9 21.3 6.5
92 8 11 8 20.2 7.4 89 8 14 9 20.2 1.7
92 8 18 8 19.5 7.1 89 8 22 9 21.2 3.6
92 8 25 8 19.2 7.5 89 8 30 9 20.8 4.6
92 9 1 8 20.0 8.5 89 9 13 9 19.8 4.6
92 9 9 8 19.6 6.5 89 9 27 9 15.9 4 2
92 9 15 8 19.3 5.8 90 5 1 9 12.1 9.4
92 9 22 8 19.2 7.0 90 5 9 9 12.0 9.4
92 9 28 8 16.9 8.5 90 5 15 9 10.8 10.1
92 10 5 8 14.4 8.3 90 5 21 9 11.9 10.3
92 10 13 8 13.3 11.2 90 5 23 9 10.0 10.3
90 5 25 9 10.8 10.0 91 7 29 9 23.1 5.6
90 5 29 9 13.3 10.4 91 8 5 9 23.0 8.7
90 5 31 9 14.3 10.2 91 8 12 9 21.8 5.4
90 6 3 9 14.8 9.8 91 8 19 9 21.8 3.8
90 6 5 9 15.9 9.8 91 8 26 9 22.0 4.5
90 6 7 9 15.8 9.1 91 9 4 9 21.6 4.7
90 6 12 9 15.2 9.9 91 9 9 9 21.1 3.2
90 6 15 9 16.2 8.1 91 9 17 9 20.4 2 2
90 6 18 9 17.0 8 2 91 9 24 9 17.8 6.0
90 6 22 9 18.5 7.3 91 10 1 9 14.4 8 2
90 6 26 9 18.5 7 2 91 10 8 9 14.8 8.1
90 6 29 9 19.0 6.9 91 10 22 9 11.2 9.4
90 7 3 9 18.2 7.2 92 5 13 9 11.4 10.0
90 7 6 9 19.9 6.9 92 5 20 9 13.7 8.3
90 7 10 9 19.8 6.7 92 5 28 9 13.9 8.3
90 7 17 9 20.1 6.4 92 6 3 9 14.2 9.6
90 7 24 9 21.9 5.7 92 6 9 9 16.2 7.4
90 7 27 9 22.2 5 2 92 6 17 9 19.2 8.3
90 7 31 9 23.0 3.8 92 6 24 9 16.2 9.1
90 8 3 9 22.5 5.0 92 6 30 9 18.0 8.2
90 8 7 9 19.9 7.1 92 7 7 9 20.0 .
90 8 10 9 20.9 6.4 92 7 14 9 20.7 6.5
90 8 14 9 20.4 7.5 92 7 21 9 212 6.5
90 8 17 9 19.8 6 2 92 7 28 9 20 2 5.5
90 8 21 9 20.2 <6.1 92 8 4 9 19.4 6.9
90 8 24 9 19.9 <5.8 92 8 11 9 20.0 6.7
90 8 28 9 20.1 5.0 92 8 18 9 19.0 6.8
90 8 31 9 20.8 4.4 92 8 25 9 19.1 6.2
90 9 4 9 21.1 5.3 92 9 1 9 19.9 8.3
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90 9 7 9 21.0 4.9 92 9 9 9 19.4 5.8
90 9 11 9 19.0 6.9 92 9 15 9 19.2 5.8
90 9 14 9 20.0 6.0 92 9 22 9 19.2 6.8
90 9 18 9 18.6 5.9 92 9 28 9 16.8 8.1
90 10 2 9 15.2 8.6 92 10 5 9 14.4 8.3
90 10 16 9 14.9 5.1 92 10 13 9 13.3 11.1
91 5 22 9 15.2 7.9 93 5 19 9 14.4 7.6
91 5 31 9 17.0 7.1 93 5 27 9 14.0 6.8
91 6 3 9 20.2 5.3 93 6 3 9 14.7 8.7
91 6 17 9 20.7 6.6 93 6 9 9 14.3 9.2
9! 7 1 9 23.2 7.4 93 6 14 9 14.8 7.6
91 7 8 9 22.3 5.8 93 6 22 9 15.6 4.0
91 7 15 9 22.3 8.5 93 6 28 9 17.3 5.8
91 7 22 9 22.8 5.0 93 7 5 9 19.1 2.5
93 7 14 9 19.3 0.2 90 6 12 10 15.0 9.7
93 7 23 9 19.7 0.3 90 6 15 10 15.9 7.7
93 7 29 9 20.1 0.2 90 6 18 10 16.7 7.6
93 8 4 9 20.6 0.4 90 6 22 10 18.0 6.8
93 8 12 9 20.2 1.5 90 6 26 10 17.8 7.1
93 8 17 9 20.1 0.1 90 6 29 10 18.8 6.4
93 8 23 9 20.3 0.2 90 7 3 10 17.8 6.8
93 8 31 9 20.0 0.2 90 7 6 10 19.4 6.2
93 9 9 9 20.2 0.2 90 7 10 10 19.5 6.6
93 9 14 9 18.3 6.1 90 7 17 10 19.9 6.1
93 9 22 9 16.8 7.0 90 7 24 10 21.5 4.9
93 9 28 9 16.0 7.3 90 7 27 10 21.7 3.9
93 10 6 9 13.1 9.7 90 7 31 10 22.8 3.6
93 10 15 9 10.0 9.9 90 8 3 10 22.1 4.7
91 8 5 9.5 22.9 6.1 90 8 7 10 19.8 7.0
88 5 4 10 6.9 6.3 90 8 10 10 20.4 6.0
88 6 2 10 8.0 8.3 90 8 14 10 19.8 6.8
88 6 29 10 16.0 2.3 90 8 17 10 19.4 5.7
88 7 22 10 17.5 0.2 90 8 21 10 19.8 6.3
88 8 16 10 19.7 0.2 90 8 24 10 19.3 5.6
88 9 9 10 16.9 9.8 90 8 28 10 19.8 4.5
89 6 19 10 14.5 7.6 90 8 31 10 20.4 2.5
89 7 9 10 19.0 5.4 90 9 4 10 20.8 2.8
89 7 17 10 19.2 2.7 90 9 7 10 20.3 3.4
89 8 1 10 20.1 1.6 90 9 11 10 18.9 7.1
89 8 4 10 20.7 4.6 90 9 14 10 19.4 3.4
89 8 9 10 20.3 4.7 90 9 18 10 18.3 5.1
89 8 14 10 19.8 1.6 90 10 2 10 15.2 8.7
89 8 22 10 21.0 2.8 90 10 16 10 14.8 5.0
89 8 30 10 20.4 4.4 91 5 22 10 15.0 7.8
89 9 13 10 19.4 2.0 91 5 31 10 16.3 5.1
89 9 27 10 15.5 4.2 91 6 3 10 19.0 4.4
90 5 1 10 11.7 9.6 91 6 17 10 20.5 6.1
90 5 9 10 11.8 9.2 91 7 1 10 23.0 7.0
90 5 15 10 10.6 9.8 91 7 8 10 21.8 3.9
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90 5 21 10 11.3 10.3 91 7 15 10 22.0 5.1
90 5 23 10 9.8 10.5 91 7 22 10 22.4 3.7
90 5 25 10 10.3 9.9 91 7 29 10 22.6 4.8
90 5 29 10 13.0 10.0 91 8 12 10 21.3 4.4
90 5 31 10 14.2 10.1 91 8 19 10 21.7 2.5
90 6 3 10 14.2 9.3 91 8 26 10 21.6 2.8
90 6 5 10 15.7 9.7 91 9 4 10 21.4 5.2
90 6 7 10 15.3 92. 91 9 9 10 20.8 3.1
91 9 17 10 20.3 12 93 8 31 10 19.8 0.2
91 9 24 10 17.5 5.7 93 9 9 10 19.8 02
91 10 1 10 14.2 8.4 93 9 14 10 18.2 62
91 10 8 10 14.6 5.3 93 9 22 10 16.8 6.4
91 10 22 10 10.9 92 93 9 28 10 16.1 72
92 5 13 10 11.0 9.5 93 10 6 10 13.0 9.6
92 5 20 10 13.6 8.4 93 10 15 10 10.0 10.0
92 5 28 10 13.6 9.0 90 6 3 10.2 14.2 9.2
92 6 3 10 13.9 9.7 90 5 25 10.5 10.2 9.7
92 6 9 10 15.7 7.3 90 5 31 10.5 14.0 10.0
92 6 17 10 18.4 7.3 90 6 5 10.5 15.7 9.4
92 6 24 10 15.5 9.1 90 6 7 10.5 15.2 8.8
92 6 30 10 17.6 7.1 90 6 12 10.5 15.0 9.8
92 7 7 10 19.0 - 90 6 15 10.5 15.6 7.5
92 7 14 10 20.4 5.1 90 6 18 10.5 16.5 6.9
92 7 21 10 20.7 5.4 90 6 22 10.5 18.0 6.9
92 7 28 10 19.5 5.3 90 6 26 10.5 17.7 7.2
92 8 4 10 18.9 6.5 90 6 29 10.5 18.5 5.9
92 8 11 10 19.6 5.7 90 7 3 10.5 17.6 6.9
92 a 18 10 18.4 6.1 90 7 10 10.5 19.4 6.8
92 8 25 10 18.7 4.5 90 7 17 10.5 19.7 6.0
92 9 1 10 19.7 7.0 90 7 24 10.5 21.3 4.6
92 9 9 10 19.0 4.3 90 8 3 10.5 21.9 4.7
92 9 15 10 18.9 5.3 90 8 7 10.5 19.7 6.9
92 9 22 10 19.1 6.7 90 8 10 10.5 20.0 6.1
92 9 28 10 16.2 7.8 90 8 14 10.5 19.7 6.8
92 10 5 10 14.4 8.1 90 8 17 10.5 19.3 6.1
92 10 13 10 12.8 10.1 90 8 21 10.5 19.7 6.4
93 5 19 10 14.2 7.1 90 8 24 10.5 19.2 5.5
93 5 27 10 13.7 6.1 90 8 28 10.5 19.6 4.3
93 6 3 10 14.5 6.8 90 8 31 10.5 20.3 2.5
93 6 9 10 13.9 9.3 90 9 4 10.5 20.6 2.1
93 6 14 10 14.5 6.6 90 9 7 10.5 20.2 3.3
93 6 22 10 15.2 3.4 90 10 16 10.5 14.7 3.4
93 6 28 10 16.5 3.5 91 5 31 10.5 16.2 5.0
93 7 5 10 18.4 1.1 91 6 3 10.5 18.0 2.8
93 7 14 10 18.5 02 91 7 1 10.5 22.7 4.0
93 7 23 10 18.8 0 2 91 7 22 10.5 21.9 1.4
93 7 29 10 19.2 0.1 91 8 19 10.5 21.5 1.5
93 8 4 10 19.8 0.4 92 5 20 10.5 13.5 8.1
93 8 12 10 19.9 0.2 92 7 28 10.5 19.3 5.0
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93 8 17 10 19.8 0.1 92 8 4 10.5 18.8 6.4
93 8 23 10 19.8 0.2 92 8 18 10.5 18.3 5.9
92 9 15 10.5 18.5 4.4 91 8 12 11 21.1 4.1
92 9 22 10.5 19.1 6.0 91 8 19 11 21.4 0.3
92 9 28 10.5 16.0 7.3 91 8 26 11 21.2 0.9
93 5 19 10.5 14.1 7.0 91 9 4 11 21.1 2.0
93 6 3 10.5 14.4 6.8 91 9 9 11 20.7 1.4
93 6 9 10.5 13.7 9.0 91 9 17 11 20.1 2 72
93 6 14 10.5 14.4 6.4 91 9 24 11 17.3 5.4
93 6 22 10.5 15.1 3.4 91 10 1 11 13.8 8.4
93 6 28 10.5 16.1 2.0 91 10 8 11 14.5 4.9
93 7 5 10.5 17.9 0.2 92 5 13 11 10.8 9.5
93 7 23 10.5 18.6 0.2 92 5 28 11 13.4 9.3
93 8 4 10.5 19.3 0.3 92 6 3 11 13.8 9.0
93 8 12 10.5 19.8 0.1 92 6 9 11 15.3 772
93 8 17 10.5 19.6 0.1 92 6 17 11 17.4 5.0
93 8 31 10.5 19.4 0.2 92 6 24 11 14.8 9.6
93 9 14 10.5 18.1 5.5 92 6 30 11 17.2 5.8
90 7 6 10.6 19.2 5.6 92 7 7 11 18.9 .
90 6 29 10.7 18.3 5.5 92 7 14 11 20.2 4.3
88 5 4 11 6.8 6.2 92 7 21 11 20.3 4.3
88 6 2 11 8.0 8.1 92 8 11 11 19.4 4.8
88 6 29 11 15.7 1.6 92 9 1 11 18.9 5.6
88 7 22 11 16.8 0.1 92 9 9 11 18.8 3.7
88 8 16 11 19.1 0.2 92 10 5 11 14.4 8.1
88 9 9 11 16.5 9.5 92 10 13 11 12.6 11.2
89 6 19 11 14.1 7 72 93 6 3 11 14.3 5.8
89 7 17 11 19.2 2.4 93 6 9 11 13.6 8.8
89 8 1 11 19.9 1.4 93 6 14 11 14.3 5.1
89 8 4 11 20.3 3.6 93 6 28 11 16.0 0.7
89 8 9 11 20.1 4.6 93 7 14 11 17.9 0 72
89 8 14 11 19.6 1.4 93 ' 7 29 11 18.4 0.1
89 8 22 11 20.6 2.0 93 8 23 11 19.3 0 72
89 8 30 11 20.0 3.3 93 8 31 11 19.2 072
89 9 13 11 19.1 0.9 93 9 9 11 19.0 0.2
89 9 27 11 15.2 4.0 93 9 22 11 16.6 5.4
90 5 9 11 11.2 9.4 93 9 28 11 16.1 7.4
90 5 15 11 10.4 9.7 93 10 6 11 13.0 9.6
90 5 21 11 10.8 10.3 93 10 15 11 9.8 10.2
90 6 26 11 17.7 772 89 7 17 11.5 19.0 2.8
90 9 14 11 19.2 2.4 91 10 1 11.5 13.8 8.4
91 5 22 11 14.6 7.8 92 6 3 11.5 13.6 8.9
91 6 17 11 19.3 4.6 92 9 9 11.5 18.5 2.1
91 7 8 11 21.4 3.8 92 10 5 11.5 14.2 6.8
91 7 22 11 21.7 0.3 93 6 3 11.5 14.3 0.3
88 5 4 12 6.8 6.0 88 5 4 13 6.9 6.0
88 6 2 12 7.8 7.9 88 6 2 13 7.5 5.3
88 6 29 12 15.0 0 72 88 6 29 13 14.3 0.2
88 7 22 12 16.5 0.1 88 7 22 13 14.3 0.1
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Year Month D a y m °C m g /I Y ear M onth Day m °C m g /I
88 8 16 12 16.8 0.2 88 9 9 13 16.0 7.6
88 9 9 12 16.2 8.6 88 9 9 14 16.0 4.3
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Conductivity (cm/sec) Site No.
Laboratory Hyaraulic 
Conductivity (cm/sec)
1 3-2x10^ 44 2.4 x 10"y
2 3.6 x 10‘9 45 5.8 x If f9
3 8.0 x 10"9 46 1.5 x Iff®
4 5.0 x If f9 47 -
5 8.7 x I f f9 48 1.1 x 10"®
6 2.4x1 O'9 49 5.1 xlff®
7 8.4 x If f9 50 7.4x Iff®
8 9.0 x If f9 51 4.1 x Iff®
9 1.0 x 1 O'® 52 -
10 8.0 x If f9 53 1.7xlff®
11 2.0 x 10'9 54 -
12 3.0 x If f9 55 8.1 x Iff®
13 1.3 x 1 O'8 56 2.8 x Iff®
14 4.8 x 1 O'® 57 3 .4x Iff®
15 4.4 x 10‘* 58 2 .5x Iff®
16 3.7 x 10"® 59 2 .7x Iff®
17 3.0 x 10"̂ 60 3.4 x Iff®
18 1.5 x 1 O’6 61 4.3x10"®
19 1.9 x 10-® 62 1.6 x If f7
20 3.0 x 10'9 63 1.7x If f7
21 3.1 x 10'7 64 5.5 x 10"9
22 2.4 x 1 O'® 65 -
23 1.5 x Iff® 66 3.7 xlff®
24 9 .0 x If f9 67 3.0 x Iff®
25 2 .3x Iff'1’ 68 7.8 x 10’9
26 2.9 x If f9 69 2.1 x Iff®
27 3.0 x 1 ff® 70 2.0 x Iff®
28 1.9 x Iff® 71 2.0 x Iff®
29 2.2 x Iff® 72 1.4x Iff®
30 3 .0x Iff® 73 -
31 1.6 x Iff® 74 -
32 3.0x10-® 75 -
33 1.3 x Iff® 76 4.7 x Iff®
34 1.5 x Iff® 77 -
35 3.0 x TO-® 78 -
36 9.1 x If f9 79 3.3 x Iff9
37 4.9 x lO-® 80 1.8 x Iff9
38 - 81 1.5 x If f7
39 2.6 x Iff® 82 3.0 x Iff®
40 3.5 x If f9 83 4.5 x Iff®
41 5.5 x 10"9 84 1.3 x 10"7
42 - 85 2.8 x Iff®
43 2.4 x 10'T
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