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Introduction
Throughout this paper G = (V, E) is a simple (i.e., a finite, undirected, loopless and without multiple edges) graph with vertex set V = V (G) and edge set E = E(G). If X ⊂ V , then G[X] is the subgraph of G spanned by X. By G − W we mean the subgraph G[V − W ], if W ⊂ V (G). We also denote by G − F the partial subgraph of G obtained by deleting the edges of F , for F ⊂ E(G), and we write shortly G − e, whenever F = {e}. The neighborhood of a vertex v ∈ V is the set N G (v) = {w : w ∈ V and vw ∈ E}, and N G [v] = N G (v) ∪ {v}; if there is ambiguity on G, we use N (v) and N [v], respectively. A vertex v is pendant if its neighborhood contains only one vertex; an edge e = uv is pendant if one of its endpoints is a pendant vertex. K n , P n , C n , K n1,n2,...,np denote respectively, the complete graph on n ≥ 1 vertices, the chordless path on n ≥ 1 vertices, the chordless cycle on n ≥ 3 vertices, and the complete multipartite graph on n 1 + n 2 + ... + n p vertices.
The disjoint union of the graphs G 1 , G 2 is the graph G = G 1 ∪ G 2 having as a vertex set the disjoint union of V (G 1 ), V (G 2 ), and as an edge set the disjoint union of E(G 1 ), E(G 2 ). In particular, nG denotes the disjoint union of n > 1 copies of the graph G.
If G 1 , G 2 are disjoint graphs, then their Zykov sum is the graph G 1 +G 2 with V (G 1 )∪V (G 2 ) as a vertex set and E(G 1 ) ∪ E(G 2 ) ∪ {v 1 v 2 : v 1 ∈ V (G 1 ), v 2 ∈ V (G 2 )} as an edge set.
As usual, a tree is an acyclic connected graph.
A stable set in G is a set of pairwise non-adjacent vertices. A stable set of maximum size will be referred to as a maximum stable set of G, and the stability number of G, denoted by α(G), is the cardinality of a maximum stable set in G.
A graph G is called well-covered if all its maximal stable sets are of the same cardinality [27] . If, in addition, G has no isolated vertices and its order equals 2α(G), then G is very well-covered [8] . For instance, the graph G = H • K 1 , obtained from H by appending a single pendant edge to each vertex of H, is very well-covered and α(G) = |V (H)|. The following result shows that, under certain conditions, any well-covered graph has this form. Theorem 1.1 [10] Let G be a connected graph of girth ≥ 6, which is isomorphic to neither
In other words, Theorem 1.1 shows that apart from K 1 and C 7 , connected well-covered graphs of girth ≥ 6 are very well-covered.
Proposition 1.2 [29] A tree T is well-covered if and only if either
The structure of very well-covered graphs of girth at least 5 is described by the following theorem. Notice that a well-covered graph can have non-well-covered subgraphs; e.g., each subgraph of C 5 isomorphic to P 3 is not well-covered, while C 5 is well-covered.
Let s k be the number of stable sets in G of cardinality k, k ∈ {1, ..., α(G)}. The polynomial
is called the independence polynomial of G [12] . Some properties of the independence polynomial are presented in [1, 5, 14, 21, 22, 23, 24, 25] . As examples, we mention that:
The following result provides an easy recursive technique in evaluating independence polynomials of various graphs. Proposition 1.5 [12, 14] If w ∈ V (G) and uv ∈ E(G), then the following equalities hold:
The value of a graph polynomial at a specific point can give sometimes a very surprising information about the structure of the graph (see, for instance, [3] , where the value of the so-called interlace polynomial at −1 is involved). In the case of independence polynomials, let us notice that if I(G; x) = s 0 + s 1 x + s 2 x 2 + ... + s α x α , α = α(G), then: 
are equal to the numbers of stable sets of even size and odd size of G, respectively. I(G; −1) is known as the alternating number of independent sets [6] .
The difference |f 0 (G) − f 1 (G)| can be indefinitely large. It is easy to check that the complete n-partite graph K α,α,...,α is well-covered, α(K α,α,...,α ) = α, and its independence polynomial is I(K α,α,...,α ; x) = n(1 + x) α − (α − 1). Hence, I(K α,α,...,α ; −1) = 1 − α, i.e., for any negative integer k there is some connected well-covered graph G such that I(G; −1) = k.
Let G i , 1 ≤ i ≤ k, be k graphs with I(G i ; −1) = 2 for every i ∈ {1, 2, ..., k}, and
and consequently, I(H; −1) = 2k − (k − 1) = k + 1. In other words, for any positive integer k there is some connected well-covered graph G such that I(G; −1) = k.
In this paper we prove that:
• I(T ; −1) ∈ {−1, 0, 1} for every tree T ;
• I(G; −1) = 0 for every connected well-covered graph G of girth ≥ 6, non-isomorphic to C 7 or K 2 ;
• |I(G; −1)| ≤ 2 ν(G) , for every graph G, where ν(G) is its cyclomatic number.
2 I(G; −1) for a graph G with at most one cycle
There are graphs G with at least one pendant vertex having I(G; −1) ∈ {−1, 0, 1}; see, for instance, the graphs from Figure 1 , whose independence polynomials are, respectively,
Moreover, if G has two pendant vertices at 3 distance apart, then I(G; −1) = 0. Proof. Since u ∈ V (G) is a pendant vertex of G and v ∈ N (u), Proposition 1.5(i) assures that
and this implies I(G;
Let a, b be two pendant vertices of G with dist(a, b) = 3 and let v ∈ N (a). According to Proposition 1.5(i), we get:
which clearly implies I(G; −1) = 0. Proof. Notice that I(K 2 ; x) = 1 + 2x, and I(C 7 ; x) = 1 + 7x + 14x 2 + 7x 3 . Therefore,
Otherwise, according to Theorems 1.1 and 1.3, it follows that G = H • K 1 , for some graph H of order at least two, since G = K 2 . Consequently, G has at least two pendant vertices at 3 distance apart, and by Lemma 2.1, we obtain that I(G; −1) = 0.
If T = K 2 is a well-covered tree, then either T = K 1 or T is very well-covered and its girth is greater than 5. In both cases, we get I(T ; −1) = 0.
In [2] it is shown that
where F n (x), n ≥ 0, are Fibonacci polynomials, i.e., the polynomials defined recursively by
Let us notice that P n , n ≥ 5, and C n , for n = 6 or n ≥ 8, are not well-covered.
Lemma 2.3 For n ≥ 1, the following equalities hold: (i) I(P 3n−2 ; −1) = 0 and I(P 3n−1 ; −1) = I(P 3n ; −1) = (−1)
n , I(C 3n+1 ; −1) = (−1) n and I(C 3n+2 ; −1) = (−1) n+1 .
Proof. (i)
We prove by induction on n.
For n = 1, we have I(P 1 ; −1) = 0 and I(P 2 ; −1) = I(P 3 ; −1) = −1, because
Assume that the assertion is true for any k ≤ 3n. Using Proposition 1.5(i), we obtain I(P k+1 ; x) = I(P k ; x) + xI(P k−1 ; x), which leads respectively to:
(ii) Firstly,
which implies that
Let uv be an edge of some C n , n ≥ 7. By Proposition 1.5(i), we deduce that I(P n ; x) = I(P n−1 ; x) + x · I(P n−2 ; x) = ...
Now, using Proposition 1.5(ii), we get
Hence, we obtain I(C n ; −1) = (−1) · [I(P n−3 ; −1) + I(P n−4 ; −1)]. Since, by part (i),
where k depends on n − 3 ∈ {3k − 2, 3k − 1, 3k}, it is easy to get that
and this completes the proof. Let us notice that there exist non-well-covered trees T 1 , T 2 , T 3 , non-isomorphic to P n (see Figure 2) , such that I(T 1 ; −1) = −1, I(T 2 ; −1) = 0, I(T 3 ; −1) = 1, because
The following theorem generalizes Lemma 2.3(i). Proof. Let us observe that it is sufficient to show that I(T ; −1) ∈ {−1, 0, 1}, because
We prove by induction on n = |V (T )|. For n = 1, I(T ; x) = 1 + x and I(T ; −1) = 0. For n = 2, I(T ; x) = 1 + 2x and I(T ; −1) = −1.
For n = 3, I(T ; x) = 1 + 3x + x 2 and I(T ; −1) = −1. For n = 4, only two trees are non-isomorphic, namely P 4 and K 1,3 . Since
it follows that I(P 4 ; −1) = 0, while I(K 1,3 ; −1) = −1.
Finally, for n = 5 there are three non-isomorphic trees, namely K 1,4 , T 5 and P 5 (see Figure  3) . We have successively 
Consequently, I(T ; −1) = −I(T 1 ; −1) · I(T 2 ; −1) · ... · I(T m ; −1) ∈ {−1, 0, 1}, since every tree T i has less than n vertices, and by the induction hypothesis, I(T i ; −1) ∈ {−1, 0, 1}.
Corollary 2.5 (i) For every tree, the number of dependent sets of even size varies by at most one from the number of dependent sets of odd size.
(ii) If T is well-covered tree and T = K 2 , then the number of dependent sets of even size equals the number of dependent sets of odd size.
(iii) If T is well-covered tree and T = K 2 , then the number of all stable sets and the number of all dependent sets are even.
Proof. Let p 1 , p 2 , be the numbers of stable sets of the tree T , of odd and even size, respectively, and q 1 , q 2 be the numbers of dependent sets in T , of odd and even size, respectively. Clearly, if |V (T )| = n, then p 1 + q 1 = p 2 + q 2 = 2 n−1 . According to Theorem 2.4, |p 1 − p 2 | ≤ 1 and this implies |q 1 − q 2 | ≤ 1, while for a well-covered tree T = K 2 , p 1 = p 2 and this leads to q 1 = q 2 . Hence for well-covered trees different from K 2 both p 1 + p 2 and q 1 + q 2 are even numbers.
Corollary 2.6
If F is a forest, then I(F ; −1) ∈ {−1, 0, 1}, and I(F ; −1) = 0 whenever at least one of its components is a well-covered tree different from K 2 .
Proof. If T 1 , T 2 , ..., T m , m ≥ 1, are the connected components of F , then Let us notice that for n ≥ 4, the unicycle graph G n in Figure 4 has
and hence, by Lemma 2.3, we obtain I(G n ; −1) = I(P 3 ; −1) · I(C n ; −1) = (−1) · I(C n ; −1) ∈ {−2, −1, 1, 2}.
The case of unicycle well-covered graphs is more specific.
Proposition 2.7
If G is a unicycle well-covered graph and G = C 3 , then I(G; −1) ∈ {−1, 0, 1}.
Proof. Let us notice that I(C 3 ; −1) = −2, because I(C 3 ; x) = 1 + 3x. If G is disconnected, then each cycle-free component H is a well-covered graph, which, by Corollary 2.2, contributes with I(H; −1) ∈ {−1, 0} in the product that equals I(G; −1). Therefore, we may assume that G is connected.
We show that the assertion is true by induction on n = |V (G)|. If G ∈ {C 4 , C 5 , C 7 }, then Lemma 2.3 ensures that I(G; −1) ∈ {−1, 0, 1}. If G contains C 3 and G = C 3 , then for n = 4 there is no such connected graph, while for n ∈ {5, 6}, the only well-covered graphs are depicted in Figure 5 . In each case, I(G; −1) ∈ {−1, 0, 1}.
Assume that the statement is true for unicycle well-covered graphs having at most n vertices, and let G be such a graph with |V (G)| = n + 1. Since G is connected and G / ∈ {C 3 , C 4 , C 5 , C 7 }, we infer that G has at least one pendant vertex. Hence Lemma 2. Proof. We prove by induction on ν(G). If ν(G) = 0, then G is a forest, and according to Corollary 2.6, we obtain
Assume that the assertion is true for graphs with cyclomatic number ≤ k, and let G be a graph with ν(G) = k + 1. Since ν(G) ≥ 1, G has at least one cycle, and if uv ∈ E(G) belongs to some cycle of G, then ν(G − uv) = ν(G) − 1 = k. According to Proposition 1.5(ii), we get:
which assures that Moreover, ν(H) = ν(G 1 ) + ... + ν(G n ) and H is connected whenever each G i is connected.
Proof. According to Proposition 1.5(i), we have
which clearly implies
Since each cycle of H appears as a cycle in one of G i , it follows that
Evidently, H is connected whenever every G i is connected. Proof. (i) Let H 1 = H[v, K 2 , G] be the graph defined as in Lemma 3.3 (i.e., by joining with an edge the vertex v to one of the endpoints of K 2 , say u 1 , and to some vertex u 2 of G; see Figure 7 ).
According to Lemma 3.3 we get I(H 1 ; −1) = (−1) · I(G; −1), since I(K 2 ; x) = 1 + 2x and I(K 2 − u 1 ; x) = 1 + x.
(ii) Let H 2 = H[v, W, G] be the graph depicted in Figure 8 . Lemma 3.5 For every positive integer ν, there exist connected graphs G 1 , G 2 , with ν(G 1 ) = ν(G 2 ) = ν, such that I(G 1 ; −1) = ±2 q and I(G 2 ; −1) = ±(2 q −1), for every q ∈ {0, 1, 2, ..., ν}.
Proof. Let us remark that, by Corollary 3.4(i), to show that there is a graph G with I(G; −1) = p, for some integer p, it is enough to find a graph G satisfying |I(G; −1)| = |p|.
