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Service robots are on the verge to revolutionize our daily life promising a longterm increase in
productivity and quality of life. The automation of manipulation tasks in the variable human
environment requires a high flexibility of the robot. Programming a robot in an efficient way to
achieve this kind of flexibility is far from being technically solved. The robot has to look ahead
and predict its effects on the environment to guarantee that the task is executed properly. This kind
of prediction leads to a planning process, which enables the robot to solve a task in a goal-directed
way while dealing with boundary conditions of the task and the limitations of its manipulation
capabilities.
The first contribution of this thesis is a novel representation of manipulation tasks and its integra-
tion into a planning system leading to a deeper understanding of the modeling and planning chal-
lenges involved in the automation of everyday manipulation tasks. The second contribution centers
around the question how the robot can be equipped with planning knowledge for a large variety of
tasks. Learning from natural human demonstrations of the task is combined with computer-aided
simulation to derive highly efficient and flexible planning knowledge. Focus is on deepening the
understanding on how to derive planning knowledge from human demonstrations although the hu-
man and robot have a different morphology. The developed methods are implemented in software
and are fully integrated. Experiments with different manipulation tasks in a dedicated sensor en-
vironment as well as on multiple, partially anthropomorphic service robots show the versatility of
the developed methods.
Hopefully, the discussions and insights in this thesis prove helpful to other researchers on the
road to intelligent robots proactively shaping their environment and constantly learning from ob-
servation as well as their own experience.
Karlsruhe, Rainer Jäkel




In der vorliegenden Arbeit wird die Manipulation von Objekten durch einen Serviceroboter unter
Verwendung von Planungsmethoden untersucht. Der Einsatz im menschlichen Umfeld erfordert
dabei ein hohes Maß an Flexibilität um mit der Vielzahl an Aufgaben, Objekten sowie Umge-
bungen zurecht zu kommen. Zusätzlich müssen die Fähigkeiten des Roboters sowie Rand-
und Nebenbedingungen einer Aufgabe berücksichtigt werden, um eine gültige Ausführung zu
garantieren. Dazu werden Methoden zur automatischen Planung von Roboterbewegungen unter
Rand- und Nebenbedingungen eingesetzt.
Die Abbildung von Manipulationsaufgaben auf eine operationale Beschreibung, die zur ziel-
gerichteten Planung eingesetzt werden kann, ist herausfordernd. Einerseits müssen alle relevanten
Rand- und Nebenbedingungen einer Aufgabe erfasst und notwendige Teilziele definiert werden.
Andererseits muss der Suchraum für Roboterbewegungen eingeschränkt werden, um effizient ko-
ordinierte Finger- und Armbewegungen erzeugen zu können. In der vorliegenden Arbeit wird
ein Lern- und Planungsprozess vorgestellt, um das notwendige Planungswissen aus der Beobach-
tung des Menschen zu lernen, was als Programmieren durch Vormachen bezeichnet wird, unter
Einsatz computergestützter Simulationsverfahren zu verfeinern und automatisch auf dem Roboter
auszuführen. Der vorgestellte Lern- und Planungsprozess wurde als Software in einer dedizierten
Sensorumgebung sowie auf mehreren, teilweise anthropomorphen Robotern umgesetzt, integriert
und anhand vielfältiger Experimente evaluiert.
Das entwickelte Konzept, damit verbundene Einsichten sowie dessen Limitationen werden im
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1. Introduction
Our daily life is shaped by a large number of manual, repetitive tasks. Inventions like washing
machines or dish washers are highly effective and allow us to spend less time on a subset of these
tasks while maintaining a high quality of the result. Nevertheless, a large number of everyday tasks
exist which cannot be automated yet. The automation of everyday tasks with a service robot is an
emerging technology with the goal to fill this gap, promising a longterm increase in productivity
and quality of life.
Sophisticated manipulation capabilities are required to automate everyday tasks in human-
centered environments. A service robot has to be able to grasp objects of different sizes, move
objects without collisions in the environment or manipulate objects with its fingertips. Due to this
observation, service robots are modeled physically after humanoids, leading to the notation of an-
thropomorphic robots with two robot arms and multi-fingered robot hands with opposing thumbs.
Figure 1.1 shows the service robot Albert II and the anthropomorphic robot Adero. A service robot
is a complex, physical machine with a high number of degrees of freedom (DOF). The latter refers
to the number of joints of the robot, which can either be passive or controlled actively. Due to this
complexity, service robots are physically capable to solve a large variety of manipulation tasks.
However, programming a service robot in an efficient way to achieve this goal is far from being
technically solved. The large variety of objects and obstacles as well as the restricted workspace
in human-centered environments demands high flexibility of the robot. In this context, we define
flexibility as the ability to execute a manipulation task in different environments with different
objects, obstacles and start configurations.
In industrial robotics, standard tools exist to program a small set of robot trajectories efficiently.
Such robot trajectories, either represented in the high-dimensional joint space or the 6D-Cartesian
space, cannot be adapted efficiently to large changes in the environment. Therefore, the flexibility
of the resulting robot program is limited.
In order to achieve a higher flexibility the robot has to look ahead and predict its effects on the
environment. This kind of prediction leads to a motion planning process, which is one of the key
abilities to automate everyday manipulation tasks. Motion planning enables the robot to solve a
task in a goal-directed way while dealing with boundary conditions of the task and the limitations
of its manipulation capabilities.
Representing complex manipulation tasks in a way suitable for motion planning is still an open
research question. The representation has to cover all relevant aspects of manipulation tasks, e.g.
forces between the robot fingers and objects, object poses as well as contacts between objects,
potentially leading to a high complexity of the motion planning process. At the same time, the
1
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(a) Adero using a spatula (b) Albert II
Figure 1.1.: Anthropomorphic robot Adero (a) and service robot Albert II (b).
representation has to allow efficient planning of the task in a large number of environments to
guarantee high productivity. The high efficiency and flexibility of human manipulation capabilities
show that these apparently contradicting challenges can be solved at the same time.
Humans are able to solve repetitive tasks efficiently by adapting reference motions, e.g. grasping
a large number of identical objects on a table with the same approach motion. Additionally, humans
possess the required knowledge to generate new solutions on the fly to handle situations, in which
adaptation is insufficient.
The representation and acquisition of manipulation knowledge, which enables a service robot to
solve complex everyday manipulation tasks and become gradually faster by learning from its own
experience, is fundamental to achieve human-like productivity and flexibility.
1.1. Motivation
The foundation to automate everyday manipulation tasks is their representation. In literature, we
can distinguish symbolic and subsymbolic representations. Figure 1.2 gives a short overview of
manipulation task representations, which are used in this section.
Symbolic approaches represent manipulation tasks on the basis of atomic actions or elementary
operators, e.g. like grasp, approach or screw. In STRIPS-like representations [40], actions also
contain pre- and post-conditions, which allow to plan a sequence of actions to reach a certain goal.
Pre- and post-conditions are symbolic, e.g. a relation like Above(Cup, Saucer) may represent the
goal of the action PutOnTop. The symbolic information alone is insufficient to generate a robot
motion. We assume that the execution of the action will result in a state of the world, in which the








a) b) c) d)
Figure 1.2.: Task representations to place a cup on a saucer. Symbolic representation (a), Dynamic Move-
ment Primitives (b), Probabilistic representation (c) and explicit representation of goals and
constraints (d).
real-world refers to the problem of symbol grounding and is currently unsolved. Although the gen-
eralization capabilities of symbolic approaches are enormous, the lack of subsymbolic information
to generate robot motions is a severe disadvantage.
In contrast, subsymbolic approaches represent manipulation knowledge in a way that can be
used directly to generate a robot motion. An example are Dynamic Movement Primitives (DMP)
which can be used to define a set of differential equations for each joint of the robot. By integrating
the equations a reference trajectory for each joint is obtained. In principle, generalization is more
critical than in symbolic representation. A joint-based representation does not allow to adapt the
motion to different object poses. Representing robot trajectories in Cartesian space, e.g. as a refer-
ence trajectory for the Tool-Center-Point (TCP) of the robot, does not solve the problem. Since the
Cartesian trajectory adapts to different object poses, calculation of inverse kinematics is necessary
to generate a joint-vector trajectory. Due to limited joint ranges, singularities, self-collisions as
well as collisions with the environment, this simple adaptation is insufficient to generalize to large
changes in the environment. The representation of a continuous set of (Cartesian) trajectories in-
creases the probability that a valid solution is contained. An example are Gaussian Mixture Models
(GMM). A GMM represents a probability distribution covering different task aspects in Cartesian
and joint space at the same time. In order to generate the robot motion a simple controller is used,
which limits generalization also to minor changes in the environment.
A more general idea is to represent goals and constraints of a manipulation task explicitly, e.g.
using GMMs to model individual constraints. Each goal or constraint refers only to a small number
of objects, similar to symbolic relations. The advantages are that goals and constraints can be
instantiated in different environments and by using motion planning generalization to large changes
3
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in the environment is possible. The disadvantage is that it is more difficult to define manipulation
tasks. A lot of ambiguities exist, which have to be resolved: what are the relevant goals, which
objects should be constrained in what way to reach a goal and how to constrain the robot motion to
be able find a successful robot motion efficiently? Programming this way is time-consuming, error-
prone and requires expert knowledge. The advantages outweigh the disadvantage and we follow
this idea to represent manipulation tasks on the basis of an explicit representation of goals and
constraints. In order to counteract the disadvantage, we have to look into programming techniques
which do not require to specify goals and constraints manually.
In human-centered environments, knowledge in robot programming is lacking but a great deal
of manipulation knowledge exists: humans are experts in solving everyday manipulation tasks. In
Programming by Demonstration (PbD) the goal is to observe a human teacher while performing
the manipulation task, e.g. with his own hands or by teleoperating the robot, and deduce a rep-
resentation of the manipulation task step-by-step. The latter usually relies on machine learning
methods to determine the free parameters, e.g. in our case the parameters of goals and constraints,
based on the set of human demonstrations. Programming the robot by demonstrating the task with
our own hands is very intuitive and promises a severe reduction in programming effort and (tex-
tual) programming experience. In this thesis, we apply the PbD paradigm and learn manipulation
tasks based on a set of human demonstrations.
Important requirements have to be considered. The demonstration of a single example usually
takes several seconds to minutes, which makes it difficult to produce a large number of demonstra-
tions. Similar to the human, a robot has to be able to learn novel tasks using only a small number
of demonstrations. In general, user-interaction should be limited and the learning process should
be as automated as possible, e.g. the user should not be asked to clarify hundreds of ambiguities.
The final step is to generate a robot motion based on the explicit representation of goals and
constraints. We have to ensure that all goals are reached and all constraints are obeyed. Controllers
are fast but insufficient to cope with the large variety of objects, obstacles and start configurations
in human-centered environments. Recent results in the field of constraint-based motion planning
allow to plan robot motions online considering constraints, self-collisions and collisions with the
environment. The cost of this flexibility is high planning time. Search heuristics to reduce planning
time exist but often depend on the task or environment. Nevertheless, we expect a robot to learn
from its experience and become faster gradually, which is one of the key abilities of humans.
Based on this observation, we investigate incremental learning of search heuristics to speed up the
planning process on the basis of prior experience in planning and executing a manipulation task.
Even with anthropomorphic robots, we have to consider the differences between the human
and the robot in the learning and planning process, what is called the correspondence problem.
State-of-the-art robot hands differ in geometry, kinematics and dynamics drastically from human
hands, e.g. the Schunk Anthropomorphic Hand (SAH), see Figure 1.1a, is 1.5 times the size of
an average human hand. Joint-based mappings, e.g. using a linear transformation of joint angles
between human and robot, allow to learn full-body motions efficiently. In the context of everyday
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manipulation tasks, the reproduction of contacts on the object surface as well as hand postures
relative to objects is more promising. The consequence is that a Cartesian-mapping is required,
which shares the same disadvantages as learning Cartesian trajectories. Modifying the learned
goals and constraints of a manipulation task seems to have a clear advantage in order to solve the
corresponding problem.
1.2. Thesis Statement and Preliminary Work
The thesis statement is:
“Flexible autonomous manipulation in human-centered environments is made possi-
ble by goal-directed planning based on sophisticated task knowledge, which can be
efficiently obtained by learning from human demonstrations. ”
We support the statement by discussing different representations of manipulation tasks and
defining a novel representation on the basis of a sophisticated set of constraints. Additionally,
we present techniques to learn manipulation tasks and generalize them to increase flexibility in a
(semi-) automatic way. We define and combine techniques to learn search heuristics to speed-up
planning with constraint relaxation to consider the differences between human and robot in an au-
tomatic way. Scalability to different manipulation tasks, without reconfiguration of the learning or
execution system, and the comparison with different execution mechanisms is evaluated.
The approach is investigated using multiple everyday manipulation tasks. Due to the limitations
of sensor systems as well as dynamics simulations, we make several important assumptions:
1. Models, i.e. geometry, kinematics and (optionally) dynamics, of the robot, objects and the
environment are available. All models have to be suitable for dynamics simulation.
2. Objects are assumed rigid bodies, i.e. no cloth or fluids.
3. Anthropomorphic robot hands are used for dexterous manipulation tasks that require force
interaction with the fingertips.
In prior work, a sensor environment consisting of stereo cameras, magnetic field trackers and
datagloves was developed. The sensor environment was extended with two robot heads, each with
pan-tilt-unit, stereo and RGB-D (depth) camera, see Figure 1.3. In order to detect and localize
objects in the learning environment, the 2D-vision library IVT [4] and 2D/3D object localization
[74] were incorporated. Additionally, tactile sensors to measure forces applied with the fingertips
were developed, which will be described in Section 4.1.1.
Different robot systems were available to evaluate the approach. The main robot systems were
Albert II and Adero, see Figure 1.1. Since perception, mobility as well as mobile manipulation is
not in the scope of this thesis, we restrict explanations to manipulation relevant components. Albert
II has a 6-DOF robot arm with a 6D-force sensing device and a 4-DOF robot hand. In contrast to
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Figure 1.3.: Sensor environment with magnetic field trackers, datagloves, tactile sensors and two robot heads
featuring a stereo camera, a RGB-D camera and a pan-tilt-unit.
Albert II, Adero has an anthropomorphic upper body. Adero has two 7-DOF Kuka Lightweight
Arms and two 13-DOF Schunk Anthropomorphic Hands. Kinematic and dynamic models have
been defined. 3D models of robots and objects were available. The latter can be found in the KIT
Object Models database [59].
1.3. Concept Overview
The representation of a manipulation task has to capture all quantitative and qualitative aspects
that are necessary to reproduce the task successfully on a robot system. In contrast to coherent
representations, which represent a suitable set of robot trajectories explicitly, we represent quanti-
tative and qualitative task aspects directly. Each task aspect is modeled based on an extensive set
of constraints: position, orientation, direction, force, moment, contact, configuration, temporal and
arbitrary constraints. The set of constraints is motivated by recent work in constraint-based mo-
tion planning. The result is an implicit representation of the manipulation task. We identify each
6
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constraint with a continuous set of robot configurations, in which the constraint will be obeyed,
which is called constraint manifold. We discuss characteristics of the representation, which enable
efficient sampling of configurations on the constraint manifold as well as calculating the distance
to the constraint manifold. We answer the important question how to adapt constraints to changes
in the environment, e.g. different object poses. Most constraints depend on coordinate frames,
which adapt automatically to changes in object pose. In order to instantiate constraints with novel
objects, we use morphing techniques.
The analysis of real-world manipulation tasks shows that constraint manifolds usually change
over time. A manipulation task does not consist of a fixed set of constraints but multiple goals and
constraint sets. We define a novel representation of manipulation tasks on the basis of constraints,
called strategy graph, to consider multiple goals and constraint sets. Goals and constraints are
defined using the same representation leading to simpler algorithms, in general. The temporal
constraints define a partial order, in which the (sub-)goals have to be reached. In order to execute
the task, a concrete time point has to be assigned to each (sub-)goal. A-priori, this assignment is
unknown. The consequence is that the set of constraints, which have to be obeyed at a given time
point is also unknown, and state-of-the-art constraint-based motion planners cannot be applied.
We discuss the connection to Constraint Satisfaction Problem (CSP) theory and integrate CSP-
standard tools into Rapidly Exploring Random Trees (RRT) to solve the resulting CSP. Since the
complexity is very high we restrict our work in the remaining part of the thesis to strategy graphs
with a linear structure. In general, the planning problem is still intractable. The reason is that
even simple constraints, e.g. to keep a fingertip in contact with a table surface, correspond to
constraint manifolds, which cannot be computed explicitly. In this case, the constraint manifold
contains all robot configurations, in which the fingertip is in contact with the table surface. State-of-
the-art constraint-based motion planners do not require an explicit representation of the constraint
manifold but apply rejection sampling and projection techniques to project arbitrary configurations
onto the constraint manifold. We integrate projection techniques from Computer Vision into the
state-of-the-art constraint-based motion planner CBiRRT to plan on complex constraint manifolds
defined by the strategy graph. By using constraint-based motion planning, manipulation tasks can
be executed in environments with different objects, obstacles and start configurations.
In order to model everyday manipulation tasks, we have to define a large number of constraints,
e.g. for the fingers, hand and arm as well as relevant objects, choose correct reference frames and
parameterize each constraint considering the kinematics, geometry and dynamics of the robot and
objects. The manual definition is time-consuming, error-prone and requires expert knowledge.
In this work, we present a novel PbD-approach, see Figure 1.4, to learn strategy graphs based
on a set of human demonstrations.
The first step in the PbD process, see Figure 1.4, is the observation of the human during ma-
nipulation. Based on prior work datagloves as well as magnetic field position trackers are used to
observe finger and hand motion without occlusions. Forces and contacts between objects cannot be































Figure 1.4.: Overview of developed PbD process. The representation of constraints and manipulation tasks, the mapping to different objects and the execution
using constraint-based motion planning will be discussed in Chapter 3. Chapter 4 contains the remaining topics: observation of the human teacher,
the learning of the preliminary planning model, the generalization of planning models, the specialization to the robot and object models to decrease
planning time and consideration of the correspondence problem.
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tasks. In order to calculate contacts between the human fingers and objects in simulation, we rely
on accurate hand models, which are obtained using a high-precision laser scanner. Additionally,
tactile sensors are employed to estimate forces in contact points.
We gather multiple examples of each task as the basis to learn a preliminary planning model.
Two important problems are solved: how to build the structure of the strategy graph, e.g. the set
of nodes and arcs, and how to define and parameterize the set of constraints. The structure is
built using prior work on velocity-based segmentation. The set of constraints has a large influence
on flexibility. In general, we prefer a small number of constraints to induce less restrictions on
the environments, in which the task can be executed. This refers to a fundamental problem in
pattern recognition: how to find the best set of features to train a classifier. In related work, the
set of constraints is often predefined. We make only weak assumptions on the constraint set, e.g.
consider only detected objects in the environment, and start with a large number of automatically
generated constraints.
Constraints, which restrict the hand and finger motion, encode aspects which can be accounted
to human morphology, e.g. the distance of the hand relative to the object. These differences in
morphology of the human and robot hand have to be considered explicitly in the learning pro-
cess, which is called the correspondence problem. We follow a novel approach and relax learned
constraints, which restrict finger and hand motion. The basis is a workspace comparison of the
robot and human hand. Constraints, which restrict object motion and contacts between objects,
are not relaxed. In the planning process, fingertip and hand motion can be adapted more freely to
reproduce aspects of the task, which we assume independent of human morphology.
The preliminary strategy graph contains a large number of irrelevant constraints, which limits
flexibility to different environments. Therefore, the next step in the PbD process is the generaliza-
tion of the planning model by identifying irrelevant constraints to increase flexibility. We present
two complementary approaches to consider the differences in experience with the learning system
and number of available demonstrations. In the first approach, additional demonstrations by the hu-
man teacher are used to identify irrelevant constraints. In the second approach, the human teacher
defines a number of robot-tests, e.g. object arrangements, which the robot has to solve using the
learned planning model. We assume that irrelevant constraints prevent a successful solution of the
robot-test and generate statistics in the planning process to identify inconsistent constraints. Based
on this feedback, we define an optimization problem to find a maximum subset of constraints,
which admits a solution to all robot-tests, automatically.
The generalized strategy graph can be executed in a flexible way in different environments on
an anthropomorphic robot. Due to the constraint relaxation and reduced number of constraints, the
search space is large (and also high-dimensional). The consequence is high planning time. In the
next step, we specialize the planning model to the robot and objects in the environment to decrease
planning time. In the state-of-the-art, different search heuristics exist to speed-up the planning
process. A common limitation is that search heuristics are fixed or learned prior to the execution.
Incremental learning, e.g. to learn new search heuristics for situations, in which all other search
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Figure 1.5.: Planning and execution of learned manipulation tasks on Adero: opening a bottle with the
fingertips (left) and tool usage (right). - [53]
heuristics fail, is not supported. In this thesis, we learn search heuristics incrementally based on
previously planned robot trajectories. Each search heuristic encodes a number of robot trajecto-
ries. In the vicinity of an object, a robot trajectory often depends on the geometry of the object,
e.g. the motion of the finger to push a slider. Farther away from the object, the object geometry
becomes less important and the influence of the start configuration and obstacles increases. Based
on this assumption, we integrate a fast-control algorithm into the developed planning algorithm.
The control algorithm generates the object-dependent part in an efficient way based on the search
heuristics. The remaining part is planned using the original planning model. In the best case, the
remaining part is negligible and planning time depends only on the control algorithm. In the worst
case, the object-dependent part vanishes and the algorithm reduces to the standard motion planner.
Search heuristics incorporate information about robot morphology, e.g. where to place the robot
hand in order to grasp an object, which was not available in the learning process. We relaxed the
learned finger and hand constraints to compensate this lack of information. Finally, the search
heuristics are projected to the constraints to counteract the relaxation and derive a strategy graph
specialized to the robot system.
We evaluate the developed planning algorithm, individual components of the presented PbD-
approach as well as the overall system. Focus is on everyday manipulation tasks like pour-in,
placing objects in the fridge or opening a bottle. We rely on planning results in simulation, either
with fixed or random object arrangements, to get a sufficient data basis. The applicability to real-
world environments is shown in multiple experiments on the real robots Albert II and Adero, see
Figure 1.5. Qualitative results with the robots Armar IIIb and PR-2 in simulation as well as real




In this thesis, we develop a representation of manipulation tasks on the basis of an extensive set
of constraints, which cover a large variety of different everyday manipulation tasks. We extend
state-of-the-art constraint-based motion planners to generate robot motions online in different sit-
uations, e.g. with different objects, obstacles and start configurations. The resulting flexibility is
a major advantage compared to related work in the state-of-the-art, which employ control-based
mechanisms to execute manipulation tasks.
In order to learn novel manipulation tasks, we enhance PbD-methods to extract relevant goals
and constraints of a manipulation task in a (semi-)automatic way based on a small number of hu-
man demonstrations. By removing irrelevant goals and constraints, the learned task model, which
we call strategy graph, is more general and can be applied more flexibly in different situations
compared to the related work, which employ simpler generalization techniques.
Additionally, we consider explicitly the differences in morphology of the human, who demon-
strates the task, and the robot, who has to execute it autonomously. In contrast to related work in
the state-of-the-art, no manually defined task-dependent mapping is required, which leads to less
human intervention and therefore more autonomy in the learning process.
The disadvantage of motion planning is high execution time. We decrease planning time by
learning search heuristics automatically based on prior planning results. In contrast to related
work, search heuristics are learned incrementally and allow to speed-up the execution in situations,
in which previously learned search heuristic fail.
The main contributions are summarized as:
1. Manipulation task representation on the basis of goals and constraints to support flexible
online motion planning.
2. (Semi-)automatic extraction of relevant constraints and goals of a manipulation task, which
limits user interaction and leads to higher flexibility in the planning process.
3. Consideration of the correspondence problem by relaxation of constraints, which refer to
human morphology, and automatic tightening based on planning results to incorporate robot
morphology.
4. Incremental learning of search heuristics based on prior planning results to restrict the search
space for motion planning leading to shorter execution times in real world applications.
1.5. Document Outline
The thesis is composed of six chapters, which group the contributions according to Figure 1.4.




Chapter 3 discusses a concept to represent, map and plan manipulation tasks on the basis of
constraints.
Chapter 4 explains the developed approach to learn and post-process manipulation tasks using
PbD to increase flexibility and decrease planning time.
Chapter 5 contains the experimental evaluation of the overall system as well as individual com-
ponents using different robot systems.
Chapter 6 summarizes the thesis, highlights the contribution and discusses open research ques-
tions and potential future work.
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The first patent for an industrial robot was filed in 1954 by George Devol [31] in the United
States of America. Since then, industrial robots revolutionized different applications, e.g. building
cars or microcontrollers, and “in 2011, about 165,000 industrial robots were sold worldwide, by
far the highest level ever recorded” [6]. Industrial environments are particularly well suited for
robotics since they can be partially structured. The environment of the robot, e.g. the work cell
and conveyor belt, is fixed and an a-priori known small set of objects is manipulated. If the pose of
the manipulated object is constant, a larger number of tasks can be solved using manually defined
robot trajectories. In novel applications, e.g. grasping and sorting objects from a conveyor belt,
this is insufficient and the robot requires flexibility to move its tool-center-point on a collision-free
path to different goal positions. The calculation of such a trajectory is called motion planning,
which represents a fundamental skill for robots manipulating their environment, see Section 2.1.
For service robots, the manipulation tasks and environments are considerably more complex. One
important aspect is the representation of constraints, see Section 2.1.3, which have to be obeyed
during manipulation, e.g. maintain a contact with the finger. Constraints form the basis of the
definition of planning models, which enables us to plan manipulation tasks in an automatic, flexible
and goal-directed way.
The cost of flexibility is high planning time, usually ten seconds or more for simple Pick&Place
tasks. The reasons are narrow passages in the search space leading to a large number of costly
collision calculations or a high-dimensional search space. In order to reduce planning time, search
heuristics exist, which restrict the search space. In Section 2.2, we define state-of-the-art search
heuristics, which approximate the collision-free portion of the search space online to reduce the
number of collision calculations or use multiple planner queries to generate a sampling distribution
allowing to generate useful configurations with higher probability.
The planned robot trajectory is executed on the real robot under the assumption that robot and
object models are highly precise and the current configuration, e.g. robot and object poses, is fully
observable. The first assumption can be maintained by using a high precision laser scanner to ob-
tain accurate object models [59]. The latter usually does not hold in service robot applications since
objects are localized relatively to the robot using onboard sensors like stereo or depth cameras. In
this case, control algorithms are applied to adapt the robot motion to follow the planned trajectory.
Constraints define correlations between the robot and object motion, which are exploited to adapt
the motion in a goal-directed way. In Section 2.3, we discuss task frames and constraint-based
programming, which offer a well understood tool set to derive closed-form controllers to execute
manipulation tasks with constraints.
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The remaining question is how the planning model, i.e. constraints and goals, of a manipulation
task are defined in the first place. In Chapter 1, we motivated that explicit demonstrations by a
human teacher, who is an expert in manipulation, are viable to generate the skills of the robot.
Multiple learning paradigms with different representations and execution mechanisms exist in the
field of Programming by Demonstration (PbD) or Imitation Learning. In Section 2.4, we give an
overview of probabilistic, dynamic, bio-inspired, contact-based and symbolic PbD approaches.
Finally, we analyze the related work in respect to requirements arising naturally from the thesis
statement. The requirements and evaluation are summarized in Section 2.5.
2.1. Planning of Manipulation Tasks
Planning enables an autonomous robot to adapt its execution to changes in the environment, e.g.
different objects and obstacles, and reach a certain goal while obeying a number of constraints.
Russel et al. describe planning as “the task of coming up with a sequence of actions that will
achieve a goal” [88, page 375]. In order to determine this sequence, a robot has to predict the effects
of its actions on the environment. The prediction of complex effects requires general purpose
kinematic or dynamic simulations, which are grounded in geometric, kinematic and (optionally)
dynamic models of objects, obstacles and the robot. This dependency on accurate and precise
models represents a major limitation of planning.
Depending on different characteristics of the planning problem, e.g. a discrete or continuous
state space, different planning paradigms exist, e.g. symbolic planning, probabilistic planning
or motion planning. In this thesis, we concentrate on the latter. The goal of motion planning
is to generate a collision-free continuous path in the configuration space of the robot starting in
the current configuration and ending in a predefined goal configuration. The planning problem
is in PSPACE and we cannot expect to find a solution for arbitrary problems efficiently. If the
environment is fixed, e.g. in industrial applications, a map of collision-free paths can be computed
offline and used online to plan a path from a given start to a goal configuration in a short amount
of time. We give a short overview of these Roadmap-planners in Section 2.1.1.
Service robots operate in the human environment, where object, obstacle and robot poses change
with in each planner query. In this situation, motion planners have to be used, which generate a
collision-free path online. We discuss the Rapidly Exploring Random Tree planner in Section
2.1.2. For service robots, manipulation tasks are often more complex, e.g. they are subject to
different constraints like holding an object upright, contain more complex goal descriptions and
require coordinated motion of robot fingers and hands. We summarize recent developments on
the representation of constraints and goals, which form the basis of the definition of planning
models, in Section 2.1.3. The set of configurations, which obeys a set of constraints, is called the
constraint manifold. In the planner, random configurations have to be projected to a constraint
manifold efficiently. We discuss different projection techniques in Section 2.1.4. In Section 2.1.5,
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(a) (b)
Figure 2.1.: Probabilistic roadmap: nodes (white), collision-free connections (lines), start configuration
(green), goal configuration (red). (a) start and goal configuration are connected by a collision-
free path to the roadmap (arrows). (b) graph search is applied to find a path between the con-
nected nodes resulting in the solution (blue).
we discuss how the RRT and PRM motion planner can be adapted to consider constraints in the
planning process based on the defined projection techniques.
2.1.1. Probabilistic Roadmaps
Sorting loose material, e.g. screws, from one conveyor belt to a box is a standard problem in
robotics. A screw has to be grasped at a random position, moved on a collision-free path above a
crate and released. In this situation, the environment is usually fixed, i.e. the robot and conveyor
belts are the only moving objects. The task is repetitive but since the conveyor belts move, the
grasp and release poses vary. Based on the assumption that the environment is fixed, a probabilistic
roadmap (PRM) [60] of collision-free paths can be computed prior to the planning process to speed
up the generation of a collision-free path. In this Preprocessing phase, the goal is to generate a
roadmap, which can be efficiently used to answer planner queries. The roadmap approximates the
free space in the sense that a collision-free path from an arbitrary point in the free space to a point
in the roadmap can be found. In the Query phase, a start and goal configuration is given and the
problem is to find a collision-free path between both configurations using the roadmap. In PRMs,
both configurations are connected with the roadmap, i.e. a fast local planner is used to generate a
collision-free path to a nearby configuration in the roadmap, and graph search, e.g. A?, is applied
to find a path in the roadmap. The whole process is visualized in Figure 2.1.
Algorithm 1 shows the basic principle [69, p. 237ff] to construct a roadmap. α(i) is a dense
sequence of random configurations, e.g. the uniform distribution on configuration space α(i) ∼
U (C ). If α(i) is collision-free (line 4) it will be added to the roadmap (line 5). We calculate nearby
15
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Algorithm 1 PRM algorithm to construct a roadmap, [69, p. 237ff]
1: G .init();
2: i← 0
3: while i < N do
4: if α(i) ∈ C f ree then
5: G .add_vertex(α(i));
6: for q ∈NEIGHBORHOOD(α(i),G ) do







configurations in the roadmap (line 6). If a nearby configuration q is in a different component and
we can generate a collision-free path from α(i) to q (line 7), we add an edge from α(i) to q (line
8). It is true that between all vertices in a component a collision-free path exists.
The implementation of the function NEIGHBORHOOD has high influence on the overall plan-
ning time. If we set the neighborhood to all nodes in the roadmap, planning time will be maximal.
Lavalle [69, p. 237ff] lists four different implementations, which will be summarized here.
Nearest k The k nearest neighbors to α(i) are returned, which can be implemented efficiently
using, e.g., kd-trees.
Component k The connected components of the roadmap are calculated and for each compo-
nent, the Nearest k-step is applied.
Radius r,k Choose up to k vertices, which are closer than r to α(i), i.e. which lie in the sphere
B(α(i),r).
Visibility In [96], the concept of guard and connector vertices was introduced. A guard is a
vertex, which cannot be connected to other guards, i.e. CONNECT fails. A connector is defined
as a vertex q, which can be connected to at least two guards q1, q2, i.e. CONNECT(q,q1) and
CONNECT(q,q2) is valid. The algorithm is adapted to create a roadmap with small number of
vertices, where each vertex is a guard or connector. α(i) will be added if it cannot be connected to
one of the guards (it will become a guard itself) or if it can be connected to at least two different
connected components of the roadmap (it will become a connector).
Visibility is one example to generate roadmaps, which can be queried more efficiently and there-
fore allow shorter planning times online. Different approaches generate only vertices near the
boundary of the space of collision-free configurations [2] and [14], in narrow passages [44], on the
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medial axes [110], [43] and [72], i.e. a maximum distance to the boundary, or use statistics about
connection failures of the generated vertices in [60].
2.1.2. Rapidly-Exploring Random Trees
Service robots operate in the human environment, in which objects, obstacles and the robot pose
relative to the environment change in each planner query. The consequence is that we cannot guar-
antee that a previously calculated roadmap holds any collision-free paths and we have to generate
a roadmap in each planner query. Since we do not need information about the whole free space but
only the relevant subspace for the current planner query, computational effort and planning time is
wasted by generating a roadmap. In this section, we discuss the Rapidly-Exploring Random Tree
(RRT) [68] sampling-based motion planner, which operates online without the need to generate a
roadmap. We focus the explanations on an uni-directional RRT, which grows a single tree in the
start configuration. The bidirectional variant will be discussed in Section 2.1.5.
In the unidirectional RRT, a tree is grown from the start to the goal configuration. The tree
explores new areas of the search space very efficiently. With increasing planning time, the tree
approximates the free space, which can be reached from the start configuration. The direction of
growth is controlled by sampling random configurations in the search space. Algorithm 2 based
on [68] shows the implementation details.
Algorithm 2 RRT(θstart,θtarget)
1: AddNode(θstart , tstart)
2: while true do
3: θrandom← RandomConfiguration(θtarget,δ )
4: θnn← NearestNeighbor(θrandom)
5: θextend← Extend(θnn,θrandom)
6: if not HasCollision(θnn,θextend) then
7: AddNode(θextend)
8: AddParent(θextend, θnn)
9: if GoalTest(θextend) then




The algorithm starts by initializing the tree root with the start configuration (line 1). In each it-
eration, a random configuration is sampled uniformly or, with probability δ , the goal configuration
(line 3). The nearest neighbor in the tree is calculated (line 4), e.g. efficiently using kd-Trees. We
take an ε-step from the nearest neighbor to the random configuration (line 5) and add it to the tree
(line 7,8) if it is collision-free (line 6). Finally, we test if the goal configuration was reached (line
9) and return the solution by traversing the tree in reverse order (line 10).
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The planning process is visualized in Figure 2.2. The tree rapidly explores large regions of the
configuration space, in which no tree nodes reside. This was analyzed by Kuffner et al. [65] by
looking at the voronoi regions of each node and is repeated here. In Figure 2.3, the voronoi regions
after the third and fourth iteration are shown. Since we generate nodes in a small distance of the
root node in the beginning, voronoi regions will be larger the farther away from the root node. The
voronoi regions define a partition of the configuration space. A voronoi region of a node contains
all configurations, which are closer to the node than to any other node in the tree. If we draw a
random sample in the configuration space, the probability that a specific node will be extended
is proportional to the area of its voronoi region. The conclusion is that nodes will be extended
in the beginning, which are farther away from the root. In each extension, new nodes are added
resulting in a new set of voronoi regions and the average size of voronoi regions decreases. The
tree converges to a dense set, i.e. it gets arbitrarily close to any point in the configuration space.
The standard RRT planner is insufficient due to the rapid exploration, when the solution passes a
narrow passage. Different extensions exist to focus search on problematic parts of the configuration
space. Kuffner et al. [66] recognized the symmetry of the planning problem, i.e. planning from
start to goal or vice versa is identical. They grow one tree for each goal configuration and one
tree in the start configuration alternately and balance the growth of both trees with the goal to have
the same number of nodes. In each iteration, both trees grow toward each other and the planning
problem is solved, when both trees are connected. Since it has less parameters that the standard
RRT planner (no δ ), it is used widely. In dynamic domain RRTs (dd-RRT) [113], a different
sampling distribution is defined. A sphere with radius dnear is created around each configuration
in the tree. A sample is drawn from the intersection of the search space with the union of spheres,
i.e. only configurations close to the tree are generated. The approach was extended in [48] to adapt
the threshold automatically during motion planning. Strandberg [102] introduces a RRT planner,
which spawns a new tree in a random configuration with certain probability when the following
condition applies: the configuration is collision-free but cannot be connected to the tree. The
concept generalizes the idea of bidirectional search and allows to solve planning problems with
multiple traps. In [114], random configurations, which are in collision, are retracted to generate
configurations in narrow passages or close to obstacles.
2.1.3. Constraints
In the example in the previous section, the implicit assumption was that the bottle had to be moved
on the table and could not be lifted. The search space in this case would be the position x,y and
orientation θ of the bottle on the table. The planning solution would be a path for the bottle. By
using inverse kinematics for the robot arm, a trajectory in configuration space could be generated.
The latter is problematic due to singularities of the arm, collisions of the arm with the environment
and generalizes poorly to more complex tasks, which involve coordinated motion of hands and
fingers. In motion planning, the problem is solved by planning in the joint space of the robot, i.e.
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Figure 2.2.: Unidirectional RRT: nodes (white), collision-free connections (lines), start configuration
(green), goal configuration (red), random configuration (blue). In order to extend the tree, a
random configuration is chosen (blue) and an ε-step is taken from the nearest neighbor in the
tree (dotted line). Nine extensions are shown (a - l). With small probability the goal configura-
tion is chosen instead of a random configuration (e, l). The result (blue path) is a collision-free
path from start to goal (m).
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(a) (b)
Figure 2.3.: The probability to extend a node in the tree is proportional to the area of its voronoi region. (a)
shows the voronoi regions after the third iteration and (b) after the fourth iteration.
we plan directly how the joints of the robot have to move. An important question arises: how can
we restrict that the generated arm motion leads to a motion of the bottle, in which it will not be
lifted from the table?
The representation of such restrictions in a way compatible to a sampling-based motion planning
leads to the definition of a constraint. The joint limits l j ≤ θ j ≤ u j represent an example of a
joint space constraint, which can be represented as a hypercube [l j,u j]n. More interesting are
Cartesian constraints, since they refer to objects in the environment and adapt to different object
poses. Stilman et al. [101] and Berenson et al. [9], [10] define Cartesian constraints based on
two coordinate frames 0T1 and 0T2, where the first coordinate frame moves relative to the second
coordinate frame. In our example, 0T1 is a coordinate frame in the center of mass of the bottle and
0T2 is a coordinate frame in the center of the table surface. If we want to restrict the motion of
0T1 relative to 0T2, first we calculate the relative 6D homogenous transformation matrix 2T1. We
transform into a 6D vector using ∆x = (x,y,z,roll, pitch,yaw)T , where x,y,z is the translation and
roll, pitch,yaw the roll-pitch-yaw representation of the rotation part. Stilman et al. [101] use a
selection matrix C with ci ∈ {0,1}: c1 ...
c6
 (2.1)
to choose dimensions, in which the coordinate frame might move. The constraint is defined as
0 = C ∆x (2.2)
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If the constraint is violated, the distance to the constraint manifold is given by ‖C ∆x‖. Berenson
et al. [9] extended this representation to consider lower l j and upper bounds u j. The constraint is






or l j ≤ c j ∆x j ≤ u j. The representation allows to consider constraints in the motion planning
process in an efficient way.
2.1.4. Constraint Projection
The constraint definition in the previous section allows to compute the distance from a given con-
figuration to the constraint manifold. In our previous example, let ∆x be the relative transformation
between the bottle center of mass and the table surface. The constraint to move the bottle on the



























The distance is defined as the maximum of the distance in each dimension max(li− xi,
max(xi−ui,0)). If the bottle is raised 10cm above the table but held upright, the distance will
be 10. Even in this simple example, the constraint manifold is infinitely thin, i.e. Lebesgue-
measure 0, and drawing a random configuration, in which the constraint is obeyed, has probability
0. If we want to extend the RRT to plan on constraint manifolds, we need an algorithm to generate
random configuration on the constraint manifold efficiently. Stilman et al. [101] define projection
techniques, which project a given random configuration to the constraint manifold by using the
distance information. We describe informally two example projection techniques: Randomized
Gradient Descent (RGD) and Fraction Retraction (FR). Since projection techniques are mainly
used in the Extend function, we show how it can be extended to consider configurations on a
constraint manifold. A (random) configuration θrandom and nearest neighbor θnn are given. We
calculate the configuration in distance ε from θnn to θrandom. Finally, the resulting configuration θs
is projected to the constraint manifold.
RGD, see Figure 2.4a, requires only a scalar value representing the distance from the current
configuration to the constraint manifold. It samples a random direction to generate a configuration
in distance ε ′ ε to θs. If the distance to the constraint manifold is smaller than in θs, θs will be
replaced by the generated configuration. If the distance is smaller than a threshold δ , the iteration
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Figure 2.4.: Projection techniques to project a random configuration θs to a configuration θextend on the
constraint manifold, [101].
stops. If the distance of θs to θnn is less than ε , the projection was successful. RGD approximates
the gradient of the distance to the constraint manifold. The main advantage is numerical stability
and simplicity, i.e. only a scalar distance value is required.
If a distance vector ∆x to the constraint manifold is available, e.g. in the example it would
be (0,0,−10,0,0,0)T , we do not have to approximate the gradient resulting in a potential speed-
up. The problem is that the configuration has to be adapted but the constraints define a distance
function in the Cartesian space. In FR, see Figure 2.4b, the Jacobian of the manipulator J(θ) is
used to project the Cartesian distance to the configuration space. First, the pseudo-inverse J†(θ)
of the Jacobian is calculated. θs is iteratively replaced by θs− J†(θs)∆x. In each iteration, the
distance ∆x of θs to the constraint manifold is updated. The main advantage of Jacobian-based
projection techniques is less evaluations of the constraint distance resulting in shorter computation
times. Problematic are singular configurations and configurations close to the joint limits.
2.1.5. Constraint-based Motion Planning
The constraint representation and projection techniques are general and can be applied to plan on
constraint manifolds with different planning techniques. In this subsection, we discuss state-of-
the-art techniques to extend the RRT and PRM to plan on constraint manifolds.
Since the RRT is extended by ε-steps, it can be easily adapted to plan on constraint manifolds.
Stilman et al. [101] replace the function Extend(θnn,θrandom) in line 5 in Algorithm 2 with Con-
strainedExtend. ConstrainedExtend(θnn,θrandom) is implemented as a constraint projection tech-
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nique, see Section 2.1.4, and returns a configuration in maximum distance ε to θnn on the constraint
manifold.
The PRM planner is extended in a similar way. During the generation of the roadmap, the
function CONNECT(α(i),q) is applied to connect the random configuration α(i) with the node
q, see line 7 in Algorithm 1. q is already on the constraint manifold but not α(i) (and it cannot
be sampled efficiently). First, we project α(i) on the constraint manifold resulting in α(i)′. The
CONNECT function has to generate a path on the constraint manifold from α(i)′ to q. A simple
implementation is shown in Algorithm 3. We apply the function ConstrainedExtend iteratively to
make ε-steps on the constraint manifold from α(i)′ to q.
Algorithm 3 CONNECT(θstart,θtarget)
1: θresult← /0
2: while θresult 6= θtarget do
3: θcurrent← ConstrainedExtend(θresult,θtarget)







By integrating projection techniques into the planning algorithms, motions, which are subject to
collision as well as simple Cartesian constraints, can be planned efficiently.
2.2. Efficient Search Heuristics for Motion Planning
In constraint-based motion planning, the search space is defined implicitly as the intersection of the
constraint manifolds created by individual constraints. In our example, the no collision constraint
creates a constraint manifold consisting of all configurations, which are collision-free. The bottle
constraint induces a thin constraint manifold with configurations, where the bottle stands on the
table surface. Computation time for the constraint distances differ by a magnitude, i.e. with PQP
[106] a collision query usually takes a few milliseconds while the distance of the bottle constraint
is calculated in microseconds. Constraints with high computation time have a significant impact
on the overall planning time, which is usually in the order of 10 seconds. If we are able to reduce
the number of time consuming constraint evaluations, a significant speed-up can be achieved.
We discuss two approaches to reduce planning time for constraint-based motion planning. In
Section 2.2.1, we discuss the decomposition of the workspace into more simple representations,
which allow to reduce the number of collision queries during planning. In Section 2.2.2, workspace
biasing approaches are presented. The idea is to learn a non-uniform sampling distribution assign-
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ing a higher probability to configurations, which may be useful in the planning process, potentially
leading to a decrease in planning time.
2.2.1. Workspace Decomposition
Brock et al. [16] decompose the planning problem into two subproblems P1 and P2. In P1 the
goal is to generate a tunnel T , i.e. a subset of the workspace, which includes the swept volume of
at least one solution to the planning problem. P2 is the subproblem to generate a solution to the
planning problem using the tunnel T to reduce planning time.
The first subproblem is solved using wavefront expansion, which is explained in more detail in
[16] and is summarized here. Let s be the start and g the goal configuration. The algorithm starts
by calculating the distance r of the robot to the closest object in s and generating a sphere centered
at s with radius r. The sphere is added to a priority queue, where the priority is calculated as the
minimum distance to the goal: |s−g|− r.
In each iteration, the sphere with highest priority is removed from the queue and added to a
tree structure, which represents the current state of the free space approximation. Samples on
the surface of the sphere are drawn uniform randomly. If a sample is not contained in one of the
spheres in the tree, the distance and priority are calculated and a new sphere is added to the priority
queue. The algorithm stops if the priority queue is empty or the start and goal configuration are
connected by a tunnel (with sufficient diameter). The result is an approximation of the free space
as a tree of spheres. The tunnel is the sequence of spheres from the start to the goal configuration.
P2 is solved by defining a potential field based on the tunnel, i.e. the parent-child relationship
between spheres and the distances of the sphere centers, and distance to local obstacles.
The priority queue implements a best-first search. In Figure 2.5, the tunnel for the task to place
a bottle in a crate is shown. Since the direct path from the start to goal configuration is blocked by
the crate, only a small number of spheres is generated in direction of the solution path.
2.2.2. Workspace Biasing
Zucker et al. [116] describe a general approach how different features on a discretized workspace
can be weighted based on previous planner queries to generate a sampling distribution, which
allows to reduce planning time. In the experiments, features are Gaussian convolutions of voxel
occupancy, visibility of voxels and elliptical path distance. Let d(x,y) be the optimal distance from
voxel x to voxel y. The elliptical path distance is d(x,xstart)+ d(x,xgoal)− d(xstart ,xgoal), where
x is the current voxel, xstart is the voxel with the start configuration and xgoal the voxel with the
goal configuration. Each component in the feature vector f (x) corresponds to the scalar value of a
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Figure 2.5.: Calculated tunnel in workspace using wavefront expansion.
P(w,x) is a Gibbs distribution. If w = 0, P(w,x) is uniform. If wi→∞, P(w,x) will only be greater
zero, where fi(x) is maximal, see [116]. In order to sample a random configuration, Zucker et al.
draw a random voxel according to P(w,x) and apply a manually defined transformation to calculate
a matching configuration, e.g. for the planar robot in Figure 2.6, a configuration is sampled, which
leaves the tool center point in the voxel. They interpret the sampling distribution as a stochastic
policy with the goal to find a distribution, which maximizes a reward function. In this case, the
reward function is the number of planner queries solved per time frame. Based on multiple planner
queries, the weight vector is adapted to find a distribution leading to short planning times. The
optimal weight vector depends on the environment, e.g. if a lot of obstacles are present, voxel
occupancy might be weighted higher, and thus the approach is suited best for static environments.
Zucker et al. did not analyze the reduction in planning time.
Van den Berg et al. [107] analyze the workspace for narrow passages using cell decomposition.
The cells are clustered based on the "watershed transform" to form regions, see Figure 2.7a. A
weight is assigned to each region to reflect its role as a narrow passage for the robot. In the planning
process, a region is drawn randomly proportional to its weight. In the region, a 3D vector is drawn
with a uniform distribution. Since the 3D vector does not specify all degrees of freedom of the
robot, the other DOF are chosen uniformly randomly. Figure 2.7b shows a set of random samples,
with higher concentration in narrow passages. Depending on the objects in the environment, cell
decomposition is time consuming and should be done in a Preprocessing phase, e.g. in a PRM
planner. Since only the translational degrees of freedom are considered, the approach is suited for
free-floating robots, which can be approximated by a sphere, e.g. mobile platforms.
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(a) Start configuration (b) Goal configuration (c) Learned likelihood function
(d) Voxel occupancy (e) Visibility (f) Elliptical path distance
Figure 2.6.: Workspace Biasing. A planar robot with 7 DOF has to move from start (a) to goal (b). The
likelihood function in (c) is learned based on a weighting of features (d, e, f), [116].
2.3. Execution of Compliant Motion Tasks
Most manipulation tasks require more or less complex compliant motions, i.e. during manipulation
the robot has to cope with a number of contacts, e.g. between a grasped tool and the environment,
in a safe and predictable way. In motion planning, constraints represent an efficient way to rep-
resent such restrictions but the assumption that the environment is fully observable and robot and
object models are highly accurate, is often invalid. In real-world scenarios, the robot has to react
constantly to measured forces while adapting a planned robot trajectory to cope with uncertainty.
A framework to define such compliant motions is the Task Frame Formalism (TFF) introduced
by Mason [73] and later formalized by Bruyninckx et al. [17], which is summarized here. The
basis to define contact situations is the twist vector t = (vT wT )T , consisting of linear velocities
v and angular velocities w, and wrench vector w = ( f T mT )T , consisting of the linear forces f
and moments m. In a contact situation with the frictionless reaction forces w, the (rigid) object in
contact has to execute an instantaneous motion defined by t, which is reciprocal to w, i.e.
wT t = wT m+ vT f = 0 (2.6)
In a contact situation, the set of twists and the set of ideal contact wrenches are reciprocal vector
spaces. The sum of the dimensions is always 6.
A Task Frame (TF) is defined as an orthogonal basis to represent all possible t and w satisfying
Equation 2.6. Each basis vector is used once as an axial vector (xt,yt,zt)T to specify force and
linear velocity and once as a polar vector (axt,ayt,azt)T , which allows to define angular velocity
and moment. The user specifies the (task-dependent) orthogonal basis and chooses n velocity
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(a) Region labelling based on watershed transformation. (b) Random samples drawn according to non-uniform
sampling distribution.
Figure 2.7.: Calculation of non-uniform sampling distribution using the watershed transformation, [107].
controlled directions, which form a basis for the twist vector space. The remaining 6− n force
controlled directions represent a basis for the wrench vector space. In each direction, a set-point
or desired value has to be defined, which is used in the controller to adapt the robot motion in the
contact situation. In each direction, different control strategies can be chosen by the user. The
controller adapts the motion constantly to reach the set-points until a stop condition is fulfilled,
e.g. when we pull a drawer a force indicates that the limit of the slider is reached.
The authors define different requirements to specify a TFF: geometric compatibility, causal
compatibility and time-invariance. Geometric compatibility restricts that TF describes the contact
situation completely, i.e. the user chooses the correct orthogonal basis and velocity controlled
directions. The set-points and stop condition have to be compatible with the contact situation
(causal compatibility) and the TF adapts automatically to changes in the geometry of the contact
situation (time-invariance). Time-invariance is usually maintained by tracking the manipulated
objects, e.g. the current orientation of a lever, and adapting the TF.
The TFF can be used to define a large variety of tasks, e.g. opening a door or turning a screw,
see Figure 2.8. Counterexamples exist, which cannot be modeled as a TF [17].
Prats et al. [84] combine the TFF with a knowledge-based approach to grasping, in which
grasps are defined based on predefined hand configuration (hand preshape), a hand pose relative to
a grasp frame and a selection matrix to specifiy, in which dimensions of the grasp frame the hand
pose is unconstrained, see Figure 2.9. In order to execute the task, force set-points are transformed
into velocity set-points using a generalized spring. After transforming the velocities into the TCP
coordinate frame, the Jacobian is applied to receive joint velocities to control the manipulator.
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move compliantly {
  with task frame directions
    xt:   velocity 0 mm/sec
    yt:   force 0 N
    zt:   force -f N
    axt: velocity 0 rad/sec
    ayt: force 0 Nmm
    azt: velocity ω rad/sec
} until azt force < -m Nmm or time > t sec 
Figure 2.8.: Task Frame specification to turn a screw with velocity controlled directions xt, axt, azt and force
controlled directions yt, zt, ayt, [17].
De Schutter et al. [28] extend the TFF to the more general constraint-based programming for-
malism. In their iTASC system, a general control scheme is introduced to define a compliant
motion task with a set of feature coordinates, similar to the directions in TFF, and a set of equality
constraints, similar to the set-points for different directions in the TFF. They derive a controller for
the task and discuss how constraints can be weighted and a smooth transition between different
subtasks, i.e. constraints, can be achieved. Constraint-based programming has been successfully
applied to complex tasks like simultaneous manipulation of the same workpiece by two robots,
e.g. one robot picks up an object, moves it to a conveyor belt and places it down while a second
robot paints it with an airbrush.
Decre et al. [30] extend the iTASC framework with a more general objective function and sup-
port for inequality constraints with the disadvantage that a controller cannot be derived efficiently.
2.4. Programming by Demonstration
Constraint-based motion planning, see Section 2.1, and Constraint-based programming, see Sec-
tion 2.3, are powerful techniques to execute manipulation tasks in a flexible and reliable way. The
major drawback of these techniques is complexity. The representation of a manipulation task as the
intersection of a number of constraints is challenging, e.g. the number of constraints is large and
semantics of a constraint depend on the parameterization and referenced objects. The consequence
is that the robot has to be programmed by a robotics expert with sufficient domain knowledge.
For simple tasks and less complex robot systems, e.g. a single industrial robot, the use of
simpler programming techniques, e.g. Teach-In or Playback, has a lot of advantages. The user is
usually a domain expert and knows how to move a tool to accomplish the task goal, e.g. a metal
worker knows where to place a welding tool to get optimal welding points. In Teach-In [79, p.
339ff] the robot is controlled remotely using a Teach Box to specify key points in joint space to
reach important positions, e.g. the welding points, or move around obstacles. The user chooses
interpolation techniques, e.g. joint, linear or circular motions [79, p. 225-226], to generate a
continuous robot trajectory based on the key points. If the robot supports zero-force control, the
user is able to move the robot with his own hands, e.g. with a special lever attached to the TCP.
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(a) Physical interaction frames. (b) Relative transformations.
(c) Grasping a tool. (d) Using a tool.
Figure 2.9.: Combination of Task Frame Formalism with knowledge-based approach to grasping, [84].
In this case, the robot trajectory is stored and can be executed directly on the robot system, which
is called Playback [79, p. 347ff]. Both approaches make perfect use of the domain knowledge of
the user and require limited experience with the robot. Programming is efficient, since humans
are able to generate a predictive model of the robot behavior. The program is represented in joint
space, which limits flexibility since the trajectory does not adapt to changes in robot posture,
object poses or obstacles. In order to react to such changes, the robot requires precise models
about itself, objects, obstacles and the environment and sensing capabilities. In the industrial
context, reactive robot behavior is programmed using robot programming languages, e.g. KRL
for KUKA robots and RAPID for ABB. In service robotics, the Robot Operation System (ROS)
[85] or robot simulation environments, e.g. OpenRAVE [32], offer functionality to program robots
using standard programming languages like C++ or Python. Textual programming, even assisted
by simulation, requires expert knowledge and is inefficient.
Complex manipulation tasks require a sophisticated task model, e.g. based on constraints, see
Section 2.1, which is difficult to define manually. Since humans perform these tasks on a daily
basis and are able to provide a sufficient number of examples, it is natural to investigate machine
learning to enable a robot to learn such tasks based on the observation of a human teacher. Dill-
mann et al. [34] define this process as Programming by Demonstration. Billard et al. summarize
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different approaches in [11]. A large body of work exists differing by the demonstration setup, e.g.
using online robot sensors to demonstrate table tennis strokes [77] or dedicated sensor systems
to observe human hand motions [81], by the task representation, e.g. probabilistic [21], dynamic
[46], symbolic [78], and by the execution paradigm, e.g. closed-loop control [83] or policy exe-
cution [94]. We concentrate explanations on probabilistic, see Section 2.4.1, dynamic, see Section
2.4.2, and symbolic, see Section 2.4.3, PbD approaches. In most approaches, the set of learning
features, e.g. to learn a 3D motion of the TCP relative to an object, is manually defined. Automatic
approaches are required to enable a service robot to decide, which features in the huge amount of
sensor data are relevant to the task and learn new tasks autonomously. In Section 2.4.4, we sum-
marize different approaches, e.g. gazing or taking the human perspective, to reduce dimensionality
in the large amount of sensor readings.
2.4.1. Probabilistic Imitation Learning
Probabilistic PbD focuses on learning skills. A skill is an efficient encoding of a set of similar,
low-level manipulation motions that can be executed by the robot in closed-loop control. A human
teacher demonstrates the manipulation motions by moving the robot arm [23], similar to Playback
programming, by using a sensor arm with kinematics identical to the robot [82], by using haptic
interfaces [92] or by moving objects tracked by a vision system [38]. Each demonstration rep-
resents a trajectory in a real-valued vector space. In Probabilistic PbD, a learned skill encodes a
number of demonstrations as a probability density function (PDF). In order to execute the skill in
a new environment, a robot trajectory is generated based on the PDF, which minimizes a metric of
imitation. Due to this nomenclature the approaches are referred to as Imitation Learning.
Billard et al. [12] investigate the use of Hidden Markov Models (HMM) to represent skills. The
goal is to deduce a controller, which generates a trajectory minimizing a specific cost function,
the so-called metric of imitation. The metric of imitation is a linear combination of cost functions
for specific constraints, e.g. to reproduce the relative hand-object motion. The idea of a metric of
imitation was elaborated further by Calinon et al. [23]. The learning data consists of time, joint
angles of the robot, hand poses relative to robot, hand poses relative to object and a discrete activity
for each hand. Each constraint forms a separate vector space, in which a PDF is learned using
the Expectation-Maximization (EM) algorithm. Discrete activities are encoded as a Bernoulli
Mixture Model (BMM), the other constraints as Gaussian Mixture Models (GMM), see Figure
2.10. Since time is known during execution, Calinon et al. calculate the PDF conditioned on time
using Gaussian Mixture Regression (GMR) resulting in the final skill representation. Based on this
representation, they deduce an optimal controller, which enables the robot to generate a trajectory
minimizing the metric of imitation. In this case, the metric of imitation is the weighted Euclidean
distance to the mean of the data, where the weight matrix is set to the inverse covariance matrix of
the data. In other words, the generated trajectory has to be reproduced the more precise the smaller
the variance in a specific dimension. In [21], Calinon et al. deduce a controller enabling the robot
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(b) Learned GMM (left) and deduced skill
representation using GMR (right).
CBA
(c) Reproduced robot motion (white) on HOAP-2.
Figure 2.10.: Learning a Pick&Place-task using Gaussian Mixture Models, [23].
to mix joint space and Cartesian constraints using the manipulator Jacobian to project Cartesian
constraints into joint space. Since skills are represented on the motion level, high variance in the
environment and start configuration may require multiple encodings of the same skill. In [22],
the framework is extended to automatically choose between motion alternatives, i.e. different
encodings of the same skill. Rozo et al. [87] follow the same goal but train a HMM to reflect
the temporal information in the data. In the reproduction phase, the GMR controller is extended
to consider not only the current configuration but also the previously measured configurations to
choose between motion alternatives, which is done implicitly by using the transition probabilities
in the HMM.
Eppner et al. [38] generalize the approach by using a Dynamic Bayesian Networks (DBN) to
model the imitation learning process. Similar to the previous approach, they consider joint con-
straints and constraints, which restrict the motion of an object relative to the TCP. Both types of
constraints are represented as Gaussian distributions. In the learning phase, Eppner et al. apply the
Parzen window kernel to estimate the parameters of each Gaussian based on the limited number
of training examples. In the reproduction phase, see Figure 2.11, the displacement vector for each
constraints is calculated and Cartesian constraints are projected into joint space using the manipu-
lator Jacobian. They combine all constraints using the projected covariance matrices resulting in a
Gaussian distribution describing the displacement from the current configuration to the mean of all
learned constraints. Eppner et al. define a simple controller by setting the goal configuration to the
sum of the current configuration and the mean of the combined Gaussian distribution. Small obsta-
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(a) Observation of human using
vision markers.
(b) Reproduction using a human-
like manipulator.
(c) Reproduction using a 6-DOF-robot manipulator.
Figure 2.11.: Learning a Pick&Place-task using Gaussian constraints, [38].
cles can be avoided locally by adding a repellent force in the controller formula. Eppner et al. also
discuss how large or difficult obstacles, e.g. U-shaped, can be considered by using planning-based
approaches but no experimental validation is given.
2.4.2. Dynamic Imitation Learning
A different approach to encode a set of low-level trajectories are (second-order) differential equa-
tions, which were first introduced by Ijspeert et al. [46] to describe the motion of a humanoid robot.
Schaal et al. [91] extended the approach to the Dynamic Movement Primitives (DMP) framework.
A DMP is a motion primitive consisting of a set of nonlinear differential equations. Schaal et al.
define multiple variants of DMPs. Following the notation in Pastor et al. [82], an important variant
is defined by the following differential equations for a single degree of freedom:
τ v̇ = K(g− x)−Dv+(g− x0) f (2.7)
τ ẋ = v (2.8)
with position x, velocity v, start position x0, goal position g, temporal scaling τ , spring constant K
and damping D. The non-linear function f is
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with phase variable s, weights wi, Gaussian basis functions
φi(s) = exp(−hi(s− ci)2) (2.10)
with center ci, and width hi. The phase variable s ranges from 0 to 1 and is defined by τ ṡ = −αs
with constant α . Except wi all variables are predefined. In order to encode a set of trajectories
x(t) the parameters wi have to be calculated. First, the s(t) and the derivatives v(t) and v̇(t) are
calculated (using numerical differentiation if necessary). Second, Pastor et al. calculate goal values
of f (s) using Equation 2.8:
ftarget(s(t)) =
−K(g− x(t))+Dv(t)+ τ v̇(t)
g− x0
(2.11)
They calculate the parameters wi with linear regression to minimize ∑t( ftarget(s(t))− f (s(t)). In
a new situation, i.e. with different g and x0, a trajectory is calculated by starting with s = 1
and integrating the differential equations. For robots with multiple degrees of freedom, a set of
differential equations, i.e. a set of weights, is learned in each dimension separately.
A smooth transition between subsequent DMPs is obtained by using the position and velocity
at the end of the first DMP as the start values of the second. Obstacles can be avoided locally by
adding a velocity term, which pushes the TCP away from an obstacle in the workspace.
The DMP variant above has its limitations due to the weighting of f with g− x0. If g = x0,
e.g. when learning periodic movements returning to the start configuration, no motion will be
generated. If g−x0 is close to 0, high accelerations may damage the robot. If g−x0 has a different
sign than during learning, the motion will be mirrored. Pastor et al. [82] define a new variant to
overcome these limitations:
τ v̇ = K(g− x)−Dv+K(g− x0)s+K f (2.12)
τ ẋ = v (2.13)
Similar to the controller defined in the previous section, trajectories adapt to different start and
goal configurations of the robot, see Figure 2.12a.
In [83], Pastor et al. learned DMPs to perform a pool stroke and to manipulate a box with
two chopsticks. The learned DMPs could not reproduce the task since the dynamics could not be
reproduced accurately. They defined a cost function manually, which defines the goal of the task,
and ran a Reinforcement Learning algorithm PI2 to modify the DMP parameters until the task was
reproduced accurately.
DMPs were learned successfully for different tasks, e.g. tennis strokes [46], ball on string [63],
darts [63] or pan cake flipping [64].
The goal of probabilistic and dynamic PbD is to encode a number of low-level trajectories in
an efficient way to reproduce the way how the human moved the robot. The assumption is that a
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(a) Adaptation to different goal configurations. (b) Human demonstrations with Sarcos
slave arm.
(c) Reproduction using a 6-DOF Sarcos master arm with identical kinematics.
Figure 2.12.: Learning the pour-in task using DMPs, [82].
similar motion achieves the same task goal, which limits generalization to minor changes in the
positions and orientations of relevant objects.
2.4.3. Symbolic PbD
In contrast to probabilistic and dynamic PbD approaches, symbolic PbD tries to extract the ab-
stract goals of a task using a symbolic description, e.g. based on predicates, and abstract actions
necessary to achieve the goals.
In early work by Dillmann et al. [33] low-level skills are learned based on multiple demonstra-
tions with the focus on segmentation, which is highly relevant to symbolic PbD.
In the simplest case, primitive actions and their semantics are predefined. Ekvall et al. [37] use a
graphical interface to define a behavior by combining a set of primitive actions. Since the primitive
actions are predefined, pre- and post-conditions are known and only valid combinations are built.
They combine the approach with low-level PbD by letting the teacher demonstrate a number of
trajectories for each primitive action to cope with the symbol grounding problem, i.e. how to
generate a robot motion, which reflects a symbol like move until contact in the given context. The
consequence is that the same limitations apply as for probabilistic and dynamic PbD. Mühlig et al.
[75] follow a similar approach and combine probabilistic PbD to learn skills and symbolic PbD to
learn abstract sequences of the learned, primitive skills.
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Figure 2.13.: Formalization of PbD process by Dillmann et al. [34].
Dillmann et al. [34] classifiy different PbD approaches and give an overview of the mapping
process between human and robot skills, see Figure 2.13. In their PbD system, the human teacher
demonstrates tasks naturally with his own hands in a sensory environment. Data gloves, magnetic
field-based motion trackers and computer vision is used to track the human hand and finger tips in
simple tasks, e.g. without occlusions. They use grasp classification and trajectory analysis to map a
human motion to a sequence of primitive actions, e.g. approach, grasp or linear motion, which are
called elementary operators (EOP). Dillmann et al. do not consider the symbol grounding problem
but assume that each EOP can be executed directly.
Zöllner et al. [115] extended the approach and use predefined hierarchies of EOPs, so called
Macro Operators, to deduce a hierarchical representation of the task. The temporal dependencies
of both human hands during bimanual manipulation tasks are represented as a petri net. A learned
Macro Operator to unscrew a jam jar was executed on the humanoid robot ARMAR but it is not
described how the symbol grounding problem was solved.
The approach was further refined by Pardowitz et al. [81] who introduce Task Precedence
Graphs (TPG), which define a partial order on a set of EOPs. They apply machine learning to
deduce a TPG based on multiple sequences of EOPs. Based on the TPG, a robot decides which
EOPs can be executed in parallel potentially decreasing execution time.
In the previous approaches, the human teacher clarifies ambiguities and resolves false classifica-
tions manually. Rybski et al. [89] add spoken dialog to the PbD process to resolve these problems
in a more natural way.
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Veeraraghavan et al. [109] also use speech and visual perception to allow more efficient pro-
gramming. Tasks are represented as programs, where the building blocks are primitive actions,
loops, when-conditions and repeat-until-loops. They analyze demonstrated sequences of primitive
actions to detect loops, when-conditions and repeat-until-loops.
Schmidt-Rohr [93] developed a sophisticated PbD system to learn decision making policies
based on human observation and interaction with the human. One or two human teachers are
observed with the robot sensors considering different skill domains, e.g. mobility, object manipu-
lation and human-robot interaction, see Figure 2.14. The sensor data is automatically segmented
and clustered to deduce a discrete set of states. The transition between states is automatically
mapped to a discrete set of actions. In addition to predefined actions, e.g. speak, Schmidt-Rohr
uses actions, which were learned in this thesis, e.g a planning model to grasp and lift a chair, see
Figure 2.14b. In order to map the human motion, which is detected less accurately, to a learned
planning model, a classifier for the left and right wrist motion is learned based on the training data
of the planning model. Based on (smoothed) sequences of states and actions, Schmidt-Rohr cal-
culates an initial Partially Observable Markov Decision Problem (POMDP) model. The model is
analyzed and the robot requests additional demonstrations to generalize the model with additional
state transitions. The POMDP model is refined using background knowledge to include robot
specific parameters, e.g. action costs. Schmidt-Rohr uses geometric analysis to refine transition
probabilities for mobility, e.g. due to collisions and path deviations. Finally, he uses dynamics
simulation to refine transition probabilities for object manipulation by considering noise in the
localization of errors, see Figure 2.14d. Based on the POMDP model, a policy is computed and
executed autonomously on the service robot Albert II.
2.4.4. Feature Selection
In Probabilistic and Dynamic PbD approaches, (demonstrated) motions are encoded in an efficient
way by learning probability density functions or learning parameters of a set of differential equa-
tions. The basis is a representation of the motion as sequence of real-valued vectors. An example
is given in [23]. The chess knight move is represented by time, joint values, 6D hand pose relative
to robot, 6D hand pose relative to object and an activity identifier. The motion is independent of
the pose of the table, the individual poses of each chess board, among others. In [83], Pastor et al.
defined a pool stroke, see Figure 2.15a based on the “translational offset from the right gripper to
the bridge, the roll, pitch, and yaw angles of the cue around the bridge, and the redundant degree-
of-freedom in the arm” [83, page 3]. In these examples, the machine learning expert selected the
features, which have to be considered in the learning process, manually. The disadvantage is that
expert knowledge in the learning algorithm is required, e.g. Pastor et al. pointed out that the cost
function, which represents the goal of the task, requires “careful tuning” [83, page 3].
In realistic learning settings, a large number of potential features exist, e.g. coordinate frames
defined in each recognized object, coordinate frames in the robot, joint values of the robot as well
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(a) Observation of human teachers. (b) Autonomous execution.
(c) State mapping. (d) Robot trials in dynamics simulation.
Figure 2.14.: PbD system by Schmidt-Rohr et al. [93].
as task-specific features, e.g. the water level in a pot. Different approaches exist to transform and
reduce dimensionality of the feature space or to select a subset of features.
Principal Component Analysis (PCA) is a standard tool in mathematics. It calculates the d-
dimensional affine subspace of the feature space, which minimizes the mean-squared-error be-
tween a feature vector and its representation in the subspace. The calculation is simple: com-
pute stochastic mean µ and covariance matrix Σ of the data points, calculate eigenvalues and
eigenvectors of the covariance matrix, sort the eigenvectors by decreasing eigenvalue and use
the first d eigenvectors as the columns of a transformation matrix A. A data point x is pro-
jected in the d-dimensional subspace by applying the transpose of the transformation matrix:
(µ1, ...,µd)T +AT (x−µ). Usually, the dimension of the subspace is not important and the goal is
to find the subspace with smallest dimension, which preserves 1−ε , e.g. 98%, of the energy of the
data. The energy of the data is the sum of all eigenvalues. Therefore, we calculate d as the number
of sorted eigenvalues, which sum up to more than 1− ε .
Calinon et al. [23] apply PCA to reduce dimensionality in a small, predefined feature space. For
the chess move, dimensionality was reduced from 23 to 14. In [19], they showed that Independent
Component Analysis (ICA) has a slight advantage but the decorrelation of PCA is sufficient.
In Figure 2.16, PCA was applied to the finger and hand motion to open a bottle with ε = 0.02.
The result shows that the hand variance dominates the finger variances although the latter is more
important to the task.
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(a) Features in pool stroke task, [83]. (b) Pointing and gazing cues, [20].
(c) Variance-based criterion to select features, [76].
Figure 2.15.: Features and feature selection in PbD.
In [20], a different approach is followed. Pointing and gazing cues are used to identify relevant
objects, see Figure 2.15b. The approach was used in a game scenario. Calinon et al. performed a
user study to analyze the differences between a simple keyboard interface and using pointing and
gazing cues to select the relevant object. The results show that the latter has a higher score for
attentive, friendly, enjoyable and natural. Appropriate, efficient and easy show similar scores.
Breazeal et al. [15] follow a similar approach to learn simple tasks. Since demonstrations can
be ambiguous, e.g. it is unclear, which object the human points to, or flawed, the robot interacts
with the human to deduce the goals. The process is called perspective taking. The approach was
tested in a simple scenario with three on/off-buttons, which can be activated in different patterns.
Some buttons are occluded from the view of the robot resulting in different schemas for the human
and robot, e.g. the intention of the human is to press any buttons ON but the hypothesis of the
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(a) Left (b) Front
Figure 2.16.: Principal Component Analysis was applied to the finger (blue) and hand motion to open a
bottle. 98% of the energy of the data was preserved, but information about the finger motion
was lost (red).
robot is press the buttons we can both see ON. The robot uses social cues, e.g. pointing and facial
expressions, to resolve ambiguities and determine a single schema for human and robot.
Mühlig et al. [76] investigate a more direct representation of the feature space, which they call
task space pool. The task space pool contains predefined features, e.g. the relative position of
the TCP to an object. They provide different criteria to weight the features: a variance-based, see
Figure 2.15c, an attention-based and a kinematic criteria. The goal is to select a number of features
based on the weights but only a single example was evaluated and the integration into a learning
framework is not described.
2.5. Analysis
In Section 2.5.1, the requirements for autonomous learning and flexible execution of manipulation
tasks are defined, which serve as a basis to analyze and compare the relevant work in the state-of-
the-art. The evaluation of the presented work is described in Section 2.5.2 by grouping relevant
work according to the sections and assigning a representative value according to the defined fea-
tures. Based on the evaluation, the combination of planning-based approaches with machine learn-
ing techniques is motivated in Section 2.5.3 to overcome the limitations of the state-of-the-art.
2.5.1. Requirements
The requirements for autonomous learning and flexible execution of manipulation tasks are defined
by four distinct properties:
1. Explicit representation of continuous subspaces of the configuration space describing rele-
vant manipulation aspects
2. Autonomous extraction of relevant learning features
3. Flexibility to varying object poses, obstacles and start configurations
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4. Efficient execution
Requirement 1 ensures that the representation of manipulation tasks captures ranges of values
for important manipulation aspects, e.g. object positions and orientations, joint values, force and
torque measurements. This property is necessary to describe goals and constraints of the manipula-
tion task in a way suitable for state-of-the-art planning and control algorithms. In order to monitor
the execution of manipulation tasks, to react to failures and to allow autonomous planning, the rep-
resentation has to allow to test if a given configuration is consistent with the representation or not.
The approximative distance of an inconsistent configuration to the nearest consistent configuration
has to be computable in order to efficiently search the continuous configuration space.
If Requirement 2 is satisfied the robot will be capable to extract and consider only learning
features, which are relevant to the given manipulation task. Since the set of learning features has to
be existent in the execution environment, e.g. relevant object properties, its size has great influence
on the flexibility of the learned manipulation knowledge.
Requirement 3 describes the flexibility of the execution algorithm in regard to different object
poses, obstacles. e.g. narrow passages, and start configurations.
Requirement 4 ensures that the execution of the manipulation task is efficient. Service robots
possess a large number of degrees-of-freedom resulting in a potentially high complexity and com-
putation time. This is a weaker requirement. Moore’s Law indicates that computation time will
decrease due to rising computation power. In the case of foot-step planning for bipeds, this ob-
servation in imminent. In 2001, computation of a foot-step sequence to walk over a set of static
obstacles took 12 seconds [57]. Four years later, foot-step sequences could be computed with
similar approaches online [25], i.e. for dynamic obstacles.
2.5.2. Evaluation
In this subsection, we discuss limitations of the state-of-the-art and rate related work according to
the defined requirements one to four. Table 2.1 shows a summary of the ratings for selected related
work.
In Probabilistic PbD, manipulation tasks are represented as probability density functions, e.g.
Gaussian Mixture Models. The representation is suitable for manipulation tasks, since constraints
and goals can be efficiently encoded. In the described learning systems only trajectories are en-
coded and no goals are extracted. The motion itself is reproduced, which limits generalization to
small changes in object poses. Goal-directed planning is not supported. In the described learning
systems, only simple techniques to reduce dimensionality are used, e.g. PCA. The result of PCA
is a linear transformation of the input features, which mixes (potentially) all features. In order to
reproduce the manipulation task in a different setting, all features have to be present. If a feature
refers to an object, e.g. an object-relative coordinate frame, the object has to be present, even if it
is irrelevant to the task. In order to learn manipulation tasks automatically in scenes with multiple
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Table 2.1.: Rating of selected related work using requirements 1 to 4. Fully fulfilled (green), fulfilled with restrictions (yellow), not fulfilled (red) and not
applicable (white).
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are required. A motion is reproduced efficiently using a velocity-based controller with local ob-
stacle avoidance. Flexibility is limited since the controller cannot adapt to large changes in the
environment, e.g. which require global obstacle avoidance. Additionally, learned constraints can
be violated arbitrarily, e.g. a pour-in task can be executed starting with cup and bottle upside down.
For autonomous robots, the latter represents a severe limitation since the execution result cannot
be validated. More advanced execution techniques are required.
Dynamic PbD shares the same limitations as Probabilistic PbD in the requirements 2, 3 and
4. The representation is less suited for manipulated tasks since goals and constraints cannot be
represented explicitly. Goal-directed planning and validation of the execution is not possible.
In both PbD approaches a set of features has to be defined, which serves as a basis to describe
the manipulation task. For complex manipulation tasks, a large number of potentially relevant
features exists. In order to learn manipulation tasks automatically a subset of these features has
to be selected automatically. Mühlig et al. [76] introduced different criteria to support a machine
learning expert to select a set of features based on the analysis of human demonstrations. Sadly,
the approach was not integrated into a fully automatic learning system. Pointing and gazing were
analyzed in different settings to deduce, which object is currently in the focus of the teacher. The
scalability to manipulation tasks, where different objects or object-dependent coordinate frames
may be important in different steps of the task, was not analyzed.
The main advantage of Symbolic PbD is generalization. A manipulation task is represented
based on a set of primitive actions, e.g. move, approach, grasp, which abstract from the details of
the real-world. The result is that tasks consisting of multiple subtasks or a larger number of primi-
tive actions can be learned efficiently compared to probabilistic or dynamic PbD. The assumption
is that the semantics of all actions are known and reflected by their implementation, e.g. a grasp
action has the same result on a robot with a single arm and jaw gripper and on a humanoid-like
robot. This refers to the symbol grounding problem, which is currently unsolved. A second disad-
vantage is that all necessary manipulation skills have to be defined beforehand but no taxonomy of
manipulation tasks exists.
Constraint-based motion planning generates a robot motion in a goal-directed way by searching
in the full configuration space. It offers the highest flexibility to execute a manipulation task in a
new environment with different object poses, obstacles and a restricted workspace. Manipulation
tasks are represented by a number of constraints, which restrict relative object motion and joint
values, and a number of goals, which are represented consistently as constraints. Based on this
representation, the planning and execution can be validated, which is an important precondition
for autonomous robots. The main limitations are availability of precise object and robot models
and high planning times, especially for coordinated finger-arm motions.
State-of-the-art search heuristics, see Section 2.2.1 and 2.2.2, produce a significant speed-up
of the planning process. Learning a non-uniform sampling distribution on a discretization of the
workspace does not scale to environments with varying objects and robots with workspace limita-
tions. Deriving an explicit representation of the free space reduces the number of collision queries
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significantly. In general, there will be situations, in which search heuristics fail or have arbitrarily
long execution times. Incremental learning of new search heuristics, which cover situations, in
which the previously learned search heuristics failed, was not considered.
2.5.3. Conclusion
In this chapter, we discussed related work in the state-of-the-art of constraint-based motion plan-
ning, search heuristics, constraint-based execution and PbD. In order to execute a manipulation
task in the human environment a service robot has to be flexible to adapt to different objects, ob-
ject poses and obstacles. Goal-directed motion planning has proven more flexible than the repro-
duction of human trajectories based on a set of encoded human demonstrations. The assumption
is that an explicit representation of goals and constraints exist. Current approaches in constraint-
based motion planning, which originate from constraint-based programming, are limited. Different
modalities, e.g. forces, positions and orientations, as well as more complex constraint and goal rep-
resentations, e.g. Gaussian Mixtures, which are used successfully in the context of Probabilistic
PbD, are required. In Chapter 3, we extend constraint-based representations of manipulation tasks
to overcome these limitations and adapt state-of-the-art constraint-based motion planners to plan
complex manipulation tasks, e.g. using dynamics simulation to predict object motion during fin-
gertip manipulation. Manual definition of manipulation tasks is time-demanding, error-prone and
requires expert knowledge. In the PbD paradigm a human teacher demonstrates a manipulation
task in a natural way and machine learning is applied to generate the representation of the manipu-
lation task. A severe limitation is the manual definition of the set of features, i.e. what is important
to the task, by the human teacher since it requires expert knowledge. Automatic selection of fea-
tures is currently limited to the selection of objects using pointing or gazing, which is insufficient
for (bimanual) manipulation tasks with multiple steps, e.g. relevant objects or coordinate frames
change during manipulation. In Chapter 4, we present a PbD system to learn manipulation tasks
based on a set of explicit human demonstrations. Features are selected automatically using ei-
ther two sets of human demonstrations or an automatic optimization process with the goal to find
a maximal subset of features, which admits a successful solution to a set of test problems. The
main limitation of constraint-based motion planning is high planning time. State-of-the-art search
heuristics do not scale well to environments with varying objects and obstacles. We introduce a
novel approach to learn search heuristics incrementally in Chapter 4.
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Service robots have to be flexible to execute manipulation tasks with different objects in varying
environments, where multiple obstacles restrict the workspace. Planning, i.e. “the task of coming
up with a sequence of actions that will achieve a goal” [88, p. 375], enables the robot to adapt its
motion to the environment in a flexible and goal-directed way. The basis is a sophisticated model
of the manipulation task, which captures all qualitative and quantitative aspects that are required
to plan and monitor the execution. In Section 3.1, we introduce constraints, e.g. restriciting the
relative position of two objects, to model different aspects of a task. Constraints represent the basis
to define planning models for manipulation tasks. In Section 3.2, we define the planning model, so
called strategy graph, to model multiple goals as well as constraints of a task and their temporal
relationships. We discuss the connection to constraint satisfaction problem theory and define a
planning algorithm to plan with multiple, parallel goals and constraints. Planning models adapt
automatically to different object poses. In order to map a planning model to a new object, e.g.
with a different 3D model, the set of constraints has to be transformed, which will be discussed in
Section 3.3. Finally, we focus on planning of strategy graphs in real-world environments. Since
planning with parallel goals and constraints is extremely hard, we adapt a state-of-the-art motion
planner, see Section 3.4, to plan strategy graphs with a linear sequence of goals and constraints
in an efficient way. Figure 3.1 shows an overview of the modeling aspects of the developed PbD
process, which are discussed in this chapter.
3.1. Constraints
Autonomous service robots require a sophisticated task model in order to plan the execution in
a goal-directed way and monitor the execution online. One of the key problems is to deduce the
relevant aspects of a task, which have to be actively enforced during planning and validated online
during the execution. For example, when pressing a button with a robot finger, the coordinate
frame in the fingertip has to stay in a region above the button, a contact between the 3D model
of the fingertip and the button is established and a force normal to the button surface exists, see
Figure 3.2. In contrast, the relative position of the fingertip to different objects as well as the wrist
pose are irrelevant. By defining only relevant aspects of a task, the planner can choose irrelevant
aspects, e.g. the wrist pose, to fulfill the relevant aspects, which greatly increases flexibility. In
order to learn a task model autonomously, a set of basic aspects of a task has to be defined, from
which a set of relevant aspects can be deduced.
45




















Figure 3.1.: Overview of modeling aspects of the developed PbD process in Figure 1.4. The modeling
aspects are enlarged. Learning aspects are transparent and will be discussed in the next chapter.
In general, dexterous bimanual manipulation tasks require the coordinated motion of fingers
and arms to apply forces and produce certain object movement and object state change. The
representation of manipulation tasks has to capture finger-, arm-, object-, joint-motion as well as
forces and torques between two bodies, e.g. the robot finger and an object. Multiple subgoals and
their temporal ordering have to be considered, e.g. to conclude the previous example in Figure
3.2: the hand-arm system is moved to a configuration, in which the fingertip is above the button, a
contact between the finger and button is established and the button is pressed down slightly.
In constraint-based programming, see Section 2.3, the main idea is to describe manipulation
tasks based on the instantaneous motion between two coordinate frames, which is a 6D space
described by a 3D translation and 3D rotation between both coordinate frames. The instanta-
neous motion is restricted by limiting the (relative) velocities (vx,vy,vz,vα ,vβ ,vγ) and wrench
( fx, fy, fz, fα , fβ , fγ), i.e. force and torque, to have a certain predefined value. For example,
in the task to open a drawer, which moves in −z direction, velocity would be restricted to
(0,0,−10mm/s,0,0,0) and wrench to (0,0,−5N,0,0,0). Based on this representation, an optimal
velocity-based controller can be deduced by solving an optimization problem. In [84], this concept
is applied to simple manipulation tasks. Since ranges for the finger-, arm- and object-pose as well
as contact-points are not represented, manipulation tasks, which require coordinated hand-arm- or
multi-finger-motion as well as induced object motion, e.g. how deep a button should be pressed
at least, cannot be represented. In [30] the iTaSC framework is extended to represent inequality
constraints and therefore (hyper-)cubical ranges for restricted values but with the limitation that no
optimal controller can be deduced directly. In the human environment, objects with complex ge-
ometry, e.g. a teapot, and arbitrary obstacles have to be considered. Additionally, articulated robot
hands introduce closed-loop kinematics chains during manipulation, e.g. while opening a bottle.
Since the object geometry as well as closed-loop kinematics are not considered in the deduced con-







(a) Goal: fingertip has to stay in region (yel-
low) relative to button, a contact occurs
and a force normal to the button exists.
new position
(b) Next goal: fingertip has to stay in region (red)
in z -4mm
Figure 3.2.: Constraint example: pressing a button with a robot finger.
Instead, global search in the full configuration space has to be applied to consider the geometry,
kinematics and dynamics of the robot, objects and obstacles. This topic is heavily researched in the
field of constraint-based motion planning. In [10], the constraint representation from constraint-
based programming was adapted so that the relative motion of one coordinate frame relative to a
second coordinate frame has to stay in a hypercube, which translates to inequality constraints on
the translation x,y,z and rotation α,β ,γ . The constraints are used to describe the workspace-goals
in a constraint-based motion planning process, which represents the basis of the representation of
manipulation tasks in this thesis. The representation is still insufficient to cover all relevant aspects
of bimanual, dexterous manipulation tasks.
In this thesis, the constraint representation from [10] is extended to consider arbitrary region
types by formulating the requirements by the motion planner on the constraint representation, i.e.
drawing samples and calculating the distance to the constraint manifold. The set of constraints is
extended to forces and torques, which is consistent with the Task Frame concept. Additionally,
configuration constraints are defined, which restrict the joint values of the robot directly, e.g. to
be able to represent inactivity of one arm during loosely coupled bimanual manipulation. Contact
constraints will be introduced to enforce a contact between two 3D bodies, which is necessary
to describe sliding motions and environment conditions, e.g. due to gravitation, a cup will be in
contact with a table while being pushed. Finally, temporal constraints are defined to represent the
ordering of subgoals for complex manipulation tasks with multiple subgoals.
3.1.1. Constraint Definition
A service robot with multiple manipulators, e.g. independently movable fingers and arms, as well
as objects, on which different forces like gravity act, represents an input-output system, see Figure
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Input-Output-
SystemInput u(t) Output θ(t) 








Figure 3.3.: Input-Output-System: controllable joints u(t), internal state x(t) and observable outputs θ(t).
u1−7 are the joints of the robot arm, u8−10 the joints of the point finger. θ1−6 is the 6D-TCP-pose
of the arm, θ7−12 the pose of the object and θ13−18 the pose of the point finger tip.
3.3. In general, an input-output system is defined by its inputs u(t), the internal state x(t) and the
outputs θ(t) at a given time point t [71]. Given a specific input u(t), the internal state x(t) changes
resulting in (observable) outputs θ(t). In our case, u(t) represent the controllable joints of the
robot system. If the robot has n degrees of freedom (DOF), the vector u(t) will be represented as
a n-dim. real-valued vector, u(t) ∈ U ⊆ Rn. The internal state x(t) ∈X represents all relevant
information, which is required to completely describe the properties of the system at a given time.
In general, x(t) will not be used explicitly but kinematic and dynamic simulation of the robot and
environment will be used to calculate the output θ(t) for a given input u(t).
The outputs θ(t)∈Θ represent the observable effects of u(t) on the system. In our case, θ(t) will
be the measured joint values of the robot, the absolute and relative pose, velocity, acceleration of
geometric bodies, forces and moments acting on geometric bodies and contacts between geometric
bodies. A manipulation task will be defined by restricting the values of θ(t), i.e. the observable
effects in the environment. In planning literature, these kinds of restrictions are referred to as
constraints [69, p. 791].
In the simplest case, a constraint is defined as the set of values M (t) of θ(t). M (t) represents
the so-called constraint manifold. The constraint will be obeyed in θ(t) if it lies in the constraint
manifold, i.e. θ(t) ∈M (t). If a single constraint is used to describe a manipulation task M (t)
will be high-dimensional, e.g. restricting the position of two robot fingers (each 3 DOF), the
position and orientation of one robot arm (6 DOF) as well as one object (6 DOF) results in M (t)
being 18-dimensional. In general, drawing samples from a high-dimensional set or calculating
the closest point to a given configuration are inefficient and therefore manipulation planning is
time-demanding. In order to represent even complex manipulation tasks efficiently, a conjunction
of constraints will be used to define the constraint manifold. Each constraint will restrict only
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(a) Constraint: fingertip po-
sition relative to bottle
(b) Constraint: fingertip
position relative to cap,
cap orientation relative
to bottle
Figure 3.4.: Different models to represent the screwing task: the cap is grasped with two fingers and rotated.
Only constraints for the point finger are shown.
a subset of the (observable) outputs, e.g. a position constraint restricts the relative position of
two objects to stay in a 3D region. Dependencies between different outputs will be considered
explicitly.
Figure 3.4 shows different models to represent the screwing task. In Figure 3.4a, a cylindrical
constraint restricts the fingertip position relative to the bottle. In Figure 3.4b, we use a different
model. The cap orientation is restricted and the fingertip has to stay in a cube relative to the cap
surface (and not the bottle). This model is more flexible than the first one. If a similar bottle with
a larger cap is used, the first model will not adapt to the larger cap. The fingertip constraint is
relative to the bottle and the resulting fingertip positions will be in collision with the cap. In the
second model, the fingertip constraint is relative to the cap surface and will adapt automatically. In
the learning process, a model containing both alternatives is learned and this ambiguity is resolved
in the generalization process.
Definition 1 (Constraint) Let E be a finite set of entities. A constraint τ = (e1, ...,em, f ,R) with
ei ∈ E entities, the order m ≥ 0, constraint function f : E m×Θ→ Rk, k > 0, constraint region
R(t)⊆ Rk will be obeyed in θ ∈Θ if f (e1, ...,em,θ) ∈ R.
The constraint manifold M (τ) is defined as {θ ∈ Θ | f (e1, ...,em,θ) ∈ R}. The constraint will
be obeyed in θ ∈Θ if θ ∈M (τ).
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Definition 1 represents the most general type of a constraint. An example is the collision con-
straint τcoll = (e1, ...,em, fcoll, [0,0]). In this case, the entities ei are objects. The constraint function
fcoll returns ∞, if a collision occurs between at least one pair of objects (ei,e j),1 ≤ i, j ≤ m, and
0 otherwise. The constraint region is [0,0], i.e. the constraint will be obeyed if the constraint func-
tion is 0. The set of configurations M (τcoll) = {θ ∈ Θ | fcoll(e1, ...,em,θ) ∈ [0,0]} represents the
constraint manifold of all collision-free configurations of the robot.
In the motion planning process, rejection sampling [13, p. 528ff] will be applied to find a
path in M (τcoll), i.e. random configurations θ will only be considered in the planning process if
θ ∈M (τcoll). For narrow constraint manifolds, i.e. with vanishing volume, rejection sampling is
insufficient since a random configuration has probability close to 0 to lie in the constraint mani-
fold. Projection techniques will be introduced which project a random configuration to a (close)
configuration on the constraint manifold. In order to apply projection techniques the constraint
representation has to allow for continuous distance computations, see extension 1.
Extension 1 (Constraint-Distance) Let τ = (e1, ...,em, f ,R) be a constraint. The distance of θ ∈
Θ with respect to τ is defined as
dM (τ,θ) = inf
r∈R
‖ f (e1, ...,em,θ)− r‖ (3.1)
where dM (τ, ·) is continuous.
The implementation of infr∈R ‖ f (e1, ...,em,θ)− r‖ depends on the representation of the region
R and will be discussed in Section 3.1.3.
Projection techniques represent local optimization algorithms, i.e. the configuration on which
they are applied should be close to the constraint manifold. This assumption is valid during motion
planning. In order to generate configurations representing the goal of a manipulation task, this
assumption can be violated, e.g. the configuration before motion planning does not have to be
close to the goal yet. Subsequently, projection techniques will fail and produce a failure of the
planning process or longer planning times when applied to random configurations. In order to
generate configurations, which are close to the constraint manifold, random samples from M (τ)
will be generated and inverse kinematics applied.
Extension 2 (Constraints-Sample) Let τ1, ...,τl be a set of constraints with τi =
(ei1, ...,eimi , fi,Ri) and f
−1
τ1,...,τl
: R1 × ...× Rl → Θ measurable. A random sample θrnd ∈ Θ is
obtained by
ri ∼ U (Ri) (3.2)
θrnd = f−1τ1,...,τl(r1, ...,rl) (3.3)
The random sample θrnd will be valid if and only if θrnd ∈
⋂
M(τi). It is distributed as θrnd ∼
f−1τ1,...,τl(U (R1)× ...×U (Rl)).
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The implementation of f−1 depends on the type of constraints. In the motion planning process,
inverse kinematics will be applied to generate random configurations based on position, orientation
and direction constraints, which will be discussed in Section 3.4.2. Figure 3.7 shows an example,
which will be described in Section 3.1.2.
Based on this general definition of constraints, constraint-distance and constraints-sampling the
learning, generalization and planning algorithms will be defined. In order to represent biman-
ual, dexterous manipulation tasks, the set of entities and the set of constraints has to be defined
explicitly, which will be discussed in the next subsection.
3.1.2. Constraint Types
When a service robot manipulates an object, it will subsequently make contact between his fingers
and the object to apply forces and moments to induce a specific object motion. Since we assume
rigid bodies, the object motion is described completely by specifying the motion of a coordinate
frame, which is rigidly attached to the object. The same principle applies to the robot motion as
well. Based on this observation, the set of entities contains a large number of coordinate frames,
which are either attached to the robot, e.g. a coordinate frame in the fingertip of the robot, or
attached to an object, e.g. the coordinate frame in the center of a button surface.
The general definition of constraints allows to express dependencies between an arbitrary num-
ber of entities, which is expressed by the order m of the constraints. The number of constraints of




in O(|E |m) using Big O notation
[26, p. 41-50]. Since no assumptions about the relevance of specific constraints to represent a ma-
nipulation task are made, all constraints up to a maximum order will be considered. In probabilistic
PbD, e.g. [21], the configuration space Θ is usually divided into independent subspaces
Θ = Θ1× ...×Θn , (3.4)
e.g. to model constraints in joint and task space. The manipulation task is represented by a joint
probability density function at time point t:
p(θ |t) = p(y1, ...,yn) = N (µ1,Σ1) · ... ·N (µn,Σn) , (3.5)
where N (µi,Σi) is a Gaussian distribution with mean µi and covariance Σi. Since the covariance
describes pair-wise correlations, this maps to constraints of order 2, which is sufficient to represent
simple manipulation tasks.
Position, Orientation, Direction, Force and Moment Constraints
In this thesis position, orientation, direction, force and moment constraints up to order 3, which
will be called cartesian constraints, will be considered. A cartesian constraint is defined as
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Figure 3.5.: The position constraint (F1,F2, fpos,Cylinder((0,0,0,5,5,0)T ,0,80, 180,0,20)) will be obeyed
if the origin of 2F1, i.e. the relative transformation of coordinate Frame F1 to coordinate frame
F2, stays in the slightly rotated cylinder (light blue) above the cup (red).
τ = (e1,e2,e3, fcart ,R) with e1,e2,e3 coordinate frames, fcart ∈ { fpos, fori, fdir, f f or, fmom} con-
straint functions and region R. The position and orientation of each coordinate frame depends on
the current configuration θ . To simplify the descriptions, the dependency on θ will be omitted. A
coordinate frame a will be described using a homogenous transformation matrix. The position and
orientation relative to a second coordinate frame b is defined as bHa = (bRota,b ta), where bRota
is a 3x3 rotation matrix and bta a 3D vector. A 3x3 matrix bRota is a redundant description of the
orientation of the coordinate frame with 9 parameters. Representing a continuous set of orienta-
tions is difficult since the 9 parameters cannot be chosen arbitrarily. The Simultaneous Orthogonal
Rotations Angle (SORA) representation [99] has only 3 parameters and allows to reconstruct a
rotation matrix efficiently. In order to obtain the SORA representation, we transform the rotation
matrix bRota into a quaternion (qx,qy,qz,qw). The quaternion can be regarded as a rotation around
the 3D axis 1
sin θ2
(qx,qy,qz)T with right-handed angle θ = 2cos−1qw. The SORA representation of





The main advantages compared to a rotation matrix, a quaternion or Euler angles is that the repre-
sentation is three dimensional and continuous, i.e. we can reconstruct a rotation matrix based on
an arbitrary 3D vector. The latter enables us to use unified optimization and sampling algorithms
to work with different constraint types.
In order to describe the dependency of e1 on e2 and e3 a third reference coordinate frame e23 is
defined with the position of e2 and the orientation of e3. Formally, 0He23 = (
0Rote3,
0 te2).
Position constraints restrict the position of e1 relative to e23, i.e. e23te1 , to stay in the region
R. In Figure 3.5a, a position constraint is shown, which restricts the opening of a bottle F1 to stay










Figure 3.6.: The direction constraint (F1,F2, fdir,Cone((0,0,0,−3,0,0)T ,0,1,45 ,55,45,55)) will be
obeyed if the z-axis of F1 stays in the cone (blue).
Orientation constraints will be obeyed if the SORA representation of the orientation of e1
relative to e23. i.e. e23Rote1 , is included in the region R.
Direction constraints are used to represent a degree of freedom around a symmetry axis.
Assuming the symmetry axis is (0,0,1)T in e1, the axis is transformed into e23. It will be obeyed
if the rotated axis, i.e. e23Rote1(0,0,1)
T , stays in the region R, see Figure 3.6a.
Force and Moment constraints restrict a certain force or moment represented by e1 to stay
in the region R relative to e2 and e3. The main difference to a position constraint is that it will be
transformed like a direction, i.e. only the rotation e23Rot0 will be applied since the magnitude is
invariant to coordinate transformations.
The constraint functions with values in R3 are defined [52] by
fpos(e1,e2,e3,θ) = e23te1 (3.7)
fori(e1,e2,e3,θ) = axis(e23Rote1) (3.8)
fdir(e1,e2,e3,θ) = e23Rote1 (0,0,1)
T (3.9)
f f or(e1,e2,e3,θ) = fmom(e1,e2,e3,θ) = e23Rot0 0te1 (3.10)
In order to generate a random configuration, in which the constraint is obeyed, the constraint
function has to be inverted. fpos, f f or, fori and fdir can be inverted in the sense that with fixed
e2,e3,θ a value for e1 can be obtained for which the constraint is obeyed, e.g. with x ∈ f→pos [52]:
fpos( f−1pos(x,e2,e3,θ),e2,e3,θ) = x (3.11)
In the planning process, random configurations will be generated and projection techniques
applied to adapt a configuration until all constraints are obeyed. The projection techniques require
to calculate the distance to the constraint manifold.
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Constraint-Distance A continuous distance function is given by the Euclidean distance to the
nearest point in R: inf
r∈R
‖ fcart(e1,e2,e3,θ)− r‖. In Figure 3.5b, the position constraint to place a
bottle opening above a cup opening is violated. The constraint-distance is calculated by finding
the closest point on the cylinder and calculating the distance of e1 to it.
Constraints-Sample Learned planning models usually contain a large number of constraints
Ψ. Projection techniques, see Section 3.4.1, allow to project a random configuration to the con-
straint manifold M (Ψ) using local optimization techniques. The diversity of the projected config-
urations is limited, i.e. most will lie on the surface of the constraint manifold and not the interior.
Additionally, computation time depends on the initial configuration. We generate more suitable
random configurations by sampling values in the regions of a subset of Ψ and using inverse kine-
matics to generate a configuration based on the sampled values.
We sample a position and an orientation or direction constraint for each object to determine the
values of each DOF. First, we have to deduce the object to which a coordinate frame belongs. Each




d1He1 , where di are coordinate
frames. For each 3D rigid body o ∈ O , there exists a unique coordinate frame o representing
the object coordinate frame, in which the geometry is defined. The object assigned to a given
coordinate frame e1 is defined as the first object coordinate frame, on which e1 depends: o(e1) =
arg mindi∈O i. For the constraint τ = (e1, ...,em, f ,R), we set o(τ, i) = o(e
τ
i ) = o(ei).
A constraint sampling set ΨS for Ψ is defined as a set of constraint pairs. Each pair constrains the
same object and consists of a position and a orientation or direction constraint. From the position
constraint, a random position vector is drawn. The orientation or direction constraint is used to
generate a random rotation matrix. Both samples are combined resulting in a random pose of the
constrained object. If the object belongs to the robot, e.g. the TCP, inverse kinematics are applied
based on the random pose to generate a random robot configuration.
The constraint sampling set ΨS is defined as
ΨS = {(τ,ϕ) | τ,ϕ ∈Ψ (3.12)
τ position constraint, (3.13)
ϕ orientation or direction constraint, (3.14)
o(τ,1) = o(ϕ,1) (3.15)










ϕ ,Rϕ). A set of random object poses is gener-
ated by drawing a sample r from Rτ and s from Rϕ :
r ∼ U (Rτ) (3.16)
s ∼ U (Rϕ) (3.17)
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1. Random orientation sample 2. Random position sample
Figure 3.7.: Example of Constraint-Sampling. First, the orientation constraint (TCP, Box, fori,
Cube(−0.1,0.1,−0.5,0.5,−0.1,0.1)) is sampled to generate a random rotation matrix. Sec-
ond, the position constraint (TCP, Box, fpos, Cube(−20,20,−60,60,−30,30)) is sampled to
generate a random position vector. Random position vector and random rotation matrix are
combined into a homogenous matrix and inverse kinematics are applied to generate a random
configuration, in which the TCP pose is equal to the homogenous matrix.
and using the inverse constraint functions to compute the pose
∀(τ,ϕ) : 0Ho(τ) = (0Roto(τ),0 to(τ)) (3.18)








In the motion planning process, the position and orientation of a 3D rigid body might constrain
the joint angles of the robot system, e.g. if the 3D rigid body is grasped by the robot or refers to
a body part. Based on this observation, f−1 will be defined using inverse kinematics to generate a
random configuration based on the set of random object poses.
Figure 3.7 shows an example to sample a robot configuration based on a position and orientation
constraint. Each constraint restricts the TCP relative to the box on the table. First, a random
rotation matrix boxRotTCP for the TCP is sampled using the orientation constraint. Second, a
random position boxtTCP is generated using the position constraint. Both results are combined into
a homogenous matrix boxHTCP = (boxRotTCP boxtTCP) and inverse kinematics are applied to generate
a random configuration, where the TCP pose is boxHTCP.
Contact Constraints
Manipulation tasks in household environments, e.g. opening a bottle or pushing buttons, often
require to maintain contact between the robot fingers and the surface of the manipulated objects.
The representation of manipulation tasks has to be general enough to be applied to objects with
similar shape, e.g. bottles with different sizes of caps. If contacts are only expressed by position
constraints between the two 3D bodies, generalization to different object geometries is difficult
since the constraint region has to capture local characteristics of the object surface and be auto-
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(b) Contact Direction Constraint
Figure 3.8.: The contact constraint will be obeyed if the distance vector of the 3D models assigned to F1 and
F2 is inside the cube and the contact normal is inside the cone.
matically adapted to different object surfaces. In general, the combination with force constraints
is not applicable since, on the robot system, not all forces between 3D bodies in the environment
can be measured, e.g. if the robot has to move a staple of objects, forces between objects cannot
be measured.
Contact Constraint By using the surface of the 3D body explicitly to define contact con-
straints, the constraint is more flexible. A contact constraint is defined as τ = (e1,e2, fcon,R) with
objects e1,e2, constraint function fcon ∈ { fcdis, fcdir} and constraint region R. In state-of-the-art
proximity query packages, e.g. C2A [104], the distance vector dcon(e1,e2) between two 3D bodies
e1,e2 can be computed efficiently. Additionally, the contact point pcon(e1,e2), i.e. the closest point
on the object surface of e2, as well as the contact normal ncon(e1,e2), i.e. the direction vector
perpendicular to the object surface in the contact point, are computed. A contact distance con-
straint will be obeyed if the distance vector is included in the constraint region, see Figure 3.8a. In
the same way, a contact direction constraints restricts the contact normal to stay in the constraint
region, see Figure 3.8b:
fcdis(e1,e2,θ) = e2Rot0 ·dcon(e1,e2) (3.21)
fcdir(e1,e2,θ) = e2Rot0 ·ncon(e1,e2) (3.22)
In order to monitor contact constraints, the constraint-distances are defined based on the Eu-
clidean distance. In the motion planning process, a configuration will be projected to the constraint
manifold M (τ) using continuous collision detection (CCD) algorithms. The constraints-sample is
obtained by using penetration depth (PD) algorithms, which will be explained in Section 3.4.1.
Configuration Constraints
In the previous subsections, constraints restricting the motion of 3D rigid bodies were developed.
In robotics, 3D rigid bodies often form kinematic chains imposing constraints on the relative pose
between two bodies, e.g. a robot arm or a cupboard with door. These degrees of freedom will be
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considered explicitly in the motion planning process. In Θ, they are represented as a real-valued
vector of joint angles for each robot and object. An example of a configuration constraint is the
set of joint limits, i.e. the n-dimensional vector of joint angles has to stay in a n-dimensional
hypercube. Additionally, configuration constraints are required to ensure that certain DOF will not
change, e.g. in order to press a button, only one finger will move and the others remain static.
In the learning process, configuration constraints will be automatically generated to reduce the
dimensionality of the motion planning problem in a flexible way.
A configuration constraint is defined as τ = (e1,1n,R) with e1 ∈ Rn, constraint function 1n,
i.e. the identity in Rn, and constraint region R ⊆ Rn. The constraint-distance is defined as the
Euclidean distance in Rn. In order to generate a random configuration, in which the configuration
constraint is obeyed, f−1τ is set to 1n.
Temporal Constraints
In general, manipulation tasks consist of multiple subgoals, e.g. first place a finger on a button and
then apply force to it. The ordering of subgoals as well as the duration of the motion from one
subgoal to the next has to be considered. Since the time t is represented explicitly, constraints on
the temporal domain can be defined.
A temporal constraint is defined as τ = (t,1, [lR,uR]), where t is the time, 1 the identity in R and
lR ≤ uR, lR,uR ∈ R the minimum and maximum time.
Since temporal constraints are represented using the identity in R, distance calculation and sam-
pling are defined in the same way as for configuration constraints.
Additional Constraints
In motion planning, collision checking as well as calculation of grasp quality represent standard
tools to model Pick-and-Place tasks. Since collision checks as well as grasp quality heavily depend
on the 3D geometry, additional constraints will be defined. By introducing additional constraints,
the framework to learn, generalize and execute planning models can be efficiently extended.
The collision constraint is defined as τcoll = (e1, ...,em, fcoll, [0,0]) with the objects ei and the
constraint function fcoll . fcoll returns ∞, if a collision occurs between at least one pair of objects
(ei,e j),1 ≤ i, j ≤ m, and 0 otherwise.
The grasp quality constraint is defined as τqual = (e1, fqual, [lR,uR]) with the object e1, the con-
straint function fqual and 0 ≤ lR ≤ uR, lR,uR ∈ R. fqual returns the value of the grasp quality
measure on e1. lR is the minimum and uR the maximum grasp quality. Usually uR = ∞, i.e. only
the minimum grasp quality lR has to be achieved.
3.1.3. Constraint Regions
The representation of a constraint region R plays an important role in the motion planning and
learning process. In the motion planning process, the representation has to allow different compu-
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(a) Hypercube (b) Cube (c) Sphere (d) Cone
(e) Cylinder (f) Convex Hull (g) Ellipsoids
Figure 3.9.: Visualization of different region types
tations in an efficient way: inclusion, distance computation and sampling. For a given configura-
tion, it has to be tested efficiently if the value of the constraint function is included in the constraint
region. Second, the distance of the value of the constraint function to the constraint manifold has
to be computed efficiently. Third, the constraint region has to allow to draw a random value in
an efficient way. In the learning process, a representation has to be chosen which can be learned
efficiently and approximates the training data sufficiently.
In summary, a constraint region R⊆ Rn is described by the following four characteristics
1. Inclusion: r ∈ R.
2. Distance computation: ∀x ∈ Rn : infr∈R ‖x− r‖.
3. Sampling: r ∼U (R).
4. Parameterization: X ⊆ Rn,µ surface area Rn, R = argmin
X⊆R′
µ(R′).
In order to use a constraint region during motion planning in an efficient way, we assume that
the first three characteristics can be computed in O(1).
Six different types of constraint regions will be defined [51]: hypercube, cube, cylinder-, sphere-,
cone-sectors, convex hull, sequence of ellipsoids, see Figure 3.9. The parameterization and imple-




A hypercube, see Figure 3.9a, is a generalized representation of a closed interval in a high-
dimensional space. The parameters are given by ci, li,ui ∈ R,1 ≤ i ≤ n, li ≤ ui. Let x,r ∈ Rn,
X ⊆ Rn. It follows that
(1) ∀i : li ≤ ri− ci ≤ ui (3.23)
(2) ‖x− r‖ with ∀i : ri = ci +min(ui,max(li,xi− ci)) (3.24)
(3) ∀i : ri ∼ ci +U ([li,ui]) (3.25)










xi, ui = ci− li
Cube
In R3, the definition of a hypercube leads to an axis-aligned boundary box of the learning data X
in (4). A better approximation of X can be achieved by using an oriented boundary box, see Figure
3.9b. The parameters of a hypercube in R3 are extended by a 3x3 rotation matrix Rot, which
represents the rotation of the principal axes. In the Equations 3.23ff, Rot−1 has to be applied, e.g.
(1) r′ = Rot−1(r− c), ∀i : li ≤ r′i ≤ ui (3.27)
The main difference is that in (4) a 3D optimization problem has to be solved, which can be
done efficiently using Rosenbrock [86].
Sphere
A sphere, see Figure 3.9c, is parameterized by the center c ∈ R3, a 3x3 rotation matrix Rot, inner
angles lα ,uα ∈ [0,π], lα < uα , inner angles lβ ,uβ ∈ [0,π], lβ < uβ and radii lr,ur ∈R>0, lr < ur. It
holds that
(1) r ∈ R ⇔ lr ≤ ‖x‖ ≤ ur ∧ (3.28)
lα ≤ acos(x1)≤ uα ∧ (3.29)
lβ ≤ acos(x2)≤ uβ (3.30)
with x = Rot−1(r− c) (3.31)
It can be shown that (2, 3) can be computed in O(1) and it is sufficient to solve a 3D optimization
problem to compute (4).
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Cone
A cone, see Figure 3.9d, is parameterized in the same way as a sphere with
(1) r ∈ R ⇔ lr ≤ x3 ≤ ur ∧ (3.32)
lα ≤ acos(x1)≤ uα ∧ (3.33)
lβ ≤ acos(x2)≤ uβ (3.34)
with x = Rot−1(r− c) (3.35)
It can be shown that (1-3) can be computed in O(1) and it is sufficient to solve a 3D optimization
problem to compute (4).
Cylinder
The parameters of a cylinder, see Figure 3.9e, are given by the center c ∈R3, a 3x3 rotation matrix
Rot, inner angles lα ,uα ∈ [0,π], lα < uα , radii lr,ur ∈ R>0, lr < ur and heights lh,uh ∈ R, lh < uh.
It follows that
(1) r ∈ R ⇔ lh ≤ x3 ≤ uh ∧ (3.36)





2 ≤ ur (3.38)
with x = Rot−1(r− c) (3.39)
It can be shown that (1-3) can be computed in O(1) and it is sufficient to solve a 3D optimization
problem to compute (4).
Convex Hull
Let X ⊆ Rn be a finite set of points. The convex hull, see Figure 3.9f, is defined as the minimal
convex set containing X . Since the convex hull in Rn is a convex polytope, which can be defined as
the intersection of half-spaces or by its extreme points, the parameters are m half-spaces (αi,ai) ∈
Rn×R and l extreme points βi ∈ X . It follows that




(3) ∑wiβi with w∼U ({v |vi ∈ [0,1],∑vi = 1}) (3.42)





The previously defined region types are usually time-independent. This results in a stationary
constraint manifold, on which a trajectory can be generated efficiently in the motion planning
process. For some manipulation tasks, the execution of a relatively fixed trajectory, e.g. to write a
letter, might be necessary. In order to generate trajectories similar to a reference trajectory time-
dependent constraints have to be introduced.
A sequence of ellipsoids, see Figure 3.9g, is defined by a sequence hi ∈ Rn,Hi ∈ Rn×n, positive
definite, Li ∈Rn×n, lower triangular, Li LTi = H
−1
i , 0≤ i≤m. We calculate Li using the Cholesky-
decomposition. Each (hi,Hi) defines an ellipsoid with center hi by
1 = (x−hi)T Hi (x−hi) (3.43)
with x ∈R3. Li transforms the unit sphere into the ellipsoid, which we use to calculate the approx-
imative distance to the ellipsoid. First, we calculate the distance vector to the center. We project
the distance to the unit sphere. If the point lies outside the sphere, we calculate the closest point on
the sphere, project the closest point back to the ellipsoid and calculate its distance to the original
point. Let t ∈ [0,1] be the normalized time and i = bt ·mc then
(1) LTi (r−hi) ∈ [0,1]n (3.44)
(2)
0, if ‖y‖< 1‖x− r‖ otherwise (3.45)




(3) r = hi +Li ·u with u∼U ([0,1]n) (3.47)
In [35], a derivation of the exact distance algorithm can be found. In order to generate a sequence
of ellipsoids for the training set X ⊆ Rn in (4), the EM-algorithm is applied to learn a Gaussian
Mixture Model (GMM) p(x, t). Gaussian Mixture Model Regression (GMM) [21] is applied to
generate the conditional probability density function p(x|t) = N (µt ,Σt). The parameters of the
sequence of ellipsoids are defined by hi = µt and Hi = 9Σ−1t with i = bt ·mc representing the
covariance ellipsoid with 3 standard deviations.
3.1.4. Discussion
The constraint representation is fundamental to the definition of planning models. Constraints are
an efficient way to define complex constraint manifolds, which are suited to define the goals of
a manipulation task as well as restrict the search space for planning. A consistent representation
of goals and constraints allows to apply general learning, generalization and planning techniques,
which will be discussed in the remaining part of the thesis. Motion planning in high-dimensional
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configuration spaces is currently insufficient to find robot trajectories, which optimize a given ob-
jective function. Since a soft constraint is effectively an objective function, we cannot guarantee
that the soft constraint is obeyed (as best as possible). Therefore, the representation is based on
hard constraints, which allow to decide if the constraint is obeyed in a given configuration or not.
The actual representation of the constraint region was defined implicitly by four characteristics,
which allows to use arbitrary representations suitable for constraint-based motion planning. The
defined set of constraint regions can be easily extended but has proven sufficient for simple manip-
ulation tasks. By using 3D bodies, we can visualize constraints and apply state-of-the-art geometric
tools to manipulate constraints. We represent constraints for the position and orientation of a 3D
body separately. Couplings between position and orientation are restricted to ease the problem
to identify relevant constraints, i.e. in the most complex case the position or orientation of a 3D
body depends on the position of one coordinate frame and the orientation of a second coordinate
frame. The intersection of a set of constraints (including contact constraints) allows to represent
more complex constraint manifolds efficiently.
3.2. Planning Models
In the previous section, a manipulation task was identified with a complex, time-dependent con-
straint manifold. The constraint manifold was represented as the intersection of constraint mani-
folds defined by a set of constraints. Intuitively, a manipulation task consists of multiple subgoals,
which allow to separate the task into several segments. A simple example is the Peg-in-Hole task,
which can be solved by first rotating the grasped object, moving it down until contact, aligning it
with the hole and moving down until the goal depth is reached.
Each segment can be described separately by a set of constraints, which have to be obeyed
during the transition from the subgoal assigned to the start of the segment to the subgoal assigned
to the end. In the same way, each subgoal can be identified with the set of configurations, in which
it is fulfilled. The set of subgoal configurations defines a constraint manifold and consequently,
each subgoal will be described by a set of constraints.
The Peg-in-Hole task is an example of a linear planning model, in which all subgoals have at
most one outgoing and one ingoing segment. For bimanual manipulation tasks, e.g. in which
both robot arms manipulate different objects, it might be necessary to work on (and plan) some
subgoals in parallel. These complex temporal dependencies between subgoals will be represented
by temporal constraints. In the next subsection, the strategy graph will be defined based on the set
of constraints.
3.2.1. Strategy Graph
A planning model can be described as a directed graph, called strategy graph [51]. Nodes represent
(sub-)goals of the task. Arcs represent segments, i.e. transitions between (sub-)goals. Each node
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Figure 3.10.: Strategy graph (left) to grasp a bottle and place it in a fridge door. The position constraint re-
stricts, where the bottle has to be placed in the fridge door. The constraint adapts automatically
to different door angles.
temporal constraints are necessary to represent the temporal ordering and dependencies between
different (sub-)goals. In Figure 3.10, a planning model to grasp a bottle and place it in the lower
shelf of a fridge door is visualized.
The time-dependent constraint manifold M (t) describes the constraints, which have to be
obeyed at time t in order to execute the manipulation task. In the motion planning process, a
concrete time point ti will be assigned to the ith node. The constraint manifold M (ti) defines
the set of configurations, in which the ith subgoal is fulfilled. Consequently, we identify node i
with M (ti) and define it by the set of node constraints Ψnode(i). In the same way, arc (i, j) from
node i to node j with ti ≤ t j is identified with the constraint manifolds M| ti<t<t j , which will be
defined by a single fixed set of arc constraints Ψarc(i, j). Based on this similarity, (sub-)goals of a
manipulation task will be treated in the same way as manipulation constraints.
Definition 2 (Goals and Constraints) A (sub-)goal i of a manipulation task will be identified with
the set of configurations, in which it is fulfilled. The set of configurations will be defined implicitly
by a set of constraints Ψnode(i). Due to this similarity with constraints, which restrict the transition
from one subgoal to the next, (sub-)goals will be referred to as constraints as well.
Due to this unification, constraints define the atomic building blocks of the representation of
planning models for manipulation tasks.
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3.2.2. Constraint Satisfaction Problem
A planning model is defined as a tuple (X ,ϒnode,Ψnode,ϒarc,Ψarc,θ) with the variables X , tem-
poral node constraints ϒnode, domain node constraints Ψnode, temporal arc constraints ϒarc, domain
arc constraints Ψarc and path θ . The temporal constraints were defined in Section 3.1.2. Domain
constraints consist of position, orientation, direction, force, moment, configuration and arbitrary
constraints, as defined in Section 3.1.2.
A preliminary version of the representation based on a different constraint representation was
published by the author in [51].
θ : R≥0 → Θ, θ continuous, is a continuous path in the configuration space. In the planning
process, the goal is to find a path θ , on which all constraints are obeyed. X ⊂ R≥0 is a finite
set of variables xi in the temporal domain, which corresponds to the set of nodes in the graph
representation. The variables describe specific time points at which a subgoal has to be reached.
The time point ti of xi is restricted explicitly by a set of temporal constraints ϒnode(i):
∀τ = (e1, ...,em, f ,R) ∈ ϒnode(i) : f (e1, ...,em,θ) ∈ R (3.48)
⇔ ∀τ = (ti,1, [lR,uR]) ∈ ϒnode(i) : lR ≤ ti ≤ uR (3.49)
The set of configurations at time point ti is restricted by a set of domain constraints Ψnode(i):
∀τ = (e1, ...,em, f ,R) ∈Ψnode(i) : f (e1, ...,em,θ(ti)) ∈ R (3.50)
The time span between ti and t j, i.e. the temporal ordering of the variables xi and x j, is restricted
by a set of temporal constraints ϒarc(i, j):
∀τ = (t j− ti,1, [lR,uR]) ∈ ϒarc(i, j) : lR ≤ t j− ti ≤ uR (3.51)
The path from ti to t j, i.e. θ|[ti,t j], is restricted by a set of domain constraints Ψarc:
∀ti ≤ t ≤ t j ∀τ = (e1, ...,em, f ,R) ∈Ψnode(i) : f (e1, ...,em,θ(t)) ∈ R (3.52)
The planning model without domain node and arc constraints (X ,ϒnode, /0,ϒarc, /0,θ) defines a
temporal constraint satisfaction problem (TCSP) [29]. A solution to the problem is an assignment
ti of xi, in which all temporal constraints are obeyed and Equations 3.49 and 3.51 hold. The
latter defines a consistent assignment of the variables. Consequently, finding a solution is referred
to as consistency checking in literature. Global search algorithms exist which incrementally test
different variable assignments and prune the domains of unassigned variables based on (weak)
consistency conditions. The domain of a variable is defined as the set of values, in which a solution
will be searched. Initially, the domain contains all possible values of the variable. Some values
will be inconsistent with other variable assignments due to violation of temporal constraints. The
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domains decrease in size until either a solution is found or the domain is empty indicating that
no solution to the TCSP exists. An important consistency condition is arc consistency, which
ensures that the domains of a pair of variables are consistent. For each value in the domain of the
first variable at least one value in the second domain can be found, for which all constraints are
obeyed. The same applies to the domain of the second variable. AC-3 [95], see Algorithm 4, is
an efficient algorithm to ensure arc-consistency. The function Remove-Inconsistent-Values(i,j) in
line 4 depends on the domain of the variables and has to be specified by the user. It will be called
iteratively to remove all values of the domain of xi, which are inconsistent with all values in the
domain of x j. In this thesis, Remove-Inconsistent-Values(i,j) is defined for disjunctions of closed
intervals.
In general, planning models contain both temporal and domain constraints and consistency has
to be extended to the Equations 3.50 and 3.52 resulting in a temporal constraint satisfaction prob-
lem with domain constraints (TDCSP). The solution to a TDCSP will be discussed in the next
subsection.
Algorithm 4 AC-3 algorithm for maintaining arc consistency in a CSP
1: queue← Edges of csp
2: while queue 6= /0 do
3: (i,j)← Remove first element of queue
4: if Remove-Inconsistent-Values(i,j) then
5: for each neighbor k of i do
6: Add (k,i) to queue
7: end for
8: end if





Solving the Temporal Constraint Satisfaction Problem
A solution of the planning model (X ,ϒnode,Ψnode,ϒarc,Ψarc,θ) is composed of the path θ and
an assignment ti of the variables xi. If the assignment is known, the set of constraints, which have








In this case, constraint-based motion planning can be applied to generate a path θ with θ(t) ∈
M (Ψ(t)) and a solution to the TDCSP is found.
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If the assignment is unknown but the path θ is known, the TDCSP can be solved using AC-3
to generate a consistent assignment. In the function Remove-Inconsistent-Values(i,j), a temporal
value ti will be removed from the domain of xi if no temporal value t j in the domain of x j exists,
so that all constraint are obeyed on the path from ti to t j, i.e. ∃t : θ(t)@M (Ψ(t)).
The examples show that the problem to generate a path θ and an assignment ti cannot be decou-
pled and has to be solved at the same time. We introduce an extended Rapidly-Exploring Random
Tree (RRT) planner, which iteratively generates a disjunction of temporal constraints, which will
be called set of restrictions, for each RRT node. The set of restrictions defines the domain Di
of each variable xi. It is ensured that the domains are consistent with the partially planned path
θ ′|0≤t≤t ′ , i.e. ∀0≤ t ≤ t
′ : ∃ti ∈Di : θ ′|0≤t≤t ′(t)∈Ψ(t). In the planning process, the set of restrictions
will be used to generate random sets of constraints Ψ(t), which are then used to extend partially
planned paths towards the goal.
The following algorithms 5, 6, 7 and 8 were published by the author in a preliminary form with
different representation in [51].
Algorithm 5 RRT(θstart,θtarget)
1: AddNode(θstart , tstart ,ϒstart)
2: while true do
3: θrandom← RandomConfiguration(θtarget,0.01)
4: (θnn, tnn,ϒnn)← NearestNeighbor(θrandom)
5: (θextend, textend)← Extend(θnn,θrandom, Constraints(θnn, tnn,ϒnn))
6: ϒextend← UpdateRestrictionsAC-3(θextend, textend,ϒnn)
7: if ϒextend 6= /0 then
8: AddNode(θextend, textend,ϒextend)
9: AddParent(θextend, textend,ϒextend, θnn, tnn,ϒnn)
10: if GoalTest(θextend, textend,ϒextend) then




Algorithm 5 shows an unidirectional RRT-planner with constraints extended by the temporal
constraints ϒ. For node i, ϒ(i) is a set of temporal constraints represented by closed intervals. In
the definition of planning models, only a single temporal constraint for each node is allowed. In
order to solve the TDCSP, disjunctions of temporal constraints will be used to represent the domain
of each variable xi. In contrast to domain constraints, ϒ(i) is interpreted as the disjunction and not
the intersection of its elements.
First, the RRT is initialized with the start configuration and temporal constraints of each node
as the set of restrictions, i.e. ϒ(i) contains a single closed interval for each node i. Random
configurations are drawn using the function RandomCon f iguration. The nearest RRT node is
searched using NearestNeighbor, which can be implemented as a linear search or kd-Tree [8].
















Figure 3.11.: A planning model with 3 nodes and 3 arcs is shown (middle, right). During planning a random
configuration θrandom is chosen and the nearest neighbor θnn in the RRT calculated. Based on
the restrictions of θnn and the time point tnn +1 different temporal orderings of xi are possible,
i.e. subgoal 1 has to be reached before or after tnn +1. Both possibilities lead to different sets
of constraints (thick black arrows). One constraint set will be chosen randomly and a random
configuration will be determined in the corresponding constraint manifold.
configuration. The set of restrictions is updated with the new time point and new configuration
using AC-3. If the domains of each variable xi are not empty, a new RRT node will be added to
the tree. If the goal was reached, the path from the start RRT node to the current RRT node will be
returned.
In each RRT node (θnode, tnode,ϒnode) the set of restrictions defines the domain of each variable
xi implicitly. It is assumed that an assignment and a solution exist, which is consistent with the
restrictions ϒnode and matches θ|0≤t≤tnode .
Algorithm 6 RandomConfiguration(θtarget ,ε)
1: u∼U (0,1)
2: if u≤ ε then
3: return θtarget
4: else
5: θrandom ∼U (Θ)
6: (θnn, tnn,ϒnn)← NearestNeighbor(θrandom)
7: return ConstrainedSample(Constraints(θnn, tnn +1,ϒnn))
8: end if
Algorithm 6 returns a random configuration. In order to force the planner to work in direction
of the goal the goal configuration will be returned with small probability. Otherwise, a random
configuration in the full configuration space is drawn. The nearest neighbor in the RRT is calcu-
lated to estimate the time point of the random configuration. A random set of constraints, which
covers the estimated time point, will be calculated and a random configuration will be drawn from
the resulting constraint manifold, see Figure 3.11.
In contrast to standard constraint-based motion planning, the set of constraints is not fixed during
planning but depends on the restrictions of the RRT node, which will be extended in the RRT. The
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Algorithm 7 Constraints(θ , t,ϒ)
1: E← /0
2: (k1, ...,kn)∼ Permutation {1, ..., |Edges|}
3: for i = 1 to n do
4: m← edge with index ki in TCSP
5: if @e ∈ E: Connected(m.to, e.from) ∨ Connected(e.to, m.from) then
6: for [a,b] in ϒ(m.from) do
7: if t ∈ [a,b+m.end] then








goal of Algorithm 7 is to generate a random set of arcs, whichs overlap the time point of the new
configuration. The algorithm processes the arcs in a random order. If the current arc does not have
to be finished before or started after one of the already chosen arcs, it will be chosen. Finally, the
union of all constraints Ψarc(i, j) of all chosen arcs (i, j) is returned, see Figure 3.11.
Algorithm 8 Remove-Inconsistent-Values(e, ϒ))
1: R← /0
2: for [a,b] in ϒ(e.from) do
3: for [c,d] in ϒ(e.to) do
4: [r, s]← [c - e.end, d - e.start] ∩ [a,b]
5: if q.time /∈ [r, s+e.end] ∨ e.isValid(q) then
6: add [r, s] to R
7: else if q.time < s+e.start + 1 then
8: add [r, q.time - 1 - e.start] ∩ [a,b] to R
9: if r < q.time + 1 then






16: return ϒ(e.from) has changed
Each RRT node contains not only the configuration and time but also the restrictions of the
variables xi. The restrictions of the root RRT node are ϒnode(i) for each xi. If a new RRT node
is added the set of restrictions has to be computed. Since a new RRT node has a unique parent,
the restrictions of the parent are refined using AC-3. The restrictions define the set of consistent
assignments to the variables xi. If the assignment is known, the set of constraints, which have
to be obeyed in the new configuration, can be computed. In reverse, if an arc constraint is vio-













Figure 3.12.: A planning model with 3 nodes and 3 arcs is shown (middle, right). The left graph shows the
RRT after adding a new node with configuration θextend . In order to update the restrictions
of the new RRT node the set of arcs is generated, which potentially overlap the time point of
the new RRT node. If one of the constraints of an arc is violated (see thick black arrow) the
restrictions will be updated, so that the arc does not overlap anymore (right).
time point. The function Remove-Inconsistent-Values analyzes the restrictions of the parent and
looks for arcs, in which a constraint is violated. In this case, the restrictions are refined to exclude
assignments, in which the identified arc overlaps the new time point, see Figure 3.12. The imple-
mentation of Remove-Inconsistent-Values is shown in Algorithm 8. The algorithm cuts out parts
of the restrictions resulting in a disjunction of closed intervals for each variable xi.
The planning result is arc-consistent, which is only a weak consistency condition but can be
maintained very efficiently during motion planning. The consistency check is implemented in the
GoalTest function, which rejects paths for which no consistent assignment can be found.
3.2.3. Planning Model Linearization
In general, planning with temporal and domain constraints is time-demanding and can only be
done for small numbers of subgoals1, i.e. variables xi. Since most manipulation tasks contain a
larger number of subgoals, a simplification is necessary to plan manipulation tasks online in a short
amount of time.
In Appendix B we discuss operators and metrics on strategy graphs, which allow to identify sub-
graphs of different strategy graphs, calculate the distance of an arbitrary trajectory to the constraint
manifold defined by the strategy graph and linearize a given strategy graph.
The linearization operator transforms a planning model into a sequence of planning problems,
where each problem depends on the previously solved problem, see Figure 3.13. The resulting,
linear sequence of planning problems can be solved efficiently using backtracking.
1The general planning problem is PSPACE-complete and consistency checking is NP-complete.
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       hand_left_orientation in Cube(start_big_water_bottle_cap),
        hand_left_orientation in Cube(big_water_bottle_cap),
        hand_left_position in Cube(big_water_bottle_cap),
       hand_left_position in Cube(start_big_water_bottle_cap),
collision in Cube(),
graspquality in Cube()













{ big_water_bottle_cap_direction in Cube(big_water_bottle_opening),
    big_water_bottle_cap_position in Cube(start_big_water_bottle_cap),
collision in Cube() }
Figure 3.13.: Example of a linear planning model: opening a bottle
3.2.4. Discussion
Even simple manipulation tasks, e.g. grasping, can usually be partitioned into multiple segments,
e.g. open the hand, approach the object, close the hand and apply force through the fingers. There-
fore, it is natural to consider subgoals of the manipulation task, which have to be reached, and
we represent them explicitly. We identify subgoals with a set of configurations, which have to
be reached, leading to the use of a set of constraints to define goals. The robot motion between
two subgoals might be constrained as well, e.g. holding a cup with water upright, leading to the
inclusion of constraints between subgoals. In general, subgoals might be independent from each
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other, e.g. opening the fridge with one hand and grasping a bottle with the other, leading to the
inclusion of temporal constraints. If the planning process fails on a given segment it is possible to
replan a previous segment recursively. In contrast to representations, which represent the whole
manipulation task as a inseparable entity, e.g. as GMMs or DMPs, more complex tasks, i.e. with
larger number of subgoals, can be planned. By using goals and constraints, the execution of the
planned trajectory can be validated in the controller.
Solving the temporal constraint satisfaction problem has high complexity for complex manipu-
lation tasks with multiple subgoals. Resulting planning times are unsuitable for online execution
on the robot. We consider only linear planning models in the remaining part of the thesis. Learn-
ing, generalization and planning is therefore limited to manipulation tasks, which can be expressed
by a linear sequence of subgoals.
3.3. Mapping of Planning Models
Planning models are defined based on a set of atomic constraints, which are grounded in prede-
fined coordinate frames, e.g. the opening of a bottle, and online generated coordinate frames,
for instance in a contact point. These coordinate frames are object- and task-dependent. Due to
the large variety of objects and tasks in the human environment it is inefficient to learn planning
models for each combination of objects and tasks. Naturally, we expect a robot system to be able
to generalize learned planning models to similar objects. In other words to map constraints and
thereby coordinate frames to novel objects.
Based on the assumption that predefined coordinate frames are defined for all objects in a given
class, the problem reduces to the mapping of online generated coordinate frames to objects with
similar geometry. Since coordinate frames are generated in contact points, we ground coordi-
nate frames in local features of the object surface. Based on recent developments in the field of
computer graphics, morphing algorithms are applied to find a global mapping of two object sur-
faces, which will be described in Section 3.3.1. The global mapping allows to instantiate the local
features on the novel object surface and reconstruct the coordinate frame, see Section 3.3.2.
3.3.1. Morphing of Geometric Object Models
In computer graphics, a well-studied problem is the morphing of one 3D model into a second
3D model with applications in different domains, e.g. animation or model-fitting. A simple but
efficient way to morph two 3D models is to define a mapping between the points on the surfaces,
usually the vertices of triangular meshes, and interpolate the motion between two correspondences.
The definition of a surface mapping, which maps points in a semantically comprehensible way, e.g.
the opening of a small bottle to a larger opening of a different bottle or the center of the surface of
a square to a round button, is demanding.
Kim et al. define blended intrinsic maps [62] based on a set of extreme points, e.g. points with
high curvature, which are identified efficiently on both surfaces. The surface mapping is defined
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(a) Small and large spoon, - [53] (b) Medium spoon and spatula
Figure 3.14.: Examples of blended intrinsic maps. Point correspondences on both surfaces are visualized by
similar colors.
based on the mapping of extreme points, which produces semantically comprehensible results for
articulated bodies and geometries with pointy structures. In Figure 3.14, the blended intrinsic maps
of different object pairs are shown.
In order to instantiate a planning model with a novel 3D model, a blended intrinsic map is
calculated for the known and the novel 3D model. First, the 3D model with fewer vertices is
interpolated to generate models with the same number of vertices. In order to reduce the influence
of ambiguities, the 3D model is translated and rotated to align the boundary boxes of both 3D
models. Finally, the blended intrinsic map is calculated.
3.3.2. Coordinate Frame Mapping
Based on the surface mapping, we define the mapping of coordinate frames [53]. Let oH f be
the coordinate frame on the surface of object o, which will be mapped to object o′. The general
approach is
1. Calculate local features of coordinate frame oH f of object o
2. Calculate global surface mapping between object o and o′
3. Map local features using surface mapping to object o′
4. Reconstruct coordinate frame o
′
H f ′ using mapped local features
We define the global surface mapping as the blended intrinsic map between o and o′. The local
features consist of a fixed homogenous transformation matrix and the vertices of the closest face
to the origin of coordinate frame oH f . The local features are calculated in several steps. First,
the closest face on object o to the origin of the coordinate frame ot f is calculated. We define the
distance of a point to a face as the distance to the closest point inside the face [39, p. 145f]. On
the closest face we define a coordinate system. The origin is the closest point inside the face to ot f .
The x-axis points towards the first vertex and the z-axis points towards the face normal. We store
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the homogenous transformation matrix from this coordinate frame to oH f and the set of vertices as
local features.
In the next step, the blended intrinsic map is used to map the feature vertices to the object o′.
The properties of the blended intrinsic map ensure that the mapped vertices form a face on o′. We
define a coordinate frame in the same way inside the mapped face and use the feature homogenous
transformation to calculate o
′
H f ′ .
The defined local features are simple since, from a local point of view, a semantically-
comprehensible surface mapping is hard to obtain. Therefore, we rely heavily on the global surface
mapping between objects and benefit directly from new developments in computer graphics.
3.3.3. Discussion
Mapping of learned constraints to novel objects is difficult, e.g. Song et al. [98] showed that
features like object convexity and size, grasp stability or the used preshape have an influence on
choice of a grasp configuration. We make the assumption that the mapping of the coordinate frame,
which is referenced by the constraint, is sufficient to transform a constraint to a visually similar
object. The constraint region is not transformed. The assumption is usually sufficient for contact
coordinate frames. The constraint region represents the region, in which a fingertip or wrist have
to be placed. In combination with contact and force constraints, the robot motion can be adapted
to small changes in the object surface, e.g. a contact point on a larger or smaller bottle opening.
Since the goal of the task usually depends on the induced object motion, the planning process will
be successful if the mapped constraint manifold contains at least one valid configuration. This
might be different for non-contact coordinate frames, e.g. the constraint region, which restricts
the position of a bottle opening above a cup opening, has to be transformed if the size of the cup
opening changes to guarantee that no fluids are spilled. An automatic validation of the mapping
process is not possible since it affects the constraints, which are the basis to validate the execution.
We consider this limitation by supervising the mapping process, interactively adapting a constraint
region or demonstrating robust solutions, e.g. placing the bottle opening near the center of the cup
opening, which generalizes to different cup sizes.
3.4. Constraint-based Motion Planning
In real-world tasks with multiple sub-goals and a large number of constraints the temporal con-
straint satisfaction problem with domain constraints cannot be solved efficiently. The main prob-
lems are that temporal constraints induce a NP-complete constraint satisfaction problem and find-
ing a robot trajectory, on which a set of domain constraints is obeyed, is in PSPACE. The first
problem can be solved using our AC-3 approach in Section 3.2.2 but the second problem requires
more advanced planning techniques, which are difficult to integrate into the AC-3 approach. Since
most manipulation tasks are linear or can be linearized efficiently, see Section 3.2.3, we concentrate
on the second problem and work only with linear planning models.
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In order to generate a robot motion efficiently, which is consistent with the learned set of task
constraints, the unidirectional RRT with constraints is insufficient since it lacks important enhance-
ment from state-of-the-art constraint-based motion planners. We extend the planning algorithm to
be bidirectional [66], which improves performance in manipulation tasks, where either the start or
goal are heavily restricted, e.g. by a narrow passage. Rejection sampling, which is heavily used in
the unidirectional RRT, is problematic for thin constraint manifolds. Thin constraint manifolds oc-
cur naturally in manipulation tasks, e.g. when pushing an object across a surface, the object motion
will be in a 2D-plane. In the unidirectional RRT, configurations will be sampled randomly and re-
jected if a constraint is violated. Since the probability is 0 to sample a configuration on an infinitely
thin constraint manifold, no solution will be found. We integrate projection techniques from [101]
to project a configuration to a nearby configuration, in which position, orientation and direction
constraints are obeyed, see Section 3.4.1. Additionally, we define special projection techniques for
contact, see Section 3.4.1, and force constraints, see Section 3.4.1.
Projection techniques are usually local optimization algorithms to enable short planning times.
In [10], projection techniques are also used to generate goal configurations, i.e. configuration, in
which all constraints of the current (sub-)goal are obeyed. Using a random configuration as starting
point for the projection techniques is inefficient for complex constraint manifolds. We introduce
an additional step, in which constraints are sampled and inverse kinematics are applied to generate
a configuration, in which a subset of constraints is already obeyed, as starting point for constraint
projection. The approach will be described in Section 3.4.2.
3.4.1. Projection Techniques
Complex constraint manifolds restrict different task aspects, e.g. relative positions or contacts
between different objects, at the same time. They can be defined efficiently as the intersection
of a number of simpler constraints, each restricting only a single task aspect. Each constraint
allows to sample configurations, in which the constraint is obeyed. Sampling a configuration, in
which a number of constraints is obeyed, is more complicated. Rejection sampling is prohibitive
since constraint manifolds can be arbitrarily thin. We apply different techniques to project a given
configuration to the constraint manifold: constraint, contact and force projection.
Constraint Projection
Stilman et al. [101] integrate Randomized Gradient Descent (RGD) into the RRT algorithm. RGD
is a stochastic gradient descent method, which samples a direction in the configuration space ran-
domly and moves in this direction if the distance to the constraint manifold is smaller, see Figure
3.15 and Section 2.1.4. In contrast to Jacobian-based approaches, e.g. Fraction-Retraction [101]
or Tangent-Space-Sampling [101], no distance vector is required since RGD approximates the
distance vector online based on the distance to the constraint manifold. This allows to consider ar-
bitrary constraints at the cost of higher execution time. An example is the grasp quality constraint,
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(b) Randomized Gradient Descent
Figure 3.15.: Constraint Projection: Randomized Gradient Descent
which allows to compute a distance, e.g. the grasp quality in the current configuration is 0.1 below
the minimum grasp quality, but not a distance vector, e.g. how to adapt the current configuration to
improve the grasp quality. We apply Randomized Gradient Descent to project position, orientation,
direction and arbitrary constraints.
Contact Projection
In general, contact constraints define a thin constraint manifold and it is impossible to find a con-
figuration, in which the robot has a specific contact with an object, using rejection sampling. In a
random configuration, two different situations occur for a contact constraint. Either the referenced
3D bodies are in collision, see Figure 3.16a, or no contact exists, see Figure 3.16b. If a collision
exists, the joint values have to be adapted (in a minimal way) so that no collision exist and the
distance between the two bodies is below the contact threshold. Since the bodies might belong to a
kinematic chain, a complicated problem arises. We apply the Penetration Depth algorithm [56] to
solve the problem iteratively using the penetration depth, i.e. a metric how much both 3D bodies
intersect. In the second situation, the contact has to be established. This problem is known from
grasp planning literature and is solved in this work using continuous collision checking C2A [105]
based on the distance between two 3D bodies.
Force Projection
We use force constraints in combination with contact constraints to model finger tip manipulation
tasks. Contact projection ensures that the two referenced 3D bodies are in contact. The force
constraint models the actual amount of force, which has to be applied to the object. In physics
simulation and on the real robot we will use a simple position controller to execute planned robot
trajectories. Therefore, the force has to be translated into a motion of the robot resulting in another
projection step. For a force constraint (e1,e2,e3, f f or,R) we draw a random sample x ∼ R and
calculate
(0Rote1 ,
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(a) Collision (b) No contact (c) Projection
Figure 3.16.: Contact projection: different start situations and projection result.
0te1 is the force in global coordinates. Based on the dynamic model of the robot, we calculate
the corresponding joint displacement. The displacement is added to the configuration resulting in
the projected configuration.
3.4.2. Sampling of Goal Configurations
In the unidirectional RRT, a path is planned beginning at the start configuration. The RRT succeeds
if the last configuration lies on the goal constraint manifold. Since the probability to find a config-
uration, which lies on a thin goal constraint manifold is ∼ 0, an advanced RRT planner has to be
applied, which allows to plan in a more goal-directed way. Before planning starts, we generate a
set of configurations, which lie on the goal constraint manifold, the so-called goal configurations.
In [10], a configuration is sampled randomly and projected to the goal constraint manifold using
RGD. Since RGD is a local optimization technique, the result depends heavily on the start config-
uration. Additionally, only configurations on the border of the constraint manifold are generated.
In contrast to this work, we do not generate a goal configuration with a uniform distribution on the
configuration space but sample it from a subset of goal constraints. It is automatically guaranteed
that the goal configuration obeys all constraints in the subset. Finally, we project the configuration
to the constraint manifold using the above projection techniques.
Figure 3.17 shows an example. The goal is to place the grasped object Box on the table. Two
goal position constraints and one goal orientation constraint exist. The first position constraint
restricts the Box to be closer than 260mm to the Plate (green). At the same time, the second
position constraint ensures that the Box is closer than 200mm to the Cereals (red). Both constraints
are represented by a cylindrical constraint region. The intersection of both constraints is a small
76
3.4. Constraint-based Motion Planning
(a) Rejection Sampling: poses of the Box are
drawn randomly (red) and will be rejected,
if the goal is not satisfied (yellow). Since
the configuration space is 3D but the goal
is 2D, probability is ∼ 0.
(b) Constraint-Sampling: poses of the Box are
drawn randomly from a random constraint
(red) and projection techniques are applied
to find a new pose, in which both con-
straints are obeyed.
Figure 3.17.: Rejection- and Constraint-Sampling. The goal of the task is defined by two constraints: (Box,
Plate, fpos, Cylinder(0,360,0,260,0,0.1)) and (Box, Cereals, fpos, Cylinder(0,360,0,200,0,0.1)).
The grasped object Box has to be placed in two 0.1mm-thin cylinders centered on the objects
Plate and Cereals.
region on the table (yellow). The goal is to find a configuration, i.e. joint values of the robot
arm, so that the grasped object is placed in the intersection. Rejection sampling, see Figure 3.17a,
generates a random configuration resulting in a random 6D pose of the arm. Since the table surface
is 2D, probability is ∼ 0 to find a a valid goal configuration. In this thesis, a different approach is
followed. A random subset of constraints is chosen and inverse kinematics are applied to generate
a configuration, in which the subset of constraints is obeyed. In this case, two random subsets are
considered. The first set consists of the first position constraint and the orientation constraint. The
second set contains the second position constraint and the orientation constraint. The generated
configuration will be in the green, red or yellow area on the table. Finally, projection techniques
are applied resulting in a configuration, in which all constraints are obeyed, see Figure 3.17b.
In Section 3.1.2, a constraint sampling set ΨS for the set of constraints Ψ was defined represent-
ing a set of pairs of constraints, where each pair restricts the position and orientation or direction
of a 3D rigid body. In order to generate a goal configuration, a constraint sampling set is chosen
randomly. The constraints in the constraint sampling set are ordered based on the coordinate frame
dependency, i.e. constraint A will be before constraint B, if the constrained coordinate frame of
A is relative to one of the reference coordinate frames of B. For example, A restricts the spoon
relative to the table and B restricts the fingertip relative to a spoon. In order to generate a goal
configuration, A will be sampled to generate a random spoon pose. Since the fingertip position
depends on the spoon pose, B will be sampled after A to generate a valid goal configuration.
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For each pair of constraints a random pose, i.e. a random position and a random orientation,
is generated, in which the constraints are obeyed. Based on the random pose, we apply inverse
kinematics (IK) to generate the corresponding joint angles. In order to treat robots with multiple
kinematic chains and free-floating objects, e.g. manipulated objects on the table, in a consistent
way, free-floating objects are considered holonom robots with six cartesian degrees-of-freedom. If
a contact or force constraint restricts the same object, contact projection is applied.
We accumulate the IK results into a single configuration. The configuration is projected using
constraint projection. If all constraints are obeyed, the configuration is added to the set of goal
configurations.
Figure 3.18 shows an example of the generation of a random goal configuration. A random
position and orientation or direction constraint is drawn randomly for each 3D rigid body: spatula,
fingertip and wrist. The fingertip is relative to the wrist and the wrist relative to the spatula. Due
to this dependency, the pose of the spatula is drawn randomly, first. Contact projection moves it
in opposite direction to gravity until contact is made with the table. The wrist and finger pose is
sampled and joint values are generated. Contact projection is applied to move the fingertip down
until contact. All constraints are obeyed.
The random set of goal configurations is the basis to plan a robot motion in a goal-directed way,
which will be explained in the next section.
3.4.3. Goal-directed Planning
Constraint-based motion planning is applied to generate a smooth path from the start configuration
to one of the goal configurations. Manipulation tasks require the coordinated movement of robot
arms and fingers. Similar to human morphology service robot arms usually consists of 6 or 7 de-
grees of freedom. Anthropomorphic hands require at least 3 DOF per finger resulting in roughly
20 DOF for a human-like robot arm with four articulated fingers. The resulting planning problem
is high-dimensional. In this context, sampling-based motion planners offer the best performance,
e.g. RRTs or PRMs, see Section 2.1. In household tasks the robot faces a large number of obstacles
and objects and cannot position itself always in the same way relative to the environment. From
a planning point of view, the environment changes all the time and precalculated roadmaps, e.g.
PRMs, cannot be reused. Based on this observation, we employ the Constrained Bidirectional RRT
(CBiRRT) by Berenson et al. [9], which grows one RRT at the start configuration and one RRT in
each goal configuration and constantly tries to connect both to solve the planning problem. Algo-
rithm 9 shows the algorithm by Berenson. We apply the original algorithm and only integrate the
additional projection techniques into Extend(T ,θnn,θrnd), i.e. first we generate the configuration




then we apply constraint projection followed by contact projection to θnew and return the
projected configuration. The function RandCon f ig returns a uniform random configuration in
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(a) Initial configuration (b) Random spatula position and orientation
(c) Fixed spatula pose to obey contact con-
straints
(d) Generated robot configuration. Contact
projection ensures that the fingertip has
contact with the spatula.
Figure 3.18.: Sampling of goal configurations: pushing with the index finger on a spatula to lift the handle
and grasp it. Arrows emphasize the changes in each step. (a) initial configuration: fingertip
placed on spoon. (b) a random position and orientation of the spoon is sampled. (c) contact
projection is applied to establish the contact between the spoon and the table. (d) the wrist
pose and finger tip pose is sampled based on the random spoon pose. Inverse kinematics are
applied to generate a robot configuration. Contact projection is applied to move the fingertip
down until contact.
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(a) Shortcuts (b) Smoothed path
Figure 3.19.: Smoothing of a planned path (solid lines): (a) shortcuts (dotted lines) are generated between
pairs of configurations, on which all constraints, e.g. no collision, are obeyed. (b) the smoothed
path (red lines) is shorter than the original path.
the configuration space Θ. We calculate the nearest configuration to θ in the tree T using
NearestNeigbor(T ,θ), which is implemented as a linear search. The function Swap switches
both trees, i.e. in the next iteration, the other tree will be extended. The solution path is calcu-
lated by following the parent links in both trees using the last added configurations, see function
ExtractPath. The goal of SmoothPath [9] is to shorten the solution path by finding valid shortcuts
between configurations on the path. A shortcut will be valid if all constraints are obeyed on the
direct path, which connects both configurations, see Figure 3.19.
In combination with projection techniques, CBiRRT [9] allows to plan manipulation tasks in
high-dimensional spaces. The planning time is usually high and the algorithm cannot be applied
online. In the next chapter, we look at learning techniques to generate planning models from a set
of explicit human demonstrations. The planning model captures not only goals and task-relevant
constraints but also constraints for the robot arms and hands, which efficiently restrict the search
space for planning and leads to shorter planning times.
3.4.4. Planning with Dynamics Simulation
In dexterous manipulation tasks the robot manipulates an object often with its fingertips without
grasping the object firmly. In order to simulate the effect of the forces, which are applied through
the fingertips, we include the dynamics simulation ODE using the robot simulation framework
OpenRAVE [32]. In the motion planning process, we extend the RRT node and store the state of
the dynamics simulation, i.e. poses and velocities of all objects, joint values and joint velocities. In
order to calculate the forces, which are generated by the robot motion, we implement a positional
controller in ODE, which mimics the controller used on the real robot system. We do not assume
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Algorithm 9 CBiRRT(θstart ,{θgoal},Ψ), [9]
Ta.init({θstart}); Tb.init({θgoal});
while not T IME_LIMIT () do
θrnd ← RandCon f ig();
θ ann← NearestNeighbor(Ta,θrnd);
θ areached ← Extend(Ta,θ
a
nn,θrnd)
θ bnn← NearestNeighbor(Tb,θ areached);

















that the controller can be temporally inverted. The consequence is that for dexterous manipulation
tasks we cannot plan in a bidirectional way, i.e. both from the start and the goal configurations. In
this case, we use the unidirectional pendant to CBiRRT [9].
The dynamics simulation is integrated into the motion planner in the function Extend, see Al-
gorithm 9. Given a random configuration, the Extend function is used to extend the nearest con-
figuration in the RRT in the direction of the random configuration. In this step, we load the state
of the dynamics simulation of the nearest neighbor configuration θnn and use the controller to ex-
ecute the projected configuration θnew in the dynamics simulation. We retrieve information about
the resulting object poses and robot configuration from the dynamics simulation to check, if all
constraints are obeyed.
3.4.5. Discussion
State-of-the-art sampling-based motion planners allow to plan robot motions on constraint man-
ifolds in high dimensional spaces. General purpose projection techniques like RGD rely on a
representation of the constraint manifold, which allows to compute inclusion and distance of a
configuration to its border efficiently. We considered these requirements in the definition of con-
straint regions allowing to consider arbitrary position, direction and orientation constraints during
motion planning. The computational effort is low since inclusion and distance calculations depend
only on coordinate transformations. Contact and collision constraints depend heavily on object ge-
ometry resulting in high computational effort to calculate inclusion and distance. For this purpose,
we introduced algorithms from computer vision resulting in special projection algorithms, which
were combined with the general purpose projection techniques.
A severe limitation of sampling-based motion planners is the randomness of the generated result.
The consequence is that the generated paths are neither smooth nor optimal. We apply post-
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processing to smooth and shorten the paths using [9]. The technique can be parallelized efficiently
[70], which was not considered in this thesis. A limitation of planning with dynamics simulation
is that the unsmoothed path is executed implicitly during planning. The unsmooth motion leads to
unnecessary contacts with the objects resulting in auxiliary forces, which have to be compensated
by the planner. Empirically, this increases the planning time and failure rate. More research in the
domain of planning with dynamics simulation is necessary to overcome this limitation.
3.5. Summary and Conclusion
Constraint-based programming allows to model and execute manipulation tasks on control level.
In order to generalize to different environments, not only constraints but also (future) goals have to
be considered, e.g. how to place the robot hand above a bottle to be able to rotate the cap, which is
not considered on control level. In constraint-based motion planning goals and constraints are de-
fined in a unified way as constraint manifolds, i.e. subsets of the search space for motion planning,
but the constraint representations are limited. Based on this observation, we defined a constraint-
framework consisting of position, orientation, direction, force, moment, contact, configuration,
temporal and additional constraints like grasp quality metrics. Each constraint consists of a con-
straint function, whose values are restricted by the constraint region.
In PbD, learning is often restricted to a certain set of constraints in a predefined feature space.
Manipulation tasks usually do not contain a single set of constraints but multiple goals and con-
straint sets, which change over time. This observation led to the definition of strategy graphs, in
which nodes define (sub-)goals of the task and arcs define the constraints between two (sub-)goals.
A strategy graph represents a planning model, which will be used by a constraint-based motion
planner to generate a robot motion for a given task. In general, the temporal ordering of nodes
is not predefined but restricted in a flexible way by a set of temporal constraints. In the planning
process, we have to find an ordering of nodes and generate a robot trajectory, on which all con-
straints are obeyed and all subgoals are reached. Therefore, the planning model defines a temporal
constraint satisfaction problem. We integrated the AC-3 algorithm into the Rapidly Exploring Ran-
dom Tree motion planner to solve the temporal constraint satisfaction problem. The complexity
is usually too high to solve the planning problem online. To overcome this limitation, planning
models are linearized resulting in a sequence of planning problems.
Position, orientation, direction, force, moment and contact constraints are defined based on
a set of coordinate frames. In new environments, the coordinate frames and therefore the con-
straints adapt automatically to different start configurations, object and obstacle poses. By using
constraint-based motion planning, a planning model is executed in a flexible way in these envi-
ronments. In order to execute a planning model with different objects, we rely on the existing
correspondence of coordinate frames between different objects, e.g. of the coordinate frames cup
bottom and glass bottom. In the learning process, coordinate frames in contact points, e.g. where
a finger touches an object, will be generated automatically. In order to map an automatically gen-
82
3.5. Summary and Conclusion
erated coordinate frame to a new object, we calculate local features on the object surface, map the
local features to the new object using the morphing algorithm blended intrinsic maps and create
the mapped coordinate frame based on the transformed, local features.
In order to plan efficiently on constraint manifolds, projection techniques are used to project
an arbitrary configuration to the constraint manifold. General purpose projection techniques likes
Randomized Gradient Descent require only the definition of a distance function. Complexity can
be very high, e.g. to find a hand configuration, in which multiple fingertips are in contact with an
object. We applied the Penetration Depth algorithm and the continuous collision checker C2A to
project a configuration based on contact constraints efficiently. Additionally, we defined a force
projection to consider force constraints.
In the planning process, we generate goal configurations randomly. A set of constraint pairs
is drawn randomly, where each pair restricts the position and orientation of an object. Based
on each pair, a random object pose is drawn and inverse kinematics are applied to generate a
robot configuration, in which the subset of constraints is obeyed. By using the defined projection
techniques, a random goal configuration, in which all constraints are obeyed, is generated.
If a planning model contains force constraints, it is necessary to simulate the force interac-
tion between the robot and the environment. In this case, we apply dynamics simulation in the
constraint-based motion planner. The main limitations are that accurate dynamic models are re-
quired and a tradeoff between accuracy and computation time has to be found.
Conclusion Manipulation tasks are represented on the basis of constraints, which model task
constraints and goals in a unified way. The set of constraints, which can be defined based on a
set of coordinate frames, is polynomial. Each constraint requires multiple parameters and depen-
dencies between constraints have to be considered, e.g. to restrict the wrist pose in a way that the
fingertips reach a certain point. For complex manipulation tasks, it is difficult to define a strategy
graph manually. In the next chapter, we make use of the human as an expert in manipulation to
make illustrative examples of the manipulation task and learn a planning model, i.e. structure and
constraints, automatically.
Based on the constraints in a planning model and result of the planning process, we can decide
prior to the execution if the planning model can be executed in the given environment or not, which
is an advantage compared to control-based approaches. If the execution is not possible, the set of
constraints allows to localize the cause of failure, e.g. which constraints could not be obeyed at
the same time. The latter will be used in Chapter 4 to identify irrelevant constraints and increase
flexibility of the learned planning model.
A second advantage of the constraint-based representation, e.g. compared to probability distri-
butions in a latent space, is that constraints can be relaxed and tightened easily by changing the
parameters of the constraint regions. In the next chapter, this property will help us to solve the cor-
respondence problem, i.e. how to automatically consider the differences in morphology between
the human and the robot.
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Manipulation Tasks
The automation of everyday manipulation tasks in human-centered environments with different
tasks, objects and obstacles demands high flexibility from a service robot. A prerequisite is a so-
phisticated model of the task in which all relevant constraints and goals are encoded. Based on this
model, the robot can automatically generate a robot motion in different environments and monitor
the execution, e.g. to ensure that the goal of the task was reached. In the previous chapter, we de-
fined planning models, which represent a sophisticated task model based on position, orientation,
direction, force, moment, contact and temporal constraints suitable for constraint-based motion
planning. The manual definition of such a planning model is time-demanding, error-prone and
requires in-depth knowledge about the planning algorithm. The main reason is that a large number
of constraints, usually more than 30, have to be defined to model even simple manipulation tasks.
Additionally, constraints describe not only the motion of objects but also of the robot. The pro-
grammer has to define the constraints as flexible as possible while ensuring that a certain task goal
is reached. For example, it is difficult to define constraints, which result in the coordinated motion
of the robot hand and fingers necessary to rotate a bottle cap.
In a typical household scenario, the programmer is a non-expert and the question is how the
task model, i.e. in our case the planning model, can be defined in a more flexible and natural way.
Although the human is not an expert in programming, he is definitely an expert in manipulation.
From early childhood on we constantly manipulate our environment. First starting with simple
tasks like punching of squeezing, advancing to everyday tasks like pouring in and, in some cases,
reaching the ability to execute complex manipulation tasks like repairing a leaking oil pump or
assembling a car engine. Additionally, we are trained to guide other people with complex tasks
and show them necessary manipulation tasks, e.g. how to use a corkscrew to open a wine bottle, in
an efficient way. In this process, the human abstracts automatically from the large set of different
instances of the manipulation task and concentrates his explanations only on the important aspects
of the manipulation task.
A more flexible and natural way to program a robot can thus be achieved by letting the human
demonstrate a manipulation task with his own hands in the real environment. The robot actively
observes these demonstrations and tries to deduce a planning model, which captures all relevant
constraints and goals of the task. By choosing illustrative examples and making pauses, which
implicitly provide a segmentation of the sensor data stream, the human can effectively ease the
learning problem and use his intellect to steer the learning process. Flexible means to distinguish
between important and irrelevant aspects of a task are necessary. Due to the number of constraints,
85
4. Programming by Demonstration of Planning Models for Manipulation Tasks
the lacking symbolic interpretation and lacking knowledge of the human, it is not possible to
explicitly decide for each constraint, if it is important or not. Instead, we investigate two different
approaches to identify irrelevant constraints.
In the first approach, so-called demonstration-based generalization, the human sorts the demon-
strations into two sets of different difficulty. The initial planning model is learned based on the
less difficult one and generalized by removing constraints, which are inconsistent with the more
difficult examples. Based on this relatively simple concept, arbitrary sets of irrelevant constraints
can be removed resulting in a high flexibility. The main disadvantages are that a large number of
demonstrations is required and that the teacher requires a lot of experience.
In the second approach, so-called robot-test-based generalization, we investigate a different,
more automatic approach. Based on a set of test problems, e.g. demonstrated by the teacher by
placing a set of objects in the sensory environment or real scenes encountered during online oper-
ation of the robot, a parallelized optimization process is started with the goal to find a maximum
subset of learned constraints which admits a successful solution to all test problems. Since the
generalization process relies heavily on planning and execution of hypothetical planning models
in (dynamics) simulation, interaction with the teacher is reduced to a minimum. The definition
of test problems reflects directly the normal use-cases of the robot (and can be done online) and
thus requires less effort and less experience compared with the demonstration of a large number of
demonstrations with distinctive difficulty.
By learning from explicit human demonstrations as well as test problems, the relevant prop-
erties of complex tasks with hundreds of constraints can be efficiently deduced, e.g. compared
to trial-and-error or exploration-based learning. The main disadvantage is that the differences in
morphology between the human and the robot may be severe and thus cannot be neglected in the
learning process, which is called the correspondence problem. We consider the correspondence
problem by relaxing learned constraints restricting the motion of human body parts, e.g. the fin-
gers and wrists. Since the effects of the manipulation, e.g. an induced object motion, will not be
altered, the goal of the task can still be achieved using constraint-based motion planning but in a
larger search space. We cope with this problem by learning search heuristics online, which depend
on the actual robot morphology and geometry of manipulated objects. A fast control algorithm
is incorporated into CBiRRT to speed up the planning problem with the learned search heuristics.
We project the set of search heuristics to each learned constraint, resulting in a refinement of the
constraint region R. The resulting tightening of the constraint is the counterpart of the previous
relaxation. Since the tightening depends on the robot morphology, the correspondence problem is
considered explicitly in the mapping process.
In Figure 4.1, an overview of the developed PbD system with reference to the introduced major
components is shown. In Section 4.1 we describe the sensor systems, sensor environment and sen-
sor data, which represents the basis for the developed learning algorithms. Learning of the initial
planning model, which is usually overspecialized due to a large number of automatically generated
constraints, is described in Section 4.2. The differences in morphology are considered explicitly
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Figure 4.1.: Overview of developed PbD process.
during the learning of constraints and is defined in Section 4.3. In Section 4.4, we describe a gen-
eralization algorithm based on the idea of Curriculum Learning, i.e. learning with sets of examples
of different complexity, to remove irrelevant constraints from the initial planning model resulting
in a higher flexibility. Since training examples are usually limited and a lot of expertise is required,
a different, complementary algorithm was developed. In Section 4.5, a parallelized evolutionary
algorithm is defined, which iteratively adapts the overspecialized planning model. The goal is to
find a maximum number of constraints which allows to solve a number of test problems. Finally,
we refine or specialize the generalized planning model, see Section 4.6, to reduce planning time by
learning from multiple planning results and by considering geometric properties of the manipulated
objects and the robots.
4.1. Observation of Explicit Human Demonstrations of Manipulation Tasks
In the human environment, service robots have to be able to solve manipulation tasks of different
complexity. A bimanual task requires the coordinated motion of two robot arms, e.g. to open
a rough-running bottle cap. In contrast to this, a dexterous manipulation task might require the
coordinated motion of the robot arm and one or more fingers. The set of constraints, which we
consider in the planning process, see Chapter 3, contains position, orientation, direction, force, mo-
ment, contact and temporal constraints. The set of constraints captures a large variety of different
manipulation effects, e.g. induced object motion due to fingertip force interaction. In order to learn
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Figure 4.2.: Sensor environment with two robot heads, magnetic field trackers, datagloves and tactile sensors
to observe human demonstrations of a manipulation task.
planning models based on a number of human demonstrations, these effects have to be observed
consistently, i.e. without interruptions and limited noise. The accuracy has to be high since the
effects are encapsulated into constraints and used directly in the motion planning process. If accu-
racy is low, learned constraints might include situations, in which the robot or an object collides
with the environment, leading to problems in physics simulation and collision checking. Cur-
rently, observation of fingertip motion is insufficient with online robot perception not only because
of occlusions but also because of the limited resolution in RGB-D data and the problem to find
correspondences in RGB data.
A dedicated sensor environment to measure human fingertip forces, finger joint angles, wrist
pose and object poses is used to overcome the limitations of online robot perception.
4.1.1. Sensor environment
The used sensor environment is shown in Figure 4.2. A stereo-based camera system is used to
detect and localize known objects in the environment. The position and orientation of both human
hands is determined using a magnetic-field-based motion tracker. The joint angles of the human
hands are captured with two datagloves. We measure the forces in the fingertips with two gloves
with tactile sensors, which can be combined with the datagloves.
88
4.1. Observation of Explicit Human Demonstrations of Manipulation Tasks
The joint angles of the human fingers are measured using two Cyberglove II datagloves. Each
dataglove measures 4 DOF for each finger and 2 DOF for the lower arm orientation relative to the
palm. In the learning process, we do not consider the human arm configuration and the latter 2
DOF are ignored. Since the position of the sensor strips on the finger joints changes each time,
the datagloves have to be calibrated. We use an existing software tool based on hand gestures to
calibrate the datagloves. The advantage of the usage of datagloves compared to a camera-based
approach is that the sensors will not be occluded by the manipulated objects, the environment or
the human arms.
In general, no direct measurement of the fingertip position is available and it has to be calculated
using a kinematic model of the human hand. We distinguish between user-dependent, see Figure
4.3c, and user-independent, see Figure 4.3d, hand models. The user-independent model was cre-
ated in prior work and can be used in manipulation tasks, in which the fingertip position does not
have to be accurately known, e.g. when objects are only grasped and not manipulated with the fin-
gertips. The user-dependent hand model was generated using a laser scanner [53]. First, we made
a plaster cast of the human hand. The plaster cast was mounted on a rotation-plate and scanned
using a Minolta VI-900 laser scanner. Different 3D scans from multiple angles were registered au-
tomatically using the Rapidform-library to generate the initial hand model. After filling gaps and
removing outliers with the Rapidform-library, the model in Figure 4.3b was obtained. We added
the bone structure manually resulting in a fully articulated hand model with similar kinematics and
highly-accurate geometry of the human hand.
Similar to the finger joint measurements, we aim at a consistent measurement of the human
wrist pose without occlusions. In the context of manipulation, the human hand is often occluded
by objects or the human himself. We employ a Flock of Birds magnetic-field-based tracking device
to measure the 6D pose of each human hand. The sensor has a static accuracy of 0.18mm RMS1
for the position and 0.5◦ RMS for the orientation [3]. Although the results are distorted by metal
objects in the environment, the influence is only local and can be efficiently avoided. If objects,
which are usually made from metal, e.g. spoons, have to be manipulated, they are replaced by a
plastic or wood imitate.
The gloves with tactile sensors [53] are based on an elastomer, which changes resistance when
pressure is applied, see Figure 4.4. In each fingertip, a tactile sensor pad is used to measure the
force intensity applied to an object. Due to the size and location of the pads, the human operator
has to adapt the manipulation motion in order to make consistent force measurements. The system
is calibrated using a dynamometer.
The stereo vision system with two DragonFly II cameras is used to localize known objects in
the environment. The IVT library [4] is trained with a 3D model to generate different views of the
object, which are then used for the localization algorithm. The 3D models are available in the KIT
ObjectModels Web Database [59].
1Root mean square (RMS) is the square root of the mean square error.
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(a) Scan of plaster cast of a human hand with the Minolta VI-900
laser scanner
(b) Scan result (3D model)




Figure 4.3.: Generation of a user-dependent, accurate model of the human hand with manually added bone-
structure (a,b,c). (d) shows an alternative, manually defined user-independent hand model. - [53]
4.1.2. Sensor data
The sensor data consists of two 6D poses for the human wrists, two 20D joint angle vectors for
the finger joints and a 1D force value for each fingertip of both human hands. Additionally, for
each object the vision system produces a 6D pose. The measured data is used to visualize the
observation result in a 3D simulation environment, see Figure 4.5. We calculate and add the pose
of each fingertip using forward kinematics based on the bone-structure of the hand, see Figure
4.3c. In the 3D simulation, the proximity query library PQP [106] is used to determine contact
pairs (o1, p1,n1,o2, p2,n2,∆x) with objects oi, contact points pi, contact normals ni and distance
∆x. The contact pair will be added to the sensor data if ∆x < 5mm. The threshold is a worst-
case estimation of the localization error. We apply a grasp classifier to the joint angles of hand i
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(a) Two tactile sensors on
thumb and point finger
(b) Visualization of measured fingertip forces while lifting
a bottle using 5 tactile sensors - [53]
Figure 4.4.: Tactile sensors to measure fingertip contact forces.
resulting in the classification pi. The grasp classifier was learned using a Support Vector Machine
[108] on a large number of demonstrated grasps of the Cutkosky grasp hierarchy [27], which were
generated in prior work.
In the example in Figure 4.5, the goal is to grasp a bottle with the right hand. When the fingers
apply force on the object and the arm is ready to lift it, we measure one force value in each fingertip,
The 6D pose of the wrists and the bottle are measured. Based on the measured finger joint angles
we generate a 6D pose for each fingertip. Contacts between bottle and table and between the bottle
and each fingertip are calculated. The resulting sensor data stream in this example is 109D. The
high dimensionality of the sensor data stream, even in this simple manipulation task, shows the
need to extract relevant constraints and generalize the learning result.
4.1.3. Explicit Demonstrations
The problem to learn manipulation knowledge based on human demonstrations can be defined
on various levels of difficulty. The most difficult problem arises when the human is observed
passively, i.e. without knowledge of being observed. In this case, the segmentation problem,
i.e. how to segment the sensor data stream and match segments from different demonstrations
to each other, is demanding. In the least difficult, the human possesses expert knowledge about
the learning algorithm and segments the sensor data stream manually and assigns segments to each
other manually. In our work, the human segments the manipulation task in a natural way by making
pauses in the demonstrations in the order of 100ms. He is instructed to make the same pauses
during several demonstrations. Based on this assumption, the sensor data stream is segmented
automatically by looking for pauses. Segments from different demonstrations are mapped to each
other automatically based on a simple quality criteria, e.g. using Dynamic Time Warping [90].
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4 Joints / Finger
1 Force / Finger
1 Pose / Object
1 Pose / Wrist
1 Pose / Object
n Contacts / Object
Figure 4.5.: Sensor data visualization. The goal is to grasp a bottle with the right arm. The measurements
are the pose of the bottle (6D), the pose of the human wrist (6D), the finger joint angles (20D)
and the force values in the fingertips (5D). In the simulation, contacts between the table and the
bottle and each finger with the bottle are calculated and added as artificial measurements.
Definition 3 (Segmentation) A segmentation of a path π is a tuple (t0, ..., tn) with ti ∈ [0,1], t0 =
0, tn = 1, ti ≤ ti+1.
In Definition 3, a segmentation (t0, ..., tn) of a path π is defined. We generate a segmentation
automatically by analyzing the velocities of fingers vFingeri j , hands vHandi and forces vForcei j as
well as the minimum distance of all fingers to an object dob jectk . The approach is similar to the
definition of the Grasp predicate in [80, p. 86]. A segmentation point ti will be generated if the
hand pose, finger joints and measured forces do not change, i.e.
‖vHandi‖< δHand
∧ ‖vFingeri j‖< δFinger
∧ ‖vForcei j‖< δForce (4.1)
with predefined thresholds δHand in ms , δFinger in
RAD
s and δForce in
N
s . The result is a large set
of segmentation points since the criteria is usually valid for multiple successive time points. We
cluster the set of segmentation points using Agglomerative Hierarchical Clustering with single
linkage and threshold δTime in s. Segmentation points belong to the same cluster if they occur
within δTime of each other. In the experiments, δTime = 0.5s was used. Let n be the number of
clusters. For each cluster i, we calculate the minimum tmini , maximum t
max
i and average value t
avg
i ,
which will be used in the next section to learn the preliminary planning model. Each demonstration
is represented as a path π with n segmentation points (t0, ..., tn). The result of the observation
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Figure 4.6.: Segmentation of a single human demonstration of the pour-in task.
process is the measured sensor data stream with a set of segmentation points, in which the human
teacher made explicit pauses during the demonstration.
In Figure 4.6, the segmentation of a single human demonstration in the pour-in task is shown.
4.1.4. Discussion
During object manipulation fingertip or hand motion is often occluded to an external viewer. State-
of-the-art vision systems are currently not capable of providing a continuous precise observation of
all relevant effects of a manipulation tasks. We overcome this limitation by using a dedicated sensor
environment with occlusion free sensors and a model-based approach, e.g. supply 3D models of all
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manipulated objects as well as a geometric and kinematic model of the human hand. This allows us
to calculate contacts using state-of-the-art proximity query algorithms based on the 3D models and
add artificial contact measurements. Important information, which cannot be measured directly,
e.g. fingertip position due to occlusions, is deduced based on a user-dependent 3D hand model.
4.2. Generation of Preliminary Planning Model
In the previous section, the foundation of the learning process was laid. The human demonstrations
in the real world were transformed into a purely virtual representation by applying different sensor
systems to measure the effects in the real-world and by applying simulation techniques to generate
artificial measurements, which cannot be observed consistently in the real-world. The domain
knowledge of the human teacher is exploited to choose a set of illustrative examples, from which
the manipulation task can be learned efficiently, and make explicit pauses to highlight important
aspects of the task.
In this section, the goal is to generate an initial planning model. The planning model will
be generated in two distinctive steps. First, the segmentation of the sensor data will be used to
generate the structure of the planning model, i.e. number and ordering of (sub-)goals. Since the
segmentation points are sorted by time, the result will be a linear planning model.
In the second step, the set of constraints to describe nodes and arcs in the planning model has
to be chosen and the parameters have to be learned based on the set of human demonstrations.
Different constraints represent different correlations between coordinate frames. Based on the
assumption that we can observe all relevant information in the sensor environment, we can only
deduce that coordinate frames relative to detected objects as well as measured forces are relevant
to the task. The dependencies between these coordinate frames are unknown, e.g. when placing
a bottle on the table the position of the bottle bottom relative to the table is important but while
pouring liquid into a cup it might be irrelevant. Based on this observation we generate a large
number of constraints automatically, usually more than 20 for each node and arc. The set of
constraints can be interpreted as a Task Space Pool [76]. We learn the parameters of each constraint
and add it to the planning model. The planning model captures a lot of irrelevant information, is
therefore overspecialized but can already be executed in the demonstrated scenes.
4.2.1. Structure of the Preliminary Planning Model
Our goal is to generate a planning model with a linear sequence of (sub-)goals, which can be
planned efficiently using the developed constraint-based motion planning algorithm. Since the
human teacher is responsible for making explicit pauses to segment the sensor data, this is a trivial
step [52]. The first demonstration will be the reference. All other demonstrations will be rejected
if they differ in the number of generated segmentation points. If a demonstration is rejected the
human teacher will be notified.
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(j) Structure of initial planning model.
Figure 4.7.: Segmentation points (a) - (i) extracted from the human demonstrations of the pour-in task and
generated structure (j) of initial planning model.
The generation of the structure in the bimanual pour-in task is shown in Figure 4.7. The human
teacher makes explicit pauses, which are reflected in the generated structure of the planning model.
Demonstrations will be rejected if the number of pauses differs. In the experiment, a small number
was rejected since the cup is usually not held still during transport of the bottle. In the worst case,
this produces an extra (sub-)goal for the right arm but, since the teacher is notified, he usually
reacts to this error source and provides different demonstrations.
4.2.2. Automatic Generation of Contact Coordinate Systems
Coordinate frames form the basis for the definition of the constraint set. In the object database
[59], predefined coordinate frames are stored for each object, e.g. for a bottle the coordinate frame
in the center of mass, in the center of the opening and the center of the bottom surface exist. During
manipulation, the robot makes contact between its fingertips and the object surface. In Figure 4.8,
a human demonstration to open a bottle with two fingers is shown. The human makes contact with
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(a) Learned constraint (red) for small cap. (b) Mapping to larger cap produces irresolv-
able collisions.
Figure 4.8.: Rotating a bottle cap without contact coordinate frames.
the bottle, applies force through the fingertips and the cap moves. If the motion is encapsulated in
constraints, which refer to the predefined coordinate frame in the center of the cap, the position of
the fingers will be restricted to be in a certain fixed distance to the center. If we map the constraint
to a bottle with bigger cap, the finger will collide with the bigger cap since the constraint does not
adapt to the different geometry.
The object geometry has to be taken into account to overcome this limitation. We generate co-
ordinate frames in contact points, which were measured consistently on at least 95% of a segment
[53]. For each segment (tmini , t
max
j ) we analyze the measured contact pairs (o1, p1,n1,o2, p2,n2,∆x)
and count the number of contacts for each (o1,o2) pair. If the number is greater 0.95(tmaxj − tmini )
a contact frame will be generated, i.e. we allow 5% false positives to cope with noise, which was
determined experimentally. The contact frame is relative to o2. The position is the (statistical)
mode of all contact points p2. The orientation is calculated in two steps. The z-axis is set to n2 of
the mode. The x-axis points along the first principal component and the y-axis along the second
principal component of the contact points. An example is shown in Figure 4.9. Based on multiple
contact pairs, a contact frame for a big cap is generated, see Figure 4.9a. The contact frame is
mapped to a scanned bottle cap, see Figure 4.9b using a blended intrinsic map, see Figure 4.9c.
4.2.3. Automatic Deduction of Constraint Sets
Constraints represent correlations between different coordinate frames, e.g. a force constraint
restricts the forces measured in the coordinate frame of the fingertip relative to the coordinate
frame of the touched object. By intersecting multiple constraints, a complex constraint manifold is
generated, which can be used to represent a given manipulation task adequately, see Section 3.2.
For the planning process, one important consequence is that all coordinate frames, which are
referenced by the constraints, have to exist in the execution environment. Otherwise it is difficult
to determine if the planning model can still be applied or not. If only relevant constraints are
stored, the answer is clear: the planning model cannot be applied and the robot cannot execute
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(c) Blended Intrinsic Map between first and second object.
Figure 4.9.: Example of a generated contact frame. Circles represent calculated contact points on the object.
The coordinate frame is generated in the mode of the contact points with the z-axis pointing
along the object normal and x- and y-axis along the principal components (a). It is mapped to a
different object (b) using the blended intrinsic map (c).
the manipulation task in the current environment. A second consequence is that each constraint
restricts the search space during planning, which leads to potentially shorter planning times but
leads to less flexibility. We refer to a planning model with a larger number of irrelevant constraints
as overspecialized. In this case, the robot will be able to execute the manipulation task successfully
in the environments, which were used in the demonstrations, but it will generalize poorly to differ-
ent environments. Since flexibility is one of the key abilities to master real-world applications, we
will address this problem in the next sections and apply different techniques to identify irrelevant
constraints and generalize the planning models.
Based on the types of constraints and set of coordinate frames we can only identify a small
number of irrelevant constraints, e.g. if we cannot measure a force in the tip of the middle finger
on the segment (tmini , t
max
j ), the finger will not participate in the manipulation and all constraints,
which restrict the motion of the coordinate frame in the fingertip will be removed.
In this section, we introduce a rule-based system to build the set of potentially relevant con-
straints [53] based on measured sensor data, which is similar to the concept of the Task Space Pool
by Mühlig [76]. Two constraint sets are defined. The first set is applied to learn constraints for
Pick-Transport-Place tasks, in which an object will be picked up, moved on a complex path, e.g.
to align it with a different object, and placed relative to a second object. In this set, a grasp quality
constraint will be automatically added for grasps and the fingertip coordinate frames as well as
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(b) Constraint set 2
Figure 4.10.: Different labels for constraint set 1 and 2, which are calculated based on the value of the
predicates g j and g′j in the first t
min
i and last time point t
max
i+1 of a segment. The predicates can
either be true (+) or false (-).
forces in the fingertips will not be considered, which reduces the number of generated constraints.
Since forces are only measured between a fingertip and an object, we assume that it is not required
to simulate force interaction. In the second set, we model dexterous manipulation tasks, which
require to capture force interaction with the fingertips, and consider all fingertip constraints.
We generate two initial sets of constraints for each segment (tmini , t
max
i+1 ): one set for the transition
from (tmini to t
min




i+1 ). Constraints will be generated based on a set
of coordinate frames F . F contains one coordinate frame representing the measured force in
each fingertip, one coordinate in each fingertip, one coordinate frame in each wrist, all coordinate
frames of all recognized objects in the scene and all generated contact frames.
The first step is to generate additional coordinate frames, which represent the pose of a coor-
dinate frame relative to the base coordinate frame at the beginning of the segment. The reason is
that a lot of motions during manipulation tasks are relative to the configuration at the beginning of
the task, e.g. if we rotate a bottle cap, the motion depends on the orientation of the cap prior to
the manipulation. For each coordinate frame f ∈F we add a start coordinate frame with a fixed
homogenous transformation 0H f (ti).
Constraint set 1: Pick-Transport-Place tasks
We assign a label l j = Pick, Place, Transport or Free for each manipulator j based on the result
of the grasp classifier p j and the minimum distance of a finger to an object in the environment
min
k









dob jectk ≤ δContact
)
, (4.2)
which is true if a grasp was classified and at least one finger is closer than δContact (in mm) to an
object. The label is assigned based on the value of the predicate in the first and last time point of
the segment. The assignment is shown in Figure 4.10a. For each label, different constraints are
generated based on the assumption that the robot interacts with the world only by grasping objects
and transporting objects relative to each other.
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Free-segment In this case, the human arm moved and no object was grasped at the beginning
or end of the segment. We generate all possible position, orientation and direction constraints
(e1,e2,e3, f ,R), where e1 is the human wrist and e2 and e3 are relative to an object. For position
constraints, e3 can also be relative to e1 to consider the correlation of the position of e1 and its
orientation. Since the objects could not have moved, start frames are omitted. For goals, we add
a predefined configuration constraint for the fingers, which corresponds to the detected grasp class
g j(tmaxi+1 ), e.g. a circular power grasp constraint. In the mapping process, this predefined constraint
will be mapped to a preshape of the robot hand to consider the correspondence problem.
Transport-segment We observed that an object was grasped at the beginning and end of the
segment and the fingers remained motionless (otherwise the motion would have been segmented
differently). The motion of the grasped object relative to other objects in the scene is analyzed.
We generate all possible position, orientation and direction constraints, where the first coordinate
frame e1 is relative to the grasped object, the second e2 and third coordinate frame e3 are relative to
an object in the scene or a start coordinate frame of an object in the scene. For position constraints,
e3 can also be relative to the grasped object. Based on the assumption that all objects are rigid2,
constraints, where e1, e2 and e3 are relative to the same object, will always be obeyed and are
therefore removed. Due to the large number of possible coordinate frame combinations, a large
number of constraints is usually generated.
Pick-segment In this segment, the human hand has no object grasped in the beginning, ap-
proaches the object, closes the hand and applies force to the object. The motion is always object-
dependent and therefore we generate all possible position, orientation and direction constraints,
where e1 is the human wrist and e2 and e3 are relative to the grasped object. In order to consider
the correlation between the position of the human wrist and its orientation, e3 can also be relative
to e1 for position constraints. For goals, we add a grasp quality constraint for the grasped object.
Place-segment Due to the duality of approach and retreat during grasping, we generate the
same constraints as in the Place-segment. For goals, no grasp quality constraint is added but a
predefined configuration constraints, which corresponds to the detected grasp class g j(tmaxi+1 ).
In the Transport-, Pick- and Place-segments, contact pairs between two objects, which were
measured on 95% of the segment, will be mapped directly to contact constraints, see Section 4.2.2.
Since we cannot measure forces between objects but only between the human fingers and objects,
no force constraints will be learned.
In the Transport-segment, constraints are generated based on the combination of coordinate
frames relative to the grasped object and the environment. Due to the large number of combina-
tions, a high complexity arises. Even in simple examples, a large number of ambiguities exist,
which cannot be resolved based on the analysis of the motion data, e.g. when lifting a chair, the
2Objects with inner degrees of freedom, e.g. a fridge with door, are modeled as a kinematic chain linking two objects.
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(a) Pour-in, - [51] (b) Lifting a chair, - [49] (c) Pulling a power-
plug
(d) Placing a bottle in a
crate
Figure 4.11.: Constraint set 1: examples of manipulation tasks.
chair motion could be described relative to the start pose of the coordinate frame in the contact
point or relative to predefined coordinate frames in the seat, arm rests or backrest. Since irrele-
vant constraints limit flexibility of the learned planning model, we discuss different techniques to
identify irrelevant constraints in Section 4.4 and 4.5.
Figure 4.11 shows examples of manipulation tasks, which were learned using constraint set 1.
Constraint set 2: Fingertip-Manipulation-tasks
The previously defined constraint set does not cover fingertip motion, forces applied through the
fingertips and object motion induced by forces without a firm grasp. Similar to the previous con-
straint set we assign two labels, Free or Constrained, to each segment. Free is assigned to a
segment, if no finger is close to an object, otherwise the segment is labelled Constrained. Figure
4.10b shows the assignment of labels based on the value of the predicate
g′j(t) = mink
dob jectk ≤ δContact (4.3)
in the first and last time point of the segment.
Free-segment The same set of constraints is generated as in the Free-segment of constraint set
1. The motivation is to allow the human teacher to demonstrate explicitly preshapes, e.g. hand
configurations, from which a fingertip manipulation can be started.
Constrained-segment We generate all possible position, orientation and direction constraints,
where e1 is the human wrist and e2 and e3 are relative to the coordinate frame or start coordinate
frame of an object. For position constraints, e3 can also be relative to e1 to consider correlations
between the position and orientation of e1. If a force was measured in fingertip i on the segment,
force and position constraints will be added, where e1 is the fingertip i and e2 and e3 are relative to
the touched object. If a force between one of the fingertips and object i was measured, we add all
possible position, orientation and direction constraints, where e1 is relative to object i and e2 and
e3 are relative to coordinate frames or start coordinate frames of objects.
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(a) Lifting a spoon, - [53] (b) Pushing a button (c) Opening a bottle, - [53] (d) Moving a slider
Figure 4.12.: Constraint set 2: examples of manipulation tasks.
Less restrictions on the set of constraints lead to a higher number of constraints compared to
constraint set 1. In Figure 4.12, examples of manipulation tasks using constraint set 2 are shown.
4.2.4. Learning of Constraint Parameters
In the previous subsection, we introduced techniques to define a general set of constraints, which
can be used for a large number of different manipulation tasks. At this point, the parameters of
each constraint τ = (e1, ...,em, f ,R) are only partially defined, i.e. the constraint region R is still
missing. We already specified the type of constraint f and which coordinate frame e1 changes its
value relatively to the other coordinate frames ei, i > 1.
In this subsection, the goal is to determine a minimal region R, which spans all values of f
on the current segment (tmini , t
max
i+1 ). In Section 3.1.3, we defined different types of parameterized
constraint regions, e.g. hypercubes and convex hulls, along with algorithms to determine the pa-
rameters for a given set of points. The resulting parameters lead to a constraint region R with
minimal surface area µ(R) [51]. We apply the surface area rather than the volume, e.g. Lebesgue
measure, since the learned regions are bounded but may be infinitely thin, e.g. when learning a
goal region to place a bottle on a table. In general, different µ are possible. In [18] and [47],
surveys about 3D similarity search and different numeric descriptors, e.g. surface curvature or
compactness, can be found.
First, we accumulate the values of f on the segment (tmini , t
max
i+1 ) into the set X = {( f (t), t) | tmini ≤
t ≤ tmaxi+1 }. Second, we calculate the parameters of each region type using the algorithms in Section
3.1.3 based on the data X and choose the region type with minimal surface area µ(R). The main
advantage of this bag of algorithms-approach is flexibility. It scales to all region types, which
can be calculated efficiently and allow to calculate, at least approximately, the surface area. The
defined constraint region types, except sequences of ellipsoids, ignore the temporal component t
of X . The motivation is that we learn an approximation of the constraint manifolds defining the
manipulation task, i.e. the search space to generate goal configurations and plan a robot motion in
a goal-directed way. In the planning process, the geometric, kinematic and dynamic properties of
the robot are considered, which are not available at the time of learning.
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(a) Node constraints. (b) Arc constraints.
Figure 4.13.: Learned cubical constraints in the pour-in task. - [50]
In Figure 4.13, the automatically generated constraints in the pour-in task are visualized. For
simplicity and clarity, only the region type cube was used. 64 position constraints are shown.
The set of constraints includes highly relevant constraints, which restrict the bottle opening to
stay above the cup opening during pour-in, but also irrelevant constraints, which restrict the bottle
bottom relatively to the world coordinate frame. In Section 4.4 and 4.5, we discuss complementary
approaches to identify relevant constraints and increase flexibility of the learned planning model.
4.2.5. Discussion
The first constraint set is suited to tasks, in which objects are picked, placed, transported and used
to manipulate other objects, see Figure 4.11 on page 100. Examples are bimanual pour-in, lift-
ing a chair, pulling a power-plug out of an outlet or placing a bottle in a crate. By using grasp
quality constraints, complex grasp quality measures are incorporated and the resulting planning
process implicitly contains a grasp planning process, in which the robot hand is placed based on
demonstrated wrist poses relative to the object and the fingers form a preshape based on prede-
fined configuration constraints. The results are potentially high-quality, task-dependent grasps and
complex, collision-free transport motions.
In the second constraint set, the finger motion as well as finger contacts and forces on the ob-
ject are not generated indirectly based on the grasp quality constraints but learned directly. The
predefined grasp quality constraint is replaced implicitly by constraints for the position of the fin-
gertips, the pose of the wrist, constraints for the forces in the fingertips as well as constraints for
the contact region of the fingertips. The second constraint set is suited to tasks, in which objects
are manipulated with the fingertips only, e.g. opening a bottle with the fingertips, pushing a button,
moving a slider or lifting a spoon, see Figure 4.12 on page 101. In principle, the constraint set is
more general and can be applied to arbitrary dexterous manipulation tasks. Current limitations are
the large number of constraints and the increased complexity of the planning process.
The two constraint sets serve as templates to generate large numbers of constraints independent
of the task but depending on the objects in the scene and measured forces in the fingertips. Due
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(a) 3D scan of human hand. (b) Schunk Anthropomorphic Hand.
Figure 4.14.: Example of a human and a robot hand.
to the limitations of the available sensor systems, only forces between the fingertips and objects
are considered. If the force interaction between different objects can be measured, additional force
constraints have to be considered in the constraint sets. In general, the learning algorithm, the
generalization algorithms in Section 4.4 and 4.5, and the specialization algorithm in Section 4.6
scale to arbitrary constraint sets.
4.3. Consideration of the Correspondence Problem
In order to execute the planning model on the robot system, we have to consider the differences in
the morphology of the human teacher and the robot system. State-of-the-art robot hands are usually
larger than the human hand, have a different geometry, e.g. thicker fingers, and less degrees-of-
freedom, see Figure 4.14. The result is that fingers cannot be placed at the exact same locations
as the human fingers, e.g. touching each other, or the wrist has to be placed at a different pose to
place the fingers at the same location.
We define the correspondence problem similar to Skoglund et al. [97] but emphasize the impor-
tance of producing robot motions, which are semantically equivalent to the demonstrated human
motions, see Definition 4.
Definition 4 (Correspondence Problem) The correspondence problem describes the problem to
transfer motions from one manipulator to semantically equivalent motions of a second manipulator
with differences in geometry, kinematics and/or dynamics.
In related work, manually engineered mappings from human fingertip and wrist motion to the
robot finger and wrist motion are defined [100]. The disadvantage is that a fixed, manually engi-
neered mapping is task-dependent since the robot fingers and wrist might have to move in a slightly
different way to achieve different goals, e.g. rotate a bottle cap with flexed fingers or rotate a screw
with outstretched fingers.
In our case, the semantics are encoded into constraints restricting the motion of the manipulated
object, e.g. when opening a bottle with the fingertips, the goal of the task is that the cap rotates
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(a) Ring finger (b) Middle finger (c) Point finger (d) Thumb
Figure 4.15.: Discretized subset of the workspaces of the human (red) and robot (blue) fingers.
and moves upwards. Based on this observation, we relax learned constraints, which restrict the
fingertip and hand motion, but do not alter constraints restricting object motion. In principle,
we could relax the learned human constraints arbitrarily since the planner will search the whole
configuration space until a motion of the fingers is found, which produces the same object motion.
Due to the high-dimensionality of the planning problem, this will not work for complex fingertip
manipulation tasks. Therefore, the goal is to find a minimal relaxation, which allows us to plan a
robot motion to produce the same object motion while considering the differences in morphology.
We start with an analysis of the differences in the workspace of the robot hand and the workspace
of the human hand for a subset of manipulation motions.
4.3.1. Workspace Analysis
One of the main assumptions to learn fingertip manipulation tasks is the availability of an anthro-
pomorphic robot hand, i.e. with independently controllable fingers with at least 3 DOF and at least
four fingers including one opposing finger in a human-like arrangement. In this work, we use the
Schunk Anthropomorphic hand (SAH) in our experiments. Our goal is to calculate a rough esti-
mate, how much the workspaces differ for a subset of manipulation tasks. We use this estimation
to increase the constraint regions of each human constraint and therefore relax the constraints [53].
The basis is a discretization of a subset of the workspaces of the human and robot fingers, see
Figure 4.15a to 4.15d. First, the human teacher demonstrates a set of relevant fingertip motions,
e.g. pushing, screwing, in the sensory environment and we store the finger joint values. We use
a predefined mapping to choose a number of human fingers and assign them to the robot fingers,
e.g. for the SAH, we map all fingers except the human pinky to the corresponding robot finger.
Figure 4.14 shows the 3D models of the human and robot hand. We determine the minimum li
and maximum ui value of each joint i in the set to extract the subset of joint values [li,ui]3 for
each finger, which corresponds to the demonstrated fingertip motions. The subset represents a
hypercube in joint space. Based on the forward kinematics, i.e. the bone structure in the hand
model, see Figure 4.3c, we transform the hypercube into the Cartesian space and discretize it
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Figure 4.16.: Comparison between discretized subset of the workspaces of the human (red) and robot (blue)
fingers. - [53]
resulting in the set H j for each finger j. We apply the same technique to get a discretization R j of
the workspace of the robot fingers but use li = 0 and ui = 1, i.e. the full configuration space.
Our goal is to find a homogenous transformation of the human workspaces, so that the maximum
distance of an arbitrary point in the human workspace to the robot workspace is minimized, i.e. we
maximize the overlap. The motivation to use a homogenous transformation is that the result can be
mapped to a coordinate frame, which is compatible to the constraint definition. If the differences in
kinematics between the human and robot hand are negligible the homogenous transformation will
be zero. Let H(x,y,z,rx,ry,rz) be the homogenous transformation matrix with translation vector
(x,y,z)T and rotation matrix corresponding to the scaled-axis representation (rx,ry,rz)T . We solve












with Fj = H(x,y,z,rx,ry,0) ·H j (4.5)
The result is a single homogenous transformation, which minimizes the maximum error of all
finger workspaces. We store the homogenous transformation along with the errors ε j of each
finger workspace. The homogenous transformation transforms the human finger workspaces into
the robot finger workspaces, see Figure 4.16.
4.3.2. Constraint Relaxation
The error ε j of a finger workspace represents the maximum distance of a point in the workspace of
the human finger, which is not in the robot workspace, to the latter. In the worst case, the human
teacher demonstrates only points with maximum distance as the basis to learn constraints for the
fingertip positions. In this case, the robot will not be able to place its fingers at the demonstrated
positions due to its kinematic restrictions. Additionally, the human teacher can place two fingers in
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contact to each other on an object. Since the robot fingers are thicker, the robot will not be able to
reach the fingertip positions. Assuming that the fingertips can be approximated by a sphere around
the fingertip coordinate frame, we calculate the difference in thickness δ as the difference of both
radii. We increase the constraint regions of all learned fingertip constraints by ε j +δ to overcome
both described problems.
In principle, we can tesselate the constraint region R into a 3D polytope and enlarge the region
using standard algorithms from computer vision. The main disadvantage is that random samples
cannot be drawn efficiently from 3D polytopes, which is one of the four characteristics defined
in Section 3.1.3. Another approach, e.g. described by Himmelstein [42, p. 33ff], is to draw a
sample r from the border ∂R of the region, i.e. r ∼ U (∂R), create a sphere B(r,ε j + δ ) around
r with radius ε j + δ and sample from it. Finally, calculate the parameters of the region R′ using
the (extensive) set of samples. The advantage is flexibility, i.e. the approach can be applied to all
regions, where ∂R can be calculated efficiently. Since this is true for all defined region types, we
follow this approach to relax constraints. The disadvantage is that a large number of samples is
required, leading to a high constant in the optimization process.
In general, constraint relaxation introduces a fifth characteristic for constraint regions:
5. Enlargement by ε > 0: calculate argminR′ µ(R
′) with ∀r ∈ R : B(r,ε)⊆ R′
The characteristic ensures that the constraint region can be enlarged by ε .
4.3.3. Discussion
In this work, a mapping from human to robot finger motions was defined based on the Cartesian
finger tip positions. The advantage is that similar contact points can be generated with the robot
hand, which we assume more relevant in order to reproduce the observed object motion than repro-
ducing the hand configuration. The disadvantage is that only hand gestures can be learned which
are trained in the grasp classifier.
The mapping is done implicitly by relaxing finger and hand constraints, which increases the
search space for a robot motion in the constraint-based motion planner. The advantage is that the
geometry, kinematics and dynamics of the robot hand can be considered in the constraint-based
motion planner to generate finger and hand motions, which are similar to the human finger and
hand motions and reproduce the observed object motions exactly. The disadvantage is an increase
in planning time, which will be reduced by specializing the finger and hand constraints to the robot
hand, see Section 4.7.
4.4. Demonstration-based Generalization of Planning Models
The pour-in example in Figure 4.13 on page 102 shows that a large number of constraints is usually
generated in the initial planning model, even for simple tasks. The main reason is that the defined
constraint sets make only assumptions about which objects and manipulators play an important
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role in the manipulation task based on the measured sensor data. The constraint sets do not specify
which coordinate frames or constraints are relevant to a given task. In manipulation tasks, usually
only a small number of reference frames has to be considered, e.g. Pastor et al. [83] use a single,
manually defined reference coordinate frame to describe a pool stroke or how to use chopsticks and
Prats et al. [84] show that a single, manually defined Task Frame is sufficient to describe a large
number of manipulation tasks. Based on this observation, we assume that only a small number of
constraints are relevant to the task and the robot has to be able to resolve this kind of ambiguity.
In machine learning, Bengio et al. introduced the paradigm of Curriculum learning [7]. The idea
is to sort training data according to complexity, train a classifier with the least complex training
data and refine the classifier using training examples with higher complexity.
We adapt this idea and let the human teacher demonstrate two sets of training examples. In the
first set, the human teacher demonstrates the manipulation task with a small set of objects and tries
to cover all important aspects of the task. In the second set, demonstrations with different objects
and more complex motions, e.g. to avoid local obstacles, are encouraged. We generate the initial
planning model based on the first set of demonstrations. The result is an overspecialized plan-
ning model for the manipulation task, which can be executed with the same objects in the same
object arrangements. Generalization is limited due to the small number of training examples and
large number of irrelevant constraints. The initial planning model (X ,ϒnode,Ψnode,ϒarc,Ψarc,θ)
is linear. We segment the second set of demonstrations and reject demonstrations, which are in-
compatible with the first set of demonstrations.
4.4.1. Removing Inconsistent Constraints
The second set of demonstrations is used to identify and remove inconsistent constraints, i.e. con-
straints, which were learned on the first set, but are violated in the second set [52]. Since noise in
the training data has to be considered explicitly, a constraint τ = (e1, ...,em, f ,R) is only removed,
if the distance dM (τ,θ) > δ f on more than 50% of the segment. The distance thresholds δ f for po-
sition, orientation, direction and force constraints have to be determined empirically. We measured
the standard deviation σ and set the thresholds to 3σ guaranteeing that 99.7% of all data points
are captured on average. The constraints Ψnode(i) of node i will be reduced using the segment
(tmini , t
max
i ) and arc constraints Ψarc(i−1, i) using the segment (tmini−1, tmaxi ).
In order to increase usability of the PbD system, the teacher gets visual feedback about which
constraints are ought to be removed by showing the constraint regions and is encouraged to dese-
lect constraints, which shouldn’t be removed. If the human teacher deselects a constraint, it should
have been obeyed on the segment and we (re-)parameterize the constraint region using the cur-
rent demonstration and all demonstrations of the first set. Additionally, usability is increased by
rejecting demonstrations, which lead to an empty node constraint set Ψnode(i). Finally the human
teacher can run the 3D simulation on the current object setup to test the execution of the robot.
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(a) Different object setup. (b) More complex motions.
Figure 4.17.: Two types of human demonstrations are shown. (a) shows a different object setup compared
to Figure 4.6 on page 94. The cup is placed farther away from the bottle. (b) shows a more
complex motion, in which the wrist is rotated into the opposite direction while pouring in.
(a) Node constraints. (b) Arc constraints.
Figure 4.18.: Visualization of reduced number of constraints in the pour-in task after demonstration-based
generalization compared to Figure 4.13 on page 102. - [50]
Figure 4.17 shows a second set of demonstrations for the pour-in task. In Figure 4.17a, the
cup is placed farther away from the bottle on the table. Constraints, which restrict the pose of the
bottle relatively to the cup and vice versa at the beginning of the task, are inconsistent and will be
removed. The resulting planning model can be executed in a more flexible way with different cup
and bottle poses on the table. Figure 4.17b shows a more complex motion, in which the bottle is
rotated in a different way and the bottle is placed on a different side of the cup. Constraints, which
restrict the bottle bottom relatively to the cup are inconsistent and will be removed. Relevant
constraints, e.g. that the bottle opening has to stay above the cup opening, remain leading to a
smaller number of constraints, see Figure 4.18, and improving flexibility.
4.4.2. Discussion
In the learning process, we consider a large number of automatically generated constraints to learn
the preliminary planning model. In general, a subset of constraints will be irrelevant to the task,
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which limits flexibility of the learned planning model. In this section, we remove constraints,
which are inconsistent with a second set of demonstrations. The main assumptions are that in
the second set of demonstrations, all relevant constraints are obeyed but a number of irrelevant
constraints is not.
If the first assumption is violated a relevant constraint might be removed and the robot is not
able to reproduce the task. In order to ensure that the first assumption is valid the human teacher
requires experience in the learning system, e.g. based on a training course. Knowledge of the im-
plementation of the machine learning algorithms is not required. The human teacher is supported
in the learning process by the feedback in 3D visualization and by executing the planning model
in simulation on the robot.
The second assumption reflects the goal to identify and remove as many as possible irrelevant
constraints with a limited number of demonstrations. If this assumption is violated no irrelevant
constraints will be removed but the learned planning model allows the robot to reproduce the task
in the environments, which were used during demonstration.
4.5. Robot-Test-based Generalization of Planning Models
Demonstration-based generalization, see Section 4.4, relies on an experienced teacher using dif-
ferent objects and multiple demonstrations to show the important characteristics of a manipulation
task. The required experience as well as time to generate a large number of demonstrations is often
not available in the execution environment, e.g. an industrial or household environment. Addition-
ally, the human teacher has to anticipate the future field of application of the robot, e.g. if the
planning model has to be applied to a single set of objects less training data and less flexibility is
required. In industrial applications, the field of applications is usually well-defined. In a household
environment, applications arise naturally, for instance when the robot was taught how to place a
bottle in the fridge door, some of the learned constraints encode task-irrelevant geometric infor-
mation about the environment. When the geometry changes, e.g. we rearrange the fridge shelves,
these constraints will not be obeyed and the planning model cannot be applied. In order to cope
with this new application, automatic means to identify irrelevant constraints without the need for
much user interaction, i.e. a large number of demonstrations, is required.
If a planning model cannot be executed in a new application, a number of constraints will be
inconsistent, i.e. they cannot be obeyed at the same time, or superfluous, i.e. they reduce the search
space artificially and no solution can be found. In the motion planner, these inconsistencies can
be identified since the projection of a configuration to the constraint manifold will fail. We gather
statistics about which constraints are invalid after the projection in the motion planner. These
statistics form the basis to identify irrelevant constraints and adapt the planning model. Since
we have no prior knowledge about which of the inconsistent constraints are irrelevant, different
hypotheses will be evaluated. We define an objective function and run a combinatorial optimization
process to identify a maximum subset of constraints, which admits a successful solution in the
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Figure 4.19.: Overview of the robot-test-based generalization process. The human teacher defines a test the
robot has to solve using the given strategy graph. Multiple hypotheses about irrelevant con-
straints are generated. Each hypothesis is planned and run in simulation to generate statistics
about constraint inconsistencies. The statistics are used to rate the hypotheses and select, mu-
tate and recombine the set of hypotheses. If the optimization process converges the human
teacher validates the result.
novel application case [49]. The human teacher is not involved in the time-demanding optimization
process allowing for parallelization and massive use of simulation and planning to adapt multiple
hypotheses at the same time. In the end, multiple solutions will be available and we use the
objective function to sort the results. Since it is not guaranteed that the assumptions in the objective
function match to the semantics of the task, the human teacher validates the solutions by looking at
the execution in the simulation environment and chooses the first semantically valid solution. In the
experiments, the human teacher picked the 1.1th solution on average showing that the assumptions,
on which the objective function is based, are valid for a large number of manipulation tasks and
user interaction is reduced significantly. Figure 4.19 gives a short overview of the process.
We represent new applications as robot tests, e.g. an environment with a specific object arrange-
ment, see Section 4.5.1. The combinatorial optimization problem is solved using an evolutionary
algorithm, which is described in Section 4.5.2.
In Figure 4.20, a strategy graph to grasp a bottle and place it in a fridge door is shown. The
constraints in the node End restrict the placement of the bottle in the fridge door. Three constraints
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hand_left_position in Cube(bottle, arm_left_tcp_buffer),
collision in Cube()












{ bottle_direction in Cube(start_bottle),
collision in Cube() }
Figure 4.20.: Planning model to grasp a bottle and place it in a fridge door containing irrelevant task con-
straints (underlined).
restrict the position of the bottle relative to the three shelves in the fridge and one constraint restricts
it relative to the fridge door. Since the angle of the fridge door was fixed in all demonstrations, this
ambiguity cannot be resolved in the demonstration-based generalization. Figure 4.21 visualizes
the constraints in an environment with a different door angle. Since the constraint relative to the
fridge door adapts automatically to the door angle but the constraints relative to the shelves are
fixed, the constraints do not overlap and are inconsistent. The constraint-based motion planner
fails to find configurations, in which all constraints are obeyed.
4.5.1. Robot-Test Specification
A robot-test consists of a set of objects, the pose of each object in the environment and a mapping
of object names to the parameters in the planning model, i.e. which object in the test corresponds
to which object in the learning process. Optionally, a position and orientation constraint for each
object is included, which has to be obeyed at the end of the robot test. In the fridge example, the
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Figure 4.21.: Visualization of the four position constraints of
node End in the planning model in Figure 4.20 us-
ing a different door angle. The constraints relative
to the fridge shelves (left circle) and the constraints
relative to the fridge door (right circle) are incon-
sistent. - [49]
Figure 4.22.: Four different robot tests,
each with a different door
angle. - [49]
test consists of four different door poses, see Figure 4.22, which the robot is not able to solve with
the planning model in Figure 4.20 due to inconsistent constraints, see Figure 4.21.
In the PbD system, the human teacher generates robot tests by placing a set of objects in the
sensory environment and defining the object mapping [49]. The object poses and constraints will
be generated automatically using stereo vision-based object localization and the algorithm to learn
constraint parameters in Section 4.2.4. Additionally, robot tests can be defined by modifying
objects in the 3D visualization to overcome the limitations of the sensory environment and state-
of-the-art perception algorithms.
4.5.2. Evolutionary Algorithm
In order to generalize the planning model, an evolutionary algorithm will be used to determine a
maximum subset of constraints [49], which can be included in the planning model to be able to
solve a number of robot tests.
State and Population
The evolutionary algorithm sustains a number of hypotheses about irrelevant constraints, called
population, which are constantly adapted in the optimization process. Each hypothesis is repre-
sented as a state s, which is defined as a binary vector s ∈ {0,1}n, where n is the total number of
constraints. The ith bit will be 1 if and only if the corresponding constraint τ should be included in
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hand_left_position in Cube(bottle, arm_left_tcp_buffer),
collision in Cube()












{ bottle_direction in Cube(start_bottle),
collision in Cube() }
11 1 1 1State:
Figure 4.23.: State consisting of 5 bits, one for each constraint that can be deactivated in the planning model
in Figure 4.20.
the planning model. In general, not all constraints can be deactivated due to restrictions imposed
by the constraint-based motion planner. In order to generate random goal configurations, in which
the constraints of a given node are obeyed, we use inverse kinematics and projection techniques,
see Section 3.4.2. Inverse kinematics are applied to a random pose for each object, which is ref-
erenced by a coordinate frame in the constraints of the given node. The random pose is generated
randomly based on a pair of position and orientation or position and direction constraints. Let a
planning model be valid, if at least one position and one orientation or direction constraint for each
object is present in all nodes. A position, orientation or direction constraint will be considered in
the state, if the planning model, which is obtained after deactivation of the constraint, is valid.
In Figure 4.23, the state representing the planning model in Figure 4.20 is visualized. The first
bit represents the position constraint bottle_position in the node End. The last bit corresponds to
the direction constraint on arc (2,End). The remaining bits correspond to the constraints relative
to fridge_shelf_i, i = 0,1,2, in the node End, which restrict the bottle relatively to the shelves.
Inconsistency Statistics
For a given state s, statistics about the inconsistency of constraints are gathered, which prevent
the constraint-based motion planner to find a solution for the test. The strategy graph is planned
sequentially, from one goal to the next, e.g. (S,1), (1,2) and (2,End) in Figure 4.20. When
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planning (i− 1, i), the node constraints of i, the constraints of the ingoing arc (i− 1, i) and the
constraints of the outgoing arc (i, i + 1) are used to generate goal configurations for the robot
system, in which all constraints are obeyed. A motion from the start configuration to one of the
goal configurations is planned, in which all constraints of the arc (i−,1, i) are obeyed. If two
constraints are inconsistent, the intersection will be empty and the planner will not be able to find
a configuration, in which both constraints are obeyed. For each constraint τ , success(τ) counts the






is used as an indicator for the inconsistency of τ with a second constraint. Figure 4.24 shows
the constraint statistics for the state in Figure 4.23. The position constraints relative to the fridge
shelves and relative to the fridge door cannot be obeyed at the same time. The generation of goal
configuration fails and the projection result will be a configuration, in which both constraints are
violated. Therefore, the failure frequencies are 100%. In contrast to the position constraints, the
direction constraint is obeyed in the resulting configuration in 99%. The failure frequency of 1%
has to be accounted to the random start configuration of the projection techniques.
Fitness
The definition of the objective function has a significant impact on convergence of the evolutionary
algorithm. Since the goal is to find a maximum subset of constraints, which admits a successful
solution to the robot-test, we have to ensure that progress in the planning process is made. We
define progress(s) as the index ≥ 0 of the last subgoal in the (linear) strategy graph, which was
successfully reached in the planning process. By maximizing progress(s) we ensure that a set
of constraints is found, which can be used to find a solution to the planning problem. Since the
constraints describing the (sub-)goals are also part of the optimization problem, finding a solution
to the planning problem is not a sufficient but a necessary condition.
A high value of progress(s) indicates that the planning process was successful or aborted near
the end. By maximizing progress(s), an increase of the rate of convergence could be observed ex-
perimentally, since the optimization process will focus on states s close to satisfying the necessary
condition.
In order to find a maximum subset, we have to include the fraction of active constraints into
the objective function. A simple choice would be the total number of constraints in the planning
model, i.e. the number of 1s in the state s. This choice has proven inefficient, since the number
of constraints restricting a given frame is not equally distributed and a lot of constraints exist,
which represent similar dependencies. For instance, orientation constraints are often equivalent
when they restrict the orientation of a coordinate frame relative to different coordinate frames of
the same rigid body, since they often have the same orientation.
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State: 0.011.001.001.001.00Statistics:




Figure 4.24.: Visualization of statistics about inconsistency of the constraints. The position constraints rel-
ative to the fridge shelves (state bit 1, 2, 3) and relative to the fridge door (state bit 4) cannot
be obeyed at the same time (pictures). The result is a failure probability of 1.0 in the statistics.
The direction constraint (state bit 5), which restricts the bottle to stay upright, can be obeyed
with a failure probability of 0.01.
We normalize the number of constraints by calculating the fraction of active constraints with the
same type f and restricted coordinate frame e1. Let Partition(Ψ) be a partition of the constraint
set Ψ into sets with equal constraint type f and equal constrained coordinate frame e1. We set





setting 00 = 0. We weight node and arc constraints differently to reflect the different importance
during motion planning. In the previous subsection, we motivated that arc constraints are used
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in order to include the normalized fraction of active constraints in the objective function. If X is
non-empty, active(s,X) is in [0,1). Since the base fitness of each set X with |X |s1 > 0 is either 1 or
3, see Equation 4.8, states s with active constraints of different constraint type or coordinate frame
e1 are assigned a higher fitness.
Finally, we define fitness f itness(s) as the sum of the planning progress and the normalized
fraction of active constraints:







The mutation operator mutates a given state s based on progress(s) and the planning statistics.
We define two cases. In the first case, the motion planner found a solution, which is determined
by checking if progress(s) is equal to |X | − 1, i.e. all nodes X were considered in the motion
planning process. Since a solution was found, the inconsistency statistics are irrelevant. In order
to find a maximum of constraints, which admits a successful solution to the robot test, we add a
random constraint to the state. First, a random constraint τ is chosen. If τ is included in s and
belongs to a node, it will be removed and an alternative constraint of the same node and same type
is added to s, which forces the optimization algorithm to explore sets of constraints with alternative
goal descriptions. Otherwise, τ is not included in s and will be added in order to maximize the
number of constraints.
In the second case, the motion planner did not find a solution, i.e. progress(s) was smaller
|X |−1. We remove inconsistent constraints randomly based on the inconsistency statistics to
quickly find states satisfying the necessary condition. Each constraint τ with s(τ) = 1 will be
set to 0 with probability equal to their failure frequency f req(τ). We draw a sample u from the
uniform distribution U (0,1)
u∼U (0,1) (4.10)
and set the constraint to 0 if u is smaller the failure frequency:
u≤ f req(τ) ⇒ s(τ) = 0 (4.11)
If the resulting planning model is not valid, τ will be a node constraint and none of the node
constraints will be included in s. A random constraint of the same node and the same type will be
picked randomly and added to s.
If no constraint is removed from s, failure frequency of all constraints is probably low but the
planning process failed nevertheless, which indicates that the inconsistency of some constraints
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11 1 1 1
0.011.001.001.001.00
10 0 0 1
10 0 1 0
State
Planner Statistics
10 1 0 0
11 0 0 0
Mutated States
00 0 0 1
00 0 1 0
00 1 0 0
01 0 0 0
Figure 4.25.: Result of the mutation operator applied to the state in Figure 4.23 using the planning statistics
in Figure 4.24. Eight different states can be generated with different probability.
could not be recognized. In this case, we deactivate a single, random constraint τ with s(τ) = 1, if
the resulting planning model is valid.
In the example in Figure 4.21 on page 113 a bottle has to be placed in a fridge door. A contact
constraint ensures that the bottle has contact with the fridge door. Three position constraints restrict
the placement of the bottle relative to the fridge shelves and one position constraint restricts the
bottle pose relative to the fridge door. Let the state s contain the first three position constraints but
not the fourth. Based on the constraints, the motion planner generates a goal configurations where
the bottle is placed in the free space in front of the fridge door. The three position constraints
are obeyed, i.e. failure frequencies are 0%, but the contact constraint is violated. Therefore, the
inconsistency statistics do not provide sufficient information and we deactivate a single, random
constraint. After a few iterations, the three position constraints are deactivated and the fourth is
activated randomly, leading to the correct result.
Figure 4.25 shows an example using the state in Figure 4.23 and statistics in Figure 4.24. Based
on the failure frequency of 100% all position constraints are deactivated. Since the resulting plan-
ning model is invalid, a random position constraint is activated. The direction constraint is deacti-
vated with a probability of 1%. In total, eight mutated states are generated.
Initial population
In the evolutionary algorithm, the population, i.e. a set of states, will be mutated iteratively based
on the planning statistics to find a state with (locally) maximum fitness. In the initial population,
all states are set to 1, i.e. all constraints will be included in the planning model at the beginning.
Starting with the most restricting state has several advantages. The most restricting state is
unique in contrast to the least restricting, since it is possible that 0 is not a valid planning model.
Probability is high that the planning process fails in the beginning. In this case, inconsistency
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statistics are generated and provide valuable information to deactivate inconsistent constraints ef-
ficiently. In a least restricting state, probability is high that the planning process succeeds but
constraints can only be added randomly to find a (local) maximum since the inconsistency con-
straints provide no relevant information. Therefore, we rely on the most restricting state to achieve
a higher convergence rate.
Optimization Algorithm
The goal of the generalization algorithm is to find a state s, which maximizes the fitness function
f itness(s). Since the state space is discrete, the optimization problem is combinatorial. The objec-
tive function, f itness(s), is computationally expensive to evaluate, since a constraint-based motion
planning process has to be started to generate the inconsistency statistics, but can be parallelized
easily. We applied evolutionary computation [36] using the evolving objects [61] library to solve
the combinatorial optimization problem. The algorithm starts with calculating the fitness of the
initial population. The algorithm now iterates the following steps: evaluate the stopping criteria,
select a set of genitors, apply mutation and crossover operators to the genitors to produce the off-
spring, calculate the fitness of the offspring and replace some parents by some offspring to obtain
the new parents. A detailed description of all steps can be found in [36].
For each state a parallel process is started, in which the constraint-based motion planner is
executed to calculate the inconsistency constraints. In the experiments, the size of the population
and the offspring was fixed at 24, which corresponds to the number of parallel processes. The
probability of mutation was set to 0.5, no crossover was applied. The genitors were selected one
after another in a random order, which is called the Unordered Sequential scheme [36]. Following
the Plus replacement method, the new population consists of the best individuals in the set of
offspring and parents. The algorithm is stopped, if the best state does not change in 20 iterations
or a time threshold is reached.
The result of the optimization algorithm is a set of states s. We remove states, in which the mo-
tion planning process failed, i.e. progress(s) < |X |−1 and sort the remaining states by f itness(s).
In general, we can not guarantee that the state with highest fitness is the solution a human teacher
would select due to several reasons, e.g.:
1. The computation time is limited and the optimization algorithm might not have converged.
2. The assumptions of the objective function might be violated.
3. The objective function might not cover the semantics, e.g. implicit constraints, of the task.
In contrast to the time-demanding optimization algorithm, which is fully automatic, user-
interaction by the human teacher is therefore required to verify the optimization result. Beginning
with the state with highest fitness, the robot solves the robot test using the corresponding planning
model and shows the execution in simulation to the human teacher, who assigns true of false to
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Figure 4.26.: Example of evolutionary algorithm applied to the example in Figure 4.20 using 2 states. The
annotations of the statistics show if the planning process was successful.- [49]
the state. If a state is true, the process will be stopped. In the experiments, the human teacher
stopped the process after looking at only 1.1 states on average. Therefore, the assumption to find
a maximum subset of the learned constraints, which admits a successful solution to the robot test,
has proven reasonable in the experiments.
In Figure 4.26, an example of the evolutionary algorithm using the planning model in Figure
4.20 and two individuals is shown. Based on the planner statistics, the individuals will be mutated
until in the third step, a valid solution is found. In the fourth step, a constraint is added to the best
state in order to maximize the number of constraints. Planning fails and the constraint is removed
in the fifth step. Since no better state will be found after the next 20 iterations, the algorithm stops
after the 23rd iteration.
Figure 4.27 shows the set of node and arc constraints after applying the robot-test-based gener-
alization to the pour-in task.
4.5.3. Discussion
In general, a large number of constraints is present in learned planning models. The resulting
combinatorial optimization problem is high-dimensional and, in the worst-case, cannot be solved
efficiently. Nevertheless, problems with more than 100 constraints can be solved in the matter
of hours using massive parallelization. The reason is that the number of constraints restricting a
given coordinate frame is not equally distributed and clusters of constraints exist, which represent
similar dependencies between coordinate frames, see Section 4.5.2. The consequence is that the
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(a) Node constraints. (b) Arc constraints.
Figure 4.27.: Visualization of reduced number of constraints in the pour-in task after robot-test-based gen-
eralization compared to Figure 4.13 on page 102. - [50]
inconsistency statistics are high for all constraints in a cluster leading to the deactivation of a large
number of constraints in a single iteration.
Since at most one constraint is activated in each iteration using the mutation operator, computa-
tion time depends on the number of constraints in the optimization result. We observed earlier, see
Section 4.4, that usually only a small number of constraints is required to describe the motion of a
single coordinate frame in typical household manipulation tasks. Based on this assumption, only a
small number of constraints has to be activated in the optimization process in the worst case. The
computation time depends less on the total number of constraints but on the number of constraints,
which represent different dependencies between coordinate frames.
The main advantage of the robot-test-based generalization is that the human teacher is only
required to demonstrate a robot test and to verify the optimization result, which requires less ex-
perience and less time compared to the demonstration-based generalization. The time-demanding
optimization process is fully automatic.
4.6. Efficient Execution of Planning Models
The main motivation to generate robot motions in a goal-directed way using constraint-based mo-
tion planning is flexibility. Flexibility is required, when the execution has to be adapted to dif-
ferent objects or the workspace of the robot is restricted, e.g. due to obstacles or self-collisions.
The main disadvantage is high planning time due to narrow passages in the configuration space,
its high dimensionality and broad constraint manifolds. In manipulation tasks, narrow passages
exist naturally in the vicinity of objects. Figure 4.28 show a simple manipulation task: placing a
cylinder in a crate. The cylinder has to be placed in one of the pockets of the crate resulting in a
narrow passage. The goal constraints, see Figure 4.29, restrict that the cylinder has to be placed
in a cube covering the bottom of the crate and the cylinder does not collide with the crate. In the
constraint-based motion planner, a collision-free pose to place the cylinder in one of the pockets
is found automatically. The constraint generates a flexible constraint manifold, which can be used
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bott le_posit ion in Cube(start_crate_bottom),
collision in Cube()
{ collision in Cube() }
(g) Planning model to place a cylinder in a crate. - [55]
Figure 4.28.: Human demonstrations to place a cylinder in a crate (a - c) with different goal poses (c - f),
planning model (g).
for crates with identical size but different pocket sizes and positions. For this object, the constraint
manifold is unnecessarily large: a high percentage of sampled bottle poses will be in collision
with the crate. The same observation applies to finger and hand constraints, which were relaxed to
consider the correspondence problem.
We achieve a significant reduction in planning time if we specialize the (general) constraint
manifold to the objects in the environment. Figure 4.29 shows an example of the original and
specialized goal constraint of the manipulation task in Figure 4.28. The specialized goal constraint
reflects the individual pockets of the crate. In the constraint-based motion planner, less bottle poses
are generated, which are in collision with the crate, resulting in a significant reduction of planning
time.
Computing the constraint specialization based on the object geometry is difficult since different
types of constraints are used, e.g. orientation and force constraints, and the kinematics, geometry
and dynamics of the robot have to be considered. Instead, we use past experience in solving
the planning problem with the given object to incrementally learn refinements of the constraint
manifold [55]. These refinements are represented as sequences of ellipsoids and will be called
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(a) Goal constraint (red) defining
where to place the bottle in the
crate. - [55]
(b) Specialized goal constraint (green)
defining where to place the bottle
in the individual pockets.
Figure 4.29.: Original and specialized goal constraints of manipulation task in Figure 4.28.
search heuristics. Search heuristics represent bundles of trajectories, which can be executed to
achieve the goal of the task. Due to workspace limitations and collisions, it is not possible to
execute these trajectories from beginning to end. We use the last part of the trajectory bundle to
generate a robot motion in the vicinity of the object using a fast, local control algorithm. In order
to reach a configuration, from which this robot motion can be executed, we start a motion planning
process and therefore are flexible to obstacles and workspace restrictions. The resulting algorithm
is an extension of the standard motion planner, in which search heuristics are used to generate goal
configurations in a highly efficient way. In general, a single search heuristic is not flexible enough
and multiple search heuristics have to be learned. We investigate an incremental approach, where
new search heuristics will be learned, when planning with previously learned search heuristics
fails. The section starts with a detailed overview of the approach.
4.6.1. Overview
Search heuristics are learned incrementally when planning with previously learned search heuris-
tics fails and sufficient examples to learn a new search heuristic are available. The following steps
are executed each time a planning model has to be executed by the robot [55]:
1. Plan with each search heuristic in a random order until a valid solution is found or a time
threshold is met.
2. If no solution was found, plan with the original planning model without search heuristics.
3. Store the planning result in a database.
4. Temporally align results in database and generate clusters with clustering threshold Pd .
5. If a cluster with at least Pc results was found, generate a search heuristic and parameterize
each sequence of ellipsoids using Pg Gaussians.
6. If a search heuristic was learned, remove all items from database.
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In Section 4.6.2, we define search heuristics. In the beginning, no search heuristics are available
and the first step fails automatically. If multiple search heuristics are available, the order in which
search heuristics are planned, has to be determined in step one, see Section 4.6.3. Search heuristics
are learned based on the planning results in the database. In order to encode the planning results
into constraint regions in step five, we cluster the planning results and align the planning results
in each cluster temporally, see Section 4.6.4. In order to decrease planning time using the search
heuristics, we integrate a fast control algorithm, see Section 4.6.5, and extend the constraint-based
motion planner, see Section 4.6.6. The last step ensures that a minimal number of distinctive search
heuristics is learned but time increases to generate new search heuristics.
4.6.2. Definition of Search Heuristics
In Section 3.1.3, the constraint region type sequence of ellipsoids was defined, which is used as the
basis to define search heuristics. For each arc (i, j) in a planning model, a set of search heuristics is
learned. Each search heuristic is defined as a set of additional constraints, one for each constraint
in the set of node constraints Ψnode(i). Let
τ = (e1, ...,em, f ,R) ∈Ψnode(i) (4.12)
be the set of constraints of node i. We define a search heuristic of node i as the set of constraints
ΨSH(i), in which the constraint region R is replaced by a constraint region of type sequence of
ellipsoids:
ΨSH(i) = { (e1, ...,em, f ,Rsequence o f ellipsoids) |
(e1, ...,em, f ,R) ∈Ψnode(i) } (4.13)
The constraint region will be parameterized based on prior planning results, which is explained in
Section 4.6.4.
4.6.3. Selection of Search Heuristics
A random permutation of search heuristics is generated using a discrete probability density func-
tion 0 ≤ pi ≤ 1,∑ pi = 1. We define the following random experiment: draw a search heuristic
from the probability distribution, set its probability to zero, normalize the distribution and repeat
the process. We define two different types of distributions: a uniform and non-uniform distribution.
The uniform distribution reflects that no a-priori knowledge about the correct choice of search
heuristic is available.
In the non-uniform distribution, we draw a search heuristic based on the poses of the objects,
which are referenced in the set of node constraints. We generate this kind of knowledge during
the execution by storing, which search heuristic could be applied successfully for a specific sets
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(a) After 100 executions (b) After 1000 executions
Figure 4.30.: The task is to grasp a bottle on the table with the right arm. The bottle is placed at a random
position on the table. Three search heuristics are learned. The color visualizes the discrete
probability density function p1, p2, p3 after 100 and 1000 executions. The color is (p1, p2, p3)
in RGB. The right arm is not able to grasp the bottle on the far left side of the table (b, red).
of poses of the referenced objects in the planning model. We calculate the k-nearest-neighbors
and calculate the histogram, how often a specific search heuristic was chosen. The result is a non-
uniform discrete probability distribution. Since it depends on the poses of the referenced objects,
it can be interpreted as a map of object arrangements to which a search heuristic can be applied. A
similar approach was followed in [111] with the difference that a map of robot poses was generated,
where a specific task can be executed. In Figure 4.30, a map for the simple task to grasp a bottle
on the table is shown. The number of learned search heuristics as well as the encountered object
poses increases over time. Nevertheless, the number of encountered object poses is usually small
and the uniform distribution is sufficient.
4.6.4. Temporal Alignment and Clustering
Search heuristics are an abstraction of a set of planning results, i.e. trajectories. The trajecto-
ries represent valid solutions to the planning problem for different robot configurations and and
a different set of object poses, i.e. they avoid local obstacles and all constraints in the planning
model are obeyed. In order to use the search heuristic as prior knowledge to speed-up the planning
process, these properties have to be maintained during abstraction. Encoding all trajectories into
a single search heuristic is insufficient. Figure 4.31 shows a set of planning results in the crate
example. The planning results end in different pockets of the crate. If a single search heuristic
would be learned, the ellipsoids would span multiple pockets. The constraint-based motion plan-
ner would generate configurations, which are in collision with the crate with high probability, and
no significant speed-up could be achieved. Therefore, we cluster similar trajectories and generate
search heuristics on each cluster.
The main problem is that trajectories have different (temporal) length. If we scale all trajectories
to have the same length and ignore the spatial similarity between trajectory points, the resulting
search heuristic will be suboptimal and potentially include local obstacles. Instead, we apply
Dynamic Time Warping (DTW) [90] to calculate a non-linear temporal mapping between two
124
4.6. Efficient Execution of Planning Models
(a) Goal constraint defining where to
place the bottle in the crate - [55]
(b) Example trajectories - [55]
Figure 4.31.: Automatic generation of training examples during online motion planning. Collision-free goal
configuration inside crate pockets are found automatically.
trajectories, which minimizes spatial distance. Based on DTW we define a distance measure, which
weights the distances of configurations close to the goal higher than distances of configurations
near the start.
Let π = (πi) ∈ Rn and ϕ = (ϕ j) ∈ Rn be paths. The result of DTW is a warped path Π =
((πki ,ϕ
k
j )), which holds the correspondences of time points of π and ϕ . The distance function
dDTW is defined by weighting the Euclidean distance with a sigmoidal function. We assign a
minimum weight of α to each time point. β defines the increase in weight towards the goal:









In the experiments, we applied α = 0.1 and β = 6. The distance measure is used in Agglom-
erative Hierarchical Clustering with full-linkage to cluster the trajectories in the database with the
distance threshold Pd . The result is a set of clusters, where each cluster contains only trajectories
with DTW distance < Pd . In each cluster with more than Pc trajectories, we learn the parameters
of the sequences of ellipsoid constraints with the algorithm in Section 3.1.3, i.e. we run the EM-
algorithm to calculate a GMM, apply GMR and use the covariance ellipsoids with three standard
deviations. Figure 4.32 shows learned search heuristics for different clusters as well as different
distance thresholds Pd in the crate example.
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(a) Learned search heuristics for two clusters -
[55]
(b) Search heuristic (front, back) learned with a higher dis-
tance threshold Pd . The sequence of ellipsoids intersects
the crate, resulting potentially in a higher execution time.
Figure 4.32.: Learning of search heuristics.
4.6.5. Control Algorithm for Reverse Execution of Search Heuristics
We use a search heuristic in the planning process to generate the object-dependent part of the
solution trajectory efficiently, which usually takes a large amount of time to plan. The object
pose relative to the robot varies in real-world environments, e.g. the object is placed at a differ-
ent position on the table or the robot pose is different due to obstacles in the environment. The
consequence is that a planned joint-space trajectory cannot be used a second time. By learning
sequence-of-ellipsoids-constraints, we represent a bundle of joint-space trajectories in Cartesian
space based on coordinate systems. Since the coordinate systems vary with the object, the search
heuristics adapt automatically.
In order to generate a joint-space trajectory based on a search heuristic ΨSH and a given start
configuration, a controller is used. In general, we consider the controller a black box. Its inputs
are the start configuration θ0, a constraint set Ψ and multiple temporal sequences of Gaussians
N (µ̂(i)t , Σ̂
(i)
t ),0 ≤ t ≤ Tmax. The output is a trajectory π : [0,1]→ Θ with π(0) = θ0 on which
all constraints are obeyed: ∀t ∀τ ∈ Ψ : τ(θ(t)). In order to use the search heuristics in the con-
troller, the sequence-of-ellipsoids-region of each constraint j in ΨSH is transformed into a temporal
sequence of Gaussians N (µ̂( j)t , Σ̂
( j)
t ) using the algorithm in Section 3.1.3.
We apply the constraint-based controller in [21], which will be summarized here. The controller
calculates for each constraint j the distance vector from the current value at time ti to the mean:
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The projected distance vectors are weighted, summed up and added to the current configuration to
yield the goal configuration for the next time point [21]:



























We extended the controller in the last step. If a constraint is violated on the linear interpolation
from the old θ j to the new configuration θ j+1, we apply random search to find a new configuration,
where all constraints are obeyed. The random distribution is defined by the projected covariance
matrix in joint-space N (θ j+1,Σ j+1). A global timeout is respected in all steps to limit the maxi-
mum planning time.
The result of the controller is a path θ j. The path represents the object-dependent part of the
solution trajectory. In order to complete the solution trajectory, we apply constraint-based motion
planning, which is explained in the next section.
4.6.6. Extension of Constraint-based Motion Planner
In Section 3.4, we defined a modified CBiRRT constraint-based motion planner to plan robot mo-
tions based on a linear planning model. The strength of motion planning is flexibility to changes
in the environment, e.g. different object poses, at the cost of high planning times. In order to
reduce planning time, we incorporate experience about previous planning attempts in the form of
search heuristics. The downside of short execution times is inflexibility to large changes in the
environment and joint-space limitations. We extend the modified CBiRRT in Section 3.4.3 to con-
sider search heuristics during the generation of goal configurations. In the constraint-based motion
planner, a set of goal configurations is generated prior to the planning process representing the
goal of the manipulation task. In the algorithm in Section 3.4.2, a configuration, which obeys a
subset of constraints in the planning model, is generated using inverse kinematics. The configura-
tion is projected to the goal constraint manifold to generate a configuration, which obeys all goal
constraints. We extend the algorithm in this step.
First, the search heuristic is added to the set of goal constraints. In the constraint-based motion
planner, goal configurations are generated, which obey all goal constraints and lie in the last ellip-
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Figure 4.33.: Visualization of planning algorithm. In step (1), goal configurations are generated in the in-
tersection of the goal constraint and final ellipsoid. The control algorithm is used to generate
a path from (1) to the beginning of the GMM. Due to local obstacles and workspace limita-
tions, different configurations (2) or (2’) can be reached. The motion from (1) to (2) or (2’) is
discretized and the resulting points (white) serve as the set of goal configurations for a second
planning process starting from (3), which allows to avoid obstacles globally, e.g. the cup. - [55]
soid of each search heuristic constraint. Due to the smaller search space, the time to generate goal
configurations is reduced.
Second, we apply the controller to the generated configuration using the selected search heuris-
tic N (µ̂( j)Tmax−t , Σ̂
( j)
Tmax−t), i.e. in reverse temporal order. The result is a discretized, partial path
(θ0, ...,θT ) from a configuration, in which the goal constraints are obeyed, to the first time point of
the search heuristic. We add each θi to the set of goal configurations and store a reference to the
partial path (θ0, ...,θi).
In the modified CBiRRT, a path from the start configuration to one of the goal configurations is
planned obeying all constraints in the planning model. If a solution is found, the partial path, which
is referenced by the goal configuration, is added to the solution in reverse temporal order. The result
is a valid solution to the planning model, i.e. all constraints are obeyed and a configuration on the
goal constraint manifold is reached. The approach is visualized in Figure 4.33.
4.6.7. Discussion
The planning algorithm combines two major approaches in Programming by Demonstration in a
flexible way: efficient encoding and reproduction of robot trajectories and flexible, goal-directed
planning based on a sophisticated task description.
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In the worst-case, a configuration on the goal constraint manifold is generated but the controller
is unable to generate a path based on the selected search heuristic, e.g. due to local obstacles
or vicinity of the workspace boundary. The path contains only the generated configuration and
the approach reduces to the modified CBiRRT in Section 3.4. In this case, the flexibility of the
modified CBiRRT is maintained.
In the best case, a path to the beginning of the search heuristic, i.e. with length Tmax, is generated
in a short amount of time. A larger number of goal configurations is generated and at least one goal
configuration lies in a large portion of the free space. The resulting planning problem is solved
trivially using the modified CBiRRT leading to a short overall planning time.
4.7. Constraint Tightening to Solve the Correspondence Problem
Learning manipulation tasks based on explicit demonstrations by a human teacher is a natural
choice. The human teacher is an expert in manipulation and teaching. He learned how to abstract
from irrelevant information and how to choose illustrative examples, which contain enough in-
formation for other humans to learn the manipulation task. Based on these demonstrations, the
robot is able to deduce the goals and constraints of the task, e.g. how the manipulated object
should move. In state-of-the-art constraint-based motion planners, this information is insufficient
to generate robot motions due to the high-dimensionality and size of the search space. Additional
information about how the robot has to move its hands and fingers is required to remove irrelevant
parts of the search space.
In order to learn this kind of information, the differences in morphology between human and
robot have to be considered, which we called the correspondence problem, see Section 4.3. In our
approach, constraints for the human hands and fingers were relaxed based on an analysis of the
differences between the workspaces of the robot and human hand, see Section 4.3.2. The idea is
to enlarge the search space, so that a robot motion with the same effect on the environment, e.g.
producing the same object motion, similar to the human one is found considering the robot geom-
etry, kinematics and dynamics. The enlarged search space leads to a higher planning time, which
we reduce in a subsequent step by learning search heuristics in Section 4.6. A search heuristic i






i ), one for each node constraint τ
j in the
planning model. Each constraint τ ji refines the constraint τ
j. Arc constraints, which restrict the
object referenced by e1, can be refined in the same way. In the constraint-based motion planner,
see Section 4.6.6, we choose a search heuristic, i.e. a value for i, and generate a motion, which
obeys all constraints in the planning model. Search is restricted to the constraint manifold defined
by (e j1, ...,e
j
m, f j,R j ∩R ji ), i.e. the intersection of the search heuristic constraint and correspond-
ing node constraint. If planning fails, a different search heuristic will be chosen and the process
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We conclude that the set of search heuristic constraints can be interpreted as a specialization or






⊆ R j. The specialization is object-
and robot-dependent. It counteracts the negative effects of constraint relaxation to consider the
correspondence problem.
The overall approach in this thesis to consider the correspondence problem can thus be summa-
rized in the following way:
1. Learn constraints representing effects of the manipulation task on the environment as well as
motions of the human hands and fingers based on the human demonstrations (Section 4.2).
2. Relax constraints, which restrict hands and fingers, based on the differences in morphology
(Section 4.3).
3. Plan a robot motion, which reproduces the effects on the environment. The search space is
restricted by learned hand and finger constraints, which focus search on motions similar to
the human (Section 3.4).
4. Accumulate planning results to learn search heuristics constraints to speed up the planning
process (Section 4.6).
5. Specialize the relaxed hand and finger constraints to reduce the search space and obtain a
robot-specific representation of the planning model.
4.8. Summary and Conclusion
In the state of the art, we discussed subsymbolic representations of manipulation tasks originating
from different research areas, e.g. constraint-based programming, motion planning, probabilistic
and dynamic representations. Manual definition of even a simple manipulation task, e.g. like
opening a bottle with the fingertips, is time-consuming, error-prone and requires expert knowledge
about the representation. In real-world scenarios, the human is often not an expert in computer
science but has, on the other side, tremendous experience in manipulation. In the PbD paradigm,
the human experience in teaching and manipulation is exploited to learn manipulation tasks in an
efficient and natural way based on a set of human demonstrations.
The basis of the PbD process is the observation of the human using different sensor systems. In
general, the robot itself can be used but demonstration of fingertip motions is difficult. It requires
either teleoperation of the robot or direct observation of the human hand. We have decided for
the latter and use different sensor systems, e.g. data gloves and magnetic field trackers, to capture
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the human motions (without occlusions) and forces applied through the fingertips. The effects in
the environment, e.g. object motions, are either captured with a vision system or magnetic field
trackers. A precise 3D model of the teacher’s hand was generated using a laser scanner. Based
on the kinematics of the hand, information, e.g. the fingertip position, is calculated, which cannot
be measured directly. Additionally, coordinate frames in contact points are generated dynamically
using a simulation environment.
In order to learn a planning model based on a set of demonstrations three problems have been
solved: generating the structure, i.e. nodes and arcs, defining a set of constraints for each node
and arc and learning the constraint parameters. We defined two constraint sets, which are suitable
to Pick-Transport-Place tasks, which don’t require to simulate force interaction, and dexterous
manipulation tasks, which require to capture fingertip motion and simulate force interaction. In
general, the approach scales to arbitrary sets of constraints.
The learned set of constraints is specialized to human morphology. Ignoring this fact is problem-
atic. Anthropomorphic robot hands always differ in the size, workspace and placement of fingers
compared to the hand of the human teacher. Even with high similarity between robot and human
hands, the consequence is less flexibility since some variance in the human demonstrations will
be lost, e.g. due to workspace limitations or self collisions of the robot hand. We considered this
fact, which is called correspondence problem, by analyzing the workspace differences and relaxing
constraints, which restrict finger and wrist motions.
The learned planning model is labelled preliminary since it contains a large number of con-
straints and, in general, does not generalize well to different environments. We introduced two
complementary approaches to identify irrelevant constraints and increase flexibility of the plan-
ning model. In the demonstration-based generalization, the idea of Curriculum Learning is used
and training data is sorted according to complexity, e.g. common and unusual solutions to a task,
by the human teacher. Irrelevant constraints are removed efficiently but the teacher requires ex-
perience with the learning system to maintain relevant constraints. In the robot-test-based gen-
eralization, the human teacher defines a set of robot tests, e.g. object arrangements, to which the
planning model has to be applied. We solve an optimization problem to identify a maximum subset
of constraints, which admits a successful solution to all robot-tests. The basis are statistics about
inconsistencies of constraints, which are generated in parallel using the constraint-based motion
planner and computer-aided simulation.
The resulting planning model generalizes well to different environments but with potentially
high planning time. In order to reduce planning time, we encode previous planning solutions in
an efficient way as Gaussian Mixture Models to speed up later planning requests. These search
heuristics are learned incrementally, i.e. new planning solutions are automatically generated if
previously learned search heuristics fail. In a new environment, we use a control algorithm to
reproduce the encoded planning solutions. In general, the reproduction is only partial due to col-
lisions, constraint violations and workspace limitations. We complete these partial solutions using
constraint-based motion planning, which combines two major approaches in PbD in a flexible
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way: efficient encoding and reproduction of robot trajectories and flexible, goal-directed motion
planning.
Finally, we use learned search heuristics to tighten constraints, which were relaxed to consider
the correspondence problem. The result is a generalized planning model with constraints special-
ized to robot morphology.
Conclusion
Learning of manipulation tasks takes place in a high dimensional feature space, e.g. we consider
forces (5D), joints (20D) and pose (6D) of each human hand, the pose of each object (6D) as well
as a dynamic set of contacts. In the state-of-the-art in Chapter 2 we discussed different techniques
to reduce the number of features with differing disadvantages. Projection to a latent space, e.g.
PCA, mixes (potentially) all features, which makes it difficult to identify irrelevant ones. In Task
Space Pools, a fixed set of criteria is introduced to rate different features, but the set of irrelevant
constraints, which can be identified this way, is limited.
In this thesis, we regard the generalization process as an optimization problem. In principle,
the objective function should express that the task is reproduced successfully. Since the planning
model is the only representation of the task and is altered in the generalization process, this objec-
tive function can not be defined explicitly. A simple solution would be to use supervision, i.e. the
teacher rates each solution, but due to the complexity of the optimization problem, this would be
tiresome. We defined a different objective, i.e. maximize the number and diversity of constraints in
the planning model and solve a robot-test. This objective function can be evaluated automatically,
therefore supervision is delayed to rate the optimization result. The advantage is that planning
and simulation can be used extensively to identify relevant constraints, which allows to consider
complex interactions between constraints and reduce user-interaction.
The time to generalize a planning model scales directly with the planning time for each robot-
test. High planning time is one of the main limitations of constraint-based motion planning. In
the state-of-the-art, see Chapter 2, we discussed different search heuristics, e.g. searching in ap-
proximations of the free space, to speed up the planning process. In real-world scenarios, a single
search heuristic might fail and will not lead to a significant speed-up. Learning is mandatory. In
contrast to the referenced work, new search heuristics are learned automatically whenever previ-
ously learned search heuristics fail. Nevertheless, the number of learned search heuristics is small
due to the tight integration with the planning algorithm. The approach scales to complex tasks, in
which only a small number of different solutions can be found.
Search heuristics are abstract representations of planning solutions, which incorporate the
robot’s morphology. We exploit this fact to specialize learned constraints for fingertips and wrists,
which were initially relaxed to consider the differences between the human and the robot. In
contrast to work in the state-of-the-art, e.g. using a correspondence matrix to map joint values be-
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tween human and robot [1], the mapping is task-dependent and considers implicitly the kinematic
and geometric differences.
The result of the developed PbD process is a constraint-based representation of the manipulation
task, which was generalized (semi-)automatically to increase flexibility and specialized automati-




In the previous two chapters, we presented concepts and algorithms to generate models to plan the
execution of manipulation tasks in a flexible way and to acquire these models using Programming
by Demonstration. In this chapter, the feasibility of the developed concepts, individual components
as well as the fully integrated PbD-system are evaluated experimentally.
The chapter starts with an overview of the experimental setup including a short description of
the real robot systems and the object database, see Section 5.1.
In general, we combine evaluation on the real robot platforms with extensive evaluation in
computer-aided simulation. The latter allows to analyze the developed algorithms using statis-
tical methods based on a large number of simulated execution trials. An example is the analysis
of the flexibility of planning models, which requires the execution in different environments with
varying object poses and different obstacles. In order to generate a large number of differing envi-
ronments, we rely on statistical methods and define probability distributions to sample object and
obstacle poses.
In Section 5.2, we use this approach extensively to compare flexibility of different execution
mechanisms with the planning-based approach in this thesis. Additionally, the flexibility and
achievable grasp quality of learned planning models for grasping strategies is compared with a
public grasp database.
Section 5.3 focuses on the evaluation of the demonstration-based and robot-test-based general-
ization algorithm. We analyze the demonstration-based generalization on multiple manipulation
tasks focusing on qualitative aspects and the evaluation of planning models in different stages of
the generalization process. The robot-test-based generalization is analyzed in a quantitative way
by measuring the number of identified, irrelevant constraints as well as the resulting generalization
error using multiple manipulation tasks on different robot systems.
Incremental learning of search heuristics and efficient execution of planning models is evaluated
in Section 5.4 using multiple manipulation tasks. We analyze flexibility in different experiments
using fixed and random environments. Planning time as well as the dependency on relevant param-
eters is analyzed using statistical methods. Incremental learning is evaluated explicitly by running
the system on sequences of environments with different object and obstacle poses. Additionally,
we provide a comparison with a control-based approach without motion planning.
Section 5.5 focuses on the evaluation of the fully integrated PbD-system on dexterous manipula-
tion tasks, which require force interaction between the robot fingertips and the manipulated object.
The results of the individual components are analyzed and the resulting planning models are exe-
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(a) Albert II ready to grasp a box, - [51] (b) Adero using a spatula
Figure 5.1.: Robots used in key experiments.
cuted on the bimanual, anthropomorphic robot Adero. Additional simulation trials are generated
to evaluate planning with dynamics simulation using the original and specialized planning model.
In Section 5.6, we evaluate the approach to consider the correspondence problem in learning of
manipulation tasks by constraint relaxation and tightening. Multiple manipulation tasks and ran-
dom environments are used to measure the reduction in volume of the learned constraint regions,
which is obtained by projecting learned search heuristics on the constraint regions.
Finally, we show scalability of the PbD-system to different robot systems, e.g. Adero, Albert II,
Armar IIIb, Justin and PR2, in Section 5.7.
5.1. Experiment Setup Overview
Experiments on key components, e.g. demonstration-based and robot-test-based generalization
and specialization, were performed on two different robot systems, which will be described in
Section 5.1.1. In order to learn and plan manipulation of everyday objects, precise 3D models of
each object are required. We employ a database of 3D models, which will be described in Section
5.1.2. The components of the developed PbD-system as described in Chapter 3 and 4 as well as
the overall architecture, see Figure 1.4 on page 8, are realized in software and fully integrated in a
coherent way. The software implementation is described in Appendix C.
5.1.1. Robots
Figure 5.1 shows the robots Albert II and Adero, on which the key experiments were performed.
Albert II has a 3-DOF mobile platform and a 6-DOF Amtec-arm with a 6D DLR-force-torque-
sensor in the wrist and a 4-DOF Barrett Hand. Adero consists of two KUKA Lightweight Arms
with 7 DOF with active compliance and two 13-DOF Schunk Anthropomorphic Hands. The sec-
ond version of Adero supports additionally a mobile platform with 3 DOF.
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(a) Overview of objects in the database (b) Example of textured 3D models
Figure 5.2.: 3D-models in KIT Object Models database, [59].
The mapping and planning of manipulation strategies was also implemented on the robots Armar
IIIb, PR2 and Justin. Experiments on Armar IIIb and PR2 were only performed in simulation.
5.1.2. Object Database
Kasper et al. [59] developed an interactive object modeling center to generate high resolution,
textured 3D models of rigid objects, see Figure 5.2, in an efficient and intuitive way. We used the
system to generate a 3D model of the human hand, see Section 4.1.1. The object models are stored
in the (public) KIT Object Models database [58]. In the experiments, we use different objects
from the database, e.g, OrangeMarmelade, YellowSaltCube, Sauerkraut, DanishHam, BathDeter-
gent, CokePlasticSmall, CokePlasticLarge, VitalisCereals, SmacksCereals, Sprudelflasche. Addi-
tionally we use 3D models of different cups, a saucer, a measuring cup, a chips can, a chair, a
chessboard, chess pieces, a crate, different plates, different spoons and different spatulas.
5.2. Evaluation of Planning Algorithm
In this section, we compare the developed planning algorithm with standard techniques on simple
tasks, e.g. grasping of different objects and pouring in. First, we compare grasp quality and success
rate of a set of learned grasping strategies with a grasp database on sets of fixed and random object
poses, see Section 5.2.1. In Section 5.2.2, we compare the flexibility of the planning algorithm to
different object and obstacle arrangements with different execution mechanisms.
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Task Min Max Average Success
CokePlasticsLarge 0 0.48 0.16 0.95
CokePlasticsSmall 0 0.49 0.12 0.95
CokePlasticsSmall (top) 0 0.16 0.01 0.99
DanishHam 0 0.24 0.11 0.92
OrangeMarmelade 0 0.26 0.03 0.96
Pringles 0 0.44 0.16 0.95
Mildessa 0 0.22 0.05 0.96
Smacks 0 0.17 0.03 0.94
VitalisCereals 0 0.26 0.08 0.93
YellowSaltBox 0 0.23 0.03 0.96
Table 5.1.: Result: learned grasping strategies, fixed object poses
5.2.1. Grasp Strategies
We use the KIT Object Models database [59] as a reference to evaluate learning of grasping strate-
gies from the human teacher. In the database each object is annotated by a set of grasps for different
robot hands, e.g. Schunk Anthropomorphic Hand or Schunk Dexterous Hand (SDH). A grasp in
the database is defined as a sequence of actions:
1. The hand is placed approximately 10cm away from the object with a certain preshape.
2. The hand is moved in direction of the object.
3. The hand is closed until contact.
4. Force is applied in the fingertips, i.e. the fingers are closed a bit further.
5. The object is lifted.
The following objects were used: CokePlasticsLarge, CokePlasticsSmall, Pringles, DanishHam,
OrangeMarmelade, VitalisCereals, Smacks and YellowSaltBox. For each object, we demonstrated
a grasping strategy in the sensory environment and learned a planning model, see Figure 5.3. The
first constraint set was used. Each planning model consisted of two nodes and one arc. In the
first experiment, we placed each object at (the same) fixed position and orientation on the table
in front of the robot at position (900,−400,720)T with orientation (0,0,0)T and planned each
learned planning model 100 times, see Figure 5.4. In Table 5.1, the minimum, maximum, average
grasp quality and success rate of the planning process is shown. A query is successful if a robot
trajectory is generated, e.g. the approach motion is in the workspace. In this case, the grasp quality
can still be 0.
Additionally, we executed each grasp using the sequence of actions in the database and calcu-
lated the grasp quality, see Table 5.2. The execution failed if one of the motions was not in the
workspace of the robot arm. In both approaches, the identical grasp quality measure was used.
For all objects, the learned grasping strategies had a larger maximum grasp quality. The reason
is that in the database, a small set of distinct hand poses is used but if we plan a grasping strategy,
a large number of grasps is generated automatically in the search space defined by the learned
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(a) CokePlasticsLarge (b) CokePlasticsSmall (c) CokePlasticsSmall
(top)
(d) DanishHam
(e) OrangeMarmelade (f) Pringles (g) Mildessa (h) Smacks
(i) VitalisCereals (j) YellowSaltBox
Figure 5.3.: Examples of human grasp demonstrations for the selected objects.
constraints. Even if the search space is small, large differences in grasp quality can be obtained
due to local differences on the object surface. Nevertheless, the performance of the grasp database
is good. On average, 0.29 of all grasps could be applied and only for the object Mildessa a grasp
with a grasp quality close to zero was found. The average success rate of the learned grasping
strategies is 0.95. We would have to draw 9 random grasps from the database to achieve a similar
success rate, i.e. (1−0.29)9 < 1.0−0.95.
In the second experiment, a more realistic setup was used. We randomized the object position
with (±300,±300,0)T and the orientation with (0,0,±45)T . The result of the learned grasping
strategies is shown in Table 5.3. The grasps in the database were executed in random order and the
first successful grasp was taken. In contrast to the first experiment, the success rate for the database
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(a) CokePlasticsLarge (b) CokePlasticsSmall (c) CokePlasticsSmall
(top)
(d) DanishHam
(e) OrangeMarmelade (f) Pringles (g) Mildessa (h) Smacks
(i) VitalisCereals (j) YellowSaltBox
Figure 5.4.: Examples of planned grasp strategies for the selected objects.
reflects if a successful grasp is found. The result is summarized in Table 5.4. Both approaches were
executed 100 times.
In this experiment, both approaches produced grasps with similar high (averaged) grasp quali-
ties (PbD: 0.33, database: 0.2) and success rates (PbD: 0.95, database: 0.78). We can expect that
the slight advantage of PbD will diminish with a larger grasp database. The main advantage is that
task-dependent grasps are learned. In Table 5.3, two different grasping strategies for CokePlastic-
sSmall were learned, one from above and one from the side. The average grasp qualities show that
it is more difficult to generate grasps from above (average 0.01) than from the side (average 0.13)
but still a high quality grasp (maximum 0.17) can be generated.
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Task Min Max Average Success
CokePlasticsLarge 0 0.37 0.16 0.24
CokePlasticsSmall 0 0.38 0.09 0.26
DanishHam 0.23 0.23 0.23 0.25
OrangeMarmelade 0.14 0.25 0.20 0.50
Pringles 0 0.35 0.17 0.26
Mildessa 0 0.09 0.03 0.30
Smacks 0 0.24 0.08 0.29
VitalisCereals 0 0.44 0.07 0.26
YellowSaltBox 0 0.22 0.06 0.22
Table 5.2.: Result: grasp database, fixed object poses
Task Min Max Average Success
CokePlasticsLarge 0 0.47 0.17 0.94
CokePlasticsSmall 0 0.49 0.13 0.94
CokePlasticsSmall (top) 0 0.17 0.01 0.99
DanishHam 0 0.23 0.10 0.90
OrangeMarmelade 0 0.24 0.03 0.96
Pringles 0 0.47 0.14 0.94
Mildessa 0 0.27 0.05 0.96
Smacks 0 0.25 0.03 0.94
VitalisCereals 0 0.34 0.09 0.93
YellowSaltBox 0 0.30 0.02 0.96
Becher 0 0.38 0.06 0.95
Table 5.3.: Result: learned grasping strategies, random object poses
In general, the grasp quality measure is sufficient to find grasps that can be executed successfully
on the real robot [54], see Figure 5.5.
The results show that grasping strategies can be learned efficiently using the developed PbD
process. The generated grasp qualities are similar to grasp qualities in the precomputed database.
A clear advantage is that task-dependent grasps can be learned.
5.2.2. Planning without Physics Simulation
In this section, we evaluate flexibility of 5 different planning and execution mechanisms. The task
is to pour in consisting of multiple steps: grasping the cup and bottle, moving the cup in front of
the robot and pouring in, see Figure 5.6a. The (sub-)planning model to pour in contains 4 nodes
Task Min Max Average Success
CokePlasticsLarge 0 0.25 0.12 1.00
CokePlasticsSmall 0 0.28 0.09 1.00
DanishHam 0.03 0.24 0.18 0.45
OrangeMarmelade 0.06 0.27 0.16 0.64
Pringles 0 0.34 0.23 1.00
Mildessa 0 0 0 0.18
Smacks 0.02 0.17 0.10 0.91
VitalisCereals 0 0.22 0.09 1.00
YellowSaltBox 0 0.09 0.03 0.82
Table 5.4.: Result: grasp database, random object poses
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(a) DanishHam (b) OrangeMarmelade (c) Pringles (d) YellowSaltBox
Figure 5.5.: Execution of planned grasps on Adero. - [54] .
and 3 arcs. The grasps are not predefined but planned flexibly leading to a high variance in grasp
postures, i.e. how the hand is placed relative to the bottle. The cup is placed in front of the robot
with a high variance in position and orientation. The goal is to evaluate, how the mechanisms
adapt to collisions, self-collisions, variance in reference poses, e.g. cup in front of the robot, and
variance in grasp postures, e.g. hand relative to bottle.
In general, we executed the mechanisms 5 times on different settings. In each setting, the mech-
anisms were executed in multiple trials. The planning and execution mechanisms are
1. Planning: a trajectory is planned using the planning model.
2. Planning & search heuristics: prior to the trials, we learn a search heuristic. In each trial, a
trajectory is planned using the planning model and learned search heuristic.
3. Planning & full path: prior to the trials, we generate a trajectory for the left and right arm
using the planning model. In each trial, we plan a path to the first configuration of the
generated trajectory and execute it.
4. Search heuristics only: prior to the trials, we learn a search heuristic. In each trial, we plan
a trajectory using the planning model until the cup has been moved in front of the robot. We
execute the learned search heuristic directly using the controller to pour in.
5. Planning & partial path: prior to the trials, a trajectory is planned. We store the Cartesian
trajectory of the bottle relative to the cup during pouring in. In each trial, we plan a trajectory
using the planning model until the cup has been moved in front of the robot. In order to pour-
in, inverse kinematics are used to generate a trajectory based on the Cartesian trajectory of
the bottle relative to the cup.
We evaluated three different settings: random cup and bottle position, random position of one
and random position of two obstacles, see Figure 5.6. The basis is a 3x3 set of positions in front of
the robot. In the first setting, we placed the cup and bottle one after another on all combinations of
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(a) Goal configuration representing third node in plan-
ning model
(b) Random cup and bottle pose
(c) Random position of one obstacle (d) Random positions of two obstacles
Figure 5.6.: Planning: pour-in with variable cup, bottle and obstacle poses.
positions (except the same), see Figure 5.6b. In the second setting, see Figure 5.6c, a large obstacle
was placed on all positions. In the last setting, see Figure 5.6d, we added a smaller obstacle and
placed both obstacles on all combinations (except the same).
Each mechanism was executed 5 times on each setting. For instance, in the first setting 72
combinations of cup and bottle are possible and each mechanism is executed 5 times each with 72
trials. Table 5.5 shows a summary of the success rates for each mechanism. Planning and planning
with search heuristics show higher success rates compared to the last three mechanisms. Figure 5.7
visualizes the results in the first setting. In each (small) map the red patch shows, where the bottle
is placed. The view is the same as in Figure 5.6. The other patches visualize the success rate, when
the cup is placed on the corresponding position. A dark green indicates a success rate of 100%,
white a success rate of 0%. Intermediate values are interpolated. Since the cup is grasped with
the right hand and the bottle with the left, patches on the right side of the bottle are often blocked.
The result are tight spaces with a high collision potential, in which the first three mechanisms are
more successful. For all mechanisms, results are best, when the bottle is on the right side. Direct
execution of search heuristics and partial paths fail more often: (self-)collisions cannot be avoided
sufficiently and the motion cannot be adapted to different cup positions in front of the robot as well
as different hand postures since the workspace is left. The higher success rate of planning with the
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Method Setting 1 Setting 2 Setting 3
Planning 77.1 97.2 95.5
Planning & search heuristics 75.5 96.3 99.1
Planning & full path 65.6 50.0 21.8
Search heuristics only 20.3 20.6 9.7
Planning & partial path 16.1 4.4 13.0
Table 5.5.: Summary of results: success rates in % in different settings.
(a) Planning (b) Planning & search
heuristics
(c) Planning & full path
(d) Search heuristic only (e) Planning & partial path
Figure 5.7.: Visualization of success rates for setting 1: random cup and bottle position. The bottle is placed
on the red position. The cup on the remaining positions on the table. Dark green is 100%, white
is 0%.
full path compared to planning with the partial path shows that cup and hand postures have to be
reproduced to increase the success rate.
In setting 2, the cup and bottle pose were placed left and right of the 3x3 set of positions and
a single obstacle was placed on the table on the nine different positions. The first and second
mechanism can easily adapt to the new situation. Figure 5.8c shows the result for planning with
the full path. The white patches indicate that the first configuration of the generated trajectory is
blocked by the obstacle, leading to a success rate of 0%. In the last two mechanisms, success rate
is small since the controller and inverse kinematics often failed due to workspace violations and
collisions.
Figure 5.9 shows the last setting, in which two obstacles are placed on the table. Planning with
search heuristics is superior to planning since the time threshold is reached less often. The success
rates of method 1 and 2 remain stable. Success rate of method 3 drops to 21.8% since the start
configuration is blocked more often. Method 4 and 5 show similar results.
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(a) Planning (b) Planning &
search heuristics




(e) Planning & par-
tial path
Figure 5.8.: Visualization of success rates for setting 2: random pose of one obstacle. Dark green is 100%,
white is 0%.
(a) Planning (b) Planning & search
heuristics
(c) Planning & full path
(d) Search heuristic only (e) Planning & partial path
Figure 5.9.: Visualization of success rates for setting 3: random pose of two obstacles. The first obstacle is
placed on the red position. The second obstacle on the remaining positions on the table. Dark
green is 100%, white is 0%.
Planning based approaches show higher success rates in all settings. The success rates of method
4 and 5 show that adapting a single (Cartesian) trajectory or search heuristic to different grasp
postures or goal poses is problematic. The results of method 3 in setting 1 indicate that generating
trajectories or search heuristics for the complete task, i.e. grasps, cup motion and pour-in, is
advantageous since the intermediate grasp postures and cup motions are compatible. The problem
of method 3 is less flexibility, which is underpinned by the low success rates in setting 3. Method 2
represents a flexible combination of planning and search heuristics. The generated maps of method
3, 4 and 5 have more patches, i.e. obstacle or object arrangements, which contain no solutions, i.e.
41.2%, 43.0% and 55.5% patches with less than 1% solutions, see Table 5.6. The planning-based
methods 1 and 2 are more flexible with only 6.93% respectively 7.40% patches with less than 1%.
The results indicate that planning with the original planning model and planning with search
heuristics lead to a high flexibility with respect to different object and obstacle arrangements.
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Method Setting 1 Setting 2 Setting 3 Average
Planning 20.8 0 0 6.93
Planning & search heuristics 22.2 0 0 7.40
Planning & full path 33.3 33.3 56.9 41.2
Search heuristics only 44.4 11.1 73.6 43.0
Planning & partial path 34.7 66.7 65.2 55.5
Table 5.6.: Summary of execution results: percentage of environments with success rate < 1%.
5.3. Evaluation of Planning Model Generalization
In this section, we evaluate demonstration-based and robot-test-based generalization of the prelim-
inary planning model.
5.3.1. Demonstration-based Generalization
The goal of the demonstration-based generalization is to remove irrelevant constraints from a
learned planning model. In this section, we analyze the approach in a qualitative way in two
different tasks: chess knight move and bottle closing. The experiments were presented in [52]. We
discuss the results in more detail in the next subsections.
Chess knight move
The goal is to learn the chess knight move in a single direction, e.g. two squares straight and one
to the right, and to be able to execute it in a realistic chess match, i.e. with non-empty chess board.
Calinon et al. [23] evaluated the same task and used PCA to reduce the number of features. The
execution with a controller was limited to empty chessboards.
The chessboard and chess knight were each modeled with a single coordinate frame. The hu-
man teacher demonstrated the chess knight move 5 times from each corner and the center of the
chessboard, see Figure 5.10. The teacher introduced only minor variations in the L-shaped mo-
tion. Based on these demonstrations, the initial planning model was learned. It contained 40 node
and 72 arc constraints. The position constraints are visualized in Figure 5.11. The L-shaped mo-
tion is approximated by a large number of overlapping cylindrical constraints. The large cubical
constraint restricts the position of the chess piece to stay about 3cm above the chessboard.
The planning model was planned on Albert II with a non-empty chessboard. The human teacher
observed that the planning process failed since the chess knight could not be rotated, which is re-
quired to place it at the goal position. The teacher demonstrated the first additional demonstration:
the chess knight stands initially with a different orientation on the chess board, the chess knight
is moved and placed with a different orientation on the chessboard, see Figure 5.10. The result is
that all constraints, which restrict the orientation of the chess knight were removed and only di-
rection constraints remained. Due to the different orientation of the chess knight in the beginning,
arc constraints which enforce an L-shaped motion were removed. The resulting planning model
was executed again, see Figure 5.12. The task was executed successfully, i.e. a collision-free path
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Figure 5.10.: Human demonstrations of chess knight move. In order to learn the initial planning model,
the human teacher demonstrated the chess knight move 5 times in the corners and the center
of the chess board. Only small variance in the actual, L-shaped motion was demonstrated
(red). In the first additional demonstration, the chess knight was rotated during the motion
(green). The human teacher lifted the chess knight above the chess board in the last additional
demonstration (blue). - [52] .
(a) Node constraints (b) Arc constraints
Figure 5.11.: Constraints in the initial planning model. - [52]
through all chess pieces was found by the motion planner. The execution is complicated since the
chess knight is moved only a few centimeters above the chess board through the other chess figures
to reach the goal.
The human teacher made the second additional demonstration to increase flexibility: lift the
chess knight 20cm high above the chessboard, which removed the large cubical constraint.
The resulting planning model contained only a single direction node constraint, which restricts
the chess knight to stay upright, and a single position node constraint, which restricts the chess
knight relative to the orientation of the chess board and the position of the chess knight. The
position node constraint ensures that the chess knight is placed two squares ahead and one to the
right. Figure 5.13 shows the final planning results. The robot lifts the chess knight above the
chessboard, rotates it slightly and places it without collision on the goal position.
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(a) Visualization of collision-free path through all chess pieces
(b) Visualization of different path segments showing how the chess piece is rotated
Figure 5.12.: Execution on non-empty chessboard after first additional demonstration. - [52]
(a) Grasping (b) Lifting
(c) Moving (d) Placing
Figure 5.13.: Execution on non-empty chessboard using all additional demonstrations.
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(a) Example of human demonstrations to lift the bottle
(b) Example of human demonstrations to rotate the bottle cap
Figure 5.14.: Human demonstrations of the bottle closing task. The task was separated into two steps: lifting
(a) and rotating (b) to limit influence of sensor noise. - [52]
Bottle closing
In this task, the goal is to grasp the bottle with the right hand, lift it, grasp the bottle cap with the left
hand and rotate it clockwise to close the bottle. The lifting and rotating parts were demonstrated
separately to reduce noise in the observation process. The hand and finger positions have to be as
accurate as possible to be able to reproduce the rotation axis of the cap. The human demonstrated
each part 8 times, see Figure 5.14. For both objects a cylindrical grasp preshape was detected.
The initial planning model could be executed with the same bottle on Adero in computer-aided
simulation, see Figure 5.15.
The human teacher demonstrated different lifting motions to remove constraints, which restrict
the motion of the bottle. Orientation and direction constraints remained, i.e. the bottle has to be
kept upright. Execution with a different, smaller bottle failed. In this case, the visualization of goal
configuration candidates generated in the planning process showed that the robot tried to grasp the
bottle either near or above the top. In both cases, no configuration could be found, in which all goal
constraints were obeyed indicating that wrong reference frames were contained in the constraint
set of the initial planning model.
The human teacher demonstrated the task with a third, larger bottle. Based on these additional
demonstrations, constraints were removed, which restrict the wrist pose relative to the bottle open-
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Figure 5.15.: Planning result of the bottle closing task with the bottle, which was used to learn the initial
planning model. - [52]
Figure 5.16.: Planning result of the bottle closing task with a smaller bottle and the planning model obtained
using all additional demonstrations.
ing during lifting and relative to the bottle bottom during rotating. The resulting planning model
was executed successfully with the smaller bottle, see Figure 5.16.
Conclusion
The qualitative results of the experiments show that visual feedback, i.e. the execution of a pre-
liminary planning model in simulation in a different environment, enables the human teacher to
interactively remove irrelevant constraints by making additional demonstrations. Nevertheless, the
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Initial Reduced Chosen Tests Valida- Success
Experiment Constraints Constraints solution tion set (%)
Bottle in fridge 5 2 1 2 10 100
Pour-in 174 60 2 2 15 67
Bottle in crate 15 13 1 3 20 100
Pressing a key 362 28 1 3 15 100
Cup on saucer 26 15 1 4 24 88
Bottle opening 16 8 1 1 20 90
Lifting a chair 12 6 1 1 10 100
Table 5.7.: Results of robot-test-based generalization: Initial and Reduced Constraints is the number of con-
straints in the state before and after generalization. Chosen solution is the index of the selected
solution. Test is the number of robot tests. Validation set is the number of robot test to determine
the generalization error of the optimization result. Success is 1 - generalization error.
human teacher requires experience with the learning system to interpret and resolve the failure
cause using additional demonstrations.
The resulting planning models were flexible. The chess knight move was executed on a chess-
board with a large number of chess pieces, which reduced the free space drastically. In the bottle
opening task, the resulting planning model was executed with two different bottles.
5.3.2. Robot Tests
In this subsection, we discuss the evaluation of the robot-test-based generalization algorithm with 7
experiments: bottle in fridge, pour-in, bottle in crate, pressing a key, cup on saucer, bottle opening
and lifting a chair. The planning model for the first experiment served as the illustrative example
in Section 4.5 and was defined manually. The remaining planning models were learned based
on multiple human demonstrations with a single set of objects, i.e. learned constraints encode
geometric properties of the objects, which limits generalization to different objects. Focus is on
the generalization to new objects. The experiments were published in [49].
The human teacher demonstrated a set of robot tests, which were divided into two sets to cal-
culate the generalization error: training and validation. We executed the generalization algorithm
to deduce a maximal set of constraints, which admits a successful solution to the training set. The
generalization algorithm was executed on 24 processes in parallel. We used Albert II and Adero in
these experiments. The result of the generalization algorithm are multiple planning models sorted
by fitness. The planning result of each hypothesis is visualized and the human teacher picks the
first solution, which reproduces the task at least visually. The resulting planning model was exe-
cuted on the validation set. We define a failure as either the maximum planning time of 5 minutes
is reached or the human teacher labelled the execution as failed. The latter might happen, if con-
straints, which are relevant to the task, were removed. Table 5.7 shows a summary of the results.




The goal is to grasp a bottle and place it in a fridge door. This task served as an illustrative
example in Section 4.5. The position of the bottle in the fridge door was restricted by one constraint
relative to the door and three constraints relative to the shelves in the fridge. A contact constraint
restricted that the bottle had to be in contact with the fridge door. In the robot tests, the teacher
demonstrated different door angles. The planning process failed since the four position constraints
were inconsistent. These ambiguities were resolved since only the correct reference, i.e. the fridge
door, results in a bottle position, in which the contact constraint is obeyed.
Pour-in
The task was to lift a cup and pour liquid from a bottle into the cup. The robot test was to exe-
cute the learned planning model with a cup and a measuring cup. The planning model contained
constraints with references to coordinate frames in the robot base, in the opening and bottom of
the cup and in the opening and bottom of the measuring cup. The grasping motion for the cup and
measuring cup were defined ambiguously by constraints, which restrict the wrist coordinate frame
relative to the opening and bottom coordinate frames (since only a single object was used during
learning). The inconsistency statistics showed that these constraints were inconsistent in the robot
test. Since the false reference coordinate frame led to configurations, in which the grasp quality
constraint was violated, the correct constraints were identified.
Problematic are constraints, which implicitly restrict that no fluids are spilled, e.g. by restricting
the measuring cup opening to stay above the cup opening. Since the measuring cup is considerably
larger than a normal bottle, a larger number of collisions occurs and often no configuration is
found, in which these constraints are obeyed. These constraints were deactivated in the beginning
and were reactivated one after another by the mutation operator.
The optimization process did not converge and was stopped after 8 hours computation time. The
human teacher chose the second solution, which produced the visually correct result in simulation.
Nevertheless, the generalized planning model failed on 33% of the validation set. The reason is
that a single orientation arc constraint was missing restricting the measuring cup to be only slightly
rotated while pouring in. The missing constraint was added after additional 5 hours computation
time showing that more elaborate stopping criteria have to be investigated in the future. Figure
5.17 visualizes the constraints before and after generalization.
Bottle in Crate
In this experiment, a bottle had to be grasped and placed in a crate. Coordinate frames were
defined in the crate and in the opening and bottom of the bottle. The human teacher demonstrated
robot tests with bottles of different sizes and varying bottle and crate poses. The latter is shown
in Figure 5.18. During grasping ambiguities similar to the pour-in experiment existed and were
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(a) Node (left) and arc (right) constraints before generalization
(b) Node (left) and arc (right) constraints after generalization
Figure 5.17.: Pour-in: constraints before and after generalization. - [49]
removed successfully, i.e. if the wrist pose is restricted relative to the opening or bottom of the
bottle. Orientation constraints for the bottle were removed. Constraints, which restrict the bottle
opening relative to the crate were removed since they could not be obeyed due to collisions with
the crate. The generalized planning model could be executed successfully with bottles of different
size.
Pressing a Key
In this experiment, the goal is to press a key on the keyboard. We modeled the keyboard with
45 keys. In the human demonstrations, the human teacher pressed only the 27th key. The initial
planning model contained 362 constraints. In the robot tests, the robot had to press a different key.
Constraints, which restrict the finger relative to different keys, were inconsistent, see Figure 5.19.
The result is that all position constraints but one are deactivated by the mutation operator. The state
is mutated until the position constraint with the correct reference is found. Incorrect references lead
to collisions with other keys, contact with the wrong key or no contact at all. The mutation is ran-
dom, i.e. trial-and-error, leading to high computation times. In the result, the relevant position
153
5. Evaluation
Figure 5.18.: Bottle in crate: examples of robot tests.
(a) Ambiguous constraints, - [49] (b) Execution
Figure 5.19.: Constraint and execution of generalized planning model to press a key.
constraints, i.e. that the motion of the wrist and finger is relative to the 27th key, remained. The
generalized planning model could be executed with arbitrary keys on the same keyboard. General-
ization to a keyboard with different keys was not possible since orientation constraints remained,
which restricted the wrist and finger relative to different keys on the keyboard.
Cup on Saucer
In this experiment, a cup has to be placed on a saucer. The teacher demonstrated a limited number
of cup orientations assuming that the symmetry of the cup is used. To test this assumption, he
defined robot tests with arbitrary cup orientations. Constraints restricting the cup orientation were
removed and only direction constraints remained approximating the symmetry axis of the cup. Cup
and saucer were placed at a large distance to each other, which effectively removed all constraints
restricting the cup position relative to the start pose of the cup, and all arc constraints restricting
the cup position relative to the saucer. The result contained only arc constraints, which restrict that
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(a) Robot tests (b) Execution
Figure 5.20.: Experiment: bottle opening. - [49]
the cup is transported upright, and node constraints, which restrict that the cup is placed upright on
the saucer. The generalized planning result could be executed successfully on the validation set.
Bottle Opening
Similar to Section 5.3.1, a bottle cap had to be grasped and rotated counterclockwise to open
the bottle. The human teacher defined robot tests with bottles of varying height, i.e. where the
coordinate frames opening and bottom are different. The first step was to grasp the bottle cap.
Constraints restricted the wrist position and orientation relative to the bottom and opening of the
bottle as well as the center of mass of the cap. In the robot tests, these constraints were inconsistent
and only constraints with the correct reference, i.e. the bottle opening and center of mass of the
cap, remained. During the rotation, a high number of collisions and workspace violations occurred.
Consequently, constraints, which restrict the cap to stay at the same position and only rotate around
the z-axis, were initially removed but later reintroduced by the mutation operator. Figure 5.20
shows different robot tests. The arc constraints in the optimization result restricted that the cap had
to stay at the same position and had to be rotated around the z-axis. The node constraints restricted
that the orientation of bottle had to be in a specific range and the position had to remain unchanged.
The generalization error of 10% has to be attributed to the difficulty of the planning problem.
Lifting a Chair
In this experiment, the goal was to grasp a chair and lift it. Coordinate frames were defined in
the robot base and chair. Still ambiguities existed, e.g. has the grasping motion to be restricted
relatively to the robot base? By using robot tests with different chair poses relative to the robot,
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Figure 5.21.: Execution of generalized planning model to lift a chair. - [49]
position constraints, which reference the robot base coordinate frame, were removed. The optimal
solution was found, consisting of constraints restricting the wrist position and orientation relatively
to the chair. The task was executed on Albert II, see Figure 5.21.
Conclusion
The experiments showed that a small number of robot tests, 2.3 on average, is sufficient to gener-
alize a planning model. In all experiments a planning model was found that solved the robot tests.
The average success on the validation set is 92%. The pour-in experiment showed that a better
stopping criteria is required for problems with hundreds of constraints.
The human teacher had to verify only 1.1 planning models on average until a solution was found.
Since the human teacher is not involved in the time-demanding optimization process but only in
the definition of robot tests and verification of optimization results, user interaction is limited. The
results show that planning models can be generalized with limited user interaction. The small
generalization error indicates that the generalized planning models can be executed in a flexible
way in different environments.
5.4. Evaluation of Planning Model Specialization
In this section, learning and planning of search heuristics is analyzed. The results in Section 5.4.1,
5.4.2 and 5.4.3 were published in [55] and [112].
Three manipulation tasks were evaluated: placing a cylinder in a crate (A), placing a bottle in a
fridge door (B) and placing a bottle in a box on a rack (C). In each task, three different subtasks
were defined (A1, A2, A3, B1, B2, B3, C1, C2, C3), e.g. to analyze scalability to environments
with different object poses or obstacles. We explain each subtask in the following subsections.
Experiments were performed both on Albert II and Adero. In each subtask, 100 trials were
performed. Maximum planning time was 30 seconds with 2 seconds to generate at most 100 goal
configurations in each trial. We ran all experiments with different distance thresholds for clustering
Pd = 100,150,200 and number of trajectories in each cluster Pc = 3,5,7. The number of Gaussians
was fixed to Pg = 6. We measured mean planning time µ and standard deviation σ of planning time
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w/out search heuristics with search heuristics
Experiment µ σ e µ σ e t0 n s
A1 3.7 1.8 0 0.33 0.01 0 7 1 11.3
A2 5.3 7.8 1 0.73 1.1 0 3 1 7.2
A3 5.7 7.5 4 0.97 2.0 3 4 3 5.9
B1 2.5 0.02 0 0.54 0.08 0 3 1 4.5
B2 3.0 1.2 0 0.89 0.26 0 75 4 3.4
B3 2.7 3.6 0 1.7 3.7 2 3 3 1.6
C1 20.7 13.8 4 0.91 1.3 0 26 1 22.9
C2 4.5 2.6 0 0.92 0.55 0 3 1 4.9
C3 12.6 3.8 2 0.76 1.2 0 20 1 16.6
Table 5.8.: Experiments: results obtained with Pd = 100 and Pc = 3. Mean µ (in s) and standard deviation
σ (in s) and error rate (in %) of planning time. Iteration t0, when first search heuristic is learned.
Number of learned search heuristics n. The last column (s) shows the speed-up. - [112]
in seconds, the percentage of failed planning attempts e, the number of generated search heuristics
n, the time point t0, when the first search heuristic was generated and the speed-up s. The speed-
up is the quotient of mean planning time without and with search heuristics. Additionally, we
evaluated some subtasks multiple times to analyze mean speed-up. Table 5.8 shows a summary of
results obtained for parameters Pd = 100 and Pc = 3. All experiments were executed independently.
C3 has a shorter mean planning time as C1 and C2 since different search heuristics were learned
resulting in different speed-ups.
5.4.1. Bottle in Crate
The goal of task A is to grasp a bottle and place it in a crate, see Figure 5.22a. The task was
executed on Albert II. The goal constraint is visualized in Figure 5.22b. It restricts the coordinate
frame in the bottom of the bottle to reside in a cubical region relative to the crate. The main
planning problems are to find a collision-free goal configuration in the crate and plan a collision-
free path through the narrow passage in the crate.
We considered three subproblems: a fixed bottle and crate pose (A1), random bottle and crate
poses (A2) and the following sequence, each executed 100 times before the next: A1, A2, A1 with
1, 2, 3, 4 obstacles in the crate (A3). The sequence of obstacles is shown in Figure 5.23.
Task A1
In A1, the bottle and crate had a fixed position and orientation on the table. Figure 5.24 shows an
example of the execution of task A1 using a single search heuristic. A small clustering distance
threshold Pd led to search heuristics, which covered only a single compartment in the box, see
Figure 5.25a to 5.25c. Therefore, the probability to generate a configuration which collides with
the crate was small resulting in a high speed-up. With larger Pd a single search heuristic covered
either multiple, see Figure 5.25d, 5.25e, 5.25h and 5.25i, or a single compartment, see Figure 5.25f
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(a) Place a bottle in the crate (b) Goal constraint, - [55]
Figure 5.22.: Task A: visualization of task (a) and used goal constraint (b).
(a) 1 obstacle (b) 2 obstacles (c) 3 obstacles (d) 4 obstacles
Figure 5.23.: Task A3: obstacle arrangements. - [112]
and 5.25g, depending on the randomly generated training examples resulting in a higher variance
of the obtained speed-up.
Table 5.9 shows the planning results with and without search heuristics in task A1. The experi-
ment was repeated 5 times and the average speed-up shows that a smaller Pd led to tighter search
heuristics and shorter planning times, see Table 5.10.
Task A2
In subtask A2, the cylinder pose was randomized within ±10cm and the crate pose within ±10cm
and ±45◦. The higher variance in the generated training examples, compare Figure 5.26a and
5.26b, shows the importance of clustering to determine similar training examples.
In the first run of the experiment, planning time increased slightly, see Table 5.11, but a high
speed-up of up to 8.7 remained. We repeated the experiment 5 times, see Table 5.12. The maxi-
mum average speed-up was 14.1 with Pd = 100 and Pc = 3, which is significantly larger than the
maximum average speed-up of A1 with 9.56. The reason for this increase is the higher average
planning time without search heuristics of 5.3s (A2) compared to 3.7s (A1) and the similar plan-
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(a) (b) (c)
(d) (e) (f)
Figure 5.24.: Task A1: execution of task using a single search heuristic. - [112]
Pg 6 no
Pd 100 150 200 Shc
Pc 3 5 7 3 5 7 3 5 7
µ 0.33 0.45 0.37 1.7 0.86 0.37 0.42 0.83 0.69 3.7
σ 0.01 0.29 0.10 2.49 0.98 0.02 0.13 1.43 0.74 1.8
t0 7 12 39 3 5 12 3 5 7
s 11.32 8.32 10.17 2.19 4.33 10.08 8.85 4.48 5.39
Table 5.9.: Task A1: fixed crate and bottle pose. µ is the mean (in s) and σ the standard deviation (in s) of
the planning time. t0 is the iteration, when the first search heuristic is learned. s is the speed-
up, Pg the number of Gaussians, Pd the distance threshold for clustering and Pc the number of
trajectories in a cluster. No Shc refers to planning without search heuristics. - [112]
ning time with search heuristics, e.g. 0.27s (A2) compared to 0.33s (A1) in the best of 5 runs with
Pd = 100 and Pc = 3. The planning model was executed successfully on Adero, see Figure 5.27.
Task A3
In this subtask, we evaluated the incremental learning of search heuristics by changing the envi-
ronment during the experiment. A3 started with A1, i.e. a fixed crate and cylinder pose, which is
executed 100 times. Followed by A2, i.e. random crate and cylinder poses. Then A1 was executed
again but with one, two, three and four obstacles in the crate. Figure 5.28 visualizes the learning
process with different parameter settings.
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(a) Pd : 100 Pc: 3 (b) Pd : 100 Pc: 5 (c) Pd : 100 Pc: 7
(d) Pd : 150 Pc: 3 (e) Pd : 150 Pc: 5 (f) Pd : 150 Pc: 7
(g) Pd : 200 Pc: 3 (h) Pd : 200 Pc: 5 (i) Pd : 200 Pc: 7
Figure 5.25.: Task A1: training examples and learned search heuristics with different parameters. - [112]
(a) Training examples (A1) (b) Training examples (A2) (c) Cluster (A2) (d) Learned search heuris-
tic (A2)
Figure 5.26.: Comparison of training examples with fixed (A1) and random object poses (A2). Example of
generated cluster and learned search heuristic. - [112]
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Pg 6
Pd 100 150 200
Pc 3 5 7 3 5 7 3 5 7
s1 11.32 8.32 10.17 2.19 4.33 10.08 8.85 4.48 5.39
s2 11.23 11.04 7.77 3.02 3.80 8.01 11.23 2.91 6.12
s3 7.89 10.49 5.64 2.80 10.55 8.43 2.99 3.64 2.98
s4 7.18 6.23 10.46 9.77 5.49 4.52 6.96 4.06 2.35
s5 10.16 7.15 9.27 3.65 1.82 10.76 1.35 6.64 3.17
µs 9.56 8.65 8.66 4.29 5.20 8.36 6.27 4.34 4.00
σs 1.92 2.08 1.99 3.11 3.27 2.43 4.08 1.41 1.65
Table 5.10.: Task A1: speed-ups of five runs with each 100 trials. si is the speed-up of run i. µs the mean of
the speed-ups and σs the standard deviation of the speed-ups. Pg the number of Gaussians, Pd
the distance threshold for clustering and Pc the number of trajectories in a cluster. - [112]
Pg 6 no
Pd 100 150 200 Shc
Pc 3 5 7 3 5 7 3 5 7
µ 0.73 0.73 0.87 0.61 0.66 1.20 1.32 1.14 1.41 5.3
σ 1.11 1.33 2.53 0.18 0.31 1.58 1.76 1.44 2.89 7.8
t0 3 5 23 3 5 8 3 8 12
s 7.21 7.25 6.07 8.69 8.03 4.37 3.99 4.61 3.72
Table 5.11.: Task A2: random crate and bottle pose. µ is the mean (in s) and σ the standard deviation (in s)
of the planning time. t0 is the iteration, when the first search heuristic is learned. s is the speed-
up, Pg the number of Gaussians, Pd the distance threshold for clustering and Pc the number of
trajectories in a cluster. No Shc refers to planning without search heuristics. - [112]
Pg 6
Pd 100 150 200
Pc 3 5 7 3 5 7 3 5 7
s0 7.21 7.25 6.07 8.69 8.03 4.37 3.99 4.61 3.72
s1 12.84 12.60 8.90 3.02 6.37 4.48 5.93 9.40 4.94
s2 14.44 14.56 9.11 8.55 2.80 8.16 8.77 9.01 12.58
s3 16.70 10.67 14.58 8.56 6.65 7.14 12.72 5.80 6.13
s4 19.32 11.51 17.87 6.79 9.26 9.77 5.10 12.47 2.97
µs 14.10 11.32 11.30 7.12 6.62 6.78 7.30 8.26 6.07
σs 4.56 2.70 4.79 2.43 2.43 2.35 3.51 3.12 3.83
Table 5.12.: Task A2: average speed-up. si is the speed-up of run i. µs the mean of the speed-ups and σs the
standard deviation of the speed-ups. Pg the number of Gaussians, Pd the distance threshold for
clustering and Pc the number of trajectories in a cluster. - [112]
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Figure 5.27.: Task A2: execution on Adero. - [55]
We discuss the example in Figure 5.28a. During the execution of A1 the first search heuristic
was learned. The search heuristic could still be applied, when the problem changed to A2 and A1
with one and two obstacles, see Figure 5.29a. The third obstacle blocked the learned search heuris-
tic. The planning process failed and planning without search heuristics was used to generate new
solutions. After a few iterations, a new search heuristic was learned and planning time decreased,
see Figure 5.29b. The novel search heuristic was blocked by the fourth obstacle and a new search
heuristic was learned, see Figure 5.29c.
Nearly identical results were obtained with Pd = 100 and Pc = 5, see Figure 5.28b. Figure 5.28c
shows the results with Pd = 100 and Pc = 7. In this case, a search heuristic was learned which could
be applied successfully until it was blocked by the fourth obstacle. A second search heuristic was
learned.
In this experiment, a smaller but still significant speed-up was obtained, e.g. a speed-up of 5.9
with Pd = 100 and Pc = 3. In all trials, at most 3 search heuristics were learned indicating that
search heuristics can be used flexibly in different environments.
5.4.2. Bottle in Fridge
In this experiment, the goal was to grasp a bottle and place it in a fridge door, see Figure 5.30. In
contrast to Task A, an arc orientation constraint was included, which restricted the bottle to stay
upright during the motion. Additionally, the bottle had to be placed in a continuous space in the
fridge door, see Figure 5.30a.
Three subtasks were evaluated: no obstacles (B1), random obstacle pose in fridge door (B2) and
the sequence of both (B3).
Task B1
Figure 5.31 shows learned search heuristics in B1. Since no obstacle blocked the goal and the initial
bottle pose was fixed the planner produced similar trajectories in each run. Therefore, the variance
in the learned search heuristics was low compared to task A and the speed-up was stable for
different parameter sets. The best average planning time with search heuristics was 0.53 seconds
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(a) Pd : 100, Pc: 3, x-axis: iterations, y-axis (left): planning time (in s), y-axis (right): number of search heuristics.













(b) Pd : 100, Pc: 5, x-axis: iterations, y-axis (left): planning time (in s), y-axis (right): number of search heuristics.












(c) Pd : 100, Pc: 7, x-axis: iterations, y-axis (left): planning time (in s), y-axis (right): number of search heuristics.
Planning Time (without SHC) in secondsPlanning Time Average (without SHC) in seconds
Planning Time (with SHC) in secondsPlanning Time Average (with SHC) in seconds
Number of SHCs
(d) Legend
Figure 5.28.: Task A3: incremental learning of search heuristics with different parameters. - [112]
(a) 2 obstacles (b) 3 obstacles (c) 4 obstacles
Figure 5.29.: Task A3: a search heuristic was learned and used successfully with two obstacles (a). In (b),
a third obstacle blocked the search heuristic in (a) and a new search heuristic is learned. The
process repeated with the fourth obstacle (c). - [112]
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(a) Goal constraint (b) Learned search heuristic (c) Execution
Figure 5.30.: Task B: grasp a bottle and place it in the fridge door. - [112]
(a) Pd : 100 Pc: 3 (b) Pd : 100 Pc: 5 (c) Pd : 100 Pc: 7
(d) Pd : 150 Pc: 3 (e) Pd : 150 Pc: 5 (f) Pd : 150 Pc: 7
(g) Pd : 200 Pc: 3 (h) Pd : 200 Pc: 5 (i) Pd : 200 Pc: 7
Figure 5.31.: Task B1: learned search heuristics with different parameters. - [112]
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Pg 6 no
Pd 100 150 200 Shc
Pc 3 5 7 3 5 7 3 5 7
µ 0.54 0.60 0.61 0.57 0.58 0.54 0.53 0.78 0.61 2.5
σ 0.08 0.16 0.11 0.08 0.06 0.06 0.08 0.22 0.18 0.15
t0 3 5 11 3 5 7 3 5 7
s 4.53 4.08 4.04 4.29 4.22 4.53 4.60 3.14 4.06
Table 5.13.: Task B1: no obstacles. µ is the mean (in s) and σ the standard deviation (in s) of the planning
time. t0 is the iteration, when the first search heuristic is learned. s is the speed-up, Pg the
number of Gaussians, Pd the distance threshold for clustering and Pc the number of trajectories
in a cluster. No Shc refers to planning without search heuristics. - [112]
Pg 6 no
Pd 100 150 200 Shc
Pc 3 5 7 3 5 7 3 5 7
µ 0.89 1.72 2.11 1.18 1.11 2.04 2.47 1.64 1.09 3.0
σ 0.26 2.66 4.80 1.42 1.57 4.61 4.09 2.40 0.54 1.18
t0 75 37 26 24 21 34 17 20 33
s 3.35 1.74 1.41 2.54 2.68 1.46 1.21 1.82 2.75
Table 5.14.: Task B2: random obstacle poses. µ is the mean (in s) and σ the standard deviation (in s) of
the planning time. t0 is the iteration, when the first search heuristic is learned. s is the speed-
up, Pg the number of Gaussians, Pd the distance threshold for clustering and Pc the number of
trajectories in a cluster. No Shc refers to planning without search heuristics. - [112]
and without 2.5 seconds indicating that the planning problem is simple. The highest speed-up was
4.6, see Table 5.13.
Task B2
In this subtask, a second bottle was placed at a random position in the fridge door as an obsta-
cle. The planning time without search heuristics was slightly higher compared with B1 since the
obstacle was small and therefore blocked only a small portion of the free space, see Table 5.14. Al-
though two search heuristics were learned at most, see Figure 5.32, planning time was not affected
by the time to select a search heuristic. It could be identified efficiently when a search heuristic
was blocked: no goal configuration was found, which lay in the intersection of the last ellipsoid of
the search heuristic and the goal constraint. A maximum speed-up of 3.35 was obtained.
Task B3
In the last subtask, we executed B1 100 times followed by B2 100 times. Figure 5.33 shows the
resulting planning times. After a few iterations the first search heuristic is learned and the planning
time is reduced. When the random obstacle is added, the search heuristic is blocked multiple times,
new training data is generated and the second search heuristic is learned after a few iterations. The
average speed-up of 5 runs is between 1.6 and 2.3, see Table 5.15.
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(a) First search heuristic (iteration
5)
(b) Second search heuristic (itera-
tion 12)
Figure 5.32.: Task B2: learned search heuristics (Pc: 3, Pd : 100). - [112]












(a) Pd : 100, Pc: 3, x-axis: iterations, y-axis (left): planning time (in s), y-axis (right):
number of search heuristics.
Planning Time (without SHC) in secondsPlanning Time Average (without SHC) in seconds
Planning Time (with SHC) in secondsPlanning Time Average (with SHC) in seconds
Number of SHCs
(b) Legend
Figure 5.33.: Task B3. B1 is executed (1-100) followed by B2 (101-200). - [112]
Pg 6
Pd 100 150 200
Pc 3 5 7 3 5 7 3 5 7
s0 3.2 1.7 1.4 2.4 2.6 1.4 1.2 1.7 2.6
s1 3.1 1.4 2.7 1.3 1.3 1.8 2.5 2.5 2.8
s2 1.7 1.5 1.5 2.5 1.1 2.3 1.3 2.6 1.9
s3 1.7 1.7 2.4 1.4 1.9 1.7 1.6 2.1 1.4
s4 1.6 2.2 2.4 2.0 2.1 2.0 1.7 1.5 1.9
µs 2.3 1.7 2.1 1.9 1.8 1.8 1.6 2.1 2.1
σs 0.84 0.30 0.61 0.56 0.61 0.35 0.51 0.45 0.59
Table 5.15.: Task B3: average speed-up. si is the speed-up of run i. µs the mean of the speed-ups and σs the
standard deviation of the speed-ups. Pg the number of Gaussians, Pd the distance threshold for
clustering and Pc the number of trajectories in a cluster. - [112]
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(a) Goal constraint (b) Search heuristic (c) Execution
Figure 5.34.: Task C: grasp a chips can and place it in a box on a rack. - [112]
Pg 6 no
Pd 100 150 200 Shc
Pc 3 5 7 3 5 7 3 5 7
µ 0.90 0.40 1.9 0.78 0.91 0.79 0.57 0.64 1.2 21
σ 1.3 0.04 3.5 1.5 0.49 1.9 0.17 1.1 2.8 14
t0 26 24 36 6 8 25 7 22 20
s 22 52 11 27 23 27 37 33 17
Table 5.16.: Task C1: fixed box position in rack. µ is the mean (in s) and σ the standard deviation (in s) of
the planning time. t0 is the iteration, when the first search heuristic is learned. s is the speed-
up, Pg the number of Gaussians, Pd the distance threshold for clustering and Pc the number of
trajectories in a cluster. No Shc refers to planning without search heuristics. - [112]
5.4.3. Chips Can to Rack
In task C, the goal is to grasp a chips can and place it in a box on a rack, see Figure 5.34. In the first
subtask, the box pose is fixed (C1). In the second subtask, the box is placed at random positions
with the same orientation on the rack (C2). In C3, C1 and C2 are executed one after another, each
100 times.
Task C1
Table 5.16 shows the planning results for C1. The average planning time without search heuris-
tics was 21 seconds. We deduce that the large rack in a small distance to the robot restricts its
workspace severely. Figure 5.35 shows the learned search heuristics for different parameter sets.
A high variance of learned search heuristics indicates a high variance in the planned trajectories.
Each search heuristic represents an alternative solution to the task. The effect on the learning pro-
cess can be observed on t0, i.e. the time point, in which the first search heuristic was learned, see
Table 5.16. t0 was significantly higher than for task A and B. Since the planning problem was
difficult, a high speed-up between 11 and 52 was reached. The task was executed successfully on
Albert II, see Figure 5.36.
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(a) Pd : 100 Pc: 3 (b) Pd : 100 Pc: 5 (c) Pd : 100 Pc: 7 (d) Pd : 150 Pc: 3 (e) Pd : 150 Pc: 5
(f) Pd : 150 Pc: 7 (g) Pd : 200 Pc: 3 (h) Pd : 200 Pc: 5 (i) Pd : 200 Pc: 7
Figure 5.35.: Task C1: learned search heuristics with different parameters. - [112]
Figure 5.36.: Task C1: execution on Albert II. - [55]
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Pg 6 no
Pd 100 150 200 Shc
Pc 3 5 7 3 5 7 3 5 7
µ 0.92 0.64 0.87 0.64 0.86 0.73 0.68 0.99 0.93 4.5
σ 0.55 1.1 0.82 0.52 1.4 1.2 0.54 1.7 1.4 2.6
t0 3 8 16 4 7 13 3 6 18
s 4.9 7.0 5.1 7.0 5.2 6.1 6.6 4.5 4.8
Table 5.17.: Task C2: random box positions in rack. µ is the mean (in s) and σ the standard deviation (in s)
of the planning time. t0 is the iteration, when the first search heuristic is learned. s is the speed-
up, Pg the number of Gaussians, Pd the distance threshold for clustering and Pc the number of
trajectories in a cluster. No Shc refers to planning without search heuristics. - [112]
Task C2
In this subtask, the box was not fixed but placed at random positions with the same orientation on
the same shelf. Since the box position in C1 was extremely close to the side of the rack the average
planning time without search heuristics was significantly smaller for C2 with 4.5s compared to C1
with 21s, see Table 5.17. Planning time with search heuristics was nearly identical. The result was
a smaller speed-up compared to C1 between 4.5 and 7.0 depending on the parameter set. A single
search heuristic was sufficient in all trials.
The robot had to move the chips can in a complex way near to the box, i.e. rotate the chips
can while moving it inside. The controller reproduced this motion near to the object based on the
learned search heuristics, resulting in shorter planning time. The larger part of the motion, i.e. to
move around the rack pieces to avoid collisions, was generated using the planner but planning time
was relatively small due to the large free space.
Task C3
The result of C3 is shown in Figure 5.37. C1 was more difficult than C2 resulting in high mean and
variance of the planning time without search heuristics. After a few iterations, a search heuristic
was learned and a high speed-up was achieved. At iteration 100, the settings switched to C2.
The mean and variance of the planning time dropped but remained significantly higher than the
planning time with search heuristics. The variance in the planning time was reduced greatly by
using the learned search heuristic. The main reason is that the last part of the motion, which is
difficult to plan without search heuristics, could be reproduced using the search heuristics resulting
in a small variance.
5.4.4. Comparison with Control-Approach
We compared two mechanisms: planning with search heuristics and the execution of the control
algorithm without planning. Two tasks were used: place a bottle in a crate with random poses and
place a bottle in the fridge with a random obstacle. In both tasks, a single search heuristic was
learned and used with both mechanisms.
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(a) Pd : 100, Pc: 3, x-axis: iterations, y-axis (left): planning time (in s), y-axis (right):
number of search heuristics
Planning Time (without SHC) in secondsPlanning Time Average (without SHC) in seconds
Planning Time (with SHC) in secondsPlanning Time Average (with SHC) in seconds
Number of SHCs
(b) Legend
Figure 5.37.: Task C3. C1 is executed (1-100) followed by C2 (101-200). - [112]
Task Time (success) (s) Time (s) Success (%)
Planning Bottle in crate 1.94 4.43 80Bottle in fridge 2.12 2.12 100
Control Bottle in crate 1.96 12.6 51Bottle in fridge 3.86 14.8 56
Figure 5.38.: Comparison with Control Algorithm: planning results show a higher success rate in both tasks.
We executed the control algorithm, which is used in the constraint-based motion planner, see
Section 4.6.5, starting from the current robot configuration, i.e. we did not plan to the beginning
of the search heuristic. In the control algorithm, the robot motion is adapted depending on the
deviation of the current configuration to the mean of the search heuristics in the next time point.
The motion will follow the mean the closer the smaller the variance in the next time point.
Figure 5.38 summarizes the results. We executed each task 100 times. In the first task, the exe-
cution time is similar (if successful) but the success rate is higher 80% > 51% when using planning
with search heuristics. In the second task, planning with search heuristics has also superior success
rate 100% > 56% and planning time 2.12s < 3.86s. The results indicate that the combination of
planning and control-based execution of search heuristics is advantageous if collisions in the envi-
ronment and the workspace limitations require to deviate from the trajectories, which are encoded
in the search heuristic.
5.4.5. Conclusion
Table 5.18 shows an overview of the average speed-ups obtained in the tasks A1, A2, B1, B2, C1
and C2. A3, B3, C3 are omitted since their purpose was to analyze the incremental learning. Each
experiment was executed 5 times. The maximum speed-up was obtained with Pd = 100 in 67%
of the experiments including the 3 planning problems with highest planning time without search
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Pg 6 no
Pd 100 150 200 Shc
Pc 3 5 7 3 5 7 3 5 7
sA1 9.5 8.7 8.6 4.3 5.3 8.4 6.2 4.4 4.0 11.3
sA2 13.9 11.4 11.0 7.2 6.9 6.6 7.2 8.2 6.0 7.2
sB1 4.4 4.5 4.2 4.2 4.3 4.5 4.6 4.1 4.3 4.5
sB2 2.3 1.7 2.1 1.9 1.8 1.8 1.6 2.1 2.1 3.4
sC1 16.7 32.4 33.9 30.6 28.4 23.4 32.9 24.7 30.8 22.9
sC2 5.0 6.3 5.7 5.6 6.1 6.6 5.4 4.2 6.5 4.9
Table 5.18.: Overview of average speed-up si in experiments A1, A2, B1, B2, C1, C2. Best speed-up (red)
and individually for each Pc (blue). Pg the number of Gaussians, Pd the distance threshold for
clustering and Pc the number of trajectories in a cluster. No Shc refers to planning without
search heuristics.
heuristics: A1, A2, C1. The minimum speed-up was 1.63 and the maximum 33.92. For each Pd ,
the best speed-up was obtained with Pc = 3, i.e. a minimum number of three elements in a cluster,
in 50% of experiments, compared to 17% with Pc = 5 and 33% with Pc = 7.
The results indicate that high speed-ups to plan manipulation tasks can be achieved using search
heuristics: 9.5 (A1), 13.9 (A2), 4.6 (B1), 2.3 (B2), 33.9 (C1) and 6.6 (C2). In general, the distance
threshold parameter Pd had the biggest impact on the obtained speed-ups. With Pd = 100 and
Pc = 3, the average speed-up was 86.8% of the maximum speed-up with all parameters. The
lowest speed-ups in each experiment were 4.0 (A1), 6.0 (A2), 4.1 (B1), 1.7 (B2), 16.7 (C1) and
4.2 (C2). This corresponds to 42.1% (A1), 43.2% (A2), 89.1% (B1), 70.0% (B2), 49.3% (C1) and
63.6% (C2) of the maximum speed-up with all parameters. The latter shows that a high speed-up
can be obtained even with suboptimal parameters.
5.5. Evaluation of Learning and Planning of Dexterous Manipulation Tasks
In this section, we evaluate two simple dexterous manipulation tasks: opening a bottle with two
fingers and lifting a spoon for grasping with a single finger. Preliminary results for both tasks were
published in [53] but with different experimental data. In the first task, we created the planning
model manually. The goal is to evaluate planning time and learning of search heuristics to consider
the correspondence problem for manually created planning models. The second task was learned
based on constraint set 2. We attached one of the magnetic field motion trackers to each finger
to get accurate fingertip measurements, which do not suffer from occlusions. The motion of the
spoon was measured with the third magnetic field motion tracker.
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(a) Manually defined (b) Arc SHC (c) Node SHC
Figure 5.39.: Opening a bottle: visualization of constraints in manually generated planning model and
learned search heuristic constraints (SHC).
5.5.1. Opening a Bottle
In this task, the goal is to rotate a bottle cap with two fingertips only. The planning model was
generated manually. We evaluate planning time for this dexterous manipulation task without and
with learned search heuristics.
Figure 5.39a shows the constraints in the manually created planning model. Manual definition
took about 3 hours by an expert. It proved difficult to define constraints for the wrist pose and
fingertips, which can be reached by the robot arm and fingers. The planning model consists of 4
segments, i.e. 4 arcs and 5 nodes. The first segments describes the approach motion of the hand,
in which only the hand motion relative to the object was considered. On the second segment, the
fingers are closed until contact with the bottle cap. Since the hand is held still, only constraints de-
scribing the finger motion relative to the cap were used. Object constraints describe the cap motion
relative to the start pose of the cap, i.e. the cap rotates around the z-axis and stays at the same po-
sition. The third segment represents the motion of the fingers to rotate the cap. Finger constraints
and object constraints were added as in the previous segment. The object node constraint defines
the relevant task goal: the cap has to stay at the same position, ±5mm, and it is rotated around the
z-axis relative to the cap between 35◦ and 65◦. On the last segment, the fingers are opened and
finger as well as object constraints are added.
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Planning Time (s) Success (%)
(a) Manually defined planning model




























Planning Time (s) Success (%)
(b) Planning model with learned search heuristics
Figure 5.40.: Opening a bottle: planning time (s) and success rate (%) without and with learned search
heuristics with different time thresholds (s).
In the execution environment, the task was planned with the same bottle, which was used during
the definition of the planning model. Constraints for the fingertips and wrist were extended auto-
matically to consider the correspondence problem. In the physics simulation, a simplified model
of the cap was used: the 3D model of the bottle is CokePlasticsLarge in the KIT Object Models
database, the cap is a cylinder. The cap is allowed to rotate freely around the z-axis and±1◦ around
the x-axis and the y-axis. The position can change by ±1mm in each direction. Joint friction was
added to simulate the friction of the bottle screw. No collisions between the cap and the bottle are
considered. Since no contact constraints between the robot fingers and the bottle were defined,
only contacts between the robot fingers and the bottle cap were allowed.
The planner ran in a loop until either a planning solution was found or the overall time threshold
was reached after the planner had finished. The generated planning solution was executed in
physics simulation. If a constraint is violated, i.e. the bottle cap was not rotated sufficiently, the
execution fails. The average planning time was 58.8s and success rate 21.6% with a time threshold
of 60s. With a time threshold higher than 500s success rate was 100%. The average planning
time of a solution with successful execution was 33.7s. The planning problem is difficult since the
fingers have to be moved in a coordinated way, the cap rotation is simulated based on the forces
applied through the finger tips and a final cap orientation has to be in a specific range of ±15◦.
Figure 5.40 shows the dependency of the planning time on the time threshold.
After learning search heuristics, the average planning time dropped to 18.0s with success rate
100% (time threshold 60s) or 16.7s with success rate 81.5% (time threshold 30s). Figure 5.39b
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Figure 5.41.: Opening a bottle: execution in similar setting on Adero. - [53]
Figure 5.42.: Opening a bottle: close-up of execution in similar setting on Adero. - [53]
shows a set of learned search heuristic constraints. The three identical sequences of ellipsoids
correspond to the fingers, which are held still while moving the arm towards the bottle. We project
the set of search heuristics to the manually defined node constraints. Figure 5.39c shows the
specialized set of constraints. Most specialized constraints are included in the manually defined
constraints but some constraints, e.g. green and red, are slightly larger showing the necessity to
relax constraints to consider the correspondence problem. Figure 5.41 and Figure 5.42 show the
execution of the task in a similar setting on Adero.
The results indicate that manually defining a planning model for dexterous manipulation tasks is
time-demanding. The planning time was high due to suboptimal constraint regions, which had to
be relaxed to consider the workspace restrictions of the robot fingers. Based on the automatically
learned search heuristics, a significant reduction in planning time and an increase in success rate
were obtained.
174
5.5. Evaluation of Learning and Planning of Dexterous Manipulation Tasks
(a) Human demonstrations in sensor environment, - [53]
(b) Visualization of three human demonstrations with different hand postures
Figure 5.43.: Lifting a spoon: human demonstrations.
(a) Blended Intrinsic Maps (b) Coordinate frames, - [53]
Figure 5.44.: Lifting a spoon: mapping of contact coordinate frames.
5.5.2. Lifting a Spoon
In this task, the goal is to push with one finger on a spoon to lift it and grasp the handle with
the other hand. This manipulation strategy is required since the robot was not able to grasp the
spoon while it lay on the table. Figure 5.43 shows the human demonstrations. The human teacher
demonstrated the task 7 times with a small spoon. The elastomer-based tactile sensors provided
sufficient measurements of the contacts and forces between the fingertip and the spoon. In the
learning algorithm, two contact coordinate frames relative to the center of mass of the spoon were
generated. The initial planning model contained 140 constraints.
We applied the robot-test-based generalization algorithm to remove irrelevant constraints. The
robot-test consisted of a different spoon, i.e. a large spatula, placed in front of the robot with a
fixed pose. We applied blended intrinsic maps, see Section 3.3.1, to map the contact coordinate
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(a) Initial planning model
(b) Generalized planning model
Figure 5.45.: Lifting a spoon: node (left) and arc (right) positions constraints. The circle highlights two
inconsistent constraints, which are relative to the center of mass of the spoon (a). Both con-
straints are removed in the generalization algorithm (b). Position constraints, which are relative
to the generated contact coordinate frames remain. - [53]
frames to the 3D model of the spatula, see Figure 5.44. The generalized planning model contained
55 constraints.
Figure 5.45 shows the set of learned and generalized constraints. A special set of constraints
in the initial planning model is highlighted. It restricts the motion of the center of mass of the
spoon, when it is lifted upwards, i.e. the robot applies force to it. Since the spatula is larger than
the original spoon, no motion of the spoon can be generated, in which the set of constraints is
obeyed. Subsequently, this set of constraints is removed in the generalization algorithm. Important
constraints remained, e.g. the spoon has to have a contact with the table, the fingertip has to make
contact with the spoon and the coordinate frame in the contact point of the fingertip has to be
slightly rotated.
Figure 5.46 shows the validation of a planned trajectory in physics simulation. The planning
process is identical to the previous experiment. Planning of the generalized planning model took
11.2s on average with a success rate of 85%. The overall planning problem was less difficult
compared to the previous experiment. During contact a robot finger (3 DOF) and the robot arm
(7 DOF) were moved resulting in a 10 dimensional configuration space but with a large workspace.
In the previous experiment, the robot arm was static while two fingers moved during contact re-
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Figure 5.46.: Lifting a spoon: validation of planning result in physics simulation. - [53]
Figure 5.47.: Lifting a spoon: visualization of search heuristic 1.
sulting in a 6 dimensional configuration space. Since the finger motions had to be synchronous
and the workspaces were highly restricted, the constraint manifold was more complex.
We learned search heuristic constraints to reduce planning time and consider the correspon-
dence problem. Figure 5.47 shows an example of a learned search heuristic. Planning with search
heuristics resulted in an average planning time of 6.54s with success rate 85% corresponding to a
speed-up of 1.71.
Figure 5.48 shows the execution of the task on Adero. The handle of the spoon was enlarged to
detect it using the vision system and to grasp it securely.
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Figure 5.48.: Lifting a spoon: execution on Adero. The handle of the spatula was enlarged to be able to
detect the spoon visually and grasp it securely. - [53]
The results indicate that simple dexterous manipulation tasks can be learned and planned effi-
ciently using the developed PbD process. Learning of search heuristics played an important role to
counteract the negative effects of relaxing finger and hand constraints, i.e. the increase in planning
time, to consider the correspondence problem.
5.5.3. Conclusion
The first experiment showed that manual definition of a planning model for dexterous manipulation
tasks is time-demanding, even for an expert user. The constraints had to be relaxed by the user since
it is difficult to find hand poses, in which the rotation motion of the fingers does not violate the
workspace boundaries. The result is a high planning time.
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Task Number of Search Heuristics Volume Reduction to (%)
Force closure grasp of cap 23 35.73
Pressing a key 2 3.37
Large bottle in fridge 18 1.99
Small bottle in fridge (low grasp) 11 2.69
Small bottle in fridge (high grasp) 43 3.96
Table 5.19.: Overview of constraint specialization results. The volume reduction is the quotient (in %) of
the volume of the specialized constraint region and the volume of the original constraint region.
We learned search heuristics to decrease planning time. By projecting the search heuristic con-
straints on the manually defined constraints, the constraints were successfully tightened. The plan-
ning results show that the tightening decreased planning time significantly but did not affect the
generalization capabilities of the planning algorithm, i.e. both processes converged to 100% plan-
ning success with sufficient time thresholds.
The results were confirmed by the second experiment. In this case, the planning model was
learned from human demonstrations and generalized with the robot-test-based approach. Due to
the large kinematic differences between the human hand and the SAH, constraints for the wrist
and point finger were relaxed resulting in an average planning time of 11.2s (without smoothing).
By learning search heuristics the average planning time dropped to 6.54s. Similar to the first
experiment, the success rates converged to similar high values (85%,82%).
5.6. Evaluation of Constraint Specialization to Consider the Correspondence
Problem
In this experiment, we evaluate the projection of generated search heuristics to learned constraints.
The constraints are initially relaxed to consider the correspondence problem, i.e. the differences
between human and robot morphology. The goal is to measure the reduction in volume of the
constraint regions, which can be achieved. We used Monte Carlo Integration to measure the volume
reduction with 106 samples. Five different tasks were evaluated: Force closure grasp of a cap,
pressing a key, placing a large bottle in the fridge, placing a small bottle in the fridge with a low
grasp and placing a small bottle in the fridge with a high grasp. We ran each task 1500 times to
generate search heuristics and evaluated the volume reduction of a single node position constraint
in each task. Table 5.19 summarizes the results.
Grasping a Bottle Cap
Figure 5.49 shows the first task. The robot hand had to be placed above a bottle cap in a way that
a grasp quality constraint is obeyed. Since the bottle cap is small and the workspace of the fingers
is restricted, the initially large position constraint for the wrist is tightened. We placed the bottle
at a random pose in front of the robot above the table. The sampling distribution was uniform on
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(a) Initial position constraint (b) Specialized position constraint
with 35.73% of original volume
Figure 5.49.: Constraint specialization: grasping a bottle cap
the cube with center (900,0,900,0,0,0) and sizes (400,400,100,90,90,90), with the convention
(x,y,z,roll, pitch,yaw). The reduction in volume, i.e. the quotient of new and old volume, is
35.73% with a total of 23 search heuristics. The number of search heuristics is high compared
to Section 5.4 since a large number of bottle poses were generated randomly, which do not occur
when the robot lifts the bottle to open it.
Pressing a Key
In the second task, a finger had to be placed on a key. We evaluated the reduction of the position
constraint, which restricts the wrist pose. A contact constraint ensured that the point finger has only
contact with a single key, see Figure 5.50. Since the position constraint for the wrist is not very
restrictive, the problem to find a robot configuration, in which the finger can be placed on the key,
was difficult. The keyboard was placed randomly in a cube with center (960,−65,724,0,0,90)
and sizes (400,400,0,0,0,90). The reduction in volume was 3.37% with only 2 search heuristics
learned showing that it was difficult to place the robot finger, which is thicker than the human one
and has a more restricted workspace, on the key without colliding with other keys.
Placing a Bottle in the Fridge
In the last three experiments, we evaluated the result of the constraint specialization using a single
task with multiple objects. Figure 5.51a shows a position constraint, which restricts how a bottle
has to be placed in the shelves of a fridge door. The constraint region of the position constraint
does not represent the geometry well but a contact constraint ensures that the bottle bottom has to
be in contact with a shelf. In all experiments, we placed four cylinders (with height 235mm and
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(a) Initial position constraint (b) Specialized position constraint with 3.37% of original
volume
Figure 5.50.: Constraint specialization: pressing a key
radius 36mm) at random positions in the fridge. Two of the cylinders are placed in the lower shelf
(represented by a cube with center (0,0,115,0,0,0) and sizes (6,300,8,0,0,0)). The remaining
cylinders are placed in the upper shelf (represented by a cube with center (0,0,455,0,0,0) and
sizes (6,300,8,0,0,0)).
In the first trial, we used a large bottle, which does not fit in the top shelf. Therefore, the learned
18 search heuristics covered only the lower shelf. The volume was reduced to 1.99%.
In the second trial, a small bottle was grasped from the side. If the bottle was in contact with the
lower shelf, the hand collided with the shelf. The result is that the bottle could only be placed in
the top shelf. 11 search heuristics were learned and the volume was reduced to 2.69%.
In the last trial, the small bottle was grasped higher and could be placed in both shelves. Conse-
quently, the 43 learned search heuristics cover both shelves. The volume was reduced to 3.96%.
Conclusion
In the first and second task, the position of the robot wrist was constrained to execute a difficult
grasp or move a finger to a specific point. The high reduction in the volume of the constraint
regions indicates that the original constraint region was suboptimal. This is always the case if
constraints are relaxed to consider the correspondence problem. With the specialized constraint,
the tasks can be executed more efficiently. In the second task, the variance of the human could not
be reproduced by the robot supporting the assumption that differences in morphology have to be
considered explicitly when learning manipulation tasks from the human.
The last three tasks show that learned constraints may be a rough estimate of an optimal solution,
e.g. due to learning with different objects. In this case, constraint specialization enables the robot
to specialize a learned constraint to the geometry of the target object. The result is a significant
reduction in planning time.
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(a) Initial position constraint (b) Specialized position constraint with 1.99% of
original volume: large bottle, which does not fit
in the top shelf.
(c) Specialized position constraint with 2.69% of
original volume: small bottle, low grasp, hand col-
lides with lower shelf.
(d) Specialized position constraint with 3.96% of
original volume: small bottle, high grasp. Bottle
fits in both shelves.
Figure 5.51.: Constraint specialization: placing a bottle in the fridge
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Figure 5.52.: Execution of pour-in task on Adero (version 1) with small bottle, large cup and multiple ob-
stacles. - [51]
5.7. Evaluation of Scalability to Different Robot Systems
In this section, we evaluate the mapping of learned planning models to different robots in a qual-
itative way. The planning algorithm was tested with the real robots Adero, Albert II and Justin
(DLR) and in simulation with Armar IIIb and PR2 (Willow Garage). All three versions of Adero
(I, II, III) were used. All robots except Albert II have two arms.
The pour-in task was planned and executed. It consists of grasping a bottle and cup with each
hand, pour-in and place the objects on the table. For Albert II and Adero version II and III only
a subgraph of the learned planning model was used, i.e. only the bottle was grasped and the cup
remained on the table. Planning and execution of the task were successful on all robots. The
execution is shown in Figure 5.52 to 5.58.
This qualitative result shows that the abstraction of low-level human trajectories to coordinate
frame-based constraints is sufficient to reproduce the task on different robots.
The generated robot trajectories respect the geometry, e.g. self-collisions, and kinematics of
each individual robot. Since the learned constraints are robot-independent (before specialization),
constrained motion planning is sufficient to reproduce the goals and constraints of the task while
considering robot-dependent constraints, e.g. joint limits and self-collisions.
Additionally, different environments were used with no obstacles, see Figure 5.58, small ob-
stacles, see Figure 5.54, a large obstacle in front of the robot, see Figure 5.56 or in a restricted
workspace, see Figure 5.57. The latter shows the flexibility of a single learned planning model to
large differences in environments.
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Figure 5.53.: Execution of pour-in task on Adero (version 2) with large bottle, small cup and multiple ob-
stacles.
Figure 5.54.: Execution of pour-in task on Adero (version 3) with large bottle, small cup and multiple ob-
stacles. - [50]
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Figure 5.55.: Execution of pour-in task on Albert II with small bottle, small cup using one arm. Perls were
used to simulate the fluid inside the bottle. No perls were spilled.
Figure 5.56.: Execution of pour-in task on Justin (DLR) with white cup, milk box and a large obstacle. The
grasps of the white cup and milk box were planned and executed by DLR (top left, top center).
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Figure 5.57.: Execution of pour-in task on Armar IIIb with large cup, measuring cup and cupboard using
simulation.




We evaluated the complete PbD system as well as individual components with different manipu-
lation tasks, ranging from simple tasks like grasping to more involved tasks like opening a bottle
with the fingertips. Applicability to real-world problems was shown on the real robots Albert II,
Adero and Justin. We used simulation to provide a rich database to analyze generalization, special-
ization and planning of learned manipulation strategies. Scalability to different robots was shown
using two more robots in simulation.
The experiments show that manipulation tasks can be learned efficiently based on a limited set of
human demonstrations. The analysis of the dependency on the experience of the teacher requires
extensive user studies and optimized user interfaces, which was out of the scope of this thesis.
In literature, fully-integrated learning and execution systems, which scale to different manipu-
lation tasks and require limited user interaction, are sparse. One reason is the tremendous amount
of work required to set up real robot and sensor systems. Recent developments about standard
robot operation systems, e.g. ROS [85], and availability of fully-integrated service robotics with
enhanced manipulative and perceptive capabilities might lead to better comparability of results.
In the experiments, available controllers were used to execute the planned robot trajectories. In
general, goals and constraints can be used directly on the control level to monitor the execution, e.g.
using visual servoing, to increase robustness. Development and integration of advanced control




The automation of everyday manipulation tasks with an anthropomorphic service robot poses ma-
jor challenges for robotics research. In this thesis, we concentrated on manipulation challenges.
In the human environment, a huge variety of tasks and objects exists and grows over time. Ad-
ditionally, the maneuverability of the robot is restricted due to collisions with the environment or
task-constraints, e.g. to hold a cup upright. The consequence is that the robot needs to be flex-
ible. It has to adapt its manipulation knowledge to new situations and learn new manipulation
knowledge in an efficient way. The basis is an abstract model of the manipulation task.
The first challenge is to find a representation of manipulation tasks, which captures all quantita-
tive and qualitative aspects of the task that are necessary to generate a successful robot motion. We
discussed state-of-the-art representations of manipulation tasks. Constraint-based representations
allow to restrict different aspects of the task in a flexible way. The main limitation is the small
number of constraints and lacking structure information, e.g. that a task might consist of multiple
subgoals with different constraints.
We overcame this limitation by defining an extensive set of constraints to model different aspects
of a manipulation task: position, orientation, direction, force, moment, contact, configuration, tem-
poral and additional constraints like collision avoidance or minimal grasp quality. For example,
a position constraint restricts the motion of one coordinate frame, e.g. in the fingertip, relative
to a second coordinate frame, e.g. a button. In general, a manipulation task does not consist of
a fixed set of constraints but multiple goals and constraints, which change over time. Based on
this observation, we introduced strategy graphs to model manipulation tasks, in which nodes de-
fine (sub-)goals of the task and arcs define the constraints between two (sub-)goals. In principle,
(sub-)goals can be reached in parallel. The set of temporal constraints defines a partial order, in
which (sub-)goals have to be reached. State-of-the-art constraint-based motion planners assume
a fixed set of constraints to plan efficiently. Since the set of constraints depends on the ordering
of nodes, this assumption is violated. We interpreted the strategy graph as a Constraint Satisfac-
tion Problem (CSP) and integrated standard tools from CSP-theory into the state-of-the-art motion
planner RRT to solve the CSP. The complexity is very high, which led to an important simplifica-
tion: we considered only linear planning models consisting of a sequence of nodes and arcs in the
remainder of the thesis.
Even if the set of constraints is known, planning with a large number of diverse constraints
is currently unsolved. The set of constraints defines a manifold of configurations, in which all
constraints are obeyed. The manifold of collision-free configurations, the free space, highlights
important problems: sampling a configuration from the manifold or calculating the distance to
189
6. Summary
the manifold may be intractable. We integrated projection techniques from Computer Vision into
the state-of-the-art constraint-based motion planner CBiRRT to plan efficiently on the constraint
manifolds defined by a strategy graph. The main advantage of motion planning is flexibility. The
manipulation task can be executed in environments with different start configurations, varying
object poses and obstacles.
Even simple tasks like opening a bottle require coordinated motion of multiple fingertips and
the arm to induce a desired object motion. The result is a huge number of constraints. Manual
definition is time-consuming, error-prone and requires expert knowledge. The second challenge is
to acquire models of manipulation tasks in a flexible and efficient way. Related work in Program-
ming by Demonstration (PbD) allows to learn manipulation knowledge based on a set of human
demonstrations and a predefined feature space. The representations in the related work are suitable
to reproduce the task in environments with minor deviations, e.g. using a simple controller. Flex-
ibility to environments with high variance in objects and obstacles is limited. Additionally, more
elaborate ways to remove irrelevant constraints, which reduce flexibility, had to be found.
We described a novel PbD-approach to learn strategy graphs efficiently based on a small number
of human demonstrations. Important problems have been solved: occlusion-free observation of the
human during manipulation, learning a preliminary planning model, identification and removal of
irrelevant constraints to increase flexibility and refinement of constraints to consider the differences
in morphology between human and robot.
The observation of the human during manipulation is problematic due to occlusions of fingertips
or the manipulated objects by the human himself or the environment. Based on prior work in PbD
we employed datagloves and magnetic field trackers to observe human hand and finger motion
without occlusions. Contacts and forces applied in contact points represent relevant aspects to
model a manipulation task, which cannot be measured with sufficient precision. We generated
an accurate hand model of the human teacher using a Minolta VI-900 laser scanner to calculate
contact points in 3D-simulation. Additionally, tactile sensors were employed to estimate forces in
contact points.
In order to learn a (preliminary) planning model based on multiple demonstrations two prob-
lems have been solved: generating the structure, i.e. nodes and arcs, and generating constraints for
each node and arc. The first problem has been solved using velocity-based segmentation, which
allows the teacher to demonstrate goals explicitly by making slight pauses in the demonstration.
The advantage is that semantically important time points can be identified, leading to less goals
and shorter planning times. The second problem refers to one of the fundamental problems of
pattern recognition: how to identify the best set of features to solve a classification problem. In our
case, constraints are the features, from which to choose. In related work, mathematical tools like
Principal Component Analysis (PCA) are applied to reduce dimensionality of the feature space.
Inhomogeneous data, e.g. forces, orientations and positions, as well as the resulting mixture of
different features is problematic. We followed a different approach using ideas from Curriculum
Learning as well as optimization theory. The starting point was a predefined, broad set of con-
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straints, which can be instantiated in different tasks. We defined two sets of constraints. One for
Pick-Transport-Place tasks, which do not require to simulate force interaction, and the second for
dexterous manipulation tasks, which require to capture force interaction with the fingertips. The
constraint sets represent patterns, which allow to generate a large number of potentially relevant
constraints automatically. The result is a preliminary planning model with a huge number, usually
more than one hundred, of constraints.
In order to execute the planning model on an anthropomorphic robot system, the differences
in morphology between the human and robot, the so called correspondence problem, have to be
considered. In literature, different approaches exists, e.g. correspondence matrices represent a
(weighted) mapping of joint values between the robot and the human. In the context of manip-
ulation, the mapping of wrist and finger poses is problematic. Joint-based mappings are often
inefficient due to different lengths and placement of fingers, even with anthropomorphic robot
hands. A fixed cartesian mapping of wrist and finger poses is better suited to reproduce contacts
in the fingertips but does not consider workspace boundaries of the hand. We followed a different
approach and relaxed constraints, which restrict finger and hand motion, automatically based on
the differences in workspace and geometry. The remaining constraints, e.g. which restrict the
object motion, were not relaxed. In the planning process, aspects of the task, which are assumed
independent of robot morphology, e.g. object motion, have to be reproduced exactly but, based on
the relaxed constraints, the observed hand and finger motion can be adapted to do so. Nevertheless,
the relaxed constraints represent an important restriction of the search space, which is necessary to
solve high-dimensional planning problems.
Flexibility of the preliminary planning model is limited due to the inclusion of irrelevant con-
straints. We introduced two complementary approaches to identify irrelevant constraints and in-
crease flexibility of the planning model. In the demonstration-based generalization, the human
teacher sorts demonstrations into two sets according to complexity. Following the idea of Curricu-
lum Learning, the preliminary planning model is trained with the first set and constraints, which are
inconsistent with the second set, are removed. Following this approach, irrelevant constraints can
be removed efficiently but the teacher requires experience. In the robot-test-based generalization,
the teacher defines a set of robot-tests, which have to be solved by the robot system. We defined
an optimization problem with the goal to find a maximum subset of constraints, which admits a
successful solution to all robot-tests. The optimization problem is solved using a parallelized evo-
lutionary algorithm. Hypotheses about irrelevant constraints are automatically modified based on
statistics about inconsistencies of constraints, which are generated while planning and simulating
the manipulation task. The advantage of using simulation-based optimization to identify irrelevant
constraints, e.g. instead of PCA, is that even complex constraint interactions are considered, for
instance we can identify an irrelevant position constraint, which prevents that a contact constraint
is obeyed. Since the teacher does not have to demonstrate solutions to the manipulation tasks
but only situations, in which the robot has to be able to solve it, user-interaction is reduced to a
minimum and less experience is required.
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Our goal is to execute the learned manipulation task with the robot in different environments.
Due to the high number of controllable degrees of freedom of the robot, finding a solution to a
given manipulation task might be time-consuming. Additionally, we expect a robot to learn from
its experience and become better with time. The third challenge is to find execution mechanisms,
which allow the robot to become faster over time and solve everyday manipulation tasks in a short
amount of time. In the state-of-the-art, we described how optimal controllers can be derived to
execute simple manipulation tasks. The approach does not scale to complex environments and
manipulation tasks with complex constraints. Recent results in constraint-based motion planning
allow to plan robot motions on complex constraint manifolds. But depending on the environment,
planning time can be very high. We discussed different search heuristics to speed up the planning
process. A common limitation is that search heuristics are fixed or learned prior to the execution.
Incremental learning, e.g. to learn new search heuristics for situations, in which all other search
heuristics fail, is not supported. Due to the large variety of objects and obstacles in the human
environment, this kind of adaptivity is mandatory.
We extended the constraint-based motion planner to learn search heuristics incrementally. Each
search heuristic encodes a cluster of robot trajectories into a sequence of ellipsoids based on Gaus-
sian Mixture Regression. In the vicinity of an object, a robot trajectory often depends on the
geometry of the object, e.g. when pushing a slider with the finger tip. Farther away from the ob-
ject, the object geometry becomes less important and the influence of the start configuration and
obstacles increase. Based on this assumption, we modified our planning algorithm to generate a
robot trajectory in two parts: the object-dependent and -independent part. The first one is generated
using a fast, local controller with the learned search heuristic. The advantage is short planning time
but only local obstacles can be considered. The object-independent part represents the connection
of the start configuration and the object-dependent trajectory. We generate the object-independent
part using the constraint-based motion planner to plan the original strategy graph, which allows to
efficiently consider different start configurations and arbitrary workspace restrictions, e.g. complex
obstacles. The developed planning algorithm combines two major approaches in Programming by
Demonstration in a flexible way: efficient encoding and reproduction of robot trajectories and
flexible, goal-directed motion planning. In the experiments, we measured a significant reduction
in planning time for everyday manipulation tasks.
Search heuristics represent a flexible restriction of the search space for motion planning. By
projecting the search heuristic to the constraint manifold we effectively tightened the set of learned
constraints. Since search heuristics are generated automatically in the planning process, which uses
the geometric, kinematic and (potentially) the dynamic model of the robot, the robot morphology
is considered explicitly. Looking back on the whole process, we see how the correspondence
problem was considered. First, hand and finger constraints are learned, which incorporate human
morphology. Second, constraints are relaxed based on the differences in geometry and kinematics.
Finally, task solutions are generated on the robot and constraints are tightened, which incorporates
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robot morphology. The learning result is a sophisticated task model specialized to the robot leading
to high flexibility and efficiency in the execution process.
In the next section, we discuss limitations as well as open research questions. In Section 6.2, we
conclude the thesis with the contribution and potential impact of the described work.
6.1. Limitations and Outlook
Manipulation tasks cover different important aspects, e.g. forces applied through fingertips or
object motion. The observation is difficult due to occlusions or lacking sensor systems, e.g.
forces between objects. In this thesis, we used a dedicated sensor environment with non-intrusive,
occlusion-free sensors like data gloves and magnetic field trackers to observe the human during
manipulation. Missing information, e.g. forces, was generated in dynamics simulation. In or-
der to learn manipulation tasks directly using the robot sensors, different sensor systems have to
be used providing less accurate information. In the context of the correspondence problem, we
showed a way how to cope with inaccurate information about finger and hand motion. Inaccurate
information is reflected by relaxed constraints, which are tightened using planning and simulation
results. In combination with advanced sensor technologies, this approach could be the basis to
learn manipulation tasks using onboard robot sensors.
The developed representation of manipulation tasks covers a large number of different task as-
pects represented by the strategy graph. Each constraint is represented by a geometric region.
We investigated different types, e.g. hypercubes or ellipsoids, but limited our work to unimodal
representations with a single connected component. The learning process is therefore limited to
a continuous set of alternatives. Distinctive sets are considered by learning alternative strategy
graphs. Since generalization and specialization are time-demanding processes, learning of dis-
tinctive alternatives in a single strategy graph has to be researched. We derived characteristics
of geometric regions, which generalize also to multimodal representations. The difficulty is that
either more training data is required or less flexibility can be achieved.
In the beginning, we assumed that models of the robot, objects and environment are available.
In the human environment, this assumption is often violated, e.g. models of furniture and clothes
are hard to obtain, and 3D models have to be generated efficiently. Kasper et al. [59] showed
that 3D models of rigid objects can be generated using a high precision laser scanner. For most
products, 3D models exist already due to the use of CAD tools. In order to use an object in
a dynamics simulation, the physical properties of the object have to be retrieved. Sugaiwa et
al. [103] demonstrate first results how a robot can autonomously figure out weight, friction and
stiffness of objects. In future, we expect a robot to generate a 3D model of a given object using the
robot sensors and to determine the physical properties by interacting with the object, which is the
basis to learn manipulation tasks with previously unknown objects.
State-of-the-art dynamics simulation is either too inaccurate or too slow to be incorporated into
a planning system, which limits applicability to simple manipulation tasks. In order to plan more
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complex manipulation tasks, e.g. flipping a coin, future advances in this field are required. Ad-
ditionally, complex manipulation tasks, e.g. tying a knot, require (fast) adaptation of the planned
robot trajectory to react to changes in the environment and increase robustness. In order to react
to forces or perturbations, a control algorithm with high frequency has to be applied. Different
control strategies, e.g. position or impedance control, exist, which have to be chosen by the user
right now. In general, the strategy graph holds necessary information, e.g. the allowed range
of joint values, forces, position and orientations of specific coordinate systems. How to use this
information automatically to set up an appropriate control strategy is an open research question.
The representation of robots, objects and tasks is only an approximation of the real world. Since
planning relies on these models, deviations during the execution will occur and might lead to
execution failure. The idea of supervised autonomy is that the robot operates autonomously but
is supervised by a human operator, who can react to failures and choose appropriate actions. If
a failure occurs, a common idea is to adapt the representation in an intuitive way to reenable
autonomous execution in similar situations. In this thesis, results of robot-test-based generalization
as well as learning of search heuristics indicate that the developed constraint-based representation
can be adapted efficiently, which shows the applicability to supervised autonomy. Learning new
constraints or adapting existing constraints using only a small number of demonstrations is the
next step to flexible and robust manipulation.
6.2. Conclusion
Flexible manipulation planning is one of the key ingredients to automate everyday manipulation
tasks in human-centered environments, where the robot faces a large variety of tasks, objects and
obstacles. Manual definition of such planning models is time-consuming, error-prone and requires
expert knowledge. Machine learning offers a way to include the human, who is an expert in manip-
ulation, in a natural way into the programming process. In this thesis, we applied machine learning
to learn a sophisticated description of manipulation tasks based on a set of human demonstrations.
By using recent results in constraint-based motion planning, tasks were executed in a flexible way
on different anthropomorphic robots in variable environments with different objects and obstacles.
Based on this foundation the following contributions were made:
1. Manipulation task representation on the basis of goals and constraints to support flexible
online motion planning.
2. (Semi-)automatic extraction of relevant constraints and goals of a manipulation task, i.e. the
learning features, using an optimization process, which limits user interaction and leads to
higher flexibility in the planning process.
3. Incremental learning of search heuristics based on prior planning results to restrict the search




4. Consideration of the correspondence problem by relaxation of constraints, which refer to
human morphology, and automatic tightening of constraints based on planning results, which
incorporate robot morphology.
Other key ingredients to automate everyday manipulation tasks are robust execution in real world
applications, accurate and robust perception of the real world and high-level decision making to
enable real autonomy.
Robust execution requires further advances in robot technology to be able to resist external
perturbations, e.g. impacts, and allow to rethink the paradigm of collision-free manipulation. The
hand-arm-system (HASY) by DLR [41] shows significant progress in this direction.
Perception is a major topic in robotics research and fundamental to bridge the gap between
industrial or laboratory environments and real-world applications. Recent works profit from the
availability of low-cost but robust RGB-D cameras and future progress is to be expected.
The last ingredient is high-level decision making, which is required to solve complex tasks in
the human environment. Tasks like refilling the fridge require reasoning on different levels of ab-
straction. The integration of these high-level decision making systems with low-level manipulation
planning and execution is an open but intensively investigated research question.
Progress in these areas is promising and with the availability of fully-integrated service robots
the automation of everyday manipulation tasks is on the verge of becoming reality.
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A. Glossary and Notation
Term Description Reference
Adero Anthropomorphic robot Section 5.1.1
Albert II Service robot Section 5.1.1
Anthropomorphic robot Service robot with two arms and multi-
fingered robot hands with opposing thumbs
Section 1.1
Arc constraints Constraints restricting the motion from one
subgoal to the next of a manipulation task
Section 3.2
Armar IIIb Humanoid robot Section 5.7
Assignment Specification of a time point for each sub-
goal in a planning model corresponding to a
variable assignment in the associated CSP
Section 3.2.2
Cartesian trajectories Trajectory defined in the Cartesian space,
e.g. of the Tool-Center-Point
Section 4.6.5
CBiRRT Constrained Bidirectional Rapidly-
Exploring Random Tree
Section 3.4.3
Configuration Representation of all relevant manipulation
aspects, which are constrained in a planning
model
Section 3.1.1
Consistency Existence of an assignment in which all tem-
poral and domain constraints are obeyed
Section 3.2.2
Constraint Restriction of the search space for motion
planning
Section 3.1





Goal-directed planning of a robot trajectory
in the presence of constraints
Section 2.3
Constraint relaxation Automatic enlargement of constraint re-





The difficulty in mapping motions from one
morphology to another
Section 4.3
CSP Constraint Satisfaction Problem Section 3.2.2
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A. Glossary and Notation
Term Description Reference





Interactive planning model generalization
based on simulated robot trials and addi-
tional human demonstrations
Section 4.4
DMP Dynamic Movement Primitive Section 2.4.2
DOF Degree of freedom Section 1.1
Flexibility Ability to execute a manipulation task in dif-
ferent environments with different objects,
obstacles and start configurations
Section 1.1
Generalization Process to identify and remove inconsistent
constraints in a planning model
Section 4.4,
Section 4.5
GMM Gaussian Mixture Model. Multi-modal
probability distribution
Section 2.4.1
GMR Gaussian Mixture Regression. Transforma-
tion of a GMM into a representation suitable
for control
Section 2.4.1
Hand model Articulated 3D model of the human hand Section 4.1.1
Irrelevant constraint Artificial restriction of the search space,
which can be removed to increase flexibil-
ity without lowering the task success
Section 4.4
Justin Anthropomorphic robot by DLR Section 5.7
KRL KUKA Robot Language. Robot program-
ming language for KUKA robots
Section 2.4
Magnetic field tracker Sensor system to measure human wrist
poses
Section 4.1.1
Motion planning Goal-directed planning of a robot trajectory Section 2.3
Morphing Transformation of one 3D model into a sec-
ond 3D model
Section 3.3.1
MPK Motion Planning Kit. Motion planning
framework
Appendix C
Node constraints Constraint-based definition of the goal of a
manipulation task
Section 3.2
ODE Open Dynamics Engine. Physics simulation Section 3.4.3
OpenRAVE Robot simulation framework Section 2.4
PbD Programming by Demonstration Section 2.4
PDF Probability density function Section 2.4.1
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Term Description Reference
Planning “The task of coming up with a sequence of




Segmentation of a path, which is consistent
with the goals and constraints of a planning
model
Definition 5
PR2 Service robot by Willow Garage Section 5.7
Preliminary planning
model
Usually overspecialized planning model
generated based on an initial set of human
demonstrations
Section 4.2
PRM Probabilistic Roadmap Section 2.1.1
Projection techniques Projection of a given configuration to a con-





(Semi-)automatic planning model general-
ization based on user-defined tests
Section 4.5
ROS Robot Operating System Section 2.4
RRT Rapidly-Exploring Random Tree Section 2.1.2
SAH Schunk Anthropomorphic Hand. Robot
hand with three fingers and one opposing
thumb
Section 5.1.1
Search heuristic Constraint-based encoding of motion plan-
ning results
Section 4.6
Segmentation Specification of a number of time points to
segment a continuous path
Definition 3
Strategy graph Graph-like representation of manipulation
tasks
Section 3.2
Symbol grounding Mapping of a symbolic state to the corre-
sponding set of continuous, real-world states
Section 1.1
Tactile gloves Sensor system to measure forces in the hu-
man fingertips
Section 4.1.1
TCP Tool-Center-Point. A user-defined coordi-
nate frame rigidly attached to the last joint
of the robot manipulator
Section 1.1
Temporal constraint Constraints defining the temporal ordering
of subgoals and duration of transitions be-
tween subgoals
Section 3.1.2
Workspace comparison Analysis of the differences between the
workspaces of human and robot fingers
Section 4.3.1
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A. Glossary and Notation
Symbol Description
U Input state space
X Internal state space
Θ Output state space, configuration space
θ Configuration
τ , ϕ Constraints
M (τ) Constraint manifold of τ
dM (τ,θ) Distance of configuration θ to constraint manifold of τ
E Set of entities
e1,e2,e3 Entity
f Constraint function
fcart Cartesian constraint function
fpos Position constraint function
fori Orientation constraint function
fdir Direction constraint function
f f or Force constraint function
fmom Moment constraint function
fcon Contact constraint function
fcdis Contact position constraint function
fcdir Contact distance constraint function
fqual Grasp quality constraint function
fcoll Collision constraint function
R Constraint region
P Planning model
X Variables in the planning model
Ψ Set of domain constraints
Ψnode Domain node constraints in a planning model
Ψarc Domain arc constraints in a planning model
ΨSH Set of search heuristic constraints
Ψ(t) Set of constraints overlapping time point t in a planning model
ϒ Set of temporal constraints
ϒarc Temporal arc constraints in a planning model
ϒnode Temporal node constraints in a planning model
Di Domain of variable xi in constraint satisfaction problem
T Tree in RRT motion planner
O Set of objects
o(e1) Object assigned to coordinate frame e1
F Set of coordinate frames
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Symbol Description
δHand Segmentation threshold for hand motions
δFinger Segmentation threshold for finger motions
δForce Segmentation threshold for fingertip forces
δTime Threshold for temporal segmentation
δContact Threshold for contact calculation
δ f Threshold for violation of constraint with constraint function f
H j Discretization of workspace of human finger j
R j Discretization of workspace of robot finger j
B(x,r) Closed sphere with center x and radius r
πi, ϕ j Path in Cartesian space
θ(t) Path in configuration space
Π Warped path calculated by Dynamic Time Warping
dDTW (π,ϕ) Distance function of Dynamic Time Warping with path π and ϕ
Pc Minimum number of elements in cluster
Pd Maximum clustering distance
Pg Number of Gaussians to generate search heuristic
U (X) Uniform distribution on X
N (µ,Σ) Gaussian distribution with mean µ and covariance matrix Σ
201

B. Strategy Graph: Operators and Metrics
In the learning process, a database of planning models is obtained. In order to demonstrate different
parts of a task separately and combine different planning models, we define metrics to compare
different planning models and operators to combine planning models.
B.1. Strategy Graph Distance Metrics
The distance d(τ1,τ2) between two constraints τi = (ei1, ...,eimi , fi,Ri) is defined as ∞ if the type is
different, i.e. f1 6= f2, or the set of entities differs, i.e. (e11, ...,e1m1 ) 6= (e11, ...,e1m1 ). Otherwise,
the distance is computed based on the overlap of the regions Ri. We define it as the Hausdorff
distance dH(R1,R2), which is often used in computer-vision for template matching [45]:









Constraints are the atomic elements of a planning model. Consequently, we define the dis-
tance between two planning models based on the distance of its constraints. In order to define
the distance d(P1,P2) of two planning models Pi = (X i,ϒnodei,Ψnodei,ϒarci,Ψarci,θ) a bijective
mapping of the nodes, arcs and constraints is necessary. If no mapping exists, the distance is de-
fined as ∞. Otherwise, we calculate the sum of constraint distances for each mapping normalized
by the number of constraints. The distance is defined as the minimum of all normalized sums of
constraint distances.
The distance metric is very restrictive since the type and entities respectively the number and
ordering of nodes have to be equal. They are sufficient to identify similar (sub-)graphs or (sub-)sets
of constraints in two planning models.
In the learning process, we are interested in calculating the distance of a path, e.g. normally a
human demonstration, to an already learned planning model. If we identify the planning model
with its constraint manifold it is natural to define the distance as the maximum distance of the path
to the constraint manifold. Since the constraint manifold is defined implicitly by a large number
of constraints, the maximum distance of the path to all constraints has to be calculated. In order to
determine the set of constraints, which have to be obeyed at a given time point, a planning-model-
consistent segmentation of the path is necessary.
Definition 5 (Planning-model-consistent Segmentation) A path is a continuous function π :
[0,1]→Θ. A segmentation of the path π is a tuple (t0, ..., tn) with ti ∈ [0,1], t0 = 0, tn = 1, ti ≤ ti+1.
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(e) Concatenation of A and B
Figure B.1.: Superimposition, simplification and concatenation
The segmentation is consistent with the planning model (X ,ϒnode,Ψnode,ϒarc,Ψarc,θ) if a per-
mutation (t(0), ..., t(n)) exists, for which all temporal constraints are obeyed with xi = t(i).
The distance d(π,P) of a path π with segmentation (t0, ..., tn) to the constraint manifold defined
by the planning model P = (X ,ϒnode,Ψnode,ϒarc,Ψarc,θ) is less restricting than the distance
metric. It can be used to map human demonstrations to existing planning models, e.g. to learn
hierarchies of planning models. If the number of segmentation points ti and number of variables
differ or xi = ti violates the temporal constraints, the distance is ∞. Otherwise, the distance is the
maximum of all constraint distances:






dM (ϕ,θ ′(t))} (B.2)
B.2. Strategy Graph Operators
An important consequence of the strategy graph definition is that unique nodes S, the source, and
E, the sink, exist representing the start time point and stop time point of the manipulation task. In
Figure B.1a and B.1b two planning models are shown. For simplicity, node constraints are hidden.
The closed interval [li,ui] represents the temporal constraint and cik the set of domain constraints
of the corresponding arc.
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(c) (Sub-)Planning Model C2
Figure B.2.: Decomposition
We superimpose two planning models by joining the set of nodes (without S and E) and the sets
of temporal and domain constraints, see Figure B.1c. The resulting planning model represents the
intersection of both planning models.
The simplification of two planning models is shown in Figure B.1d. We join two nodes if the
temporal and domain constraints are identical. Two arcs are combined if the start- and end-node
and the temporal and domain constraints are equal, e.g. l1 = l3,u1 = u3,c1i = c3i in Figure B.1d.
The concatenation of two planning models is obtained by replacing the sink of the first planning
model with the source of the second planning model, see Figure B.1e.
In order to decompose a planning model into two (sub-)planning models we identify a node (not
S or E), whose removal leads to two unconnected subgraphs. This splitting node serves as source
respectively sink of the two (sub-)planning models, see Figure B.2.
B.3. Strategy Graph Linearization
The goal is to transform a planning model (X ,ϒnode,Ψnode,ϒarc,Ψarc,θ) into a linear planning
model (X ,ϒnode′,Ψnode′,ϒarc′,Ψarc′,θ), where a unique start node xs, an end node xe and a per-
mutation (xi1, ...,xin),xs = xi1,xe = xin exists with
|ϒarc| = |X |−1 (B.3)
∀k (ik, ik+1) ∈ ϒarc, ϒarc(ik, ik+1) 6= /0 (B.4)
Let [li,ui] ∈ ϒnode(i) be the single temporal constraint of variable xi. We define a strict temporal
ordering of the variables xi by x(i) ≤ x( j)⇔ li +ui ≤ l j +u j, i.e. by comparing the center of closed
intervals. The domain constraints of arc ((i− 1),(i)) contain all constraints of all arcs, which
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overlap ((i− 1),(i)). The domain constraints of node (i) are identical. The temporal constraints
of arc ((i−1),(i)) consist of a single closed interval, where the left bound is the minimum of the
left bounds of all temporal constraints, which restrict the transition to ((i)), and the right bound
is the maximum of all right bounds. The temporal constraints of node ((i)) are defined based on
the temporal constraints of the previous node. The bounds of the previous node will be extended
using the temporal arc constraint connecting ((i−1)) and ((i)). The transformation, which will be








′((i)) = Ψnode((i)) (B.6)
ϒarc








′((0)) = ϒnode((0)) (B.8)
ϒnode
′((i)) = [l +a,u+b], [l,u] ∈ ϒnode′((i−1)), (B.9)
[a,b] ∈ ϒarc′((i−1),(i)), i > 0 (B.10)
In general, temporal information about the ordering of subgoals will be lost but the set of domain
constraints is maintained, which is sufficient for simple manipulation tasks.
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C. Software Implementation
Figure C.1 shows an overview of the developed software system. MS-PbD is short for Manipula-
tion Strategy Programming by Demonstration. It refers to the learning system developed in Section
4.2. MS-Generalization is the implementation of the demonstration-based generalization algorithm
in Section 4.4. MS-Planner holds the implementation of the planning algorithms in Section 3.2.2
and 3.4. The parallelized, evolutionary algorithm to generalize the learned planning model using
robot-tests, see Section 4.5, is implemented in MS-Distributed Generalization. MS-Search heuris-
tics refers to the implementation of the learning and planning of search heuristics in Section 4.6.
The controllers as well as software interfaces to read sensors and write actuators on Adero and
Albert II were developed by Xue et al. using the Modular Controller Architecture (MCA2) frame-
work. In order to define and simulate robots, we integrated the simulation frameworks OpenRAVE
[32] and Motion Planning Kit (MPK) [67]. Existing software at the Humanoids and Intelligence
Systems Lab (HIS) to acquire sensor data in the sensory environment was interfaced using the
Robot Operating System (ROS) [85]. The interface to Justin was provided by Florian Schmidt et


















Adero Albert IIXue, Rühl, Hermann et al. Xue, Schmidt-Rohr et al.
Meißner et al.




Developed Software Existing Software 3rd-Party LibraryLegend:
Figure C.1.: Overview of developed software system.
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