In this paper, a discriminative autoencoding framework is proposed for semi-supervised anomaly detection using reconstruction errors. The framework only consists of a generator and a discriminative encoder, and the output of the latter is a vector. In the training process, the framework is trained as a generative adversarial network based on quadratic potential divergence. An extra loss added in the objective function enforces the discriminative encoder to use the mean value of the output vector for discrimination, which also empowers it with encoding ability. In the testing process, the trained framework can be used as an autoencoder to reconstruct test samples, where the trained discriminative encoder works as an encoder, and samples with reconstruction errors above a predefined threshold are determined as anomalies. The properties of quadratic potential divergence ensure a simple training process with comparable performance, meanwhile the discriminative encoder with two functions makes full use of training resources and reduces required network structures. Comparisons on benchmark datasets also show the efficiency and superiorities of the proposed methods.
I. INTRODUCTION
Anomaly detection refers to the problem of finding patterns in data that do not conform to the expected behaviors [1] . For different domains of application, other terms are also used, such as novelty detection [2] or outlier detection [3] . Anomaly detection has been applied to various fields including medical diagnostic problems [4] , faults and failure detection in complex industrial systems [2] , structural damage [5] , intrusion detection [6] , video surveillance [7] , mobile robotics [8] , and sensor networks [9] . With the increasing complexity of modern systems and surging volume of available data, it is more challenging to investigate the relationships among different components or data sources. However, the occurrence of known or unknown types of anomaly events can be inevitable, and the timely detection is of great importance. Therefore, anomaly detection is playing an increasingly important role in data-related fields, and it is promising to investigate efficient solutions.
Various methods have been applied to implement anomaly detection, and they have been summarized as follows: clustering methods [10] , probabilistic methods, distance-The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Asif. based methods, domain-based methods, reconstruction-based methods, and information theoretic methods [1] . From our perspective, two critical concepts constitute the foundation of anomaly detection, i.e. modeling of normal data and the setting of discriminant conditions. The former aims at capturing characteristics of normal data, which can be densely clustered, or follow a certain distribution; the latter separate anomaly data from normal ones. For example, anomaly data tend to be more difficult to be reconstructed, or the anomalies significantly deviate from normal distributions.
Recent years have witnessed surging volume of available data and significant development of techniques for data processing and storage. In terms of high-dimensional data with complex distributions, discriminant conditions found or set by researchers can hardly be impartial or comprehensive. The difficulty of finding reasonable and suitable discriminant conditions increases significantly with the expanding volume and complexity of test data, which can compromise the performance of the detection. Therefore, a viable idea is to model the distribution of normal data and find corresponding patterns, and anomalies can be detected based on the degrees of deviation from normal distributions.
Although the modeling of normal data is becoming an increasingly difficult task, deep neural networks based approaches provide a promising alternative. More recent works use deep neural networks to implement anomaly detection, which do not require explicit feature construction [11] .
Apparently, supervised, semi-supervised and unsupervised approaches could be used to detect anomalies. Generally, the volume of anomaly data is often relatively small and inapplicable for modeling, or it is too costly to obtain anomaly data. In addition, novel anomalies could emerge, which do not conform the conditions that have already been set. Therefore, this paper mainly focuses on semi-supervised detection approaches for their wide applicability.
Generative adversarial network (GAN) is one of the most promising generative models. It is suitable to model the highdimensional complex distributions of real world data [12] . Multiple variants have been proposed to improve the performance or adapt the model to different applicable scenarios, including CGAN [13] , InfoGAN [14] , WGAN [15] , etc. Currently, GANs have achieved state-of-art performance in modeling high-dimensional data. Recently, several generative networks based works have been proposed for anomaly detection [11] , [16] , [17] . However, much potential has yet to be investigated, which will be illustrated in subsequent sections.
In this paper, a novel GAN based framework for semi-supervised anomaly detection is proposed, which only consists of a discriminative encoder and a generator. The discriminative encoder refers to a special component of the framework with two capabilities: discriminating and encoding. In the training process, only normal data are fed into the framework, and the framework is trained as a generative adversarial network, where the discriminative encoder works as a discriminator and the generator aims at generating normal data from a prior distribution; meanwhile, the discriminative encoder also learns meaningful latent representations of normal data. In the testing process, the trained discriminative encoder maps test data into the latent space, which is subsequently reconstructed by the trained generator. Due to the fact that the generator is trained with only normal data, it can only generate meaningful samples whose latent representations are similar to that of normal data. Therefore, the reconstruction error is set to be anomaly score. Apparently, normal samples are considered to have smaller reconstruction error values.
Compared to previous methods based on GANs, this framework has the superiority of simplicity and efficiency. The contributions of this paper are summarized as follows:
• The design of discriminative encoder for anomaly detection. The discriminative encoder works as a discriminator in the training process, and work as an encoder in the testing process, which provides a network structure with two functions for anomaly detection. Therefore, the tasks can be implemented by neural networks with smaller scale.
• The application of quadratic potential divergence. Compared to the traditional Jensen-Shannon divergence and Wasserstein divergence based GANs, quadratic potential divergence based GANs adaptively satisfy the Lipschitz constraint with no problem of gradient vanishing, which ensures a simple training process with comparable performance.
• The performance of six definitions of anomaly scores suitable for the proposed framework are investigated, and the best one is determined based on experiments.
• We extend the adaptability of the framework for various anomaly detection tasks, including image data and tabular data. Details of the used networks are displayed in the Appendix. This paper is organized as follows: in Section II, we introduce related works; in Section III, necessary theoretical backgrounds are illustrated; the basic framework for anomaly detection is illustrated in Section IV; experimental details and results on benchmark datasets are displayed in Section V, and conclusions and future work are provided in Section VI.
II. RELATED WORKS
As mentioned above, anomaly detection has been applied to various application domains [18] - [21] , and a large number of related works have been taxonomized from different perspectives [1] - [3] . Therefore, it would be too lengthy to elaborate every aspect, and interested readers can refer to related reviews. Recently, deep neural networks based anomaly detection methods are emerging for their theoretical and practical development. This kind of method aims at modeling the distribution of normal data and does not require explicit feature construction [11] , which shows superiority in semi-supervised and unsupervised anomaly detection.
Typically, anomalies can be detected for two characteristics [22] : firstly, anomalies can be significantly deviated from normal data in lower dimensions; secondly, anomalies are harder to reconstruct. Deep neural networks are famous for the ability to process high dimensional data and learn complex distributions [12] , especially for the generative models. In terms of anomaly detection, investigations mainly focus on the input space, the latent space, and their inherent relationships. Five typical frameworks of neural networks based methods for anomaly detection are summarized, as is displayed in Figure 1 .
Straightforwardly, autoencoders can be implemented for anomaly detection. A deep autoencoder for anomaly detection of surface-mounted device was designed in [23] , and three kinds of anomaly scores for autoencoders based anomaly detection were defined in [24] . To improve the capabilities of autoencoders, some other techniques can be introduced. Density estimation model was used in [25] to improve the performance of autoencoders, and an ensemble of autoencoders [26] can also be applied to collectively separate normal and abnormal samples. In addition, robust principal component analysis was used to enhance the robustness of autoencoders [27] .
Variational autoencoders adopt probabilistic measures to generalize the reconstruction process. In [16] , a variational autoencoder based anomaly detection technique using reconstruction probability was proposed, as is displayed in Figure 1 -(a). VAE based score and importance weighted autoencoder based score were proposed in [28] to implement anomaly detection. The paper [29] uses a conditional variational autoencoder to enhance the anomaly detection. Long-short term memory (LSTM) based VAEs were applied to the anomaly detection in time series data [30] , [31] , and VAEs can also be used in online anomaly detection for the simple processes of anomaly detection [32] .
As another emerging branch of generative models, generative adversarial networks are also applied to anomaly detection. Generative adversarial networks are used to learn distributions of normal samples from noise [17] , which achieves comparable results in anomaly detection. Schlegle et al. [17] hypothesized that the latent vector of a GAN represents the true distribution of the data, as is displayed in Figure 1 -(b), they aimed at finding the optimal latent representations for test samples through an iterative process, and the deviation of the G(z) and the test sampleẋ is determined as anomaly score. A Wasserstein GAN based anomaly detection method using a similar technique was also proposed in [33] . Inspired by the works integrating GANs and AEs such as [34] and [35] , some researchers tend to improve the time-consuming iterative process in the testing phase by training an extra encoder for GANs [36] , as is shown in Figure 1 -(d). An auxiliary encoder is also needed in the Wasserstein GAN based framework proposed in [37] , which only requires an additional training stage. Clearly, these methods can not directly reconstruct test samples, and an additional training process or network is needed.
Other frameworks, however, jointly consider input space and latent space, and design efficient framework for anomaly detection. Akcay et al. [38] employed an encoder-decoderencoder sub-networks as the generator network, which reconstructs the input data and features (in latent space), as is shown in Figure 1 -(c). Bidirectional generative adversarial networks based anomaly detection technique [11] not only models the distributions in input space, but also the latent space, as is displayed in Figure 1 -(e). The method in [11] was subsequently improved by ALICE framework [39] , but two additional discriminators are required to stabilize the GAN training [40] . These frameworks obviously need larger scale of networks. However, they are primarily characterized with quite simple testing process [11] .
Besides, some other methods have emerged for anomaly detection from different modeling perspectives of normal data such as energy based models [41] and domain-based anomaly detection method [42] , but they are not investigated in this paper. In one hand, this paper mainly focuses on the VAEs and GANs based frameworks for anomaly detection; on the other hand, the novel techniques can also be applied in the summarized frameworks.
For the generative adversarial networks based anomaly detection methods, the discriminator can be abandoned after training, as is the situation in [38] ; or the discriminator makes little contribution for anomaly detection. For example, some works use the outputs of discriminator as part of anomaly scores, but the weight is only set to be 0.1 in [11] and [17] , and the performance is not necessarily satisfactory. However, the scale of a discriminator is the same as a generator, which causes the waste of training resources. In short, the discriminators of generative adversarial networks are not efficiently used for anomaly detection tasks.
In summary, enormously efforts have been devoted to deep neural networks based anomaly detection. However, for frameworks based on VAEs and GANs that use reconstruction errors to detect anomalies, they are flawed for one of reasons of low performance, extra training process, large scale of neural network, or waste of training resources. In this paper, a simple and efficient framework is proposed for anomaly detection. This framework consists of a discriminative encoder and a generator, which is the simplest among the current frameworks, and no more training steps or fine tuning process are needed for anomaly detection. In addition, superior experimental results can be achieved.
III. BACKGROUNDS
In this section, we give a brief introduction to generative models related to the proposed framework. The models include autoencoder and generative adversarial networks. Especially, two kinds of recently proposed generative adversarial networks are introduced for their unique properties.
A. AUTOENCODER
An autoencoder is a classic generative model, which can be used to learn reconstructions that are similar to input data. It typically consists of a encoder f enc that maps the data x from input space to latent space, which is often denoted as z; and also a decoder f dec that maps the data in latent space back to the input space, and the estimated x is obtained asx, i.e.:
The difference between the original input vector x and the reconstructedx is called reconstruction error r e , as is illustrated by equation (3), and parameters in an autoencoder are usually updated by the gradients of r e . r e = ||x −x|| 2 .
(3)
B. GENERATIVE ADVERSARIAL NETWORKS
As a class of generative models, generative adversarial networks are famous for the ability to model complex highdimensional distributions of real-world data [12] . Generative adversarial networks generally consist of two components, i.e., a generator G and a discriminator D. A trained generator can map the data from known or priori distribution p z (typically, Gaussian distribution) to the target distribution p x , and a discriminator is used to determine if the generated data are real or not. Mathematically, most generative adversarial networks are based on a certain form of probability divergence [43] , which is a distance measure of two distributions. Generally, a generative adversarial network is defined in this way: (1) Define an efficient divergence;
(2) Find the dual form of the divergence for the convenience of computation; (3) Minimize the divergence of the generated distribution f Gen (p z ) and the target distribution p x .
For example, if we use Jensen-Shannon divergence:
and the dual form of JS divergence is deduced to be [44] :
where T is a function, and
Therefore, a generative adversarial network can be defined by using JS divergence:
This is also another interpretation of vanilla generative adversarial network [45] .
C. GENERATIVE ADVERSARIAL NETWORKS WITH QUADRATIC POTENTIAL
Various kinds of divergence have been proposed, thus resulting in many kinds of generative adversarial networks. The often used divergences include f-divergence [44] and Wasserstein divergence. However, generative adversarial networks defined by f-divergence suffer from gradient vanishing problem. In addition, WGAN [15] defined by Wasserstein divergence needs to satisfy Lipschitz constraint, which can be solved by using weight clipping [15] , gradient penalty [46] and spectral normalization [47] . Therefore, a new probability divergence is defined in [43] , which is called quadratic potential divergence:
Therefore, the generative adversarial networks based on such a divergence can be obtained, which is named after the generative adversarial networks with quadratic potential (GAN-QP) [43] :
where d can be any distance measure, and λ is a coefficient. GAN-QP adaptively satisfies Lipschitz constraint, and no gradient vanishing problem could occur. Please refer to [43] for theoretical proof. The GAN-QP also achieves state-of-art performance in the experiment results provided by [43] .
D. ORTHOGONAL GENERATIVE ADVERSARIAL NETWORKS
The orthogonal generative adversarial network [48] provides a unique method to enable the discriminator to have the encoding ability. The output of the discriminator is a vector instead of a scalar, and the mean value of the vector is used for discrimination. The property is achieved by an extra loss, as is shown in the following equations:
where f , g, h are possible functions used by different divergences based GANs, and λ is a coefficient. By defining n z as the number of dimensions of vector z, then
is the Pearson correlation between vector z andẑ, and the related operations are defined as:
When n z ≥ 3, [avg(z), std(z), N (z)] is an independent decomposition of vector z [48] . Obviously, the used Pearson divergence in equation (13) aims at forcing the z to be correlated to D (G(z) ), and the mean values are used for discrimination.
IV. DISCRIMINATIVE AUTOENCODING FRAMEWORK FOR ANOMALY DETECTION
In this section, we illustrate our approach in detail. Firstly, the framework is introduced in an overall way, and then a key component is illustrated in detail. Subsequently, the training stage and the testing stage are provided with algorithms.
A. PROBLEM DEFINITION
First of all, we clarify the concepts of normal and abnormal samples. Normal samples are certain forms of pre-defined, known, or accepted data. In the training stage, all samples used are considered to be known and normal; in the testing stage, normal samples are the samples that determined to be consistent to the learned distributions of normality or belong to the same class/classes of known data, and the rest are considered to be abnormal.
Given a training dataset D comprising only M normal samples, D = {x (1) , . . . , x (m) }, and a smaller testing datasetḊ with N normal and abnormal samples,Ḋ = {(ẋ (1) , y 1 ), . . . , (ẋ (n) , y n )}, where y i ∈ {0, 1} denotes the label (0 for normal and 1 for anomalous). Typically, the training set is significantly larger than the test set, i.e., M >> N .
Based on the dataset, our goal is first to model D to learn its distribution, then detect the anomaly samples inḊ as outliers during the testing stage. For a given test sampleẋ, a high anomaly score of A(ẋ) indicates possible anomalies in the sample. If the anomaly score A(ẋ) is greater than a given threshold,ẋ is determined as anomalous.
B. OVERALL FRAMEWORK
The framework proposed for semi-supervised anomaly detection consists of two network structures, i.e., a generator and a discriminative encoder. As is shown in Figure 2 , the framework is implemented by the training stage and the testing stage:
(1) In the training stage, the framework is trained as a generative adversarial network to learn the distributions of normal data. (2) In the testing stage, the trained framework is used to reconstruct test samples, and reconstruction errors are defined as anomaly scores to determine if a sample is anomalous. To ensure the performance of the proposed framework with such a simple structure, a powerful generative adversarial network is needed, and we choose the generative adversarial network with quadratic potential for the merits introduced above. To achieve the performance of the discriminative encoder, a discriminator with encoding ability must be trained. Therefore, in the training process, the framework is trained as an integration of generative adversarial network with quadratic potential and orthogonal generative adversarial network. Critical technical details can be found in Figure 3 .
C. THE DISCRIMINATIVE ENCODER
Discriminative encoder refers to such a network component in the proposed framework for anomaly detection, which works as a discriminator in the training stage, and works as an encoder in the testing stage.
The keys to achieve the functions of the discriminative encoder include: (1) The output of discriminative encoder is a vector instead of a scalar; (2) An added Pearson loss in the objective function that enforces the discriminative encoder to use the vector for discrimination. In the training stage, the output vector of discriminative encoder is used for discrimination, andẑ is forced to be correlated to z. In the testing stage, the trained discriminative encoder is able to map the data from input space to its latent space. Meanwhile, the latent representationż of a normal sampleẋ is correlated to z because of the training process. The trained generator is able to generate samples that belong to the same distribution of training samples by using the latent representation ofż. Therefore, the framework can work as an autoencoder and reconstruct normal test samples, while anomalous samples can be harder to reconstruct. Technical details can also be found in Figure 3 .
D. TRAINING STAGE
In the training stage, the discriminative encoder and the generator work together as a generative adversarial network, where the generator aims at capturing the distribution of normal data, and the discriminative encoder works as a discriminator to determine if a sample comes from the normal data or the generator.
Therefore, when applied to the proposed framework, the objective for the training process can be expressed as:
where λ 1 and λ 2 are coefficients, and ρ is defined in equation (13) . Clearly, we choose the simplest functions for f , g and h introduced in equation (11):
Here, R x,z is directly chosen as:
The training process is demonstrated in Algorithm 1.
E. TESTING STAGE
In the testing stage, two tasks are implemented, i.e., assigning anomaly scores for test samples and determining the anomalous samples based on the scores. Firstly, anomaly scores are assigned to test samples based on the corresponding reconstruction errors and feature loss. For a test sampleẋ, the anomaly score is defined as : (20) where f T refers to a function implemented by a trained discriminative encoder. Subsequently, samples assigned with anomaly scores higher than the threshold value α can be determined as VOLUME 7, 2019
Algorithm 1 The Training Process
Input: Normal dataset x (1) , . . . , x (m) , value of λ 1 and λ 2 Output: dis-encoder f T , generator f gen θ T , θ gen ←Initialize network parameters; repeat Draw a batch of N samples x (1) , . . . , x (n) from dataset for i = 1 : N do Draw samples from ∼ N (0, 1)
anomalies. In practice, the threshold can also be determined by anomaly ratio r α , i.e. the samples with scores higher than the r α percent of samples can be determined as anomalies.
Anomaly scores are critical criterions for determining if the test sampleẋ is normal or not. Based on the illustrations in Section II, it can be summarized that the anomaly scores come from three aspects: reconstruction errors of test samples (l 1 norm, l 2 norm), reconstruction errors of latent representations (l 1 norm, l 2 norm), and output of discriminator (feature layers can also be used). In addition, weighted combination of the three kinds of indicators can make up various kinds of anomaly scores. Therefore, for test sampleẋ, we define several other kinds of anomaly score:
where f ce means the cross entropy of two samples. We define the latent representation of test sampleẋ asż, i.e.ż = f T (ẋ), and some other forms of anomaly score can be obtained:
Similarly, the anomaly score of equation (20) can be referred to as A xl2 . The performance of different kinds of anomaly scores will be compared in the experiments. The testing process is demonstrated in Algorithm 2.
V. EXPERIMENTS
In this section, we provide information about experimental setup, results and related analysis.
Algorithm 2 The Testing Process
Input: Test datasetx (1) 
A. DATASETS
From the datasets often used for anomaly detection, we choose four benchmark datasets to evaluate the performance of the proposed anomaly detection framework and make comparisons based on published literatures or methods. The benchmark datasets are the Arrhythmia dataset, KDDCUP99 10 percent dataset, MNIST dataset and CIFAR-10 dataset, where the former two datasets are classified as tabular data, and the latter two datasets are classified as image data.
• The Arrhythmia dataset consists of data in the presence and absence of cardiac arrhythmia as well as classifications of 16 groups.
• The KDDCUP99 10 percent dataset is a network intrusion dataset. We take ''normal'' data as anomalies in KDD dataset because of the high proportion of anomalies in the KDD dataset.
• The MNIST dataset contains handwritten digits from number 0 to 9, which is a commonly used dataset to evaluate the performance of generative models. For the task of anomaly detection, each digit can be considered as anomaly, and we can obtain 10 different datasets.
• The CIFAR-10 dataset contains 10 classes of images including airplanes, cars, birds, cats, deer, dogs, frogs, horses, ships, and trucks. Likewise, each type of the sample is successively taken as anomaly, thus generating 10 different datasets.
Some details of the datasets can be found in Table 1 . For the convenience of comparison, the experimental settings in this paper follow the setups in [11] , [38] .
For tabular dataset, 50% of samples are randomly chosen from the dataset and used for training, and the rest data would be used for testing. In addition, all anomalous data in training data are removed to test data. Indicators including Precision, Recall and F1 score are used to evaluate different models.
For each image dataset, we can generate 10 datasets for anomaly detection. After defining one of the ten classes as anomaly, we use 80% of the whole dataset for training and keep the remaining 20% as the test set, and remove all anomalous data in training data to test data. The area under receiver operating characteristic (AUROC) is used to evaluate different methods.
B. PARAMETERS SETTING
Parameters needed in the experiments include anomaly ratio r α , coefficients λ 1 and λ 2 .
In the studied semi-supervised anomaly detection problem, the determination of thresholds is not a research object. The thresholds used for anomaly detection are predefined, and we follow the settings of thresholds used in [16] , [22] , [38] .
For tabular data, the anomaly ratio is set exactly as the percentage of anomalous samples in the test set. 20% of KDDCUP test data are considered as anomaly, and 15% of Arrhythmia test data are considered to be anomaly.
For image data, the anomaly ratio can be slightly different for different generated datasets. Since the AUROC is applied to evaluate the performance, labels in the test data can be directed used.
Following the experiences provided in [48] , λ 1 is set to be 0.25, and λ 2 is set to be 0.1 for tabular data and 0.5 for image data.
C. BASELINE METHODS
Various methods have been proposed for anomaly detection. In this paper, representative methods from different literatures are used to evaluate the performance of the proposed solution. The methods can be briefly introduced as follows:
• OC-SVM [49] . One-class support vector machine is a frequently used kernel method for anomaly detection.
In the experiment, the radial basis function (RBF) kernel is adopted to complete the tasks.
• DSEBM [41] . Deep structured energy based model (DSEBM) is an energy based method for anomaly detection. In DSEBM, two criterions are adopted to define anomaly score, i.e. energy of samples and reconstruction errors of samples, and the techniques are referred as DSEBM-e and DSEBM-r separately.
• DAGMM [22] . Deep autoencoding Gaussian mixture model is a recently proposed autoencoder-based method for anomaly detection. The method jointly considers the reconstruction error and density estimation, and the anomalies in test samples are separated based on the criterion that the samples are harder to reconstruct and lie in low density areas.
• VAE [16] . Variational autoencoder based anomaly detection technique is an extension of autoencoder based anomaly detection, it adopts reconstruction probability instead of reconstruction error as anomaly score, which generalizes the ability of anomaly detection.
• AnoGAN [17] . AnoGAN is a GAN based method for anomaly detection. Firstly, AnoGAN trains a deep convolutional GAN [50] , which is subsequently used to find a match in latent representation for test data sample in testing stage. The anomaly score is determined by the reconstruction error and the output of discriminator. For tabular data, the AnoGAN is adopted by using fully connected layers.
• EGAN [11] . The efficient GAN (EGAN) based anomaly detection adopts the framework of bi-directional generative adversarial network (BiGAN) for training, which jointly trains data in input space and the corresponding latent space. The network is able to learn the inverse mapping from latent space to input space. Therefore, the difference between test sample and the reconstructed sample is adopted as anomaly score. Since the proposed framework only consists of two components and one training stage, the GANs based frameworks with four (or more) components or two (or more) training stages are not chosen as baselines. In this way, the comparisons of performance are implemented in a relatively fair way.
To highlight the performance of the proposed method rather than the improved training techniques or additional network layers, the architecture used for anomaly detection task of tabular data is adapted based on the ones used for AnoGAN and EGAN. The details of the networks used in the experiment are shown in the Appendix.
Experiments of tabular data are implemented on Mac-Book Pro CPU 2.8 GHz 16 GB Intel Core i7 with Tensorflow 1.12.0 (python 3.6.5), and experiments of image data are implemented on RTX1070 GPU with Tensorflow 1.12.0 (python 3.6.5). In addition, the proposed method is referred to as ''Dis-AE'' for convenience of comparison. To display experimental results in a better way, we use the ECharts toolbox [51] .
D. TABULAR DATA
The results for tabular data are demonstrated in Table 2 and 3, which include the KDDCUP99 dataset and Arrhythmia dataset. The results for OC-SVM, DSEBM, and DAGMM are obtained from [22] , and the results for other methods are obtained based on the averages over 10 runs.
For the Arrhythmia dataset, the lack of sufficient training data could lead to the poorer results of neural network based anomaly detection methods, and the classic machine learning based anomaly detection methods shows competitive performance. For KDDCUP99 dataset, we can observe that though the EGAN obtained state-of-art results, the proposed Dis-AE method can achieve higher performance for the indicator of Precision, and the results of Recall and F 1 score are also comparable. 
E. IMAGE DATA
The MNIST and CIFAR-10 datasets are also used for comparison, and the results for image data are demonstrated in Table 4 , Figure 4 and Figure 5 . The VAE is not compared on dataset CIFAR10 for its poor performance [38] . The results of the proposed method are obtained based on the averages over 10 runs.
It can be observed that the proposed anomaly detection method outperforms all other baselines on MNIST dataset, and also achieves comparable results on CIFAR10 dataset. The performance of the proposed method is displayed in Figure 8 . For MNIST dataset, we can observe that the Dis-AE is able to generate high quality samples, and the reconstructed images also shows good performance. For test samples that do not follow the distribution of normal data, Dis-AE reconstructs them to the known distribution (reconstructs number ''0'' to ''6''), thus causing higher anomaly scores. For CIFAR10 dataset, the performance of the proposed method is compromised, but the results are comparable. Typically, the image of a car is reconstructed as a shape of a horse, and the test sample is detected as an anomaly. Some errors also occur, and the room is left for improvements.
We also compare the performance of different kinds of anomaly scores, and the results are displayed in Table 5 , Figure 6 and Figure 7 .
As can be seen from experimental results, the performance of A xl2 is slightly better than A xl1 , while the performance of A xce is lower. The performance of A zl1 , A zl2 and A zce are quite close, so it can be concluded that the Pearson correlation (equation (13) imposes strict constraints in latent space. However, they provide lower performance compared to the indicators obtained in the input space.
F. COMPARISONS OF TIME USED
The training time and the testing time of the proposed method are also investigated, and the results on benchmark datasets are presented in Table 6 and Table 7 . It can be observed that the Dis-AE can finish the tasks in significantly shorter time compared with AnoGAN due to the straightforward anomaly detection process. It can also be summarized that AnoGAN uses the minimum training time, because it adopts the simplest structure and the simplest divergence (Jensen Shannon divergence). In addition, the Dis-AE consumes less time than EGAN, which can be attributed to that the Dis-AE does not use an extra discriminator.
On the basis of the elements considered, we provide comprehensive comparisons of different frameworks for anomaly detection, which is shown in Table 8 . As has been summarized in the end of Section II, typical frameworks proposed for anomaly detection using reconstruction errors are flawed in one or several of the following aspects:
(1) Low performance: results obtained for VAE, AnoGAN and EGAN are not satisfactory according to experimental results. Therefore, as is shown in Figure 9 , advantages of the proposed framework can be summarized as follows:
• Simple network structure: the framework consists of only a discriminative encoder and a generator. With a discriminative encoder, it does not need an additional structure to complete the task of anomaly detection.
• Simple training process: in the training process, the proposed framework requires neither an additional discriminator nor an encoder. • Superior performance: as has been demonstrated by experimental results, the proposed method is able to achieve superior performance for anomaly detection.
• Efficient testing: from the perspective of time, this framework is simpler and requires less training time when using the same scale of networks; in addition, no more for tuning of the generator is required in the testing stage.
VI. CONCLUSION
In this paper, we propose a simple and efficient framework for anomaly detection. The framework only consists of a discriminative encoder and a generator, and they can work as a generative adversarial network in the training process, and work as an autoencoder in the testing process. Experimental results show that the framework can achieve superior results for not only tabular data but also image data.
Since this framework is a combination of generative adversarial networks and autoencoders, techniques for improving the performance of the two kinds of networks can be used to update the performance of training or testing. These fields are to be investigated in future works.
APPENDIX
In this part, the details of architectures used for different datasets are demonstrated in Table 9-12. 
