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Xuelian Bao∗, Hui Zhang†
Abstract We consider the numerical approximations of the Cahn-Hilliard equation with
dynamic boundary conditions (C. Liu et. al., Arch. Rational Mech. Anal., 2019). We
propose a first-order in time, linear and energy stable numerical scheme, which is based on
the stabilized linearly implicit approach. The energy stability of the scheme is proved and the
semi-discrete-in-time error estimates are carried out. Numerical experiments, including the
comparison with the former work, the accuracy tests with respect to the time step size and
the shape deformation of a droplet, are performed to validate the accuracy and the stability of
the proposed scheme.
1 Introduction
The Cahn-Hilliard equation is one of the most fundamental models which describe the phase
separation processes of binary mixtures. The classical Cahn-Hilliard equation, first introduced in
[1], can be written as follows:
(1.1)

φt = ∆µ, in Ω × (0,T ),
µ = −ε∆φ + 1
ε
F′(φ), in Ω × (0,T ),
where T ∈ (0,∞) and Ω ⊆ Rd (d = 2, 3) is a bounded domain with the smooth boundary Γ = ∂Ω.
The phase-field order parameter φ represents the difference of two local relative concentrations
to describe the binary mixtures. In the domain Ω, φ = ±1 correspond to the pure phases of
the materials, which are separated by a interfacial region whose thickness is proportional to the
parameter ε. µ represents the chemical potential in Ω, which can be expressed as the Fre´chet
derivative of the bulk free energy:
(1.2) Ebulk(φ) =
∫
Ω
ε
2
|∇φ|2 + 1
ε
F(φ)dx,
where F stands for the bulk potential, which usually has a double-well structure with two minima
at -1 and 1 and a local unstable maximum at 0. A classical choice is the regular double-well
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potential
(1.3) F(x) =
1
4
(x2 − 1)2, x ∈ R.
When the time-evolution of φ is confined in a bounded domain, suitable boundary conditions
should be considered for the system (1.1). The homogeneous Neumann conditions are the classical
boundary conditions:
(1.4) ∂nµ = 0, on Γ × (0,T ),
(1.5) ∂nφ = 0, on Γ × (0,T ),
where n = n(x) denotes the unit outer normal vector and ∂n denotes the outward normal derivative
on Γ. The Cahn-Hilliard equation with the boundary conditions (1.4) and (1.5) can be viewed as
an H−1-gradient flow of the bulk free energy.
The no-flux boundary condition (1.4) guarantees the conservation of mass in the bulk (i.e., in
Ω):
(1.6)
∫
Ω
φ(t)dx =
∫
Ω
φ(0)dx, t ∈ [0,T ].
Moreover, the boundary conditions (1.4) and (1.5) imply that the bulk free energy Ebulk (Eq. (1.2))
is decreasing with respect to time, namely,
(1.7)
d
dt
Ebulk(φ(t)) +
∫
Ω
|∇µ|2dx = 0, t ∈ (0,T ).
However, the Cahn-Hilliard equation with homogeneous Neumann conditions neglects the ef-
fects of the boundary to the bulk dynamics. Thus, it is not suitable for some applications (for
instance, hydrodynamic applications such as contact line problems). In order to describe the ef-
fective interactions between the solid wall and the binary mixture, physicists added the suitable
surface free energy functional into the system [4, 5, 14]:
(1.8) Etotal(φ) = Ebulk(φ) + Esur f (φ),
(1.9) Esur f (φ) =
∫
Γ
δκ
2
|∇Γφ|2 + 1
δ
G(φ)dS ,
where ∇Γ represents the tangential or surface gradient operator on Γ, G is the surface potential, the
parameter κ is related to the surface diffusion and δ denotes the thickness of the interfacial region
on Γ. When κ = 0, it corresponds to the moving contact line problem [21]. Recently, for the total
free energy (1.8), various dynamic boundary conditions for the Cahn-Hilliard equation have been
proposed and investigated, see for instance, see [14, 9, 17, 15, 16], and references therein.
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In the present work, the Cahn-Hilliard equation with the dynamic boundary conditions, which
was derived by an energetic variational approach by Liu and Wu (Liu-Wu model, for short) [17],
is considered. It reads as follows:
(1.10)

φt = ∆µ, in Ω × (0,T ),
µ = −ε∆φ + 1
ε
F′(φ), in Ω × (0,T ),
∂nµ = 0, on Γ × (0,T ),
φ|Γ = ψ, on Γ × (0,T ),
ψt = ∆ΓµΓ, on Γ × (0,T ),
µΓ = −δκ∆Γψ + 1
δ
G′(ψ) + ε∂nφ on Γ × (0,T ),
where ∆Γ denotes the Laplace-Beltrami operator on Γ. The dynamic boundary conditions (with δ,
κ > 0) turns out to be a surface Cahn-Hilliard type equation for the trace of φ on Γ, coupled with
the bulk evolution in terms of ∂nφ. The existence and uniqueness of weak and strong solutions
of the Liu-Wu model have been established in [17]. A different approach to construct the weak
solutions of the Liu-Wu model is proposed in [8].
The numerical approximations of the Cahn-Hilliard equation and its variants have been inten-
sively investigated. The stabilized linearly implicit approach [11], the approaches based on the
convex-concave splitting [19, 10], the invariant energy quadratization [23, 24] and the scalar aux-
iliary variable (SAV) [20] method are efficient techniques for the time discretization. Recently,
there have been numerous contributions on the numerical approximation of the Cahn-Hilliard
equation with dynamic boundary conditions [2, 3, 13, 7, 22]. For the numerical approximations
of Liu-Wu model, the first finite element scheme was proposed in [22] and the corresponding nu-
merical results were presented in [8], where the straightforward discretization based on piecewise
linear finite element functions was utilized to simulate Liu-Wu model, and the corresponding non-
linear system was solved by Newton’s method. A recent contribution on the numerical analysis
for the Liu-Wu model can be found in [18], where a different discrete scheme was proposed and
the connection between φ and the chemical potentials was investigated. However, the backward
implicit Euler method was used for time discretization in the above discrete schemes, which lead
to nonlinear systems at each time step.
In the present work, a first-order in time, linear and energy stable scheme for solving the Liu-Wu
model is proposed based on the stabilized linearly implicit approach. At each time step, one only
needs to solve one linear equation and thus, the scheme is highly efficient. The energy stability of
the scheme is proved and various numerical simulations in two-dimensional spaces are performed
to validate the accuracy and stability of the scheme by comparing with the former work. The error
estimates in semi-discrete-in-time for the scheme are also carried out. To the best of the authors’
knowledge, the proposed scheme in this paper is the first linear and energy stable scheme for
solving the Liu-Wu model and it is the first work to give the semi-discrete-in-time error estimates
for the model.
The rest of the paper is organized as follows. In Section 2, we first recall some notions and
notation appearing in this article. In Section 3, a simple derivation of Liu-Wu model and the stabi-
lized scheme with the energy stability are derived. In Section 4, we construct the error estimates.
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The accuracy tests and numerical examples are presented in Section 5. Finally, some concluding
remarks are presented in Section 6.
2 Preliminaries
Before giving the stabilized scheme and the corresponding error analysis, we make some defi-
nitions in this section. The norm and inner product of L2(Ω) and L2(Γ) are denoted by ‖ · ‖Ω, (·, ·)Ω
and ‖ · ‖Γ, (·, ·)Γ respectively. The usual norm in Hk(Ω) and Hk(Γ) are denoted by ‖ · ‖Hk(Ω) and
‖ · ‖Hk(Γ) respectively.
We consider a finite time interval [0,T ] and a domain Ω ⊂ Rd (d = 2, 3), which is a bounded
domain with sufficient smooth boundary Γ = ∂Ω and n = n(x) is the unit outer normal vector on
Γ.
Let τ be the time step size. For a sequence of functions f 0, f 1, . . . , f N in some Hilbert space E,
we denote the sequence by { fτ} and define the following discrete norm for { fτ}:
(2.1) ‖ fτ‖l∞(E) = max
0≤n≤N
(
‖ f n‖E
)
.
We denote by C a generic constant that is independent of τ but possibly depends on the data and
the solution, and use f . g to say that there is a generic constant C such that f 6 Cg.
3 Derivation of the Cahn-Hilliard equation with dynamic boundary
conditions and its numerical scheme
In this section, we first propose a simple derivation of the Liu-Wu model, indicating that it
satisfies the energy dissipation law and mass conservation.
Since φ is the phase-field order parameter in the bulk, denote its trace ψ := φ|Γ as the order
parameter on the boundary. When the mass conservation holds true in the bulk Ω and on the
boundary Γ respectively, φ and ψ satisfy the following continuity equations [6]:
(3.1)
φt + ∇ · (φu) = 0, in Ω × (0,T ),
ψt + ∇Γ · (φv) = 0, on Γ × (0,T ),
where u is the microscopic effect velocity and v is the microscopic effective tangential velocity
field on the boundary. Assume that there is no mass exchange between the bulk and the boundary,
u satisfies the following boundary condition:
(3.2) u · n = 0, on Γ × (0,T ).
Since the boundary is closed, there is no need to impose any boundary condition on v.
For the total free energy (1.8), we consider the following energy dissipation law:
(3.3)
d
dt
Etotal(t) = −Dtotal(t),
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which is based on the first and second laws of thermodynamics [12]. And the rate of energy
dissipationDtotal(t) also consists of two contributions from the bulk and the boundary, namely,
(3.4) Dtotal(t) = Dbulk(t) +Dsur f (t).
Assume that
(3.5) Dbulk(t) =
∫
Ω
φ2|u|2dx, Dsur f (t) =
∫
Γ
ψ2|v|2dS ,
and substitute (1.2) and (1.9) into (3.3), we obtain
(3.6)
d
dt
[ ∫
Ω
ε
2
|∇φ|2 + 1
ε
F(φ)dx +
∫
Γ
δκ
2
|∇Γφ|2 + 1
δ
G(φ)dS
]
= −
∫
Ω
φ2|u|2dx −
∫
Γ
ψ2|v|2dS .
The left part of (3.6) can be written as
(3.7)
d
dt
[ ∫
Ω
ε
2
|∇φ|2 + 1
ε
F(φ)dx +
∫
Γ
δκ
2
|∇Γφ|2 + 1
δ
G(φ)dS
]
=
∫
Ω
[−ε∆φ + 1
ε
F′(φ)]φtdx +
∫
Γ
[ε∂nφ − δκ∆Γψ + 1
δ
G′(ψ)]ψtdS
=
∫
Ω
φ∇[−ε∆φ + 1
ε
F′(φ)] · udx +
∫
Γ
ψ∇Γ[ε∂nφ − δκ∆Γψ + 1
δ
G′(ψ)] · vdS
=
∫
Ω
φ∇µ · udx +
∫
Γ
ψ∇Γ[ε∂nφ + µs] · vdS .
Here, µ and µs are the chemical potentials in Ω and on Γ, respectively, which can be expressed as
the Fre´chet derivative of the bulk free energy Ebulk and the surface free energy Esur f , namely,
(3.8)
µ =
δEbulk
δφ
= −ε∆φ + 1
ε
F′(φ)
µs =
δEsur f
δψ
= −δκ∆Γψ + 1
δ
G′(ψ).
From (3.6) and (3.7), we obtain
(3.9)
φu = −∇µ,
ψv = −∇Γ(ε∂nφ + µs).
Substitute (3.9) into (3.1), we obtain the Liu-Wu model (Eq. (1.10)) with µΓ = ε∂nφ + µs.
Obviously, the Liu-Wu model satisfies the mass conservation law in the bulk and on the bound-
ary:
(3.10)
∫
Ω
φ(t)dx =
∫
Ω
φ(0)dx and
∫
Γ
ψ(t)dS =
∫
Γ
ψ(0)dS , t ∈ [0,T ],
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Moreover, from the energy dissipation law, it is easy to see that the total free energy Etotal(φ, ψ) =
Ebulk(φ) + Esur f (ψ) is decreasing in time:
(3.11)
d
dt
Etotal(φ, ψ) = −‖∇µ‖2Ω − ‖∇ΓµΓ‖2Γ ≤ 0.
Now we present the stabilized scheme for the Cahn-Hilliard equation with dynamic boundary
conditions (namely, (1.10)). The scheme can be written as follows,
φn+1 − φn
τ
= ∆µn+1, in Ω,(3.12)
µn+1 = −ε∆φn+1 + 1
ε
F′(φn) + s1(φn+1 − φn), in Ω,(3.13)
∂nµ
n+1 = 0, on Γ,(3.14)
φn+1|Γ = ψn+1, on Γ,(3.15)
ψn+1 − ψn
τ
= ∆Γµ
n+1
Γ , on Γ,(3.16)
µn+1Γ = −δκ∆Γψn+1 +
1
δ
G′(ψn) + ε∂nφn+1 + s2(ψn+1 − ψn), on Γ.(3.17)
Here, T is an arbitrary and fixed time, N is the number of time steps and τ = T/N is the step size.
We have the energy stability as follows.
Theorem 3.1. Assume that s1 ≥ 12ε maxξ∈R F′′(ξ), s2 ≥ 12δ maxη∈R G′′(η), the scheme (3.12)-(3.17)
is energy stable in the sense that
(3.18) E(φ
n+1, ψn+1) − E(φn, ψn)
τ
≤ −‖∇µn+1‖2Ω − ‖∇Γµn+1Γ ‖2Γ,
where
(3.19) E(φn, ψn) =
∫
Ω
1
ε
F(φn) +
ε
2
|∇φn|2dx +
∫
Γ
1
δ
G(ψn) +
δκ
2
|∇Γψn|2dS
Proof. By taking inner product of (3.12) with µn+1 in Ω, we have
(3.20) (
φn+1 − φn
τ
, µn+1)Ω = (∆µn+1, µn+1)Ω = −‖∇µn+1‖2Ω.
By using (3.13), we have
(3.21) (
φn+1 − φn
τ
, µn+1)Ω = (
φn+1 − φn
τ
,−ε∆φn+1 + 1
ε
F′(φn) + s1(φn+1 − φn))Ω,
(3.22) (
φn+1 − φn
τ
,−ε∆φn+1)Ω = −ε(∂nφn+1, φ
n+1 − φn
τ
)Γ + ε(∇φn+1, ∇φ
n+1 − ∇φn
τ
)Ω.
For the boundary integral term in (3.22), by taking the inner product of (3.16) with µn+1
Γ
on Γ,
we obtain
(3.23) (
ψn+1 − ψn
τ
, µn+1Γ )Γ = (∆Γµ
n+1
Γ , µ
n+1
Γ )Γ = −‖∇Γµn+1Γ ‖2Γ.
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By using (3.17), we have
(3.24)
(
ψn+1 − ψn
τ
, µn+1Γ )Γ = (
ψn+1 − ψn
τ
,−δκ∆Γψn+1 + 1
δ
G′(ψn)
+ ε∂nφ
n+1 + s2(ψn+1 − ψn))Γ,
(3.25) (
ψn+1 − ψn
τ
,−δκ∆Γψn+1)Γ = (∇Γψ
n+1 − ∇Γψn
τ
, δκ∇Γψn+1)Γ.
To handle the nonlinear term associated with F′ and G′ in (3.21) and (3.24), we need the following
identities
(3.26)
F′(φn)(φn+1 − φn) = F(φn+1) − F(φn) − F
′′(η)
2
(φn+1 − φn)2,
G′(φn)(φn+1 − φn) = G(φn+1) −G(φn) − G
′′(ζ)
2
(φn+1 − φn)2.
Combining the equations mentioned above, we get
(
φn+1 − φn
τ
, µn+1)Ω + (
ψn+1 − ψn
τ
, µn+1Γ )Γ = −‖∇µn+1‖2Ω − ‖∇Γµn+1Γ ‖2Γ,
and
(
φn+1 − φn
τ
, µn+1)Ω + (
ψn+1 − ψn
τ
, µn+1Γ )Γ
= ε(∇φn+1, ∇φ
n+1 − ∇φn
τ
)Ω +
1
ε
(F′(φn),
φn+1 − φn
τ
)Ω +
s1
τ
‖φn+1 − φn‖2Ω
+ (δκ∇Γψn+1, ∇Γψ
n+1 − ∇Γψn
τ
)Γ +
1
δ
(G′(ψn),
ψn+1 − ψn
τ
)Γ +
s2
τ
‖ψn+1 − ψn‖2Γ
= ε(∇φn+1, ∇φ
n+1 − ∇φn
τ
)Ω +
1
ε
(
F(φn+1) − F(φn)
τ
, 1)Ω − 12ε (F
′′(η),
(φn+1 − φn)2
τ
)Ω
+
s1
τ
‖φn+1 − φn‖2Ω + δκ(∇Γψn+1,
∇Γψn+1 − ∇Γψn
τ
)Γ +
1
δ
(
G(ψn+1) −G(ψn)
τ
, 1)Γ
− 1
2δ
(G′′(ζ),
(ψn+1 − ψn)2
τ
)Γ +
s2
τ
‖ψn+1 − ψn‖2Γ
=
ε
2τ
(‖∇φn+1‖2Ω − ‖∇φn‖2Ω + ‖∇φn+1 − ∇φn‖2Ω) +
1
ετ
(F(φn+1) − F(φn), 1)Ω
+
1
τ
(s1 − 12εF
′′(η))‖φn+1 − φn‖2Ω +
δκ
2τ
(‖∇Γψn+1‖2Γ
− ‖∇Γψn‖2Γ + ‖∇Γψn+1 − ∇Γψn‖2Γ) +
1
δτ
(G(ψn+1) −G(ψn), 1)Γ
+
1
τ
(s2 − 12δG
′′(ζ))‖ψn+1 − ψn‖2Γ
=
1
τ
[E(φn+1, ψn+1) − E(φn, ψn)] + ε
2τ
‖∇φn+1 − ∇φn‖2Ω
+
δκ
2τ
‖∇Γψn+1 − ∇Γψn‖2Γ +
1
τ
(s1 − 12εF
′′(η))‖φn+1 − φn‖2Ω
+
1
τ
(s2 − 12δG
′′(ζ))‖ψn+1 − ψn‖2Γ.
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Thus, we have
1
τ
[E(φn+1, ψn+1) − E(φn, ψn)] + ε
2τ
‖∇φn+1 − ∇φn‖2Ω
+
δκ
2τ
‖∇Γψn+1 − ∇Γψn‖2Γ +
1
τ
(s1 − 12εF
′′(η))‖φn+1 − φn‖2Ω
+
1
τ
(s2 − 12δG
′′(ζ))‖ψn+1 − ψn‖2Γ = −‖∇µn+1‖2Ω − ‖∇Γµn+1Γ ‖2Γ ≤ 0.
Therefore, under the conditions that
s1 ≥ 12ε maxξ∈R F
′′(ξ)
and
s2 ≥ 12δ maxη∈R G
′′(η),
we have
1
τ
[E(φn+1, ψn+1) − E(φn, ψn)] ≤ 0,
namely, the scheme (3.12)-(3.17) is energy stable. 
4 Error estimates for the stabilized semi-discrete scheme
In this section, we establish the error estimates for the phase functions φ and ψ for the stabilized
scheme (3.12)-(3.17).
Assume that the Lipschitz properties hold for the derivatives of F′ and G′,
(4.1) max
φ∈R |F
′′
(φ)| ≤ L1,
(4.2) max
ψ∈R |G
′′
(ψ)| ≤ L2,
which are necessary for error estimates.
The PDE system (1.10) can be rewritten as the following truncated form,
φ(tn+1) − φ(tn)
τ
= ∆µ(tn+1) + Rn+1φ , in Ω,(4.3)
µ(tn+1) = −ε∆φ(tn+1) + 1
ε
F′(φ(tn)) + s1(φ(tn+1) − φ(tn)) + Rn+1µ , in Ω,(4.4)
∂nµ(tn+1) = 0, on Γ,(4.5)
φ(tn+1)|Γ = ψ(tn+1), on Γ,(4.6)
ψ(tn+1) − ψ(tn)
τ
= ∆ΓµΓ(tn+1) + Rn+1ψ , on Γ,(4.7)
µΓ(tn+1) = −δκ∆Γψ(tn+1) + 1
δ
G′(ψ(tn)) + ε∂nφ(tn+1)
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+s2(ψ(tn+1) − ψ(tn)) + Rn+1Γ , on Γ,(4.8)
where
(4.9) Rn+1φ =
φ(tn+1) − φ(tn)
τ
− φt(tn+1),
(4.10) Rn+1ψ =
ψ(tn+1) − ψ(tn)
τ
− ψt(tn+1),
(4.11) Rn+1µ =
1
ε
F′(φ(tn+1)) − 1
ε
F′(φ(tn)) − s1(φ(tn+1) − φ(tn)),
(4.12) Rn+1Γ =
1
δ
G′(ψ(tn+1)) − 1
δ
G′(ψ(tn)) − s2(ψ(tn+1) − ψ(tn)).
We assume that the exact solutions (φ, ψ) of the system (1.10) are sufficiently smooth. From
the Taylor expansion, it’s easy to prove that
Lemma 4.1. The truncation errors satisfy
(4.13)
‖Rφ,τ‖l∞(H1(Ω)) + ‖Rµ,τ‖l∞(H1(Ω)) . τ,
‖Rφ,τ‖l∞(L2(Ω)) + ‖Rµ,τ‖l∞(L2(Ω)) . τ,
‖Rψ,τ‖l∞(H1(Γ)) + ‖RΓ,τ‖l∞(H1(Γ)) . τ,
‖Rψ,τ‖l∞(L2(Γ)) + ‖RΓ,τ‖l∞(L2(Γ)) . τ.
Thus we can establish the estimates for the stabilized scheme as follows.
Theorem 4.2. Provided that the exact solutions are sufficiently smooth, the solution (φn, ψn) of the
scheme (3.12)-(3.17) satisfy the following error estimates
(4.14)
‖eφ,τ‖l∞(H1(Ω)) + ‖eψ,τ‖l∞(H1(Γ)) . τ,
‖eφ,τ‖l∞(L2(Ω)) + ‖eψ,τ‖l∞(L2(Γ)) . τ.
Here, the error functions are defined as
(4.15)
enφ = φ(t
n) − φn, enµ = µ(tn) − µn,
enψ = ψ(t
n) − ψn, enΓ = µΓ(tn) − µnΓ,
enφ|Γ = enψ, and the corresponding sequence of error functions are denoted as eφ,τ, eψ,τ, eµ,τ and
eΓ,τ.
Proof. By subtracting (4.3)-(4.8) from the corresponding scheme (3.12)-(3.17), we derive the error
equations as follows,
1
τ
(en+1φ − enφ) = ∆en+1µ + Rn+1φ , in Ω,(4.16)
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en+1µ = −ε∆en+1φ +
1
ε
(F′(φ(tn)) − F′(φn)) + s1(en+1φ − enφ) + Rn+1µ , in Ω,(4.17)
∂nen+1µ = 0, on Γ,(4.18)
en+1φ |Γ = en+1ψ , on Γ,(4.19)
1
τ
(en+1ψ − enψ) = ∆Γen+1Γ + Rn+1ψ , on Γ,(4.20)
en+1Γ = −δκ∆Γen+1ψ +
1
δ
(G′(ψ(tn)) −G′(ψn)) + ε∂nen+1φ
+s2(en+1ψ − enψ) + Rn+1Γ , on Γ.(4.21)
By taking the L2 inner product of (4.16) with τen+1µ in Ω, we obtain
(en+1φ − enφ, en+1µ )Ω + τ‖∇en+1µ ‖2Ω = τ(Rn+1φ , en+1µ )Ω.
By taking the L2 inner product of (4.16) with ετen+1φ in Ω, we obtain
ε
2
(‖en+1φ ‖2Ω − ‖enφ‖2Ω + ‖en+1φ − enφ‖2Ω) = −ετ(∇en+1µ ,∇en+1φ )Ω + ετ(Rn+1φ , en+1φ )Ω,
where the boundary terms vanish due to ∂nen+1µ = 0. By taking the L
2 inner product of (4.17) with
−(en+1φ − enφ) in Ω, we obtain
− (en+1µ , en+1φ − enφ)Ω +
ε
2
(‖∇en+1φ ‖2Ω − ‖∇enφ‖2Ω + ‖∇en+1φ − ∇enφ‖2Ω) + s1‖en+1φ − enφ‖2Ω =
ε(∂nen+1φ , e
n+1
φ − enφ)Γ −
1
ε
(F′(φ(tn)) − F′(φn), en+1φ − enφ)Ω − (Rn+1µ , en+1φ − enφ)Ω.
By combining the equations above, we derive
(4.22)
ε
2
(‖∇en+1φ ‖2Ω − ‖∇enφ‖2Ω + ‖∇en+1φ − ∇enφ‖2Ω) + s1‖en+1φ − enφ‖2Ω
+
ε
2
(‖en+1φ ‖2Ω − ‖enφ‖2Ω + ‖en+1φ − enφ‖2Ω) + τ‖∇en+1µ ‖2Ω
= τ(Rn+1φ , e
n+1
µ )Ω − ετ(∇en+1µ ,∇en+1φ )Ω + ετ(Rn+1φ , en+1φ )Ω
− (Rn+1µ , en+1φ − enφ)Ω + ε(∂nen+1φ , en+1φ − enφ)Γ −
1
ε
(F′(φ(tn)) − F′(φn), en+1φ − enφ)Ω.
For the boundary term, by taking the L2 inner product of (4.20) with τen+1
Γ
on Γ, we obtain
(en+1ψ − enψ, en+1Γ )Γ + τ‖∇Γen+1Γ ‖2Γ = τ(Rn+1ψ , en+1Γ )Γ.
By taking the L2 inner product of (4.20) with δκτen+1ψ on Γ, we obtain
δκ
2
(‖en+1ψ ‖2Γ − ‖enψ‖2Γ + ‖en+1ψ − enψ‖2Γ) = −δκτ(∇Γen+1Γ ,∇Γen+1ψ )Γ + δκτ(Rn+1ψ , en+1ψ )Γ,
Numerical Approximations of the Cahn-Hilliard Equation with Dynamic Boundary Conditions 11
where the boundary terms vanish due to Γ is closed. By taking the L2 inner product of (4.21) with
−(en+1ψ − enψ) on Γ, we obtain
− (en+1Γ , en+1ψ − enψ)Γ +
δκ
2
(‖∇Γen+1ψ ‖2Γ − ‖∇Γenψ‖2Γ
+ ‖∇Γen+1ψ − ∇Γenψ‖2Γ) + s2‖en+1ψ − enψ‖2Γ
= −ε(∂nen+1φ , en+1ψ − enψ)Γ −
1
δ
(G′(ψ(tn)) −G′(ψn), en+1ψ − enψ)Γ − (Rn+1Γ , en+1ψ − enψ)Γ.
By combining the equations above, we derive
(4.23)
δκ
2
(‖∇Γen+1ψ ‖2Γ − ‖∇Γenψ‖2Γ + ‖∇Γen+1ψ − ∇Γenψ‖2Γ) + s2‖en+1ψ − enψ‖2Γ
+
δκ
2
(‖en+1ψ ‖2Γ − ‖enψ‖2Γ + ‖en+1ψ − enψ‖2Γ) + τ‖∇Γen+1Γ ‖2Γ
= τ(Rn+1ψ , e
n+1
Γ )Γ − δκτ(∇Γen+1Γ ,∇Γen+1ψ )Γ + τδκ(Rn+1ψ , en+1ψ )Γ
− (Rn+1Γ , en+1ψ − enψ)Γ − ε(∂nen+1φ , en+1ψ − enψ)Γ −
1
δ
(G′(ψ(tn)) −G′(ψn), en+1ψ − enψ)Γ.
By combining (4.22) and (4.23) together, we derive
(4.24)
ε
2
(‖∇en+1φ ‖2Ω − ‖∇enφ‖2Ω + ‖∇en+1φ − ∇enφ‖2Ω) +
ε
2
(‖en+1φ ‖2Ω − ‖enφ‖2Ω + ‖en+1φ − enφ‖2Ω)
+
δκ
2
(‖∇Γen+1ψ ‖2Γ − ‖∇Γenψ‖2Γ + ‖∇Γen+1ψ − ∇Γenψ‖2Γ)
+
δκ
2
(‖en+1ψ ‖2Γ − ‖enψ‖2Γ + ‖en+1ψ − enψ‖2Γ) + s1‖en+1φ − enφ‖2Ω + s2‖en+1ψ − enψ‖2Γ
+ τ‖∇en+1µ ‖2Ω + τ‖∇Γen+1Γ ‖2Γ
= τ(Rn+1φ , e
n+1
µ )Ω + τ(R
n+1
ψ , e
n+1
Γ )Γ (:= term A1)
− (Rn+1µ , en+1φ − enφ)Ω − (Rn+1Γ , en+1ψ − enψ)Γ (:= term A2)
− ετ(∇en+1µ ,∇en+1φ )Ω − δκτ(∇Γen+1Γ ,∇Γen+1ψ )Γ (:= term A3)
+ ετ(Rn+1φ , e
n+1
φ )Ω + τδκ(R
n+1
ψ , e
n+1
ψ )Γ (:= term A4)
− 1
ε
(F′(φ(tn)) − F′(φn), en+1φ − enφ)Ω −
1
δ
(G′(ψ(tn)) −G′(ψn), en+1ψ − enψ)Γ
(:= term A5)
For the term A1, we define Hn = F′(φ(tn)) − F′(φn) for simplicity. It can be rewritten as
(4.25) Hn = enφ
∫ 1
0
F′′(sφ(tn) + (1 − s)φn)ds.
We have ‖Hn‖Ω . ‖enφ‖Ω since F′′ is bounded. By taking the gradient of Hn, we have
(4.26) ∇Hn = F′′(φ(tn))∇φ(tn) − F′′(φn)∇φn = (F′′(φ(tn)) − F′′(φn))∇φ(tn) + F′′(φn)∇enφ
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Since F′′ is bounded and Lipschitz and φ ∈ L∞(0,T ; H1(Ω)), we have
(4.27) ‖∇Hn‖Ω . ‖enφ‖Ω + ‖∇enφ‖Ω.
Similarly, we define H˜n = G′(ψ(tn)) − G′(ψn) for simplicity. Since G′′ is bounded and Lipschitz
and ψ ∈ L∞(0,T ; H1(Γ)), we have
(4.28)
‖H˜n‖Γ . ‖enψ‖Γ,
‖∇ΓH˜n‖Γ . ‖enψ‖Γ + ‖∇Γenψ‖Γ.
For the term A1, we have
(4.29)
τ(Rn+1φ , e
n+1
µ )Ω + τ(R
n+1
ψ , e
n+1
Γ )Γ
= τ(Rn+1φ ,−ε∆en+1φ +
1
ε
Hn + s1(en+1φ − enφ) + Rn+1µ )Ω
+ τ(Rn+1ψ ,−δκ∆Γen+1ψ +
1
δ
H˜n + ε∂nen+1φ + s2(e
n+1
ψ − enψ) + Rn+1Γ )Γ
= ετ(∇Rn+1φ ,∇en+1φ )Ω +
τ
ε
(Hn,Rn+1φ )Ω + s1τ(R
n+1
φ , e
n+1
φ − enφ)Ω
+ τ(Rn+1φ ,R
n+1
µ )Ω + τδκ(∇ΓRn+1ψ ,∇Γen+1ψ )Γ +
τ
δ
(H˜n,Rn+1ψ )Γ
+ s2τ(Rn+1ψ , e
n+1
ψ − enψ)Γ + τ(Rn+1ψ ,Rn+1Γ )Γ
≤ ετ‖∇Rn+1φ ‖Ω‖∇en+1φ ‖Ω +
τ
ε
‖Hn‖Ω‖Rn+1φ ‖Ω + s1τ‖Rn+1φ ‖Ω‖en+1φ − enφ‖Ω
+ τ‖Rn+1φ ‖Ω‖Rn+1µ ‖Ω + τδκ‖∇ΓRn+1ψ ‖Γ‖∇Γen+1ψ ‖Γ +
τ
δ
‖H˜n‖Γ‖Rn+1ψ ‖Γ
+ s2τ‖Rn+1ψ ‖Γ‖en+1ψ − enψ‖Γ + τ‖Rn+1ψ ‖Γ‖Rn+1Γ ‖Γ
≤ ετ
2
‖∇Rn+1φ ‖2Ω +
ετ
2
‖∇en+1φ ‖2Ω +
τ
2ε
‖Hn‖2Ω +
τ
2ε
‖Rn+1φ ‖2Ω
+
s1τ
2
‖Rn+1φ ‖2Ω +
s1τ
2
‖en+1φ − enφ‖2Ω +
τ
2
‖Rn+1φ ‖2Ω +
τ
2
‖Rn+1µ ‖2Ω
+
τδκ
2
‖∇ΓRn+1ψ ‖2Γ +
τδκ
2
‖∇Γen+1ψ ‖2Γ +
τ
2δ
‖H˜n‖2Γ +
τ
2δ
‖Rn+1ψ ‖2Γ
+
s2τ
2
‖Rn+1ψ ‖2Γ +
s2τ
2
‖en+1ψ − enψ‖2Γ +
τ
2
‖Rn+1ψ ‖2Γ +
τ
2
‖Rn+1Γ ‖2Γ
≤ C1τ3 + ετ2 ‖∇e
n+1
φ ‖2Ω + C2τ‖enφ‖2Ω +
s1τ
2
‖en+1φ − enφ‖2Ω
+
τδκ
2
‖∇Γen+1ψ ‖2Γ + C3τ‖enψ‖2Γ +
s2τ
2
‖en+1ψ − enψ‖2Γ,
where Ci (i = 1, 2, 3) are constants independent of τ. Here, we use the estimates for Hn and H˜n
and the truncation terms Rn+1φ , R
n+1
ψ , R
n+1
µ and R
n+1
Γ
.
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For the terms in A2, we have
(4.30)
− (Rn+1µ , en+1φ − enφ)Ω = −τ(Rn+1µ ,
en+1φ − enφ
τ
)Ω
= −τ(Rn+1µ ,∆en+1µ + Rn+1φ )Ω = τ(∇Rn+1µ ,∇en+1µ )Ω − τ(Rn+1µ ,Rn+1φ )Ω
≤ τ‖∇Rn+1µ ‖Ω‖∇en+1µ ‖Ω + τ‖Rn+1µ ‖Ω‖Rn+1φ ‖Ω
≤ 2τ‖∇Rn+1µ ‖2Ω +
τ
8
‖∇en+1µ ‖2Ω +
τ
2
‖Rn+1µ ‖2Ω +
τ
2
‖Rn+1φ ‖2Ω
≤ C4τ3 + τ8‖∇e
n+1
µ ‖2Ω,
and
(4.31)
− (Rn+1Γ , en+1ψ − enψ)Γ = −τ(Rn+1Γ ,
en+1ψ − enψ
τ
)Γ
= −τ(Rn+1Γ ,∆Γen+1Γ + Rn+1ψ )Γ = τ(∇ΓRn+1Γ ,∇Γen+1Γ )Γ − τ(Rn+1Γ ,Rn+1ψ )Γ
≤ 2τ‖∇ΓRn+1Γ ‖2Γ +
τ
8
‖∇Γen+1Γ ‖2Γ +
τ
2
‖Rn+1Γ ‖2Γ +
τ
2
‖Rn+1ψ ‖2Γ
≤ C5τ3 + τ8‖∇Γe
n+1
Γ ‖2Γ,
where Ci (i = 4, 5) are constants independent of τ. Here, we use the estimates for the truncation
terms Rn+1φ , R
n+1
ψ , R
n+1
µ and R
n+1
Γ
.
We estimate A3 as follows
(4.32)
− ετ(∇en+1µ ,∇en+1φ )Ω − δκτ(∇Γen+1Γ ,∇Γen+1ψ )Γ
≤ ετ‖∇en+1µ ‖Ω‖∇en+1φ ‖Ω + δκτ‖∇Γen+1Γ ‖Γ‖∇Γen+1ψ ‖Γ
≤ 2ε2τ‖∇en+1φ ‖2Ω +
τ
8
‖∇en+1µ ‖2Ω + 2δ2κ2τ‖∇Γen+1ψ ‖2Γ +
τ
8
‖∇Γen+1Γ ‖2Γ.
For the term A4, we have
(4.33)
ετ(Rn+1φ , e
n+1
φ )Ω + τδκ(R
n+1
ψ , e
n+1
ψ )Γ
≤ ετ‖Rn+1φ ‖Ω‖en+1φ ‖Ω + τδκ‖Rn+1ψ ‖Γ‖en+1ψ ‖Γ
≤ ετ
3
2
+
ετ
2
‖en+1φ ‖2Ω +
δκτ3
2
+
δκτ
2
‖en+1ψ ‖2Γ.
Here, we use the estimates for the truncation terms Rn+1φ and R
n+1
ψ .
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For the terms in A5, we have
(4.34)
− 1
ε
(F′(φ(tn)) − F′(φn), en+1φ − enφ)Ω
= −τ
ε
(Hn,
en+1φ − enφ
τ
)Ω = −τ
ε
(Hn,∆en+1µ + R
n+1
φ )Ω
=
τ
ε
(∇Hn,∇en+1µ )Ω −
τ
ε
(Hn,Rn+1φ )Ω
≤ τ
ε
‖∇Hn‖Ω‖∇en+1µ ‖Ω +
τ
ε
‖Hn‖Ω‖Rn+1φ ‖Ω
≤ C6τ(‖enφ‖Ω + ‖∇enφ‖Ω)‖∇en+1µ ‖Ω + C7τ‖enφ‖Ω‖Rn+1φ ‖Ω
≤ C8τ‖enφ‖2Ω + 2C26τ‖∇enφ‖2Ω +
τ
4
‖∇en+1µ ‖2Ω +
C7
2
τ3,
where Ci (i = 6, 7, 8) are constants independent of τ and C8 = 2C26 + C7/2. Here, we use the
estimates for Hn, ∇Hn and Rn+1φ .
(4.35)
− 1
δ
(G′(ψ(tn)) −G′(ψn), en+1ψ − enψ)Γ
= −τ
δ
(H˜n,
en+1ψ − enψ
τ
)Γ = −τ
δ
(H˜n,∆Γen+1Γ + R
n+1
ψ )Γ
=
τ
δ
(∇ΓH˜n,∇Γen+1Γ )Γ −
τ
δ
(H˜n,Rn+1ψ )Γ
≤ τ
δ
‖∇ΓH˜n‖Γ‖∇Γen+1Γ ‖Γ +
τ
δ
‖H˜n‖Γ‖Rn+1ψ ‖Γ
≤ C9τ(‖enψ‖Γ + ‖∇Γenψ‖Γ)‖∇Γen+1Γ ‖Γ + C10τ‖enψ‖Γ‖Rn+1ψ ‖Γ
≤ C11τ‖enψ‖2Γ + 2C29τ‖∇Γenψ‖2Γ +
τ
4
‖∇Γen+1Γ ‖2Γ +
C10
2
τ3
where Ci (i = 9, 10, 11) are constants independent of τ and C11 = 2C29 + C10/2. Here, we use the
estimates for H˜n, ∇ΓH˜n and Rn+1ψ .
Combine (4.24) with (4.29), (4.30), (4.31), (4.32), (4.33), (4.34) and (4.35), we derive
(4.36)
ε
2
(‖∇en+1φ ‖2Ω − ‖∇enφ‖2Ω + ‖∇en+1φ − ∇enφ‖2Ω) +
ε
2
(‖en+1φ ‖2Ω − ‖enφ‖2Ω + ‖en+1φ − enφ‖2Ω)
+
δκ
2
(‖∇Γen+1ψ ‖2Γ − ‖∇Γenψ‖2Γ + ‖∇Γen+1ψ − ∇Γenψ‖2Γ)
+
δκ
2
(‖en+1ψ ‖2Γ − ‖enψ‖2Γ + ‖en+1ψ − enψ‖2Γ) + s1‖en+1φ − enφ‖2Ω + s2‖en+1ψ − enψ‖2Γ
+
τ
2
(‖∇en+1µ ‖2Ω + ‖∇Γen+1Γ ‖2Γ)
. τ3 + τ(‖∇en+1φ ‖2Ω + ‖∇enφ‖2Ω + ‖en+1φ ‖2Ω + ‖enφ‖2Ω + ‖en+1φ − enφ‖2Ω
+ ‖∇Γen+1ψ ‖2Γ + ‖∇Γenψ‖2Γ + ‖en+1ψ ‖2Γ + ‖enψ‖2Γ + ‖en+1ψ − enψ‖2Γ).
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Summing (4.36) together for n = 0 to m, we derive
(4.37)
ε
2
‖∇em+1φ ‖2Ω +
ε
2
‖em+1φ ‖2Ω +
δκ
2
‖∇Γem+1ψ ‖2Γ +
δκ
2
‖em+1ψ ‖2Γ
+
m∑
n=0
(
ε
2
‖∇en+1φ − ∇enφ‖2Ω + (
ε
2
+ s1)‖en+1φ − enφ‖2Ω
+
δκ
2
‖∇Γen+1ψ − ∇Γenψ‖2Γ + (
δκ
2
+ s2)‖en+1ψ − enψ‖2Γ
+
τ
2
(‖∇en+1µ ‖2Ω + ‖∇Γen+1Γ ‖2Γ)
)
≤ C˜(m + 1)τ3 + C˜τ
m∑
n=0
(
‖∇en+1φ ‖2Ω + ‖en+1φ ‖2Ω + ‖en+1φ − enφ‖2Ω
+ ‖∇Γen+1ψ ‖2Γ + ‖en+1ψ ‖2Γ + ‖en+1ψ − enψ‖2Γ
)
,
where we use e0φ = e
0
ψ = ∇e0φ = ∇Γe0ψ = 0.
Denote
(4.38)
Im =
ε
2
‖∇em+1φ ‖2Ω +
ε
2
‖em+1φ ‖2Ω +
δκ
2
‖∇Γem+1ψ ‖2Γ +
δκ
2
‖em+1ψ ‖2Γ
+ (
ε
2
+ s1)‖em+1φ − emφ ‖2Ω + (
δκ
2
+ s2)‖em+1ψ − emψ ‖2Γ
and
(4.39)
S m =
m∑
n=0
(
ε
2
‖∇en+1φ − ∇enφ‖2Ω +
δκ
2
‖∇Γen+1ψ − ∇Γenψ‖2Γ
+
τ
2
(‖∇en+1µ ‖2Ω + ‖∇Γen+1Γ ‖2Γ)
)
.
Then we have
(4.40) Im + S m . τ2 + τ
m∑
n=0
In.
According to the discrete Gronwall’s inequality,
(4.41) Im + S m ≤ c˜0τ2,
where c˜0 is a constant independent of τ and m. And thus we get the error estimate (4.14). 
5 Numerical simulations
In this section, we present numerical experiments of the Liu-Wu model by implementing the
developed scheme (3.12)-(3.17). The numerical examples include the comparison with the numer-
ical results in [15] and [8], accuracy tests with respect to the time step size, and the simulation of
the shape deformation of a square shaped droplet.
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The discrete energy and mass are defined as
(5.1)
E(φn, ψn) = Ebulk(φn) + Esur f (ψn)
=
∫
Ω
1
ε
F(φn) +
ε
2
|∇φn|2dx +
∫
Γ
1
δ
G(ψn) +
δκ
2
|∇Γψn|2dS ,
(5.2)
M(φn, ψn) = Mbulk(φn) + Msur f (ψn)
=
∫
Ω
φndx +
∫
Γ
ψndS .
The time evolutions of energy and mass are plotted in this section to validate the stability of the
numerical scheme and the conservation of mass.
In this section, we present the numerical simulations in two dimensions. For the spatial oper-
ators, we use the second-order central finite difference method to discretize them over a uniform
spatial grid.
5.1 Comparison with former work
We reconstruct the numerical experiments in [15] and [8] to validate the accuracy and robust-
ness of our scheme.
5.1.1 Comparison with numerical experiments in [15]
Firstly, we consider the initial condition
(5.3) φ0(x, y) =
 1 if x > 1/2,− 1 if x ≤ 1/2,
where x = (x, y) ∈ [0, 1]2, which is plotted in Fig. 1. The time step size τ = 10−5 and the spatial
step size h = 0.01. The parameters are set the same as those in Section 7.2.1 of [15]: ε = 1,
δ = 0.1, κ = 1. F and G are chosen to be the classical double-well potential (1.3). We set s1 = 1,
s2 = 10 to make sure that the scheme (3.12)-(3.17) is energy stable.
We observe that the numerical solutions are almost constant in the orthogonal direction. Thus,
the projection of the numerical solution on the line y = 1/2 after 200 time steps is plotted in Fig.
2, indicating the dissipation in the bulk. It is consistent with the results in [15]. The energy and
mass evolution with respect to time are also shown in Fig. 2, revealing the energy stability and the
mass conservation both in the bulk and on the boundary.
Next, we consider the initial data
(5.4) φ0(x, y) = sin(4pix) cos(4piy),
where x = (x, y) ∈ [0, 1]2, which is also plotted in Fig. 1. The time step size τ = 10−5 and the
spatial step size h = 0.01.
The parameters are set the same as those in Section 7.2.2 of [15]: ε = δ = 0.02, κ = 1. F and
G are chosen to be the classical double-well potential (1.3). We set s1 = s2 = 50 to make sure that
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Figure 1: The initial data of (5.3) and (3).
Figure 2: For the initial data (5.3), the projection of the numerical solution on the line y = 1/2
after 200 time steps (left), energy evolution (middle) and mass evolution (right).
the scheme (3.12)-(3.17) is energy stable. The numerical solution after 100 time steps is plotted in
Fig. 3, which is qualitatively consistent with the numerical results in [15]. The energy and mass
evolutions are also plotted in Fig. 3, showing the energy stability of the numerical scheme and the
mass conservation both in the bulk and on the boundary.
5.1.2 Comparison with numerical experiments in [8]
Firstly, the parameters are the same as those of the first numerical simulation in [8]: ε = δ =
0.02, κ = 0.02. Ω is the unit square and the spatial step size h = 0.01. F and G are chosen to be
the classical double-well potential (1.3), and we set s1 = s2 = 100 to make sure that the scheme
(3.12)-(3.17) is energy stable. The time step size is set as τ = 8× 10−6. The initial data φ0 is set to
Figure 3: Numerical results of Liu-Wu model with the initial data (5.4) after 100 time steps (left),
energy evolution (middle) and mass evolution (right).
18 Xuelian Bao, Hui Zhang
Figure 4: Energy evolution of Liu-Wu model with the initial data of 0 in the bulk and 1 on the
boundary (left) and the initial data of random values between -0.1 and 0.1 in the bulk and random
values between 0.4 and 0.6 on the boundary (right).
Figure 5: Mass evolution of Liu-Wu model with the initial data of 0 in the bulk and 1 on the
boundary: mass in the bulk(left), mass on the boundary(middle) and total mass(right).
be zero in the bulk and set to be one on the boundary.
The energy evolution and the mass evolutions are plotted in Fig. 4 and 5. The energy decreases
with respect to time, indicating the stability of the scheme. The masses in the bulk and on the
boundary are conserved respectively, which is consistent with the properties of Liu-Wu model.
The numerical solutions after 5, 15, 80, 200, 500 and 2500 time steps are shown in Fig. 6. Due
to the mass conservation on the boundary, the numerical solution remain to be 1 on the boundary.
A wave-like structure arises during the phase separation in the bulk, and ultimately, a circle of the
phase of value -1 appears at the center of Ω. The numerical results are consistent with the former
work [8].
Secondly, the parameters are the same as those of the second numerical simulation in [8]:
ε = δ = 0.02, κ = 0.075, Ω = [0.5, 0.5]2 and the spatial step size h = 0.005. The initial data is set
as random values between -0.1 and 0.1 in the bulk and random values between 0.4 and 0.6 on the
boundary. The numerical solutions after 5, 15, 50, 150, 300 and 3000 time steps are shown in Fig.
8. The energy evolution and the mass evolutions are plotted in Fig. 4 and 7. The numerical results
are consistent with [8].
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Figure 6: Numerical results of Liu-Wu model with the initial data of 0 in the bulk and 1 on the
boundary.
Figure 7: Mass evolution of Liu-Wu model with the initial data of random values between -0.1 and
0.1 in the bulk and random values between 0.4 and 0.6 on the boundary: mass in the bulk(left),
mass on the boundary(middle) and total mass(right).
Figure 8: Numerical results of Liu-Wu model with the initial data of random values between -0.1
and 0.1 in the bulk and random values between 0.4 and 0.6 on the boundary.
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Figure 9: The L2 numerical errors for φ and ψ at T = 0.5.
5.2 Accuracy test
We present in this section numerical accuracy test using the scheme (3.12)-(3.17) to support
our error analysis. Let Ω to be the unit square, the spatial step size h = 0.01 and the time steps
τ = 0.1, 0.05, 0.025, 0.0125, 6.25×10−3, 3.125×10−3. The parameters are chosen as ε = δ = 0.02,
κ = 1 and s1 = s2 = 100. The initial data is set to be zero in the bulk and set to be one on the
boundary. In this section, we choose F and G to be
(5.5) F(φ) = G(φ) =

(φ − 1)2 φ > 1,
1
4
(φ2 − 1)2 − 1 ≤ φ < 1,
(φ + 1)2 φ ≤ −1,
which is modified from the classical double-well potential (1.3). Thus, the Lipschitz property
holds for their derivatives
(5.6) max
φ∈R |F
′′(φ)| = max
ψ∈R |G
′′(ψ)| ≤ 2,
which is necessary for the error estimates.
The errors are calculated as the difference between the solution of the coarse time step and
that of the reference time step τ∗ = 10−4. In Fig. 9 , we plot the L2 errors of φ and ψ between
the numerical solution and the reference solution at T = 0.5 with different time step sizes. The
results show clearly that the convergence rate of the numerical scheme is asymptotically first-order
temporally for φ and ψ, which is consistent with our numerical analysis in Section 4.
5.3 Shape deformation of a droplet
In this section, we consider the domain Ω = [0, 1]2 and place a square shaped droplet with
center at (0.5, 0.25) and the length of each side to be 0.5 (see Fig. 10). The phase inside the
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Figure 10: The initial data of the square shaped droplet.
Figure 11: Numerical results of Liu-Wu model with the initial data of a square shaped droplet.
droplet is set to be 1 and outside the droplet to be -1. F and G are chosen to be of the form (1.3).
And the parameters are set as
ε = δ = 0.02, κ = 1, s1 = s2 = 100.
We simulate the behaviour of the droplet from t = 0 to T = 0.5 with the time step τ = 2 × 10−4
and the spatial step size h = 0.01.
The energy evolution and the mass evolutions are shown in Fig. 12, revealing the decrease of
the total energy and the conservation of mass in the bulk and on the boundary, respectively. The
time evolution of the droplet after 10, 50, 100, 500, 1000 and 2500 time steps are plotted in Fig.
11. It’s shown that the square shaped droplet evolves to attain the circular shape with constant
mean curvature. Moreover, the contact area of the droplet and the boundary doesn’t change due to
the conservation of mass, which is consistent with the previous work [16].
6 Conclusions
In the present work, we consider numerical approximations for the Cahn-Hilliard equation with
dynamic boundary conditions (C. Liu et. al., Arch. Rational Mech. Anal., 2019). To solve the
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Figure 12: Energy and mass evolution of Liu-Wu model with the initial data of a square shaped
droplet: energy evolution(left) and mass evolution(right).
model, we develop an efficient scheme based on the stabilized linearly implicit approach, which
is first-order in time, linear and energy stable. The stabilization terms are utilized to enhance
the stability of the scheme. To the best of our knowledge, this is the first linear and energy stable
scheme for solving the Liu-Wu model. The semi-discretized-in-time error estimates for the scheme
are also derived. The energy stability and the accuracy of the developed scheme are demonstrated
numerically by constructing numerical experiments, including the comparison with the former
work, accuracy tests with respect to the time step size and the shape deformation of a droplet.
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