Product returns are characterized by considerable uncertainty on time and quantity. In the literature on inventory management for product return environments best forecasts of future returns are associated with methods that use the most information regarding product return history. In practice, however, data is often scarce and unreliable, while forecasts based on historical data, reliable or not, are never perfect. In this paper we therefore investigate the impact of imperfect information with respect to the return process on inventory management performance. We show that in the case of imperfect information the most informed method does not necessarily lead to best performance. The results have relevant implications regarding investments in product return information systems.
Introduction
The value of information has regained interest due to the upcoming of advanced information technology, e-commerce, and increasing complexity of supply chains (Banker and Kauffman, 2004; Huang et al., 2003; Sahin and Robinson, 2002) . Information is undoubtedly viewed as a valuable commodity for the management and coordination of the supply chain.
Product returns seriously complicate all processes in the supply chain, in particular inventory decisions (Fleischmann et al., 1997) . Return flows are often characterized by a considerable uncertainty regarding timing and quantity. If one could know exactly how much is going to be returned and when, one would certainly benefit from incorporating this perfect information in the management of production and inventory management.
Product returns appear virtually in all sorts of industries (De Brito and Dekker, 2004) . Return intensities are relatively high for distant sellers, remanufacturing environments and for distribution items. Mostard and Teunter (2006) report that for catalogue retailers return rates on fashion items ''are generally around 35-40%, but can be as high as 75%" of demand. Rogers et al. (2002) mention that returns on online selling can be as high as 40%. Toktay et al. (2000) reports return intensities of 50% for Kodak reusable cameras, and for car part remanufacturing return intensities can be very close to the demand intensity (van der Driesch et al., 2005) . Similar values are reported for distribution items: 31-63% for crates and bins in the food retail industry (De Koster et al., 2002) , 97% for reusable Coca-Cola soda bottles (Goh and Varaprasad, 1986) . Kelle and Silver (1989) use return intensities of 40-90% in their study which are based on real data on returnable containers. Return intensities in traditional retailing tend to be much lower (around 2-4%), but there are exceptions such as in the publishing industry (41%, Soto Zuluaga, 2006) and in the leasing business.
0377-2217/$ -see front matter Ó 2008 Elsevier B.V. All rights reserved. doi: 10.1016/j.ejor.2007.11.063 Many of the standard management systems do not take into account product returns (Kokkinaki et al., 2004) . Investments can be made to collect information on product returns. However, ambiguous information, conflicting evidence or even abundance of information, may increase uncertainty rather than reduce it (Zimmermann, 2000) . There are many examples of large companies, such as Goodyear, Cisco, Selectron, Sainsbury's and Nike, that failed after implementing and relying on multi-million dollar advanced data systems (see Worthern, 2003; Lee et al., 2004; Rigby, 2005) . To decide on the technology and on the type and amount of information to collect is a very sensitive issue. For instance RFID tags seem very promising with respect to tracking products in the market (Klausner et al., 1999) but how networked RFIDbased information sharing can be implemented successfully is still a challenge (see Parkilad and McFarlane, 2004) .
The question remains: what is information worth? As confirmed by Ketzenberg et al. (2006) , there is not so much literature dealing with the value of information in settings with product returns. Furthermore, the existent literature on the value of information for production and inventory control with product returns assumes 'perfect' information, i.e. that the return distribution can really be observed (Kelle and Silver, 1989; Toktay et al., 2000) . However, in practice the return distribution cannot be observed. In the best case, we can observe and record when sales, and returns occur, which we can use to estimate the timing of future returns. As put by Chen et al. (2000) , even with ''complete knowledge of the observed customer demands", one ''must still estimate the mean and the variance of demand", and that it is unknown. The same applies even more so for returns.
Moreover, the acquisition of accurate data in real life is problematic, even with advanced information systems. Wellregarded companies with point-of-sale (POS) information linked to their inventory systems have their stock-keeping-unit quantities off as much as one-third of the times (Raman et al., 2001 ). Cattani and Hausman (2000) prove that regular information updates may even lead to less accurate forecasts 30-50% of the time. In addition, return data may be recorded, but only in aggregated form, not linked to the original demand, or not timely available. But often return data is not collected at all.
Summarizing, the data that we need to use to estimate future returns are often not as accurate, not as complete and not as timely as we would hope for. Therefore, besides knowing the value of perfect information, it is at least as important to know the impact of imperfect information.
In this paper, we focus on the impact of imperfect information on inventory control with product returns. Its contribution is fourfold: (i) we analyze four methods to forecast the future returns; (ii) analytically we show, in the case of imperfect information, that the method that uses the most information does not necessarily have the best forecasting performance; and (iii) we show that the impact of imperfect information on inventory related costs can be quite large, even for small errors in parameter estimates.
The remainder of the paper is structured as follows. Next, we give an overview of the relevant literature on the value of information for environments with product returns. Then we introduce an average cost inventory model and the four forecasting methods (Section 3). We investigate forecasting performance through an analytical study in Section 4 and inventory cost performance in Section 5 through a simulation study. In Section 6 we discuss the managerial implications and give recommendations for future research.
Related literature
The literature dealing with product returns has been growing fast in the last years. This literature falls under the general umbrella of closed-loop supply chain management (see Rogers and Tibben-Lembke, 1999; Guide and Van Wassenhove, 2003; Dekker et al., 2004) . Inventory Management has received ample attention (see e.g. Van der Laan et al., 1999; Inderfurth et al., 2001; Fleischmann et al., 2002) . For a recent review see Van der Laan et al. (2004) . However, there are few articles that simultaneously consider inventory management and the value of information. Ferrer and Ketzenberg (2004) consider the value of remanufacturing yield information and compare it to the value of reducing lead times. It appears that the value of yield information can be quite large. The authors consider two scenarios: no yield information and perfect yield information. Ketzenberg et al. (2003) also address the value of yield information in determining the optimal configuration of a mixed assembly-disassembly line. Ketzenberg et al. (2006) consider yield information in combination with demand and return information. They construct a simple model to identify what perfect information has most value. Goh and Varaprasad (1986) develop a methodology to compute life-cycle parameters of returned containers based on historic data. The authors claim that a careful estimation of these parameters aids establishing effective inventory management. They apply their method to data of Coca-Cola and Fanta. The approach requires time series of aggregated demand and aggregated return data. The authors recommend a time series of 50 points, or a 4-year period of data coming from a stable market environment. Kelle and Silver (1989) propose four procedures to forecast lead time returns of reusable containers. Every procedure has a different level of information requirement. The least-informed method uses the expectation and variance of the net demand (i.e., demand minus returns) together with the probability of return. The most-informed method calls for individ-ual tracing and tracking of containers. The authors evaluate the forecasting methods taking the most-informed method as a benchmark. The analysis, however, applies only to the case of perfect information and limits itself to relative forecasting performance without considering costs. In this paper we focus on the impact of imperfect information regarding the return distribution both with respect to forecasting performance and inventory related costs. Toktay et al. (2000) consider the case of new circuit boards for Kodak's single use remanufactured camera. The goal is to have an ordering policy that minimizes costs related to procurements, inventory and lost sales. Some of the procedures of Kelle and Silver (1989) mentioned above are used to predict returns. The authors do compare several forecasting methodologies with different levels of perfect information, but only a limited set of model parameters is used. The impact of imperfect information is mentioned, but not extensively studied. In this paper we provide exact results on the forecasting performance of Kelle and Silver's methods in the case of imperfect information. Furthermore, we numerically compare the four methods of Kelle and Silver for a wide range of parameter values with respect to perfect and imperfect information.
Marx-Gomez et al. (2002) take a neuro-fuzzy approach in forecasting returns of photocopiers. They consider two scenarios: high and low return intensities but do not analyze the value of information.
Overall, we can conclude that the proposed models and procedures are very demanding with respect to return information and assume perfect information. In that case, more information typically leads to better performance. In this paper we show that this does not necessarily hold for the more realistic case of imperfect information.
The model
We consider a single product, single echelon, discrete time inventory system as defined in Kelle and Silver (1989) . We introduce the main notation used in the remainder of this paper in Table 1 .
Each unit sold returns with probability p according to some return distribution. The order lead time is L periods. Demands that cannot be satisfied immediately are fully backordered. At the end of each period, overstocks are charged with a holding cost $ h per product, whereas backorders are penalized with $ b per product. To manage the inventory we apply a myopic base-stock policy. Our motivation to use this policy is that we know that the base stock policy is optimal for an infinite horizon and that it is myopic (that is, it does not depend on future decisions) when demand is stationary (Zipkin, 2000) and no past information regarding the product returns and demands is used for forecasting the net demand during the lead time. Otherwise, no simple method to calculate the base stock levels is available. Zipkin (2000) indicates though that in that case the optimal base stock level is always at or below the myopic level (leading to more inventory rather than expensive backorders) and the two are typically very close.
If we assume that the net demand during the lead time, N L ðtÞ ¼ D L ðtÞ À R L ðtÞ, follows a normal distribution, then it is convenient to write the base stock level at time t as
where E½N L ðtÞ and SD½N L ðtÞ denote the expectation and standard deviation of the net demand during the lead time when the system is at the end of period t and k is the safety factor. The total average cost at the end of period t þ L approximately is
SðtÞ ðx À SðtÞÞProbðN L ðtÞ ¼ xÞ dx: 
The probability of an item returning after exactly j ¼ 1; . . . ; n periods, n being the largest j for which the return probability is non-zero p The probability of an item ever being returned, i.e. P n j¼1 p j u i
Realized demand during period i 2 N and i 6 t y i
All realized product returns in period i 6 t z i
All realized returns from a demand in period i < t SðtÞ Base-stock level at time t k Safety factor Using (1) this can be rewritten as
which is optimized for the k that satisfies GðkÞ ¼ b hþb
. Here gðÁÞ and GðÁÞ are the standard normal density and cumulative distribution function, respectively. Note that the optimal k does not depend on t. The quality of the approximation Cðt þ LÞ solely depends on the normality assumption of net demand during lead time. This is a very reasonable assumption, though, when the demand per period is normal during lead time. The issue returns follow a binomial distribution, which is known to be asymptotically normal (see e.g. Bain and Engelhardt, 1987) . A weighted sum of normal distributions again is normal, so the approximation is expected to be very good.
In order to forecast EðN L ðtÞÞ and SD½N L ðtÞ we make use of the four methods put forward by Kelle and Silver (1989) . Apart from the mean l and variance r 2 of the period demand, each method requires a different level of information for forecasting the lead time returns. In increasing order of information need, we list the information used by the four methods, denoted A-D.
Method A -Average behavior This method additionally requires the overall return probability p, i.e., the probability that a product is returned eventually. This method is an approximation in the sense that all the returns during the lead time are assumed to be perfectly correlated with the demands during that same lead time and independent of previous demands. No historical information is used with respect to demands and returns, so in a static environment the resulting base stock level is constant in time.
Method B -Return distribution Suppose that we are at the end of period t. This method requires additional information on previous demand u i per period i 6 t and knowledge of the complete return distribution fp j g.
Method C -Return distribution and return information per period p Suppose that we are at the end of period t. In addition to the requirements of Method B, this method makes use of the total amount of observed returned products y i in each period i 6 t. This method attempts to improve Method B through taking into account the correlations between the observed aggregated returns in recent periods and the future lead time returns. An analytical method, however, is not available, so Kelle and Silver (1989) developed an approximation that is accurate as long as the purchased amount is relatively large and the return probabilities are positive for several periods (in practice n P 4). To use this method one needs to invest in a system that records aggregated returns for each period.
Method D -Return distribution and tracked individual returns p Let t be the last observed period. In addition to the requirements of Method B, this method needs to track z i , the realized product returns from each past demand u i ; i < t. Given perfect information, Method D makes optimal use of all relevant information, but one needs to invest in a system that allows to scan individual returns and track them back to the period in which they were originally demanded.
The information requirements for Methods A-D are summarized in Table 2 . Given perfect information, the method that uses more information will on average outperform the methods which use less. Besides testing this intuition in a numerical study (Section 5), we also investigate how the various methods perform in presence of imperfect information. First, in Section 4, through an analytic comparison we identify situations in which Method B may outperform the most informed method, Method D. Then in Section 5 we compare Methods A-D with respect to inventory related costs and confirm our findings of Section 4 by means of an extensive simulation study.
Forecasting performance
In this section, we analyze the relative forecasting performance of the exact Methods B and D given imperfect information. Methods A and C contain approximations that preclude an exact analysis. Moreover, Method A is a rather naive Table 2 Overview of information requirements
Information Method
A B C D l; r 2 : mean and variance of period demand X X X X p: overall return probability X p j : time-to-return distribution, j ¼ 1; . . . ; n X X X u i : realized demand in period i 6 t X X X y i : realized returns in period i 6 t X z i : realized returns from a demand in period i < t X forecasting method that we do not expect to perform very well in general (this will be confirmed in Section 5) and the performance of Method C tends to be very close to that of Method D (Kelle and Silver, 1989) . Since, given perfect information, Method D is expected to lead to the best forecasts of lead time net demand, we use Method D given perfect information as a benchmark for this analytical study. Given imperfect information, both Methods B and D will do worse than the benchmark, but it is important to know whether there are situations in which Method B provides better forecasts for the lead time net demands than Method D. To investigate this it suffices to look at that part of the lead time return forecast for which the methods differ, i.e. the returns that come from issues before time t, assuming that we are currently at time t. We denote these by
where we used expressions (7) and (9) in Appendix 1. We define the bias of Method B, bðBÞ, and the bias of Method D, bðDÞ, as
Here ' b ' denotes a forecast, based on estimates fb p i g of fp i g and E RjD is the conditional expectation with respect to the return process given the history of the demand process. Besides u i and z i , (2) and (3) are completely determined through the probabilities R i , Q i , and its estimates b R i and b Q i . Here, R i is the probability that a product sold in period i < t returns during the lead time (that is in the time interval ½t þ 1; t þ L); Q i is the conditional probability that a product sold in period i < t returns during the lead time given that a portion of the demand in period i will already have returned before time t þ 1 with probability p i ¼ P tÀi j¼1 p j . The relation between R i and Q i is simply (2) and (3) to
where
. From (4) it follows directly that in the case of perfect information b E B ½Rði < tÞ is an unbiased estimator of the benchmark E D ½Rði < tÞ. In the case of imperfect information both b E B ½Rði < tÞ and b E D ½Rði < tÞ are biased. In order to investigate when Method B is more biased than Method D we analyze
If F < 0 then, in absolute terms, Method B is less biased than Method D and vice versa if F > 0.
Theorem 1. Method B is less biased than Method D (i.e., F < 0) as long asp j P p j for all 1 6 j 6 n andp j > p j for some 1 6 j 6 n (overestimation), orp j 6 p j for all 1 6 j 6 n andp j < p j for some 1 6 j 6 n (underestimation).
Proof. see Appendix 2. h
A special case that satisfies the condition of Theorem 1 occurs if all the probabilities p j are over-or underestimated by the same factor a, i.e. for all j we have b p j ¼ a Á p j for some a : 0 6 a 6 1=p. This means that we under-or overestimate the overall return probability p with factor a, while the shape of the return distribution remains intact.
A similar analysis for the standard deviation of the lead time returns is problematic, since overestimation (underestimation) leads to opposite effects that partially neutralize each other, but the result on average is hard to predict. However, just because the opposite effects partially neutralize each other the overall effect of the standard deviation is not dominating the effect of the expectation. This is further illustrated by comparing the numerical examples of Table 3 (perfect information) and Table 4 (imperfect information). The examples show that overestimating the return probabilities with 10% leads to an overestimation of the R i with 10% as well (Table 4a ). However, the Q i are overestimated with at least 10% and usually more (Table 4b ). This leverage effect occurs because Q i 's numerator is overestimated by 10%, while its denominator is underestimated. Ultimately, both methods underestimate the expected lead time net demand, but Method B less (16%) than Method D (19%) as can be seen in Table 4d . The lead time net demand variance components do not play a major role: as said, some opposite effects partially neutralize each other (last column of Table 4a-b). Ultimately, both methods underestimate the standard deviation of lead time net demand, but it is limited to some 2%.
Summarizing, we conclude there is ample opportunity for Method B to outperform Method D in the case of imperfect information. In particular, when all return probabilities are underestimated or all return probabilities are overestimated Method B will be less biased than Method D with respect to forecasting the expected lead time net demand. It appears that the standard deviation of lead time net demand does not play a dominating role. In the next section we confirm the above findings and quantify the impact of imperfect information on inventory related costs through an extensive numerical study.
Cost performance
In order to quantify the impact of imperfect information on inventory related cost performance we conducted a simulation study. The experiments are based on the inventory system that was introduced in Section 3 and are conducted in the following manner.
Experimental design
Each period t we draw the cumulative demand DðtÞ from a normal distribution with mean l, and variance r 2 (values are rounded to integers; negative numbers are treated as zero). For each individual item of this cumulative demand we determine the time to return based on the pre-specified return probabilities, fp j g. Each period, forecasts of the expectation and standard deviation of the net demand during the lead time are computed according to one of the Methods A-D. These forecasts are subsequently used to compute the base stock level SðtÞ according to (1). At the end of each simulation exper- Table 3 Numerical example for t ¼ 5; l ¼ 30; r 2 ¼ 36; L ¼ 4, uniform return distribution with n ¼ 3 and p ¼ 0:6 iment we calculate the total average cost per period as the total average holding plus backorder costs per period. Note that all methods use estimates, fb p j g, of the real return probabilities, fp j g, since the latter are not known. The same holds for the overall return probability, p, for which we have the estimate b p. For the numerical comparisons we define the relative cost difference of some method m 2 fA; B; Cg with respect to Method D as follows:
A positive value of this relative cost difference means that for that particular instance method m performs better than Method D with respect to inventory costs. Each simulation experiment consists of at least 10 simulation runs of 5000 periods, preceded by a warm-up run of the same length. The simulation stops as soon as the relative error in the total average costs is less than 1%. The relative error is computed by constructing 95% confidence intervals ½ x À t 0:975 s= ffiffi ffi n p ; x þ t 0:975 s= ffiffi ffi n p , where x and s 2 are the sample mean and variance based on n runs and t 0:975 is the 0.975 percentile of the t-distribution with n À 1 degrees of freedom. The relative error then is t 0:975 s= x ffiffi ffi n p ð Þ. In order to make a better comparison among simulation experiments we make use of common random numbers. Please note that in this study all parameters are assumed to be constant over time.
The time-to-return distribution fp j g consists of two components: The overall return probability p and the conditional time-to-return probabilities f p j g given that the item returns. The (unconditional) time-to-return probabilities then are defined as p j ¼ p Á p j ; j 2 ½0; 1; . . . ; n. In the simulation experiments we use two conditional time-to-return distributions. The first one is a geometric distribution with expected conditional return time T ¼ 1=q, that is p j ¼ qð1 À qÞ jÀ1 ; j ¼ 1; 2; . . . ; 1. The second is a discrete uniform distribution with expected conditional return time T ¼ ðn þ 1Þ=2, that is p j ¼ 1=n; j ¼ 1; 2; . . . ; n.
For the numerical study we employ a full-factorial design using the parameters in Table 5 . So, for each scenario regarding (im)perfect information we do 2ðdistributionsÞ Â 2 Â 3 4 ¼ 324 simulation experiments. We have chosen the return intensities in such a way that it covers relevant values, for which we give ample evidence in the introduction. Return intensities at 40%, 60%, and 80% would for instance correspond to online selling, fashion catalogues, and remanufacturing, respectively. The values used for the average time to return would correspond (in weeks) to a variety of policies practiced by distant selling such as e-tailers and mail order companies. The lead times are chosen such that they cover scenarios in which they are larger or smaller than the average time to return. The fraction b=ðh þ bÞ can be Table 4 The effect on lead time net demand forecasts when overestimating all return probabilities with 10%; t ¼ 5; l ¼ 30; r 2 ¼ 36; L ¼ 4, uniform return distribution with n ¼ 3 and p ¼ 0:6 Relative errors with respect to perfect information (Table 3 ) are in brackets. interpreted as a required service level: the probability of going out of stock in any period. We have chosen this fraction such that we cover commonly practiced service levels ranging between 90% and 99%.
Numerical study
In the numerical study we first examine the differences between the various methods in the case of perfect information. Then we investigate the effect of imperfect information by considering imperfect estimates of the overall return probability and imperfect estimates of the conditional time-to-return.
Before doing so, however, we first would like to elaborate on the quality of cost function Cðt þ LÞ. As said in Section 3 that quality depends heavily on the assumption that demand follows a normal distribution. The quality can be measured by comparing the target service levels with the realised service levels using Method D under perfect information. Table 6 shows that the procedure is very accurate if demand follows a normal distribution (as expected) or a Poisson distribution, which is asymptotically normal in l. It even is fairly accurate if other symmetric distributions are used, such as the uniform and symmetric triangular distribution (Table 6 , experiments 3 and 4). Problems may arise when demand distributions are heavily skewed (see e.g. Silver et al., 1998, p. 273) . When the triangular distribution is skewed to the right (Table 6 , experiment 5) the procedure is less accurate, but as it generates higher service levels, the cost impact will be limited. If the triangular distribution is skewed to the left, however (Table 6 , experiment 6), it generates lower service levels and thus costly stockouts. Therefore, in those cases a procedure may be used that is based on the Gamma distribution rather than the normal distribution, which is numerically feasible, but beyond the focus of this paper.
Please note that Methods A-D only differ in the way that they handle product return related information; product demand information is handled exactly the same for each method. Moreover, they only rely on the first two moments of the distribution. Their relative performance therefore does not depend on the choice of demand distribution. The following results therefore are valid beyond the assumption of normal demand. Table 6 Analysis of the normality assumption Simulations are based on full factorial design, unless specified otherwise.
Perfect information
In the case of perfect information, i.e.p ¼ p andp j ¼ p j for all j, we expect Method D to outperform all other methods since it is using all of the available information in the best possible way. This is indeed confirmed by Table 7 and Fig. 1 , although on average the performance of Methods B and C do not significantly differ from Method D (less than 1.0%), while the standard deviations are very small as well. The performance of Methods B and C somewhat decreases with increasing return rate, but on average the differences stay below 1.7% for p ¼ 0:8 (Fig. 1) . The performance of Method A is extremely poor. It uses the assumption that all lead time returns are correlated with the lead time demands. This causes a systematic underestimation of the standard deviation of the lead time net demand, especially for high return rates and large lead times. Because of this poor performance we will not consider Method A in the remainder of the numerical study.
Imperfect information on the overall return probability
Here we analyze imperfect estimates of the overall return probability, p, while the expected time-to-return is preserved. For example, suppose that the real time-to-return distribution is given by fp 1 ; p 2 ; p 3 g ¼ f0:2; 0:1; 0:2g. Then an estimate of fb p 1 ; b p 2 ; b p 3 g ¼ f0:1; 0:05; 0:1g would have the same conditional expected time-to-return (2.0), but a return probability that is underestimated by 50%. Here we calculate the relative error in the estimate of the return probability asp Àp p Â 100%. Table 8 shows that Method B structurally outperforms the more information intensive Methods C and D in case of absolute estimate errors of 10% or more. An error of À20% may result in relative cost differences up to 17.1% (5.2% on average). An error of +20% may result in relative cost differences up to 92.3% (36.2% on average). Note that, in spite of considerable standard deviations of the forecast error, Method B outperforms Method D in all 4 Â 324 scenarios considered in Table 8 (all minimum cost differences are positive). The distribution of relative cost differences is therefore heavily skewed with a thick tale on the positive axis. The average performance of Method C is fairly close to the benchmark, Table 7 Average, standard deviation, minimum and maximum relative cost differences with respect to Methods A-C in the case of perfect information although in the case of 20% overestimation there are considerable differences, both positive and negative. This also shows from the increasing standard deviations as the level of overestimation increases. The relative cost differences become larger as the return rate goes up (Fig. 2) . This is not surprising as with increasing returns also the impact of return information increases.
An increase of the lead time initially makes the differences larger (Fig. 3) , since the lead time returns that were purchased before the lead time increases. However, at some point it is only the portion of lead time returns that were purchased inside the lead time that is growing. For the latter category, Methods B-D provide the same estimate. The differences between the methods will therefore eventually decrease if lead times grow sufficiently large.
Using a similar argument, an increase in the expected time-to-return, T, results in larger relative cost differences (Fig. 4) . As the expected time-to-return increases the portion of lead time returns that come from issues during the lead time decreases. The relative differences therefore increase.
An increase in demand variation decreases the relative cost differences (Fig. 5) . This is because more demand uncertainty also leads to more return uncertainty. More information on the return distribution then has less impact on cost performance. The difference between the methods thus becomes smaller as the uncertainty in demands (and thus the uncertainty in returns) increases.
In the case of estimation errors in the return probability the analysis of Section 5 suggests that (1) Method B is less biased on average than Method D with respect to the expected lead time net demand, and (2) the effect of the bias in the expected lead time net demand dominates the effect of the bias in the standard deviation of lead time net demand. In order to test this we simulated 5000 time periods for a certain scenario and calculated for each period the bias of Methods B and D with respect to the expectation of lead time net demand, E½N L ðtÞ (this corresponds with bðÁÞ in Section 5), the standard deviation of lead time net demand, SD½N L ðtÞ and the base stock level SðtÞ. Also we computed the bias differences between the two methods (for instance, the 7th column in Table 9 corresponds to F ¼ jbðBÞj À jbðDÞj in Section 5). Fig. 2 . Sensitivity of maximum, minimum and average relative cost differences of Method B with regards to the overall return probability p. Fig. 3 . Sensitivity of maximum, minimum and average relative cost differences of Method B with regards to lead time L.
The numerical evidence presented in Table 9 strongly confirms our findings of Section 5. Besides that Method B is less biased than Method D with respect to the expected lead time net demand, the standard deviations are so small that Method B is less biased in virtually each of the 5000 time periods. The table also shows that the estimation error in the base stock level SðtÞ is almost completely due to the error in the expected lead time net demand; on average it accounts for more than 95% of the bias in SðtÞ. The bias in the standard deviation of lead time net demand hardly plays a role: the values are very small, while its variability is close to zero. Fig. 4 . Sensitivity of maximum, minimum and average relative cost differences of Method B with regards to average time-to-return T. Fig. 5 . Sensitivity of maximum, minimum and average relative cost differences of Method B with regards to the standard deviation of demand r. Table 9 The bias of Methods B and D with respect to the expectation of lead time net demand, the standard deviation of lead time net demand and the base stock level and the differences between the two methods Calculations are based on 5000 simulated time units for l ¼ 30; r ¼ 12; p ¼ 0:6; L ¼ 4; T ¼ 5; h ¼ 1; b ¼ 30, time-to return distribution is geometric; errors (À20%, . . ., +20%) are with respect to the overall return probability p.
Imperfect information on the expected conditional time-to-return
Next we analyse an imperfect estimate of the expected conditional time-to-return, T. This affects the shape of the timeto-return distribution, but the estimated overall return probability is preserved. For example, an estimate of fb p 1 ; b p 2 ; b p 3 g ¼ f0:3; 0:1; 0:1g would have the same overall return probability as fp 1 ; p 2 ; p 3 g ¼ f0:2; 0:1; 0:2g (that is, 0.5), but a 20% lower conditional expected time-to-return. We define the relative error in the estimated conditional time to return as b T ÀT T Â 100%. For the geometric distribution this leads to
and for the uniform distribution we have
According to Figs. 6 and 7, Method B is more robust with respect to imperfect information than Method D, irrespective of the time-to-return distribution. In the uniform case, the performance of Method C is close to that of Method B for the geometric case. For the uniform case its performance is worse than Method D if the expected time to return is overestimated. Fig. 8 shows, though, that differences are only significant for extremely high values of the return rate.
An alternative for Method A
The disappointing performance of Method A is mainly due to the assumption that all returns during the lead time are correlated with the demands during the lead time. The other extreme, which we propose here, is to assume that all lead time returns are independent of the lead time demand. This does not affect the expectation of lead time demand, but the standard deviation changes from
. This method, denoted Method A Unc -Average behavior assuming uncorrelated returns -will overestimate the standard deviation in the lead time net demand, but it will generate less (costly) backorders (see Fig. 9 ). Only if p is close to 1, Method A outperforms Method A Unc .
An alternative for Method B
It was seen that Method B was rather robust under imperfect information of the time-to-return distribution. This suggests that Method B could be applied with a simple uniform distribution fitted to the time-to-return distribution. The information requirement then reduces to parameters p and n and there is no need to forecast the p i 's individually. The performance of this method, say Method B Uni , is tested through fitting a geometric distribution (the 'true' distribution) by a uniform distribution (the estimated distribution) and simulate over all the possible scenarios (162 in total). This was done for various levels of mis-estimation of the return rate (À20%, À10%, 0%, 10%, 20%). The results are summarized in Table 10 . As can be seen, also this method performs on average significantly better than Method D in the presence of errors. Although it is not dominating Method D the distribution of the error differences is heavily skewed with a thick tale on the positive axis, similar to the performance of Method B. In the case of perfect information it performs 1.9% worse on average with a worst case of À16.0%, but a relatively small standard deviation.
Summary and discussion
In this paper we investigated the impact of imperfect information on performance with respect to inventory related costs. We analyzed four methods to forecast lead time net demand as proposed by Kelle and Silver (1989) . Method A only uses the expectation and variance of demand plus the overall return probability. Methods B-D use the same information regarding demands, but different levels of information with respect to returns: Method B requires the return distribution, Fig. 8 . Sensitivity of relative cost difference of Method B with regards to the overall return probability p. Method C also uses a periodic record of returns, and Method D needs to track back the period in which each individual product return was originally demanded. An exact analysis showed that in the case of imperfect information the most informed method does not necessarily lead to best performance. This was confirmed by a simulation study which investigated the impact of imperfect information on inventory related costs.
Both for perfect information and imperfect information on either the return rate or the return distribution, the differences between the methods increases with an increase in the return probability. An increase in the lead time initially leads to bigger differences (more returns during a lead time that were purchased before the lead time), but eventually the differences will become smaller. To understand the latter one should note that when the lead time is very large, most of the items that return during the lead time were also purchased during the lead time. The forecast of this type of returns is not based on historical data, so all Methods B-D give roughly the same forecast for lead time net demand.
Managerial implications
1. Given perfect information, forecasting performance increases as the level of information increases. Therefore, Method D is in principal the best method. Yet, the numerical analysis showed that differences in performance are rather small among methods B-D and do not seem to justify large investments in recording detailed return data; for most practical applications the requirements of Method B should suffice. 2. The most robust method given imperfect information of the return rate is Method B. Method B systematically outperforms Methods C and D if the return rate is under-or overestimated by just 10% or more. The cost differences are particularly high for high return rates, but are already significant for return rates of 40%. This means that our study is relevant for the cases we mentioned in the introduction regarding the mail order business, e-business, remanufacturing and distribution items. For traditional retailing it would suffice to use a simple method such as Method A Unc or disregard returns information alltogether. Method A performs very poorly in general and is not recommended for practical implementation. 3. With respect to imperfect information on the conditional time to return distribution, Method B is more robust than Method D and at least as robust as Method C, though the differences are only significant for very high return rates as we may find for remanufacturing environments or distribution items. 4. Companies may opt to disregard the shape of the return distribution and to simply use Method B Uni . Managing information then becomes more straightforward, since the company no longer needs to estimate the return probability per period, i.e. the individual p i 's. It suffices to just estimate the overall return probability and the maximum return period, i.e. p and n. These are actually the parameters that are most readily available in companies. The method does not dominate Method D for estimation errors that are less than 20%, though, so it may be particularly appropriate for situations in which the return probabilities are very difficult to forecast. 5. With respect to imperfect information on the return rate, in general it is better to underestimate the return rate rather than to overestimate, since stockouts are usually much more costly than overstocks. Therefore, if an interval estimate of the return rate is available to management, one may opt to use a value that is closer to the lower bound rather than the upper bound.
In our analysis we considered a static situation in which a systematic error of the return process parameters is introduced. Although this simulates the errors introduced by an adaptive estimation procedures, in practice you may find that for some periods you have overestimation and for others you have underestimation. The results of this paper still hold for that situation if you look at the impact per period. The average impact can be investigated through inclusion of adaptive estimation procedures within the simulation model. This is a topic for further research.
Method A -Average behavior Expectation and standard deviation of lead time net demand according to Method A are
Method B -Return distribution Suppose that we are at the end of the period t. Then the expectation and standard deviation of lead time net demand according to Method B are
with i m ¼ maxf1; t À n þ 1g and R i the success probability of having products from past demand u i returning during any of the lead time periods i ¼ t þ 1; t þ 2; . . . ; t þ L:
for i < t À n þ 1 P j m j¼1 p tÀiþj ; for i m 6 i 6 t P j n j¼1 p j ; for t < i < t þ L;
where j m ¼ minfL; n þ i À tg and j n ¼ minfn; t À i þ Lg.
Method C -Return distribution and return information per period Let W i be the amount returned during the lead time period i ¼ t þ 1; t þ 2; . . . ; t À L, let y ¼ ðy t ; y tÀ1 ; . . . ; y tÀnþ2 Þ be the vector of recent aggregated returns, EðyÞ its expectation and c a vector of covariances defined for j ¼ 1; 2; . . . ; n À 2 by where T is the covariance matrix of vector y and T À1 its inverse. We have Eðy t Þ ¼ P tÀ1 i¼tÀn u i p tÀi . The elements of matrix T, T j;k ¼ Covðy tÀjþ1 ; y tÀkþ1 Þ, are defined as follows. T j;k ¼ À P tÀk j¼ij p tÀjþ1Ài p tÀkþ1Ài ; for j ¼ 1; . . . ; n À 2; j 6 k 6 n À 2 T k;j ¼ T j;k ; for k < j , the success probability associated with the binomial conditional random variable W i given z i , the returned amount from past demand u i ; i 6 t.
The standard deviation according to Method D is SD D ½ND L ðtÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
Appendix 2. Proof of Theorem 1
Conditioning on the signs of bðBÞ and bðDÞ we have cases, EXP1-EXP4, to analyze. To make the analysis more readable we write ' P ' for ' P tÀ1 i¼tÀnþ1 '.
Case EXP1: bðBÞ > 0 and bðDÞ > 0 This case occurs if and only if P u i R i > maxf P u i b R i ; P u i a i b R i g (condition 1). Then F ¼ P u i R i ða i À 1Þ. It follows immediately that f8 j :p j 6 p j^9j :p j < p j g ) f8 i : a i 6 1^9 i : a i < 1g ) F < 0. The opposite 8 i : a i P 1; 9 i : a i > 1 is not feasible, since it does not satisfy condition 1.
Case EXP2: bðBÞ < 0 and bðDÞ < 0 This case occurs if and only if P u i R i < minf P u i b R i ; P u i a i b R i g (condition 2). Then F ¼ P u i R i ð1 À a i Þ. It follows immediately that f8 j :p j P p j^9j :p j > p j g ) f8 i : a i P 1^9 i : a i > 1g ) F < 0. The opposite f8 j :p j P p j^9j :p j > p j g implies 8 i : a i 6 1; 9 i : a i < 1 but is not feasible, since it does not satisfy condition 2.
Case EXP3: bðBÞ < 0 and bðDÞ > 0 This case occurs if and only if P u i a i b R i < P u i R i < P u i b R i (condition 3). However, f8 j :p j 6 p j^9j :p j < p j g implies P u i b R i < P u i R i , which is not feasible, since it contradicts condition 3, and f8 j :p j P p j^9j :p j > p j g ) 8 i : a i P 1; 9 i : a i > 1 implies P u i a i b R i > P u i b R i , which is not feasible, since it contradicts condition 3.
Case EXP4: bðBÞ > 0 and bðDÞ < 0 This case occurs if and only if P u i b R i < P u i R i < P u i a i b R i (condition 4). However, f8 j :p j P p j^9j :p j > p j g implies P u i b R i > P u i R i , which is not feasible, since it contradicts condition 4, and f8 j :p j 6 p j^9j :p j < p j g ) 8 i : a i 6 1; 9 i : a i < 1 implies P u i a i b R i < P u i b R i , which is not feasible, since it contradicts condition 4.
Combining the results of cases EXP1-EXP4 we conclude that, f8 j :p j 6 p j^9j :p j < p j g _ f8 j :p j P p j^9j : p j > p j g ) F < 0.
