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Abstract
Some crucial time series of market data, such as electricity spot prices, exhibit long-memory, in the sense of slowly-
decaying correlations combined with heteroskedasticity. To be able to modelized such a behaviour, we consider in
this Note the k-factor GIGARCH process and we propose two methods to address the related parameter estimation
problem. For each method, we develop the asymptotic theory for estimation. To cite this article: A.K. Diongue,
D. Guégan C. R. Acad. Sci. Paris, Ser. I 336 (2003).
Résumé
Plusieurs données de marché, telles que les prix spot de l'électricité, présentent de la longue mémoire, au sens de la
décroissance hyperbolique des autocorrélations combinée avec un phénomène d'hétéroskédasticité. Pour modéliser
de tels comportements, nous considérons dans cette Note les processus GIGARCH à k facteurs et nous proposons
deux méthodes d'estimation des paramètres de ce modèle. Enﬁn, nous développons les propriétés asymptotiques
de ces estimateurs. Pour citer cet article : A.K. Diongue, D. Guégan C. R. Acad. Sci. Paris, Ser. I 336 (2003).
Version française abrégée
Dans cette Note, nous nous intéressons à l'estimation des paramètres d'un processus GIGARCH à k
facteurs par la méthode des moindres carrés conditionnels (CSS) et la méthode du maximum de vraisem-
blance de Whittle. Ce processus déﬁni par les équations (1)-(2) a été introduit et étudié dans les articles
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de Guégan [7], [8]. Soit {Xt}Tt=1 un processus GIGARCH à k facteurs stationnaire deﬁni par les equa-
tions (1)-(2). Posons γ = (φ1, · · · , φp, θ1, · · · , θq, d1, · · · , dk), δ = (a0, a1, · · · , ar, b1, · · · , bs) et ω = (γ, δ).
Supposons que ω0 = (γ0, δ0) soit la vraie valeur du paramètre ω et se trouve à l'intérieur du compact
Θ ⊆ Rp+q+k+r+s+1. Nous supposons, dans toute la suite, que toutes les G-fréquences sont connues. Dans
le Théorème 2.1, nous donnons les propriétés asymptotiques de l'estimateur des paramètres par la mé-
thode CSS. Les propriétés asymptotiques des estimateurs des paramètres par la méthode de Whittle sont
fournies dans le Théorème 2.2 pour les paramètres de mémoire longue et de mémoire courte homoscédas-
tiques et dans le Théorème 2.3 pour les paramètres hétéroscédastiques.
Théorème 2.1 Soit {Xt}Tt=1 un processus generé par les équations (1)-(2). Supposons que a0 > 0,
a1, · · · , ar, b1, · · · , bs ≥ 0,
r∑
i=1
ai+
s∑
i=1
bi < 1, E
(
ε4t
)
<∞, 0 < di < 12 si |νi| < 1, ou 0 < di < 14 si |νi| = 1
pour i = 1, · · · , k et toutes les racines de φ (B) et θ (B) soient en dehors du cercle unité. Si les fréquences
νi sont connues alors
(i) Il existe un estimateur CSS ωˆT satisfaisant
∂L(ω)
∂ω = 0 et ωˆT
P→ ω0 quand T →∞.
(ii)
√
T (ωˆT − ω0) D→ N
(
0,Ω−10
)
quand T →∞, avec Ω0 = diag (Ωγ0 ,Ωδ0) .
(iii) De plus, les estimateurs consistants des matrices d'information Ωγ et Ωδ sont donnés en (5).
Théorème 2.2 Soit {Xt}Tt=1 un processus déﬁni par les équations (1)-(2). Supposons vériﬁées les hypo-
thèses du Théorème (2.1). Alors, les estimateurs de Whittle des paramètres γ sont tels que :
(i) γˆT
p.s→ γ0 quand T →∞.
(ii)
√
T (αˆT − α0) D→ N
(
0, 4piV (α0)
−1
)
, quand T →∞, où α = (φ1, · · · , φp, θ1, · · · , θq), et où V (α)ij
est déﬁni par l'équation (6).
(iii)
√
T
(
dˆT − d
)
D→ N
(
0, 4piV (d)−1
)
, où V (d)ij est donnée en (7)
Théorème 2.3 Soit {Xt}Tt=1 un processus déﬁni par les équations (1)-(2). Supposons vériﬁées les hypo-
thèses du Théorème (2.1). Alors
(i) Sous (H0)(J = 4) et (H1), on a δˆT
P→ δ0, quand T →∞.
(ii) Sous (H0)(J = 8),(H1) et (H2), on a
√
T
(
δˆT − δ0
)
D→ N (0, 2W−1 +W−1VW−1) , quand T →∞,
où V est donné en (9)
1. Introduction
Assume that (ξt)t∈Z is a white noise process with unit variance and let the polynomials φ (B) and θ (B)
denote the ARMA operators. Let B denote the backshift operator and 0 < di < 12 if |νi| < 1 or 0 < di < 14
if |νi| = 1 for i = 1, · · · , k. We deﬁne a centered k-factor GIGARCH process (Xt)t∈Z by, ∀ t
φ (B)
k∏
i=1
(
I − 2νiB +B2
)di
Xt = θ (B) εt, (1)
2
where
εt =
√
htξt, with ht = a0 +
r∑
i=1
aiεt−i +
s∑
i=1
biht−i. (2)
For i = 1, · · · , k, the frequencies λi = arccos (νi) are called the Gegenbauer frequencies (or G-frequencies).
The process deﬁned by the equations (1)-(2) was introduced by Guégan (see [7] and [8]). In the following
section, we provide some results related to the asymptotic properties of the k-factor GIGARCH process
estimators, obtained by two methods: the conditional sum of squares and the Whittle approach.
2. Asymptotic theory for estimation
Given a stationary k-factor GIGARCH process {Xt}Tt=1 deﬁned by the equations (1)-(2). We denote
γ = (φ1, · · · , φp, θ1, · · · , θq, d1, · · · , dk), δ = (a0, a1, · · · , ar, b1, · · · , bs) and ω = (γ, δ) its parameters. We
assume that ω0 = (γ0, δ0) is the true value of ω and is in the interior of the compact setΘ ⊆ Rp+q+k+r+s+1.
Let us assume that all the G-frequencies are known.
2.1. Conditional Sum of Squares estimation
The conditional sum of squares estimator ωˆT of ω in Θ maximizes the conditional logarithmic likelihood
L (ω) on F0, where Ft is the σ-algebra generated by (Xs, s ≤ t). If we assume that the innovations (εt)t∈Z
have a conditional Gaussian distribution then the conditional log-likelihood is deﬁned by:
L (ω) =
1
T
T∑
t=1
`t, `t = −12 log (ht)−
ε2t
2ht
. (3)
Now, if we assume that the innovations (εt)t∈Z have a conditional Student distribution with l degrees of
freedom, then the CSS estimator ωˆT maximizes the likelihood function L (ω) deﬁned by
L(ω) = T
[
log Γ
{
(l + 1)
2
}
− log Γ
(
l
2
)
− 1
2
log (l − 2)
]
− 1
2
T∑
t=1
{
log(ht) + (l + 1)
[
log(1 +
ε2t
ht(l − 2))
]}
. (4)
In the following Theorem, L (ω) represents the log likelihood introduced in (3) or in (4).
Theorem 2.1 Suppose that the process (Xt)t∈Zis generated by equations (1)-(2). Assume that a0 >
0, a1, · · · , ar, b1, · · · , bs ≥ 0,
∑r
i=1 ai +
∑s
i=1 bi < 1, E
(
ε4t
)
< ∞, 0 < di < 12 if |νi| < 1 or 0 < di < 14
if |νi| = 1 for i = 1, · · · , k and all roots of the polynomials φ (B) and θ (B) lie outside the unit circle. Then
(i) There exists a CSS estimator ωˆT that satisﬁes
∂L(ω)
∂ω = 0 and ωˆT
P→ ω0 as T →∞.
(ii)
√
T (ωˆT − ω0) D→ N
(
0,Ω−10
)
as T → ∞, where P→ and D→ denotes respectively the convergence in
probability and in distribution. Furthermore, Ω0 = diag (Ωγ0 ,Ωδ0) and Ωγ0 and Ωδ0 are values of
Ωγ and Ωδ at ω = ω0, with Ωγ = E
([
1
ht
∂εt
∂γ
∂εt
∂γT
+ 1
2h2t
∂ht
∂γ
∂ht
∂γT
])
and Ωδ = E
([
1
2h2t
∂ht
∂δ
∂ht
∂δT
])
.
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(iii) The information matrices Ωγ and Ωδ can be estimated consistently by
Ωˆγ =
1
T
T∑
t=1
[
1
ht
∂εt
∂γ
∂εt
∂γT
+
1
2h2t
∂ht
∂γ
∂ht
∂γT
]
and Ωˆδ =
1
T
T∑
t=1
([
1
2h2t
∂ht
∂δ
∂ht
∂δT
])
. (5)
The proof is given in Section 3 for the Gaussian case and details can be found in Diongue, Guégan and
Vignal [4]. Note that, if the innovations (εt)t∈Z have a conditional Student distribution with l degrees of
freedom, then the proof can easily done using the same steps as in Section 3.
2.2. Whittle estimation
In this paragraph, we investigate the Whittle's method to estimate all parameters of the k-factor
GIGARCH process deﬁned by equations (1)-(2). The ﬁrst step consists to estimate the long-memory pa-
rameters d = (d1, · · · , dk) and the ARMA(p, q) parameters α = (φ1, · · · , φp, θ1, · · · , θq) using the Whittle's
approach (for more details, see Chung [2], [3] and Ferrara and Guégan chapter 8 of [5]). In the second
step, the GARCH(r, s) parameters δ = (a0, a1, · · · , ar, b1, · · · , bs) are estimated using Whittle's method
applied to the residuals of the long-memory process (see Giraitis and Robinson [6] for more details).
Theorem 2.2 Let {Xt}Tt=1 be a k-factor GIGARCH process deﬁned by equations (1)-(2). Let us assume
that the same hypothesis given in Theorem (2.1) are veriﬁed. Then
(i) γˆT
a.s→ γ0 as T →∞.
(ii) Furthermore:
√
T (αˆT − α0) D→ N
(
0, 4piV (α0)
−1
)
, as T →∞, Where,
V (α)ij =
pi∫
−pi
g2 (λ, ω)
∂g−1 (λ, ω)
∂αi
∂g−1 (λ, ω)
∂αj
dλ. (6)
Here g (λ, ω) denotes the spectral density of the process (Xt)t∈Z.
(iii) Moreover
√
T
(
dˆT − d
)
D→ N
(
0, 4piV (d)−1
)
, with
V (d)ij =
pi∫
−pi
log
∣∣∣∣4 sin [ (λ− λi)2
]
sin
[
(λ+ λi)
2
]∣∣∣∣ log ∣∣∣∣4 sin [ (λ− λj)2
]
sin
[
(λ+ λj)
2
]∣∣∣∣ dλ. (7)
The Theorem 2.2 follows from the proof of Hosoya's Theorem 2.3 ([9]).
To estimate the GARCH(r, s) parameters δ, we consider the process
(
ε2t
)
t∈Z in its ARMA represen-
tation. This means that we can rewritte (2) as: ε2t −
max(r,s)∑
i=1
(ai + bi) ε2t−i = a0 + υt −
s∑
j=1
bjυt−j , where
bi = 0 if i ∈ (s, r] and ai = 0 if i ∈ (r, s]. The process (υt)t∈Z deﬁned by υt = ε2t − ht constitutes a white
noise sequence with mean zero and variance σ2. We introduce now some complementary assumptions to
get the consistency and asymptotic normality of δˆT :
(H0). For t = 0,±1, . . ., the process (ξt)t∈Z introduced in equation (2), is strictly stationary, ergodic
4
with ﬁnite Jth moment and E(ξt|Ft−1) = 0, E(ξ2t |Ft−1) = 1, and E(ξ2jt |Ft−1) = υ2j almost-surely, with
j = 2, · · · , J2 , where υ2j are constants such that |υJ |
2
J
(
r∑
i=1
ai +
s∑
i=1
bi
)
< 1.
(H1).
(i)
∫ pi
−pi log f (λ, δ) dλ = 0, for all δ, with f (λ, δ) the spectral density of the process (εt)t∈Z.
(ii) f (λ, δ)−1 is continuous in (λ, δ) ∈ [−pi, pi]× Λ, where Λ ⊂ Rr+s+1 is a compact.
(iii) µL ({λ; f (λ, δ) 6= f (λ, δ0)}) ≥ 0, for δ ∈ Λ with µL the Lebesgue measure.
(H2).
(i) δ0 is an interior point of Λ and in a neighborhood of δ0,
∂f(λ,δ)−1
∂δ and
∂2f(λ,δ)−1
∂δ∂δT
exist and are
continuous in λ and δ.
(ii) ∂f(λ,δ0)
−1
∂δ is K-Lipchitzienne with K >
1
2 .
(iii) The matrix W given by
W =
1
2pi
pi∫
−pi
∂ log f (λ, δ0)
∂δ
∂ log f (λ, δ0)
∂δT
dλ (8)
is non singular.
Theorem 2.3 Let (Xt)t∈Z be a stationary, causal and invertible process deﬁned by the equations (1)-(2).
(i) Under (H0) with J = 4 and (H1), δˆT
P→ δ0, as T →∞.
(ii) Under (H0) with J = 8, (H1) and (H2),
√
T
(
δˆT − δ0
)
D→ N (0, 2W−1 +W−1VW−1) , as T →∞.
Here V is given by
V =
2pi
σ2
pi∫
−pi
pi∫
−pi
∂f (λ, δ0)
−1
∂δ
∂f (ω, δ0)
−1
∂δT
h (λ,−ω, ω) dλdω, (9)
with h (λ, ω, υ) = 18pi3
+∞∑
j,k,l=−∞
eijλ−ikω−ilυCum (ε0, εj , εk, εl), and Cum is the order four's cumulant
for the process (εt)t∈Z .
The proof of Theorem 2.3 is similar to the proofs of Theorem 2.1 and Theorem 2.2 given in Giraitis and
Robinson's ([6]).
3. Proof of the Theorem 2.1
Here, we assume that the process (εt)t∈Z have a conditional Gaussian distribution. We will ﬁrst show
(iii). The strict stationarity and ergodicity of the process (Xt)t∈Z and (εt)t∈Z imply the consistency of
the information matrices Ωˆγ and Ωˆδ.
In order to proof (ii), we need to check the following Basawa's conditions (see Basawa, Feign and Heyde
[1]):
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 1T
T∑
t=1
∂`t (ω0)
∂ω
P→ 0,
 there exists a nonrandom positive deﬁnite matrix M (ω0) such that for all  > 0,
P
(
− 1
T
T∑
t=1
∂2`t
∂ω∂ωT
≥M (ω0)
)
> 1−  for all T > T1 () ,
 there exists a constant M < ∞ such that E
∣∣∣ ∂3`t(ω)∂ωi∂ωj∂ωk ∣∣∣ < M for all ω ∈ Θ, where ωi is the ith com-
ponent of ω.
From ∂`t∂γ =
1
2ht
(
ε2t
ht
− 1
)
∂ht
∂γ − εtht ∂εt∂γ and ∂`t∂δ = 12ht
(
ε2t
ht
− 1
)
∂ht
∂δ , we have E
(
∂`t
∂ω
)
ω=ω0
= 0 and using
the ergodic theorem, Basawa's ﬁrst condition follows.
The matrix Ω0 is deﬁnite positive and hence the second Basawa's condition holds.
Now the last conditions of Basawa is obtained by diﬀerentiating ∂
2`t
∂ω∂ωT
and using E
(
∂3εt
∂di∂dj∂dk
)2
< ∞.
Condition (ii) follows.
Using (iii) of Theorem 2.1, we get 1T
T∑
t=1
(
∂`t
∂ω
∂`t
∂ωT
)
ω=ω0
a.s→ Ω0. Let ST deﬁned by ST =
T∑
t=1
(
b0
∂`t
∂ω
)
ω=ω0
,
where b0 is an arbitrary constant vector and b0b
T
0 6= 0. Then, ST is a martingal with 1T E
(
S2T
)
=
bT0 Ω0b0 > 0. Now, using the strict stationarity and ergodicity of the process (Xt)t∈Z and (εt)t∈Z, we
get
[
1
T E (ST )
]−1 [ 1
T E
(
S2T |Ft−1
)] a.s→ 1. From the Central Limit Theorem of Stout [10], the asymptotic
normality convergence of the CSS estimators is derived.
Remark 1 : For applications and more details see Diongue, Guégan and Vignal [4].
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