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(Received 26 January 2006; published 16 May 2006)0031-9007=The electronic structure of the VAs compound in the zinc-blende structure is investigated using a
combined density-functional and dynamical mean-field theory approach. Contrary to predictions of a
ferromagnetic semiconducting ground state obtained by density-functional calculations, dynamical
correlations induce a closing of the gap and produce a half-metallic ferromagnetic state. These results
emphasize the importance of dynamic correlations in materials suitable for spintronics.
DOI: 10.1103/PhysRevLett.96.197203 PACS numbers: 75.50.Cc, 71.10.w, 71.20.Be, 85.75.dThere is a growing interest in finding potential materials
with high spin polarization. Suitable candidates are half-
metallic ferromagnets (HMF) which are metals for one
spin direction and semiconductors for the other [1,2]. As
a result, HMF are expected to show a 100% polarization
and can, in principle, conduct a fully spin-polarized current
at low temperature. Therefore, HMF are ideal candidates
for potential applications in spintronics [2,3]. These mate-
rials are equally interesting for basic research, in particular,
concerning the origin of the half-metallic gap, the nature of
interatomic exchange interactions [4], its stability at ele-
vated temperatures [5], or the effect of electron correla-
tions [2].
Most theoretical efforts for understanding HMF are sup-
ported by first-principles calculations, based on density-
functional theory (DFT). In fact, the very discovery of
HMF was due to such calculations [1]. DFT calculations
are usually based on the local spin density approximation
(LSDA) or the generalized gradient approximation (GGA).
These approximations have been proved very successful to
interpret or even predict material properties in many cases,
but they fail notably in the case of strongly correlated
electron systems. For such systems, the so-called LSDA
U (or GGAU) method is used to describe static corre-
lations, whereas dynamical correlations can be approached
within the LSDA DMFT (dynamical mean-field theory)
[6,7]. An important dynamical many-electron feature of
half-metallic ferromagnets is the appearance of nonquasi-
particle states [2,8,9] which can contribute essentially to
the tunneling transport in heterostructures containing HMF
[10,11].
Equally interesting materials for spintronics applications
are ferromagnetic semiconductors [12,13]. Candidate sys-
tems are ordered compounds such as europium chalcoge-
nides (e.g., EuO) and chromium spinels (e.g., CdCr2Se4)
[12], as well as diluted magnetic semiconductors (e.g.,
Ga1xMnxAs) [13]. Unfortunately, all of them have Curie
temperatures much lower than room temperature. On the06=96(19)=197203(4) 19720other hand, VAs in the zinc-blende structure is, according
to density-functional calculations [14], a ferromagnetic
semiconductor with a high Curie temperature. Unlike
CrAs [15], CrSb [16], and MnAs [17], VAs has not yet
been experimentally fabricated in the zinc-blende struc-
ture, but the increasing experimental activity in the field of
the (structurally metastable) zinc-blende ferromagnetic
compounds is promising in this respect.
In this Letter, we investigate the effect of electronic
interactions on VAs in the zinc-blende structure using
dynamical mean-field theory. Our main result is displayed
in Fig. 2 (especially the inset): While this material is ex-
pected to be a ferromagnetic semiconductor from density-
functional theory (LSDA or GGA) or static LSDAU
calculations, the inclusion of dynamic Coulomb correla-
tions within the LSDA DMFT approach predicts a me-
tallic behavior, due to the closure of the gap in the
majority-spin band. Moreover, since the minority-spin
band gap remains finite, the material is found to be a
half-metallic ferromagnet. To our knowledge, this is a first
example in which dynamic correlations transform a semi-
conductor into a half-metal. This remarkable result dem-
onstrates the relevance of many-body effects for spintronic
materials.
The main features of the electronic structure of VAs [14]
are shown schematically in Fig. 1. The t2g states hybridize
with the neighboring As p states, forming wide bonding
and antibonding hybrid bands. In contrast, the eg states
form mainly nonbonding and narrow bands. The Fermi
level falls between the eg and the antibonding t2g in the
majority-spin bands and between the bonding t2g and the
eg in the minority-spin bands. Thus, the material is a
ferromagnetic semiconductor, showing a very narrow gap
at EF (of the order of 50 meV) for majority spins and a
much larger gap for minority spins. The spin moment,
concentrated mainly at the Vatoms, is an integer of exactly
M  2B per unit formula, which is obvious by counting
the occupied bands of the two spin directions.3-1 © 2006 The American Physical Society
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The exchange constants of VAs were calculated within
GGA and adiabatic spin dynamics. The energy E ~q of
frozen magnons is calculated as a function of the wave
vector ~q using the full-potential linearized augmented
plane wave method [18], which allows one to evaluate
the real-space exchange constants Jij by a Fourier trans-
form of E ~q. The procedure is similar to the one used by
Halilov et al. [19]. Using these exchange parameters in a
Monte Carlo simulation of the corresponding classical
Heisenberg Hamiltonian E  1=2PijJij ~Mi  ~Mj
(where ~Mi and ~Mj are the magnetic moments at sites i
and j), we obtain a Curie temperature TC  820 K by the
fourth-order cumulant crossing point. This result agrees
with the value of TC  830 K calculated in Ref. [20] using
a similar method. The high Curie point is well above room
temperature, making VAs a very promising candidate for
applications in spintronics.
In order to take into account static correlations, we
employ the GGAU method (using the values U 
2 eV, J  0:9 eV typical for 3d transition metals
[21,22]). Accordingly, we used the GGA equilibrium lat-
tice parameter a  5:69 A and a broadening  of about
15 K, which allows the majority-spin gap to be clearly
resolved. For different lattice parameters (e.g., the InAs
parameter), our local-density approximation (LDA) results
agree with the ones previously reported [14,20]. The main
difference between the GGA density of states (DOS) (see
Fig. 2) and GGAU spectrum (not shown here) is, as
expected, that within the GGAU the occupied, localized
majority eg states are shifted to even lower energy, while
the unoccupied, minority eg states are shifted to higher
energy. The semiconducting character does not change,
since the eg and t2g bands remain separated for both spins;
the majority-spin gap increases slightly but remains small.
In order to investigate dynamic correlation effects in
VAs, we used a recently developed fully self-consistent
in spin, charge, and self-energy LSDA DMFT scheme
[23]. This scheme uses for the LDA or GGA calculations
the exact muffin-tin orbitals theory [24] and the full charge
density technique. This method combines the accuracy of
the full-potential method and the efficiency of the muffin-
tin potential method [24]. Correlation effects are treated in
the framework of dynamical-mean-field theory with a spin-
polarized T-matrix fluctuation exchange type of quantumV
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FIG. 1. Schematic representation of the p-d hybridization and
bonding-antibonding splitting in VAs.
19720impurity solver [25,26]. The computational details are
described in Refs. [23,27,28].
In our calculations, we considered the standard repre-
sentation of the zinc-blende structure with an fcc unit cell
containing four atoms: V 0; 0; 0, As 1=4; 1=4; 1=4, and
two vacant sites at 1=2; 1=2; 1=2 and 3=4; 3=4; 3=4. The
charge density is calculated by integrating the Green func-
tion along a complex contour up to the Fermi level. The
multipole expansion of the charge density is cut off at
lmax  8, and the expansion of the Green function is cut
off at lmax  3. The convergence of the calculations was
checked up to a number of 1505 k vectors and several sets
between 22 and 30 complex energy points. The Perdew-
Burke-Ernzerhof [29] parametrization of the GGA ex-
change correlation potential was used. The one-particle,
LSDA or GGA DMFT Green function G ~k;E is re-
lated to the LSDA or GGA Green function G0 ~k;E 
EH0 ~k1 and to the local (on-site) self-energy
E via the Dyson equation
G1  ~k;E  EH0 ~k E: (1)
H0 ~k is the LSDA or GGA Hamiltonian, dependent on the
Bloch vector ~k, and the spin index  2 f"; #g.  is the
chemical potential. The many-body effects beyond the
LSDA or GGA are described by the multiorbital interact-
ing Hamiltonian 12
P
ifm;gUmm0m00m000c
y
imc
y
im00cim0000cim00,
where m are local orbitals at site i; cy and c denote creation
and destruction operators, respectively. For the multiorbital
Hamiltonian, the on-site Coulomb interactions are ex-
pressed in terms of two parameters U and J [7]. In order
to avoid ‘‘double counting,’’ the static part of the self-
energy is subtracted; i.e., E is replaced with E 
0, as 0 is already included in the LSDA or GGA
part of the Green’s function. It has been proven that this
type of ‘‘metallic’’ double counting is suitable for medium
correlated d-electron systems [30].
The computational results for the GGA and GGA
DMFT densities of states are presented in Fig. 2. The
nonquasiparticle (NQP) states in the minority-spin band
are visible just above the Fermi level (inset), predicted also
by previous calculations [27,28]. The weak spectral weight
of the NQP state is due to the fact that the Fermi level is
close to the right edge of the minority-spin gap, as dis-
cussed for CrAs having a similar structure [28]. The origin
of the NQP states is connected to the ‘‘spin-polaron’’
processes: The spin-down low-energy electron excitations,
forbidden for the HMF in the one-particle picture, turn out
to be possible as superpositions of spin-up electron exci-
tations and virtual magnons [8,9]. The local spin moments
at the V atoms do not change significantly (less than 5%).
However, in the case of VAs, another correlation effect
appears: The small majority-spin gap at EF closes, making
the material half-metallic. This prediction is the central
result of our work.3-2
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FIG. 2 (color online). DOS of VAs within the GGA (dashed
blue line) and GGA DMFT (solid red line) for a temperature
of T  200 K, U  2 eV, and J  0:9 eV. Inset: Focus around
EF showing the semiconducting gap within the GGA. To illus-
trate the minority-spin NQP states, a 10 times larger scale for the
spin-down channel is used.
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for the majority-spin channel, we look at the behavior of
the electron self-energy. The quadratic form of the imagi-
nary part of the majority-spin self-energy, Im"E 	 E
EF2, visible in both Figs. 3 and 4, indicates a Fermi-liquid
behavior, as opposed to #E, which shows a suppression
around EF due to the band gap, as well as a peculiar
behavior for E> EF related to the existence of NQP states
[8,9].
From the Dyson equation (1), one can see that the real
part of the self-energy ReE causes a shift of the LDA
energy levels. Therefore, due to the nonzero eg" , the eg
orbitals in the close vicinity of the Fermi level are pushed
closer to EF. This renormalization of the levels is con-
nected to the large value of Re@=@EEF < 0, pushing
states in the vicinity of EF more closer to EF. This causes
occupied levels to be renormalized to higher energy and
unoccupied levels to lower energy. Notice that this effect is-1 0 1-0.2
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FIG. 3 (color online). Energy dependence of real and imagi-
nary parts of the self-energy E for the t2g orbitals.
19720completely opposite to the GGAU results, discussed
above. In addition to this shifting, the eg peak is broadened
by correlations, its tail reaching over the Fermi level
(Fig. 2, inset). Thus, our finite-temperature GGA
DMFT calculations demonstrate the closure of the narrow
gap in the spin-up channel, which is produced by the
correlation-induced Fermi-liquid renormalization and
spectral broadening. At the same time, NQP states appear
for the minority-spin channel just above EF.
The slope of the majority-spin channel self-energy
is almost a constant as a function of temperature:
Re@"=@EEF 
 0:4 between 200 and 500 K. The
physical content of this lies in the quasiparticle weight Z 
1 @Re"=@E1, measuring the overlap of the quasi-
particle wave function with the original one-electron wave
function, having the same quantum numbers. Our numeri-
cal results indicate that Z 
 0:7 is quite temperature inde-
pendent for small temperatures. Thus, we could expect this
renormalization to hold down to zero temperature. As a
consequence, the closure of the gap in the majority channel
is a quantum effect, originating from the multiorbital na-
ture of the local Coulomb interaction (orbitals are squeezed
towards EF) rather than an effect of temperature. We have
verified that a similar gap closure is obtained for larger
values of U, namely, U  4 and 6 eV, although the latter
values should be taken with some caution in our fluctuation
exchange calculation, which is, in principle, appropriate
only in weak to intermediate coupling. As a general ten-
dency, increasing U J produces a stronger Fermi-liquid
renormalization in the majority-spin channel. We have also
verified that the same effect is evidenced for J  0 eV.
Recent mean-field (LDAU) calculations by
Anisimov et al. [31] yield a first-order, semiconductor to
ferromagnetic metal transition as a function of doping in
the FeSi1xGex alloy. In contrast, our calculation clearly
shows that in VAs the closure of the semiconducting gap
for majority spins cannot be captured by a static approach;
dynamic correlation contributions in the multiorbital
model are required.-1 0 1-0.2
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FIG. 4 (color online). Energy dependence of real and imagi-
nary parts of the self-energy E for the eg orbitals.
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In summary, we have investigated the electronic struc-
ture and correlation effects in the zinc-blende alloy VAs.
On the one hand, our density-functional theory calcula-
tions within the GGA predict this material to be a ferro-
magnetic semiconductor with a tiny gap of about 50 meV
in the majority-spin DOS. On the other hand, dynamical
effects described by LDA DMFT destroy the narrow
band gap and turn the material into a half-metallic ferro-
magnet. According to our results, the closure of the band
gap is due to the multiorbital nature of the local Coulomb
interaction and can be described as a strong correlation-
induced Fermi-liquid-like renormalization of majority-
spin states accompanied by a lifetime broadening. At the
same time, in the minority-spin channel nonquasiparticle
states appear just above EF. We stress that these results are
a consequence of the interaction of spin-up electrons with
spin-flip excitations. Neither the closure of the gap nor the
nonquasiparticle states can be obtained in the static
LDAU approximation. Our LDA or GGA calculation
supplemented by a Monte Carlo simulation also predicts a
high Curie temperature of 820 K, which makes this mate-
rial of interest for technological applications. We expect Tc
to be not much affected by dynamical correlation, for the
same reason for which the effective exchange interaction
parameters are not affected, as was demonstrated in recent
works [25,32].
The revealed half-metallic (instead of semiconduct-
ing) behavior has important consequences in the potential
applications of VAs in spintronics. In contrast to all-
semiconductor-based spin-injection devices [3], which
avoid the resistivity mismatch problem, half-metals can
be applied in giant magnetoresistance or, if interface states
are eliminated [33], in tunneling magnetoresistance. As our
calculations show, in the prediction of new spintronic
materials, correlation effects play a decisive role. While
in some materials these are detrimental for half-metallicity
due to the introduction of spectrum in the minority-spin
gap [27], the present case is an example in which correla-
tions turn out to be favorable for a high spin polarization.
The metallic nature of the majority-spin channel would be
visible in resistivity measurements. Therefore, the experi-
mental realization of zinc-blende VAs would provide a test
of our prediction. Further research should address the issue
of the stability of the half-metallic ferromagnetic state in a
zinc-blende structure. Some work in this direction has been
already carried out [34,35]. DMFT total-energy calcula-
tions along the lines described in Ref. [36] are in progress.
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