The existence and comparison theorem of solutions is first established for the quasimonotone delayed reaction-diffusion equations on R by appealing to the theory of abstract functional differential equations. The global asymptotic stability, Liapunov stability and uniqueness of traveling wave solutions are then proved by the elementary super-and sub-solution comparison and squeezing methods.
Introduction
Traveling wave solutions have been widely studied for nonlinear reactiondiffusion equations modeling a variety of physical and biological phenomena(see, e.g., [3] , [11] , monograph [16] and references therein). More recently, Chen [1] studied the existence, uniqueness and global asymptotic stability of traveling wave solutions in nonlocal evolution equations with bistable nonlinearities. A basic assumption in [1] is the comparison principle. Shen [12] investigated these problems for traveling wave solutions in temporally almost periodic reaction-diffusion equations with bistable nonlinearities. In [9] , Ogiwara and Matano discussed the monotonicity and stability of pseudotraveling wave solutions in temporally or spatially periodic media, as an application of their general theory on stable equilibria in order-preserving systems in the presence of symmetry.
Recently, great attention has also been paid to reaction-diffusion equations with time delays(see, e.g., [15] , [7] , [8] , [4] , monograph [17] and references therein). Most of the known results in this direction are about the existence, comparison, monotonicity, bifurcations and asymptotic behavior of solutions to delayed reaction-diffusion equations on a bounded spatial domain. Schaaf [13] first studied traveling wave solutions for some delayed reaction-diffusion equations and, in particular, proved the existence of monotone traveling wave solutions and uniqueness of wave speeds for the delayed reaction-diffusion equations with quasimonotone and bistable nonlinearities by a phase plane analysis method. In [18] , Zou and Wu obtained the existence of traveling waves in some delayed reaction-diffusion systems via the monotone iteration method. As a consequence of the delayed reaction term, the study of uniqueness and global asymptotic stability of traveling wave solutions becomes relatively more difficult. This paper is devoted to the study of global asymptotic stability with phase shift, Liapunov stability and uniqueness up to translation of traveling wave solutions in delayed reactiondiffusion equations with quasimonotone and bistable nonlinearities. The first key point is to establish a refined comparison principle for this class of delayed reaction-diffusion equations defined on the whole real line R. We do this by appealing to the theory of abstract functional differential equations developed in [7] and properties of the analytic semigroup generated by the one-dimensional Laplacian operator on the Banach space of all bounded and uniformly continuous functions on R. In order to prove global asymptotic stability of monotone traveling wave solutions, we have borrowed a "squeez-ing" technique introduced in [1] , which is similar in spirit to a "contracting rectangles" approach developed in [8] for quasimonotone delayed reactiondiffusion systems on a bounded spatial domain. The Liapunov stability of monotone traveling waves and the uniqueness of traveling waves are then proved by using an elementary super-and sub-solution comparison method and the established global asymptotic stability of monotone traveling waves.
We note that the recent publication [9] contains results related to ours on traveling wave solutions for delayed reaction-diffusion equations. These authors show that monotone traveling waves are locally asymptotically stable with phase shift. By contrast, our results allow replacing 'locally' with globally and exponentially in their result and are based on more elementary methods.
The organization of this paper is as follows. In section 2, we establish an existence and comparison theorem for quasimonotone delayed reactiondiffusion equations on R (Theorem 2.1). For the use in next section, we also prove three technical lemmas about the construction of super-and sub-solutions and the derivative of profiles of monotone traveling wave solutions(Lemmas 2.1, 2.2 and 2.3). In section 3, we first prove two lemmas about the iteration and ultimate estimation of solutions(Lemmas 3.1 and 3.2), then we establish the global exponential stability with phase shift of monotone traveling wave solutions(Theorem 3.1), Liapunov stability and uniqueness up to translation of traveling wave solutions (Theorem 3.2).
Let X = BU C(R, R) be the Banach space of all bounded and uniformly continuous functions from R into R with the usual supremum norm. Let X + = {ϕ ∈ X; ϕ(x) ≥ 0, x ∈ R}. It is easy to see that X + is a closed cone of X and its induced partial ordering makes X into a Banach lattice. By [2, Theorem 1.5], it then follows that the X-realization d∆ X of d∆ generates a strongly continuous analytic semigroup T (t) on X and T (t)X
Moreover, by the explicit expression of solutions of the heat equation
we have
3)
Let f 0 (·) : I → R be defined by f 0 (u) = f (u, u), u ∈ I. By the continuity of f 0 and condition (H2), it then easily follows that there exist δ 0 , a Now we are in a position to establish the following existence and comparison theorem for (2.1).
Remark 2.1 Assume that there is a v ∈ BU C(R
× [−τ, b], R), b > 0, such that v is C 2 in x ∈ R, C 1 in t ∈ (0, b) and ∂v ∂t ≥ (≤)d∆v + f (v(x, t), v(x, t − τ )), x ∈ R, t ∈ (0, b). (2.
Theorem 2.1 Assume that (H1) and (H2) hold. Then for any
for any J ≥ 0, x and z ∈ R with |x − z| ≤ J, and t > t 0 ≥ 0.
Proof. Under an abstract setting in [7] , a mild solution of (2.1) is a solution to its associated integral equation 
Indeed it follows from condition (H1) that 9) and hence, for any h > 0 satisfying hL 1 < 1,
Then the existence and uniqueness of u(x, t, ϕ) follows from [7, Corollary 5] with S(t, s) = T (t, s) = T (t − s), t ≥ s ≥ 0, and B(t, ϕ) ≡ F (ϕ). Moreover, by a semigroup theory argument given in the proof of [7, Theorem 1] , it follows that u(x, t, ϕ) is a classical solution for t > τ . For simplicity, let ψ(
(2.10)
By applying [7, Corollary 5] with v
and
Combining (2.10)-(2.12), we have u(x, t) ≥ w(x, t) for all x ∈ R and t ≥ 0. It remains to prove the last inequality in the theorem.
For any given t 0 ≥ 0, by Definition 2.1 and (2.9), it then follows that, for all t ≥ t 0 ,
Then z(t) satisfies
By [7, Proposition 3] with v
for all x ∈ R with |x − z| ≤ J and t > t 0 ≥ 0. This completes the proof.
For delayed reaction-diffusion equation (2.1), we are interested in its traveling wave solutions which connect two equilibria 0 and 1. Without loss of generality, throughout this paper, by a traveling wave we refer to a solution of the form of u(x, t) = U (x − ct), x ∈ R, t ∈ R, with the property that
where U (ξ) is a function on R and c is a constant real number. As usual, |c| is called the wave speed and U the profile of the wave front. Moreover, we say a traveling wave 
By Theorem 2.1 and monotonicity of U (·), it follows that
We only prove w + (x, t) is a super-solution of (2.1) since the proof for w − (x, t) is analogous. By a translation, we can assume that ξ 0 = 0. For any given
(2.20)
We distinguish among three cases:
By the choice of M 0 and c 1 , the absolute value of the integral in (2.21) is less than or equal to c 1 . Then, by the choice of σ 0 , we have
Therefore, by (2.21) and (2.18), it follows that
, and hence
Again (2.23) follows from (2.21) and (2.18). Combining cases (i)-(iii), we have
This completes the proof.
(R) be a fixed function with the following properties:
Then we have the following result. 
are a super-solution and a sub-solution of (2.1) on [0, ∞), respectively.
Proof. By a translation, we can assume ξ = 0. Given δ ∈ (0,δ 0 ], we define
Then there exists an = (δ) > 0 such that
We further choose C = C(δ) > 0 such that
By a direct computation and (2.26), it follows that for all t ≥ −τ ,
It is easy to see that v
, for all x ∈ R and t ≥ −τ . Therefore we have that for all t ≥ 0, 
(2.32)
for all x ∈ R and t ≥ 0. By (2.32) and (2.27), it follows that
: It then follows that
Therefore, by (2.32) and (2.28), we have
: By (2.32) and (2.29), we have
Combining cases (i)-(iii), we have Since lim ξ→+∞ U (ξ) = 1 and f (1, 1) = 0, letting n → +∞ in (2.20) with ξ replaced by ξ n and s n , respectively, we get that lim sup ξ→+∞ U (ξ) = 0 = lim inf ξ→+∞ U (ξ), which is a contradiction to our assumption. Let
Stability and uniqueness of traveling waves
In this section we will discuss the global asymptotic stability with shift and stability of monotone traveling wave and uniqueness of traveling waves. To prove our main results, we need the following two lemmas. Let U (x − ct) be a monotone traveling wave solution of (2.1). In view of Lemma 2.1, we define the following two functions
where σ 0 , β 0 are as in Lemma 2.1. By the proof of Lemma 2.1 we can choose β 0 > 0 as small as we wish. Then we assume that β 0 has been chosen such that 3e β 0 τ < 4 throughout this section. 
then for every t ≥ T + τ + 1, there existξ(t),δ(t) andĥ(t) such that
w − 0 (x, −ct +ξ(t),δ(t))(s) ≤ u t (x)(s) ≤ w + 0 (x, −ct +ξ(t) +ĥ(t),δ(t))(s), s ∈ [−τ, 0], x ∈ R,
withξ(t),δ(t) andĥ(t) satisfyinĝ
Proof. By Lemma 2.1, w + (x, t, −cT + ξ + h, δ) and w − (x, t, −cT + ξ, δ) are super-and sub-solutions of (2.1), respectively. Clearly, v(x, t) = u(x, T + t), t ≥ 0, is also a solution of (2.1) with v 0 (x)(s) = u T (x)(s), s ∈ [−τ, 0], x ∈ R. Then, by Theorem 2.1, there holds
That is,
Let z = cT − ξ. Again by Theorem 2.1, we have that for any J ≥ 0, all x ∈ R with |x − z| ≤ J and all t > 0,
By Lemma 2.3, lim |η|→∞ U (η) = 0. Then we can fix a positive number
and hence, at least one of the following is true:
In what follows, we consider only the case (i). The case (ii) is similar and thus omitted. For any s ∈ [−τ, 0], |x − z| ≤ J, letting t = 1 + τ + s ≥ 1 in (3.3), we have
where
By the mean value theorem, it then follows that for all |x−z| ≤ J, s ∈ [−τ, 0],
and hence,
. (3.6) By the choice of M and J and by the mean value theorem, it then follows that for all |x − z| ≥ J, s ∈ [−τ, 0],
That is, for all |x − z| ≥ J, s ∈ [−τ, 0], 8) and hence, by (3.2) with t = 1 + τ + s, we have
, (3.9) for all |x − z| ≥ J, s ∈ [−τ, 0]. By (3.6) and (3.9), it follows that for all 10) and hence, 
(3.14) Then for any t ≥ T + 1 + τ , setting t = t − (T + 1 + τ ) in (3.14), we have (3.15) 
. By the monotonicity of U (·), the choice of η and (3.12), it then follows that
Therefore it follows that 17) and, by the choice of * ,
For any t ≥ T , by the inequality of the righthand side of (3.2), we have
It then follows that, for all t ≥ T + 1 + τ ,
Therefore for all t ≥ T + 1 + τ ,
It then follows that for all t ≥ T + 1 + τ ,
Notice that we have used the expression ofξ(t) in getting the second equality of (3.23). By the choice of * , we have h − 2σ 0 * h
) · (3e
)(3e
Combining (3.16) and (3.22), now we complete the proof. ϕ(x, s) > a 
By Lemma 2.2 and Theorem 2.1, it follows that
Since δ 1 < δ, we choose a sufficiently large positive number T > τ such that, for all t ≥ T − τ ,
and hence, again by Remark 2.2,
and 
Then by (3.33), we have that for any s ∈ [−τ, 0] and x ∈ R,
It then follows that
This completes the proof. Now we are in a position to prove the main results in this section. 
Proof. Let β 0 , σ 0 ,δ be as in Lemma 2.1 with β 0 chosen such that 3e 
We first prove the following two claims.
Claim 1 There exist
If h ≤ 1, (3.34) follows immediately from the monotonicity of U (·). Then we assume that h > 1 and let N = max{m; m is a nonnegative integer and mk * < h}. 
Repeating the same process N times, we have that (3.36), with T +t * and
In fact, Claim 1 implies that (3.38) holds for m = 0. Now suppose that (3.38) holds for some m = l ≥ 0. By Lemma 3.1 with
We choose ξ l+1 =ξ. Then
It then follows that (3.37) holds for m = l, and (3.38) holds for m = l + 1. By induction, (3.37) and (3.38) hold for all m ≥ 0.
For each m ≥ 0, by (3.38) and Theorem 2.1, it follows that for all t ≥ T m , x ∈ R, 
Moreover, we have Since U (∞) = 1 and U (−∞) = 0, letting t → ∞ in (3.51), we obtain that c ≤ c from the first inequality and thatc ≥ c from the second inequality. Thenc = c. For any ξ ∈ R, again by (3.50), we then have
, for all (x, t) ∈ L(ξ). → R such that (H1) and (H2) hold forf . Clearly, [7, Corollary 5] 
