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Перспективы применения искусственных 
нейронных сетей для прогнозирования 
объемов грузоперевозок в транспортных 
системах
Цель исследования – выявить перспективы применения ней-
росетевого подхода применительно к задачам экономического 
прогнозирования транспортно-логистических показателей, 
в частности объемов грузовых перевозок в транспортной сис-
теме разноструктурных региональных грузопотоков, а также 
обосновать эффективность применения искусственных нейрон-
ных сетей (ИНС) в сравнении с эффективностью традиционных 
экстраполятивных методов прогнозирования. Возможность 
прогноза с использованием ИНС для данных экономических 
показателей рассматривается авторами не как альтернатива 
традиционным методам статистического прогнозирования, 
а как одно из доступных простых средств для решения слож-
ных задач.
Материалы и методы. При прогнозировании ИНС использо-
вались три метода обучения: 1) алгоритм Левенберга-Марк-
вардта – обучение сети останавливается, когда обобщение 
перестает улучшается, что показывает увеличение средней 
квадратичной ошибки выходного значения; 2) метод регуляри-
зации Байеса – обучение сети останавливается в соответс-
твии с минимизацией адаптивных весовых коэффициентов; 
3) метод масштабированных сопряженных градиентов, ко-
торый используется для нахождения локального экстремума 
функции на основе информации о её значениях и градиенте. 
При прогнозировании использован пакет Neural Network 
Toolbox – нейросетевая модель состоит из скрытого слоя 
нейронов с сигмоидальной функцией активации и выходного 
нейрона с линейной функцией активации, на вход подаются 
значения временных динамических рядов, с выхода снимает-
ся прогнозируемое значение. Для более объективной оценки 
эффективности и перспектив применения ИНС результаты 
прогноза представлены в сравнении с результатами, полу-
ченными при прогнозировании методом экспоненциального 
сглаживания. 
Результаты. При прогнозировании объемов грузовых перевозок 
железнодорожным транспортом получены удовлетворительные 
показатели верификации прогнозирования как методом экспо-
ненциального сглаживания, так и ИНС, хотя нейронная сеть 
показала лучший результат (средняя относительная ошибка 
прогноза – 8,97% для ИНС и 11,21% для МЭС соответствен-
но). Это объясняется тем, что временной динамический ряд 
значений объемов грузоперевозок данным видом транспорта, за 
исследуемый отчетный период, имеет пусть и нелинейный, но 
равномерно меняющийся характер. В случае прогнозирования 
объемов грузоперевозок автомобильным транспортом времен-
ной динамический ряд исходных значений за отчетный период 
имеет одновременно и нелинейный, и неравномерный меняю-
щийся характер. Этим объясняется большие значения ошибок 
прогнозирования методом экспоненциального сглаживания 
(средняя относительная ошибка прогноза 47,47% для МЭС); 
ошибка прогноза с применением ИНС составила – 13,97%, сле-
довательно результаты прогнозирования, полученные методом 
экспоненциального сглаживания, признаем неудовлетворитель-
ными, а для ИНС – удовлетворительными. 
Заключение. Результаты исследования подтверждают целе-
сообразность применения обучаемых искусственных нейронных 
сетей при прогнозировании объемов грузовых перевозок с раз-
ноструктурными грузопотоками, исходные статистические 
данные которых имеют неравномерный нелинейно меняющийся 
характер во временном динамическом ряду. Достаточно высокая 
верификация при применении ИНС для сложнопрогнозируемых 
показателей транспортного процесса подтверждает практи-
ческое значения применения данного метода при моделировании 
транспортно-логистической сети. 
Ключевые слова: статистический прогноз, обучаемые искусст-
венные нейронные сети, метод экспоненциального сглаживания. 
The purpose of research – to identify the prospects for the use 
of neural network approach in relation to the tasks of economic 
forecasting of logistics performance, in particular of volume freight 
traffic in the transport system promiscuous regional freight traffic, 
as well as to substantiate the effectiveness of the use of artificial 
neural networks (ANN), as compared with the efficiency of  tra-
ditional extrapolative methods of forecasting. The authors consider 
the possibility of forecasting to use ANN for these economic indica-
tors not as an alternative to the traditional methods of statistical 
forecasting, but as one of the available simple means for solving 
complex problems. 
Materials and methods. When predicting the ANN, three methods of 
learning were used: 1) the Levenberg-Marquardt algorithm-network 
training stops when the generalization ceases to improve, which is 
shown by the increase in the mean square error of the output value; 
2) Bayes regularization method - network training is stopped in ac-
cordance with the minimization of adaptive weights; 3) the method of 
scaled conjugate gradients, which is used to find the local extremum of 
a function on the basis of information about its values and gradient. 
The Neural Network Toolbox package is used for forecasting. The 
neural network model consists of a hidden layer of neurons with a 
sigmoidal activation function and an output neuron with a linear 
Prospects of application of artificial 
neural networks for forecasting of cargo 
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activation function, the input values of the dynamic time series, and 
the predicted value is removed from the output. For a more objective 
assessment of the prospects of the ANN application, the results of 
the forecast are presented in comparison with the results obtained in 
predicting the method of exponential smoothing. 
Results. When predicting the volumes of freight transportation 
by rail, satisfactory indicators of the verification of forecasting 
by both the method of exponential smoothing and ANN had been 
obtained, although the neural network showed the best result (the 
average relative forecast error was 8.97% for ANN and 11.21% 
for the method of exponential smoothing, respectively). This can 
explained by the fact that the temporal dynamic range of the values 
of the volumes of cargo transportation by this type of transport, for 
the period under review, has a nonlinear but uniformly changing 
character. In the case of forecasting the volumes of cargo trans-
portation by road, the time series of initial values for the report-
ing period is simultaneously non-linear and unevenly changing. 
This explains the large values of forecasting errors by the method 
of exponential smoothing (the average relative forecast error of 
47.47% for methods of exponential smoothing ); the forecast er-
ror with ANN was 13.97%, therefore the results of the prediction 
obtained by the method of exponential smoothing are considered 
unsatisfactory, and for ANN – satisfactory. 
The conclusion. The results of the study confirm the feasibility of 
using trained artificial neural networks in forecasting the volumes of 
freight traffic with different cargo flows that have the initial statistical 
data of which have an uneven nonlinearly changing character in the 
time dynamic series. A sufficiently high verification in the application 
of ANN for difficult-to-forecast indicators of the transport process 
confirms the practical significance of the application of this method 
in the modeling of the logistics network.





временных рядов являются 
статистические экстраполя-
тивные методы, однако свя-
занные с этими методами ма-
тематические модели не всегда 
линейны, и следовательно 
прогнозирования сложных 
процессов, в которых модель 
данных может быть нелиней-
ной весьма затруднительно. В 
таких случаях решить пробле-
му получения достоверного 
прогноза можно при помощи 
аппарата искусственных ней-
ронных сетей (ИНС), позво-
ляющих моделировать разного 
рода зависимости, в основе 
которых могут быть линейные 
модели, обобщенно линейные 
модели и нелинейные моде-
ли [1,2]. Именно способность 
ИНС к обобщению и выде-
лению скрытых зависимостей 
между входными и выходными 
данными лежит в основе полу-
чения достоверных статисти-
ческих прогнозов. 
На сегодняшний день ИНС 
– одна из перспективных ин-
формационно-вычислитель-
ных технологий в исследова-
нии динамических систем в 
области экономики, позволя-
ющая внедрять основанные 
на методах искусственного 
интеллекта статистические 
средства поддержки принятия 
управленческих решений. Со-
гласно [3,4] применение ИНС 
оправдано в случаях, когда ре-
шение задач прогнозирования 
затруднено большими объема-
ми входной информации либо 
данные неполны или избыточ-
ны, «зашумлены» и частично 
противоречивы. Именно такой 
исходный ряд данных может 
лежать в основе задач прогно-
зирования объемов грузовых 
перевозок.
В случае, когда экономи-
ческое развитие прогнозируе-
мых показателей непрерывно 
и прогноз может быть простой 
экстраполяцией на основании 
оценки прошлых показателей 
деятельности логистических 
систем и их трендов, перено-
симых в будущее, объемы гру-
зовых перевозок обычно про-
гнозируются с применением 
экстраполятивных методов, 
надежно зарекомендовавших 
себя на уровне прогнозов в 
определенных горизонтах сло-
жившихся цепей поставок про-
изводственных предприятий, 
торговых и транспортно-экспе-
диционных компаний. Однако, 
при прогнозировании объемов 
грузовых перевозок на уровне 
федеральных либо региональ-
ной транспортно-логистичес-
ких сетей с разноструктурны-
ми грузопотоками, в том числе 
транзитными, логистических 
процесс объединяет в себе два 
способа развития – гладкий и 
скачкообразный, создавая сце-
нарий будущего из сочетания 
различных вариантов развития 
выбранных показателей, на-
иболее достоверным является 
прогноз, основанный на мето-
де обучаемых искусственных 
нейронных сетей. 
Необходимость использо-
вания ИНС при прогнозиро-
вании данных экономичес-
ких показателей перевозок 
обуславливается вовсе не тем, 
чтобы заменить традицион-
ные методы. ИНС – это еще 
одно из возможных простых 
средств для решения задач, и 
цель данной статьи – пока-
зать, в какой мере нейросете-
вой подход может быть приме-
нен к задачам экономического 
прогнозирования транспорт-
но-логистических показателей 
и попытаться обосновать пер-
спективы и эффективность 
применения ИНС в сравнении 
с эффективностью других ме-
тодов прогнозирования. Как 
отмечено в работах [5, 6] ос-
новными экстраполятивны-
ми методами статистического 
прогнозировании объемов гру-
зовых перевозок традиционно 
являются: метод экспоненци-
ального сглаживания, метод 
наименьших квадратов, анализ 
динамических рядов и другие, 
основанные на выявлении тен-
денции (характеристик тенден-
ции) на периоде ретроспекции 
с предположением, что дейс-
твующие на периоде ретрос-
пекции факторы сохраняются 
и по своему наличию, и по сво-
ей интенсивности проявления, 
и для периода упреждения. 
Однако для таких столь труд-
нопрогнозируемых, динамич-
но изменяющихся показателей 
как объемы перевозок всех 
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производственных, торговых, 
транзитных и других грузов в 
рамках региона в целом, полу-
чить достоверные результаты 
прогноза, даже краткосрочно-
го, довольно сложно, учитывая 
неравномерность грузопотоков 
во времени и пространстве, 
следовательно, возникает не-
обходимость в их доступной 
верификации, которая может 
быть косвенно проведена при 
сравнении результатов про-
гнозирования по нескольким 
методам [7, 8]. Даже в этом 
случае прямой верификацией 
можно считать только сравне-
ние разработанных прогнозов 
с практическими данными, 
которые будут получены толь-
ко по окончанию периода уп-
реждения [8, 9]. Поэтому было 
принято решение о прогнози-
ровании двумя методами, один 
из которых традиционный, ме-
тод экспоненциального сгла-
живания, а другой, не столь 
часто применяемый для про-
гноза объемов грузоперевозок, 
количественные показатели 
которых имеют нелинейный 
характер изменения во вре-
менном динамическом ряду, 
метод обучаемых ИНС.
2. Прогнозирование значений 
объемов грузоперевозок
Выполненное статистичес-
кое прогнозирование является 
неотъемлемой частью реали-
зуемого в настоящее время, 
крупного проекта - совершенс-
твование транспортно-логис-
тической сети Республики 
Татарстан. В рамках проекта 
рабочей группой разрабаты-
вается методический подход, 
позволяющий оптимизиро-
вать процессы организации и 
управления региональными 
грузовыми перевозками через 
создание опорной сети логис-
тических объектов, различных 
классов и назначения, на ос-
нове оценки логистического 
потенциала муниципальных 
районов региона. Для объек-
тивной оценки изменения ди-
намики грузопотоков, а также 
перспектив развития сети не-
обходимо выполнить прогно-
зирование ряда критериальных 
показателей логистического 
потенциала, а именно, объ-
емов грузовых перевозок на-
земными видами транспорта 
административно-территори-
альных единиц (районов) рес-
публики, учитывая нестабиль-
ную динамику экономического 
развития региона был установ-
лен трехлетний период про-
гнозирования.
2.1. Постановка задачи
1) Имеется временной ди-
намический ряд (ВДР) зна-
чений объемов грузоперево-
зок железнодорожным (ж/д) 
транспортом по 11 районам на 
2007–2016 гг. (табл. 1). Необ-
ходимо спрогнозировать зна-
чения на следующие 3 года 
(2017–2019 гг.).
2) Имеется временной ди-
намический ряд (ВДР) значе-
ний объемов грузоперевозок 
автотранспортом по 16 райо-
нам на 2007–2016гг. (табл. 2). 
Необходимо спрогнозировать 
значения на следующие 3 года 
(2017–2019 гг.).
2.2. Критерии оценки качества 
прогноза
Для оценки точности мо-
делей прогнозирования, полу-
ченных различными методами, 
используются следующие кри-
терии [10]:
1. МАЕ (Mean Absolute 









где yi – фактическое значение,
 fi –  спрогнозированное значе-
ние,
 n –  размер горизонта прогно-
зирования.
2. МАРЕ (Mean Absolute 











3. MSE (Mean Square 
Error) – среднеквадратическая 
ошибка:
 





4. yScm  – отношение стан-






















объем грузоперевозок железнодорожным транспортом по 11 районам на 2007–2016 гг., тыс. т.
Год / Район 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016
Тукаевский 1356,4 1512,5 1143,2 1286,9 1052,92 1462,39 1406,14 1407,4 1416,1 1401,0
Нижнекамский 1091 890,9 702,3 592,4 652,14 905,75 870,91 871,91 870,91 859,6
Альметьевский 652,3 623,1 385,2 411,4 479,15 665,49 639,89 625,3 639,89 602,8
Высокогорский 546,8 526,7 452,9 394,5 354,5 492,36 493,42 487,01 473,42 478,3
Менделеевский 632,5 586,4 410,6 398,3 439,45 610,34 591,3 587,36 586,87 563,6
Зеленодольский 652,9 598,2 245,2 256,3 226,32 314,34 302,25 432,25 602,25 557,8
Бугульминский 1192,3 998,2 876,7 884,2 890,87 909,83 884,84 882,32 874,84 866,4
Елабужский 378,5 296,2 390,9 325,9 390,87 237,32 189,73 189,73 250,13 272,6
Бавлинский 32,1 27,6 13,2 18 10 25,25 25,25 25,12 24,28 23,9
Лениногорский 705,3 557,2 235,6 229,3 188,2 524,9 514,23 505,71 504,71 500,4
Заинский 421,7 327 261,2 254,7 190 261,39 263,52 257,6 251,34 282,4
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если значение yScm  данной 
модели не превышает 5%.
3. Методы прогнозирования
Для выполнения прогноза 
использованы метод экспонен-
циального сглаживания (МЭС) 
и метод ИНС.
3.1. Метод экспоненциального 
сглаживания
Экспоненциальное сглажи-
вание – один из простейших 
и распространенных приемов 
выравнивания ряда.
 Экспоненциальное сглажи-
вание можно представить, как 
фильтр, на вход которого пос-
ледовательно поступают члены 


























где yi – сглаженный ряд,
 yi – исходный ряд, 
 α –  коэффициент сглажива-
ния,
 i – номер компонента ВДР. 
От величины α зависит, как 
быстро снижается вес влияния 
предшествующих наблюдений. 
Чем больше α, тем меньше ска-
зывается влияние предшествую-
щих лет. Если значение α близ-
ко к единице, то это приводит 
к учету при прогнозе в основ-
ном влияния лишь последних 
наблюдений. Если значение α 
близко к нулю, то веса, по ко-
торым взвешиваются уровни 
временного ряда, убывают мед-
ленно, т.е. при прогнозе учиты-
ваются все (или почти все) про-
шлые наблюдения [5].
Коэффициент α выбран в 
диапазоне (0;1) с шагом 0,1.
Вычисляется цепной годо-
вой прирост за период m лет:
 ( ) ( ) ./11 −−= myyy mceppr  (2)
Выполняется прогнозиро-
вание (i + 1)-ого значения:
 ( ) ( ) ,11 1 −+ ⋅−++⋅= icepprii yyyy αα  (3)
а также (i + 2…k)-ых значе-
ний (k – период упреждения, 
в данной работе k = 3);
4. Вычисляются MAE, 
MAPE, MSE, yScm .
5. То значение параметра 
α, при котором ошибка MAРE 
модели наименьшая, исполь-
зуется для прогнозирования на 
следующие 3 года.
3.2. Искусственные нейронные 
сети
Искусственная нейронная 
сеть (ИНС) – математическая 
модель, а также её програм-
мное или аппаратное воплоще-
ние, построенная по принципу 
организации и функциониро-
вания биологических нейрон-
ных сетей – сетей нервных 
клеток живого организма [1]. 
В общем виде процесс пос-
троения нейросетевой модели 
прогнозирования имеет итера-
ционный характер и состоит из 
нескольких этапов [1]:
1. Выбор архитектуры ней-
ронной сети в соответствии с 






использован пакет Neural 
Network Toolbox программной 
среды MATLAB. Нейросетевая 
модель состоит из скрытого 
слоя нейронов с сигмоидаль-
ной функцией активации и 
выходного нейрона с линей-
ной функцией активации. На 
вход подаются значения ВДР 
за четыре предшествующих 
периода (yi; yi–1; yi–2; yi–3) и 
информация (c1; c2; c3; c4) о 
районе, для которого произ-
водятся вычисления. Каждому 
из 16 районов соответствует 
обозначение, представленное в 
двоичной системе (0000 – для 
Тукаевского района, …, 1111 – 
для Пестречинского). Каждый 
Таблица 2 
объем грузоперевозок автомобильным транспортом по 16 районам на 2007–2016 гг., тыс. т.
Район \ Год 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016
Тукаевский 1761,7 1349,8 2152,3 1978,9 2082,9 1883,4 1996 2667,9 2349,8 2965,4
Нижнекамский 1450,3 1377,9 711,2 2858,7 2334,8 2019,8 1892,2 1960,9 2752,6 1638,6
Альметьевский 13854 12365 9396 10283,2 9288,9 8537,7 8831,8 4220 8939,6 4645,6
Высокогорский 2792,4 2261,1 2190,4 1016,6 530,1 649,2 823,8 844,2 823,8 846,6
Лаишевский 1118,1 1108,2 535 514,9 619,6 787,8 671,7 749,8 617,7 796,9
Менделеевский 752,5 690,5 762,1 745,1 680,9 258,8 122,8 77,4 122,5 75,7
Мамадышский 1089,4 947,9 714,8 617 1231,7 1609,7 1359,2 1117,4 1231,7 874,3
Зеленодольский 1986,8 2189,1 1925,7 2269,6 2166,7 1670 1247,1 1390,4 2096,6 1641,1
Бугульминский 591,6 764,4 704,4 1164 1342,1 1638 1919,6 2019,7 1616,6 1423,9
Елабужский 2150 4130 2280 2180 2497,3 3014,2 3522 1268,2 1160,7 1063,6
Бавлинский 1250 916 790 1266 1372,2 1321,9 1124,5 745,9 806,7 709,1
Чистопольский 1090,4 1064,1 1096 1490,7 1550 1532,2 1421,7 1293,9 1522,6 1160,1
Мензелинский 478,8 627,7 470,1 301,8 322,1 182,9 171,2 60,6 301,8 197,9
Лениногорский 534,4 607,1 630,8 1199,1 1223,8 2018,4 2029,1 2278,8 1223,8 2375
Заинский 1852,1 2871,7 1795 1222,7 1222,4 537,7 471,5 398,4 354 335,2
Пестречинский 772,2 730,6 570,1 469,8 492,9 494,6 419,4 293,8 419,4 234,3
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разряд двоичного обозначения 
района представляется одним 
входным значением. С выхода 
снимается прогнозное значе-
ние  1+iy . Число нейронов N в 
скрытом слое подбирается эк-
спериментально, согласно эм-
пирическому условию N ≤ I + 
O, где I – число входов сети, 
O – число выходов.
Структура предлагаемой 
ИНС-модели приведена на 
рис. 1, структура нейрона [10] 
отображена на рис. 2. 
значений dj, используемое для 
тестирования нейронной сети, 
представляет собой тестовую 
выборку.
На вход обученной сети 
подается множество yj, а с вы-
хода снимаются значения yi,
которые сопоставляются с 
ожидаемыми значениями dj, 
на основе чего анализируются 
показатели точности решения 
задачи нейронной сетью.
Выбор ИНС-модели, ко-
торая будет использована для 
прогнозирования на следую-










Для разработки моделей 
прогнозирования использо-
ваны различные значения 
параметра α (0,1; 0,2;…0,9). 
Значения объемов грузопе-
ревозок ж/д транспортом за 
2007–2013 гг. сглажены и, на 
основе полученных сглажен-
ных характеристик спрогнози-
рованы значения за 2014–2016 
гг. по каждому району. В табл. 
3 приведены значения крите-
риев точности полученных мо-
делей. Как видно из таблицы, 
каждая из моделей показала 
неплохую точность прогнози-
рования. При этом наимень-
шая средняя относительная 
ошибка (11,21%) соответству-
ет модели с α = 0,2. Средняя 
абсолютная ошибка прогноза, 
полученного данной моделью, 
составляет 53,38, а значение 
среднеквадратической ошиб-
ки равно 5310,43. Отношение 
стандартной ошибки к средне-
му значению составило 2,22%, 
что дает основание считать 
модель адекватной. Данную 
модель будем использовать для 
прогнозирования объемов гру-
зоперевозок ж/д транспортом 
на 2017–2019 гг.
Рис. 1.  Структура предлагаемой 
ИНС модели
Входные сигналы Yj ней-
рона k суммируются с учетом 
соответствующих весов wjk си-
наптических связей. Выходной 
сигнал Yk нейрона определяет-






















где b • wb,k –  пороговое значение.
Функция активации сигмо-
идального нейрона является 











где β –  параметр крутизны функ-
ции активации.
Функция активации выход-
ного нейрона является непре-
рывной и выражается в виде 
линейной функции:
 f(sk) = c • sk (8)
где с –  параметр крутизны функ-
ции активации. [1]
Технически обучение ИНС 
заключается в нахождении ко-
эффициентов w связей между 
нейронами.
В процессе обучения ней-
ронная сеть способна выявлять 
сложные зависимости меж-
ду входными данными и вы-
ходными, а также выполнять 
обобщение. Это значит, что 
в случае успешного обучения 
сеть сможет вернуть верный 
результат на основании дан-
ных, которые отсутствовали в 
обучающей выборке, а также 
неполных и/или «зашумлен-
ных», частично искажённых 
данных [1,10].
При прогнозировании на 
искусственных нейронных се-
тях (ИНС) использовались три 
следующих метода обучения: 
1) Алгоритм Левенберга-
Марквардта. Этот алгоритм, 
как правило, требует больше 
памяти, но меньше времени. 
Обучение останавливается, 
когда обобщение перестает 
улучшается, что показыва-
ет увеличение средней квад-
ратичной ошибки выходного 
значения.
2) Метод регуляризации 
Байеса. Этот алгоритм требу-
ет больше времени, но может 
привести к хорошему обоб-
щению при сложных, малых 
или шумных наборах данных. 
Обучение останавливается в 




ных сопряженных градиентов. 
Данный метод используется 
для нахождения локального 
экстремума функции на осно-
ве информации о её значениях 
и градиенте, требует меньше 
времени. 
Множество входных значе-
ний yj и ожидаемых на выходе 
Рис. 2. Структура нейрона ИНС
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дилось с использованием па-
кета Neural Network Toolbox 
программной среды Matlab. 
Исходное множество данных 
разделено на подмножества: 
обучающая выборка (70%), тес-
товая выборка (валидационная 
выборка (15%) и проверочная 
выборка (15%)). Рассмотрены 
ИНС с 6, 7, 8 и 9 нейронами в 
скрытом слое, обученные раз-
ными методами (табл. 4).
Как видно из таблицы, 
критерий МАРЕ варьируется 
от 8,97 у сети net22 до 14,55 у 
сети net91, что говорит о хоро-
шей точности прогнозирова-
ния всех ИНС-моделей. Таким 
образом, наибольшей точнос-
тью прогнозирования обла-
дает сеть net22 со структурой 
(8;8;1) – 8 входов, 8 нейронов 
в скрытом слое, 1 нейрон в вы-
ходном слое – обученная ме-
тодом Левенберга-Марквардта. 
МАЕ прогнозирования данной 
моделью составляет 40,97, а 
MSE = 4641,09. Отношение 
стандартной ошибки к средне-
му значению составило 2,07%, 
что дает основание считать 
модель адекватной. Данную 
модель будем использовать для 
прогнозирования объемов гру-
зоперевозок ж/д-транспортом 
на 2017–2019 гг. 
На рис. 3 приведена гис-
тограмма ошибок обучения 
сети net22, которая показыва-
ет, на каком числе примеров 
(Instances) модель дает ту или 
иную погрешность (разность 
между целевым значением и 
выходом сети). 
На рис. 4 показан график 
линейной регрессии результа-
тов обучения сети net22, рас-
считан коэффициент корреля-
ции R = 0,98799, и выведено 
уравнение регрессии: Output = 
0,97·Target + 14. Из рис. видно, 







ряд значений объемов грузо-
перевозок ж/д транспортом за 
2007–2016 гг. имеет равномер-
ный нелинейно меняющийся 
Таблица 3 
значения критериев точности полученных моделей
α MAE MAPE MSE yScm
0,1 65,35 14,55 7060,56 2,56
0,2 53,38 11,21 5310,43 2,22
0,3 62,05 12,72 7384,53 2,61
0,4 63,40 13,13 9136,66 2,91
0,5 62,95 13,34 9931,11 3,03
0,6 60,30 13,00 10276,95 3,08
0,7 57,28 12,51 10756,70 3,16
0,8 57,56 12,46 11707,68 3,29
0,9 62,68 13,56 13262,04 3,50
Таблица 4
результаты обучения инс различными методами




48,80 11,03 5142,27 2,18
net10 (8;7;1) 48,62 11,66 5240,51 2,20
net22 (8;8;1) 40,97 8,97 4641,09 2,07




48,08 14,55 5992,06 2,35
net45 (8;7;1) 44,95 13,68 5589,09 2,27
net59 (8;8;1) 46,60 11,71 6209,72 2,40






41,62 9,13 6798,84 2,51
net6 (8;7;1) 60,31 10,88 8095,85 2,74
net19 (8;8;1) 63,74 13,16 8275,93 2,77
net38 (8;9;1) 61,10 12,78 7505,67 2,64
Рис. 3. Гистограмма ошибок 
обучения сети net22
Рис. 4. Линейная регрессия 
результатов обучения сети net22
Таблица 5
Показатели точности лучших моделей мЭс и инс
Модель MAE MAPE MSE yScm
МЭС (α = 0,2) 53,38 11,21 5310,43 2,22
net22 40,97 8,97 4641,09 2,07
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В таблице 6 приведены зна-








5.1. Прогнозирование методом 
экспоненциального сглаживания
Для разработки моделей 
прогнозирования использо-
ваны различные значения па-
раметра a (0,1; 0,2;…0,9). Зна-
чения объемов грузоперевозок 
автотранспортом за 2007–2013 
гг. сглажены и, на основе полу-
ченных сглаженных характе-
ристик спрогнозированы значе-
ния за 2014–2016 гг. по каждому 
району. В табл. 7 приведены 
значения критериев точности 
полученных моделей. Как вид-
но из таблицы, каждая из моде-
лей показала низкую точность 
прогнозирования. При этом на-
именьшая средняя относитель-
ная ошибка (47,47%) соответс-
твует модели с a = 0,5. Средняя 
абсолютная ошибка прогноза, 
полученного данной моделью, 
составляет 571,33, а значение 
среднеквадратической ошибки 
равно 996683,30. Отношение 
стандартной ошибки к средне-
му значению составило 9,60%, 
Рис. 5. Величина средних относительных ошибок моделей, основанных на 
МЭС и ИНС.
Рис. 6. Графики с накоплением прогнозных значений грузоперевозок ж/д 
транспортом: а) МЭС (α = 0,2); б) net22.
Таблица 6
значения исходного ряда и спрогнозированные с применением инс и мЭс (ж/д транспорт)
№ 
п/п Район \ Год




2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2017 2018 2019
1 Тукаевский 1356,4 1512,5 1143,2 1286,9 1052,9 1462,3 1406,1 1407,1 1416,1 1401,1 1363,0 1368,6 1365,7 1269,4 1180 1180
2 Нижнекамский 1091 890,9 702,3 592,4 652,1 905,7 870,9 871,9 870,9 859,6 859,7 857,3 851,9 845,1 827,6 810,7
3 Альметьевский 652,3 623,1 385,2 411,4 479,1 665,4 639,8 625,3 639,8 602,8 599,8 600,0 599,4 606,2 607,2 625,2
4 Высокогорский 546,8 526,7 452,9 394,5 354,5 492,3 493,4 487,0 473,4 478,3 476,9 476,5 475,0 484,6 491,3 492,8
5 Менделеевский 632,5 586,4 410,6 398,3 439,4 610,3 591,3 587,3 586,8 563,6 562,5 562,2 561,1 565,7 570,6 581,1
6 Зеленодольский 652,9 598,2 245,2 256,3 226,3 314,3 302,2 432,2 602,2 557,8 436,2 448,5 427,0 575 556,7 573,3
7 Бугульминский 1192,3 998,2 876,7 884,2 890,8 909,8 884,8 882,3 874,8 866,4 928,1 916,5 915,5 849,7 830,2 809,6
8 Елабужский 378,5 296,2 390,9 325,9 390,8 237,3 189,7 189,7 250,1 272,6 272,2 270,2 265,5 305,1 335,6 358,5
9 Бавлинский 32,1 27,6 13,2 18 10 25,2 25,2 25,1 24,2 23,9 23,7 23,6 23,5 25,5 27,1 29,1
10 Лениногорский 705,3 557,2 235,6 229,3 188,2 524,9 514,2 505,7 504,7 500,4 480,1 480,7 473,9 505,3 508,5 511,7
11 Заинский 421,7 327 261,2 254,7 190 261,3 263,5 257,6 251,3 282,4 277,1 276,1 271,6 305,6 329,4 351
характер. В целом, получены 
неплохие показатели точности 
прогнозирования как методом 
экспоненциального сглажива-
ния, так и ИНС. ИНС показа-
ла лучший результат (средняя 
относительная ошибка прогно-
за – 8,97% для ИНС и 11,21% 
для МЭС. Спрогнозирован-
ные результаты, полученные 
обоими методами, признаем 
удовлетворительными. Пока-
затели точности лучших моде-
лей МЭС и ИНС приведены в 
табл. 5.
На рис. 5 представлены гис-
тограммы средних относитель-
ных ошибок моделей, осно-
ванных на МЭС и ИНС.
На рисунке 6 показаны гра-
фики с накоплением прогноз-
ных значений грузоперевозок 
ж/д транспортом, полученных 
моделями МЭС и net22.
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что не дает основание считать 
модель адекватной. Данную 
модель, как наиболее точную 
среди всех, будем использовать 
для прогнозирования объемов 
грузоперевозок автотранспор-
том на 2017–2019 гг.
5.2. Прогнозирование  
с помощью ИНС
Прогнозирование прово-
дилось с использованием па-
кета Neural Network Toolbox 
программной среды Matlab. 
Исходное множество данных 
разделено на подмножества: 
обучающая выборка (70%), тес-
товая выборка (валидационная 
выборка (15%) и проверочная 
выборка (15%)). Рассмотрены 
ИНС с 6, 7, 8 и 9 нейронами в 
скрытом слое, обученные раз-
ными методами (табл. 8). 
Как видно из таблицы, кри-
терий МАРЕ варьируется от 
13,97 у сети net31 до 44,88 у 
сети net35, что говорит о неспо-
собности некоторых из ИНС-
моделей к прогнозированию с 
требуемой точностью. Таким 
образом, наибольшей точнос-
тью прогнозирования обладает 
сеть net31 со структурой (8;9;1) 
– 8 входов, 9 нейронов в скры-
том слое, 1 нейрон в выходном 
слое – обученная методом ре-
гуляризации Байеса. МАЕ про-
гнозирования данной моделью 
составляет 127,09, а MSE = 
34274,97. Отношение стандарт-
ной ошибки к среднему значе-
нию составило 1,89%, что дает 
основание считать модель адек-
ватной. Данную модель будем 
использовать для прогнозирова-
ния объемов грузоперевозок ав-
тотранспортом на 2017–2019 гг.
На рис. 7 приведена гис-
тограмма ошибок обучения 
сети net31, которая показыва-
ет, на каком числе примеров 
(Instances) модель дает ту или 
иную погрешность (разность 
между целевым значением и 
выходом сети).
На рис. 8 показан график 
линейной регрессии результа-
тов обучения сети net31, рас-
считан коэффициент корреля-
ции R = 0,99762, и выведено 
уравнение регрессии: Output = 
0,99·Target + 9. Из рис. видно, 







ряд значений объемов грузо-
перевозок автотранспортом за 
2013–2015 гг. имеет неравно-
мерный нелинейно меняющий-
ся характер. Этим объясняют-
ся большие значения ошибок 
прогнозирования методом эк-
Таблица 7 
значения критериев точности моделей прогнозирования
α MAE MAPE MSE yScm
0,1 959,86 126,84 3141269,89 17,05
0,2 770,77 102,59 2085091,75 13,89
0,3 644,33 83,39 1512982,26 11,83
0,4 571,29 68,94 1212518,24 10,59
0,5 571,33 47,47 996683,30 9,60
0,6 563,60 51,88 1004381,70 9,64
0,7 564,18 59,59 1064698,78 9,93
0,8 599,22 52,45 1023555,16 9,73
0,9 633,38 58,96 1076252,06 9,98
Таблица 8
результаты обучения инс различными методами




216,87 25,03 119062,87 3,52
net4 (8;7;1) 212,53 23,46 99372,21 3,21
net8 (8;8;1) 196,38 23,45 108634,86 3,36




166,42 19,86 59548,45 2,49
net29 (8;7;1) 127,40 15,78 33444,26 1,86
net30 (8;8;1) 125,13 16,10 30866,07 1,79






380,44 31,97 526712,18 7,40
net35 (8;7;1) 471,43 44,88 559684,91 7,62
net36 (8;8;1) 393,55 37,56 376308,40 6,25
net38 (8;9;1) 391,62 36,54 460802,88 6,92
Рис. 7. Гистограмма ошибок 
обучения сети net31
Рис. 8. График линейной регрессии 
результатов обучения сети net31
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споненциального сглаживания 
(средняя относительная ошибка 
прогноза – 13,97% для ИНС и 
47,47% для МЭС соответствен-
но). Спрогнозированные ре-




результаты, полученные ИНС – 
удовлетворительны. Показатели 
точности лучших моделей МЭС 
и ИНС приведены в табл. 9. 
На рис. 9 показаны гистог-
раммы средних относительных 
ошибок моделей, основанных 
на МЭС и ИНС.
На рис. 10 показаны гра-
фики с накоплением про-
гнозных значений грузопе-
ревозок автотранспортом, 
полученных моделями, а) МЭС 
(α = 0,5) и б) net31. 
В табл. 10 приведены значе-
ния исходного ряда и спрогно-
зированные методом экспо-





ла сложный постановочный 
характер — составить средне-
Таблица 9
Показатели точности лучших моделей мЭс и инс
модель maE mapE msE yScm
МЭС (α = 0,5) 571,33 47,47 996683,30 9,60
Net31 127,09 13,97 34274,97 1,89
Рис. 9. Гистограммы средних относительных ошибок моделей,  
основанных на МЭС и ИНС
Таблица 10
значения исходного ряда и спрогнозированные с применением инс и мЭс (автотранспорт)
№ 
п/п район \ год




2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2017 2018 2019
1 Тукаевский 1761,7 1349,8 2152,3 1978,9 2082,9 1883,4 1996 2667,9 2349,8 2965,4 2511,4 2600,1 2575,3 3086,6 3704,1 3983,8
2 Нижнекамский 1450,3 1377,9 711,2 2858,7 2334,8 2019,8 1892,2 1960,9 2752,6 1638,6 2219,1 2146,9 2219,8 2177,4 2072,2 2261,1
3 Альметьевский 13854 12365 9396 10283,2 9288,9 8537,7 8831,8 4220 8939,6 4645,6 6584,8 5982,5 5865,1 6770,2 8659,2 3408,0
4 Высокогорский 2792,4 2261,1 2190,4 1016,6 530,1 649,2 823,8 844,2 823,8 846,6 674,5 593,8 470,1 795,6 810,4 802,2
5 Лаишевский 1118,1 1108,2 535 514,9 619,6 787,8 671,7 749,8 617,7 796,9 664,4 661,7 625,8 686,9 863,2 747,5
6 Менделеевский 752,5 690,5 762,1 745,1 680,9 258,8 122,8 77,4 122,5 75,7 83,9 47,6 13,3 31,8 25,8 115,0
7 Мамадышский 1089,4 947,9 714,8 617 1231,7 1609,7 1359,2 1117,4 1231,7 874,3 1161,6 1128,7 1167,6 889,2 1255,2 1298,6
8 Зеленодольский 1986,8 2189,1 1925,7 2269,6 2166,7 1670 1247,1 1390,4 2096,6 1641,1 1691,7 1642,1 1605,3 1052,1 1252,3 1868,0
9 Бугульминский 591,6 764,4 704,4 1164 1342,1 1638 1919,6 2019,7 1616,6 1423,9 1761,5 1779,0 1880,9 1378,2 1277,7 1239,2
10 Елабужский 2150 4130 2280 2180 2497,3 3014,2 3522 1268,2 1160,7 1063,6 1640,6 1620,7 1745,0 1914,0 4612,4 5097,4
11 Бавлинский 1250 916 790 1266 1372,2 1321,9 1124,5 745,9 806,7 709,1 834,5 806,7 810,1 669,7 524,6 434,0
12 Чистопольский 1090,4 1064,1 1096 1490,7 1550 1532,2 1421,7 1293,9 1522,6 1160,1 1402,9 1380,8 1419,4 1420,8 1398,5 1357,5
13 Мензелинский 478,8 627,7 470,1 301,8 322,1 182,9 171,2 60,6 301,8 197,9 190,1 174,3 156,6 453,4 388,4 610,4
14 Лениногорский 534,4 607,1 630,8 1199,1 1223,8 2018,4 2029,1 2278,8 1223,8 2375 1939,1 2094,8 2141,5 1473,6 2644,9 1274,0
15 Заинский 534,4 607,1 630,8 1199,1 1223,8 2018,4 2029,1 2278,8 1223,8 2375 1939,1 2094,8 2141,5 1473,6 2644,9 1274,0
16 Пестречинский 772,2 730,6 570,1 469,8 492,9 494,6 419,4 293,8 419,4 234,3 328,8 293,5 281,8 228,3 328,4 164,8
Рис. 10. Графики с накоплением прогнозных значений грузоперевозок 
автотранспортом: а) МЭС (α = 0,5); б) net31
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срочный прогноз на базе вре-




рактер. Традиционно объемы 
грузовых перевозок прогнози-
ровались с применением экс-
траполятивных методов. Од-
нако, они наиболее надежно 
зарекомендовали себя на уров-
не прогнозов логистических 
систем, имеющих сложившие-
ся цепи поставок и определен-
ные горизонты их развития, то 
есть, когда экономическое раз-
витие непрерывно и прогноз 
может быть простой экстрапо-
ляцией на основании оценки 
прошлых показателей деятель-
ности логистических систем 
и их трендов, переносимых в 
будущее. В случае, когда про-
гнозирование должно объ-
единить в себе два способа 
развития транспортно-логис-
тических процессов с разно-
структурными грузопотоками 
целых районов – линейный 
и нелинейный, создавая сце-
нарий будущего из сочетания 
различных вариантов развития 
выбранных показателей тради-
ционные методы недостаточно 
эффективны, поэтому для про-
гнозирования нами предложен 
метод обучаемых искусствен-
ных нейронных сетей, поло-
жительно зарекомендовавший 
себя в как в пронозировании 
транспортно-логистических 
процессов [7,8,11], так и в це-






ственных нейронных сетей в 
случае труднопрогнозируемых 
показателей на основании име-
ющегося временного динами-
ческого ряда неравномерного 
нелинейно меняющегося ха-
рактера, апробированного при 
составлении статистических 
прогнозов различных эконо-
мических систем рядом иссле-





зультаты имеют прямое прак-
тическое значения для проведе-
ния дальнейшего исследования 
грузопотоков, необходимы при 
выборе типа, класса и размера 
производственных мощностей 
логистических объектов в раз-
рабатываемой модели сети и 
мест их расположения
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