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Abstract
We introduce L2-Wasserstein distances on densities of tracialW ∗-algebras based on a Benamou-
Brenier formulation, replacing multiplication by densities with multiplication operators arising
as the logarithmic mean under a functional calculus. Furthermore, we concern ourselves with
L2-Wasserstein distances induced by decomposed derivations on C∗-algebras of continuous
sections of a K(H)-bundle vanishing at infinity. We prove a distintegration theorem for such
distances, introduce mean entropic curvature bounds in case H is finite-dimensional and show
control of these by the essential infimum of the entropic curvature bounds on the fibres. To
conclude, we give sufficient conditions for disintegrating arbitrary L2-Wasserstein distances for
unital C∗-algebras that are Morita equivalent to a commutative unital C∗-algebra.
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Introduction
We present our motivation and main results, after which we give an overview of the paper’s content
and structure. The overview is followed by a discussion concerning earlier results by Carlen and
Maas for certain finite-dimensional cases.
Motivation. Our motivation is to conduct geometric analysis on noncommutative spaces.
For this, understanding of noncommutative curvature is essential. Doing so presents an ongoing
challenge, one prominent approach being modular curvature for the special case of noncommutative
tori. This was developed in [9], [15] and [25]. In general, an inability to access local information
prevents straight-forward generalisation of classical definitions to the noncommutative setting. An
example of this is a lack of elementary ODE theory, even the notion of a chart, in the proper
noncommutative setting. On the other hand, fruitful geometric analysis is possible in case we only
have curvature bounds. A fundamental example is Bochner’s inequality, see Li and Yau [26]. Such
bounds are global information of the underlying space and can be expressed synthetically, hence we
expect them to have a noncommutative analogue.
Rather than understanding curvature directly, we therefore seek to establish a noncommutative
analogue of Ricci curvature bounds. Synthetic Ricci curvature bounds for metric measure spaces
in the form of entropic curvature bounds were introduced by Sturm [42]. Utilising L2-Wasserstein
distances, this approach leads to rich metric geometry for metric measure spaces beginning in [42]
and [43]. The paper [12] by Erbar, Kuwada and Sturm shows equivalence of various curvature
bound conditions, as well as an analogue of Bochner’s inequality for specific metric measure spaces.
Other examples of Bochner’s inequality applied to the geometric analysis of singular spaces are [17],
[30] and [54].
Main Results. Our main results are twofold. Firstly, we introduce L2-Wasserstein distances
on the space of densities of a tracial W ∗-algebra. A C∗-algebra A equipped with a l.s.c. semi-finite
trace τ on A yields a tracial W ∗-algebra L∞(A, τ) represented over L2(A, τ). Given a type of A-
derivation ∂ from L2(A, τ) to a submodule of a sum
⊕m
k=1 L
2(A, τ), we follow a Benamou-Brenier
approach to define the L2-Wasserstein distance. We will call such derivations symmetric gradients.
The distance is given on the space of densities D := {p ∈ L1+(A, τ) | τ(p) = 1} by the minimisation
problem
W2(p, q) := inf
(ρt,vt)∈A(p,q)
√
1
2
∫ 1
0
||vt||ρtdt
where ρt ∈ D, ρ0 = p, ρ1 = q, while vt lies in a tangent space constructed over each ρt. Furthermore,
we demand a continuity equation d
dt
τ(pa) = 〈vt, a〉ρt to be satisfied. Here, a is an element of an
appropriate ∗-subalgebra A ⊂ A ∩D(∂) with
||a||2ρt =
m∑
k=1
∫ 1
0
τ(ρ1−αt ∂aρ
α
t ∂a)dα
yielding the tangent space over ρt via Hausdorff completion of A. Our choice of inner product arises
naturally from a noncommutative chain rule if we wish to retain classical relationships between
finiteness of W2 on bounded densities, the heat flow and relative entropy.
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Secondly, we consider examples of form C0(X,K(H)) and give conditions for disintegrating an
L2-Wasserstein distance into L2-Wasserstein distances for (K(H), tr). Let X be a locally compact
Hausdorff space with Radon measure ν such that (X,B(X)) is a separable measure space. Then
A = C0(X,K(H)) equipped with trace
(ν ⊗ tr)(F ) :=
∫
X
tr(F (x))dν
provides a setting giving rise to well-behaved L2-Wasserstein distances. A sufficiently regular de-
composition ∂ = (∂x)x∈X into symmetric gradients ∂x for (K(H), tr) induces a distance for which
minimisers disintegrate. The disintegration theorem reads as follows:
Theorem 4.1. Let ∂ be a vertical gradient such that ∂x has continuous dependence of minimisers
on start- and endpoints for a.e. x ∈ X. For all P,Q ∈ D with finite distance, we have
W22 (P,Q) =
∫
X
W22,x(θP (x)2P (x), θP (x)2Q(x))dνP
and there exists a minimiser µt of W2(P,Q) such that θP (x)2µt(x) ∈M(θP (x)2P (x), θP (x)2Q(x))
for a.e. x ∈ X.
In the theorem’s formulation, P,Q ∈ D ⊂ L1(X,S1(H)), dνP = tr(P (x))dν and W2,x is the L2-
Wasserstein distance induced by ∂x on density matrices. Furthermore, we have
θP (x) :=
{(
tr(P (x))
)− 12 if P (x) 6= 0
0 else
for each P ∈ D and M(p, q) is the set of minimisers for density matrices w.r.t the appropriate
fibre-geometry. If H is finite-dimensional, Theorem 4.1 implies existence of minimisers between all
P,Q ∈ D with tr(P (x)) = tr(Q(x)) for a.e. x ∈ X . We extend the theorem to K(H)-bundles and
give sufficient conditions for viewing an arbitrary L2-Wasserstein distance as one that disintegrates
in the above sense. To decide if a disintegration is possible for a given L2-Wasserstein distance is
its disintegration problem.
Content overview. A Benamou-Brenier approach to L2-Wasserstein distances [2] requires us
to introduce a concept of noncommutative gradient. In our case, these are symmetric derivations
on a C∗-algebra A taking values in a symmetric Hilbert A-bimodule. Such derivations appear in
[6] and [7] as the natural noncommutative extension of gradients induced by Dirichlet forms. The
strongly related notion of derivation on a W ∗-algebra was studied in detail in [49] and [50], with
[51] as list of errata. Symmetry and the Leibniz rule give rise to a noncommutative chain rule,
yielding
∂ log x =
(
(Lx ⊗Rx)(D log)
)
(∂x).
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Here, x is an appropriate element of the domain D(∂), D log is the quantum derivative of the
logarithm, and Lx ⊗ Rx is a C∗-representation of C(spec(x) × spec(x)) over H induced by the
bimodule action of A. In general, we expect
(Lx ⊗Rx)(D log) = x−1
to be true if and only if Lx = Rx holds. If we wish to maintain classical relations between relative
entropy, heat flow and finiteness of L2-Wasserstein distances on bounded densities, we are lead to
replace multiplication by a density with multiplication by an operator involving functional calculus
and the representation above. More precisely, we define
Mp = (Lp ⊗ Rp)(Mlm)
for each density p ∈ L∞(A, τ). Here, Mlm is the logarithmic mean. If p is invertible, this implies
Mp = (Lx ⊗Rx)(D log)−1, assuring
Mρt(∂ log ρt) = ∂ρt
to remain true for ρt := e
−t∆p0. Here, ∆ = ∂
∗∂ is the induced Laplace operator and p0 a bounded
density. Having constructed our multiplication operator, we define the tangent space at a bounded
density analogous to the commutative case. From this, an L2-Wasserstein distance on the space of
bounded densities Db follows via minimisation over admissible paths.
Our finiteness result requires a setting similar to well-behaved commutative ones, for example
a compact Riemannian manifold. Setting Pt := e
−t∆, we first prove
Theorem 2.1. If ∂ satisfies a Poincare´-type inequality, the distance between any two invertible
bounded densities is finite. If A is unital, p ∈ Db and Pt regularity improving, the distance between
p and ρt := Pt(p) is finite for each t ∈ [0, 1].
We thus recover the classical case and thereby justify our initial definitions. Moreover, we lift a
theorem first proved by Simon [41] to the noncommutative setting showing
Theorem 2.2. If etL is a semigroup of self-adjoint, positivity preserving operators on L2(A, τ), it
is positivity improving if and only if it is ergodic.
Ergodicity therefore becomes a necessary condition for Pt to be regularity improving. Do note that
so far, we have restricted ourselves to bounded densities.
In order to extend the distance to unbounded densities, we require additional assumptions on
domain and codomain of our symmetric gradients. To begin with, we assume ∂ to take values in
a symmetric Hilbert L∞(A, τ)-subbimodule of a sum
⊕m
k=1 L
2(A, τ) equipped with the canonical
L∞(A, τ)-bimodule action and Hilbert space structure. Next, we assume existence of an exten-
sion algebra A ⊂ A ∩ D(∂) which lies dense and such that α 7−→ pα∂ap1−α is an element of
L1([0, 1], L1(A, τ)) for each a ∈ A. Under these assumptions, the first statement of Proposition 1.3
is sufficient to extend W2 to unbounded densities. Multiplication operators will be of form
(
Mp(x)
)
k
=
∫ 1
0
pαxkp
1−αdα ∈ L1(A, τ)
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for p ∈ D, x ∈⊕mk=1 L∞(A, τ) and k ∈ {1, ...,m}. This yields the tangent space norm on elements
of A we wrote down at the very beginning. Knowing this, extending the distance becomes a
straightforward task.
Turning to vertical gradients, our first task is to understand Lp-spaces that are defined by
(C0(X,K(H)), ν ⊗ tr). Proposition 4.2 shows these to equal Lp(X,Sp(H)) for each p ∈ [0,∞]. We
construct vertical gradients as (∂F )(x) = ∂xF (x) for each F ∈ D(∂), where ∂x is a symmetric
gradient for (K(H), tr) mapping to some ⊕mk=1 S2(H) with m ∈ N fixed. We demand Cc(X) ⊙
FinRk(H) to be an extension algebra. As outlined above, this allows us to extend multiplication
operators to densities. We have
(
MP (F )
)
k
(x) =
∫ 1
0
P (x)αFk(x)P (x)
1−αdα ∈ L1(X,S1(H))
for each P ∈ D, F ∈⊕mk=1 L∞(X,B(H)) and k ∈ {1, ...,m}. We impose other conditions ensuring
mass preservation in each fibre, in particular assuming each ∂x to be a fibre gradient. The latter is a
notion introduced at the very beginning of Subsection 3.2. Mass preservation in almost every fibre is
necessary for showing the disintegration theorem and proved in Proposition 4.4. First consequences
are given in Corollary 4.3. For example, D disintegrates into subspaces whose elements have the
same mass in almost every fibre. This gives rise to L2-Wasserstein distances that do not metrisise
the w∗-topology even as the underlying C∗-algebra is unital, see Remark 4.4.
Before proving the disintegration theorem, we concern ourselves with symmetric gradients on
(K(H), tr). These present our fibre-geometries. Proposition 3.4 yields the aforementioned conditions
for mass preservation along fibres. Furthermore, we introduce the notion of continuous dependence
on start- and endpoints necessary for a measurable selection theorem used in the proof of Theorem
4.1. The proof itself is divided into two parts. In the first, we show every admissible path to have
a representative inducing an admissible path on almost every fibre. In the second, we utilise a
measurable selection theorem to show existence of an integrable choice of fibre-wise minimisers.
Key for the second step is approximation of marginals by well-chosen step functions and utilisation
of continuous dependence of minimisers on start- and endpoints. This will enable us to show a
condition required for applying the measurable selection theorem.
As an application, we consider mean entropic curvature bounds. If H is finite, the relative
entropy for any density p in a fibre is tr(p log p). For bounded densities P on a compact X , the
noncommutative relative entropy becomes
Entm(P |ν ⊗ tr) =
∫
X
tr(P (x) logP (x))dν
which also makes sense for unbouded densities. Declaring it to be the mean relative entropy,
we consider synthetic Ricci curvature bounds in analogy to the commutative case. Doing so, we
obtain global curvature bounds both on the fibres and the whole geometry. Adapting the notion of
continuous dependence of minimisers on start- and endpoints for the proof, we obtain
Theorem 4.2. If ∂ is a vertical gradient for (C0(X,Mn(C)), ν ⊗ tr), then
Curvm(ν ⊗ tr, ∂) ≥ ess inf
x∈X
Curv(Mn(C), tr, ∂x).
5
showing control of global curvature bounds by those for the fibre-geometries. Theorem 4.1 and 4.2
taken together indicate reasonable control of the global geometry by that of the fibres. In the fifth
section, we extend vertical gradients and Theorem 4.1 to the general K(H)-bundle case. This will
present no great challenge, as most of the work occurs locally.
Lastly, we introduce the disintegration problem. A ∼= Γ(End(V )) for a finite-dimensional hermi-
tian vector bundle V over a compact Hausdorff space X holds if and only if A is Morita equivalent
to C(X). Given a symmetric gradient ∂ for (A, τ), we ask if it is possible to find a C∗-algebra iso-
morphism from A to some Γ(End(V )) such that ∂ is a vertical gradient after push-forward. While
we can show τ to have form ν ⊗ tr locally, the same cannot be said for symmetric gradients. If
for example A = C(X) with non-zero gradient, V must be one-dimensional and 1C the sole density
in each fibre. If ∂ were vertical, ∂ vanishes by the Leibniz rule. Thus vertical gradients are a
purely noncommutative phenomenon. We are able to provide sufficient conditions for disintegra-
tion in Corollary 5.2, after which we briefly outline plans to extend results to fields of elementary
C∗-algebras and beyond.
A last word regarding our choice of Wasserstein distance is in order. While easier to handle,
L1-Wasserstein distances are unsuitable for our purposes. Even in the commutative case and ir-
respective of the underlying metric measure space, their geodesics are convex combinations of the
marginal states. Thus their metric geometry on states is independent of the underlying space’s
metric geometry. We nevertheless recommend the discussion in [10] as an introduction and point
to [23] for a noncommutative L1-Wasserstein distance based on ideas first formulated by Rieffel
in his paper on compact quantum metric spaces [36]. Relations between noncommutative L1- and
L2-Wasserstein distances for finite-dimensional C∗-algebras mirroring the commutative setting have
recently been announced [37].
The noncommutative continuity equation first presented by Carlen and Maas in [4] for the
special case of the CAR algebra generated by n bounded operators on a Hilbert space of dimension
n2, as well as its generalisation to other finite-dimensional cases in [5], was essentially derived by
the same reasoning we apply here. One minor difference is that Carlen and Maas aimed to replace
multiplication by p−1, rather than p, with a noncommutative analogue. While the noncommutative
chain rule was not mentioned in either publication, the multiplication operator produced in both
is indeed (Lρs ⊗ Rρs)(D log). This can be seen by applying the Proposition 1.3, i.e. Pedersen’s
calculus, to the multiplication operators defined in [4] or [5]. As this replacement procedure is key
to our approach, we view both papers as foundational.
Maas’ own work [27] concerning an analogue of L2-Wasserstein distances for discrete spaces
already utilised a similar replacement procedure involving the logarithmic mean. This is something
we expect to see since noncommutative geometry aims, among other things, to unify continuous and
discrete geometries. Many of the difficulties we face in the noncommutative setting already arise
in the discrete case. Various alternative techniques were used in [13] and [14] to obtain analogues
of classical curvature bounds, as well as Gromov-Hausdorff convergence for a discrete commutative
setting in [18].
Finally, we wish to point out that Wirth is developing an L2-Wasserstein distance based on
the same replacement procedure we engage in here. We stress that both Wirth and the author
developed their approach independently of one another, only realising their ideas’ similarity after
they had matured. Notes were exchanged. In particular, Lemma 2.3 is a slight adaption of a lemma
proved by Wirth in future work of his.
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Structure. This paper is divided into two major parts. In the first, we introduce noncommutative
L2-Wasserstein distances and prove finiteness results on bounded densities. These are the first two
sections. The second part comprises the last three sections. In the third section, we introduce fibre-
geometries in preparation of the vertical gradient case. We deal with vertical gradients on trivial
K(H)-bundles and prove Theorem 4.1 and 4.2 in the fourth section. We extend to the general
bundle case and introduce the disintegration problem in the fifth section.
Notation and conventions. B(H) is the space of bounded linear operators on a Hilbert space
while K(H) are the compact operators. Furthermore, Sp(H) denotes the Schatten ideals for p ∈
[1,∞], with S∞(H) = B(H). For a suitable measure space (X, ν) and Banach space E, Lp(X,E, dν)
denotes the Bochner-Lp-space. We often drop ν from our notation. Given a C∗-algebra A, let Ah
be its self-adjoint and A+ its positive elements. We call τ a trace on A if it is a l.s.c., semi-finite
trace according to Definition 6.1.1 in [11] and set D(τ) := {τ(|a|) < ∞ | a ∈ A}. In this case, we
call (A, τ) a tracial C∗-algebra. By default, we consider its n.s.f. extension to L∞(A, τ) which we
again denote by τ . We write A ⊂ Lp(A, τ) when considering the image of A under the canonical
inclusion.
Standard references. General references concerning C∗- and W ∗-algebras are [11], [31], [38], and
[44]. For noncommutative integration theory, the original paper [40] and its correction [39] provide
a detailed introduction, while both [20] and [29] give streamlined ones. Broad introductions to
noncommutative geometry are [8] and [22], with [46] focusing on differential geometric aspects from
a functional analytic point of view. We recommend [47] as a reference for Lp-Wasserstein distances
in the commutative case. For a Benamou-Bernier approach in the commutative setting, we refer
to [1]. Results concerning the Bochner integral can be found in the usual works [45] and [53]. A
reference for vector bundles is [24].
Acknowledgements. The author’s position at time of writing was funded by the ERC Advanced
Grant Metric measure spaces and Ricci curvature - analytic, geometric, and probabilistic challenges
awarded to K.-T. Sturm. The author wishes to express gratitude to K.-T. Sturm for his continued
advice and support.
1 Preliminaries
We define symmetric gradients as noncommutative analogues of gradients into L2-sections, provide
a noncommutative chain rule, and describe a differential calculus developed by Pedersen [32] useful
when dealing with Fre´chet derivatives on B(H) involving the continuous functional calculus. This
provides a standard representation of our multiplication operator in case H = L2(A, τ).
1.1 Gradients into bimodules over C∗-algebras
We define bimodules over C∗-algebras and introduce symmetric gradients. A primary reference and
source of examples is [6]. In it, derivation rather than gradient is the preferred terminology.
Definition 1.1. Let A be a C∗-algebra. We define a bimodule over A, or simply A-bimodule, to
be a C∗-representation pi of A⊗max Aop over a Hilbert space.
Notation 1.1. A representation pi induces an A-bimodule structure on H in the algebraic sense,
with both actions bounded w.r.t. the Hilbert space topology. We use pi and H interchangably.
7
Definition 1.2. Let (A, τ) be a tracial C∗-algebra. Furthermore, let H be a bimodule over A. A
gradient ∂ for (A, τ) is a densely defined, closed linear operator from L2(A, τ) to H such that
1) D(∂) is closed under the ∗-operation on L2(A, τ),
2) A∂ := A ∩D(∂) is a dense ∗-subalgebra of A and a core of ∂,
3) ∂ is an algebra derivation from A∂ to H .
Notation 1.2. We write (A, τ, ∂) for a tracial C∗-algebra A with trace τ and gradient ∂.
We wish to make sense of expressions ∂f(a) for self-adjoint a ∈ A∂ and sufficiently regular
f ∈ C(spec(a)). By necessity, we require f(a) ∈ D(∂) to hold. If this is true, we expect a
noncommutative chain rule to apply. Such a chain rule exists if we have an involution on H
compatible with the gradient.
Definition 1.3. A bimodule H over A is called symmetric if there exists an isometric, anti-linear
involution J on H such that J(ahb) = b∗ha∗ for each a, b ∈ A and h ∈ H .
We required the domain of our gradient to be closed under adjoining in A by definition, hence
compatibility of ∂ and J as defined next makes sense.
Definition 1.4. If ∂ is a gradient for (A, τ), ∂ is symmetric if ∂(a∗) = J(∂a) for each a ∈ A∂ .
Remark 1.1. Replacing A by Ah, we consider Definition 1.2 for the real case by demanding H to
be a real Hilbert space with an Ah-bimodule structure. In this case, tensoring with C yields a
symmetric gradient ∂C := ∂ + i∂.
For a ∈ Ah, C(spec(a)) is unital and thus not equal to C∗(a) ⊂ A for non-unital A. We thus
cannot obtain a representation of C(spec(a))⊗C(spec(a)) over H by restricting pi to C(spec(a))⊗
C(spec(a))op if A is non-unital. Instead, we first consider the left representation La of C(spec(a))
over H uniquely determined by
La(f)(x) :=
{
f(a).x if f(0) = 0
x if f = 1
We construct a right representation Ra of C(spec(a))
op over H analogously, replacing left by right
action of A on H in our definition above. Tensoring both La and Ra, we have
La ⊗Ra : C(spec(a))⊗ C(spec(a))op −→ B(H)
with La ⊗ Ra depending on the bimodule pi by construction. We do not care about this, as H
will remain fix once chosen. Commutativity of C(spec(a)) implies C(spec(a)) ⊗ C(spec(a)) and
C(spec(a)× spec(a)) to be isomorphic.
Proposition 1.1. Let H be a symmetric bimodule over A, a ∈ Ah and I ⊂ R a closed interval
containing spec(a). Then for all f ∈ C(I × I), we have
||(La ⊗Ra)(f)||B(H) ≤ ||f ||C(I×I)
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Proof. La⊗Ra is a representation, hence a homomorphism of C∗-algebras. Thus its norm is less or
equal to one and therefore ||(La⊗Ra)(f)||B(H) ≤ ||f ||C(spec(a)×spec(a)), while ||f ||C(spec(a)×spec(a)) ≤
||f ||C(I×I) follows at once from spec(a) ⊂ I.
We are ready to discuss the noncommutative chain rule. It will involve the quantum derivative
of a function. Outside of our immediate context, the quantum derivative is a natural analogue of
the classical derivative in the discrete setting. Examples are discrete gradients on graphs. A useful
introduction is provided by [21]. Here, the quantum derivative is simply the correct object when
searching for a chain rule involving gradients.
Definition 1.5. Let I ⊂ R be a closed interval. For f ∈ C1(I), its quantum derivative is
Df(s, t) :=
{
f(s)−f(t)
s−t if s 6= t
f ′(s) if s = t
with (s, t) ∈ I × I.
Df is continuous by hypothesis on f .
Proposition 1.2. Let ∂ be a symmetric gradient for (A, τ) and a ∈ Ah ∩ A∂. If f ∈ C1(spec(a))
such that f(0) = 0, then
1) f(a) ∈ D(∂) with ∂(f(a)) = (La ⊗Ra)(Df)(∂(a)),
2) ||∂(f(a))||H ≤ ||f ′||C(spec(a))||∂(a)||H .
If we know A and H to be commutative, then (La ⊗Ra)(Df)(h) = f ′(∂(a)).h for each h ∈ H.
Proof. The first and second statement are proved in [6], while the third can be checked immediately
on polynomials vanishing at the origin. This extends to all f we consider by density of such
polynomials.
Remark 1.2. If f = g on I, then Df = Dg in C(spec(a)× spec(a)). We are thus able to compute
the chain rule for elements f ∈ C1(spec(a)) even if they are not continuously differentiable outside
of I, or in case f(0) 6= 0 but 0 /∈ I. To do so, we simply replace f|I with an appropriate extension
g defined on R. The result is independent of our choice.
1.2 Pedersen’s differential calculus
In [32], Pedersen developed a differential calculus based on usual Freche´t differentiation yet well-
behaved with respect to functional calculus. For a more thorough treatment, we refer to the original
paper.
Definition 1.6. Let H be a separable Hilbert space, I ⊂ R a closed interval. We denote the
space of all self-adjoint, bounded operators over H with spectra in I by B(H)Ih. We call a function
f : I −→ R operator differentiable if the map
f : B(H)Ih −→ B(H), T 7→ f(T )
is Fre´chet differentiable, and denote its Fre´chet derivative at T by dfT .
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Pedersen showed operator differentiable maps to form a Banach ∗-algebra, denoted by C1op(I).
This notation is justified because every operator differentiable function f is continuously Fre´chet
differentiable, cmpr. Theorem 2.6 in [32].
Proposition 1.3. If H is a separable Hilbert space and I ⊂ R>0 a closed interval, d log T (S) is
the unique solution to the integral equation
∫ 1
0
T sXT 1−sds = S
for each S, T ∈ B(H)Isa. Let furthermore (A, τ) be a tracial C∗-algebra represented over H and
L1(A, τ) separable. If T ∈ L∞(A, τ)∩B(H)Isa and S ∈ B(H)Isa such that d logT (S) ∈ L1(A, τ), then
τ(Td log T (S)) = τ(S).
Proof. The first statement is proved on p. 155 of [32]. For the second one, note ||Tα||∞||T 1−α||∞ =
||T ||∞ since I ⊂ R>0 closed by hypothesis while λ 7−→ λα increases monotonically for λ > 0,
α ∈ (0, 1]. For all R ∈ L1(A, τ), we therefore know
||TαRT 1−α||L1(A,τ) ≤ ||Tα||∞||T 1−α||∞||R||L1(A,τ) = ||T ||∞||R||L1(A,τ).
Multiplication in L∞(A, τ) is ||.||∞-continuous. Thus α 7−→ τ(TαRT 1−αX) = τ(RT 1−αXTα) is
continuous, hence measurable, for arbitrary X ∈ L∞(A, τ). Hence TαRT 1−α is Bochner-integrable
as path from [0, 1] to L1(A, τ) by separability of the latter. Using continuity of τ w.r.t. the ||.||L1(A,τ)-
topology and d logT (S) ∈ L1(A, τ), we are now able to calculate
τ(Td log T (S)) =
∫ 1
0
τ(Td log T (S))ds
=
∫ 1
0
τ(T sd log T (S)T
1−s)ds
= τ(
∫ 1
0
T sd log T (S)T
1−sds)
= τ(S).
Remark 1.3. By definition of d log as Fre´chet derivative, d logT (S) ∈ L∞(A, τ) if T, S ∈ L∞(A, τ).
Hence finiteness of τ implies d logT (S) ∈ L1(A, τ) whenever S, T ∈ L∞(A, τ).
We assume A to be a C∗-algebra representable over a separable Hilbert space for the remainder
of this section. Pedersen developed a noncommutative chain rule involving his differential calculus
and derivations on A.
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Proposition 1.4. If ∂ : A −→ A is a closed derivation, then f(a) ∈ D(∂) and ∂(f(a)) = dfa(∂(a))
for each f ∈ C1op(I) with spec(a) ⊂ I.
Proof. This is Theorem 3.7 in [32].
If H = L2(A, τ), (La ⊗Ra)(Df) reduces to Pedersen’s derivative dfa. As such, Pedersen derived a
special case of the noncommutative chain rule we discussed above.
Proposition 1.5. Let L2(A, τ) be equipped with the canonical A-bimodule structure. If ∂ is a
symmetric gradient such that ∂|A is a closed derivation on A, then (La ⊗ Ra)(Df) = dfa for each
f ∈ C1op(I).
Proof. This is checked immediately on polynomials vanishing at the origin, and the general state-
ment follows by density.
The case of H = L2(A, τ) yields a most canonical setting for our extension problem as it will
provide an integral representation of our multiplication operator Mp given by
Mp(h) =
∫ 1
0
pαhp1−αdα.
Here, h ∈ L2(A, τ) and p is a bounded density. C∗-dynamical systems induce gradients of this form.
As such, even bounded symmetric gradients arise canonically in infinite dimensions. All i[y, . ] with
y ∈ Ah are of this form. We obtain them by differentiating αt(x) := etiyxe−tiy at the origin.
2 L2-Wasserstein distances on noncommutative densities
Starting from noncommutative relative entropy for unital C∗-algebras, we motivate our notion of
multiplication operator. Natural definitions of tangent space, energy functional and L2-Wasserstein
distance for bounded densities follow. Our justification is completed by finiteness results emulat-
ing the compact Riemannian case. We extend L2-Wasserstein distances to unbounded densities
for symmetric gradients mapping into symmetric Hilbert L∞(A, τ)-subbimodules and having an
extension algebra.
2.1 Noncommutative relative entropy
For this subsection, we assume (A, τ) to be a unital tracial C∗-algebra with τ(1A) = 1 such that both
L1(A, τ) and L2(A, τ) are separable. This occurs if A is separable. Unitality is required when using
Petz’s variational description of Araki’s noncommutative relative entropy. Set M := L∞(A, τ).
Definition 2.1. Db := {p ∈M+ | τ(p) = 1} is the space of bounded densities.
The noncommutative relative entropy is defined as a Legendre . In the commutative case, this
reduces to the familiar representation of the relative entropy as the Legendre dual of the logarithmic
Laplace transform.
Definition 2.2. For all p ∈ Db, the noncommutative relative entropy is defined as
Ent(p|τ) := sup
x∈Msa
{τ(xp)− log τ(ex)}
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We refer to Petz’s paper [33] for the variational description we make use of here. See [34] for a more
general description of its operator algebraic properties. Convexity and hence lower semicontinuity of
the noncommutative relative entropy in all relevant operator algebraic topologies follow immediately
from the definition. The noncommutative relative entropy additionally takes the expected form
τ(p log p) on bounded densities.
Proposition 2.1. If p ∈ Db, then Ent(p|τ) = τ(p log p) <∞.
Proof. Assume p to be invertible. In [33], the relative entropy S(ϕ, ω) after Araki is discussed in full
generality. Our case reduces to ϕ = τ and ω = τ( . p). Both are faithful normal states. Traciality
of τ implies equality of ∆ and the identity. In the notation of [33], this ensures ϕh = τ( . eh). Using
this, the first proposition in [33] implies
S(ϕ, ω) = sup
x∈Mh
{τ(xp) − log τ(ex)}.
The same proposition also tells us that the supremum is reached if and only if
τ(. p) = τ( .
ex
τ(ex)
)
holds, which is true for x = log p. Thus τ(p log p)− log(τ(p)) = τ(p log p) equals the supremum.
For arbitrary p, we have p log p ∈ M . This follows by continuity of λ log λ on R≥0, allowing us
to apply Borel functional calculus. Any sequence of invertible operators pi converging to p in the
strong operator-topology implies
Ent(p|τ) ≤ lim inf
i
Ent(pi|τ) = τ(p log p)
by lower semi-continuity of the noncommutative relative entropy, as well as continuity of the func-
tional calculus under the strong operator-topology. For the converse, define xε := min{log p, ε}.
Then τ(px−ε) converges to τ(p log p), resp. τ(e
x−ε) to 1, for ε −→∞.
Let ∂ be a symmetric gradient for (A, τ) and ∆ := ∂∗∂ its Laplacian. We examine an interaction
between the noncommutative relative entropy and heat semigroup Pt := e
−t∆. For our following
statements, we require the heat semigroup to regularise elements in M+ sufficiently well. The
derivative in the upcoming definition is the Fre´chet derivative w.r.t. the ||.||M -topology.
Definition 2.3. Set DFr(∆) := {x ∈ D(∆) | ddt |t=0Pt(x) exists}. We call Pt regularity improving
if for all x ∈M+ and all t ∈ (0, 1], we have Pt(x) ∈ GL(M) ∩DFr(∆).
By the semigroup property, x ∈ DFr(∆) if and only if t 7−→ Pt+s(x) is Fre´chet differentiable at
the origin for each s ∈ (0, 1). An example from commutative geometry is the heat semigroup on a
compact Riemannian manifold. Uniform convergence of the heat kernel yields the required property,
see Chapter 8 of [19]. In the finite-dimensional case, ∆ having one-dimensional kernel implies the
heat semigroup to be regularity improving. We will prove this at the end of this Section 2.3. The
next lemma shows the logarithm’s quantum derivative appearing when differentiating the relative
entropy evaluated at the heat semigroup.
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Lemma 2.1. Let p ∈ Db and set ρt := Pt(p). If Pt is regularity improving, then
d
dt |t=s
Ent(ρt | τ) = −〈
(
(Lρs ⊗Rρs)(D log)
)
(∂ρs), ∂ρs〉H
for each s ∈ (0, 1).
Proof. For all t ∈ (0, 1], we have d
dt
ρt = −∆ρt and we know the limit on the left-hand side to lie
in M . Moroever, ρt is a bounded density for each t ∈ [0, 1] since Pt preserves mass by unitality
of A. Finally, ρt is invertible for each t ∈ (0, 1]. Taken together, this implies log(ρt) to be Fre´chet
differentiable on (0, 1). Application of the chain rule allows us to express its derivative using
Pedersen’s differential calculus.
We calculate
d
dt |t=s
Ent(ρt | τ) = −τ(∆ρs log ρs) + τ(ρsd logρs(−∆ρs))
where we used Pedersen’s chain rule and the derivative of a bounded bilinear map. The second
summand equals −τ(∆ρs) by the second statement of Proposition 1.3 and Remark 1.3. Once more,
τ(∆ρs) = 0 as 1A ∈ ker ∂ by unitality. We obtain
d
dt |t=s
Ent(ρt | τ) = −τ(∆ρs log ρs)
for each s ∈ (0, 1). We have τ(∆ρs log ρs) = 〈∆ps, log ρs〉L2(A,τ) = 〈∂ρs, ∂ log ρs〉H . From this and
spec(ρs) ⊂ R>0 being bounded from below by invertibility of ρs, the noncommutative chain rule
for symmetric gradients shows
d
dt |t=s
Ent(ρt | τ) = −〈∂ρs,
(
(Lρs ⊗Rρs)(D log)
)
(∂ρs)〉H .
D log is real-valued, hence (Lρs ⊗Rps)(D log) is self-adjoint. The statement follows by shifting the
operator to the left-hand side of the inner product.
Remark 2.1. If H is commutative, acting by (Lρs ⊗Rρs)(D log) reduces to multiplication by ρ−1s .
If Pt is regularity improving and ρt as above, ρt should not only solve a noncommutative
equivalent of the continuity equation but have finite energy. Under this condition, Lemma 2.1
shows how noncommutativity leads us to replace ρ−1t by (Lρs ⊗Rρs)(D log). We seek to generalise
multiplication by ρs, thus we consider the inverse of (Lps ⊗ Rρs)(D log). As ρs is invertible for
s > 0, this implies
(Lps ⊗Rρs)(D log)−1 = (Lps ⊗Rρs)(D log−1) = (Lps ⊗Rρs)(Mlm)
Here, Mlm := D log
−1 is the logarithmic mean. It is defined on all of R2≥0, hence we obtained a
candidate for a multiplication operator even if p is not invertible. This presents our starting point
for defining the noncommutative L2-Wasserstein distance.
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2.2 Energy functional and definition for bounded densities
For the remainder of this section, let (A, τ) be a tracial C∗-algebra and set M := L∞(A, τ). We
demand the actions of A on H to extend to bounded actions of M . Such actions will be classified
as part of future work by Wirth. For direct summands of L2(A, τ), the canonicalM -actions clearly
extend those of A.
We define a multiplication operator given an element in M+. The logarithmic mean Mlm is
continuous on all of R≥0, vanishing at the boundary. For motivation, we refer to the previous
subsection.
Definition 2.4. If x ∈M+, then Mx := (Lx ⊗Rx)(Mlm) is the multiplication operator for x.
Example 2.1. If H = L2(A, τ), then Mx(h) =
∫ 1
0 x
αhx1−αdα by Proposition 1.3. This extends to
direct sums of L2(A, τ), as well as appropriate submodules defined in Subsection 2.4.
Since Mlm is positive, we have Mx ∈ B(H)+ in general. Furthermore, Mx is invertible if x is and
for all x ∈M+ ∩GL(M), we have
Mx = (Lx ⊗Rx)(Mlm) = (Lx ⊗Rx)(D log)−1
because Lx ⊗ Rx is an algebra homomorphism. If we are in the situation of Lemma 2.1 and set
vs := (Lρs ⊗Rρs)(D log)(∂ρs), the same lemma implies
− d
dt |t=s
Ent(ρt | τ) = 〈vs,Mρsvs〉H = ||M
1
2
ρsvs||2H .
We view ||M 12p h||H as our analogue of the tangent space norm. Before defining admissible paths
and the energy functional, we prove a crucial statement bounding the norm of Mx ∈ B(H) by that
of x ∈M .
Proposition 2.2. For x ∈M+, we have ||Mx||B(H) ≤ ||x||M . Equality holds if pi is faithful.
Proof. For C > 0, consider f(s, t) :=Mlm(s, t) on [0, C]× [0, C]. We claim ||f ||∞ = C. To see this,
first observe f(C,C) = C since D log(C,C) = C−1. For the converse, note how f(s, 0) = 0 for each
s ∈ [0,∞). Thus finding and comparing maxima of the differentiable functions fs(t) := f(s, t) on
(0, C) for each fix s ∈ (0, C) is sufficient for our purposes. A calculation shows
d
dt
fs(t) = 0 ⇐⇒ t = fs(t)
to hold. Since s, t > 0, the right hand side is equivalent to log( s
t
) = s
t
−1. Yet, log(x) = x−1 implies
x = 1 as the functions log(x) and x− 1 intersect tangentially while log is concave. Hence fs has an
extrema on (0, C) if any only if s = t. Knowing s < C, this implies fs(s) = f(s, s) = s > 0 = fs(0)
to be an extreme point. It must therefore be a global maximum as fs is continuous on [0, C]. If
s = C, there is no extreme point on (0, C) but fC(C) = C > 0 = fC(0) still holds. Thus the global
maximum of f is given by C.
The claim is trivial for x = 0, hence let x ∈ M+ be non-zero. As Mx is given by the image of
f| spec(x)×spec(x) under pi, we have
14
||Mx||B(H) ≤ sup
s,t∈spec(x)
|f(s, t)| ≤ ||x||M
where the first inequality stems from pi being a ∗-homomorphism of C∗-algebras. We used the first
part of this proof to obtain the second estimate. However, ||x|| ∈ spec(x) holds by self-adjointness
of x. The statement follows from f(s, s) = s.
Definition 2.5. Let D := {p ∈ L1+(A, τ) | τ(p) = 1} and Db := {p ∈ D | p ∈ L∞(A, τ)} be the
space of densities, resp. the space of bounded densities.
Remark 2.2. We defined Db before in Definition 2.1. It was merely a question of exposition.
We are ready to define tangent spaces, admissible paths, the energy functional and finally the
L2-Wasserstein distance. In the following, assume ∂ to be a symmetric gradient for (A, τ).
Definition 2.6. For all p ∈ Db and all a, b ∈ A∂ , set
〈a, b〉p := 〈Mp∂a, ∂b〉H .
Remark 2.3. Each 〈 , 〉p is a semi-definite, positive bilinear form on A∂ by positivity of Mp.
Definition 2.7. The tangent space TpDb at p ∈ Db is defined to be the Hausdorff completion of
A∂ w.r.t. 〈 , 〉p. The tangent bundle is defined as TDb :=
∐
p∈Db
{p} × TpDb.
Notation 2.1. A path µt in TDb splits into a pair of paths µt = (ρt, vt) with unique ρt ∈ Db and
vt ∈ TρtDb. We always use this or analogous notation when decomposing a path in the tangent
bundle.
Definition 2.8. Let µt : [0, 1] −→ TDb such that t 7−→ τ(ρta) is absolutely continuous for each
a ∈ A∂ . We say that µt satisfies the noncommutative continuity equation if
d
dt
τ(ρta) = 〈vt, a〉ρt
for each a ∈ A∂ and a.e. t ∈ [0, 1].
Notation 2.2. We drop the adjective ”noncommutative” in the future.
We are able to represent any v ∈ TpDb in H . Given v, choose a sequence of ai ∈ A∂ converging
to v. From this, we obtain
M
1
2
p ∂ai −→ w
in H . In the above, w ∈ H is independent of our choice of ai by definition of the inner product.
This defines a bounded linear map from (TpDb, ||.||p) to H , sending v to w. It is an isometry by
construction. In particular, the image of TpDb in H is closed. We thereby view each TpDb as a
closed subspace of H , and TpDb as a subspace of Db × H . Using this, we rewrite the continutiy
equation as
d
dt
τ(ρta) = 〈wt,M
1
2
ρt∂a〉H .
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Notation 2.3. For a given path µt satisfying the continuity equation, we consider vt and wt inter-
changably from now on. Furthermore, we denote the projection from H to TρtDb by Rt.
Definition 2.9. Let p, q ∈ Db. An admissible path from p to q is a µt : [0, 1] −→ TDb such that
1) µt satisfies the continuity equation,
2) ρ0 = p and ρ1 = q,
3) t 7−→ ||vt||2ρt = ||wt||2H ∈ L1([0, 1]).
We denote the set of all admissible paths between p and q by A(p, q).
Let ϕ be a linear reparametrisation and µt satisfy the continuity equation. We decompose µϕ(t)
into µϕ(t) = (ρϕ(t), vϕ(t)ϕ˙(t)). Hence precomposition by t 7−→ −t maps admissible paths to ad-
missible paths. The decomposition additionally shows that concatenating two admissible paths, in
the canonical topological sense, again yields an admissible path. From this we obtain symmetry,
resp. the triangle-inequality for our distance candidate once we have defined the latter.
Definition 2.10. We define the energy functional on admissible paths as
E(µt) :=
1
2
∫ 1
0
||vt||2ρtdt
and the noncommutative L2-Wasserstein distance on bounded densities by
W2(p, q) = inf
µt∈A(p,q)
√
E(µt).
Notation 2.4. As before, we drop ”noncommutative” in the above description.
We prove W2 to be a distance. By the discussion just prior to Definition 2.10 and E ≥ 0, we
only need to check definiteness. To do so, we assume existence of a function g allowing control of
〈Mp∂a, ∂a〉H on a sufficiently large subset S ⊂ A∂ .
Definition 2.11. Let S ⊂ A∂ and g : S −→ R≥0 such that for all p, q ∈ Db, we have
1) τ(pa) = τ(qa) for each a ∈ S if and only if p = q,
2) ||a||2p ≤ g(a) for each a ∈ S.
Then g is called a separating function.
Proposition 2.3. If there exists a separating function g, then W2 is a distance.
Proof. We only need to show definiteness. For all admissible paths µt and all a ∈ S, we have
τ((ρ1 − ρ0)a) =
∫ 1
0
d
dt
τ(ρta)dt
=
∫ 1
0
〈vt, a〉ρtdt
≤
√
2g(a)E(µt)
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where we used 2) in Definition 2.11 for the last estimate. By 1) in the same definition and con-
struction of W2, W2(p, q) = 0 if and only if p = q.
Notation 2.5. Distances can be infinite in metric geometry. While we use this convention, distances
with infinite value are also called extended distances, or extended metrics.
Remark 2.4. Our definition is compatible with the commutative case if the underlying metric
measure space (X, d,m) satisfies the reduced curvature-dimension condition CD∗(K,N), see 2) of
Theorem 1.2 in [35]. Other examples are measured-length spaces, defined in [16]. We will see
in Example 2.6 how to recover the C∞-manifold setting in general after having extended to all
densities for particular gradients in Subsection 2.4.
Example 2.2. Let (X,h) be a smooth Riemannian manifold with density d|ω| and connection ∇.
Set A = C0(X), τ = d|ω| ⊗ C, ∂ := ∇ ⊗ C and H to be the space of L2-sections of TX ⊗ C
w.r.t. hd|ω|. If S := C∞c (X), we have
||a||2p =
∫
X
ph(∂a, ∂a)d|ω| ≤ ||h(∂a, ∂a)||∞
for each p ∈ Db and a ∈ S. Hence g(a) := ||h(∂a, ∂a)||∞ is a separating function.
Example 2.3. Let H be separable. Consider A = K(H) and τ = θtr for θ > 0 fix. Then θ−1L1(A, τ)
equals S1(H), thus ||x||M ≤ θ−1||x||L1(A,τ) for each x ∈ L1(A, τ). For S = A∂ , we have
〈Mp∂a, ∂a〉H ≤ θ−1||∂a||2H
by Proposition 2.2 and p ∈ Db. Hence g(a) := θ−1||∂a||2H is a separating function. The fourth
section deals with a wide generalisation of this example.
Example 2.4. All symmetric gradients of type considered in Subsection 2.4 have a canonical sepa-
rating function, see Proposition 2.7.
We end this subsection with a lemma useful when discussing vertical gradients.
Lemma 2.2. Assume there exists a separating function and let µt be an admissible path. If L
1(A, τ)
is separable, then ρt ∈ L1([0, 1], L1(A, τ)).
Proof. A∂ lies dense in A, hence dense in M w.r.t. the w
∗-operator topology. We already know
τ(ρta) ∈ C([0, 1]) for each a ∈ A∂ by hypothesis. If on the other hand ai ∈ A∂ converges to x ∈M in
the w∗-topology, we know that τ(ρtai) converges to τ(ρtx). Thus τ(ρtx) is approximated pointwise
by measurable functions τ(ρtai), where x ∈M was arbitrary but fix. Since L1(A, τ) was separable
and L1(A, τ)∗ = M , Pettis’ theorem shows strong measurability of ρt. Thus Bochner-integrability
follows from ||ρt||L1(A,τ) = 1.
2.3 Finiteness on bounded densities for unital C∗-algebras
For this subsection, let ∂ be a symmetric gradient for (A, τ) and assume existence of a separating
function g. We show finiteness of W2 if A is unital, ∂ satisfies a Poincare´-type inequality and the
heat semigroup Pt := e
−t∆ is regularity improving. For the latter, we show ergodicity to be a
necessary condition.
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Definition 2.12. We say that ∂ satisfies a Poincare´-type inequality if there exists some C > 0
such that ||a||L2(A,τ) ≤ C||∂a||H for each a ∈ (ker ∂)⊥ ∩ A∂ .
Proposition 2.4. Let ∂ satisfy a Poincare´-type inequality. For all x ∈M ∩L2sa(A, τ)∩ker τ , there
exists an h ∈ H such that τ(xa) = 〈h, ∂a〉H for each a ∈ A∂.
Proof. This is proved in Theorem 9.2. of [52] for general x ∈ L2(A, τ).
To show finiteness, we first prove that a Poincare´-type inequality suffices to have finite distance
between invertible elements. After this, we use the regularity improving property of the heat
semigroup to connect non-invertible elements to invertible ones. Finite energy of these paths will
follow from Lemma 2.1.
Theorem 2.1. If ∂ satisfies a Poincare´-type inequality, the distance between any two invertible
bounded densities is finite. If A is unital, p ∈ Db and Pt regularity improving, the distance between
p and ρt := Pt(p) is finite for each t ∈ [0, 1].
Proof. We begin with the first statement. Thus let p, q be invertible bounded densities and set
C := min{inf spec(p), inf spec(q)}. We have C > 0 because p and q are invertible in M . Writing
ρt := (1 − t)p + tq, we have C〈x, x〉L2(A,τ) ≤ 〈ρtx, x〉L2(A,τ) for each x ∈ L2(A, τ). Hence ρt is
invertible for each t ∈ [0, 1]. As ∂ satisfies a Poincare´-type inequality, Proposition 2.4 allows us to
choose an h ∈ H such that
τ((q − p)a) = 〈h, ∂a〉H = 〈M−
1
2
ρt h,M
1
2
ρt∂a〉H
for each a ∈ A∂ . By Proposition 1.1, ||M−1ρt ||B(H) ≤ ||D log ||C([C,||ρt||M ]×[C,||ρt||M ]) with the right-
hand term bounded on [0, 1] by continuity of ρt. Hence a 7−→ τ((q − p)a) = τ(ρ˙ta) are bounded
linear functionals on TρtD for each t ∈ [0, 1], represented by a unique vt ∈ TρtD. As an element in
H , vt is given by
wt = Rt(M
− 12
ρt h).
M
1
2
pth is continuous by the ||.||M -continuity of pt, and Rt a projection for each t ∈ [0, 1]. Thus wt
is strongly measurable in H , and ||wt||2 lies in L1([0, 1]). Hence µt := (ρt, vt) is an admissible path
from p to q. Since p and q were arbitrary, the first statement follows.
For the second statement, let p ∈ Db and note that we now assume A to be unital. Without
loss of generality, we norm τ to one. By Proposition 2.1, p has finite relative entropy. Since Pt is
regularity improving, ρt := Pt(p) is an invertible bounded density for each t ∈ (0, 1]. To see
− d
dt
τ(ρta) = τ(∆ρta) = 〈∂ρt, ∂a〉H = 〈M
1
2
ρt∂ log ρt,M
1
2
ρt∂a〉H
we expand by M−1ρt and apply the noncommutative chain rule as in the proof of Lemma 2.1.
Analogous to the first statement’s proof, this induces a bounded linear functional represented by
some vt, for each t ∈ (0, 1]. In H , vt is given by
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wt = −M
1
2
ρt∂ log ρt.
which gives a vector field on [0, 1]. Freche´t differentiability of ρt on (0, 1) implies ||.||M -continuity
of ρt, thus wt is strongly measurable in H as ∂ is linear. To show ||wt||2 ∈ L1([0, 1]), observe that
||Rt|| = 1 implies
||vt||ρt ≤ ||M
1
2
ρt∂ log ρt||H
for each t ∈ (0, 1]. Using this, we estimate
∫ 1
0
||vt||2ρtdt ≤
∫ 1
0
||M 12ρt∂ log ρt||2Hdt = Ent(p|τ) − Ent(ρ(1)|τ) <∞
We applied Lemma 2.1 for the last equality. It follows that µt := (ρt, vt) is an admissible path.
Corollary 2.1. Let A be unital. If ∂ satisfies a Poincare´-type inequality and has regularity im-
proving heat semigroup, W2 is finite.
To end this subsection, we provide a necessary condition for Pt to be regularity improving. In
this, we lift Simon’s original proof [41] to the noncommutative setting. We make use of notations
and results immediately leading up to and found on p. 204-205 in [6].
Lemma 2.3. If x ∈ L2(A, τ) is self-adjoint, then max{x, 0} is given by the metric projection x+
of x onto the self-polar cone L2+(A, τ) in L
2(A, τ).
Proof. We know max{x, 0} ∈ L2+(A, τ) by construction of the positive elements. A general metric
projection PC onto a closed convex set C in a Hilbert space can be characterised uniquely by
satisfying Re〈x − PC(x), y − PC(x)〉H ≤ 0 for each y ∈ C. A calculation in our setting using any
y ≥ 0 yields
τ((x −max{x, 0})(y −max{x, 0})) = τ((−min{x, 0}) 12 (max{x, 0} − y)(−min{x, 0}) 12 )
≤ τ((−min{x, 0}) 12 max{x, 0}(−min{x, 0}) 12 )
= −τ(min{x, 0}max{x, 0})
= 0.
Remark 2.5. Using the above characterisation of the metric projection to show the result was
pointed out to the author by Wirth in a personal communication as a derivative of a lemma in
future work of his.
We turn to a second lemma that closely orients itself along Lemma 3.4 of Simon’s proof.
Lemma 2.4. Let T be a positivity preserving operator on L2(A, τ). If x, y ∈ L2+(A, τ) with
〈x, y〉L2(A,τ) 6= 0, then 〈Tx, T y〉L2(A,τ) 6= 0.
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Proof. L2(A, τ) = L2(M, τ) is a standard form ofM with cyclic vector 1A. We are thus able to use
analogues of the pointwise supremum and infimum operations. Assume x ∧ y = 0, where x ∧ y is
our analogue of the infimum of x and y.
Point five of Lemma 2.50 in [6] yields x + y = |x − y|. The fifth and third points of the same
lemma together give |x − y| = y + (x − y)+. From this, x + y = y + (x − y)+ follows by Lemma
2.3 above. All in all, x = max{x− y, 0} ∈ L2+(A, τ) holds. Evoking Lemma 2.50 one last time, we
have y = min{x − y, 0} and thus xy = yx = 0. This shows x ∧ y 6= 0 for x, y ≥ 0. By definition,
x ∧ y ≤ x, y holds for positive x and y. From here on out, we nearly proceed verbatim as Simon
did in the first lemma of [41]. We only need to replace the minimum of x and y by x ∧ y.
Definition 2.13. A positive semigroup etL is ergodic if for all x, y ∈ L2+(A, τ) with x, y 6= 0, there
exists a t > 0 such that τ(xetLy) > 0. A semigroup etL on L2(A, τ) is called positivity improving
if etLx has strictly positive spectrum for each x ∈ L2+(A, τ) and each t ∈ (0,∞].
Remark 2.6. An operator T has strictly positive spectrum if spec(T ) ⊂ R>0. It does not imply
existence of a uniform lower bound. We follow the commutative terminology in this, where a
function f is strictly positive if f > 0 almost everywhere.
Theorem 2.2. If etL is a semigroup of self-adjoint, positivity preserving operators on L2(A, τ), it
is positivity improving if and only if it is ergodic.
Proof. After replacing Simon’s first lemma with Lemma 2.4, the proof is given verbatim to the one
of Theorem 1 in [41].
In [6], Cipriani provides necessary and sufficient conditions for ergodicity of a semigroup. If A
is unital, Corollary 2.48 in [6] implies the heat semigroup to be ergodic if and only if 1A is a simple
eigenvector of ∆.
Corollary 2.2. If A is unital, then Pt is positivity improving if and only if 1A is a simple eigenvector
of ∆.
Proof. In the notation of [6], (M,L2(A, τ), L2+(A, τ),
∗ ) is a standard form of M with cyclic vector
1A. Applying the equivalence between the first and third statement of Corollary 2.48 in [6], as well
as Theorem 2.2 above, we obtain the statement.
Example 2.5. Let A be a finite-dimensional C∗-algebra. If ∂ has one-dimensional kernel, so does ∆.
Moreover, ∂ satisfies a Poincare´-type inequality since ∆ becomes a positive operator on the orthog-
onal complement of the kernel. Then Corollary 2.2 implies Pt to be positivity improving. Since all
relevant operator topologies are equivalent and a strictly positive spectrum implies invertibility of
the operator in finite-dimensions, Pt is regularity improving.
2.4 Extending to unbounded densities
So far, we required densities to be bounded. We now extendW2 to all densities. To do so, we impose
conditions on the domain and codomain of the gradient. In particular, we consider multiplication
operators given by
Mp(x) =
∫ 1
0
pαxp1−αdα
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on summands. For this, ∂ will have to take values in some
⊕m
k=1 L
2(A, τ) equipped with the canon-
ical symmetric L∞(A, τ)-bimodule structure and Hilbert space norm. All L∞(A, τ)-subbimodules
H ⊂ ⊕mk=1 L2(A, τ) are assumed to be closed subspaces throughout the paper. Furthermore, we
assume L1(A, τ) and L2(A, τ) to be separable in this subsection.
Definition 2.14. If H ⊂⊕mk=1 L2(A, τ) is an L∞(A, τ)-bimodule closed under adjoining of oper-
ators, we call H a symmetric Hilbert L∞(A, τ)-subbimodule.
Remark 2.7. Note the important assumptions made at the beginning of this subsection.
For the remainder of the subsection, let ∂ map into a symmetric Hilbert L∞(A, τ)-subbimodule H .
Morally, we view H as a module of L2-sections embedded in the L2-sections of the trivial m-bundle
over the space A models. We do not assume H to be a finitely generated, projective module.
Notation 2.6. As ∂ maps into
⊕m
k=1 L
2(A, τ), we view each ∂k as a symmetric gradient in itself.
We will have to replace A∂ by more suitable
∗-subalgebra A. One can think of A as playing a
roˆle similar to that of smooth functions with compact support, but the analogy is not too strict.
Definition 2.15. Let A ⊂ A∂ be a dense ∗-subalgebra of A such that it is again a core for ∂. If
furthermore ∂a ∈⊕mk=1 (L2(A, τ) ∩ L∞(A, τ)) for each a ∈ A, we call A an extension algebra.
Remark 2.8. In the above definition, L2(A, τ)∩L∞(A, τ) is viewed as an L∞(A, τ)-bimodule in the
algebraic sense. No topology is being considered.
Example 2.6. In example 2.2, let X be embedded isometrically into some Rm. Then TX ⊗ C ⊂
X×Cm and we set A := C∞c (X) as an extension algebra. Thus we capture the smooth Riemannian
setting with our formalism.
Example 2.7. By Definition 4.2, Cc(X)⊙FinRk(H) is an extension algebra for each vertical gradient.
Example 2.8. Let (A,R, αt) be a C
∗-dynamical system such that the ∗-algebra
A := {x ∈ A | ∂(x) := d
dt |t=0
αt(x) ∈ A ∩ L2(A, τ)}
lies dense in A and is a core for ∂. If A is unital and αt(x) Fre´chet differentiable at the origin for
each x ∈ A, A = A is an extension algebra.
Lemma 2.5. For all p ∈ L1+(A, τ) and all x ∈ L∞(A, τ), we have
||pαxp1−α||L1(A,τ) ≤ ||p||S1(H)||x||L∞(A,τ)
and pαxp1−α ∈ L1([0, 1], L1(A, τ)).
Proof. We show pαxp1−α ∈ L1(A, τ) by applying the generalised Ho¨lder inequality twice. Since
α ∈ [0, 1], we know α−1, (1 − α)−1 ∈ [1,∞]. Using Ho¨lder for 1 = α + (1 − α) and α = α + 0, we
obtain
||pαxp1−α||1 ≤ ||pαx||α−1 ||p1−α||(1−α)−1
≤ ||pα||α−1 ||x||∞||p1−α||(1−α)−1
= τ(p)α||x||∞τ(p)1−α
= ||p||S1(H)||x||∞.
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Once we know α 7−→ pαxp1−α to be strongly measurable, the above yields Bochner-integrability.
Measurability is clear if p is bounded. Choose a strictly monotonically increasing sequence of
Ci ≥ 1 diverging to infinity, and set pi := min{p, Ci}. Arguing by functional calculus shows pαi to
approximate pα in Lα
−1
(A, τ) for each α ∈ (0, 1].
We claim that pαi xp
1−α
i ||.||L1(A,τ)-converges to pαxp1−α for each fixed α ∈ [0, 1]. To see this, we
have to show convergence of pαxp1−α− pαi xp1−αi to zero. We do so by using the triangle inequality
and then applying Ho¨lder as above to pαx(p1−α − p1−αi ), resp. (pα − pαi )xp1−αi . Hence our path is
a pointwise limit of strongly measurable ones, therefore strongly measurable itself.
Definition 2.16. For all p ∈ D and x ∈⊕mk=1 L∞(A), we set
Mp(x) :=
( ∫ 1
0
pαxkp
1−αdα
)m
k=1
∈
m⊕
k=1
L1(A, τ)
Proposition 2.5. For all p ∈ D and all x ∈⊕mk=1 L∞(A, τ), the linear operator
Mp :
m⊕
k=1
L∞(A, τ) −→
m⊕
k=1
L1(A, τ)
is a contraction and Mpi(x) ||.||L1(A,τ)-converges to Mp(x) if (pi)i∈N ⊂ L∞+ (A, τ) is defined as in
the proof of Lemma 2.5.
Proof. This immediately follows from Lemma 2.5 above, resp. the last part of its proof.
Assuming existence of an extension algebra A, we define the norm of a tangent space in analogy
to the bounded case. Indeed, each summand of ∂a lies in L∞(A, τ). Hence we are able to apply
Mp by Proposition 2.5. Furthermore, we have
m∑
k=1
τ((Mp∂a)
∗y) =
∫ 1
0
m∑
k=1
τ(p1−α∂x∗pαy)dα
for each y ∈⊕mk=1 L∞(A, τ) by boundedness of τ on L1(A, τ), as well as continuity of multiplication
by y from the right viewed as a linear operator on L1(A, τ). For bounded p and y = ∂x, we recover
||a||p by construction. Approximation by Mpi shows the formula above to define a semi-definite,
positive bilinear form on A.
Definition 2.17. Let A be an extension algebra. For all p ∈ D and a, b ∈ A, we define
〈a, b〉p :=
∫ 1
0
m∑
k=1
τ(p1−α∂a∗pα∂b)dα
and let TpD be the Hausdorff completion of A w.r.t. 〈 , 〉p. The tangent bundle is defined as before
by TD := ∐
p∈D
{p} × TpD.
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Remark 2.9. Each TpD is a Hilbert space by construction.
We extend the rest of our relevant notions, beginning with admissible paths on all densities.
Compatibility with the bounded case has to be proved since we replace A∂ by a potentially smaller
∗-subalgebra A.
Definition 2.18. Let µt : [0, 1] −→ TD such that t 7−→ τ(ρta) is absolutely continuous for each
a ∈ A. We say that µt satisfies the (noncommutative) continuity equation if
d
dt
τ(ρta) = 〈vt, a〉ρt
for each a ∈ A and a.e. t ∈ [0, 1].
Definition 2.19. Let p, q ∈ D. An admissible path from p to q is a µt : [0, 1] −→ TD such that
1) µt satisfies the continuity equation,
2) ρ0 = p and ρ1 = q,
3) t 7−→ ||vt||2ρt ∈ L1([0, 1]).
We denote the set of all admissible paths between p and q by A(p, q).
Proposition 2.6. If µt : [0, 1] −→ TDb, then µt is an admissible path w.r.t. Definition 2.9 if and
only if it is one w.r.t. Definition 2.19.
Proof. Mρt reduces to the multiplication operator for bounded densities if ρt is bounded. Thus
density of A ⊂ A∂ w.r.t. ||.||∂ , which we have by A being a core, implies both constructions of ||.||p
to yield the same tangent space at ρt. We are left to show that absolute continuity w.r.t. A implies
absolute continuity w.r.t. A∂ as well. This follows from τ(p) = 1 and A ⊂ A being dense.
We copy Definition 2.10 verbatim to define the L2-Wasserstein distance on D associated to (A, τ, ∂)
and A, using the wider class of admissible paths defined just above. Proposition 2.6 shows this to
be compatible with our previous definition on bounded densities.
Notation 2.7. We denote the L2-Wasserstein distance on D obtained from the above extension
procedure by W2 in analogy to the bounded case.
Proposition 2.7. W2 defines a distance on D.
Proof. Setting B := A and g(a) := ||∂a||∞, we obtain a separating function as in the bounded case
by density of A and the second statement of Lemma 2.5. Definiteness follows exactly as in the
bounded case.
3 Symmetric gradients for (K(H), tr)
We discuss symmetric gradients for (K(H), tr) in preparation of the fourth section, in particular fibre
gradients. Significance of Theorem 4.1 is ensured by showing continuous dependence of minimisers
on start- and endpoints if H is finite-dimensional. This includes existence of minimisers in finite
dimensions.
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3.1 Existence of minimisers for finite-dimensional H
In this subsection, we assume ∂ to be a symmetric gradient for (Mn(C), tr) with n ∈ N arbitrary.
Without loss of generality, we assume ∂ to map into a finite-dimensional space. The first step is
to show finiteness of W2. Example 2.5 shows this to be true if ∂ has one-dimensional kernel. For
the general case, we introduce invertible operators Sp associated to each p ∈ Db. This will allow
us to write ρ˙t = Sρtvt for each admissible path. Continuous dependence of Sp on p will imply
ρt := (1− t)p+ tq to be an admissible path even between non-invertible densities.
Choose p ∈ Db and decompose
Mn(C) = TpDb
⊕
kerM
1
2
p ∂
orthogonally. By finite-dimensionality, we avoid a completion procedure when constructing the
tangent space. We have im(∂∗Mp∂)|TpDb ⊂ TpDb, where (∂∗Mp∂)|TpDb is injective and positive by
construction of the tangent space. Hence (∂∗Mp∂)|TpDb is an invertible operator on TpDb . Let Rp
be the projection onto TpDb in Mn(C). We construct an operator on Mn(C) by
Sp := (∂
∗Mp∂)|TpDbRp ⊕ (1Mn(C) −Rp).
Sp is invertible by construction and depends continuously on its base point since Mp and Rp do.
The continuity equation and vt ∈ TpDb, as well as boundedness of ∂, imply ρ˙t = (∂∗Mp∂)|TpDbvt
for any admissible path. We summarise our construction in a lemma.
Lemma 3.1. For all p ∈ Db, there exists a positive invertible operator Sp ∈ B(Mn(C)) depending
continuously on p such that ρ˙t = Sρt(vt) for each µt = (ρt, vt) ∈ A(p, q).
For all p ∈ Db and all x, y ∈ Mn(C), we consider S−1p (x − y). This expression is jointly
continuously w.r.t. all three variables. Thus if x and y lie in a bounded set K, then ||S−1p (x − y)||
is bounded on Db ×K ×K by continuity.
Proposition 3.1. If p, q ∈ Db, then ((1 − t)p+ tq, S−1(1−t)p+tq(p− q)) ∈ A(p, q). Furthermore, W2
has finite diameter and metrisises the w∗-topology on Db.
Proof. The path ρt := (1− t)p+ tq is continuously differentiable with ρ˙t = p− q = Sρt(S−1ρt (p− q)).
Moreover, we have ||vt||ρt = ||S−1ρt (p− q)||H < C for some C > 0 independent of p, q, by continuity
and Db ⊂Mn(C) being bounded. Thus (ρt, vt) ∈ A(p, q), and therefore W2 finite.
It is immediate that convergence in W2 implies convergence in the weak topology. For the
converse, we use the uniform bound C > 0 above and continuous dependence on p. This allows use
of dominated convergence to obtain
lim
i
E((1− t)pi + tp) = lim
i
1
2
∫ 1
0
||S−1(1−t)pi+tp(pi − p)||2Hdt = 0
for each sequence pi ∈ Db weakly convergent to p.
Proposition 3.2. For all p, q ∈ Db, there exists a µt ∈ A(p, q) such that W2(p, q) =
√
E(µt).
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Proof. A(p, q) 6= ∅ for all p, q ∈ Db by Proposition 3.1. Let µit ∈ A(p, q) be a sequence such that√
E(µit) strictly decreases to W2(p, q). (E(µit))i∈N is bounded, and we select a weakly convergent
subsequence of wit ∈ L2([0, 1],H) by Banach-Alaoglu. By compactness of Db in the w∗-topology,
absolute continuity of ρit, and again boundedness of (E(µ
i
t))i∈N, we choose a subsequence ρ
i
t that
w∗-converges uniformly to a path ρt ∈ Db between p and q using Arzela´-Ascoli.
Finite-dimensionality of H implies uniform convergence of ρit to ρt in norm. This implies
lim
i
||M 12
ρit
−M 12ρt ||B(H) = 0
for each t ∈ [0, 1]. Since all ρit, ρt are densities, Proposition 2.2 shows ||M
1
2
ρit
−M 12ρt ||B(H) ≤ 2 and we
apply dominated convergence to obtain
lim
i
|
∫ t
0
||(M 12
ρis
−M 12ρs)∂a||2Hds| = 0
for each a ∈Mn(C). Using this and that E(µit) is strictly decreasing, we calculate
lim
i
|
∫ t
0
〈wis,M
1
2
ρis
−M 12ρt∂a〉Hds| ≤ E(µ0t ) lim
i
|
∫ t
0
||(M 12
ρis
−M 12ρs)∂a||2Hds| = 0.
This proves
lim
i
∫ t
0
〈wis,Mρis∂a〉Hds =
∫ t
0
〈wt,M
1
2
ρt∂a〉Hds
for each a ∈Mn(C). Here, wt is the weak limit of wit in L2([0, 1],H). All of this implies
tr(ρta) = lim
i
tr(ρita) = lim
i
( ∫ t
0
〈wis,Mρis∂a〉Hds
)
+ tr(pa) =
(∫ t
0
〈wt,M
1
2
ρt∂a〉Hds
)
+ tr(pa)
for each a ∈ Mn(C). Thus (ρt, wt) ∈ A(p, q). Moreover, l.s.c. of ||.||L2([0,1],H) coupled with weak
convergence of wit to wt yields E(µt) ≤ lim inf E(µit) =W22 (p, q). Hence µt is a minimiser.
3.2 Fibre gradients and mass preservation
In order to have mass preservation along fibres when dealing with vertical gradients, we require the
latter to decompose into symmetric gradients for (K(H), tr) with additional properties. The notion
of fibre gradient encompasses precisely these properties. Proposition 3.4 is the result we need to
show mass preservation in the fourth section.
Definition 3.1. A symmetric gradient ∂ for (K(H), tr) mapping to S2(H) is a fibre gradient if
1) S1(H) ⊂ D(∂) and FinRk(H) is a core,
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2) ∂(S1(H)) ⊂ S1(H),
3) ∂∗ = −∂,
4) ∂ extends to a bounded operator on K(H).
Remark 3.1. In our setting, FinRk(H) being a core implies it being an extension algebra. This will
be relevant in the fourth section exactly once [Link!].
Example 3.1. For all T ∈ B(H)h, iAdT is a fibre gradient. In particular, all symmetric gradients
are fibre gradients if H is finite-dimensional.
Proposition 3.3. If ∂ ∈ B(S2(H)) is a symmetric gradient for (K(H), tr), then ∂(S1(H)) ⊂ S1(H).
Proof. Without loss of generality, we assume x ∈ S1(H)h by symmetry of ∂. Any element of S1(H)h
can be split into positive and negative parts again lying in S1(H)h. We therefore reduce to the case
of positive x ∈ S1(H) and write x = y2 for a y ∈ S2(H)+. By construction, ||x||S1(H) = ||y||2S2(H).
For all z ∈ S2(H), we have
|tr(∂xz)| ≤ |tr(y∂yz)|+ |tr(∂yyz)|
= 〈∂y, zy〉S2(H) + 〈∂y, yz〉S2(H)
≤ ||∂y||S2
(√
tr(xz∗z) +
√
tr(xzz∗)
)
= ||∂||B(S2(H)
√
||x||S1(H)
(
2
√
||x||S1(H))||z||2K(H)
)
= 2||∂||B(S2(H))||x||S1(H)||z||K(H).
Since S2(H) ⊂ K(H) densely and K(H)∗ = S1(H), ∂x ∈ S1(H).
Remark 3.2. If ∂ ∈ B(S2(H)) is a bounded symmetric gradient for (K(H), tr), then 1) in Definition
3.1 is satisfied by hypothesis and 2) is satisfied by Proposition 3.3. Thus ∂ is a fibre gradient if and
only if 3) and 4) are satisfied. If H is finite-dimensional, all symmetric gradients on S2(H) are fibre
gradients. In general, AdT is a fibre gradient for each T ∈ K(H).
Proposition 3.4. If ∂ is a fibre gradient and (ηi)i∈N ⊂ S1(H) an approximate identity in B(H),
then ηi −→ 0 weakly in TpDb for each p ∈ Db.
Proof. Let p ∈ Db be fix but arbitrary. From Lemma 2.5, we know pα∂xp1−α ∈ S1(H) for each
x ∈ A∂ and each α ∈ [0, 1]. Using the integral representation of Mp we have by ∂ mapping into
L2(K(H), tr) = S2(H), we obtain
〈ηi, ηi〉p =
∫ 1
0
||p||S1 ||∂ηi||2B(H)dα ≤ (sup
i
||∂ηi||B(H))2.
As ηi is an approximate identity, it w
∗-converges in B(H). Thus supi ||ηi||K(H) is finite. Hence
||∂ηi||K(H) ≤ ||∂||B(K(H)) supi ||ηi||K(H) is, where we used 4). Using our estimate just above, we see
that supi ||ηi||p.
We know−∂(pα∂xp1−α) ∈ S1(H) by 2), implying lim tr(pα∂xp1−α∂ηi) = −tr(∂(pα∂xp1−α)ηi) =
−tr(∂(pα∂xp1−α)) since ηi is an approximate identity. We claim the last term vanishes. By the
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Leibniz rule and 3), tr(∂(TS)) = 0 for each T, S ∈ S1(H). Since S1(H)h = S1(H)+ − S1(H)+, the
claim follows. We apply dominated convergence to obtain
〈x, ηi〉p =
∫ 1
0
tr(pα∂xp1−α∂ηi)dα −→ 0
for each x ∈ D(∂). The latter is a dense subset of TpDb and supi∈N ||ηi||p is finite. Together, this
implies the statement.
3.3 Continuous dependence of minimisers on start- and endpoints
We introduce the notion of continuous dependence of minimisers on start- and endpoints, a property
we require of almost every fibre in order to apply a measurable selection theorem in our proof of
Theorem 4.1. For the remainder of this section, we assume H to be separable, identify H = S2(H)
and let ∂ be a symmetric gradient for (K(H), tr).
Choose countable Tk ∈ FinRk(H) ∩B≤1(K(H)) lying densely in B≤1(K(H)). Then
d(S,R) :=
∞∑
k=0
1
2k+1
|tr((S −R)Tk)|
metrisises the w∗-topology on Scl(K(H)) := S(K(H)) = B≤1(S1(H), ||.||S1(H)). The latter is com-
pact in (S1(H), w∗) by Banach-Alaoglu, hence (Scl(K(H)), d) is a compact metric space. For
finite-dimensional H , Scl(K(H)) is the unit sphere.
Notation 3.1. Scl(K(H)) := (Scl(K(H)), d)
We define a distance on C([0, 1],Scl(K(H))) by setting
D(f, g) := sup
t∈[0,1]
d(f(t), g(t))
turning (C([0, 1],Scl(K(H))), D) into a complete, separable metric space.
Notation 3.2. C([0, 1],Scl(K(H))) := (C([0, 1],Scl(K(H))), D).
Notation 3.3. Let ⊗ε denote the injective tensor product of locally convex topological vector spaces.
Remark 3.3. To see separability, first note that [0, 1] is a Kelly space and (S1(H), w∗) a locally
convex Hausdorff space. Thus C([0, 1], (S1(H), w∗)) ∼= C([0, 1])⊗ε (S1(H), w∗) w.r.t. the topology
of uniform convergence. The latter space is immediately seen to be separable by separability of
C([0, 1]) and (S1(H), w∗). We have
C([0, 1],Scl(K(H))) ⊂ C([0, 1], (S1(H), w∗))
and uniform convergence is equivalent to convergence w.r.t. the distance D. As subspace of a
separable space, we thereby know C([0, 1],Scl(K(H))) to be separable itself.
Definition 3.2. For all p, q ∈ Db, M(p, q) := {µt ∈ A(p, q) | W2(p, q) =
√
E(µt)} is the set of
minimisers between p and q.
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Lemma 3.2. If H is finite-dimensional, then M(p, q) 6= ∅ and M(p, q) ⊂ C([0, 1],Scl(K(H))) is
closed for each p, q ∈ Db.
Proof. Let pi ∈ Db be a sequence ||.||S1(H)-approximating p, resp. qi ∈ Db a sequence ||.||S1(H)-
approximating q. Choose minimisers µit ∈ A(pi, qi), which exist by Proposition 3.2. We know that
W2 metrisises the w∗-topology by Proposition 3.1, hence limi
√
E(µit) =W2(p, q). In particular, we
obtain boundedness of (E(µit))i∈N ⊂ R. Then the argument used in our proof of Proposition 3.2 for
extracting a minimiser works the same for varying but ||.||S1(H)-converging start- and endpoints,
modulo obvious minor modifications. We thus extract a subsequence µit of minimisers in order to
obtain a minimisers from p to q. This shows M(p, q) to be non-empty.
Given a converging sequence µit ∈ M(p, q) in C([0, 1],Scl(K(H))), E(µit) = W2(p, q) allows us
to extract a subsequence converging to a minimiser µt ∈ M(p, q) as before. As µit converges by
hypothesis, µt must be the limit of the whole sequence.
Definition 3.3. A symmetric gradient ∂ for (K(H), tr) has continuous dependence of minimisers
on start- and endpoints if for all p, q ∈ Db and all (pi)i∈N, (qi)i∈N ⊂ Db with pi −→ p, resp. qi −→ q
in the ||.||S1(H)-topology, we know that
1) there exist µt ∈M(p, q) and µikt ∈ M(pik , qik) with limk∈ND(µikt , µt) = 0,
2) the limit of each D-converging sequence of µit ∈M(pi, qi) lies in M(p, q).
Remark 3.4. We expect continuous dependence of minimisers on start- and endpoints if E is lower
semi-continuous. Moreover, if we know 2) and have existence of a D-converging sequence of µit, 1)
follows immediately.
Proposition 3.5. If ∂ has continuous dependence of minimisers on start- and endpoints, then
M(p, q) is non-empty and closed w.r.t. D for each p, q ∈ Db.
Proof. Set pi = p, qi = q and apply 1) to see non-emptiness, 2) for closedness.
Lemma 3.3. If H is finite-dimensional, all symmetric gradients have continuous dependence of
minimisers on starting- and endpoints.
Proof. Our argument proving non-emptiness ofM(p, q) in Lemma 3.2 makes no assumption on the
sequences (pi)i∈N, (qi)i∈N ∈ Db used. As we extract a minimising subsequence by Arzela´-Ascoli,
limD(µikt , µt) = 0 follows. We thus have 1). If we already have D-convergence, we argue as in the
proof of Lemma 3.2 after having applied Arzela´-Ascoli to show 2).
4 Vertical gradients for trivial K(H)-bundles
We establish our setting, prove the disintegration theorem and consider mean entropic curvature
bounds as an application. For the remainder of this section, let X be a locally compact Hausdorff
space, B(X) its Borel σ-algebra, (X,B(X)) a separable measure space and H a separable Hilbert
space. Separability of (X,B(X)) ensures Lp(X.ν) to be separable as Banach space for each Radon
measure ν.
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4.1 Product traces, their Lp-spaces and vertical gradients
As before, ⊗ε denotes the injective tensor product. We have Cc(X,E) = Cc(X) ⊗ε E for each
Banach space E since X is a Kelly space by local compactness. Thus Cc ⊙ E ⊂ Cc(X,E) densely,
while Cc(X,E) ⊂ C0(X,E) holds in any case.
Definition 4.1. If τ is a trace on C0(X,K(H)) such that
1) Cc(X,S1(H)) ⊂ D(τ),
2) T 7−→ τ(f ⊙ T ) =: τf (T ) is a bounded linear functional on S1(H) for each f ∈ Cc(X),
then τ is called a product trace.
Proposition 4.1. If ν is a Radon measure on X, the functional ν ⊙ tr on Cc(X)⊙S1(H) induces
a unique product trace denoted by ν ⊗ tr. Moreover and for each product trace τ , there exists a
unique Radon measure ν on X such that τ = ν ⊗ tr.
Proof. Consider L1(X,S1(H), dν) and define the subspace
D(ν ⊗ tr) := C0(X,S1(H))+ ∩ L1(X,S1(H), dν).
We set
(ν ⊗ tr)(F ) :=
{∫
X
tr(F (x))dν if F ∈ D(τ)
∞ else
yielding a trace ν⊗ tr on C0(X,K(H)). As Cc(X,S1(H)) ⊂ D(ν⊗ tr) holds by construction, ν⊗ tr
is a product trace. Furthermore, we have (ν⊗tr)(|F |) = ∫
X
tr(|F (x)|)dν for each F ∈ D(τ) because
|F |(x) = |F (x)| for all x ∈ X . Cc(X)⊙S1(H) lies dense in both L1(A, τ) and L1(X,S1(H)) since it
lies dense in D(v⊗tr) w.r.t. either topology. Thus the L1-space defined by ν⊗tr is L1(X,S1(H), dν)
by construction, and ν ⊙ tr uniquely determines the product trace ν ⊗ tr.
Let τ be a product trace. For all positive f ∈ Cc(X), set Sf ∈ B(H) = S1(H)∗ for the unique
element such that τf = tr(Sf . ). Positivity and traciality of τ imply the same to hold for each τf .
Thus Sf = L(f)1B(H) for a unique L(f) ∈ [0,∞). Here, positivity of L(f) follows from positivity of
τf . A similar argument applies for negative f , with L(f) ∈ (−∞, 0]. We decompose f = f+ + f−,
for f+ = max{f, 0} and f− = min{f, 0}. Linearity of τ implies τf = ((L(f+) + L(f−))tr and
τf+g = ((L(f)+L(g))tr. We obtain L(f) = L(f+)+L(f−) and L(f + g) = L(f)+L(g). Hence L is
a positive linear functional on Cc(X), and there exists a unique Radon measure ν on X representing
L. We have τ|Cc(X)⊙S1(H) = ν⊙tr by construction of L. The second statement follows by uniqueness
of ν ⊗ tr.
Corollary 4.1. Let H be finite-dimensional. If τ is a finite trace on C0(X,K(H)), then it is a
product trace with finite Radon measure.
Proof. Since H is finite-dimensional, we only need to show Cc(X,S1(H)) ⊂ D(τ). This is true
by hypothesis, as τ is defined on all of C0(X,K(H)). Finiteness of ν is implied by finiteness of
τ = ν ⊗ tr.
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Our proof of Proposition 4.1 shows each product trace τ = ν ⊗ tr to have C0(X,S1(H)) ∩
L1(X,S1(H), dν) as domain in C0(X,K(H)). Furthermore, we saw the L1-space of τ to equal
L1(X,S1(H), dν). We generalise this relation to arbitrary p ∈ [1,∞].
Notation 4.1. We fix a product trace τ = ν ⊗ tr for the remainder of this section and drop all
references to ν from our Lp-space notation in the future.
Proposition 4.2. If τ is a product trace, then Lp(C0(X,K(H)), τ) = L
p(X,Sp(H)) for each
p ∈ [1,∞].
Proof. Let p ∈ [1,∞). For all F ∈ D(τ), we know |F |p ∈ D(τ). Then τ = ν ⊗ tr implies
τ(|F |p) =
∫
X
tr(|F (x)|p)dν
for each F ∈ D(τ). We argue by density to obtain our statement for general p ∈ [1,∞) in direct
analogy to Proposition 4.1.
Let p =∞. We have L∞(X,B(H)) ⊂ L1(X,S1(H))∗ isometrically via the map
F 7−→
(
G 7−→
∫
X
tr(F (x)G(x))dν
)
.
We already saw L1(X,S1(H)) = L1(C0(X,K(H), τ), thus
C0(X,K(H)) ⊂ L∞(X,B(H)) ⊂ L1(C0(X,K(H)), τ)∗ = L∞(C0(X,K(H)), τ)
where the last object is the W ∗-algebra generated by C0(X,K(H) represented over L2(X,S2(H)).
Moreover, we used L1(A,ω)∗ = L∞(A,ω) for each trace ω on any C∗-algebra A. Our statement
follows from C0(X,K(H)) ⊂ L∞(C0(X,K(H)), τ) densely in the strong operator-topology should
L∞(X,B(H)) be closed w.r.t. the strong operator-topology.
Choose a countable subset N ⊂ B(H) dense in the w∗-topology and let T ∈ L∞(X,B(H))′.
T commutes with every 1X ⊗ S ∈ L∞(X,B(H)), S ∈ N arbitrary. As N is countable, we have
T (x) ∈ N ′ for a.e. x ∈ X . By density of N and B(H) being a factor, T ∈ L∞(X). Hence
L∞(X,B(H))′ = L∞(X). Theorem IV.7.10 in [44] states that L∞(X)′ = L∞(X,B(H)), and
L∞(X,B(H))′′ = L∞(X,B(H)) is a W ∗-algebra. In particular, it is closed in the strong operator-
topology.
Remark 4.1. We have L1(X,S1(H)) ∼= L1(X) ⊗pi S1(H). Furthermore, L1(X) and S1(H) are
separable. Thus L1(X,S1(H)) is separable. The same holds true for L2(X,S2(H)), where we use
the tensor product of Hilbert spaces rather than the projective tensor product ⊗pi above.
Corollary 4.2. Each class in L1+(X,S1(H)) can be represented by an integrable function F such
that F (x) ≥ 0 for every x ∈ X.
Proof. Each F ∈ L1+(X,S1(H)) can be expressed as F = G∗G by unbounded Borel functional
calculus. Any representative in G thus induces a representative in F as required.
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We establish an appropriate setting for a symmetric gradient. To do so, we have to define an
action of L∞(X,B(H)) ⊗max L∞(X,B(H))op on a Hilbert space equipped with an appropriate
involution J . In light of Definition 3.1 and Proposition 3.4, we focus on
⊕m
k=1 L
2(X,S2(H)) =
L2(X,
⊕m
k=1 S2(H)) as our Hilbert space. This will enable us to prove Proposition 4.4, i.e. mass
preservation in almost every fibre.
Remark 4.2. Each
⊕m
k=1 L
2(X,S2(H)) = L2(X,
⊕m
k=1 S2(H)) is equipped with the canonical left
and right action of L∞(X,B(H)) induced by pointwise multiplication and pointwise adjoining. For
each F ∈ L∞(X,B(H)) and G ∈⊕mk=1 L2(X,S2(H)), we thus have (F.G)k(x) = F (x).Gk(x) and
(G.F )k(x) = Gk(x).F (x).
We next discuss vertical gradients. Assume we are given H := ⊕mk=1 S2(H). We consider a
family (∂x)x∈X of symmetric gradients for (K(H), tr) mapping to H such that
• (∂x)k is a fibre gradient for all k ∈ {1, ...,m} for a.e. x ∈ X ,
• x 7−→ ∂xT is measurable for each T ∈ FinRk(H).
For f ⊙ T ∈ Cc(X)⊙ FinRk(H), set ∂(f ⊙ T )(x) := f(x)∂xT and consider
Dcb(∂) := {F ∈ Cc(X)⊙ FinRk(H) | ||∂xF (x)||H ∈ L2(X) ∩ L∞(X)}
to obtain a densely defined, unbounded operator (∂,Dcb(∂)) from L
2(X,S2(H)) to L2(X,H). The
operator is closable since each ∂x is closable and L
1-convergence implies a.e. pointwise convergence
for a subsequence. We denote this closure by ∂ as well. Observe that (∂F )(x) = ∂xF (x) a.e. for
each F ∈ D(∂) by construction as each ∂x is closed.
Definition 4.2. Let (∂x)x∈X be a family as above. We call ∂ the induced operator of (∂x)x∈X and
call it a vertical gradient if
1) Cc(X)⊙ FinRk(H) = Dcb(∂),
2) there exists an approximate identity (ηi)i∈N ⊂ FinRk(H) such that supx∈K,i∈N ||∂xηi||B(H) is
finite for each compact set K ⊂ X .
Proposition 4.3. If ∂ is a vertical gradient, it is a symmetric gradient for (C0(X,K(H)), τ) such
that (∂F )(x) = ∂xF (x) a.e. for each F ∈ D(∂). Furthermore, Cc(X)⊙ FinRk(H) is an extension
algebra.
Proof. By construction, ∂ is a closed, densely defined, unbounded operator such that (∂F )(x) =
∂xF (x) for each F ∈ D(∂). The latter implies ∂ to be a derivation since each ∂x is one. As
Cc(X) ⊙ FinRk(H) ⊂ D(∂), ∂ is a gradient. Symmetry follows from (∂F )(x) = ∂xF (x) and ∂x
being symmetric. We already used density of Cc(X)⊙FinRk(H) in C0(X,K(H)), while it is a core
by construction of ∂. It therefore is an extension algebra by definition of Dcb(∂).
Example 4.1. If H is finite-dimensional such that x 7−→ ||∂x|| is locally bounded, then ∂ is a vertical
gradient by Remark 3.2.
Example 4.2. Let ∂0 be a symmetric gradient for (K(H), tr) mapping to H such that each ∂k is a
fibre gradient. For all f ∈ L∞loc(X,K(H)), the measurable family given by ∂x := f(x)∂0 induces a
vertical gradient.
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Remark 4.3. All derivations fromMn(C) to itself are of form AdT . Hence if H is finite-dimensional,
then ∂x = (AdT1(x), . . . ,AdTm(x)) for a measurable family with (T1(x), ..., Tm(x)) ∈Mn(C)m.
For the remainder of this section, let ∂ be a vertical gradient. As described in Subsection 2.4,
having an extension algebra allows us to extend to unbounded densities. It furthermore implies
existence of a separating function suitable for our extension. Here, A := Cc(X) ⊙ FinRk(H) is
the extension algebra we consider. From what we have seen at the beginning of this subsection, a
density is an element P ∈ L1+(X,S1(H)) such that
∫
X
tr(P (x))dν = 1.
Definition 4.3. For all P ∈ D, we define
θP (x) :=
{(
tr(P (x))
)− 12 if P (x) 6= 0
0 else
and set νP := tr(P (x))dν.
If A ∈ L1([0, 1], L1(X,S1(H))), then (
∫ 1
0 Atdt)(x) =
∫ 1
0 At(x)dt. If m = 1, we have
MP (F )(x) =
( ∫ 1
0
PαFP 1−αdα
)
(x) =
∫ 1
0
P (x)αF (x)P (x)1−αdα =MP (x)(F (x))
for each P ∈ D and F ∈ L∞(X,B(H)). Gα(x) = G(x)α is immediate if G ∈ L1+(X,S1(H))
is already bounded. The unbounded case follows by approximating G in Lα(X,S1(H)) with
min{G,Ci}(x) := min{G(x), Ci}, where Ci ≥ 0 is a strictly increasing sequence. The tangent
space inner product at P is thus given by
〈F,G〉P =
∫
X
tr(MP (x)(∂xF (x)
∗)∂xG(x))dν
=
∫
X
tr(M
1
2
P (x)(∂xF (x)
∗)M
1
2
P (x)(∂xG(x)))dν
=
∫
X
〈F (x), G(x)〉θ2
P
(x)P (x)dνP .
for each F,G ∈ A, where used P (x) ∈ B+(H) a.e. to ensure that M
1
2
P (x) is defined. The case of
general m ∈ N follows at once as the above describes the situation on each summand.
For all P ∈ D and all F ∈ A, set (M 12P ∂F )k(x) := M
1
2
P (x)(∂x)kF (x). Then M
1
2
P ∂F is strongly
measurable by Lemma 7.5 in [44], and lies in L2(X,H) by what we showed just above. Furthermore,
we have
||F ||P = ||M
1
2
P ∂F ||L2(X,H)
and are therefore able to identify TPD isometrically with a subspace of L2(X,H) in direct analogy
to the bounded case.
Notation 4.2. For an admissible path in the setting of vertical gradients, we write µt = (Pt, Vt) =
(Pt,Wt) instead of µt = (ρt, vt) = (ρt, wt). Here, Wt is the unique vector in L
2(X,H) associated to
Vt such that ||Vt||Pt = ||Wt||L2(X,H).
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Proposition 4.4. If A(P,Q) 6= ∅, then tr(P (x)) = tr(Pt(x)) for a.e. x ∈ X for each t ∈ [0, 1].
Proof. Let ηi ∈ FinRk(H) be an approximate identity. Consider f⊙ηi ∈ Cc(X)⊙FinRk(H). Then
for all P ∈ D and all F ∈ A, we have
〈g ⊙ T, f ⊙ ηi〉P =
m∑
k=1
∫
X
f(x)(〈F (x), ηi〉θ2
P
(x)P (x))kdνP
and furthermore estimate
|(〈F (x), ηi〉θ2
P
(x)P (x))k| ≤ ||∂xF (x)||B(H)||∂xηi||B(H) ≤ ||∂xF (x)||S2(H)||∂xηi||B(H).
We have supx∈X ||∂xF (x)||S2(H) <∞ by 1) and supx∈supp f,i∈N ||∂xηi||B(H) <∞ by 2) in Definition
4.2. Since P was fixed and Proposition 3.4 shows pointwise convergence to zero, we are able to
apply dominated convergence to show convergence to zero of the integral above. Setting g = f and
T = ηi, we see ||f ⊙ ηi||P to be bounded uniformly in P and i ∈ N. In particular, f ⊙ ηi converges
weakly to zero in each TPD by density of A.
Let µt ∈ A(P,Q). Observe that since ηi converges to the identity in the w∗-topology, ||ηi||B(H)
must be uniformly bounded. For all t ∈ [0, 1] and all f ∈ Cc(X), we therefore have
∫
X
f(x)tr(P − Pt)dν = lim
∫
X
f(x)tr((P − Pt)ηi)dν = lim
∫ t
0
〈Vs, f ⊙ ηi〉Psds.
The right-hand side is zero since supi,P ||ηi||P <∞ and ||Vt||2ρt ∈ L1([0, 1]). Since f was arbitrary,
tr(P (x)) = tr(Pt(x)) almost everywhere.
Definition 4.4. Let D(X, ν) be the set of densities on (X, ν). For f ∈ D(X, ν), let Df be the set
of all P ∈ D with tr(P (x)) = f(x) almost everywhere.
Corollary 4.3.
1) (D,W2) =
∐
f∈D(X,ν)
(Df ,W2).
2) Admissible paths starting at an (un-)bounded density remain (un-)bounded.
3) W2 does not metrisise the w∗-topology.
Proof. Any P ∈ D induces a density on (X, ν) by f(x) := tr(P (x)). Given f ∈ D(X, ν), choose
some density matrix p ∈ S1(H) and set P (x) := f(x)p to obtain a P ∈ D such that tr(P (x)) = f(x).
This and 4.4 imply the first and second statement. The third statement follows from the first, as
(D, w∗) is connected.
Remark 4.4. If X is compact and H finite-dimensional, any vertical gradient induces a W2 not
metrisising the w∗-topology on D even as its underlying C∗-algebra is unital. This is a departure
from the commutative case.
Lemma 4.1. If µt is an admissible path, then Pt ∈ L1([0, 1], L1(X,S1(H))).
Proof. When proving Lemma 2.2, we did not require boundedness of ρt. Hence our argument
remains applicable to Pt since L
1(A, τ) = L1(X,S1(H)) in our current setting.
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4.2 Proving the disintegration theorem
We first show all µt = (Pt,Wt) ∈ A(P,Q) to be rectifiable, by which we mean the following. We
fix a representative of Wt ∈ L2(X,H) for each t ∈ [0, 1], which we again denote by Wt. Then there
exists a representative P rctt of Pt ∈ L1([0, t]×X,S1(H)) such that
µrctt (x) := (θ
2
P (x)P
rct
t (x), θP (x)Wt(x)) ∈ A(θ2P (x)P (x), θ2P (x)Q(x))
for a.e. x ∈ X . By construction, we have µt = (P rctt ,Wt). This implies a mean energy representation
of the energy functional.
Assuming continuous dependence of minimisers on start- and endpoints for a.e. fibre, the second
step is application of a measurable selection theorem. The latter is used to find an integrable
collection of fibre-wise minimisers (ξt(x))x∈X ∈ A(θ2P (x)P (x), θ2P (x)Q) integrating to an element of
A(P,Q) after norming with θ−2P . This yields a minimiser by the mean energy representation.
Remark 4.5. L1(X,S1(H)) and L2(X,S2(H)) are separable, see Remark 4.1.
Lemma 4.2. Let (X, ν) and (Y, η) be locally compact Hausdorff spaces equipped with Radon mea-
sures. Moreover, let E be a Banach space. If F is a representative of 0 ∈ L1(X × Y,E), then
Nx := {y ∈ Y | F (x, y) 6= 0} is a nullset for a.e x ∈ X.
Proof. For x ∈ X fix, set gx(y) := ||F (x, y)||E . Then Nx = g−1x (R \ 0), hence Nx is measurable.
We know
∫
X
∫
Y
||F (x, y)||E dηdν = 0, hence
∫
Y
gx(y) = 0 for a.e. x ∈ X . The claim follows from
definiteness of the norm.
Notation 4.3. If we fix a representative of Wt ∈ L2(X,H), we again denote it by Wt.
Lemma 4.3. If µt is an admissible path and we fix a representative of Wt ∈ L2(X,H) for each
t ∈ [0, 1], then
1) 〈Ws(x),M
1
2
Ps(x)
∂xF (x)〉H is measurable on [0, 1]×X for each F ∈ A,
2) T 7−→ ∫ t
0
〈Ws(x),M
1
2
Ps(x)
∂xT 〉Hds defines a unique P˜t(x) ∈ S1(H) for each t ∈ [0, 1] for
a.e. x ∈ X,
3) t 7−→ P˜t(x) is w∗-continuous on [0, 1] for a.e. x ∈ X,
4) x 7−→ P˜t(x) ∈ S1(H) is strongly measurable w.r.t. the ||.||S1(H)-topology for each t ∈ [0, 1].
Proof. From Ws ∈ L2(X,H), Ps ∈ D and existence of a separable function, we know
x 7−→ 〈Ws(x),M
1
2
Ps(x)
∂xF (x)〉H
to lie in L1(X) for each s ∈ [0, 1]. Hence we need s 7−→ 〈Ws( . ),M
1
2
Ps( . )
∂ . F ( . )〉H to be strongly
measurable w.r.t. the ||.||L1(X)-topology to obtain the first statement. To see this, we test on
continuous bounded functions and extend to L∞-functions. For g ∈ Cb(X) and F ∈ A, gF ∈ A.
We thus have
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∫
X
g(x)〈Ws(x),M
1
2
Ps(x)
∂xF (x)〉Hdν = 〈Ws,M
1
2
Ps
∂(gF )〉L2(X,H) = d
dt |t=s
τ(PtgF )
which is a measurable map on [0, 1]. For g ∈ L∞(X), we use density of Cb(X) ⊂ L∞(X) to
approximate pointwise by measurable maps. This proves the first statement.
For the second one, we assume Pt(x) ≥ 0 for each (t, x) ∈ [0, 1]×X without loss of generality
by Corollary 4.2 and Lemma 4.1. Using Proposition 4.4 and letting E = C in Lemma 4.2, we know
tr(Pt(x)) = tr(P0(x)) to hold for each t ∈ [0, 1] for a.e. x ∈ X . Given arbitrary T ∈ FinRk(H) and
x ∈ X , choose f ∈ Cc(X) with f(x) = 1. Then
s 7−→ 〈Ws(x),M
1
2
Ps(x)
∂xT 〉H = 〈Ws(x),M
1
2
Ps(x)
∂x(f ⊙ T )(x)〉H
is measurable on [0, 1]. Furthermore, we estimate
|〈Ws(x),M
1
2
Ps(x)
∂xT 〉H| ≤ ||Ws(x)||Htr(P0(x))||∂x||||T ||K(H)
for each s ∈ [0, 1]. Furthermore, we have ||W. (.)||H ∈ L2([0, 1], L2(X)) = L2([0, 1] × X) since µt
is admissible. Thus Wt(x) is measurable in t on [0, 1] for a.e. x ∈ X . Using this and our previous
estimate, we see that
T 7−→
∫ t
0
〈Ws(x),M
1
2
Ps(x)
∂xT 〉Hds
defines a unique element in K(H)∗ = S1(H) by density of FinRk(H) ⊂ K(H). Continuity
when tested on finite rank operators holds by construction, while the estimate just above shows
supt∈[0,1] ||Pt(x)||S1(H) to be finite. From this, the third statement follows.
We turn to the last statement. Let fi ∈ Cc(X) be an approximation of 1X in Cb(X) and choose
arbitrary T ∈ FinRk(H). Then tr(P˜t(x)T ) = limi tr(P˜t(x)fi(x)T ) for each x ∈ X . This lemma’s
first two statements show
x 7−→ tr(P˜t(x)fi(x)T ) = fi(x)
∫ t
0
〈Ws(x),M
1
2
Ps(x)
∂xT 〉Hds.
In particular, the map above is measurable. Using this and density of FinRk(H) w.r.t. the strong
operator-topology, our last claim follows from pointwise approximation by measurable maps.
Lemma 4.4. If µt ∈ A(P,Q) and we fix a representative of Wt ∈ L2(X,H) for each t ∈ [0, 1], then
there exists a representative P rctt in Pt ∈ L1([0, t]×X,S1(H)) such that
1) Pt = P˜t + P =: P
rct
t ∈ L1([0, 1]×X,S1(H)),
2) µt = (P
rct
t ,Wt),
3) µrctt (x) := (θ
2
P (x)P
rct
t (x), θP (x)Wt(x)) ∈ A(θ2P (x)P (x), θ2P (x)Q(x)) for a.e. x ∈ X.
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Proof. Let P˜t be as in Lemma 4.3. For all F ∈ A, the same lemma implies
τ((Pt − P )F ) =
∫
X
tr((Pt − P0)(x)F (x))dν
=
∫ t
0
∫
X
〈Ws(x),M
1
2
Ps(x)
∂xF (x)〉Hdνds
=
∫
X
∫ t
0
〈Ws(x),M
1
2
Ps(x)
∂xF (x)〉Hdsdν
=
∫
X
tr(P˜t(x)F (x))dν.
We were able to use Fubini-Tonelli in the third equality since the integrated function was shown
to be measurable and µt has finite energy. By definition, F = f ⊙ T for some f ∈ Cc(X)
and some T ∈ FinRk(H). We know tr(P˜t(x)T ) ∈ L1(X, dν) and
∫
X
f(x)tr((Pt − P )(x)T )dν =∫
X
f(x)tr(P˜t(x)T )dν. If we fix t ∈ [0, 1], this shows tr((Pt − P )(x)T ) = tr(P˜t(x)T ) for a.e. x ∈ X .
By density and countability of FinRk(H), we thus have (Pt − P )(x) = P˜t(x) for a.e. x ∈ X once
we fixed a t ∈ [0, 1].
Using this, we know Pt = P˜t + P as measurable maps on X modulo nullsets for each t ∈ [0, 1].
By 4) in 4.3 and Pt ∈ D, P˜t ∈ L1([0, 1] ×X,S1(H)). Applying Lemma 4.2 with E = C, we have
P˜t(x) = (Pt − P )(x) for each t ∈ [0, 1] for a.e. x ∈ X . This and 3) in Lemma 4.3 shows tr(P˜t) = 0
for each t ∈ [0, 1] for a.e. x ∈ X . We set P rctt (x) := P˜t(x) + P (x), which is positive for all t ∈ [0, 1]
for a.e. x ∈ X by 3) in Lemma 4.3 and P rctt = Pt ∈ L1([0, 1] ×X,S1(H)). Our remaining claims
follow by construction of P˜t.
Corollary 4.4. If µt ∈ A(P,Q), then E(µt) =
∫
X
E(µrctt (x))dsdνP .
Proof.
E(µ) =
1
2
∫ 1
0
∫
X
||Wt(x)||2Hdνdt =
∫
X
1
2
∫ 1
0
||θP (x)Wt(x)||2HdtdνP =
∫
X
E(µrctt (x))dsdνP .
We next focus on conditions allowing us to integrate a measurable selection of minimisers.
Corollary 4.4, i.e. the mean energy representation, ensures the resulting path to be a minimiser
itself.
Lemma 4.5. Let F : X −→ S2(H)+ be a strongly measurable function with tr(F 2(x)) = 1 for
a.e. x ∈ X. Then there exist simple functions (Si)i∈N converging to F 2 pointwise a.e. in the
||.||S1(H)-topology such that for all i ∈ N and a.e. x ∈ X, Si(x) ∈ S1(H)+ and tr(Si(x)) = 1.
Proof. As F is strongly measurable, there exist simple functions Hi converging to F pointwise
a.e. in the ||.||S2(H)-topology. Setting (Hi)+(x) := (Hi(x))+, we again obtain a simple function.
By Lemma 2.3, we know that (Hi)+(x) is the metric projection of Hi(x) onto the positive cone
in S2(H). Since F (x) ≥ 0 a.e., this shows (Hi)+ to converge pointwise a.e. to F in the ||.||S2(H)-
topology. Thus assume Hi(x) ≥ 0 for a.e. x ∈ X and let p ∈ S1(H) be a density matrix. We set
Gi(x) := Hi(x)+ 1X\H−1i (0)
(x)p to obtain a sequence of simple functions Gi that is non-zero for all
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x ∈ X . As Hi converges pointwise a.e. to F and F (x) 6= 0 a.e., 1X\H−1
i
(0)(x) converges to zero for
a.e. x ∈ X .
We norm G2i to obtain the required approximation. Consider the sequence of positive simple
functions given by Si(x) := tr(G
2
i (x))
−1G2i (x) for each x ∈ X . This is well-defined because each Gi
has full support by construction. Pointwise convergence of Gi(x) to F (x) in S2(H) for a.e. x ∈ X
yields pointwise convergence of G2i (x) to F
2(x) in S1(H). To see this, apply Ho¨lder. From this,
we have a.e. convergence of
√
tr(G2i (x)) = ||Gi(x)||S2(H) to ||F (x)||S2(H) = 1 and thus obtain a
sequence Si as required.
We establish an appropriate setting for applying the measurable selection theorem. Recall our
construction of the distance d on Scl(K(H)) and D on C([0, 1],Scl(K(H))) in Subsection 3.3. For
0 < C <∞, let LipC := {f : [0, 1] −→ Scl(K(H)) | f d-Lipschitz with ||f ||Lip ≤ C} and equip it with
the restriction of D. Then LipC ⊂ C([0, 1],Scl(K(H)) isometrically by construction. Arzela´-Ascoli
immediately shows (LipC , D) to be a compact metric space. In particular, LipC is closed, complete
and separable. If p, q are two density matrices with finite distance, then M(p, q) ⊂ ⋃∞n=1 Lipn.
Let ∂ be a vertical gradient such that ∂x has continuous dependence of minimisers on start- and
endpoints for a.e. x ∈ X , and P,Q ∈ D with tr(P (x)) = tr(Q(x)) for a.e. x ∈ X . Apply Lemma
4.5 for F = θP
√
P to find a sequence Pi of simple functions converging to θ
2
PP , and do the same
to have a sequence Qi converging to θ
2
PQ. For x ∈ X and µt ∈ A(θP (x)2P (x), θP (x)2Q(x)), set
Nµt := { (µikt )k∈N | µikt ∈M(Pik (x), Qik(x)) s.t. lim
k∈N
D(µikt , µt) = 0}
and define a multifunction from X to (C([0, 1],Scl(K(H))), D) by
ψP,Q(x) := {µt ∈ M(θP (x)2P (x), θP (x)2Q(x)) | Nµt 6= ∅}.
Continuous dependence of minimisers on start- and endpoints ensures ψP,Q(x) 6= ∅ a.e., while closed-
ness of ψP,Q(x) in (C([0, 1],Scl(K(H))), D) follows by closedness of M(θP (x)2P (x), θP (x)2Q(x))
and construction of ψP,Q(x). We are in the setting of Theorem 6.9.3 in [3]. We therefore obtain a
measurable selection of minimisers if for all open U ⊂ C([0, 1],Scl(K(H)), the sets
ψˆP,Q(U) := {x ∈ X | ψP,Q(x) ∩ U 6= ∅}
are measurable.
Remark 4.6. Each ψP,Q depends not only on P and Q, but also P
i and Qi. These dependencies
do not matter as we seek some measurable selection for fixed P and Q.
Lemma 4.6. Let ∂ be a vertical gradient such that ∂x has continuous dependence of minimisers
on start- and endpoints for a.e. x ∈ X. If P,Q ∈ D with tr(P (x)) = tr(Q(x)) for a.e. x ∈ X, then
ψˆ(U) is measurable for each open U ⊂ C([0, 1],Scl(K(H)).
Proof. Without loss of generality, we replace ’almost everywhere’ with ’everywhere’ in this lemma’s
assumptions. Let U ⊂ C([0, 1],Scl(K(H)) be open. Then
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ψP,Q(x) ∩ U =
∞⋃
n=1
(
ψP,Q(x) ∩ U ∩ Lipn
)
since each admissible path lies in some LipC . However, U ∩Lipn is open in the relative topology of
Lipn because Lipn ⊂ C([0, 1],Scl(K(H)) is closed. We thus have
ψˆP,Q(U) =
∞⋃
n=1
{x ∈ X | ψP,Q(x) ∩ U ∩ Lipn}
and are left to check measurability of the sets on the right-hand side.
Reducing notational overhead, we consider an open set U ⊂ LipC for some 0 < C < ∞. Since
LipC is separable, there exists a countable set of open balls covering U . Our statement follows if
for all f ∈ LipC and all ε > 0, the set
ψˆP,Q,C(Bε(f)) := {x ∈ X | ψP,Q(x) ∩Bε(f)}
is measurable. We claim that
ψˆP,Q,C(Bε(f)) =
∞⋃
j=1
∞⋃
k=1
∞⋂
i=k
{x ∈ X | M(Pi(x), Qi(x)) ∩Bε−j−1 (f) 6= ∅}.
Of course, Bε−j−1 (f) = ∅ if ε ≤ j−1 holds. Let x ∈ ψˆP,Q,C(Bε(f)) and choose a µt ∈ ψP,Q(x) ∩
Bε(f). Pick a j ∈ N such that µt ∈ Bε−j−1(f). By definition of ψP,Q(x) and the triangle inequality,
there exist some j0 ≥ j and i0 ∈ N such that µit ∈ Bε−j−10 (f) for all i ≥ i0. Hence
x ∈
∞⋂
i=i0
{x ∈ X | M(Pi(x), Qi(x)) ∩Bε−j−10 (f) 6= ∅}.
showing one direction. For the converse, choose an arbitrary x ∈ ⋂∞i=k{x ∈ X | M(Pi(x), Qi(x)) ∩
Bε−j−1 (f) 6= ∅}. By hypothesis, we have a sequence of minimisers µit ∈ M(Pi(x), Qi(x)) ∩ LipC
such that D(f, µit) < ε − j−1 for each i ∈ N. As LipC is compact, we extract a D-converging
subsequence µikt which we know must lie in Bε−j−1 (f). By 2) in Definition 3.3, we see the limit
to be a µt ∈ M(θP (x)2P (x), θP (x)2Q(x)). Since j > 0, µt ∈ ψP,Q(x) ∩ Bε(f) and therefore
x ∈ ψˆP,Q,C(Bε(f)).
To conclude, we show each {x ∈ X | M(Pi(x), Qi(x)) ∩ Bε(f) 6= ∅} to be measurable. Write
Pi =
∑ni
j=1 1Aijpij , Qi =
∑mi
j=1 1Bijqij , and choose a finite sub-partition Cij of X for the finite
partitions Aij and Bij of X such that each Cij is measurable. Then write
Pi =
ki∑
j=1
1Cij p˜ij , Qi =
ki∑
j=1
1Cij q˜ij
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where p˜ij or q˜ij might remain the same upon varying the j-variable. The latter is not relevant for
this proof. From the representation above, we see M(Pi(x), Qi(x)) ∩Bε(f) 6= ∅ for x ∈ Cij if and
only if it holds true for all x ∈ Cij . Thus {x ∈ X | M(Pi(x), Qi(x)) ∩ Bε(f) 6= ∅} is given by a
finite union of some Cij , hence measurable.
Notation 4.4. For all x ∈ X , the L2-Wasserstein distance on Db ⊂ S1(H)+ arising from ∂x is W2,x.
Theorem 4.1. Let ∂ be a vertical gradient such that ∂x has continuous dependence of minimisers
on start- and endpoints for a.e. x ∈ X. For all P,Q ∈ D with finite distance, we have
W22 (P,Q) =
∫
X
W22,x(θP (x)2P (x), θP (x)2Q(x))dνP
and there exists a minimiser µt of W2(P,Q) such that θP (x)2µt(x) ∈M(θP (x)2P (x), θP (x)2Q(x))
for a.e. x ∈ X.
Proof. By finiteness of W2(P,Q), we have tr(P (x)) = tr(Q(x)) for a.e. x ∈ X . Lemma 4.6 yields
a measurable selection of minimisers ξ. By construction, ξ(x) ∈ M(θP (x)2P (x), θP (x)2Q(x)) for
a.e. x ∈ X . We claim (t, x) 7−→ ξ(x)(t) to be a strongly measurable map from [0, 1] × X to
(S1(H), ||.||S1(H)). For all Tk as in the beginning of Subsection 3.3, evaluation at Tk is a continuous
map from C([0, 1],Scl(K(H)) to C([0, 1]). Since (Tk)k∈N ⊂ B(H) w∗-densely, pointwise approxi-
mation shows evaluation at each T ∈ B(H) to be strongly measurable. Moreover, ξ is measurable
w.r.t. B(X) and B(C([0, 1],Scl(K(H)))) by construction. Taken together, this implies measurability
of tr(ξ(x)(t)T ) on [0, 1]×X for each T ∈ B(H). As S1(H) is separable, this proves the claim.
Furthermore, we proved strong measurability of Pt(x) := tr(P (x))ξ(x)(t) as a map from [0, 1]×X
to S1(H). By construction of ξ, we have Pt(x) ≥ 0 with ||Pt(x)||S1(H) = tr(P (x)) for each t ∈ [0, 1]
for a.e. x ∈ X . Hence Pt ∈ D for each t ∈ [0, 1]. Let t 7−→ wt(x) be the vector field associated to
the admissible path ξ(x). By strong measurability of ξ, the maps
tr(P (x))f(x)
d
dt
tr(ξ(x)(t)T ) = 〈tr(P (x)) 12wt(x),M
1
2
Pt(x)
∂x(f ⊙ T )(x)〉H
are measurable on [0, 1]×X for each f ⊙ T ∈ A. Furthermore, Mξt(x) and ∂xT are measurable on
[0, 1]×X for each T ∈ FinRk(H). Hence each ||T ||ξt(x) is measurable on [0, 1]×X as well. This in
turn implies
||wt(x)||H = sup
T∈FinRk(H)
||T ||−1
ξt(x)
〈wt(x),M
1
2
ξ(t)(x)∂xT 〉H
Yet FinRk(H) is an extension algebra for each fibre gradient, see Remark 3.1. As a pointwise limit
of measurable maps on [0, 1]×X , ||wt(x)||H is therefore measurable on [0, 1]×X .
In particular, W22,x(θP (x)2P (x), θP (x)2Q(x)) =
∫ 1
0
||ws(x)||2Hds is measurable on X . We there-
fore know
∫
X
W22,x(θP (x)2P (x), θP (x)2Q(x))dνP ≤ W22 (P,Q) <∞
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by Corollary 4.4 and construction of ξ. This implies integrability of tr(P (x))||wt(x)||2H on [0, 1]×X .
We set Wt(x) := tr(P (x))
1
2wt(x), and ||Wt(x)||2H is integrable by what we just showed. By the
above, integrability of ||Wt(x)||2H, and the separating function g(f ⊙ T ) = ||∂f ⊗ T ||∞, we have
∫
X
tr((Pt − P )(x)(f ⊙ T )(x))dν =
∫
X
∫ t
0
〈Ws(x),M
1
2
Ps(x)
∂x(f ⊙ T )(x)〉Hdsdν
=
∫ t
0
∫
X
〈Ws(x),M
1
2
Ps(x)
∂x(f ⊙ T )(x)〉Hdνds
for each f ⊙ T ∈ A. If Rt is the projection onto TPtD ⊂ L2(X,S2(H)), then µt = (Pt, Rt(Wt)) is
an admissible path by what we showed just now. On the other hand, we have
∫ 1
0
||Rs(Ws)||2L2(X,S2(H))ds ≤
∫ 1
0
||Ws||2L2(X,S2(H)) =
∫
X
W22,x(θP (x)2P (x), θP (x)2Q(x))dνP
and we see µt to be a minimiser as required. The statement follows.
Corollary 4.5. Let ∂ be a vertical gradient and H finite-dimensional. For all P,Q ∈ D with
tr(P (x)) = tr(Q(x)) for a.e. x ∈ X, we have
W22 (P,Q) =
∫
X
W22,x(θP (x)2P (x), θP (x)2Q(x))dνP
and there exists a minimiser µt of W2(P,Q) such that θP (x)2µt(x) ∈M(θP (x)2P (x), θP (x)2Q(x))
for a.e. x ∈ X.
Proof. Using Lemma 3.3, we see each ∂x to have continuous dependence of minimisers on start-
and endpoints. By Proposition 3.1, each W2,x has finite diameter. This implies W2(P,Q) < ∞
if tr(P (x)) = tr(Q(x)) for a.e. x ∈ X since tr(P (x)) is integrable. We apply Theorem 4.1 to
conclude.
As an end to this subsection, we give a toy application of Theorem 4.1. Let H be finite-
dimensional and ν a probability measure. We view density matrices as modelling a system’s states
and assume to be given a vertical gradient ∂. Minimisers for W2,x(p, q) describe all possible ways
for the system to evolve from p to q under the cost, hence geometry, determined by ∂x.
We are in the following situation: if the system changes states, then it evolves along a minimiser
determined by some ∂x. However, we are unable to say which ∂x is chosen for any particular state
change. We hope to find an average evolution. For p, q ∈ S1(H)+ density matrices, set P (x) := p
and Q(x) := q. Both P,Q ∈ D with tr(P (x)) = tr(Q(x)) = 1, hence dνP = dν. By Corollary 4.5,
there exists a minimiser µt ∈M(P,Q) and we have
W22 (P,Q) =
∫
X
W22,x(p, q)dν.
As µt(x) ∈M(p, q), we consider µt to be an average evolution (see FIG. 1 and FIG. 2).
Another application of Theorem 4.1 and its proof will be presented in the next subsection in
form of mean entropic curvature bounds.
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4.3 Mean entropic curvature bounds
Let H be finite-dimensional and ∂ a symmetric gradient for (Mn(C), tr). In the classical setting,
Sturm introduced entropic curvature bounds for metric measure spaces [42]. Theorem 4.1 leads us
to consider a mean relative entropy, as well as mean entropic curvature bounds. For the latter, we
prove a local to global theorem. The next definition uses Proposition 2.1, i.e. Ent(p|τ) = τ(p log p)
for all density matrices.
Definition 4.5. We say that (Mn(C), tr, ∂) has curvature ≥ K ∈ R if for all p, q ∈ Db, there exists
some µt ∈ M(p, q) such that
tr(ρt log ρt) ≤ (1− t)tr(p log p) + ttr(q log q)− K
2
t(1− t)W22 (p, q) (1)
for each t ∈ [0, 1]. We set Curv(A, τ, ∂) := sup{K ∈ R | (Mn(C), tr, ∂) has curvature ≥ K}, where
sup ∅ = −∞ as usual.
Remark 4.7. By definition, each (Mn(C), tr, ∂) has curvature ≥ Curv(Mn(C), tr, ∂).
Definition 4.6. For all p, q ∈ Db, set M(p, q,K) := {µt ∈M(p, q) | µt satisfies (1) for K}.
Lemma 4.7. Let Curv(Mn(C), tr, ∂) ≥ K. For all p, q ∈ Db and all (pi)i∈N, (qi)i∈N ⊂ Db with
pi −→ p, resp. qi −→ q in the ||.||S1(H)-topology, then
1) there exist µt ∈ M(p, q,K) and µikt ∈M(pik , qik ,K) with limk∈ND(µikt , µt) = 0,
2) the limit of each D-converging sequence of µit ∈M(p, q,K) lies in M(p, q,K).
Proof. Convergence w.r.t the ||.||S1-topology implies lim τ(pi log pi) = τ(p log p) and Proposition
3.1 shows convergence of W2(pi, qi) to W2(p, q). Hence (1) is a closed condition, and we argue
analogously to our proof of Lemma 3.3.
Proposition 4.5. If Curv(Mn(C), tr, ∂) ≥ K, then M(p, q,K) is non-empty and closed w.r.t. D
for each p, q ∈ Db.
Proof. By Definition of Curv(Mn(C), tr, ∂), M(p, q,K) is non-empty. Closedness follows from
M(p, q) being closed and (1) being a closed condition.
We define the mean relative entropy of a density, as well as an associated synthetic curvature
bound condition. The latter is called the mean entropic curvature bound. Lemma 4.7 and Propo-
sition 4.5 allow us to argue analogously to Lemma 4.6. This yields a theorem similar in spirit to
the disintegration theorem. Note that for all P ∈ D, x 7−→ tr(P (x) logP (x)) is measurable.
Definition 4.7. Let ∂ be a vertical gradient for (C0(X,Mn(C)), ν ⊗ tr).
1) For all P ∈ D, Entm(P |ν ⊗ tr) =
∫
X
tr(P (x) logP (x))dν ∈ R ∪ {±∞} is the mean relative
entropy.
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2) We say that (C0(X,Mn(C)), ν ⊗ tr, ∂) has mean curvature ≥ K ∈ R if for all f ∈ D(X, ν)
and for all P,Q ∈ Df , there exists a minimiser µt ∈ A(P,Q) such that
Entm(Pt|ν ⊗ tr) ≤ (1− t)Entm(P |ν ⊗ tr) + tEntm(Q|ν ⊗ tr)− K
2
t(1− t)W22 (P,Q) (2)
for each t ∈ [0, 1]. We set
Curvm(ν ⊗ tr, ∂) := sup{K ∈ R | (C0(X,Mn(C)), ν ⊗ tr, ∂) has mean curvature ≥ K}.
Proposition 4.6. The mean relative entropy is a convex function on D. If X is compact and
P ∈ Db, then Ent(P |ν ⊗ tr) = Entm(P |ν ⊗ tr).
Proof. The first statement follows immediately from convexity of the noncommtuative relative
entropy. For the second one, use Proposition 2.1 to see the first equality in
Ent(P |ν ⊗ tr) = τ(P logP ) =
∫
X
tr(P (x) logP (x))dν = Entm(P |ν ⊗ tr).
Theorem 4.2. If ∂ is a vertical gradient for (C0(X,Mn(C)), ν ⊗ tr), then
Curvm(ν ⊗ tr, ∂) ≥ ess inf
x∈X
Curv(Mn(C), tr, ∂x).
Proof. If the right-hand side is −∞, there is nothing to show. We therefore assume
ess inf
x∈X
Curv(Mn(C), tr, ∂x) ≥ K
for some K ∈ R. For f ∈ D(X, ν), let P,Q ∈ Df . By definition, tr(P (x)) = tr(Q(x)) for a.e. x ∈ X .
By Lemma 4.7 and Proposition 4.5, eachM(p, q,K) has the same properties we required ofM(p, q)
when proving 4.6. Arguing as in Theorem 4.1, we obtain a minimiser µt ∈ A(P,Q). Our choice of
M(p, q,K) instead of M(p, q) ensures θP (x)2µt(x) ∈ M(θP (x)2P (x), θP (x)2Q(x),K).
For all density matrices p and C > 0, we have tr(Cp logCp) = tr(Cp logC) + tr(Cp log p) by
functional calculus and unitality of Mn(C). Using this, we obtain
Entm(Pt|ν ⊗ tr)−
∫
X
tr(Pt(x) log tr(P (x)))dν =
∫
X
tr(θP (x)
2Pt(x) log θP (x)
2Pt(x))dνP .
Since θP (x)
2µt(x) satisfies (1) with K for a.e. x ∈ X , the right-hand side of the equation just above
is less or equal to
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(1− t)
∫
X
tr(θP (x)
2P (x) log θP (x)
2P (x))dνP
+ t
∫
X
tr(θP (x)
2P (x) log θP (x)
2Q(x))dνP
− K
2
t(1− t)
∫
X
W22,x(θP (x)2P (x)), θP (x)2Q(x)))dνP .
The last summand equals −K2 t(1− t)W22 (P,Q) by Theorem 4.1. Knowing this, it suffices to add
∫
X
tr(Pt(x) log tr(P (x)))dν = (1− t)
∫
X
tr(Pt(x) log tr(P (x)))dν + t
∫
X
tr(Pt(x) log tr(P (x)))dν
to both sides of the esimate we just proved and to use tr(Cp logCp) = tr(Cp logC) + tr(Cp log p)
to show that µt satisfies (2) for ess infx∈X Curv(Mn(C), tr, ∂x).
5 Disintegrating L2-Wasserstein distances
We extend the notion of vertical gradients to K(H)-bundles, introduce the disintegration problem
for unital C∗-algebras and give sufficient conditions for solving it. Finally, we outline plans to
achieve disintegration for more general fields of C∗-algebras.
As in the last section, let X be a locally compact Hausdorff space, B(X) its Borel σ-algebra,
(X,B(X)) a separable measure space and H a separable Hilbert space. Furthermore, let X have
a continuous partition of unity for each locally finite open cover. We say that X has sufficiently
many continuous partitions of unity. Normal spaces have sufficiently many continuous partitions of
unity, see [48]. Compact Hausdorff spaces and paracompact topological manifolds are examples of
normal spaces.
5.1 Vertical gradients for K(H)-bundles
Let E be an hermitian vector bundle over X with fibres H . Since E is hermitian, all structure maps
of End(E) must be unitary. In particular, ||.||B(H) changes appropriately under structure maps and
we are able to define bounded sections accordingly. Finally, structure maps send compact operators
to compact operators. We obtain the compact endomorphism bundle EndK(E) with fibres given by
K(H), its structure maps being ∗-homomorphisms. Γ0(EndK(E)) is the C∗-algebra of continuous
sections vanishing at infinity.
Notation 5.1. Write T (E) for the set of trivialising open subsets. If we pick a continuous partition
of unity (ϕi)i∈I , we demand each suppϕi to be a subset of some Ui ∈ T (E).
Let τ be a trace on Γ0(EndK(E)). Given a continuous partition of unity (ϕi)i∈I , surjectivity of
the restriction map implies that each F 7−→ τ(ϕiF|Ui) defines a trace τ|Ui on Γ0(EndK(E|Ui)). This
allows a general notion of product trace.
Definition 5.1. We call a trace τ on Γ0(EndK(E)) a product trace if there exists a continuous
partition of unity (ϕi)i∈I such that each τ|Ui is a product trace.
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Proposition 5.1. If τ is a product trace, then τ|Ui is a product trace for all continuous partitions
of unity (ϕi)i∈I .
Proof. Choose a continuous parition of unity (ηi)j∈J such that τ|Uj is a product trace. Write
ϕi =
∑
j∈J ηjϕi for an arbitrary continuous partition of unity (ϕi)i∈I and set χi,j := ηjϕi. Each
(χi,j)(i,j)∈I×J is itself a continuous partition of unity and each τ|Uj a product trace. Therefore
τ|U(i,j) must be a product trace as well. From this, the statement follows at once.
Corollary 5.1. If H is finite-dimensional and there exists a continuous partition of unity (ϕi)i∈I
such that each τ|Ui is finite, τ is a product trace.
Proof. This follows from the above proposition and Corollary 4.1 by finite-dimensionality.
Given a continuous partition of unity (ϕi)i∈I and an F ∈ Γ0(EndK(E)), we write
τ(F ) =
∑
i∈I
τ(ϕiF ) =
∑
i∈I
∫
Ui
ϕi(x)tr(F|Ui(x))dνi (3)
where the right-hand side is independent of our choices since the left-hand side already is. Let
Γc(EndK(E)) denote the space of continuous section with compact support.
Definition 5.2. If p ∈ [1,∞), then Γp(EndK(E), τ) is defined as the Hausdorff-completion of
Γc(EndK(E)) w.r.t. the semi-norm
||F ||p :=
∑
i∈I
∫
Ui
ϕi(x)tr(F|Ui(x))dνi.
For p =∞, let Γ∞(EndK(E), τ) be the space of bounded measurable sections modulo nullsets with
norm
||F ||∞ := ess sup
x∈X
||F (x)||B(H).
Remark 5.1. All Γp(EndK(E), τ) are Banach spaces. Γ
2(EndK(E), τ) is a Hilbert space with the
obvious inner product, and we represent Γ∞(EndK(E), τ) canonically over Γ
2(EndK(E), τ). This
representation trivialises to the usual one used in the fourth section. The definition of ||.||∞ makes
sense since structure maps are unitary.
Notation 5.2. From now on, we suppress τ in the notation of the above Lp-spaces.
Proposition 5.2. For all p ∈ [0,∞], we have Lp(Γ0(E), τ) = Γp(EndK(E)).
Proof. Use (3) and Proposition 4.2.
Let
⊕m
k=1 E be the m-th Whitney sum of E. Next, fix a product trace τ and consider the
Γ∞(EndK(E))-bimodule
⊕m
k=1 Γ
2(EndK(E)) = Γ
2(EndK(
⊕m
k=1 E)). By construction, the latter
trivialises to L2(U,
⊕m
k=1 S2(H), τ|U ) for each U ∈ T (E). For a continuous partition of unity
(ϕi)i∈I , we have
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FG =
∑
i∈I
ϕiF|UiG|Ui , GF =
∑
i∈I
ϕiG|UiF|Ui
for each F ∈ Γ∞(EndK(E)) and G ∈ Γ2(EndK(E)). As in the trivial case, we obtain a canonical
symmetric bimodule structure. Moreover, we see that
MP (G) =
∑
i∈I
ϕiMP|Ui (G|Ui) (4)
for each P ∈ Db and G ∈
⊕m
k=1 Γ
2(EndK(E))∩
⊕m
k=1 Γ
∞
loc(EndK(E)). Here, Γ
∞
loc(EndK(E)) denotes
the locally bounded sections modulo nullsets.
Consider an unbounded Cc(X)-module map Φ. Given a continuous partition of unity (ϕi)i∈I , we
define linear maps from Γ2(EndK(E|Ui)) to
⊕m
k=1 Γ
2(EndK(E|Ui)) by setting Φ|Ui(F ) := Φ(ϕF|Ui) =
ϕiΦ(F ).
Remark 5.2. In the next definition, we could choose to replace
⊕m
k=1 Γ
2(EndK(E)) by a symmetric
Hilbert Γ∞(EndK(E))-subbimodule which is furthermore a subsheaf. However, composing ∂ with
the subsheaf inclusion would then yield a vertical gradient in the sense of Definition 5.3.
Definition 5.3. An unbounded Cc(X)-module map ∂ : Γ
2(EndK(E)) −→
⊕m
k=1 Γ
2(EndK(E)) is
a vertical gradient if there exists a continuous partition of unity (ϕi)i∈I such that each ∂|Ui is a
vertical gradient in the sense of Definition 4.2.
Remark 5.3. Definition 5.3 is consistent with Definition 4.2. Arguing as in Proposition 5.1, an
unbounded Cc(X)-module map ∂ as above is a vertical gradient if and only if all ∂|Ui are vertical
gradients for each continuous partition of unity (ϕi)i∈I .
Set A := {F ∈ Γ0(EndK(E)) ∩ Γ2(EndK(E)) | ∂F ∈
⊕n
k=1 Γ
∞
loc(EndK(E))}. Then A is an
extension algebra by (4) and Dcb(∂|U ) = Cc(U)⊗ FinRk(H) for each U ∈ T (E). We proceed as in
Subsection 4 to obtain a disintegration theorem for general K(H)-bundles.
Theorem 4.1. Let ∂ be a vertical gradient such that (∂|U )x has continuous dependence of min-
imisers on start- and endpoints for a.e. x ∈ U for each U ∈ T (E). For all P,Q ∈ D with finite
distance and all partitions of unity (ϕi)i∈N, we have
W22 (P,Q) =
∑
i
∫
Ui
ϕi(x)W22 (θ2P|UiP|Ui(x), θ
2
P|Ui
Q|Ui(x))dνP|Ui
and there exists a minimiser µt of W2(P,Q) such that θP (x)2µt(x) is a fibre-wise minimiser a.e.
5.2 Sufficient conditions involving Morita equivalence
We begin by giving sufficient conditions in case A and τ are already of the required form, i.e. as
in the previous subsection. We thus concern ourselves with ∂ only. Moreover, we restrict to the
finite-dimensional case.
Notation 5.3. An unbounded linear map trivialising to an unbounded linear map for each U ∈ T (E)
is called an unbounded bundle map.
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Proposition 5.3. Let H be finite-dimensional, τ a product trace and ∂ is a symmetric gradient
for (Γ0(EndK(E)), τ) mapping to
⊕m
k=1 Γ
2(EndK(E)). Then ∂ is a vertical gradient if for all
U ∈ T (E), we know that
1) ∂|U is bounded,
2) Cc(U) ⊂ ker∂|U .
Proof. Let dimC(H) = n and U ∈ T (E) such that τ|U (1U ⊗ 1Mn(C)) < ∞. By 1), we then have
L∞(U) ⊗Mn(C) ⊂ D(∂). Thus for all g ∈ C0(U) and F ∈ C0(U,Mn(C)), we have ∂|U (gF ) =
g∂|U (F ) by the Leibniz-rule and 2). Since ∂|U is bounded, ∂ commutes with C0(U) and hence
L∞(U). Applying Theorem IV.7.10 in [44] shows that ∂|U decomposes into bounded linear operators
∂x from Mn(C) to
⊕m
k=1Mn(C). As ∂ is furthermore an unbounded bundle map, it therefore is
an unbounded C0(X)-module map. By finite-dimensionality, each ∂x is a fibre-gradient. Because
∂|U was assumed to be a symmetric gradient, ∂x must be a symmetric gradient for almost every
x ∈ U . Boundedness of each ∂|U and finite-dimensionality of H ensure all remaining conditions in
Definition 4.2 to be met.
Consider (A, τ, ∂) for unital A being Morita equivalent to a C(X), X compact Hausdorff. By
compactness, X has sufficiently many partitions of unity. Assume ∂ to map into
⊕m
k=1 L
2(A, τ). By
Morita equivalence, we have an isomorphism Φ from A to a C(X,EndK(E)) as unitality ensures any
Hilbert module implementing the equivalence to be finitely projective [22]. E is a finite-dimensional
hermitian vector bundle. Moreover, we have isomorphisms from Lp(A, τ) to Γp(EndK(E),Φ∗τ) for
each p ∈ [0,∞]. By Corollary 5.1, finiteness of τ implies Φ∗τ to be a product trace.
Definition 5.4. Let (A, τ, ∂) such that A is unital and Morita equivalent to C(X), X compact.
Furthermore, assume τ is finite and that ∂ maps to
⊕m
k=1 L
2(A, τ), m ∈ N. We say that W2
disintegrates if there exists an isomorphism Φ such that Φ∗∂ is a vertical gradient.
Corollary 5.2. If we are in the setting of Definition 5.4, then W2 disintegrates if Φ∗∂ satisfies the
conditions in Proposition 5.3.
It is clear that the sufficient conditions presented here are too strong for easy application.
For example, we require better conditions for choosing isomorphisms such that φ∗∂ is at least an
unbounded bundle map. Nevertheless, they give a first tentative attempt to reduce general problems
to the vertical gradient case.
There are two main avenues we wish to explore. Firstly, we require conditions for having contin-
uous dependence of minimisers on start- and endpoints of symmetric gradients for (K(H), tr) and
for the hyperfinite type II1 factor R equipped with its canonical trace τ0. Secondly, we consider
more general direct integrals than L2(X,H) since we seek to understand gradients after disinte-
grating L∞(A, τ) into its factors. A natural point of departure are fields of elementary C∗-algebras.
However, even if a continuous field of elementary C∗-algebras satisfies Fell’s condition it need not
equal the induced field of elementary C∗-algebras associated to its direct integral of Hilbert spaces,
cmpr. Theorem 10.7.15 in [11]. In our setting, this is necessary for having L∞(X,B(H)) = L∞(A, τ).
Thus not all direct integrals are immediately suitable to our purposes.
Once we have determined a class of direct integrals and generalised the notion of vertical gra-
dient, we hope to apply results of form [28] in order to decompose unbounded gradients between
direct integrals. With the outlined approach, we aim to cover a large number of C∗-algebras whose
L∞-space is isomorphic to that induced by a direct integral whose fibres are given by some S2(H)
or L2(R, τ0).
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