ABSTRACT Motivated by the success of convolutional neural networks (CNNs) in image-related applications, in this paper, we design an effective method for no-reference 3D image quality assessment (3D IQA) through CNN-based feature extraction and consolidation strategy. In the first and most vital stage, qualityaware features, which reflect the inherent quality of images, are extracted by a fine-tuned CNN model exploiting the concept of transfer learning. This fine-tuning strategy solves the large-scale training data dependence existing in current deep-learning-based IQA algorithms. In the second stage, features from the left and right view are consolidated by linear weighted fusion where the weight for each image is obtained from its saliency map. In addition, the statistical characteristics of the disparity map are also considered in a multi-scale manner as additional features. In the final stage of quality mapping, the objective score for each stereoscopic pair is gained by support vector regression. The experimental results on the public databases show that our approach outperforms many existing no-reference and even full-reference methods.
I. INTRODUCTION
Image quality assessment (IQA) plays an important role in guiding the optimization during image processing and communication [1] - [3] . Since humans are the ultimate receivers of images, subjective evaluation is regarded as the most reliable way to predict the perceptual quality. However, its cumbersome characteristics result in its impracticability to be applied in real world [2] . Therefore, robust objective IQA methods that evaluate the image quality automatically and accurately are urgently demanded. A reliable objective IQA method ensures that the predicted score is consistent with the subjective value which is called the mean opinion score (MOS) [3] .
With the development of 3D imaging technologies, 3D IQA has received a great deal of research attention.
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However, compared with significant progress made in 2D IQA, the study on 3D IQA still remains quite immature. Generally, 3D IQA methods can be classified into three categories: full-reference (FR) [4] , [5] , reduced-reference (RR) [6] , and no-reference (NR) [1] , [2] , [7] , depending on whether the reference (images with no distortion) is available. In the FR scheme, full information of the reference is available; in the RR methods, only partial information of the reference is accessible. However, the scope of FR or RR methods is limited since the reference signal or even partial signal is not available in many cases of the real-world. By contrast, NR methods predict image quality without any reference, thus they are more appealing [8] . In this paper, considering practical factors, we focus on developing an effective and robust 3D NR-IQA framework.
There are several challenges in the task of 3D NR-IQA. Among them, an essential step is to capture effective features which can reflect the levels of distortion. Traditionally, the strategies of extracting such quality-aware features basically fall into two categories: utilizing Natural Scene Statistic (NSS) [3] , [7] or Human Visual System (HVS) models [1] , [2] . Based on the assumption that the presence of distortions will inevitably alter natural statistics in raw images or depth images, NSS-based features are mainly built through statistical models [3] . On the other hand, HVS models are primarily built through simulating binocular effects, such as binocular rivalry. However, all these methods ask for handmade design of feature extraction algorithms which cost much time in practice.
Convolutional Neural Networks (CNNs), used as typical deep neural networks in computer vision, have presented an astonishing power to extract features without human assistance. Such features are proved to provide effective representations in various tasks [9] , [10] . Motivated by this fact, some IQA methods utilizing CNNs to realize great performance have been proposed [11] - [13] . However, current CNN-based methods are constrained in 2D situation while similar approaches for 3D IQA are rare. Besides, all these strategies require a large amount of data with special training scheme which can not be easily obtained. On the other hand, employing pre-trained models from another relevant field may be conducive to deal with this issue. Nevertheless, recent studies indicated that directly extracting features using a pretrained model, which is originally designed for common targets (detection or classification), is inefficient for IQA [14] . Motivated by transfer learning, in this paper, we attempt to investigate how to transform such pre-trained CNN features into perceptual quality representation with little labeled data, so that they could become suitable for 3D NR-IQA task. It is found that fine-tuning with 2D IQA database through our strategy can result in desired CNNs, which have impressive ability to capture the intrinsic relationship between 3D images and subjective quality scores.
With features extracted by fine-tuned CNN, a novel 3D NR-IQA method is developed through saliency-guided feature consolidation. This consolidation strategy employs the saliency information of each monocular view as weights to simulate the binocular rivalry effect. Associating statistical representation of disparity map with the consolidated features, our system can predict the quality of stereoscopic views correctly. These features are quality-aware enough, so that the quality mapping procedure can be completed through simple Support Vector Regression (SVR). The overall framework is straightforward while high-efficient. Our main contributions lie in:
• Inspired by the concept of transfer learning, we propose a novel fine-tuning strategy to transform pre-trained classification models into feature extractors for image quality representation without large-scale data dependence. Such extractors are further employed to give quality-aware features automatically to free IQA developers from designing handcraft features.
• A saliency-guided feature consolidation scheme is put forward which fuses the CNN features extracted from left and right views effectively. The method is in accordance with the principles of HVS and is proved to be conducive to measure the distortions.
• Performance evaluation on public 3D IQA databases shows that our method outperforms the existing stateof-the-art NR and even representative FR strategies.
II. RELATED WORK AND DESIGN MOTIVATION
Given the eventual approach designed, we first need to consider the general framework of 3D NR-IQA, which is shown in Fig. 1 (''Q'' means the quality of images), to educe our design motivation. The general framework of 3D NR-IQA mainly includes the stages of input, feature extraction and quality mapping. The most important stage for designing a NR-IQA method is extracting quality-aware features that reflect the levels and types of distortions. As we have mentioned, such features are conventionally extracted based on NSS or HVS models. Some of these methods have been verified to be impactful. For instance, Chen et al. [3] presented an NR algorithm with NSS-based features extraction from the cyclopean view and disparity map. Zhou et al. [1] employed a binocular vision mechanism to train a pristine multivariate Gaussian model for extracting the quality-predictive features. Shao et al. [2] proposed a learning framework to obtain features of binocular receptive fields.
With the development of artificial intelligence, there is a significant trend we must pay attention to: applying deep learning methods into IQA. And there have been some such methods published recently [11] , [12] , [14] . Since these methods integrate feature learning and score regression into one process, they release us from designing features specially and manually. Unfortunately, when it comes to IQA for stereoscopic images, similar work utilizing deep learning framework is relatively rare.
Besides, these deep-learning strategies in IQA require us to obtain a large amount of data while the biggest problem in IQA is actually lack of training data. To solve this issue, borrowing some relatively stable deep learning architectures from another field may be a practical solution. Therefore, different from previous end-to-end frameworks which take raw images as inputs and produce corresponding scores VOLUME 7, 2019 FIGURE 2. The framework of our 3D NR-IQA system which is based on the strategy of transfer learning. The quality-aware features are extracted from the fine-tuned CNN for left and right views. These features are further consolidated by a saliency-guided method where the saliency information of each monocular image is utilized as its weight. Combining consolidated features with multi-scale statistical representation obtained from the disparity map, our system complete 3D NR-IQA efficiently without handmade design of feature extraction and large-scale training data.
straightforwardly, we turn to fine-tune a pre-trained model used for classification and utilize it as a feature generator. This strategy releases us from spending time to design networks and relieves the burden of training data.
With the extracted features from left and right views in a stereoscopic pair, how to achieve feature consolidation that is consistent with visual perception is also a challenge. In designing modern 3D IQA methods, taking binocular effects into account has been necessary and inevitable [15] , [16] . At the same time, recent works have revealed that saliency mechanism helps to improve the accuracy of measuring distortions. For instance, Zhang et al. [17] proposed that visual saliency was closely related to IQA problems due to the fact that supra-threshold distortions can largely affect saliency maps of images. Motivated by the above principles, in this paper, we present a saliency-guided feature consolidation. This consolidation strategy employs the saliency map as weighting function for each monocular image, thus simulating the binocular rivalry effect effectively.
In addition, to construct a comprehensive representation of 3D image quality, the spatial information of stereoscopic image pairs, which generally refers to their disparity maps [4] , should be considered. Therefore, statistical characters in the multi-scale disparity map are utilized and associated with CNN-based features in our method. Our quality-aware representation is closely related to the intrinsic property of image quality, thus we can primitively employ SVR to obtain objective scores based on extracted features.
III. PROPOSED METHOD
The motivation of our design has been expounded in previous section and the strict illustration of our strategy will be given in this section. The framework of our 3D NR-IQA algorithm is illustrated in Fig. 2 , where quality-aware features are extracted by CNN fine-tuning strategy and consolidated by a saliency-guided approach.
A. 3D NR-IQA VIA TRANSFER LEARNING 1) FEASIBILITY ANALYSIS OF TRANSFER LEARNING
It is required to briefly analyze the feasibility of employing the transfer-learning strategy to solve the destined task in 3D NR-IQA. As a pre-trained classification model is generally developed from a large dataset with diverse images, such as ImageNet [18] , unless our dataset represents some exceedingly specific domains, fine-tuning method can always be utilized to avoid the need of training from scratch [19] . This is because the feature from such pre-trained models is relevant to IQA since they can represent some universal characteristics, like curves and edges, which are beneficial to the measurement of distortions. Further, there exists similarity between the data from IQA dataset and pre-trained model's training data since ImageNet cover many object categories. Therefore, it helps demonstrate the feasibility of transfer learning applications in 3D NR-IQA.
Another concern in feasibility is related to the training data. The databases for IQA normally consist of thousands of training samples. In this case, these labeled data are sufficient if we only fine-tune the later layers in the network instead of all layers. With common data augmentation approaches, we can further improve the performance of transfer learning. In fact, we have found that directly use the features extracted from the pre-trained model will result in poor performance. Therefore, fine-tuning is feasible and necessary. To transform a pre-trained image-classification model into an effective feature extractor, we design another classification scheme for fine-tuning. This classification is related to the quality of images. This setting is straightforward while can achieve our target efficiently.
2) SYSTEMATIC PROCESS FOR FINE-TUNING CNN
As mentioned above, the feasibility of adopting fine-tuning strategy as transfer learning process in 3D IQA domain is tried-and-true. In this subsection, we expound the systematic process of our designed fine-tuning strategy.
This procedure complies the empirical steps in transfer learning [20] . All we need to do is to design a strategy to make the later layers of CNNs progressively more specific and perceptive to IQA tasks. First, according to MOS values, we divide the images into levels of terrible, bad, poor, fair, good, and excellent meanwhile obtaining labeled data. Thus, these labels represent different distortion levels. The finetuning step is then implemented by substituting the last fully connected layer of a pre-trained classification model with a new fully connected layer, whose output number is six. The pre-trained CNN is fine-tuned to classify these data into six classes.
Another consideration is the dataset for fine-tuning. In this paper, the datasets for experiments are LIVE 3D Phase I and Phase II [21] . Therefore, these data should not be employed in the fine-tuning step. Further, in order to extract quality-aware features for left and right views of a 3D image respectively through a fine-tuned network, we use 2D images in the finetuning. LIVE 2D database [22] , which contains 779 distorted images and 29 reference images (these images are not contained in our testing data and thus will not influence our no-reference setting), satisfies these requirements and is adopted for fine-tuning. One of the most momentous points why we adopt this database rather than other 2D IQA datasets is that its principle of setting MOS is the same with the LIVE 3D. It will be demonstrated through experiment that the pre-trained model fine-tuned with 2D database is sufficient for 3D-IQA.
Furthermore, the threshold value for partition the corresponding six classes is set following the rule of balancing samples. This means that the amount of data in each scale is not far from each other. Once completing the work of fine-tuning, features are extracted from the last fullyconnected layer of fine-tuned CNN models and they are then normalized. The procedure of fine-tuning is represented in Fig. 3 .
In our work, combined with the theoretical analysis and experimental results on public datasets, we prove that finetuning the last fully-connected layer of a model, which was used for image classification previously, is enough to give prominent performance for 3D NR-IQA. Especially, two pre-trained models with celebrated and effective configurations, Caffe network (Caffe-net) [23] and GoogLeNet [24] , are chosen as pre-trained models respectively. These two models have different structure, especially the depth of the network, and we will demonstrate that our fine-tuning strategy can have great performance regardless of the diversity in network structure. Please read the reference paper to visualize the structure of these networks and we will not list heir detailed structures here. In the fine-tuning process, we utilize ''stochastic gradient descent'' as the optimization method [23] , where the hyper parameters for each of these networks are listed in Table 1 . And the selection of hyper parametric values is mainly according to the empirical parameter setting of pretrained model. Especially, we observed that the loss of both networks will converge in the finetuning stage since our training data has similarity with the pre-trained model's training data. We utilize these converged model for next steps.
B. CNN-FEATURES CONSOLIDATION
After the implementation of fine-tuning, features of the left and right images are extracted from the last fully-connected layer respectively. To satisfy the binocular effects, we design a saliency-guided consolidation strategy to fuse these features into final quality-aware representation.
The function of saliency map is to highlight the areas which attract human attention and reflect the energy distribution in images based on the mechanism of HVS. Motivated by the weighting function of saliency map [17] , we propose to fuse the features obtained from fine-tuned CNN into the final representation via the saliency information each view. Especially, the saliency map of each view is adopted as the weight in fusion and such setting is derived according to the binocular rivalry effect.
In this paper, an effective method proposed in [25] for the visual saliency detection is adopted. The saliency maps of left and right images are obtained through this method and these maps are denoted as S l and S r . Besides, the qualityaware features extracted by the fine-tuned CNN models for each view can be represented as f l and f r . In order to measure the weighting index for each image, the Frobenius norm is used and the final consolidation process can be represented as follows:
where f stereo means the terminal fused stereoscopic feature which can reflect the levels and kinds of distortion for a given pair of 3D image. Note that we have already normalized the CNN features before consolidation.
C. MULTI-SCALE DISPARITY FEATURES
Disparity information is also believed to have strong effect on human stereoscopic perception since the existence of distortions will alter statistical characteristics of the disparity map. Therefore, the statistical representation of the disparity map is employed as additional feature besides the CNN-based feature in our system. To obtain the disparity map for a given stereoscopic image pair, a function named StereoBM in OpenCV [26] is adopted since its fast speed makes our algorithm real-time and practical. For each stereo pair, if the disparity map is represented as D, then its statistical feature is obtained by the following equation:
where m, v, k and s are the mean value, variance, kurtosis and skew of the disparity map respectively while E is the mean computing operation. For each stereo pair, four features are extracted from corresponding disparity map.
In addition, since different scales will carry out different levels of distortion, utilizing multi-scale framework is beneficial for IQA [27] . In this work, a four-scale disparity map through the method of image pyramid is computed. Thus, total 16 features will be obtained for each image pair.
D. IMAGE QUALITY MAPPING BY SVR
For 3D IQA, the goal of objective quality mapping is to construct a function which gives out an objective score of a stereo image pair. In order to build the mapping relationship between the extracted features of stereo image pairs and the corresponding subjective scores, we employ the SVR with a radial basis function kernel for regression model. The obatined CNN features are sparse with high dimension, and SVR is especially suitable for such situation. The theory of SVR is derived from the computation of a linear regression function in a high dimensional feature space, which is formed by the mapping of input data via a nonlinear function [48] . Such regression function F can be represented as
where x denotes the extracted feature vector, ϕ is a non-linear function that convertsx to a non-linear space, w and b are the weight vector and bias term. The deviation of F is controlled to be within a small value to ensure its stability. As deduced in [49] , w can be obtained by
where η * i and η i are the Lagrange multipliers for Lagrange function optimization, n is the number of support vectors, x i is the th support vector. The nonlinear function ϕ is used to construct the radius basis kernel function K , which is expressed as
where γ defines the width of the kernel. Though this algorithm is ordinary while it can complete quality mapping effectively since extracted features are quality-aware enough.
In the implementation of the training-testing procedure, five-fold cross-validation [28] is adopted where databases are randomly partitioned into two non-overlapping groups: 80% for training and 20% for testing. To eliminate the bias which is caused by randomly sample, this training-testing procedure will run for several times and the average results of the trials are chosen as the final validation.
IV. EXPERIMENTS AND DISCUSSIONS

A. IMAGE DATABASES AND CRITERIONS FOR EVALUATION
For the sake of validation, two publicly available 3D IQA databases, LIVE 3D Phase I and Phase II [21] are used, where distorted stereoscopic pairs cover five distortion types including jpeg, jpeg2000 compression (jp2k), additive white Gaussian noise (wn), Gaussian blur (blur) and fast fading channel distortion (ff). Generally, these two databases cover many distortion types in real-world and they are suitable and enough for performance evaluation.
1) LIVE 3D PHASE I
This database consists of 20 reference 3D images and 365 distorted 3D images, including five types of distortions mentioned above. One important character in this database is that all distortions are symmetric which means that the level and the kind of distortion are same for left and right image of a given pair. The number of images for jpeg, jp2k, wn and ff is 80 and 45 for blur. This database also provides corresponding MOS values.
2) LIVE 3D PHASE II
Compared with the LIVE 3D Phase I, this database contains both symmetrically and asymmetrically distorted stereoscopic pairs. In reality of 3D applications, both left and right views may be distorted symmetrically or asymmetrically, thus the test on Phase II is more significant for 3D NR-IQA performance evaluation. Specifically, 8 reference stereoscopic pairs and 72 distorted stereoscopic pairs of jpeg, jp2k, blur, wn, and ff are included in this database. Besides, three symmetrically distorted images and six asymmetrically distorted images are produced for each distortion type.
To evaluate the performance of IQA methods quantitatively, two effective indicators are used: Spearman rank order correlation coefficient (SROCC) which measures the prediction convergence and monotonicity; Person linear correlation coefficient (PLCC) which represents the predictive accuracy of the IQA framework. The larger values of PLCC and SROCC indicate better performance.
B. COMPARISON WITH 3D NR-IQA ALGORITHMS
In this subsection, the overall performance involves the all types of distortion and the individual effects for each distortion are evaluated. In order to prove the superiority of our proposed strategy, we compare our results with other state-of-the-art 3D NR-IQA methods which traditionally use NSS-based or HVS-based features. In addition, some methods utilizing the end-to-end deep learning technology are also included in comparison [8] , [29] . Generally speaking, methods from recent years are more state-of-the-art. Since many methods have not release the details of their implementation, we can not compare the algorithm complexity with them. Table 2 and Table 3 are the comparison results of our strategy with twelve existing 3D NR-IQA methods on LIVE 3D Phase I and Phase II, with the best result of each row marked in bold. The scores of these twelve methods are found consistency with the records in original papers and are obtained under the same setting as our approach. Note that testing images never appear in the fine-tuning or SVR training step. The performance of our strategy is indicated in the columns of Caffe-net and GoogLeNet which means we adopt Caffe-net and GoogLeNet for fine-tuning respectively. The following conclusions are evidently observed:
(I) The proposed method outperforms others, including the methods which utilize CNN as a regression [8] , [29] . It is mainly because that such regression network is hard to train when only hundreds of samples in 3D databases are available. Though Zhang et al. [8] attempted to employ the patch of images as input to implement data augmentation, the large parameters still not converged well. (II) The early method which directly applied 2D IQA metrics into 3D IQA tasks has a poor performance [34] .
Owing to the neglecting of binocular effects we mentioned, such methods are currently abandoned. (III) Utilizing the feature extraction strategy which is based on the HVS can improve the effects of IQA algorithms. Such as the two methods proposed by Zhou [1] , [31] . Similarly, leading the NSS features into 3D IQA can also enhance the performance [3] , [7] , [32] , [33] , [35] , [36] . However, it should be noted that all such metrics using these handmade features would behave poor on some special types of distortion, such as [1] . Besides, [32] copes with the types of symmetry distortion in LIVE 3D Phase I well while perform poorly on the asymmetry distortion in LIVE 3D Phase II. On the contrary, our method performs well on all types of distortions across the two databases, which proves that features extracted from fine-tuned models are sensitive to levels of distortion. (IV) The situation of lack of large amounts of data drives us to fine-tune the layers close to the output layer. The satisfying results indicate that the fine-tuning strategy is extremely applicable for 3D NR-IQA. (V) It is worth mentioning that our metric can generalize well on LIVE 3D while all images in LIVE 3D are not utilized for fine-tuning. Both Caffe-net and GoogLeNet perform well though they are different in complexity. This fact indicates that well-trained classify CNN models can be fine-tuned for IQA purpose. Table 4 and Table 5 are the results for comparing our methods with twelve existing 3D FR-IQA algorithms on LIVE 3D Phase I and II. Besides, all approaches are executed under the same condition as ours. Traditionally, the performance of FR-IQA is better than NR-IQA, since FR methods have access to the reference. However, our strategy still outperforms most of them. There is one exception among these methods: the method proposed by Yao et al. [38] . In their work, the author combined 3D FR-IQA with saliency information and disparity map. Though the overall performance of [38] is a little better than ours, we can still declare the wonderful effect of our strategy since it behaves better on all types of individual distortion. Among the listed methods, [4] utilized the strategy of raw image fusion which is time-cost, and its performance is also poorer than us.
C. COMPARISON WITH 3D FR-IQA ALGORITHMS
D. FINE-TUNING ACCURACY
Our method extract quality-aware features by fine-tuning a pre-trained classification CNN model. The data which is utilized in fine-tuning will not be employed into evaluation. We provide the accuracy on training and testing set in finetuning step in this section. Especially, the results, which are obtained when we employ Caffe-net in fine-tuning step, are shown in Table 6 . The results when we utilize GoogLeNet in fine-tuning is very similar. It is clearly that our fine-tuning strategy give high accuracy on both training and testing sets without overfitting. 
E. RESULTS IN SCATTER PLOT REPRESENTATION
In order to show a more intuitive representation of the correlation between our results and the subjective score, scatter maps for two pretrained models, Caffe-net and GoogLeNet, are plotted respectively. Specifically, LIVE 3D Phase I and II are analyzed separately for different distortion types. Results are shown in Fig. 4 , where the indices shown in the horizontal axis are the predicted objective score after nonlinear mapping and vertical axis shows subjective quality scores of images in LIVE database, which are in the form of differential mean opinion score (DMOS). Images distorted in the five types, i.e. JP2K, JPEG, WN, BLUR and FF are marked at the title. Figures from the first row to bottom are the results of our method using Caffe-net on LIVE 3D Phase I, using Caffe-net on LIVE 3D Phase II, using GoogLeNet on LIVE 3D Phase I and using GoogLeNet on LIVE 3D Phase II respectively. Evidently, these points are representing the objective score and subjective score are either on the line y = x or evenly and closely distributed on both side of it, which is a good indication that our method has done successful in 3D IQA.
F. ROBUSTNESS ANALYSIS IN BOXPLOT REPRESENTATION
It has been demonstrated by our experiments that our approach outperforms many existing 3D IQA algorithms.
To further indicate the stability of our method, we perform our method several epochs with different training and testing data and record the change of indicators. Especially, we evaluate our method on the image pairs from both LIVE 3D Phase I and II by using Caffe-net and GoogLeNet respectively. For each setting using different pre-trained model, we execute our approach for 20 epochs. After getting the PLCC and SROCC for each distortion type in each epoch, we draw the boxplots which are shown Fig. 5 . For each figure, the horizontal axis represents different distortion types. The ''box'' of each distortion demonstrates the minimum, maximum, median, interquartile range and may show some outliers of the corresponding result. We can see clearly that for each distortion type, the results with different pre-trained models deliver the stable results, especially for the distortion type of ''WN''.
G. EVALUATION ON MORE DISTORTION TYPES
To demonstrate the capacity of our system on more distortion types, we choose two 3D IQA databases besides LIVE 3D [21] : MCL-3D [46] and IRCCyN [47] . MCL-3D database [46] includes distortion types of gaussian blur, additive white noise, down-sampling blur, JPEG and JPEG-2000 compression, and transmission error. IRCCyN database [47] contains images with distortion types of down-sampling blur, up-sampling blur, gaussian blur, JPEG and JPEG-2000 compression.
TABLE 7.
The performance of our method on the database of MCL-3D [46] and IRCCyN [47] . It is demonstrated that our method can deal with numerous distortion types.
The overall performance of our method on these databases, which involves the all types of distortion, is shown in Table 7 . The row of Caffe-net means that we utilize the Caffe-net model in fine-tuning step; the row of GoogLeNet means we employ GoogLeNet in fine-tuning step. It is clearly that our method generalizes well on these two databases and their corresponding distortion types. Therefore, our method could deal with numerous distortion situations existing in real world.
H. SUMMARY FROM EXPERIMENTS
Through the above comparison with existing 3D IQA algorithms, we can derive the following summary:
(I) Both Caffe-net and GoogLeNet could be transformed into great feature generators for 3D IQA after finetuning, though their architectures are various. Therefore, the pre-trained models which would be utilized in fine-tuning step require weak requisitions. (II) It is heart-stirring that our method is general and robust across different databases and distortion types.
(III) The proposed method defeats most existing 3D NR-IQA and FR-IQA methods no matter the types of distortion in images. The satisfying experimental results verify the rationality of the fine-tuning strategy. (IV) Some detailed discoveries in comparative experiment validate the superiority of several significant components in our method such as the saliency-guided feature consolidation strategy.
V. CONCLUSION
In this paper, we propose a novel 3D NR-IQA system motivated by the concept of transfer learning. Our method completes feature extraction mainly through fine-tuning strategy and feature consolidation. Based on the theoretical analysis and experimental results, it is demonstrated that utilizing our fine-tuning strategy can transform a pre-trained classification model into a great feature generator for IQA. Therefore, our approach serves as a great assistance in releasing IQA researchers from designing features manually. 
