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Fig. 1 Examples for periodicity cells
Our main interest is the asymptotic representation of solutions at infinity (see Th. 4.1). On the one hand this knowledge is crucial for numerics in the choice of optimal artificial boundary conditions (cf. [14, 15] ). On the other hand it is a contribution to the large and highly interesting field of homogenisation techniques relevant for so-called multi-structures, i.e. junctions of thin domains with different limiting dimensions. We started this kind of analysis in [16, 17] , where we investigated the Neumann boundary value problem for scalar elliptic equations in such domains. Now, in this paper we pursue this idea and study the Stokes problem, namely,
in Ω ,
for the unknown velocity field v = (v 1 , v 2 , v 3 ) and pressure p determined by the given data f := (f 1 , f 2 , f 3 ), f ∇ , and g := (g 1 , g 2 , g 3 ).
Our paper relates to results in domains which are layer-like near infinity published in [9, 10, 11, 12] . The basis are techniques developed by Kondratiev, Maz'ya, and Plamenevskij for conical and cylindrical domains and can be found in monographs like [6, 13] .
General procedures of dimension reduction for problems in thin domains help to construct the formal asymptotics of solutions to specific problems in layer-like domains as done in [11, 12] for the Stokes system. Nevertheless, the crucial issue of our previous investigation (e.g. in [16, 17] ) is that the method to lift the regularity of the solution, which was introduced in [10] and also applied in [11] for layers does not work for the present domain because it is not possible to differentiate the problem "along the layer".
Moreover, in comparison to [16, 17] the treatment of (SP) is much more complicated since it is a system and cannot be associated with a positive quadratic form for all involved unknowns. Some technicalities do not permit to show more regularity of our solution found as a functional by the same procedure as introduced in [16, 17] . We have to employ a new idea and notice that the "improvement step" in proving a better decay of asymptotic remainders becomes much smaller. However, that does not effect the final result in case of smooth data. In our paper firstly, in Sec. 2, the asymptotic representation is formally derived. As in [16, 17] , the rigorous proof is the challenging part. It takes several steps, exploits different kinds of weighted spaces and is based on (1) Reduction of (SP) to problems in S and on R 2 \{0}, (2) Splitting the pressure in mean-value function and remainder with faster decay, (3) Regularisation of the solution. Namely, the justification of the asymptotic representation is carried out as follows: In Sec. 3 we collect known facts about the associated limit problem, which is the Laplace problem in the complete angle R 2 \{0}. Here Kondratiev spaces are quintessential. Then, in Notation 3.5, we introduce step-weighted spaces [8, 9] , which perfectly fit to our problem (SP). Finally, we define the mean-value function for the pressure in (3.17) and qualify its properties in the scale of step-weighted spaces.
In Sec. 4 we formulate and prove our main result in Th. 4.1. Finally, the existence of solutions to (SP) with "finite energy" is the topic of the last section and Th. 5.1.
Formal reduction scheme
Definitions
In general boldfaced capitals denote matrices while boldfaced minuscules indicate vectors. Let D be any domain, then |D| is its Lebesgue measure, ∂D its boundary and D its closure. The symbol ds is the surface element of integration.
Notation 2.1 For t 1 , t 2 > 0 and α = (α 1 , α 2 ) ∈ Z 2 we define
primal cell boundary σ := ∂Λ ∩ ∂S .
We assume that S ⊂ Q and Λ are domains. For any big enough ball B R (with radius R) there holds Λ\B R = Ω\B R . S 2 1 Fig. 2 Two special types of holes Assumption 2.2 Our technique is applicable for Lipschitz domains. Especially, what we assume is that there exists the continuous extension operator
Thus, holes of the type 1 indicated in Figure 2 are not allowed. For simplicity in Lemma 3.11 we suppose that it is possible to choose the periodicity cell such that the lateral sides of Q ⊃ S lie on the boundary of S. This restriction excludes holes of type 2 in Figure 2 . In [1, 3] an approach was proposed which helps to avoid this restriction but needs cumbersome geometric constructions and we avoid to reproduce it for an assertion which is not central for our considerations.
For the moment let λ ∈ R and (r, ϕ) be the polar coordinates in R 2 . To keep things as simple as possible consider the (scalar) function v(
2 ) and Φ is smooth both in ϕ ∈ [0, 2π) and
e. these derivatives change the behaviour of v in a different way. The literature relates to this phenomenon by the notion of slow (for r) and fast (for x 3 ) variables.
In the periodic layer Λ the situation is much more complicated since we have to respect the periodic (which here is the fast) and the non-periodic (slow) scale. To distinguish these scales we use the letter ξ for the fast (i.e. measuring periodic behaviour) variables and y stands for the slow (i.e. non-periodic) ones. Each item must be considered as composite function and correspondingly the derivatives split into parts, indicated by the corresponding subscript, namely: ∆ = ∆ ξ + ∆ ξy + ∆ y , with ∆ ξy := 2 2 j=1 ∂ ξj ∂ yj and ∇ = ∇ ξ + ∇ y . Note, that due to our geometric assumptions on Ω the (slow) y-scale is related to R 2 . To fit correct dimensions we sometimes silently add a zero third component if necessary.
Formal Reduction
Let us try to construct a formal solution v, p to (SP) in Λ in the following form:
To do so we investigate how slow and fast part of the Stokes operator act on the different terms in (2.2). Namely, we arrange equations comprising only functions of order r λ , r λ−1 , and r λ−2 , respectively, and try to solve them for the easiest case, which is that all data are equal to zero. In particular, firstly we define the vector functions v 1 , v 2 as well as the scalar functions p 1 , p 2 via two Stokes problems in the periodicity cell (e i is the unit vector in direction The periodicity on ∂S ∩ Λ means that the values of the functions v i and all its derivatives coincide on the respective points on the opposite faces (see Fig. 3 ) of ∂S\σ. Clearly, smooth periodic solutions to problem (2.3) exist in both cases i = 1, 2. Secondly, we see that the equations at level r λ are satisfied automatically while for r λ−1 we find
One readily checks, that problem (2.4) is solved by
Thirdly, we collect the terms of order r λ−2 in the system
System (2.6) is solvable if the compatibility condition between the data in divergence equation and boundary (here zero) is fulfilled. Taking into account (2.5) this condition simplifies to a scalar second order differential equation with constant coefficients for p 0 (y) in R 2 , namely (the third component of ∇ y is zero)
For the domain Ω the problem Lp 0 (y) = 0 in R 2 \{0} defines the first pressure term in the ansatz (2.2). Lemma 2.3 shows that the operator L is elliptic and formally self-adjoint. It has solutions of power-law-type which we will list in Lemma 3.1. We abbreviate
(2.8)
Lemma 2.3 The (2×2)-matrix
A is symmetric and positive definite.
For the partial integration we used (2.3) 2,3 and the periodicity. The last line proves that A is a Gram matrix and therefore it is symmetric and positive definite since ∇ ξ v 1 and ∇ ξ v 2 cannot be linearly dependent.
Formal Reduction Revisited
Notation 2.4 Henceforth (r, ϕ) are polar coordinates in R 2 and we use calligraphic letters to denote functions which are periodic relative to the periodicity cell S and capitals of the mathematical alphabet for functions depending only on y, the tilde is reserved for remainders, i.e. functions with a certain better decay. χ will always be a smooth cut-off function, which is zero inside a ball B R around the origin and χ = 1 in Ω\B R+1 , i.e. "near infinity". Lemma 2.5 Assume for problem (SP), some λ ∈ R and N ∈ N 0 := {0, 1, ...}, that
(2.9)
are polynomials in ln r, smooth in all variables, periodic in ξ, and
Then a particular approximate solution of problem (SP) is:
In (2.11) firstly we have introduced the (2×3)-matrix
Secondly, the pairs (V k , P k ) fulfil a related Stokes problem in S for any k = 0, ..., N . Finally, P k are solutions of scalar second order differential equations with constant coefficients in the punctured plane R 2 \{0}.
P r o o f. To begin with, we observe that commutators with χ have bounded supports. In the following we often will silently put such contributions to the functions with tildes.
We proceed analogously to Sec. 2.2. Namely, in Λ we analyse the application of (SP) to the leading terms in representation (2.2), which in the first step k = 0 we call v 1 and p := p 0 + p 1 as before. Due to the data there are two new terms V 0 and P 0 , which shall solve the Stokes problem
Due to our assumption (2.10) (applied for k = 0) the solution to (2.12) exists and is unique. Thus, the leading terms become now (cf. eq. (2.5))
We calculate
The missing terms indicated by dots are
Then we take care of the divergence equation, namely,
Together with the boundary condition V 0 = G 0 , the assumption (2.10), and the condition S P 0 d ξ = 0 the quantities V 0 and P 0 are indeed fixed by system (2.12).
Now, in order to ensure S M dξ = 0, we choose P 0 as solution to the following problem with the operator L defined in (2.7):
A solution to (2.15) exists by the classical Lemma 3.1 below. Finally, at the end of our first step k = 0 we have to see to the surplus terms collected in (2.14) and to M. The idea is to put them to the data related to the next steps with the corresponding exponent at r while ensuring that all assumptions of the Lemma keep intact for the changed set of data.
To do so we replace the original r λ−2 F 1 by r λ−2 F 1 − f 0 and the genuine r λ−3 F 2 by r λ−3 F 2 + ∆ y v 1 . Moreover, we subtract the function M from r λ−2 F ∇ 1 . In this way the three higher order data r λ−2 F 1 , r λ−3 F 2 , and r λ−2 F ∇ 1 are changed, but the compatibility condition (2.10) is still intact for k = 1 since S M dξ = 0. Thus, all new data are of the same type as in the beginning. For this, we can repeat all calculations, explained in case k = 0, for k = 1, ..., N . In the end we are left with a discrepancy of order r λ−N −2 which finishes the proof of the lemma. Obviously, equation (2.15) can be reduced to
by performing a proper transformation of coordinates. Namely, if A −1/2 is the positive square root of the (constant) symmetric positive definite matrix A −1 we choose the transformation y → y with y := A −1/2 y ,
Inside integrals this transformation only leads to a multiplication of the element of integration by |det A −1/2 |.
The following facts are well-known and can be confirmed by simple calculations. For a more detailed explanation of our notation see [17] . 
where U is a polynomial in ln r which is uniquely determined and is of q th order if λ / ∈ Z. Otherwise, if λ ∈ Z, the solution is determined modulo linear combinations of ̟ j,d defined in (3.2) and the degree of U is q + 1 in case λ ∈ Z\{0} whereas if λ = 0 its degree is q + 2.
Notation 3.2
In the following we write π j,d (y) if we mean the counterpart of ̟ j,d (y) in y-coordinates. 
but the embedding is not compact. We set
The latter space consists of distributions
and can be supplied with the norm
where the infimum is calculated over all representations of w in (3.4). This norm is equivalent to the classical definition of norms for dual spaces. The identity
while the expression (3.6) is independent of the representation (3.4).
An important property of the
β -spaces with smaller β contain more and more elements. Large β means good decay at infinity. Lemma 3.4 [6, Ch. 6 ] Let l ∈ Z, γ, β ∈ R with β < γ while γ, β / ∈ Z. We set J := {k ∈ Z : l − γ > k > l − β} and count in zero both +0 and −0.
1 We change the usual notation V l β to V l β since our weights are not (1 + r 2 ) β−l+|α| but (1 + r 2 ) β+|α| .
Consider equation
Then the solution u ∈ V 
whereũ ∈ V l+1 γ (R 2 ), c jd ∈ R, c ±00 := 0, and it holds the estimate
Note, that Lemma 3.4 holds also for functionals f since l < 0 is allowed.
Rough estimates
In the following we will work with step-weighted spaces. They were introduced in [8] and have been used since then many times, e.g. in [9, 10, 11, 12] for layer-like domains and in [16, 17] for periodic ones. Also weighted Sobolev spaces, defined and investigated in [7] are convenient (see Fig. 4 ) Notation 3.5 Let β ∈ R, s ∈ N 0 and t + := Directly with the definitions one may verify that the relation between weighted and step-weighted spaces is
These norms fit in perfectly since in the reduction procedure terms of the form
occur. Obviously, for r → ∞ we observe p = O(r λ ) while ∇p = O(r λ−1 ). All higher order derivatives are of order O(r λ−1 ), since the ξ-gradient of the second term cannot become better. Thus, p is in a step-weighted space with s = 1. The analogue considerations yield that v(x) = p(ξ) · ∇ y (r λ P (ϕ, ln r)) = O(r λ−1 ) and all its derivatives as well. Thus, v is in a step-weighted space with s = 0, which is just the weighted Sobolev space W l β (Ω). Notation 3. 6 We denote by H l (Ω) the usual Sobolev spaces of functions, which up to their l th order (weak) derivatives belong to L 2 (Ω). To simplify matters we write the solution of (SP) as vector (v, p). Moreover, we abbreviate for l ∈ N, β ∈ R
and say "the data (of (SP)) are in R 
for any cell S α . We multiply (3.12) by (1+(t 1 α 1 ) 2 +(t 2 α 2 ) 2 ) β . Since on each cell S * α the inequality c (1+r
is valid, we can insert the weights into the norm and sum up on α ∈ Z 2 . As a result we obtain estimate (3.11). Due to our assumptions all terms at the right-hand side of (3.11) are bounded and thus, the norms on the left-hand side are finite and Lemma 3.7 is proved.
Lemma 3.8 In (SP) let
P r o o f. Firstly, for any t > 0 we define the following weight function
for ε ∈ (0, 1]. Secondly, let G ∈ W 1,1 β+1 (Ω) 3 be an extension of g obeying due to (3.9)
(Ω) 3 and f preserves the properties of f . So we omit the hats, multiply
by Rv, integrate by parts, replace divergence and use the zero boundary values. All integrals converge due to Lemma 3.7 (with β replaced by γ), the definition of the weight function R, which is O(r 2γ ) as r → ∞, and our assumptions on f and f ∇ . We find
We estimate the right-hand side of (3.16) using R(x) ≤ (1+ε|x| 2 ) β as well as |∇R(x)| ≤ cε(1+ε|x| 2 ) −1/2 R(x), and Poincaré's inequality on the periodicity cell (due to the Dirichlet data), distributing the weights appropriately (for details see [17] ). In particular,
Fixing ε = ε 0 we always find (1 + εr
. Collecting all terms containing R |∇v| 2 on the left-hand side and noting that for small ε the factor at the corresponding integral is larger than 1/2 we obtain that Ω R |∇v| 2 dx is bounded by the right-hand side of (3.13). Now we may let t → ∞ and conclude that ∇v ∈ L 2 β (Ω)
3×3 together with the estimate. Finally the Poincarè inequality ensures the estimate for v in terms of ∇v. 
Lemma 3.9 Let the data of problem (SP) belong to R
Now as in the proof of Lemma 3.7 we introduce the weight and sum up on α ∈ Z 2 to obtain
and the lemma is proved.
Estimates for the mean-value function
To obtain precise asymptotic information about p, we introduce the mean-value functionp. Namely, for (y 1 , y 2 ) = y ∈ R 2 let S(y) := {x ∈ Λ :
e. S(y) denotes the (shifted) cell with centre (y, 0). We set
We want to investigate the properties ofp under the assumption that p ∈ W l+1,1 β
(Ω). Since this concerns properties near infinity we calculate on Λ.
P r o o f. We proceed estimating Tα |p(y)| 2 dy (for T α see Notation 2.1). While y varies inside T α we observe that S(y) ⊂ S * α and therefore
Now the lemma is proved applying multiplication and summation arguments as in the proof of Lemma 3.7 once more. 
Lemma 3.11 If
we obtain p := Pp ⊥ on the cuboid Q * α and with the Poincaré inequality
We want to derive estimates for ∂ yip (y), i = 1, 2. Hereunto for y ∈ T α , h > 0 we abbreviate S l,i := S(y + he i )\S(y) and S r,i := S(y)\S(y + he i ), and treat
Note that since |S l,i | = |S r,i | coincident constants inside the integrals drop out, which justifies the change of p for p ⊥ , which then is replaced by p. We continue
, and it is sufficient to repeat the summation trick with weights to finish the proof.
Main result
Theorem about asymptotics
γ+1 (∂Ω) 3 .
1.
If there is j ∈ Z such that β < j < γ this solution has the asymptotic representation
, for any τ < γ, and c d ∈ R. The functions π −j,d are defined in Notation 3.2. Moreover, V and p comprise the functions v i , p i solving systems (2.3) for i = 1, 2. Furthermore it holds the estimate
, where (4.2)
2.
If there is no j ∈ Z between β and γ, then the sums in (4.2) are not present, i.e. v ∈ W l+1 τ (Ω) 3 and p ∈ W l,1 τ (Ω), for any τ < γ.
Remarks: (1) Note, that concerning the prescribed (better) data in Th. 4.1 indeed, f ∇ as well as g are supposed to carry the weight γ + 1, while one would expect γ to be enough. (2) We cannot prove that the constant c = c(τ ) in (4.2) is finite as τ → γ.
P r o o f. Firstly, as in the proof of Lemma 3.8, we find an extension G of the boundary data g, look for v := v − G as solution to an adjusted problem with zero boundary data, and write then v instead of v. Note that since we choose G with
the adjusted data are in the same spaces as f and f ∇ , and further on denoted by f and f ∇ , for convenience.
Then -secondly -we multiply this problem by the cut-off function χ to consider the problem on the layer Λ, but keeping the same notation for the truncated quantities. Since the coefficients in the commutators have compact supports there is no change in the respective spaces.
Our first central idea is to use the asymptotic representation (3.7) for the mean-value functionp as solution to the Laplace-like problem in
where L is defined in (2.7) and the right-hand side f is constructed as follows: We take Green's formula
and, for arbitrary q ∈ C ∞ 0 (R 2 ) insert the expressions
Note that due to its definition V = 0 at ∂Λ and ∇ ξ · V = 0 in Λ. We compute
where matrix A (from (2.8)) is constant, while B(ξ) satisfies S B(ξ) dξ = 0. We set
Now we add and subtract
Lq dx at the left-hand side of (GF). Then, finally, after pushing the terms
|T |p )Lq dx to the right, the so constructed right-hand side is our f in (4.3).
Our aim is to prove that this f is a functional on q ∈ V 3 −γ+2 (R 2 ). For this we apply the Hölder inequality to find
For the remaining terms in f taking into account Lemma 4.3 we may write
Here we have used that as a consequence of Lemmata 3.7 and 3.9 p ∈ W l,1 β (Λ) and that
. Thus, applying Lemma 3.4 for l − 1 = −3, we dispose of a representation
, and the estimate
Now, we need an estimate of p itself. Firstly, by Lemmata 3.10 and 3.11 we know that p ∈ V 1 β (R 2 ) whereas since π −j,d ∼ r −j as r → ∞ (with β < j < γ) also
This means in particular, that
for any τ ≥ 2κ .
Now we apply a second central idea:
We understand the expression
as the result of the action of the functional p ∈ V
This integral is finite under the condition τ ≥ −2 + β + γ, which ensures that p ∈ L 2 κ (R 2 ) for any κ ≥ −1 + (β + γ)/2. The relation "≥" here is important since we need to use this assertion several times to approach the weight index γ. In this way repeating our procedure we can come as close as we want but cannot reach γ itself.
Finally, how do we use the information obtained for p? We come back to our representation of the solution and abbreviate
We denote f := −∆ v + ∇ p, f ∇ := −∇ · v and g := v| ∂Λ . Due to their construction f , f ∇ , and g are O(r −j−3 ). Consequently, for any ε ∈ (0, j − β + l) we conclude
Moreover, with the same arguments
Now, if we splitp
only estimates for the following terms are missing:
. Similarly to the procedure in the proof of Lemma 4.3 we find
Thus, the integrals in (4.9) are continuous functionals on V 1 γ (Λ). We improve our estimate forp in the following way: For any t > 0 we define for some σ > β − 1
and find
All integrals on the right-hand side converge for σ = 1 2 (β + γ). Thus, with t → ∞ we have proved that
Here the considerations for
γ+1 (∂Ω) 3 are finished. For l ∈ N it can be calculated that
We apply Lemma 3.7 to problem (SP) with the tilde-terms and obtain thatp ∈ W l+1,1 γ (Λ) while the ("rough") estimates in Section 3.2 together with (4.7) provide inequality (4.2). This ends the proof.
Below several times we will derive estimates where we have a multiplicative relation on the right-hand side, which is first calculated on the cells. Unfortunately, we cannot carry them over to the respective infinite domain by simply summing the estimates on the infinite number of cells. Nevertheless, to obtain a multiplicative estimate in R 2 or Λ we can apply the following simple algebraic lemma. 
Lemma 4.2 Let the series
where c(p, v) = c ( p; W 1,1
P r o o f. Note that the the expression at the left of (4.11) is R from (4.6). We start to estimate the second integral in (4.6). Let x α be the coordinates of the centre of S α and
We want to show an estimate for the (modulus of the) difference
namely, that it holds
From (4.12) and Lemma 4.2 then follows that finishes the proof of Lemma 4.3.
Existence of energy solutions
A natural interest is to find solutions with finite energy, i.e. such that ∇v ∈ L 2 (Ω) 9 . In the case, when f ∇ = 0 and g = 0, it is known, that there exists a unique v ∈ H 1 (Ω) 3 ∩ {v : v = 0 on ∂Ω , ∇ · v = 0} solving (SP). For non-zero divergence the theory is more involved. Firstly, we must solve the divergence problem
under the compatibility condition
In our domain it is possible to provide a frame for this problem introducing the weight ω(r) := (1 + r 2 )(1 + (ln(1 + r)) 2 ) (5.1) and considering the setting
where τ stands for the tangential direction. Note as r → ∞ obviously, ω(r) ≤ c ε (1 + r) 1+ε for any arbitrarily small ε > 0. The application of our result [17, Th. 3.4] for the Neumann problem to
yields a unique (up to an additive constant) solution Φ to (5.3) such that ∇Φ ∈ L 2 (Ω) 3 and ω −1 Φ ∈ L 2 (Ω). After that we have to deal with the tangential component solving
However, there is a classical local procedure (see e.g. [4] ) to solve (5.4). In this way and rescaling we find a solution v of problem (div) such that v ω ; L 2 (Ω) 3 + ∇v; L 2 (Ω) 9 ≤ c A , where (5.5)
Finally, after this result concerning the velocity part of the solution to (SP) we want to reconstruct the pressure. For this we use spaces of functions for which the L 2 (Ω)-norm of the functions multiplied by ω and ω −1 , respectively, is finite. We take some ϕ such that ωϕ ∈ L 2 (Ω) with Ω ϕ dx = 0. Then, we have a solution w ϕ to (div) with right-hand side ϕ and zero boundary data fulfilling
We consider the integral identity
Obviously, we find
Thus, we proved: 
Remark 5.2
In case that the compatibility condition (CC) is not fulfilled we can provide solutions with an additional term having a logarithmic behaviour as r → ∞ precisely as in [17] .
