We describe an implementation of a general standard basis algorithm, valid for any monomial ordering compatible with the natural semigroup structure. We concentrate on new strategies which have proved useful, in particular in the non-wellordering case. Moreover, we describe the first implementation of Schreyer's method to compute syzygies and compare it with other, more classical methods. Comparisons of the computing time of several examples in the system SINGULAR give hints as to which strategies should be used in different classes of examples.
Introduction
The use of Gr6bner basis computations for treating systems of polynomial equations has become an important tool in many areas, reaching from pure mathematics to industrial applications. Despite the well-known complexity of Buchberger's algorithm, it has turned out to be very practicable for many special cases of interest. Actually, several of these applications became possible because of an improvement to certain strategies, for instance which pairs can be discarded or which should be considered first in the algorithm (cf. [7] , [8] ).
In contrast, very little is known about good strategies for computing standard bases in the local case, that is for monomial orderings which are not well orderings. The correctness and termination of a standard basis algorithm for such general semigroup orderings (a generalization of Buchberger's algorithm and of Mora's tangent cone algorithm) has been proved in [9] . In this article we describe its implementation in the system SINGULAR and present algorithms and strategies which have already proved quite useful in making possible standard basis computations in the local case, which were impossible by other means.
The strategies are based on heuristics and on a lot of experiments over the last years. Following tradition, we describe the implementation in a kind of pseudo code, explain the heuristics and justify our conclusions by a set of examples (which we have chosen in a representative manner from a much larger set). A publication of these methods would seem to be useful because of the practical importance of the standard basis algorithm and the lack of better methods.
Besides standard bases we compare different methods for computing syzygies. Syzygetic methods have grown to be an important tool in constructive module theory (cf. [-5] ) and the need for efficient algorithms seems to be important, at least in mathematical applications. We present experiments with different methods and with the first implementation of Schreyer's algorithm (cf. [18] , [-9] ).
The implementation of the standard basis algorithm in SINGULAR and the strategies are described in Sect. 1. The most relevant new methods are the HCtest and the ecartMethod. The HCtest has dramatic impact on the efficiency of the algorithm for zero-dimensional ideals in the local case. It was first found by Pfister and SchemmeI and has been implemented in a forerunner of SINGULAR since 1985. It consists of the computation of the minimal monomial not contained in the initial ideal and discarding all bigger monomials in further computations. The HCtest has also been used and proven to be fairly successful in an early implementation of the tangent cone algorithm by Zimnol [, 19 ] (which was based on ideas of H. Brakhage).
The ecartMethod consists of the choice of a weight vector of positive integers such that the weighted ecart of the input polynomials, with respect to this vector, become as small as possible. Of course, this method is most useful if the system offers an automatic choice of the ecart vector. In SINGULAR the automatic choice is realized by optimizing a certain functional but the user also has the option to choose his own ecart vectors. The ecartMethod and the functional is described in more detail in [-17] , together with another method to compute weights for the variables, which applies in the classical Buchberger case.
Whilst the HCtest applies only to 0-dimensional ideals, the ecartMethod works in any case and is usually superior to other strategies. But we noticed that computing a standard basis with respect to the lexicographical ordering can be very fast in the local case. However, the meaning of this ordering is less clear (it is not an elimination ordering in this case). Nevertheless, it can be used to compute a lexicographical standard basis and then to recompute a standard basis from this one with respect to the desired ordering. Other methods include "morePairs", which has the effect of keeping some useless pairs in order to have better candidates for reduction, and include combinations of different methods. Section 2 contains a comparison of the different strategies by giving the timing for many examples. It should be emphasized that, for local and mixed orderings, it is essential to run a lazy version of the algorithm (cf. [16] ) in order to have a good performance.
The algorithm of F. O. Schreyer to compute resolutions is implemented in SINGULAR. It is the first implementation even in the classical Buchberger case. We believe that this algorithm, and further improvements, will have theoretical as well as practical advantages in many cases of interest, in particular in cases which are far from a complete intersection. On the other hand, it does not give a minimal resolution and computing a minimal resolution step by step is sometimes more efficient. We include a 
Y, X .... ) and (Y_/p2) (Z, K X .... ) (finitely many parameters). Of course, the computations in algebraic or transcendental extensions are very time consuming. We should like to mention, however, that there is only one standard basis algorithm implemented, which covers all possible semigroup orderings and all coefficient fields. Hence, the speed is due to the strategies and not to special tricks of the implementation.
The Standard Basis Algorithm
In SINGULAR the standard basis algorithm is implemented as follows: During the algorithm the set S is sorted by increasing monomial ordering of the leading terms of the elements with respect to the ordering in K [x] (that is t is considered as parameter here).
The set T (respectively L) is sorted by increasing (respectively decreasing) monomial ordering of the leading terms of the elements (respectively the Spolynomial of the corresponding pair) with respect to the following ordering: Now we explain the procedures used in the standard basis algorithm (NF Buchberger denotes the usual normal form in Buchbergers algorithm, cf. [9] ):
Update (S) INPUT: S, a set of polynomial vectors OUTPUT: S, the set of polynomial vectors after the interreduction for all sES DO s:= NFBnehberger (slS\{s}). We call S interreduced if it is treated by Update (S).
HCtest
INPUT: S, a set of polynomials OUTPUT: a boolean value (does a "highest corner" exist?) and, if so, the monomial "highest corner"
(that is r = 1) then it tests if there are ai, ~i ~ 0 such that ta~x~ ~ occur as leading terms in S for all i. If this is true it computes the minimal monomial x" (with respect to the ordering < in K[x]) which is not in the ideal generated by the leading terms of the elements of S(t = 1). This monomial is called "highest corner".
It changes the polynomial arithmetic to cancel all monomials t'x ~ with x ' < x" in further computations.
Remark 1.2 The highest corner HC(I) of a 0-dimensional ideal I c K[x]
with respect to an ordering < is the smallest monomial not contained in I. Obviously, the highest corner of I is equal to the highest corner of the leading ideal L(I).
IfI' c I are two ideals, then HC(F)<HC(I). Since HCtest(S)=HC((L(S))),
we have HCtest(S) < HC(I) where I = (S) and HCtest(S) = HC(I), if S is a standard basis of I. This proves the correctness of the algorithm.
Notice that the highest corner x" is equal to 1 in the case of a wellordering. Therefore, the procedure is called only if x i < 1 for some i. The highest corner for a set of monomials is computed in a combinatorial manner and its implementation is not described here.
The highest corner:
9 correspond to leading terms of S(t = 1), x corresponds to the highest corner x ~.
L:= initPairs (S)
INPUT: S, a set of (interreduced) polynomial vectors OUTPUT: L, the set of critical pairs
It creates the pairset L={(f,g,s)lf, geS, s the leading term of spoly(f,g)}.
Using the criteria similar to Gebauer-Miiller (eft [7] ) useless pairs are cancelled. We have two options: usually the criteria are applied for the pairs {(f(t= 1), g(t = 1)) I f, g eS}, that is in K Ix]. In the option sugar erit we apply it to L using the idea of [8] . The option morePairs (= more pairs in NFupdatePairs) has the effect of keeping some useless pairs in order to have better candidates for reduction. The leading idea is to keep (some of) those pairs which could not be discarded if we had used Lazard's method. In the case of a non-wellordering this has turned out to be useful, since it can help in not creating polynomials with too long tails during the normal form computation. These three series stem from our attempts to disprove Zariski's conjecture (cf. [9] ).
Examples for standard bases: 
I = (--x2ayz -}-t 31 -t3~ -xy25z + t 28 Jr tZTy, -xyz 24 + t 27 Jr t26Z) 2 11. I = (X 2 + y2 _}_ Z 2 __ 2yz 2 + y4 + xy2z, __ 2yz 2 + y4 + xyZz jr x3yz __ yZZ3 ' yZz "Jr x3y--3y3z --2xyzZ) 2
12. Gr/ibe 1 = (x 2 -z 10 -z 20, xy 3 --z 1~ -z 3~ y6 __ xy3w40) 
I = (txz + xyz + xy2z + xyz 2, t2Z + XZ 2 -1-yz 2 + x2yz + xy2z + xyz z, t2X + tZz + XZ 2 + xZyz + xy2z + xyz 2, tXV + XUV + XU2V + XUV 2, tzv + XV 2 "Jr Ul) 2 "Jr X2bll) -I-xRZv -t-XUV 2 , tZx + t2V Jr-XI) 2 + X2Ul) -~-Xbl2V -~-XU/) 2)

J = (--3x2 --t3 -I-x3 --y4, ty + 5x3 --3t 4, --20t2 + x2 --y 2) I = j3 + z j2 ..1_ z2j
Options:
The ordering of the variables is t, x, y, z, u, v, w, a, b, c,..., the computations were done in characteristic 32003. Lazard stands for Lazard's method (homogenization) and Mora for the standard basis algorithm described in Sect. 1 (see also [9] ). The columns have the following meaning: The orderings degrevlex-and lex-are described in [9] We used the test version 0.9 of SINGULAR (May, 1995) and the version 3.0 of MACAULAY (July, 1994) for the tests on HP-UX, 9000/735 with 96 megabyte of main memory.
The symbol "#" indicates usage of more than 120 megabyte and "-" indicates that this option does not make sense. * means degree bound exceeded in Macaulay. The time is given in seconds. The time 0 indicates less than 0.5 seconds.
Compate the following Table: , The above examples and many more tests which have not been documented show the following pattern:
1. The HCtest is essential for 0-dimensional ideals. In SINGULAR it is checked automatically whether all axes contain a leading monomial, regardless of whether the ideal is 0-dimensional or not (which is not very expansive). If this is so, the highest corner is computed and used as described in Chap. 1. In almost all cases this is the fastest option. Of course, it may be combined with the ecartMethod (and is so in SINGULAR if one chooses the ecartMethod). Moreover, if it is known in advance that the ideal is 0-dimensional we have the option fast HCtest (fHC) which does the following: in case all but one axes contain a leading monomial the search for a leading monomial on the last axes has priority. This (as for other options) is achieved by sorting the sets appropriately. 2. The ecartMethod applies to any ideal and can be extremely fast if one has a good feeling for the weights. In practice this option is most useful if the system automatically offers an ecart vector w. In SINGULAR this is implemented by choosing w such that the sum of the weighted ecart over all generators of the ideal (normalized in a certain way) is minimal. Other variants are under experimentation (cf. [,17]). 3. The sugar option is generally good and is a default option in SINGULAR. 4 . If the ecartMethod is not successful, it is usually recommended to use the option morePairs. 5. If the above options are not successful one should use morePairs and sugarCrit. 6. Lazard's method is in general slower than the other options, although it is sometimes surprisingly fast. In general it seems to be at least a safe option (there are no #). 7. As the above timings show, the lex ordering is often the fastest. Since it is not an elimination ordering in the local case, its use is very limited (e.g. the dimension is computed correctly but not the multiplicity). But it can be used as a preprocessing in the sense that we first compute a standard bases with lex-and then transform this standard basis into one with the desired ordering, either by linear algebra methods or just by using it as an input to another standard basis computation. There are examples where this method, combined with the ecartMethod, is the only way to compute a standard basis for degrevlex-.
These are general principles which have proved useful. Moreover, in SINGULAR the options can be combined by the user. Of course, there are always special examples with different behaviour. For example, in E.g. 12 sugarCrit + morePairs is very good, but in example 1 it is the worst option. There is no option which is universally the best. The standard basis algorithm is extremely sensitive to the choice of the strategy, in the local case (Loc< K Ix] = K[-x] (~)) even more than in the inhomogeneous Buchberger case. The homogeneous Buchberger case, on the contrary, is much less sensitive to the choice of the strategy and is very stable. This explains why Lazard's method did always succeed, but on average is much slower. The ecartMethod (in connection with HC) seems to be by far the best. For most of the examples we used the automatic weight vector offered by SINGULAR, but for some we found a much better one by inspection of the input. In example 16 lex, together with d(lex), is the best (less than 0.1 seconds). The conclusion is that at the moment a system has to offer several strategies, a default one which is good in most cases, but also gives the user the possibility of another choice. Moreover, for computations in characteristic zero or over algebraic extensions the growth of the coefficients has to be taken into account in the strategies.
We tried to compare the timings also with Faug~re's GB, but GB neither offers the ordering used in Columns 1 and 2 nor the tangent cone orderings used in the remaining columns. Testing several homogeneous examples in positive characteristic with degrevlex ordering showed, however, that SINGULAR is about 1.4 times faster than GB (on a Sparc2 and on an IBM RS/6000).
Examples for resolutions:
1. the homogenization of Example 1 with respect to w (t, x, y, z, w the order of the variables) 2. the previous example with (w, t, x, y, z) being the order of the For these examples we computed a minimal resolution with MACAULAY and SINGULAR using the regularity bound (cf. [5] ) with the ordering degrevlex (without this bound the computation is, at least for complicated examples, usually much slower) with two different strategies, and computed a resolution with Schreyer's method (SING/SCHREYER). The first column, MAC, is the,computation with Macaulay. The second column, Strat 1, computes a minimal resolution: after the computation of every module in the resolution the set of generators of this module is minimized.
The second strategy, Strat 2, uses selection strategies similar to Schreyer's method (cf. [ 19] ) and minimizes during the computation of the resolution whenever possible.
SING/SCHREYER is the algorithm described in [9] as implemented in SIN-GULAR.
Conclusions:
The computation of more than 100 examples has shown that there is no best strategy. Minimizing whenever possible has the advantage of keeping the set of generators of a module small but it is not for free and has the disadvantage of sometimes creating more complicated generators.
Schreyer's algorithm computes a standard basis of each module in the resolution with respect to a special ordering depending on the generators of the preceding module (cf. [9] ). Using this knowledge allows an implementation which makes the algorithm sometimes quite fast. On the other hand, since no minimizing is possible
