I. INTRODUCTION
With the development of infrared (IR) sensor technology, the field of application of IR images has widened. IR imaging is most commonly used in the military and security sectors, which use IR imaging to monitor enemies and detect and remove hidden explosives early on [1] . In addition, there is a famous Microsoft's Kinect [2] , which is a typical example of utilizing IR sensor. Kinect provides depth information and skeleton tracking by analyzing the characteristics of point patterns by projecting specific IR dot patterns onto the object. Recently, the importance of IR images is increasing in autonomous vehicles, which may be a big market in the automobile industry. Unfortunately, it is difficult to recognize an object with only visible (VIS) image in the nighttime with low illumination. Therefore, IR image-based object recognition is preferred for driver assistance in the nighttime [3] .
In spite of increasing necessity of IR technology, the resolution of IR image is normally lower than that of VIS image due to the limited nature of IR sensor, and blur phenomenon often occurs in the edge area of IR images. So, many algorithms for improving the visual quality of IR images, e.g., super-resolution have been developed.
Note that IR image is more effective in low-light environment than bright environment. But, acquisition of highresolution (HR) IR image requires high cost. As a result, effective SR technique is required to generate HR images from low resolution (LR) IR images. For example, Zhao et al. presented a reconstruction method for super-resolving IR images based on sparse representation [4] . Still, there is a limit to improve the resolution only by the IR image.
Meanwhile, various approaches for acquiring IR images and corresponding VIS images together and fusing them to generate a desired IR image have been proposed [5] [6] [7] [8] . Recently, Ma et al. proposed an IR/VIS fusion method based on gradient transfer and total variation (TV) minimization so that it can keep both the thermal radiation and the appearance information in the source images [7] . Bavirisetti and Dhuli utilized anisotropic diffusion to decompose the source images into approximation and detail layers, and computed final detail and approximation layers with the help of Karhunen-Loeve transform (KLT) [8] . They produced a fused image from the linear combination of final detail and approximation layers. Such methods can generate fused images with enhanced contrast, but they seldom improve the resolution of the IR image itself in nighttime or low light environments.
A remaining problem is that IR images obtained in low light environments are usually bright, but suffer from blur phenomenon and low spatial resolution. On the other hand, in a low light environment, VIS images are generally noisy and dark, while their spatial resolution and definition are relatively better than those of IR images.
In this paper, we propose a CNN-based SR algorithm to improve the resolution of near-IR (NIR) images by using LR IR images and HR VIS images simultaneously acquired in low light environments. First, the HF components are extracted from the input LR NIR image and the corresponding HR VIS image. The extracted heterogeneous HF images are input together into CNN. The two input images are concatenated as soon as entering into the network, and pass through the learned convolutional layer to synthesize HR HF image(s). Finally, the synthesized HR HF NIR image is added to the LR NIR image to generate a HR NIR image. The experimental results show that the proposed algorithm provides a higher PSNR of 0.94 dB than the state-of-the-art [7] in low light environments.
II. RELATED WORK
This section briefly reviews recently published CNN-based SR techniques [9] [10] [11] . Although conventional CNN-based SR techniques have been developed for VIS images only, they are meaningful because they can be directly applied to NIR images. Dong et al. [9] applied CNN technique to SR for the first time in the world. Dong et al.'s method, i.e., SRCNN directly learned an end-to-end mapping between the LR and HR images which is represented as a deep CNN that takes the LR image as the input and outputs the HR one.
As an extension of SRCNN, Kim et al. [10] introduced a very deep CNN-based SR (VDSR) with deeper network structure by employing visual geometry group (VGG) network. They used residual-learning and extremely high learning rates to optimize a very deep network fast. Also they adopted gradient clipping to ensure the training stability. As a result, they have demonstrated that VDSR outperforms SRCNN on various benchmarked images.
Kappeler et al. proposed a CNN that is trained on both the spatial and the temporal dimensions of videos to enhance their spatial resolution [11] . Consecutive frames were motion compensated and they were input to the CNN that provides super-resolved video frames as output. This multiple-imagebased SR called VSRnet is meaningful in that it is the first example of applying adjacent frames in a video together with CNN.
The proposed algorithm differs from conventional CNNbased SR schemes in the following aspects.
• It focuses on SR of NIR image, not VIS image in low light environment.
• It utilizes VIS image obtained at the same time as auxiliary information.
• It is based on a CNN structure that simultaneously receives HF information of NIR image and VIS image.
III. PROPOSED METHOD Fig. 1 shows the overall structure of the proposed algorithm. The proposed algorithm consists of three steps: extraction of HF components from input NIR and VIS images, and CNN step, and image generation step. The CNN step of producing HR HF information is composed of concatenate layer and convolutional layer(s). It combines VIS image and NIR image to synthesize HR HF component corresponding to LR NIR image. Finally, the HR NIR image is reconstructed by adding the output of the CNN step and the LR NIR image. It is assumed that the NIR LR image has already been up-scaled by a bi-cubic filter so that it has the same spatial resolution as the NIR HR image.
A. High-Frequency Extraction
This section describes the HF extraction step, which is the first step of the proposed algorithm (see Fig. 2 ). First, when NIR LR image or VIS HR image is input, it is down-scaled through bicubic filter (D) and then up-scaled through bicubic interpolator (U) to generate low-frequency (LF) component image(s). Here, D and U have a scale factor of 2. Next, by subtracting the LF component image from the input image, an HF component image is obtained. In this way, the HF components are extracted from the NIR LR image and the VIS HR image, respectively. Finally, the extracted HF component images are input to the following CNN module.
B. CNN Architecture
Inspired by VSRnet [11] , we have designed a network architecture where both NIR and corresponding VIS images are input as shown in Fig. 3 . The network architecture (architecture A) corresponds to the dotted line in Fig. 1 . First, the HF components of the VIS/NIR images which were extracted from Section III.A are input to this CNN module. Each passes through the first convolutional layer and is concatenated before passing through the second convolutional layer. Each concatenated feature merges into one as shown in the dotted line in Fig. 3 , and the feature depth increases. For example, when the size of the image is M × N and the number of filters of the n-th convolutional layer is n C , the size of the NIR data and the VIS data passing through the first convolutional layer are
. Therefore, the input size of the second convolutional layer after the concatenate layer becomes
After the concatenate layer, the features of VIS and NIR images are extracted to the 19 th convolutional layer. Here, the number of layers in the proposed algorithm is assumed to be 20. The final convolutional layer is the NIR HR HF reconstruction process by fusing the HF components of VIS HR and NIR LR images.
On the other hand, the structure of the proposed algorithm can be changed according to the location of the concatenate layer after the convolutional layer as shown in Fig. 4 . For example, if we place a concatenate layer after the n-th convolutional layer, the input size of the (n + performance change of the proposed algorithm according to the CNN structure will be described in Section IV.C.
We arranged a pair of cascaded pairs of Rectified Linear Unit Layers (ReLU) [12] after the convolutional layer, and used a total of 20 convolutional layers. The feature depth of the convolutional layer prior to the concatenate layer was 64 as in [10] . Since CNN has two inputs as described above, the output depth of the convolutional layer after the concatenate layer is doubled, so that the feature depth is 128.
C. CNN Learning Stage
In the CNN learning stage, the original images, i.e., the HR NIR images are used as the label images. As shown in Fig. 5 , NIR LR images are generated from NIR HR images, and those pairs are used during learning stage. Here, D and U with a scale factor of 2 were used.
Finally, the HF component of the NIR HR image of Fig. 3 is generated by the process of Fig. 2 . For the learning, input and label data are mapped on 41 × 41 patch basis.
IV. EXPERIMENTAL RESULTS

A. Experimental Condition
For the experiment, PC with Intel Core i7-6700K CPU@4 GHz and 64 GHz RAM and GeForce GTX Titan X graphics card was used. As CNN module, Caffe library [13] was adopted. All the dataset images used for learning and testing were the VIS and NIR image pairs captured by the RGB-NIR camera [14] [15] [16] [17] . The training images are 20 sets of 1024 × 682 VIS / NIR images [14] taken indoors, and the images used in the test are some of the images used in [15] [16] [17] as shown in Fig. 6 . In addition, test 1 to 4 images in Fig. 6 are VIS and NIR image pairs in a bright environment, and test 5 to 8 are VIS and NIR image pairs taken in a low light environment. NIR and VIS images have the same spatial resolution. Test 1 to 4 are all 1024 × 682 resolution images, and the resolution of test 5 to 8 is 1442 × 1006, 1147 × 800, 800 × 600, and 800 × 600, respectively. Note that the NIR LR image used as the test Fig. 3 . Multiple input network structure (expansion of the dotted line in Fig. 1) . Each of the HF component of VIS and NIR inputs are passing through the first convolutional layer separately, and concatenated after the first layer as the part shown in dotted line. We cascade a pair of convolutional layer and ReLU layer repeatedly after the concatenate layer to fuse visible information with NIR information. We denote this structure as Architecture A.
Architecture B Architecture C Fig. 4 . Examples of network architectures. Multiple inputs are concatenated after the 10 th convolutional layer in the Architecture B. Architecture C concatenates both data after the 19 th convolutional layer. T e s t 2 T e s t 3 T e s t 4
Test 5 Test 8 Test 7
Test 1 Fig. 6 . Thumbnails of NIR test set. Test 1-4 (1024×682) were taken at a bright environment, and test 5 (1442×1006), 6 (1146×800), test 7-8 (800×600) were taken at a low light environment. image is generated from the NIR HR image according to Fig. 5 . VIS HR images were used in the original resolution. As a result, the proposed scheme up-scales the input NIR LR image with an up-scaling ratio of × 2.
Bi-cubic and the latest CNN-based SR algorithm, VDSR [10] were chosen for comparison with the proposed algorithm. In order to evaluate the performance of CNN itself used in the proposed scheme, the version that receives only NIR which is called SingleNet is also compared with them together. The proposed algorithm that receives both NIR and VIS inputs is called MultiNet relatively. Those algorithms are evaluated in terms of quantitative metric, i.e., PSNR as well as subjective visual quality. Fig. 7(a) , (b) partly shows the results for 'test 3' and 'test 4' images acquired in a bright environment. We can find that VDSR provides better image quality than bicubic. However, we can still see it blurred. SingleNet also has similar image quality to VDSR. On the other hand, MultiNet, which is the authentic proposed technique, improved the resolution of NIR image clearly like VIS image. Similarly, Fig. 7(c), (d) compares the results for 'test 6', 'test 8' images obtained in low light condition. We can observe that the image quality of the proposed algorithm is better than bicubic and VDSR. Note that the image quality very close to the original NIR HR image is obtained. Table 1 shows the results in terms of PSNR. For a test set obtained in a bright environment, MultiNet has a PSNR of 2.42 dB higher than VDSR on average. Although the disparity is somewhat reduced for test set obtained in low-light environment, MultiNet still has an average PSNR of 0.94 dB higher than VDSR for test 5-8 images.
B. Evaluation Results
The proposed algorithm shows clear SR result because it replaces the HF component, which is fundamentally insufficient for NIR image, with the HF component of VIS image. Also, the proposed algorithm adopted CNN to improve the resolution while suppressing possible artifacts.
C. Evaluation of Network Architecture
In Section III.B, we mentioned that the performance of the proposed algorithm depends on the position of the concatenate layer. This is because the features of the input image passing through each convolutional layer are extracted differently depending on the position of the concatenate layer. So we performed the verification of architectures A, B, and C in Fig.  3 and 4 to investigate the performance of the proposed algorithm based on concatenate layer location. Table 2 shows the comparison results for three architectures. As shown in Table 2 , the performance of architecture A is the best, and the performance of architecture B and C are degraded as the position of the concatenate layer approaches the final convolutional layer. The reason is that architecture A can pass through more convolutional layers after concatenate layer than architectures B and C, hence it can extract and utilize further information of VIS and NIR images.
V. CONCLUSION
In this paper, we proposed a CNN-based NIR image SR technique using VIS image in a low light environment. The proposed algorithm fuses the HF components of NIR image and VIS image based on a CNN structure. As a result, the missing HF component of the NIR image was effectively reconstructed by the HF component of the corresponding VIS image. In the low light environment, PSNR of the proposed algorithm is improved by 0.94dB on average in comparison with a state-of-the-art SR, i.e., VDSR. 
