In a decision-making process, relying on only one objective can often lead to oversimplified decisions that ignore important considerations. Incorporating multiple, and likely competing, objectives is critical for balancing trade-offs on different aspects of performance. When multiple objectives are considered, it is often hard to make a precise decision on how to weight the different objectives when combining their performance for ranking and selecting designs. We show that there are situations when selecting a design with near-optimality for a broad range of weight combinations of the criteria is a better test selection strategy compared with choosing a design that is strictly optimal under very restricted conditions. We propose a new design selection strategy that identifies several top-ranked solutions across broad weight combinations using layered Pareto fronts and then selects the final design that offers the best robustness to different user priorities. This method involves identifying multiple leading solutions based on the primary objectives and comparing the alternatives using secondary objectives to make the final decision. We focus on the selection of screening designs because they are widely used both in industrial research, development, and operational testing. The method is illustrated with an example of selecting a single design from a catalog of designs of a fixed size.
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However, the method can be adapted to more general designed experiment selection problems that involve searching through a large design space. 
| INTRODUCTION
When selecting a designed experiment to screen the impact of potential factors on one or more responses of interest, the objectives of the test or study need to be carefully considered and matched with criteria used to evaluate the appropriateness of the design. Screening experiments are generally used early in a testing regime that employs a sequential experimentation strategy to explore a moderate to large number of factors. The goal is to determine which factors have the largest impacts on the response(s), with first-order effects and two-factor interaction effects being of primary interest. Quadratic effects, which capture curvature in the response surface, may also be of some interest. In operational testing environments, which often involve many factors including design factors, environmental and nuisance factors, and factors that are difficult to change, cost-effective and tailored designed experiments are a necessity. Resources are often at a premium in these experiments because of the high-cost nature of these tests. It is important to have a design selection strategy that maximizes the information learned in the experiment while satisfying several different competing priorities given the experimental resources, which include the number of runs, time, equipment, and operators available.
In this paper, we illustrate a multiple criteria assessment strategy for evaluating and prioritizing designs from a design catalog. This strategy will ensure that the best design (that which matches the specific priorities of the test) can be selected. We first describe several useful categories of objectives to evaluate designed experiments. We then define quantitative criteria to assess what constitutes a best design based on how well each design fulfills the requirements for that objective. When considering multiple criteria, the best choice could change depending on how we prioritize or weight each of the criteria. A common strategy to balance different priorities is through a desirability or utility function. 1 Desirability functions (DFs) combine quantitative metrics of the different objectives into a single expression using weights to reflect the priority of each metric. A user-specified weight combination on the criteria specifies how each criterion is prioritized relative to the others. Therefore, we discuss the trade-offs between an optimal, local optimal, and nearoptimal design. We define an optimal design as the design that is optimal for a single criterion. A local optimal design is one that is optimal for a particular weight combination of the multiple criteria combined into a DF. A near-optimal design is one that, while not necessarily strictly optimal, is among the leading (top-ranked) choices across a broader range of weight combinations (as opposed to a particular combination) for the chosen criteria. The optimal and local optimal designs have been extensively studied in the literature. This paper proposes a new near-optimal design strategy to explicitly evaluate the impacts of weighting choices on the design selection and the trade-off between design superiority within more narrowly restricted weight regions with a focus on designs with near-optimality across broader user priorities. Different people using the results from experiments often have divergent views of the importance of the different objectives of the test. For example, leadership in the Department of Defense, a program manager, and a program's chief tester may not all agree on the priorities in an operational test. We show that there are situations when selecting a design with near-optimality for a broad range of weight combinations of the various criteria is a better test selection strategy compared with choosing a design that is strictly optimal under very restricted conditions. This strategy offers more balance across divergent views rather than emphasizing the optimality for a narrow view. Overall, in many situations it can be beneficial to not focus too narrowly on either a single criterion or on a specific weight combination of a small set of criteria, as these approaches may not lead to a design robust to unanticipated results when the experiment is actually implemented. Pareto fronts (PFs) 2 have been used to identify a top design based on two, three, or four criteria for a variety of design scenarios. [3] [4] [5] Ideal candidates were specified as those that were best for a range of weights representative of general test priorities. This strategy works well for experiments when consensus can be reached about common goals but is difficult when divergent objectives cannot be consolidated to an agreed-upon region of weights for the objectives. In these cases, looking more broadly at near-optimality, here defined as those choices that rank in the Top N positions (as opposed to the best, ie, highest-ranked choice) for a broad range of weight combinations, should be considered. Note we focus on the design selection of a fixed design size, ie, the total number of runs. We use N to denote the number of top designs to evaluate using the proposed method to choose the final design. The Top N strategy for multiple objective decision-making was first introduced by Burke et al 6 to select multiple leading solutions by considering their robustness to different weight combinations. The method identifies the Top N layers of PFs, which form multiple groups of ranked solutions with the top layer containing solutions strictly better than the second layer on all objectives and so on. Burke et al 6 demonstrated the Top N layers of PFs must include the Top N solutions for any possible weight combinations and hence offer an objective set of solutions before evaluating the weight impact and robustness. Burke et al 6 illustrate how the Top N strategy (described in Section 2.2) can be effectively used to identify multiple top contenders when the goal is to choose several results, such as the most critical stockpiles to receive additional funding. This approach can also work well in the context of designed experiments even though only a single experiment will ultimately be run. In this case, looking at the top choices across a variety of prioritizations of the design criteria can give insights into the robustness of multiple-purpose designs that are able to perform well across all the objectives of the test. Graphical methods are used to visualize the alternative design choices and facilitate discussions between stakeholders so they can reach consensus about which design best balances the priorities. Since stakeholders involved in the decision-making process may have diverse quantitative and statistical skills, graphical methods are accessible and allow equal participation during discussions. In addition, since some characteristics of good designs are difficult to compress into single-number summaries, the strategy of highlighting a small set of leading candidates to examine more closely with qualitative or highdimensional summaries is advantageous. This matches the strategy described by the Define-Measure-ReduceCombine-Select (DMRCS) process 7 and positions the experimenter to better understand leading alternatives, while keeping the decision-making process manageable. The method described is general in that the criteria considered, how they are combined into a quantitative summary through a DF, and how close to optimal the experimenter wishes to stay can all be chosen separately and are based on the given test. This paper illustrates the method for the catalog of designs introduced in Schoen et al 8 and further studied in Jones et al 9 for a two-level five-factor 24-run screening experiment, considering cases with a wide variety of objectives. The categories of criteria considered are (a) good estimation of model parameters for models of various complexity, (b) good prediction capabilities throughout the design space, (c) power to achieve statistical significance when testing factor effects, (d) correlation between terms in the model, (e) bias for estimation of terms in the model and/or natural variability, and (f) performance of the designs if some factors are not active and projections to lower dimensional design spaces are considered. Numerical summaries of the different criteria for each of these categories are provided for all designs in the catalog. We explore designs that rank in the top three across ranges of weights when simultaneously considering three design criteria. The method is general enough to be applied to seeking any Top N designs based on considering any set of chosen criteria. However, the authors recommend a careful examination when choosing the set of criteria because considering too many criteria simultaneously will lead to too many possible choices to consider and often mediocre solutions. The particular choices of which criteria and how narrowly to consider near-optimality can easily be adjusted based on the priorities of the experimenters. The top three designs for an assortment of sets of criteria are given, and discussion is provided for several cases where the choice between "best (top one choice) for a smaller set of criteria weights" is contrasted with "nearly-optimal (among the Top N choices) for a larger set of criteria weights." We hope that providing both the raw summaries for the collection of designs as well as top choices for some common groups of objectives will allow the experimenter to choose a design that most appropriately matches their priorities in a particular study. Computing tools for replicating the investigations summarized in this paper for other scenarios and collections of designs are also provided. Section 2 provides details about the criteria that were considered as well as some background on PFs, layered PFs, and the DMRCS decision-making process, which are the key elements in the proposed design selection process. Section 3 illustrates the method for the catalog of designs for five-factor 24-run screening experiments. Section 4 describes the JMP and R tools available for implementing the described methodology for the general design selection when considering multiple criteria simultaneously. Section 5 provides discussion and conclusions for applying the methodology to other scenarios.
| BACKGROUND
In this section, we provide details of the considered set of criteria to evaluate screening designs, as well as some background on formal approaches for quantitatively examining multiple criteria across a variety of different priorities.
| Criteria
For general design evaluation and selection, we recommend exploring a large number of design criteria that cover different aspects of design performance as well as different possibilities of model complexity, including terms for main effects, two-factor interactions, quadratics, and even third-order terms. Note for our particular example involving only screening experiments with two levels for each design factor, there is no capability for estimating quadratic or higher order terms. Since the general methodology and the developed computational tools are suitable for broader applications than the screening experiments discussed in this paper, we keep our discussion about the method and the tools at a general level for now, and then focus on a particular subset of criteria for the case study on screening experiments. Even though the collection described is not an exhaustive list of all possible design criteria that might be of interest to all experimenters, it does offer a broad spectrum of common criteria applicable to many screening design applications, particularly in the science of test and developmental or operational testing environments.
We use the catalog of 63 non-isomorphic five-factor 24-run designs from Schoen et al 8 as an illustrative example. We organize our criteria into six categories based on the different emphases of the evaluated criteria on various aspects of design performance, which include model parameter estimation precision, prediction variance, power, correlation, bias, and projection. To facilitate discussion of the details of the metrics, we first introduce basic notation for the definitions. Since we explore design performance for models with different numbers of terms and complexity, we first define the model matrices consisting of different groups of model terms.
We denote model matrices consisting of only the main effects (X 1 ) and two-factor interactions (X 2 ). Note X 1 also includes the intercept. Let p 1 and p 2 denote the number of terms included in the model matrices X 1 and X 2 , respectively. For the designs with five factors, we have p 1 = 6 and p 2 = 10. We also define X 12 = [X 1 , X 2 ] as the model matrix for the first-order plus two-factor interactions model. We use p 0 = p 1 + p 2 to denote the total number of parameters in X 12 . The design size is denoted by n, which equals 24 for all of the designs in the catalog for the illustrative example. On the basis of a comparison of the sample size n = 24 with p 1 = 6 and p 2 = 10, we can see that it should theoretically be possible for the screening designs in our catalog to estimate all of the main effects and two-factor interactions. However, since the designs are all at 2-levels, it is not possible to estimate quadratic or higher order terms. Considering this larger design size compared with the 2 5−1 V 16-run design offers extra degrees of freedom for evaluating the error variance.
The first category of design criteria focuses on the precision of estimated model parameters. This objective is typically considered one of the primary considerations when choosing a screening design. It is important to be able to identify which terms in the model are most influential on the response and to have minimal uncertainty associated with the estimated effects. If this is part of sequential experimentation, then choices are often made about which factors to explore further and which to remove. We consider D-optimality and A-optimality criteria 10 (p 469) for the main effects only model (denoted by M 1 ) and for the first-order plus two-factor interactions model (M 2 ). The D-criterion measures the overall precision of all model parameters based on the total volume of the confidence region for all model terms, while the A-criterion only measures the sum of the variances of individual coefficient estimates. Instead of using the original scales for these metrics, we calculate the D-and Aefficiency, which measure the relative performance of a particular design relative to the best performance on the chosen criterion for designs of the same size. We use D 1 and D 2 to denote the D-efficiencies for models M 1 and M 2 , respectively, and A 1 and A 2 for the A-efficiencies for the same models. The criteria values are calculated by:
Larger D-and A-efficiencies indicate good precision for estimation.
The second aspect of design performance concerns the prediction variance. While typically a secondary characteristic in screening experiments, this aspect of the design can be important if the model will be used to predict the outcomes of new observations. We consider the I-and G-optimality criteria 10 
The I-criterion values for M 1 and M 2 are calculated respectively as: 1 and
where the design region of interest R is assumed to be a hypercube such that R = [−1, 1] 5 . Note that computing the I-criterion and G-efficiency is not easily obtained in closed form for most designs and hence requires a large sample of design points across the design space to evaluate their SPVs. We used a combination of a fixed set of gridded points and a stratified random sample to cover both the corners and edges as well as the interior of the design space. Larger G-efficiency and smaller I-criterion values indicate good prediction variance. In addition to the single-number numerical criteria summarized over the design space, we also consider more informative graphical summaries, such as the fraction of design space (FDS) plot 11 . FDS plots display the entire distribution of SPV throughout the design space. This plot allows the user to see any quantile of SPV, how SPV is distributed throughout the design region, and the values of average or worst-case performance used in the optimality summaries. The Gefficiency and I-value are useful to streamline the design selection process from a large set of candidate designs while the graphical summary can be used for a more detailed comparison between the most competitive designs to choose the final winner for a particular scenario. The third category of design criteria considers the average power for detecting different groups of design effects. This criterion summarizes the average power over each of the main effects, two-factor interaction terms, and over the collection of both main and interaction effects. Power measures the probability of detecting a design effect given that there is an effect. Power is dependent on the size of the effect with generally higher power for detecting a larger effect. In many design situations, the experimenters may have intuition about what size of effects are thought to be important. Tailoring the power summaries to match these expectations can help with a priori understanding of how effective the design will be. We explore different scenarios with different sizes of design effects measured by the signal-to-noise ratio (SNR), the ratio of the effect size to detect (δ) and the experimental error (σ).
The power for the jth design effect of size δ with an MT , respectively. Since it is generally not known a priori which effects in a screening experiment are active, the average power allows for a quick summary of what is expected from the design across a given category of terms. In the summary of results for the example in Section 3, we explore different effect sizes with r ∈ {1, 2, 3}. Larger average power indicates a better chance to correctly identify important design effects for the interested group.
Another important aspect considers the aliasing structure of the design matrix, which is measured by the absolute correlation matrix:
where Cov = X ′ X is the covariance matrix of the model
, and| · |takes the absolute value of each entry of a matrix. In general, it is possible to explore the average correlation within each group of effects including main effects, two-factor interactions, pure quadratics, and third-order effects for a general model involving relevant terms. Only the main effects and two-factor interactions are relevant for the two-level screening designs in our example. We look at the average correlation between different groups (here main effects and two-factor interactions) and also the average correlation across different groups. Smaller average correlations are generally preferred as this indicates that the relevant design effects are less confounded with other model terms, and the postexperiment analysis is more likely to be able to separate out the estimates of individual effects. The average correlations give convenient compact quantitative summaries over groups of effects. However, more information can be shown in the color maps of correlation, which display the absolute correlation between all pairs of individual model terms. In our design selection approach, we use the numerical summaries (the average correlations) to streamline the selection process for a large number of designs and then use the more descriptive correlation maps to further examine the leading candidates to guide selection of the final design.
Considering that in many experiments we are unsure about the exact form of our specified model, we may want some protection against potential bias of the model estimates in case the model we chose to fit was incorrect. The following criteria quantify the potential biases on the estimated model coefficients as well as experimental error variance if the specified model is in fact missing some important terms. We first consider this in the context of examining the impact of active two-factor interactions on the estimates of the main effects. The criterion tr(AA
, measures the bias on the estimated main effects when at least one two-factor interaction is active 10 (p 373) . The bias on the estimated experimental error variance 10 (p 374) The last important aspect to consider for design selection is the projection properties to lower numbers of factors. For screening experiments, it is common that only a subset of the design factors initially explored are actually active. In addition to wanting good design performance for the full dimension space (eg, all five factors in our example), we also want good performance when it is projected down to a lower dimension with only a subset of active factors. When there is large uncertainty in the number of active factors, it is recommended to seek a balanced performance across multiple possibilities rather than optimizing based on a single guessed scenario. In our example, we consider the design performance projected down to all subsets of four or three design factors. To obtain the summary of performance in lower dimensions, we average over results from all potential projected models (five models for four factors and 10 models for three factors depending on which factors are assumed to be active) for all criteria chosen from the above-mentioned criteria (23 for the full five-factor case) across all categories of potential objectives. In the end, each design in the catalog is evaluated based on a total of 69 criteria (23 in the full dimension and 46 for projections) on various aspects of design performance.
| Pareto fronts, Top N choices, and ties
Since there are multiple competing objectives for many experiments, it is important to have a strategy for objectively removing noncontenders from consideration while not overlooking a promising option. One approach to multiobjective optimization is Pareto optimization: a technique used to optimize multiple criteria simultaneously while incorporating the experimenter's priorities for the study. A PF identifies a collection of competitive solutions that can be examined before making a final choice. The PF is formed by nondominated solutions, 12 those solutions that are not outperformed by any other solution based on all the criteria. In other words, for a solution on the PF, there is no other solution that is at least as good on all criteria and strictly better on at least one criterion. Since the selection of the PF does not rely on the specification of weights, scaling, or DFs for combining the criteria, it offers an objective set of superior solutions for further exploration. The method is divided into two phases of analysis: (a) an objective phase where potential rational solutions are identified and noncontending choices, which will never emerge as ideal, are eliminated and (b) a subjective stage where the remaining solutions are evaluated for different prioritizations of the criteria. A final decision is made by evaluating the results from phase two of the analysis through the use of several graphical tools [2] [3] [4] 13 . Anderson-Cook and Lu 7 propose a five-step process DMRCS for decision-making with competing objectives. PF optimization is an ideal method used in the Reduce step of this process. Figure 1 shows a representation of a PF for a scenario with two criteria, both optimized by minimizing. Ideally, we would like a solution at the utopia point, the point that has the best possible values for all criteria simultaneously (represented by the triangle in Figure 1 ). However, this ideal solution rarely exists in practice since there are generally trade-offs in the criteria. The solutions connected by the line in Figure 1 make up the PF: the set of nondominated points in the criterion region, with the remaining points dominated by at least one PF solution.
Constructing the PF is straightforward from an enumerated list of solutions, with several software packages having an implementation of this automatically. If the PF needs to be constructed within a search algorithm of candidate solutions, the Pareto aggregating point exchange (PAPE) algorithm 2, 12 and its enhancements 13, 14 for design selection have been used. The first phase of the PF optimization algorithm eliminates noncontending solutions, simplifying the problem and making the final decision more manageable. This phase is independent of any differences in measurement scales of the criteria because the algorithm simply identifies the dominant solutions based on their evaluated criteria values. An advantage of PF optimization is that it separates the objective and subjective phases and allows decision-makers to bring their own priorities only into the subjective phase. Decision-makers then examine the optimal solutions for different prioritizations (or weightings) of the criteria only after the initial set of solutions have been objectively reduced. Because of this flexibility, the method can accommodate several competing sets of priorities, particularly when multiple decision-FIGURE 1 Graphical representation of a Pareto front for two criteria makers are involved. The subjective phase also lets the user evaluate the sensitivity of a particular solution based on different prioritizations on the criteria.
The algorithm can be adapted to accommodate any number of criteria. However, we note that the computation time increases exponentially as the number of criteria increases. It is therefore recommended that practitioners be selective on the number of criteria used for optimization. In our example, we restrict our exploration of leading designs to simultaneously consider only three criteria at a time. Including too many criteria not only reduces the computational efficiency but also can result in mediocre solutions due to large trade-offs associated when considering too many criteria.
Pareto optimization helps identify an optimal solution based on user priorities and balancing multiple objectives. In this paper, the goal is not to identify just an optimal solution but also to consider near-optimal solutions that are robust compared with the other designs across a wider range of weight combinations of the criteria. A design that is optimal for one criterion could have poor performance for another criterion. For example, a Doptimal design offers the most precise estimation of the specified model but may provide little protection if the specified model is far from the true model. Another design may offer compromised performance on both criteria but better robustness when a decision needs to accommodate different opinions on how much each criterion should be valued in the design selection process. To accommodate the desire to consider near-optimal solutions in the design selection, we have adapted the PF approach 2 to include the Top N solutions, not just those which are strictly best. Layered PFs 6 allow all designs that could rank in the Top N choices to be identified as they consider potential solutions that lie just behind the PF as potential candidates. Considering optimal and nearoptimal designs provides a larger pool of potential solutions to evaluate. Designs under consideration may not be strictly optimal; however, they may have good performance robust to the choice of the weight combinations on the criteria considered. This is particularly beneficial when multiple decision-makers, with differing opinions, are part of the design selection process. A larger pool of potential solutions also allows subsequent exploration of qualitative or higher dimensional summaries (such as the FDS and correlation plots) to be included in discussions. The inclusion of all Top N layered PFs ensures that any potential near-optimal solution will be considered and that their ranking for any combination of weightings are included when robustness is evaluated. The Top N Pareto Front Search (TopN-PFS) algorithm has been programmed in the JMP Scripting Language (V. 13) and is available as an add-in in JMP 6 . This functionality is also built in an R package named multiple criteria design selection (MCDS) for implementing the methodology proposed in this paper and is discussed more in Section 4. This algorithm can be used to identify the Top N solutions in an enumerated list. The PF must necessarily contain all solutions that are best for any weight combination of an L p -norm form of a DF 2 . By extension, a Top N solution for these forms of DFs will be in the Top N layers of the PF. For example, the second best solution for a given weight choice of a DF must lie on either the first or second PF layer. Hence, reducing the candidate solution set to just consider the Top N layers of the PF will provide an objective set of superior solutions that must contain the Top N solutions without relying on any subjective choices on user priorities.
In the first phase of the TopN-PFS in the JMP add-in, the PF layers are built by finding groups of nondominated points. In particular, the points on the traditional PF are labeled as belonging to layer 1 and then set aside. The next PF layer is built by examining the remaining points. The nondominated points on the PF for this reduced set are labeled as belonging to layer 2 and again set aside. This process continues until the Top N layers have been identified. The R MCDS package uses a method employed in the nondominated sorting genetic algorithm (NSGA-II) [15] [16] [17] for ranking a population of solutions based on layers of PFs. Although the two algorithms use slightly different mechanisms, they serve the same purposes for finding the Top N layers of PFs from which to select the Top N solutions. This phase of the algorithm corresponds to the Reduce step in the DMRCS process 7 .
In the second subjective stage, DFs 1 are used to rank the points from phase 1 for different combinations of weights on the criteria. The different weights allow users to compare changes in the solutions when changing the prioritization of the different criteria. However, the criteria, which measure different aspects of the potential choices, are likely measured on different scales. To allow for a fairer comparison of each criterion, values x ij , denoting the j th value in the dataset for criterion i, are scaled to values z ij such that
; if criterion i is maximized;
; if criterion i is minimized;
where worst i and best i are defined as the worst and best values for the i th criterion, respectively. These scaled values are called "desirability scores." Using these scaling schemes, a value of 0 corresponds to the worst value and a value of 1 corresponds to the best value, regardless of the original scaling or if the goal was to minimize, maximize, or hit a target (which is turned into a problem for minimizing the distance to the target). How best i and worst i are defined depends on the judgment of the decision-maker or on the properties of the particular data set under consideration. In the JMP add-in that was developed in Burke et al 6 , four options are available:
(1) The best and worst values are calculated from the data only in the layered PFs. (2) The best and worst values are calculated from the entire dataset. (3) The best value is calculated from the data in the layered PFs and the user provides the worst values for each criterion. (4) The user provides the best and worst values for each criterion.
In the case of scaling options 1 or 2, for example, if criterion i is maximized, the worst value would be the minimum in the applicable dataset, while the best value would be the maximum. If criterion i is minimized in these scaling scenarios, the reverse is true. In Section 3, we focus on the first two options for identifying the top choices of designs, which are also the choices available in the R package. However, since the original values for all of the criteria are included in tables, implementing alternate scaling is straightforward in the JMP add-in. The third or fourth options for scaling may be appropriate when user-specified reference values are available or if the ranges of the criteria are vastly different. For example, if the range of criterion 1 covers excellent values to very poor values while the range for criterion 2 covers good to fair values, the user may want to supply values for best i and worst i to balance these ranges. The choice of scaling can have a substantial impact on the final designs recommended from the TopN-PFS approach. Hence, careful thought should be given to ensure that the choice of scaling matches the decision-maker's intentions. A sensitivity study should be conducted to understand the impact of the different scaling options.
With the original data transformed to desirability scores z ij (values between 0 and 1), we can fairly combine these values and compare them across different weighting schemes on the criteria. Two common DFs (the additive and multiplicative DFs) are considered for k criteria:
where the weights w i ≥ 0 satisfy ∑ k i¼1 w i ¼ 1, and z ij is the desirability score of the jth solution for the ith criterion.
The choice of DF depends on the priorities of the user. The multiplicative DF penalizes low criterion values more than the additive DF. For example, if one choice performs very poorly for one of the criteria, it is very difficult for other criterion scores to compensate for this performance. The additive DF, on the other hand, is more forgiving of low criterion scores since a very high value for one criterion can override a low value for another criterion. The choice of DF can impact which solutions are highlighted as best with this algorithm. The effect of the form of the DF was considered in a simulation study 18 .
DF scores are calculated for each solution identified in phase 1 of the algorithm and across different combinations of weights on the criteria that match the user's priorities. For each weight combination, the DF scores are ranked from highest to lowest to identify the Top N solutions. This stage of the algorithm corresponds to the Combine step in the DMRCS process. Graphical summaries for comparing and selecting solutions are illustrated for the examples shown in Section 3.
One interesting consideration, particularly in the design of experiments (DOE) application, is how to handle ties. Without careful handling of ties, it would be easy to lose track of potentially desirable solutions. Two types of ties can occur in the TopN-PFS algorithm. The first type occurs in the first phase and occurs when two or more solutions have exactly the same values for all criteria. No matter how we scale the data, these solutions always have the same values of the criteria. Since we wish to include any potential solution that performs well for the criteria, we include all tied solutions. Therefore, to handle ties we choose a representative solution while building each layer in the PF. After that layer of the PF has been constructed, all tied solutions in that layer are added to that layer.
The second type of tie occurs in the second phase of the TopN-PFS algorithm when we calculate DF scores for all solutions. More than one solution may have the same DF score for a particular weight combination of the criteria even though all the criteria values are not identical. Therefore, new ties might be introduced at this stage for a given weight combination. If two or more solutions have the same DF score and are in the Top N, these tied solutions are given the same ranking. More than N solutions could be identified for any weight combination from either source of ties. Once at least N solutions have been identified, no additional solutions are included in the ranking.
| FIVE-FACTOR 24-RUN EXAMPLE
To illustrate the method for selecting near-optimal solutions, we use one of the catalogs of two-level screening designs for five factors in 24 runs, enumerated in Schoen et al 8 and further described in Jones et al. 9 The catalog has 63 nonisomorphic designs, and we refer to the designs with the numbering from the original catalog. To begin the exploration of the designs in the catalog, R code was used to calculate summaries across the categories described in Section 2. Of the 63 designs, only 36 were able to estimate the full main effects with twofactor interactions model (M 2 ), and hence we restrict our reporting to those designs, listed in Table 1 with each design numbered as it was in Schoen et al. 8 Note that for some of the criteria, such as AC T in Table 1 , there are several designs tied for the best available value. This is not uncommon in DOE applications, and appropriate handling of ties is essential. The strategy of eliminating clear noncontenders from further consideration matches with the strategy described in the Reduce step of DMRCS 7 to eliminate choices that are not suitable solutions. The best value across all designs for each of the criteria is highlighted in bold. Note that Design 4 is best for a large number of the criteria, including highest D-, A-, and G-efficiencies and lowest I-criterion value. It is also best for several of the power summaries and the average absolute correlation among two-factor interactions. If the goal was strictly to consider the best estimation of model parameters or prediction throughout the design space for the five-factor scenario, a strong argument could be made that Design 4 is an ideal choice.
In the Appendix, we include results similar to those in Table 1 for the case when a reduced model involving only four (Table A1) or three (Table A2 ) factors are active.
These results average across the five or 10 subsets, respectively, as one or two factors are removed. Table 2 summarizes the range of values observed across the 36 contending designs for each of five, four, and three factors active. In general, as the number of factors (and terms) in the model is reduced, the attainable values improve for all criteria. Design 4 continues to be one of the most attractive designs in terms of its performance on the D-, A-, G-efficiencies, and many of the power and correlation summaries. However, Design 1 is more attractive if reduced models with only four active factors are considered. In this case, Design 1 ties with Design 4 for almost of the criteria for which it is optimal except the average power for two-factor interactions and the average correlation between interactions. In addition, Design 1 is optimal for other criteria including the I-criterion, average power for main effects, and the average correlation between main effects and two-factor interactions. Besides Designs 1 and 4, Designs 2 and 3 are also quite competitive for several criteria. When reduced models with only three active factors are considered, Design 1 appears to dominate for almost all criteria except tr(R ′ R). Note the final design selection should be based on considering the criteria that are most relevant to the particular experiment. For example, if subject matter expertise suggests all design factors are likely to be useful, then the decision should be made based on the design criteria of interest summarized over the full dimension of the five-factor input space.
Recall that each screening experiment has distinct objectives, and which criteria the experimenter focuses on should be matched to the testing goals. An experimenter might naively suggest that since all of the criteria described in Section 2 are potentially relevant to a good screening experiment, all of the criteria should be included when constructing a high-dimensional PF. JMP software 20 allows a PF to be constructed based on as many criteria as desired. For this example, all 36 of the contending designs are included on the PF when including all the criteria, which clearly does not help with highlighting best designs on which to focus for making the decision of which experiment to run. This illustrates the importance of choosing the relevant criteria for a particular testing scenario to ensure that the most important priorities of the experiment are well satisfied by the chosen design. Selecting a large number of criteria leads to both mediocrity in performance of some of the criteria and a very large number of contending designs remaining under consideration.
Hence for the remainder of the discussion, we restrict ourselves to scenarios where the experimenter has carefully selected three criteria on which to focus. Both the R code and the TopN-PFS JMP add-in focus on solutions with this constraint and allow two or three criteria to prioritize. With the inclusion of Tables 1, A1 , and A2, it is possible to use performance on other secondary criteria when making the final decision. In addition to selecting which criteria to focus on, there are additional decisions about how to map the raw criterion values to the The best criteria values are highlighted in boldface.
Abbreviations: AC M × T , average correlation over pairs of main effect and two-factor interaction; AC MT , average correlation over pair of effects from either main effects or two-factor interactions; AC T , average correlation over pairs of two-factor interactions; pwr desirability scale and which functional form of the DF to use. Also, considering that three criteria were chosen as those of primary interest to focus on during the design selection process, each criterion should not be given too small amount of weight when evaluating their contribution to the total performance. Therefore, we constrain ourselves to weigh each criterion for at least 20% of the total weight, which leads to a maximum of 60% weight contribution for each criterion. In other words, we consider a focused weight region 21 in a central triangular region with w i ∈ [0.2, 0.6] in the weight space. While many choices must be made to implement the method and different weight regions may be agreed upon by different decision-makers, we find that discussions among the decision-makers lead to making informed decisions for each choice. Focusing on the weight region that covers different priorities from different decision-makers is an effective way to reach consensus and get more buy-in for the final decision. Next we describe some scenarios that consider various groups of criteria and illustrate how different designs can emerge as potentially desirable solutions. In selecting three criteria to examine with the near-optimality approach, we select aspects of the design which balance some of the diverse goals of a good experiment 10 (p 370) . Table 3 shows 15 scenarios of three criteria evaluated, where regardless of the method of scaling and DF employed, we end up with the same conclusion and identify the same top design. These are chosen from a large number of sets of three criteria where it was relatively common to obtain a consistent result when looking at optimality (strictly best) or near-optimality (close to best). First, we describe the details of the information summarized in Table 3 . The second through fourth columns define which three criteria are being considered. The next three columns focus on optimality and identify the best three designs for maximizing the fraction of weight combinations where that design is strictly best. The final three columns focus on near-optimality by identifying which three designs have the largest fraction of weight combinations for the chosen three criteria for which the design is ranked in the top three choices.
To make this more concrete, consider the additive DF with scaling based on all the designs listed in Table 1 
and is strictly best for 52.4% of the weight combinations of (w 1 , w 2 , w 3 ). Tied for first place based on near-optimality (fraction of time in top three) is Design 3, but this design is never top ranked for any weight combination. This highlights the value in examining those solutions on N PF layers rather than just the first PF layer. The third best design based on near-optimality is Design 1 which is in the top three for 61.9% of the weight combinations and is strictly best for 47.6% of them. This indicates that strict design superiority is often associated with a narrower optimal weight region and hence less robustness to different user priorities. On the other hand, allowing consideration Abbreviations: AC M × T , average correlation over pairs of main effect and two-factor interaction; AC MT , average correlation over pair of effects from either main effects or two-factor interactions; AC T , average correlation over pairs of two-factor interactions; pwr of near-optimality can offer more robustness and broad acceptance to the final decision. From the design selection perspective, the decision is dependent on whether the optimal weight region has comfortably covered all of the weight combinations of interest. If the 47.6% optimal weight combinations have included all sensible weight regions for the experiment, then Design 4 should be selected as the superior design. However, if a broader weight region needs to be considered for the experiment, then Design 1 can be a good choice, which offers nearly as good performance (among leading solutions) for broader weight regions of interest.
Knowing the fraction of weight combinations for which a design is optimal or near-optimal does not provide complete information. Understanding the set of prioritizations for which a design is best can help the experimenter understand if the design matches their objectives. Consider case 8 where the priorities of the experiment are to maximize D-efficiency, minimize the average SPV or I-criterion 10 , and minimize the average absolute correlation between the main effects and twofactor interactions for five factors. From Table 3 , we see that for the additive DF with scaling based on all of the designs listed in Table 1 , Design 4 is optimal for 59.7% of the weight combinations, while Design 1 is optimal for 40.3% of weights. Design 4 is in the top three designs for near-optimality for 100% of the weight combinations, while Design 1 is only ranked in the top three for 57.6% of the weight combinations. Design 3, on the other hand is again in the top three for 100% of the weight combinations. Figure 2 introduces a new graphical summary, the design rank plot (DRP), which highlights the ranking of each design throughout all of the weight combinations, with white color for top rank, light gray for second rank, darker gray for third rank, and darkest gray for ranking below the top three. In Figure 2A , we see that Design 4 is best with a large white region when D-efficiency (bottom left) and the I-criterion (bottom right) are weighted most heavily but is ranked third when the average absolute correlation of the main effects with two-factor interactions are weighted more strongly (top). In Figure 2B , we see that the region for which Design 4 is ranked third is the set of weight combinations for which Design 1 is best. The ranking of Design 1 slips out of the top three for weight combinations where D and I criteria are valued most. Based on this plot, we can identify which design is All the sample scenarios select the same top designs by both methods for four desirability functions (DF) and scaling combinations we have evaluated. The optimal weighting areas reported in the table were calculated using the additive DF with scaling based on all data. The superscripts p3 and p4 indicate the criteria based on the projected designs with three and four design factors, respectively.
Abbreviations: AC M × T , average correlation over pairs of main effect and two-factor interaction; AC MT , average correlation over pair of effects from either main effects or two-factor interactions; AC T , average correlation over pairs of two-factor interactions; pwr better for the regions that are of maximal interest to the experimenter. This plot complements the synthesized efficiency plot. 3 The synthesized efficiency plot focuses on actual performance relative to the best available design for a given set of weights as opposed to rankings. Figure 3 shows the synthesized efficiency plot for case 8 where the criteria considered are D-efficiency, average SPV, and average absolute correlation between the main effects and two-factor interactions. In this plot, there are 20 shades of gray between white and black. Regions shaded white have efficiency that is at least 95% as good as the best available design (and must include those regions for which the design is best). The lightest shade of gray corresponds to a design that is between 90% and 95% efficient, with the next darker shade covering 85%
to 90%, and so forth. Both Designs 4 and 1 are at least 85% efficient relative to the best available design across all weight combinations. The two figures provide detailed information about both the rank of the design as well as their relative performance. Overall, Design 4 is desired if precise estimation is of more interest for considering all five design factors while Design 1 is preferred if only three design factors are likely to be active. If we examine the top designs specified in Table 3 , we see that for a large number of cases, Design 4 is ranked as best. However, there are some other designs that emerge as possible choices depending on which criteria have been identified by the experimenters. In case 3, where maximum power for the main effects is of interest for the fivefactor (D), four-factor (D p4 ), and three-factor (D p3 )
FIGURE 2
The design rank plot (DRP) for the top two designs selected for case 8 in Table 3 based on the D-& I-efficiencies for the firstorder plus two-factor interaction model and the average correlation between the main and interaction effects. A, The top choice, Design 4 from the catalog, is optimal based on the additive desirability functions (DF) for 59.7% of the total weights and among the top three designs for all possible weights. B, The 2nd choice, Design 1, is optimal for 40% of the total weights but is among the top three designs for only 57.6% of the possible weights
FIGURE 3
The synthesized efficiency plot (SEP) for comparing Designs 4 and 1 based on the D-efficiencies for the full dimension of five factors and projections down to four and three factors scenarios, Design 1 is strictly best, with Designs 4 and 3 being near-optimal for 100% of the case but never ranked first. Case 5 identifies Design 2 as best if the priorities are to minimize the absolute correlation between the main effects and the two-way interactions. Design 35 is best if highest priority is placed on minimizing tr(R ′ R), which would lead to minimal bias on the estimate of natural variability if the main effect model was fit and there were active two-factor interactions. Seeing how different designs perform across different options highlights that there is generally no global winner, and the final choice should be made by selecting the best choice for the experiment's priorities.
Next, we consider cases where the choice of the best design differs depending on the form of the DF and the scaling and whether we focus on near-optimality or strict optimality. This is in contrast to the results shown in Table 3 where the same designs are identified no matter which scaling method or DF were used. Some interesting cases are summarized in Table 4 . The structure of the table differs slightly from that in Table 3 with the addition of two columns that describe what form of the DF and what scaling method was used. For entries in this table, more difficult trade-offs between designs may be needed to determine which design is best for a particular scenario. Consider case 1 from Table 4 where the focus is on maximizing power for all terms in the main effects with two-factor interaction model for five-, four-, and three-factor models. If we focus on optimality only, the design which is ranked first for the largest range of weight combinations is Design 1 with 63.2% of the region.
Design 4 is second with 36.8% of the region. However, if we consider near-optimality, then Design 4 is ranked in the top three for 100% of the weight combinations, compared with 78.4% of the region for Design 1. In addition, the experimenter should examine for which weight combinations the designs are ranked best, second, or third. Figure 4 shows the regions where each design ranks in various places. Design 1 is best primarily when more emphasis is placed on scenarios where only three or four factors are active. Design 4 is best when the full fivefactor model is considered but remains ranked in the top three for all weight combinations. Figure 5 looks at the synthesized efficiency plot for Designs 1 and 4 to see how much lost efficiency exists for the designs across all of the weight combinations. Since only white and the lightest shade of gray are present in the plots, both Designs 1 and 4 are at least 90% efficient relative to the best available design at any weight combination of the criteria. Since the designs seem to be quite similar in performance for the primary criteria for this case, it can be helpful to look at Table 1 (and possibly A1 and A2) for information about other secondary criteria that might also be of interest. As mentioned in Section 2, some of the criteria were reduced to single number summaries for ease of comparison, but since this choice between Designs 1 and 4 involves more complex trade-offs, it can also be helpful to look at some graphical summaries to help reveal more details. If prediction throughout the design space is of interest, the FDS plot shown in Figure 6A can help provide additional details about SPV values. On the basis of this summary, Design The superscripts p3 and p4 indicate the criteria based on the projected designs with three and four design factors, respectively.
Abbreviations: AC M × T , average correlation over pairs of main effect and two-factor interaction; AC MT , average correlation over pair of effects from either main effects or two-factor interactions; AC T , average correlation over pairs of two-factor interactions; DF, desirability functions; pwr 4 is superior (lower and flatter) throughout the region than Design 1. Similarly, if one of the secondary criteria of interest is the absolute correlation between terms in the model, the correlation color maps provide more detail than the averages reported in Table 1 . In examining the two designs, we see that Design 1 has zero correlations between the main effects and all two-factor interactions while having more nonzero correlations between pairs of interactions. Design 4 has fewer overall nonzero correlations, but this includes some between main effects and two-factor interactions. Again, we see that choosing between the two designs involve trade-offs with no universal winner. The experimenter will need to carefully consider what to prioritize between competing objectives. Consider case 9 in Table 4 , a specialized case to illustrate a different pair of top designs. In this scenario, assume that a multiplicative DF with scaling based on all of the designs in Table 1 is of interest. The selected three primary criteria are A-efficiency, G-efficiency, and tr(R ′ R) for models based on three-factor models. For this scenario, the top design based on optimality is Design 4, which is top ranked for 70.1% of the weight combinations. However, if we are focused on near-optimality, then Design 19 is ranked in the top three for 97% of the weight combinations. Figure 7 shows the DRP for these two designs and highlights that Design 4 is best for weight combinations where A-and G-efficiencies are weighted more highly. Design 19 is top ranked for only 16% of weight combinations in a region where tr(R ′ R) is weighted about 40%-45%. When we examine the synthesized efficiency plots for these two designs in Figure 8 , we see that the range of efficiencies across the different weight combinations varies considerably more than in previous cases. Here the worst efficiency can be quite small relative to the best available design, and so the trade-offs between the alternatives are more severe. Figure 9 shows the mixture plot from the TopN-PFS add-in with the ranking of the top designs for different and Design 19 (lighter gray). This provides a complement to the information in Figures 7 and 8 for the two specific designs compared. If we introduce secondary criteria to consider, Figure 10 shows the FDS and correlation color maps for the two designs. Again, Design 4 has superior performance with lower SPV values throughout the design region. The color map also shows Design 4 has fewer nonzero correlations between terms in the model and fewer between main and two-factor interaction terms. Although this case has rather specialized criteria that have been considered, it is helpful to examine how the described process for examining top designs for both optimality and near-optimality can lead to better understanding of their performance when different facets of the decision are considered.
With the R code provided, any set of three criteria selected of primary importance for the experimenter can be evaluated with quantification of the fraction where the designs are ranked first or in the Top N. In addition, the design rank and the synthesized efficiency plots enhance that information with more detail about which weight combinations are associated with higher performance for which criteria. The complete summary table with all 69 criteria values as well as the other supporting graphical summaries such as the FDS plot and correlation map add additional information to help break ties and choose between the most competitive designs.
In addition to the 24-run designs presented in detail here, there are other catalogs of relevant designs presented in Schoen et al (2010) . 8 . In Table B1 , we supply some matching criteria values for a subset of the designs from the catalog for five factors and 28 runs. Best values for each column are shown in bold. Again designs for which the D-and A-efficiency values were extremely poor have been removed for brevity. When similar sets of three criteria are selected for this catalog, there is greater consistency of results between the optimality and nearoptimality rankings. This is perhaps explained by the larger design size relative to number of terms in the model to be estimated. As there is less pressure on the designs with more generous sample sizes, the trade-offs between designs become less extreme.
| R AND JMP TOOLS
This section describes the available R package for calculating all the criterion values for the catalog described 
FIGURE 9
The mixture plot from the JMP add-in for showing the top three designs with the weight of A 2 fixed at 50%, and the weights for other criteria varying between 0 and 50%. Darker to lighter gray shades indicate high to low ranks and examining groups of criteria to identify the Top N ranked choices for any weight combination of any of the available criteria. In addition, it summarizes the functionality of the TopN-PFS JMP add-in.
| R package MCDS
The R package MCDS, available from the authors by request, contains functions for performing two main tasks. The first is design evaluation based on the large set of diverse design criteria discussed in Section 2 while the second task is design selection and comparison. This second task is performed based on user-selected subsets of three criteria using both the optimality (finding only the best choice) and near-optimality (considering those choices ranked in the Top N) approaches. The main design evaluation function calculates 34 design criteria for each candidate design in a user-provided list of design matrices with five factors. The criteria include all 23 criteria used for the 24-run design illustrated in Section 3 and additional 12 criteria that are generally of interest to designs with three or higher levels for each factor and considering second-or third-order models. Two additional design evaluation functions can evaluate the list of designs based on the average performance of smaller designs considering all subsets of fewer active factors (particularly for three or four active factors). A summary table (similar to Table 1 ) with up to 102 calculated design criteria values is automatically generated.
For the second task, the package considers three criteria as the primary quantitative criteria for design selection. This restriction is based on the consideration that including too many design criteria often results in too many choices remaining in the Reduce stage of DMRCS. This typically results in a list of choices that is hard to manage and selects designs with mediocre performance. The package offers the flexibility for the users to explore different combinations of the three chosen design criteria for understanding trade-offs and comparing solutions. After applying the optimality-and near-optimalitybased design selection approaches, the package creates summary tables (similar to Tables 3 & 4) to show the top 3 choices with the corresponding weight regions to indicate robustness of performance using the two methods for all specified combinations of criteria.
The package also has four functions to generate four graphical summaries (design rank plot, synthesized efficiency plot, fraction of design space plot, and the correlation color map) to facilitate descriptive design comparisons between the identified top choices. The package also allows exploration of smaller weight regions as specified by lower bounds for individual criteria within the entire weight space when more focused user priorities 21 are desired. The details of all of the designs considered in the 24-run example illustrated in Section 3 with a list of different combinations of interested design criteria are also included in the package to illustrate the use of the main functions.
| JMP add-in, TopN-PFS
The JMP add-in implements the TopN-PFS algorithm described in Section 2. The add-in has a user-interface that allows the experimenter to customize the results based on the priorities of a given test. Given a table with enumerated criteria for each solution, the add-in identifies the solutions in the Top N layered PFs in addition to several graphical summaries to help guide the experimenters to a decision. The user first specifies which columns in the data table contain the criteria of interest in addition to an ID column. The user can then enter in required specifications for their scenario.
These include the number of PF layers to extract, how to scale the criteria, the DF, and which graphical summaries to display. All results are shown in a new window that identifies on which PF layer each solution lies in both a table and in a pairwise scatterplot matrix. Other graphical displays include the mixture plot, proportion plot, parallel plot, and synthesized efficiency plot. The mixture plot uses gray-scale coloring to show the Top N solutions across all evaluated weight combinations. The proportion plot is a stacked bar chart that indicates how frequently each solution is a Top N solution across all weight combinations of the criteria. The parallel plot allows the user to visually examine the trade-offs of one solution over another in terms of the scaled criteria values. Finally, the synthesized efficiency plot, similar to the mixture plot, shows the robustness of each solution across the weight combinations. Across each weight combination, scaled DF scores to the best solution at that weight combination are graphed for each solution. Dark blue boxes in this plot indicate the DF score for that solution is very similar to the optimal solution at that weight combination. Light blue boxes indicate poor performance relative to the optimal solution at that weight combination.
The TopN-PFS add-in is available on the JMP user community page (https://community.jmp.com/t5/JMPAdd-Ins/Top-N-Pareto-Front-Search-for-Structured-Decision-Making/ta-p/36527). A user-guide is included on this Abbreviations: AC M × T , average correlation over pairs of main effect and two-factor interaction; AC MT , average correlation over pair of effects from either main effects or two-factor interactions; AC T , average correlation over pairs of two-factor interactions; pwr page. In addition, the add-in itself includes a help file in the opening dialog box that includes an example demonstrating the capabilities of the add-in.
| CONCLUSIONS
In this paper we have described an approach to consider near-optimal performance with improved robustness to broad user priorities as a complement to strictly optimal performance for more restricted prioritization of a set of design criteria suitable for a particular experiment. A first most important consideration in the process of selecting a design for a testing scenario is to think carefully about the priorities of the study and how to measure these aspects with quantitative measures. Section 2 outlines a number of different criteria that may be suitable for different experiments. Often for screening experiments, good estimation of the model parameters using D-or A-optimality is a primary consideration. However, this objective can be complemented with other characteristics of the design that provide protection against things going wrong or flexibility if the model is different from the one that was originally anticipated. Choosing the right set of objectives over which to optimize is a key to obtaining the best design for the experiment.
Once the criteria have been selected, then a PF approach can be used to objectively eliminate noncontending choices from further consideration. This helps keep the decision space manageable while focusing on the most promising contenders. The novel approach proposed in this paper is to value near-optimality with improved robustness to different user priorities as a complement to more localized strictly optimal performance. Since different people and organizations using the results from operational tests (or in other applications) often have divergent views of the importance of the different objectives of the test, selecting a method that allows for these different priorities to be considered and evaluated is beneficial. We show that there are situations where selecting a design with near-optimality for more robust combinations of the different criteria compared with selecting a local optimal design under more restricted conditions can be a good strategy to balance these divergent views when selecting the designed experiment to implement.
The method of considering how frequently designs are ranked first for different weights of a desirability function demonstrates one level of robustness. We extend this with identifying the top designs that are ranked in the Top N choices for the greatest fraction of weights of interest for the desirability function form chosen to demonstrate robustness based on considering near-optimality. We illustrate the method for a catalog of five-factor 24-run designs and show that different choices of sets of criteria to use for selecting the design make an important difference in the preferred design. Clearly there is no universal winner, and what is important for the experiment goals should be reflected in the choice of final design. Tables of criteria values for diverse objectives are provided as well as some summaries of the leading designs for selecting subsets of the criteria. A table of criteria values for a catalog of five-factor 28-run designs 8 is also provided to allow a practitioner considering this design scenario to conduct their own selection process ( Table 5 ).
Note that the availability of an existing catalog of designs to explore does offer advantages of having deeper understanding of the possible choices across the design space of interest and a simplified design construction process (select from the list instead of search through a large design space). However, the proposed method of using the layered Pareto front approach to evaluate nearoptimal designs for improving the robustness of selected designs to different user priorities can be adapted for the more general practice where designs are constructed from scratch for evaluation and selection. This requires development of a search algorithm for identifying the layered Pareto fronts based on the multiple criteria. Existing algorithms for searching the regular PFs such as the PAPE algorithm 2 and its variations 14 , genetic algorithms 13 , and NSGA-II algorithms 16, 17 can be adapted with the similar design selection process outlined in Section 2.2 built in the search algorithm for seeking the layered PFs.
With the great flexibility offered by the proposed method to explore broader choices of design criteria and user priorities, it requires the experimenters to (a) be sufficiently DOE-informed, (b) understand what are the important characteristics to consider for design selection (see page 370 of Myers et al 10 for a useful list of design properties), (c) understand which characteristics are most relevant or important to their particular experiment, and (d) understand which criteria are useful for measuring those characteristics. We recommend all DOE decisionmakers to make this important investment prior to using any design optimization and selection tools to avoid making naïve or undesirable decisions. The proposed method is advantageous on offering tools and procedures to explore different possibilities and uncovering the hidden trade-offs that are critical to select the best design for their particular experimental goals and supporting more informed and justifiable decisions. Finally, a reviewer suggested that there may be other approaches than looking at ranks to combine the information about each design's performance. Perhaps a weighted sum or average of the raw metrics might be used.
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