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Abstract
This paper proposes a simple and interactive system that allows modifying a photographic picture of a three-
dimensional scene involving architectural elements, so that the user can evaluate the aesthetic effects and the
impact such modifications in the real environment would cause in other people. The method is based on the
existence, in architectural pictures, of three main directions of interest, which are mutually orthogonal. The
identification of vanishing points of such directions allows calibrating the camera used to take the pictures and
also inserting new elements into the scene.
Keywords: three-dimensional edition, camera calibration, projection, pictures, vanishing points, orthogonal di-
rections.
1 INTRODUCTION
This paper presents a simple and interactive system ca-
pable of modifying a photographic picture of a three-
dimensional scene involving architectural elements, by
inserting new objects into certain planes in the scene. The
system is targeted to Architecture, Photography, Public-
ity and Visual Arts professionals whose needs involve
modifying real settings. For instance, architects could in-
sert new three-dimensional objects in building fac¸ades to
evaluate the result of refurbishment or restoration before
spending time and money in the actual execution. Public-
ity professionals might desire to have an early visualiza-
tion of their outdoor campaigns and test their visual im-
pact (see Figure 1). Graphics artists could also enhance
their wall paintings, nowadays so common in big cities,
by testing the aesthetic result virtually and studying the
color and size of their works before they become real.
The system also allows extracting texture with adequate
perspective correction, which could be used for rendering
synthetic 3D models, and obtaining a new view of the
scene in which the projections of vertical lines become
parallel. This last tool is useful in those cases in which
the camera is too close to the object of interest and the
picture cannot be taken by a camera parallel to the vertical
direction (hence, vertical lines seem to converge to their
vanishing point).
The techniques proposed here can be easily embedded
into existing 2D image editing software (for instance, as
plug-ins), in order to provide the user with new, easy-to-
use, geometrically correct tools for modifying 3D scenes.
In Section 2, we will describe the problem of editing
three-dimensional scenes and its possible approaches.
Then, in Section 3, we will discuss in detail the imple-
mentation of the proposed method. Finally, in Section
5, we will draw some conclusions and suggest possible
extensions of this work.
Figure 1: (a,b) Original images; (c) outdoor ap-
plied to the house’s fac¸ade
2 PROBLEM DESCRIPTION
When editing photographic pictures, one commonly
wishes to insert new images in certain planes of the orig-
inal picture or to obtain a new view of the scene using
a projection that preserves the proportions parallel to a
given plane. Such tasks are often executed by feeling - the
user deforms the image, by means of trial and error, until
the desired effect is obtained. However, such process is
time-consuming, tedious, and it not always provides good
results, even for experienced and capable users.
The problem of obtaining three-dimensional information
from pictures has been receiving a good deal of atten-
tion in the literature, but usually with purposes differ-
ent from the ones related to the present work. Several
works [Chen95, MB95, HAA97] approach the visual-
ization problem using image-based rendering techniques
whose goal is to obtain new views of a scene from a set
of images. Other works deal with the three-dimensional
reconstruction of a scene using stereo vision [FRL98] or
adopting mathematical models for the objects present in
the scene [DTM96].
Differently from such approaches, the method presented
here does not seek to obtain a complete reconstruction of
the scene. On the other hand, it uses as input data only
one picture, for which no metric information is assumed
to be known, neither about the scene (such as coordinates
of reference points or measures of elements) nor about
the camera position.
The present work has several points in common with
[P3D99], which provides an environment for extract-
ing three-dimensional information from a single picture.
However, the emphasis of that work is the partial mod-
eling of three-dimensional objects in the scene, whereas
our goal is to provide tools for editing, in a geometri-
cally correct manner, planes of the original picture, by
inserting new objects into such planes with the proper
perspective. This method also aims at allowing the user
to extract a texture from the input picture with automatic
perspective correction. It also provides a way to simu-
late a photographic lens capable of correcting the angular
distortion caused by the perspective projection. We must
note that this projection can not always be obtained with
a real photographic lens.
3 METHOD DESCRIPTION
3.1 Camera Calibration
One of the preconditions to construct geometric represen-
tations from photographic pictures is to know or identify
the parameters of the camera that captured the picture of
interest; among them, the camera orientation and virtual
position in the 3D space. With this information, a trans-
formation is obtained such that, given a point in space, its
corresponding point in the image is located. This problem
is called camera calibration, and a more detailed study
can be seen in [Fau93, TGTL91]. We are considering a
simple pin-hole camera model, which does not take into
account the existence of lenses: the image of a 3D object
is obtained by its perspective projection on a plane 2D
surface through the camera optical center (pin-hole).
Several camera-calibration methods are based on the ex-
istence of reference points in the picture, whose coordi-
nates in the real world are known [CSG98, Tsai86]. Oth-
ers [DTM96] employ known metric information, such as
the dimensions of architectural elements like windows or
doors. In the present paper, we assume that no such in-
formation is available. This is important, for instance, in
situations involving old pictures, for which it is impossi-
ble to recover these data.
The calibration method used in this work, which is the
same as in [P3D99], resorts exclusively to information
on the directions - more precisely, to the vanishing points
relative to three mutually orthogonal directions. As will
be shown next, these vanishing points determine the posi-
tion of the camera optical center and angle of view. How-
ever, without complementary metric information, it is im-
possible to retrieve the focal distance. As a consequence,
objects can be inserted in the scene with correct propor-
tions, but without an absolute control of their size. For
example, in Figure 1, the size of the outdoor can be spec-
ified only in relation to elements in the scene, such as the
floor-to-ceiling height.
The need to identify vanishing points of three orthogonal
directions makes this method especially suitable for ar-
chitectural pictures, in which there are usually three eas-
ily identifiable directions. We also admit the elements to
be inserted on the image, or from which one wishes to ob-
tain information from the image, to be aligned with such
directions.
3.2 Obtaining the Camera’s Position
In this subsection we will show how to obtain the camera
position in relation to the picture from vanishing points
Fx, Fy and Fz relative to the three orthogonal direc-
tions X , Y and Z. In architectural pictures, the choice
of these directions is natural, as they correspond to the
main height, width and depth directions of buildings. The
vanishing points are the points where the lines parallel to
these three directions passing through the optical center
intersect the projection plane. Therefore, together with
the optical center C, they determine three mutually or-
thogonal directions. This condition allows retrieving the
position of the optical center C in relation to the image,
by solving a system of equations expressing the orthog-
onality of ~CFx, ~CFy e ~CFz or by using the fact that C
is projected on the orthocenter of the triangle having ver-
tices Fx, Fy and Fz , as illustrated in Figure 2. The po-
sition (uc, vc, wc) of C is expressed in the image coordi-
nate system Si, with origin on the left bottom corner, two
axes u and v aligned with the borders of the image, and a
third axis w orthogonal to these borders. The coordinates
in this system are expressed in pixels. As already men-
tioned, it is not possible to obtain the real focal distance
unless one knows the dimensions of a pixel. It is also
important to note that the projection of the optical center
does not necessarily coincide with the center of the image
(Figure 3), since the image might represent only a portion
of the original picture.
Figure 2: Location of the optical center
In fact, the user does not directly specify vanishing points
Fx, Fy and Fz : he/she indicates, for each of the main di-
rections, two or more straight lines in the image which are
projections of straight lines in the scene having these di-
rections. The corresponding vanishing point is obtained
by intersecting these straight lines. To allow the user to
indicate the straight lines corresponding to each direction,
the system offers an interface with three pairs of guide-
lines to be positioned over the straight lines in the image,
as illustrated in Figure 3.
3.3 Projection Equations
The camera projection equations associate each point in
space to its perspective projection on the image. The po-
sition of a point P in space is described by means of
its coordinates in the world coordinate system Sm, with
origin at the camera optical center C and axes aligned
Figure 3: Guidelines for the directions, and posi-
tion of the optical center C
with the main directions X , Y and Z. The axes in this
system pass through points Fx, Fy and Fz , respectively.
Since the real focal distance is not known, the coordinates
in this system are also expressed in pixels. To express
them in conventional distance measures one would have
to know, once again, the dimensions of a pixel.
Therefore, the projection equations include a point
(X,Y, Z) of the world in their projection (u, v) on the
image. To write these equations, it is convenient to con-
sider an intermediate coordinate system: that of the cam-
era, Sc, with origin on the optical center C and axes U ,
V and W parallel to the axes of the coordinate system of
the image, Si. Figure 4 illustrates these systems. Given a
point (X,Y, Z) of the world, its coordinates on the cam-
era’s system are given by:
 UV
W
 =
 Xu Yu ZuXv Yv Zv
Xw Yw Zw
  XY
Z
 (1)
where (Xu, Xv, Xw), (Yu, Yv, Yw) e (Zu, Zv, Zw) are
unit vectors corresponding to ~CFx, ~CFy e ~CFz , respec-
tively.
Once such camera coordinates are obtained, obtaining
their projection (u, v) is immediate. In homogeneous co-
ordinates, it is given by: tutv
t
 =
 wc 0 uc0 wc vc
0 0 1
  UV
W
 (2)
Thus, the camera projection equation is expressed by: tutv
t
 =
 wc 0 uc0 wc vc
0 0 1
  Xu Yu ZuXv Yv Zv
Xw Yw Zw
  XY
Z

(3)
Figure 4: Coordinate systems
3.4 Editing in a Main Plane
Once the camera position and the projection equations
have been obtained, it is possible to edit portions of the
image corresponding to projections of images contained
in planes parallel to two of the main axes. We will con-
sider planes parallel to axes X and Y , but the other cases
can be handled similarly.
We assume that the portion of the image to be edited is the
projection of a rectangle with sides parallel to X and Y ,
specified by selecting two diagonally opposed points p1
and p2 corresponding to the projections of two vertices
P1 and P2 of the rectangle. There are infinitely many
points in space that project on p1 and p2, corresponding
to the several depths of Z in which the rectangle can be
located. Since our purpose is to obtain the ratio between
the rectangle dimensions, and not to retrieve their abso-
lute values, this depth can be arbitrarily set. Thus, let us
set Z = 1. We can now retrieve the position of P1 and
P2, and consequently that of the two other vertices Q1
and Q2 of the rectangle and their projections q1 and q2.
We have now established a correspondence between a
rectangle in space P1Q1P2Q2 and its projection - quadri-
lateral p1q1p2q2 - by means of a two-dimensional projec-
tive transformation T ′ , which is the perspective projec-
tion executed by the camera restricted to plane Z = 1.
This correspondence allows retrieving a non-deformed
image of the quadrilateral p1q1p2q2, obtained by a warp-
ing transformation given by the inverse of T ′ . Over this
non-deformed image, new elements can be applied, such
as signs or pictures. These elements can be inserted back
into the original image by means of a warping transfor-
mation inverse to the one applied in the previous step. All
the process described is illustrated in Figure 5.
Figure 6 shows another example, where an outdoor is ap-
plied to a building fac¸ade seen from two diferent posi-
tions.
In many cases, it can be interesting to execute only part
of the process above - for instance, when one wishes to
extract information from the scene instead of inserting
new elements. The non-deformed image correctly dis-
plays the proportions among the elements present on the
plane being edited and preserves their angles, so it can be
used to retrieve the relations among element dimensions
(such as doors or windows) or to extract textures from
Figure 5: Stages of the editing process on a main plane
Figure 6: (a) original outdoor image , (b)(c) build-
ings with inserted outdoors
it, to be used in the construction of virtual models of the
scene. Figure 7 illustrates this process: the texture on the
wall was extracted in a geometrically correct manner.
Figure 7: (a) original picture, (b) extracted texture
3.5 Perspective Correction
Though the images produced by means of perspective
correction are geometrically correct, they are not always
the ideal representation of the object of interest. Particu-
larly, angles are not preserved unless they have sides par-
allel to the projection plane. For instance, when produc-
ing the picture of a building whose height is large with re-
spect to its distance to the camera optical center (i.e., sit-
uations in which there is little depth of field), the camera
has to be inclined in order to include the greatest possible
portion of the object. This causes the vertical direction
to be non-parallel to the plane of the picture, introducing
a vanishing point corresponding to this direction. This
means that the observer has the impression that the verti-
cal edges of the building will meet. Even though this is
perfectly normal, architects often prefer images in which
the vertical direction is parallel to the plane of the picture,
in order to avoid this effect. A possible solution consists
in using special lenses capable of producing pictures with
the desired characteristics [Nik01].
Our system offers an alternative solution, allowing the
user to eliminate the vanishing point corresponding to the
vertical direction. The original picture is reprojected on a
new plane, parallel to vertical direction Y and positioned
at the same distance from the camera as the original pro-
jection plane. We select coordinate axes in this new plane
so that Y is projected according to the vertical axis in this
new picture. This is equivalent to introducing a new cam-
era with the same optical center and focal distance, and
new coordinate axes α, β and γ. These new axes are se-
lected so that β has the same direction as Y and γ has a
direction as similar to W as possible. This is done by tak-
ing γ as the projection of W on the plane orthogonal to
Y , as illustrated in Figure 8. Thus, vectors ~α, ~β e ~γ cor-
responding to these new axes can be obtained from unit
vectors ~Y e ~W (respectively vertical and orthogonal to
the original projection plane) using the equations below:
~β = ~Y
~γ = ~W − ( ~W · ~Y )~Y
~α = ~β × ~γ
(4)
Finally, to obtain the reprojected picture, one only needs
to consider each point (u, v) in the image to have the form
(u, v, wc), then transform it to the coordinate system of
the new camera and apply the new perspective projection.
Thus, a point (u, v) in the original picture is transformed
into a point whose homogeneous coordinates (tu′, tv′, t)
are given by:
 tu′tv′
t′
 =
 wc 0 uc0 wc vc
0 0 1
 αu αv αwβu βv βw
γu γv γw
 uv
wc

(5)
where (αu, αv, αw), (βu, βv, βw) and (γu, γv, γw) are
the unit vectors corresponding to vectors α, β and γ ob-
tained in Equation (4).
Equation 5 determines a warping transformation that al-
lows generating the new image.
Figure 9 shows the original images and the results of the
reprojected pictures generated by the system. One can see
the desired effect: the lines corresponding to the vertical
direction of buildings have become parallel and vertical
in the reprojected picture.
Figure 8: New camera’s computation process
Figure 9: Original images and reprojected pictures
with vertical inclination
4 APPLICATION
The method described in the previous section was imple-
mented in an application for Windows 98, NT4 or above,
available at [VCG00]. The user starts by loading a pic-
ture and performing the camera calibration procedure,
through the positioning of pairs of guidelines for each
one of the three main directions X , Y or Z (Figure 10
and Figure 11). Calibration results can be saved for use
in future sessions.
Figure 10: Guideline initialization.
Figure 11: Guideline positioned along lines paral-
lel to the main directions.
After calibration, the user can retrieve, with proper per-
spective correction, a portion of the image corresponding
to the projection of a rectangle parallel to two of the main
directions. First, he/she specifies whether the rectangle
is parallel to plane XY , XZ or Y Z. Then, two diago-
nally opposed points of the projected rectangle must be
indicated (Figure 12). The projected rectangle is drawn
over the picture and the corrected (unprojected) rectangle
is shown in a separate window (Figure 13).
The unprojected picture can be saved to a file and used
for texture extraction or proportion measurement. It can
also be replaced by a new image and placed back into the
original image, as shown in Figure 14.
There is also a function for eliminating the vanishing
point for the vertical (Y ) direction, in such a way that
vertical lines project vertically in the new image. Figure
15 shows the result obtained when applying that function.
Figure 12: Opposing corners of projected rectangle.
Figure 13: (a) Projected, (b) unprojected rectangle.
5 CONCLUSION AND FUTURE WORK
We have presented a system for three-dimensional edit-
ing of architectural photographic pictures. The method is
simple enough to be used by the professionals it is aimed
at, requiring intuitive information which can be easily
identified in the scenes of interest. The method does not
require previous data about the scenes, so it can be used
with any picture (even historical ones) for extracting in-
formation or inserting new virtual elements.
A limitation of this method is that it assumes the edited
region to be on a single plane, parallel to two main axes.
When this hypothesis is not satisfied, the extracted image
Figure 14: (a) Unprojected outdoor, (b) outdoor
inserted into the original image.
Figure 15: Image with vertically projected vertical lines.
will contain elements with proportions not corresponding
to the real ones. Figure 16 illustrates this. When extract-
ing the marked region from the picture, the elements in
the balcony are also extracted and are displayed with de-
formations (actually, the balcony is treated as if it were
drawn on the wall, instead of being a three-dimensional
element). To address this problem, it would be necessary
to extend the editing surface, considering surfaces formed
by rectangles parallel to the main axes.
Another natural extension would be to consider planes
parallel to only one of the axes. This would be the case
of ceilings, ramps or walls not aligned with the main di-
rections, for instance.
Figure 16: (a) Original image; (b) transformed im-
age, considering all elements on the same plane.
It should also be considered the introduction of auto-
matic or semi-automatic methods for extracting guide-
lines, through the recognition of straight lines in the im-
age ([SCG00]). For better results, these lines should be
extracted at sub-pixel level.
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