INTRODUCTION
In the theory of multivariable feedback control, numerous synthesis and design principles have been elaborated. The Internal Model Principle yields a controller structure that makes command tracking and disturbances rejection possible [8] , [15] . Design principles such as pole assignment, linear optimal control or the Direct and Inverse Nyquist Array Methods are elaborated to select controller parameters so as to ensure the stability and a well suited dynamical input-output (I/O) behaviour of the closed-loop system [30] .
These methods are based on the assumption that the process to be regulated is completely known and can be described by a nearly precise linear model. This assumption is crucial because it enables the design engineer to check the stability and performance of the closed-loop system with confidence by algebraical tests or by simulation.
However, in many practical applications this assumption is not satisfied. Either the plant is not completely known, it must be dealt with on the basis of a simplified model, or cannot at all be described by any linear equations. In any case, the model has severe uncertainties, and the plant must be referred to as 'incompletely known system'.
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The design of robust controllers is one way to overcome the difficulties that arise from the differences between the model and the real plant. A linear controller is determined so as to satisfy the given requirements on the closed-loop system although the model has severe uncertainties. This is to be ensured without adaptation, i.e. by appropriately selecting the parameters of a linear time invariant control law.
The main theoretical problems of robust control are to find out suitable models for the incompletely known plant, to evaluate the I/O-behaviour of the closed-loop system, and to develop methods for designing linear controllers in the presence of severe model uncertainties.
In the recent few years, different ways of solution to these problems have been published. Many of them start from a description of the I/O-error of the model by norm or sector bounds. Accordingly, the plant is thought of as a parallel connection of the approximate model and some error model, which describes the output error f' -y -y" by inequalities ( Fig. 1(a) ). In these models, the model errors are dealt with as unknown-but-bounded uncertainties. In the following, we will use such a kind of description of the model error, although alternative approaches are known, where the plant is described by a number of parameter sets of the model [l] .
To characterize the robustness of the controller, two different methods have been used. The authors of [33] , [34] , [36] generalized the notion of stability margin as known from single-input single-output systems to multivariable control and investigated this property in connection with LQ-regulators. On the other hand, expressions for the l/O-behaviour of the original closed-loop system in terms of the closed-loop approximate model and the given open-loop model uncertainty bound are given in [7] , [9] , [10] , [17] , [19] j [27] . This provides a basis to check the behaviour of the closed-loop system according to the given design specifications and to assess the possible effects of the plant uncertainties.
A comparison of all these different approaches shows that they work with similar methods in describing the plant, in designing the controller, and in evaluating the properties of the closed-loop system. For instance, many design procedures use the small gain theorem to check the stability of the closed-loop original system and evaluate the difference between the trajectories of the closed-loop model and the closed-loop original system by means of norm bounds. Nevertheless, theory is lacking a systems theoretic framework that unifies and generalizes these different approaches.
This general background of the design of robust multivariable controllers will be presented in this paper. Being applicable in the time and frequency domains and to both continuous and discrete-time systems it includes many known approaches as special cases and points out their methodical similarities (Section 6). This enables us to find the main sources of conservatism of the known robustness tests and to show a way towards better methods for evaluating the robustness properties.
At the same time, the following approach overcomes some severe restrictions of all the known methods. First, the model uncertainties are described by means of multi-input multi-output 'comparison systems' (Definition 1). Hence, in all calculations concerning the model uncertainties the character of the system as a multivariate dynamical system is preserved. At second, this approach is not restricted to linear original systems, because the error bound can be determined even for non-linear or time varying systems. As the third advantage, the structure of the plant model is more general than that used in the known approaches (Fig. 1) .
In the next two sections the problems of modelling uncertain control systems and evaluating the I/O-behaviour of the closed-loop system will be solved. As a result, a general design principle is described in Section 4. Then the consequences for the design of robust controllers in the time and frequency domains, and general features of the controller design in the presence of unknown-but-bounded uncertainties are derived.
Notations
C and R denote the fields of complex and real numbers, respectively. W+ is the set of all non-negative real numbers, C+ the set of the complex numbers with nonnegative real parts. All operators are defined between two extended normed function spaces Lc of appropriate dimensions containing functions of the types 
THE MODEL OF THE INCOMPLETELY KNOWN PLANT
To describe the the incompletely known original system (OS) a model is used that consists of two subsystems (SS) ( Fig. 1(a) ). SS 1 is completely known and described by some operator equations SS 2 describes all the incompletely known properties or those properties of the OS, which are to be neglected in the controller design. In principle, it could be described by some I/O-relation
but the operator S 2 is not exactly known. Therefore, it is only assumed that an auxiliary system (4) r 2 = V 2 w is known that majorizes the I/O-behaviour of (3) Eqns. (l), (5) represent a set-theoretic model, in which the uncertainties are dealt with in the sense of unknown-but-bounded uncertainties. They describe the set I of all plants with input « and output y that can be decomposed into SS 1 (1) and some SS 2 of the form (3) satisfying the inequality (5). Although both SSs may be non-linear, SS 1 is usually a linear system.
The model (1), (5) has several important properties, which should be emphasized with respect to modelling incompletely known systems:
(1) Since V2 is the operator of a MIMO system, the character of the OS as a multivariable dynamical system is preserved even in the considerations of the effects of the model uncertainties.
(2) Parametrical as well as structural uncertainties are dealt with in a unified approach. They are interpreted as I/O-properties of the system (3) and described in the way shown in eqn. (5) . Therefore, they need not be interpreted as e.g. intervals of system parameters.
(3) The model uncertainties are described by upper bounds. This corresponds to the engineers' kind of thinking. The determination of these bounds necessitates merely a distinction between 'possible' and 'impossible' model errors. No additional information such as multidimensional distribution densities is required.
(4) The model structure offers a considerable freedom in the choice of the signals s and -. The OS can be decomposed such that SS 2 comprises only the incompletely known properties and has the least possible dimensions. This contrasts with nearly all known approaches to robust control, e.g. [7] , [10] , [17] , [19] where the approximate model and the error model must be in parallel ( Fig. 1(a) ). Besides the use of MIMO systems on the right-hand side of eqn. (5), the freedom in the choice of the model structure enables us to describe the model uncertainties in a highly structured way.
I/O-BEHAVIOUR OF THE CLOSED-LOOP SYSTEM
Assume that a linear feedback controller (1), (3), (7) can be analyzed as follows. Combining eqns. (1) and (7) provided that the operator (I -SrySyu) is invertible we have
These equations will be abbreviated by
For s = 0 eqn. (9) represents an approximation of the closed-loop system
The approximation error y -y A is described by (5), (9) and (10). Eqns. (9) and (10) yield
Using eqn. (11) as 'original system', CSs can be derived (for details see Section 5). According to Definition 1 these CSs satisfy the inequalities (5) and (12) we get
since eqn. Accordingly, if (14) Q(VZSV2) < 1 then \ z \^(i~v zs v 2 y x v"\t,\.
With (5) and (12) (15) describe an envelope of the trajectory of the closed-loop OS. For every given command input v the shape of this band is given by the output y A of the closed-loop approximate model (10) , and the width is determined by the output of system (15) (Fig. 2 and 4 ).
The closed-loop OS is stable in the sense of l/O-stability [38] if the closed-loop approximate model (10) as well as the system (15) (1), (3), (7) is I/O-stable, if all the operators in eqns. (4), (10) and (12) are bounded and if the inequality (14) is satisfied.
Hence the inequality (15) holds for all closed-loop OS whose stability is proved by Theorem 2.
Proof of Theorem 2. For the original closed-loop system (1), (3), (7) where \y\ and ||»| denote the norm in the function space Le and |V|| etc. is the induced operator norm. There is a k < oo such that this inequality holds because all operators are assumed to be bounded and eqn. (14) ensures the boundedness of (/ -V^Vi)'
(cf. Lemma l). Hence the closed-loop OS is i/O-stable. • 4. THE DESIGN OF ROBUST CONTROLLERS

The design problem Definition 2.
A robust multivariable controller is a linear time invariant feedback controller (7) that satisfies the given design requirements in connection with the original system (OS) with certainty, although the given model (l) describes the plant with severe uncertainties (3).
Since each element of the set I explained in Section 3 may be the representation of the OS, the design problem can be formulated as follows:
Given an incompletely known system described by an approximate model (1) and an error bound (5) such that the OS is known to be an element of the set I. 
Design strategy
The results of the preceding sections lead to the following design strategy:
(1) Find a model of the form (1), (5) for the incompletely known OS.
(2) Find a controller (7) such that the closed-loop approximate model (10) satisfies the design requirements (I) -(III).
(3) Check the robustness requirement (IV) by means of the stability condition of Theorem 2 and the envelope of the I/O-behaviour of the closed-loop OS given by the eqns. (10) and (15) .
Note that in this design strategy the intricate problem of choosing the controller with respect to a set I of systems rather than a single plant is removed to the usual servomechanism problem (I) -(III) for a given plant (2) . The result is a feedback controller (7) whose structure and parameters can be designed by means of the well known procedures, which are based on the assumption an exact model be available. Then, the robustness of the controller is investigated in a separate step according to the rules described in the next section.
Robustness of the controller
Assuming that the controller (7) is designed such that the closed-loop model (10) satisfies the design specifications (I) -(III), the robustness requirement (IV) can be checked by means of the following corollaries of Theorems 1 and 2: -If the error model (4) is stable and the inequality (14) is satisfied, then the closedloop OS is stable. -If the controller (7) includes an internal model of the command and disturbance signals described in requirement (II) and if the stability of the closed-loop OS is proved, then asymptotic regulation occurs at least in a linear and some kind of non-linear closed-loop OS. -If all trajectories possible within the tolerance bands given by (10) and (15) for specified command inputs v satisfy the requirements (III), then these requirements are fulfilled by the closed-loop OS.
The second statement must be restricted to linear and some classes of non-linear OSs, because the Internal Model Principle has been derived for linear systems [8] and extended for certain non-linear OSs or special controller structures.
DESIGN PROCEDURES IN THE TIME AND FREQUENCY DOMAINS
The design strategy presented in Section 4.2 can be used in the time and frequency domains for continuous as well as discrete-time systems. This will be shown for continuous systems, while the discrete-time counterpart is straightforward.
Frequency domain design
In the frequency domain all the given equations hold with T = C+. If as usually SS 1 is linear, the operators Su and and Vu must be replaced by transfer function matrices Su(p) and Vu(p). The CSs (12) are given by ( 
16) VyJp)=\Sjp)\, Vzv(p) = \Szv(p)\ , VZS(P) = \ §zs(p)\
[23]. These matrices and the matrix V2 in (19) have non-negative real elements depending on the complex variable PeC+ (cf. eqn. (6)). Applying eqns. (8) and (16) where Amax(") represents the Perron-root (maximum eigenvalue) of the indicated non-negative matrix [5] . If all transfer function matrices are rational, eqn. (17) must only be proved for p e 2, where 2 denotes the Nyquist contour.
Corollary 1. Consider the OS described by the linear approximate model (18) y(p) = Syu(p)u(p) + Sys(p)s(p) z(p) = Szu(p)u(p) + Szs(p)s(p)
and the uncertainty bound ( 
19) \s(p)\^V2(p)\z(p)\. With a given controller (20) u(p) = Sry(p)y(p) + Srv(p)v(p)
the closed-loop OS can be approximated by
If the matrix norm of V2(p), Vys(p), Vzv(p) and Vzs(p)
is bounded for all p e C+ and eqn. (17) is satisfied, then the closed-loop OS is stable and an upper bound of the approximation error is given by
Eqns. (21) and (22) describe a linear approximation of the possibly non-linear closed-loop OS (1), (3), (7)
and an error bound, respectively (Fig. 2) .
This corollary extends the results derived in many papers on robust control in the frequency domain to non-linear OSs (1), (3) , multidimensional error bounds (19) , and the general model structure of Fig. 1 . To demonstrate this, the well known results of the singular value approach are stated as specifications of our results. First consider the modelling stage. Fig. 3 shows that the model uncertainties can be described in a more structured way by multidimensional bounds than by a bound of the singular value (for example: s2 = (su, s12)). Second, consider the stability condition. If the parallel model ( Fig. 1(a) ), a control error-actuated controller and model bounds in the form of norm inequalities are used, Corollary 1 states: The closed-loop OS is stable, if all transfer function matrices of eqns. (19) , (22) (21) and (22). || • I denotes a vector norm and \\'\\M the induced matrix norm, which is used without respect to peC+. The stability condition (23) corresponds directly to those given e.g. in [3] , [7] , [9] , [10] , [13] and other papers concerning the singular value approach. Eqn. (25) extends these results to quantitative considerations of the robustness of the I/O-behaviour of the closed-loop OS.
As a further remark it should be mentioned that the result of Corollary 1 is closely related to the stability criterion that is being used in the generalized Nyquist Array methods for designing multivariable controllers. In these methods the OS is assumed to be exactly known, but only the diagonal elements of the transfer function matrix
are used when designing the controller H = -diag f,(p) (y(p) -v(p)
). This can be interpreted as decomposing the plant into
After designing the controller elements f t (p) independently by means of g u (p) ignoring the cross couplings, the stability of the closed-loop OS is proved. In this case the stability condition of Corollary 1 leads to
\1-HP)9H(P)
which coincides with the M-matrix condition presented in [2] . Eqn. (22) provi des an explicit description of an upper bound of the uncertainty of the closedloop system. It can be shown that eqn. (22) leads to the smallest values that could be found for this bound by means of the implicit characterization given in [2] . This demonstrate that, in principle, the Nyquist Array method uses the design strategy of Section 4.2, where the model uncertainties occur because of the neglection of the cross couplings of the plant during the design step.
Time domain design
In the time domain the linear operators S-tJ and V tJ must be replaced by the con volution operators s y (t) * or V tj (i) *, respectively, where the star * denotes the convolution operation
Since most of the time domain design procedures start from state equations rather than convolution integrals, the approximate model and the controller should have the form x = Ax + Bu + Es Then the closed-loop model (26) , (27) is described by 5c = Ax + Bv +Es
where x = (*', x' r )' and the matrices of eqn. (28) follow from those of eqns. (26) and (27) . To use Theorems 1 and 2 eqn. (28) etc. Then the CSs (12) can be determined according to
The stability conditions of Theorem 2 requires that all impulse response matrices represent stable systems and that eqn. (14) f Vit) dt < M ; < oo , and the inequality (32) is satisfied, then the closed-loop OS is stable and an upper bound of the approximation error is given by (35) 
This result is illustrated by the example of Fig. 4 , which is taken from [26] . If the only information about the OS is represented by a band that includes the step responses of the OS then the middle of this band can be used as approximation of the step response of the OS while the distance between the approximate model and the border of the band describes an upper bound of the approximation error. (34) whereas the distance between the dashed and the solid lines is given by eqn. (35) . As in the frequency domain, several known approaches can be proved to be specifications of this result. For examples the stability conditions published in [3] , [12] , [17] , [27] , [28] are similar to that in eqn. (32) but weaker, because bounds of the norm of the impulse response matrices of the closed-loop model are used rather than bounds for the absolute values of each element (cf. eqn. (31)).
Additionally, it can be shown that a lot of procedures for designing decentralized controllers use, in principle, the way described in Section 4.2. As the control stations are designed for the isolated subsystems it must be checked whether the ignored couplings within the plant will be tolerated by these controllers. Although starting from Lyapunov functions of the closed-loop subsystems these procedures use only bounds of these Lyapunov functions in the stability test. This can be interpreted as using single-input single-output CS of first order. Hence the robustness tests of the methods presented e.g. in [6] , [17] , [19] , [37] , [39] use the results of Corollary 2 (for details see [23] ).
GENERAL FEATURES OF THE DESIGN OF ROBUST CONTROLLERS
From our general approach the similarities of a lot of existing design procedures and important generalizations become obvious:
-The model of the incompletely known plant consists of two SSs the first being the approximate model and the second representing the model error. Both SSs can be interconnected in an arbitrary way (Fig. 1 ). -The basis for describing the model errors as unknown-but-bounded uncertainties is represented by Definition 1 of the CS which possesses the majorization property (5). This general formulation extends the applicability of this error estimate to non-linear and time varying OSs and to multi-input multi-output CSs. -All the approaches use the design procedure described in Section 4.2, in which the problems of modelling the incompletely known plant, designing the controller, and evaluating the robustness of the controller are solved in different steps one after another. -In the considerations of the uncertainties in the closed loop some conservatism occur because of the following two sources:
1. The model errors of the plant are described by some linear model (4) with property (5), which is necessarily a positive system (cf. eqn. (6)). Hence, the difference between the upper bound r2 on the left-hand side of eqn. (5) and \s\ cannot be made arbitrarily small, even if SS 2 in eqn. (3) is completely known. For this reason, the model of the plant cannot be set up in such a way that it reflects all the information about the plant, which are actually available.
2. The closed-loop system is analysed by means of the CS (12) rather than the complete description of the system (11), which would be available. Therefore, the stability condition (14) is of 'small-gain type' and the error bound (15) is too broad, i.e. there need not exist a plant (l), (3) satisfying eqn. (5) such that eqn. (15) or eqns. (22) and (35) holds for the closed-loop system with the equality sign at least for one instant of time t or frequency p.
The general considerations in Section 3 show that these are the only two sources of conservatism in the evaluation of the robustness of the controller. -The choice of the controller must be a compromise between two aims:
• The controller must yield a well suited 'nominal trajectory' j A .
• The controller must be chosen so as to satisfy the stability condition (14) and to get a sufficiently small tolerance (15) . For great model errors these aims are contradictory, i.e., the tolerance band cannot be made, by appropriately choosing the controller parameters, to have a shape such that all trajectories within this band satisfy the design specifications. Hence during the design it becomes obvious whether the quantitatively given model uncertainties are small enough in relation to the given design specifications to be tolerable by linear controllers (see e.g. [19] ).
The methodical similarities do not mean that the results in the time and frequency domains correspond via the Laplace transform. But they show that the procedures in both domains use the same systems theoretic framework. Hence the results of this paper can be used to 'transform' design principles from the time domain into the frequency domain and vice versa.
For instance, with these similarities in mind we can unify the design methods for decentralized and structurally constrained centralized controllers, which possess the properties of connective stability or integrity, respectively. Until now, decentralized controllers are mostly designed in the time domain [37] while centralized controllers with integrity properties are obtained by frequency domain methods [2] . However, interpreting the properties of connective stability and integrity as robsutness properties of the regulator with respect to sensor and actuator failures, both the design problems can be formulated in a unified way and solved by means of the method presented in Section 4.2. In this way, generalisations of the known methods are obtained for designing decentralized controllers in the time domain (cf. Section 5.2) and centralized controllers in the frequency domain (cf. Section 5.1). Moreover, the general design principle yields new methods for the design of decentralized controllers in the frequency domain and centralized controllers in the time domain. This unification of the design tools is described in more detail in [24] .
At second, the elaboration of the system theoretic background for the design of robust controllers point out the two sources of conservatism of all the different design procedures that use this way of solution. To overcome this conservatism, the new design principles must be based on methods for describing the model uncertainties in a more structured way than that given by the use of upper bounds (5) as well as on ways of analysing the 'error model' (11) directly rather than by means of the CS (12) . While the former would yield a smaller difference between the model and the real plant, the latter would lead to necessary and sufficient conditions for the stability and the smallest possible error bound (15) for the trajectories of the closed-loop OS. Unfortunately, the price for these improvements is a large computing effort even for simple models. This has been shown in the very recent papers [14] , [25] , in which a necessary and sufficient condition for robust stability and an algorithm for calculating the smallest tolerance band of the step response of the closed-loop system is described, respectively. (Received January 7, 1985.) 
