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ABSTRACT
Many past systems have explored how to eliminate redun-
dant transfers from network links and improve network ef-
ﬁciency. Several of these systems operate at the application
layer, while the more recent systems operate on individual
packets. A common aspect of these systems is that they ap-
ply to localized settings, e.g. at stub network access links.
In this paper, we explore the beneﬁts of deploying packet-
level redundant content elimination as a universal primitive
on all Internet routers. Such a universal deployment would
immediately reduce link loads everywhere. However, we ar-
gue that far more signiﬁcant network-wide beneﬁts can be
derived by redesigningnetwork routing protocols to leverage
the universal deployment. We develop “redundancy-aware”
intra-andinter-domainroutingalgorithmsandshowthatthey
enable better trafﬁc engineering,reduce link usage costs, and
enhance ISPs’ responsiveness to trafﬁc variations. In partic-
ular, employing redundancy elimination approaches across
redundancy-aware routes can lower intra and inter-domain
link loads by 10-50%. We also address key challenges that
mayhinderimplementationofredundancyeliminationonfast
routers. Our current software router implementation can run
at OC48 speeds.
1. INTRODUCTION
The basic property that some of the content on the Internet
is highly popular results some data being repeatedly trans-
ferred across the network. A number of existing systems at-
tempt to improvetheefﬁciencyof thenetworkby eliminating
these redundant transfers. There is wide-spread agreement
that these approaches offer signiﬁcant beneﬁts in practice.
A common property of existing systems is that they typi-
cally operate in a localized fashion by eliminating the redun-
dant transfers eitheron the link, or of the application,directly
connected to the system. The goal of this paper is to explore
some of the implications of network-wide deployment of re-
dundancy elimination technology.
A majority of the redundancy-elimination systems have
employed application-layer object caching to eliminate re-
dundant data transfers. For example, Web proxy caches are
an application-layer approach to reduce the bandwidth usage
of static Web content within ISPs and at large stub networks.
Numerous studies [24, 10] have explored the effectiveness
of such designs. In recent years, a number of systems, both
commercial [3, 4, 1, 2] and non-commercial [23], have been
developed which operate below the application layer and at-
tempt to eliminate any redundant strings of bytes that appear
on the network. Such systems enjoy two beneﬁts. First,
they are not tied to a single application and can eliminate
all forms of redundant information. Second, past evaluations
have shown that more redundantinformationcan be removed
by focusing at the packet and byte levels than at the object
level.
Inthispaper,weconsiderthebeneﬁtsofdeployingofpacket-
level redundant content elimination as a primitive IP-layer
service across the entire Internet. We start with the assump-
tion that all future routers will have the ability to strip re-
dundant content from network packets on the ﬂy, by compar-
ing packet contents against those recently-forwarded pack-
ets which are stored in a cache. Routers immediately down-
streamcanreconstructfullpacketsfromtheirowncache. Ap-
plying this technology at every link would provide immedi-
ate performance beneﬁts by reducing the overall load on the
network. It also enables new functionality: for example, it
simpliﬁes application layer multicast by eliminating the need
to be careful about duplicate transmissions.
However, universal redundancyelimination can yield even
greater beneﬁts if existing protocols are redesigned with re-
dundancyeliminationinmind. Inthis paper,wedescribehow
wide-spread deployment of redundancy elimination can be
leveragedbyISPstochangethewaytheycomputeroutesgiv-
ing rise to new and improved techniques for managing net-
work resources. We analyze the beneﬁts of selecting routes
which maximize the opportunity to eliminate redundant con-
tent, versus routes which minimize hop count or other cost
functions; An example is shown in Figure 1.
Weconsidersuch“redundancy-aware”modiﬁcationstoboth
intra- and inter-domain routing. In our proposed approaches,
ISPs ﬁrst compute estimates of how often content is repli-
cated across different destinations—we call these estimates
redundancy proﬁles—and use these estimates in computing
forwarding paths for their packets. We describe how ISP
routers can compute redundancyproﬁles in parallel with for-
warding packets. We also describe how ISPs can leverageFigure 1: In (a), we show shortest path routing where
the network carriers 18 packets in all). In (b), redundant
packet elimination is employed on the shortest paths re-
sulting in 12 packets total, or a 33% reduction. In (c),
we use redundancy-aware routes which minimize the to-
tal number of packets carried by the network resulting in
10 packets total, or a 44% reduction.
centralized route control platforms (e.g. 4d [12] or RCP [7])
to compute network-wideredundancy-awareroutes in a scal-
able and efﬁcient fashion. In contrast with current state-of-
the-art practices, our redundancy-aware approaches can al-
low ISPs bettercontroloverlinkloads, andofferthemgreater
ﬂexibility in meetingtrafﬁc engineeringgoals and in reacting
to sudden trafﬁc surges.
We have evaluated the full range beneﬁts arising from a
universal deployment of redundancy elimination, and from
using our redundancy-aware route selection algorithms. Our
evaluations use Rocketfuel topologies and workloads from
full packet traces collected at a large US university as well
as synthetic trafﬁc models derived from the traces. When
traditional shortest path routing is used, we ﬁnd that apply-
ing redundancyelimination on all network links brings down
the network-wide utilization by 10-50%. In contrast, when
redundancy-awareroutingisemployed,weﬁndthatthenetwork-
wide utilization is reduced by a further 10-25%. We also
study the effect of staleness of redundancy proﬁles on route
quality. We ﬁnd that the beneﬁts from redundancy-aware
routing are signiﬁcant even when trafﬁc patterns change un-
expectedlyandthe routecomputationis unableto react to the
change (as might happen during ﬂash-crowd events). Over-
all, we ﬁnd that a wide-spread deployment of redundancy
eliminationcanbeleveragedtoobtainverysigniﬁcantnetwork-
wide beneﬁts. These beneﬁts can quickly than offset the ini-
tial high cost of deployment.
We also consider some key challenges that may hinder
the deploymentof packet-levelredundancyelimination in to-
day’s high-speedrouters. Starting fromthe algorithmin [23],
we make key enhancements to the design of packet caches
and to cache lookup algorithms in order to reduce both the
total amount of storage required and the number of memory
accesses incurred per packet. We have implemented these
improvements in Click [17]. Our simplistic implementation
offers a throughput of 1Gbps in software on a 1.8GHz Linux
box. Wearguethat,withbetterhardwaresupport,thethrough-
putofthesoftwareimplementationcaneasilyexceed2.5Gbps.
Even higher throughputs can be attained in hardware.
Figure 2: Packet-level redundancy detection.
This paper is structured as follows. In Section 2, we dis-
cuss a prior approach for packet-level redundancy elimina-
tion and outline the issues we consider in this paper. In Sec-
tions 3 and 4, we present redundancy-aware intra- and inter-
domainrouting, respectively. In Section 5, we present a mea-
surement study of key properties of redundant content ob-
served in real packet traces. In Section 6, we evaluate the
beneﬁtsofuniversalredundancyeliminationandredundancy-
aware routing. In Section 7, we present our software router
implementation of packet-level redundancy elimination. We
discuss related work in Section 8 and conclude in Section 9.
2. BACKGROUND
In this section, we present a brief outline of a popular
mechanism for packet-level redundancy elimination, and re-
view current practices in routing and trafﬁc engineering. We
then discuss the challenges in updating routing to leverage
a universal deployment of redundancy elimination. We end
with a preliminary empirical study which points to the likely
beneﬁts of modifying routing in this way.
2.1 Algorithm for Redundancy Elimination
We describe a fast algorithm for identifying chunks of re-
dundant content across packets. This algorithm has been em-
ployed in various forms in the past, e.g., for detecting dupli-
cates in a ﬁle system [15, 18] and for detecting worms [21].
The algorithm we discuss here was ﬁrst conceived by Spring
et. al [23] who applied it to remove redundant content from
access links. Their approach operates at access routers, as
packets enter or leave a stub network.
For every packet going in a particular direction, the algo-
rithm computes a set of ﬁngerprints by applying a hash func-
tion to each 64 byte sub-string of the packet’s payload. This
choice of sub-string size offers good performance in prac-
tice [23]. Thus, for an S-byte packet (S ≥ 64), a total of
S − 63 ﬁngerprints are obtained. Rather than use an MD5
hash, the algorithm uses a sliding hash function called Ra-
bin ﬁngerprint [19], which signiﬁcantly cuts down the hash
computation time per packet [23]. A subset of these ﬁnger-
prints are selected at random per packet as its representative
ﬁngerprints.
Representativeﬁngerprintsofallthepacketsobservedover
some past interval of time are stored in a ﬁngerprint store at
the router. The packet payloads are stored in a packet store.
Pointersarestoredfromeachﬁngerprinttothecorrespondingpacket (Figure 2).
After computing representative ﬁngerprints for an arriv-
ing packet, each ﬁngerprint is checked against the ﬁngerprint
store to check if the ﬁngerprint already exists there. If a
match is found, this means that the incoming packet has a
64 byte sub-string that matches with an in-cache packet. The
matching packet is retrieved and the 64B match region is ex-
panded left and right to obtain the region of overlap between
the two packets. The new packet is inserted into the packet
store, and the mapping in the ﬁngerprint store is updated so
that the matching ﬁngerprint points to the new packet. The
remaining representative ﬁngerprints of the arriving packet
are also inserted into the ﬁngerprint store. In some situa-
tions, more than one representative ﬁngerprint of the incom-
ing packet can observe a match; this means that different re-
gions of the arriving packet have matched with distinct re-
gions of one or more cached packets.
Each match region is removed from the incoming packet
and replaced with a shim which encodes the redundant con-
tent in the packet. The shim provides the ﬁngerprint which
caused the match, and byte range for the matching in-cache
packet. The shim can be used by a downstream router to re-
construct the packet from its own local cache. It is assumed
that that the cache on the downstream router is consistent
with the upstream cache.
2.2 Intra and Inter-domain Routing
ISPs make intra-domain routing decisions on the basis of
a packet’sdestinationIP address. Sinceselectingstatic routes
perdestination(e.g.,alwaysusingpathswithsmallhopcounts)
couldimpacttheirabilitytocontroltheloadonnetworklinks,
manyISPsemploytrafﬁcengineering(TE)techniques. These
involve estimating expected volume of trafﬁc between diffe-
rent locations (PoPs) in a network [16] and computing routes
so as to spread load evenly across network links. Although
ISPs are known to overprovision their links, trafﬁc engineer-
ing is crucial to manage resources in the face of trafﬁc varia-
tions.
When selecting inter-domain routes, ISPs attempt both to
reduce usage costs of expensive inter-domain links and to
minimize the impact of inter-domain trafﬁc on intra-domain
links. Typically, ISPs statically select the most cost-effective
AS as the next hop for a destination. Packets are sent to the
next hop either along the early-exit route or, in some cases,
alonganexitpointthatis chosenbasedonmutualagreements
with the neighbor.
Meetingnetwork-widetrafﬁcengineeringobjectiveseffec-
tively is very challenging today (in part because of the difﬁ-
culty in predicting trafﬁc volumes accurately). In particular,
current intra-domain routing and TE practices cannot easily
adjust to variations in trafﬁc volumes. The variations could
cause the load on intra-domain links to increase beyond ac-
ceptable limits. Similarly, the load on expensive and con-
gested inter-domain links can increase signiﬁcantly as well.
In both cases, this could lead to a violation of TE objectives
andofservicelevelagreements(SLAs)withneighboringnet-
works.
Applyingredundancyeliminationonnetworklinksimproves
the effective utilization of the links and provides ISPs greater
ﬂexibilityinmeetingtheirnetwork-wideobjectives. Theﬂex-
ibility is further enhanced when routing and trafﬁc engineer-
ing are modiﬁed to leverage link-level redundancy elimina-
tion.
2.3 Toward Redundancy-Aware Routing
We assume that redundancy elimination approaches such
as the one described in Section 2.1 are applied on input and
output port of Internet routers in a hop-by-hop manner. An
upstreamrouterremovesredundantcontentas apacketleaves
it, while the router immediately downstream reconstructs the
packet as soon as it arrives (assuming the packet has redun-
dant content). All routers cache packets that they have for-
warded or received over a ﬁxed short interval of time (e.g.,
10s). Upstream and downstream packet caches should be the
same size and the routers must employ the same hash func-
tions and random seeds to ensure consistency.
To leverage a universal deployment of redundancy elimi-
nationandimprovenetwork-wideutilization,ISPsmustchange
the way routes arecomputedtoday,as well as how routersact
on packets.
In particular, ISPs must perform three key tasks: (1) ISPs
must ﬁrst track how packet content is replicated across dif-
ferent points in their network; We call this information the
“TrafﬁcRedundancyProﬁle”; (2)Basedonthenetwork-wide
proﬁle, ISPs must then construct intra and inter-domain for-
warding paths which maximize the likelihood of duplicate
data traversing the same network links and, at the same time,
allow ISPs to meet their network-wide objectives; We call
this“Redundancy-AwareRouteComputation”. And,(3)Router-
level redundancyelimination techniques must operate on ev-
ery packet at every router along network paths.
Ourgoalis tosystematicallyunderstandhowISPs mayim-
plementthesetasks, andshowthatISPs canobtainsigniﬁcant
beneﬁts in terms of controlling the loads on their links, be-
ing able to meet their TE objectives satisfactorily, being bet-
ter prepared for sudden trafﬁc variations, and reducing usage
costs and congestionon inter-domain links. Next, we discuss
initial measurements which point to the potential beneﬁts of
employing redundancy-awareroutes.
Preliminary Study. We conducted a preliminary mea-
surement study where we tracked packets originating from
a high volume /24 preﬁx owned by a large US university
(the packets are headed for the commercial Internet). Traf-
ﬁc from the university enters its primary ISP at Chicago. We
analyzed this trafﬁc using the algorithm in Section 2.1 and
found that 45% of the packet contents were duplicated for a
150s trafﬁc snapshot using a packet store that could hold all
packets in the snapshot; that is, the ratio of the total size of
the matchedregionsin all packets to the total size of all pack-
ets was 0.45. Further, we dissected the /24 trafﬁc leaving theprimary ISP’s network from its New York, Washington DC
and Boston PoPs. About 22% of the packet contents leaving
New Yorkwere duplicatedin the 150ssnapshot. The fraction
was 18% for DC and 2% for Boston. Also, the shortest paths
from Chicago (close to where the university is located) to
these cities were non-overlapping. Thus, simply employing
redundancy elimination techniques in a hop-by-hop manner
can yield savings of 2-22% (when only considering the bytes
due to the /24) on the intra-domain links of the primary ISP.
Interestingly,10%and 9% of the contentsof packets going
to New York also appeared in packets going to Boston and
Washington DC. Thus, if packets to Boston and Washington
DC are routed via New York (this does not cause signiﬁcant
path inﬂation) and then redundancy elimination applied, the
overall utilization of the network links can be brought down
even further.
3. INTRA-DOMAIN ROUTING
In this section, we present our redundancy-aware intra-
domain routing approach which can help ISPs manage link
loads more effectively and reduce overall network utiliza-
tion. As mentioned earlier, the ISP gathers information on
how content is duplicated within its network over a certain
interval of time, and construct routes which maximize the
potential for redundancyelimination. We assume that all ISP
routers employ redundancyelimination.
To begin with, we assume that the ISP has perfect and
timely knowledgeof the prevailing patterns of redundancyin
its network and that it can conﬁgure redundancy-awarepaths
within the network in a negligible amount of time. We also
assume that packets are duplicated in full, if at all. We start
with a simple setting where we consider packets originate
froma singlePoP inanISP.We extendthistoa network-wide
setting and construct redundancy-aware intra-domain routes
between all pairs of PoPs in the ISP.
Following this, we discuss practical issues in redundancy-
aware intra-domain routing, such as fast approaches for esti-
mating the redundancy patterns, accounting for partial repli-
cation of content across packets, and computingredundancy-
aware routes.
3.1 A Single PoP
We use the following abstract model to develop our ap-
proach. We represent the ISP using a graph G = (V,E). We
focus on trafﬁc originating from a single ISP PoP, denoted
by S (∈ V ). We refer to S as the source or ingress. Nodes
D1,D2,...,Dm ∈ V denote the egress PoPs or destinations
throughwhichtrafﬁcoriginatingat S exits theISP.Otherver-
tices in V represent ISP backbone routers.
We now model duplicated packets within the trafﬁc origi-
natingfromS. SupposethatN distinctpackets{P1,P2,...,PN}
originateat S overa certain timedurationT. All otherpacket
originating at S in this interval are duplicates of the N dis-
tinct packets. Each distinct packet Pi can have one or more
“copies”. We use the term “copy” in a loose sense: specif-
ically, we consider the original distinct packet to be the ﬁrst
copy. Some copies of the distinct packet Pi may all be des-
tined for the same destination Dj, while other copies may be
headed for other destinations.
We assume that the ISP has all information regarding des-
tinations of the different packet copies. Speciﬁcally, the ISP
has a list of constants cpyi,j deﬁned so that cpyi,j = 1 if a
copy of distinct packet Pi is destined for egress Dj. For in-
stance, say that distinct packet P1 originating at S has four
copies overall,two of which are destined for PoP D1 and one
each for PoPs D3,D5. Then, cpy1,1 = cpy1,3 = cpy1,5 = 1,
and cpy1,j = 0 for all other destinations Dj.
We call this list of cpy’s theredundancyproﬁleforthe traf-
ﬁc originating from S in the time interval T. In practice,
an ISP can compute the proﬁles as packets enter its network
(Section 3.3.2). Next, we show how the ISP can use the re-
dundancy proﬁle to compute redundancy-aware routes from
S to the different Djs. We ﬁrst deﬁne a few variables which
we employ in explaining our approach.
We refer to the trafﬁc going from S to a particular desti-
nation within the time interval T as a single ﬂow. For each
ﬂow j (i.e., the trafﬁc to destination Dj), we deﬁne variables
rtej,e such that rtej,e = 1 if the redundancy-aware route
from S to Dj goes through edge e, and rtej,e = 0 otherwise.
Binary values for rtej,e ensure that all trafﬁc between S and
Dj is routed along one path.
We use a variable FPi,e for an edge e and distinct packet
Pi to denote the footprint of the copies of Pi on edge e.
The footprint is the amount of resources consumed on edge
e when the copies of Pi are routed toward their respective
destinations using redundancy-aware routes and all routers
perform redundancy elimination. For instance, if none of the
copies of Pi is routed over e, then the footprint due to Pi
and its copies on edge e is zero, i.e., FPi,e = 0. If multi-
ple copies of Pi are routed over the edge e, then effectively
only one copy goes through e because the remaining copies
are eliminated as being redundant. In this case, the footprint
of the copies of Pi on the edge e is a function of the size of
the distinct packet Pi. In this paper, we pick the footprint
function to equal the size of the packet Pi multiplied by the
latency of the link e, or FPi,e = late × |Pi|. The intuition
behindchoosingthis functionis that a packet consumesmore
networkresourcesoverallwhenit traverseshighlatencylinks
and/or when the packet size is large. Other functions reﬂect-
ing network usage can also be considered.
TheISP’sobjectiveincomputingredundancy-awareroutes
istocomputethertevariablessuchthattotalfootprintsummed
over all network edges is minimized. In order words, the goal
is to compute routes from S which minimize the total net-
work resources consumed by trafﬁc originating at S within
the interval T when all routers perform redundancy elimina-
tion.
We formulate the ISP’s objective as the output of a Linear
Program (LP). We ﬁrst describe the constraints for the LP,
followed by the optimization objective. We have the follow-ing constraints per distinct packet Pi, based on the deﬁnition
of the footprint function:
∀j,FPi,e ≥ late × cpyi,j × rtej,e × |Pi|
Since the footprint FPi,e cannot exceed resources consumed
when routing a single copy of Pi on e , we have, FPi,e ≤
|Pi| × late.
Next, we set up ﬂow conservation constraints for nodes in
V . For backbones routers v, we have: ∀j,
P
e∈δ+(v) rtej,e =
P
e∈δ−(v) rtej,e, where, δ+ indicates ﬂow entering node v,
and δ− indicates ﬂow leaving node v. For source S and des-
tinations Dj, we have:
∀j,
P
e∈δ−(S) rtej,e −
P
e∈δ+(S) rtej,e = 1
∀j,
P
e∈δ+(Dj) rtej,e −
P
e∈δ−(Dj) rtej,e = 1
Finally, we require a set of constraints to ensure that link ca-
pacities are obeyed. Suppose edge e cannot carry more than
Cape packets within the interval T (Cape can be derived
frome’srawcapacity). Then,werequire: ∀e, 1
late
P
n FPn,e ≤
Cape. We use a normalizing factor 1
late to obtain the total
size of packets carried by e.
The objective of the LP is to lower the total network foot-
printsubjecttotheaboveconstraints,orMinimize
P
e
P
i FPi,e.
We allow fractional values for the variables rte in the so-
lution for the above LP. Fractional values indicate how traf-
ﬁc may split across different possible paths between S and a
destination.
3.2 Multiple Ingresses, Trafﬁc Engineering
We extend the above approach for computingredundancy-
aware routes to a network-wide setting. The goal is to use
redundancy-awareness to help ISPs meet their trafﬁc engi-
neering goals more effectively. Our network-wide approach
tries to always obtain better network-wide guarantees than
existingTEapproaches,suchasOSPF-basedweighttuning[5].
We illustrate our approachusing the “Maximumload” objec-
tive, whereinthe ISPemploystrafﬁcengineeringtominimize
the maximumlink utilization in its network. Trafﬁc can orig-
inate at any network PoP.
To explain our approach, we introduce a per-ingress pa-
rametercpyPn,i,Dj whichis 1if a copyofdistinct packetPn,i
is destined for Dj. Pn,i denotes the ith distinct packet orig-
inating from ingress Sn within an interval T. Similarly we
extend the link footprint variable to capture the contribution
of packets originating from different ingresses to a particular
link e; we denote this as FPPn,i,e. In a similar fashion, we
deﬁne variables rteSn,j,e which identify if the ﬂow between
Sn and Dj ﬂows through edge e. We assume that packets
originating from different ingresses have no content in com-
mon. (We omit several details for brevity.)
Aswiththesingleingresscase,weﬁrstformulateanetwork-
wide LP where the objective of the ISP is to lower the net-
work footprint due to trafﬁc originating from all PoPs, or
Minimize
P
e
P
i
P
n FPPn,i,e. Next, we place link capac-
ity constraints and incorporate the “Max Load” objective as
follows: Suppose that, based on the measured network trafﬁc
matrix, the ISP estimates that traditional trafﬁc engineering
approaches (e.g. OSPF-based approaches [5, 11]) can bound
the link loads by a factor α < 1. ISPs today try to main-
tain α ≈ 0.5. Given this, we normalize each link’s capac-
ity Cape using Cape ← Cap′
e = αCape and minimize the
network-widefootprintsubject to the following new capacity
constraints:
∀e,
1
late
X
i
X
n
FPPn,i,e ≤ Cap
′
e
Thesolutiontothis LPistheset ofrteSn,j,e variables. Dueto
normalization of capacities and our objective of minimizing
network footprint, the maximum link load due to this solu-
tion is at least as good as, if not much better, compared to
traditional TE approaches.
3.3 Centralized Route Computation and
Practical Issues
Our redundancy-aware approaches can be applied by an
ISP alongside centralized routing platforms such as RCP [7]
and 4D [12]. At regular N minute intervals, border routers
in the ISP can compute the redundancyproﬁles (i.e. the con-
stants cpyPn,i,Dj) for packets observedduringthe ﬁrst T sec-
onds of the interval, and transmit the proﬁles to a logically
central route control platform. We discuss how to track the
redundancy proﬁles, especially when packet contents may
not be duplicated in full, towards the end of this section.
The controller formulates the network-wide Linear Pro-
gram and computes the routes (i.e. the rteSn,j,e variables).
The computed routes are conﬁgured on routers and used for
rest of the N minutes.
In addition to the periodic updates, border routers could
also track the redundancyproﬁles on a minute-by-minuteba-
sis and inform the route controllers of signiﬁcant changes in
the trafﬁc redundancy patterns. This allows the controller to
respond better to sudden trafﬁc surges and changes in redun-
dancy proﬁles.
3.3.1 Scalability
The input to the network-wide Linear Program includes
the constants for the redundancyproﬁles. The input size thus
grows linearly in number of distinct packets observed during
the interval T. The size can be prohibitively large if millions
of distinct packets appear in a short time. The amount of data
to be transmitted to the central route controller will be high,
resulting in excessive control overhead. Also, existing LP
solvers cannot handle large input sizes.
We employ two simpliﬁcations to address the scalability
issues. Based on an empirical study of real traces, we ob-
served that content at an ingress PoP is rarely duplicated
across ≥ 3 destination PoPs (Section 5). Thus, we only con-
sider content duplicated across 2 destinations and ignore du-
plication across > 2 destinations.
We make another simpliﬁcation to improve the scalability.
We “combine” the redundant content in packets going to anidentical set of destinations into a larger aggregated packet;
copies of the aggregatedpacket are considered to be destined
for the same set of destinations as the individual packets. For
example, suppose that distinct packets P1,...,Pl all have
two copies, with one copy going to destination D1 and an-
other to D2 (all trafﬁc is observed in a time interval T). We
create an equivalent single aggregated packet of size
Pl
1 Pi
which goes to destinations D1 and D2. Thus, the aggregated
packet captures the total overlap in the content going to D1
and D2. This aggregation approach reduces the total number
of cpy variables without changing the quality of the solution
obtained for the LP — the number of variables reduces from
2l to 2 in the above example.
With these two simpliﬁcations, the total number of vari-
ables for the entire network is now on the order of the square
of numberof PoPs in the network and the control overheadis
thus much smaller. We refer to the redundancy proﬁles cap-
tured using aggregated packets in the above fashion as the
aggregated redundancy proﬁles.
Next, we describean approximateapproachfor computing
the aggregated redundancy proﬁles at the ingress routers of
an ISP network as packets stream into a network. We also
address issues arising from content being partially replicated
across network packets.
3.3.2 Computing Redundancy Proﬁles
We discuss an extension to the algorithm in Section 2.1
to compute the aggregatedproﬁles in practice. The approach
we describeis run constantlyon eachingress router. Suppose
an incoming packet P at an ingress router has a match with
a single packet Pcache stored at the router, and that P and
Pcache are headed for different destinations D1 and D2. We
count the size of the matching region |P ∩ Pcache| towards
the total amount of content common to destinations D1 and
D2. If P and Pcache are both headed to the same destination,
say D1, then we count |P| + |Pcache| − |P ∩ Pcache| to-
wards content exchangedbetween the ingress and D1; in this
manner, we approximately track the total amount of unique
content exchanged between the source and D1. If the incom-
ing packet P has a match with more than one cached packet,
say P1,cache and P2,cache, we count each match region sep-
arately towards the redundancy proﬁles; that is, we run the
aforementioned tallying approach ﬁrst for P and P1,cache,
and then for P and P2,cache. We also track packets in the
ingress router’s packet store which observe no matches dur-
ing the interval T. We group such packets by their destina-
tion and compute the total size of the packets in each group.
This total is then added to the total volume of unique content
exchanged between the ingress and the corresponding desti-
nation.
At the end of interval T, the ingress router gathers aggre-
gated counts for: (1) the size of content shared between pairs
of egresses, and (2) the volume of unique content exchanged
with different egresses. This forms the aggregated redun-
dancy proﬁle for the ingress PoP, and is transmitted to the
route controller. Note that we only focus on content that is
duplicated across 2 destinations, if at all.
This approach clearly approximates the true redundancy
proﬁle as described in Section 3.1. However, our trace-based
evaluation (Section 6) shows that the inaccuracies in our ap-
proach do not signiﬁcantly affect the quality of the routes we
compute.
3.3.3 MPLS Networks
As mentioned before, we permit fractional solutions to the
network-wide Linear Program. The fractional solution can
beimplementedin MPLS-basednetworksbyestablishingthe
appropriate “trafﬁc trunks”, or label switched paths (LSPs),
between ISP PoPs [8]. Care must be taken to construct LSPs
and allot packets to them in a redundancy-aware manner.
This is crucial in order to extract the maximum amount of
redundant content from network trafﬁc. Otherwise, pack-
ets may be alloted to LSPs in such a manner that redundant
packets destined for different egresses are routed along LSPs
which have very few network links in common.
While a thorough investigation of how to establish LSPs
and allocate packets is beyond the scope of this work, we
do present a preliminary investigation into this issue in Sec-
tion 6.
4. INTER-DOMAIN ROUTING
In this section, we present redundancy-awareinter-domain
routing which can help ISPs minimize the overall impact of
inter-domain trafﬁc on internal and peering links. We consi-
der as “inter-domain” trafﬁc the set of all packets traversing
the ISP whose destinationsare routableonly throughpeersof
the ISP. We consider two approaches: local and cooperative.
The local approach applies to an ISP selecting its next-
hop ASes in BGP, as well as the particular exit point(s) into
the chosen next hop. In this approach, an ISP aggregates its
inter-domain trafﬁc over a selected set of next hops and the
corresponding exit points so as to aggregate potentially re-
dundant trafﬁc onto a small number of network links. Thus,
the ISP can signiﬁcantly reduce the impact that inter-domain
trafﬁc imposes on its internal and peering links. To com-
pute routes in this manner, the ISP must track (1) the amount
of redundant content that is common to different destination
preﬁxes and (2) the route announcements from peers to the
destinations.
The cooperative approach applies to ISPs which are will-
ingtocoordinatetheirinter-domainrouteselectiondecisions.
In this approach, the ISPs compute routes which minimize
the overall impact of inter-domain trafﬁc across the internal
links of all ISPs involved and the peering links between the
ISPs. We explore the ideal beneﬁts from cooperation and ig-
nore important issues such as the need to maintain privacy of
internal information.
4.1 Local Approach for an ISP
The intra-domain approach, presented in Section 3, can beFigure 3: Input graph for the local inter-domain ap-
proach.
extended in a straight-forward manner to perform next hop-
AS selection. This simply requires a change to the input net-
work graph G and the overall objective of the ISP. Our ap-
proach described below focuses on inter-domain trafﬁc orig-
inating at a particular PoP in an ISP and can be extended to
all inter-domain trafﬁc of the ISP. We present the high level
ideas and omit the details for brevity.
TheISP’snetworkfootprintobjectiveencompassesthefoot-
print FPi,e of both the internal edges of the ISP and its peer-
ing links. The input graph G = (V,E) is constructed as
follows: the set V is composed of three subsets V1,V2, and
V3 (Figure 3). V1 is the set of all intra-domain routers or the
PoPs of the ISP, including the ingress PoP S where the inter-
domain trafﬁc originates. V3 is the set of destination preﬁxes
D1,D2,...,Dm. These are the preﬁxes to which the inter-
domain trafﬁc from S must ﬁnally reach. We assume that
the ISP computes aggregated redundancy proﬁles across the
m destinations. To derive the ideal beneﬁts of redundancy
elimination, all possible destination ASes must be consid-
ered in the set V3. However, in practice, it may sufﬁce to
focus on just the top few destination preﬁxes by volume. Fi-
nally, the set V2 is composed of “intermediate nodes” which
model possible next hop ASes for each destination, as well
as their peering locations with the ISP.
The set of edges, E, is composed of three subsets: E1, the
set of intra-domain edges, E2, the full set of peering edges
between the ISP in question and each of its peers, and E3,
which are “intermediate edges” between nodes in V2 and V3.
We construct an intermediate edge between an intermediate
node v and a destinationDj if the ISP correspondingto v has
announceda route to Dj. We only include edges and vertices
for a peer if the peer is among those who have a path with the
smallest number of AS hops to the destination.
The rest of the inter-domain route selection approach is
similar to the intra-domain case. Again, a centralized route
controller may be employed to compute routes which min-
imize the footprint due to inter-domain trafﬁc. The ingress
router at S could compute the inter-domain redundancy pro-
ﬁle using the approach in Section 3.3.2, and transfer the pro-
ﬁle to the router controller. The output from the route con-
troller is the next-hop AS and the internal route to the exit
point into the next-hop for each destination preﬁx.
4.2 Cooperative Approach for Two ISPs
For simplicity we consider the case where just two ISPs
coordinate their inter-domain route selection. Our approach
can be extended to multiple ISPs. Our approach works as
follows: ratherthancomputeinter-domainroutesinisolation,
each ISP tries to aggregate the redundant content in inter-
domaintrafﬁctogetherwiththeredundantcontentinits intra-
domain trafﬁc, so as to bring down the overall utilization of
all participating networks.
Thus, thekeydifferencefromtheintra-domainroutingfor-
mulation is that the input graph used by either ISP is the
unionofthetopologiesofthetwonetworksandpeeringlinks.
The inputs to an ISP’s Linear Program are its intra-domain
redundancy proﬁles and the inter-domain proﬁle for trafﬁc
between ingresses in itself and egresses in the neighbor. The
outputofanISP’s formulationincludeits intra-domainroutes
and a list of exit points for trafﬁc destined to egresses in the
neighbor(and how to split inter-domaintrafﬁc across the exit
points).
5. MEASUREMENT RESULTS
We presentabriefstudyofkeypropertiesofcontentredun-
dancyobservedat the packet-levelin real traces. We focus on
the extent to which content is duplicated across two or more
destinations. Our observations shed light on the potential for
redundancy-aware routing. They also justify the key choices
we have made in designing the approaches outlined in Sec-
tions 3 and 4. We also leverage the observations to construct
synthetic traces which we use extensively in Section 6. For
brevity, we only focus on intra-domain settings.
Traces. We collected full packet traces at a large US uni-
versity’s access link to the commercialInternet. We collected
multiple 150s-snapshots at the beginning of every hour start-
ing at 10am and ending at 7pm on Jan 26, 2007. In addition,
we also separately monitored the trafﬁc originating from a
highvolume/24preﬁxownedbythe university,whichhosted
someofthemostpopularserversoncampus(duringthesame
time-period). The latter traces are likely to be representative
of a moderate-sized data center.
Extent of redundancy. We used the approach outlined in
Section 2 to quantify packet-level content redundancy. In the
case of Internet-bound trafﬁc on the University access link,
we found that the average redundancy percentage was 16%
using 400MB packet store, meaning that the ratio of the to-
tal size of the matched regions in all packets to the total size
of packets was 0.16. When we used a 2GB packet store, the
average redundancy proportion increased to 20%. For traf-
ﬁc originating from the high-volume /24 preﬁx, the redun-
dancy proportion was 50% on average with a 2GB packet
store. These observations show that when redundancy elim-
ination is applied in a localized fashion on individual access
links, the utilization of the links can be reduced by 16-50%.
Extentofduplicationacrossdestinations. Ourredundancy-
aware approaches are most effective when content is dupli-
catedacrossmultipledestinations. Toexaminethebeneﬁtsof
redundancy awareness, we emulate a scenario where trafﬁc
originating at our vantage points (i.e. the University access
link and the /24 preﬁx) is routed across the internal network 0.75
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Figure 4: Duplication across multiple destination POPs
of a tier-1 ISP (SprintLink). For both cases, we assume that
the trafﬁc enters the ISP at its Chicago PoP. Using traceroute
and undns [22] we mapped the destination preﬁxes observed
in traces to PoPs of the tier-1 ISP. We then examined how
often content is duplicated across different ISP PoPs.
In Figure 4(a), we show the number of different PoPs to
which a distinct 64B chunk observed in a trace was destined
to. We study a full University trace (redundancy proportion
of 17%) and a trace of trafﬁc from the high-volume /24 pre-
ﬁx (redundancy of 48%). In the former case, we note that
for 97% of the chunks, either there were no duplicates or the
duplicates went to the same PoP as the original. In 3% of
the cases, the duplicate and original chunks were destined to
2 distinct PoPs. For the trace of the /24 preﬁx, we see more
signiﬁcant duplication across PoPs, with duplicates destined
for 2 PoPs in nearly 10% of the cases. In general, very
few chunks are duplicated across ≥ 3 PoPs in either set of
traces. We examined several other traces and observed sim-
ilar trends. This justiﬁes our approach of focusing only on
the amount of content duplicated across pairs of destinations
when computing redundancy proﬁles.
Next, we examine whether content duplicated across a set
of destinations amounts to a signiﬁcant proportionof all traf-
ﬁc sent to the destinations. In Figure 4(b), we show the total
volume of trafﬁc originatingfrom the high-volume/24 preﬁx
which is duplicated across a pair of destination PoPs, relative
to the total volumeoftrafﬁc fromthe/24 to the two PoPs. We
see that the proportion of shared content varies signiﬁcantly
across different pairs of destination PoPs. In many cases,
there is very little sharing of redundant content: the propor-
tion of shared content is < 1% for nearly 80% of the PoP
pairs. For roughly 10% of PoP pairs, the extent of sharing is
very signiﬁcant, ranging between 5 and 15% of the total traf-
ﬁc. We studied other traces of the /24 preﬁx and observed a
similar trend of a few PoP pairs sharing a signiﬁcant amount
of content. Furthermore, we also found signs of positive cor-
relation between the total volume of trafﬁc of the PoP pair
and the extent of content shared (the results are omitted for
brevity).
6. EVALUATION
In this section, we present results from an extensive study
of the beneﬁts of redundancy elimination both when applied
totraditionalroutesandwhenappliedalongwithredundancy-
aware routes. We consider both intra and inter-domain set-
tings. We also examine the impact of network topology on
the beneﬁts derived. Finally, we study the ability of redun-
dancy elimination and redundancy-aware approaches to ab-
sorb sudden trafﬁc surges.
Unless otherwise stated, our metric of comparison is the
network footprint which reﬂects the aggregate utilization of
an ISP’s network resources. A signiﬁcant reduction in net-
work footprintimplies that an ISP is able to better controlthe
usage of its network resources and meet its trafﬁc engineer-
ing goals in a more effective fashion.
We mostly focus on beneﬁts in the ideal case, in that we
assume networks have perfect information regarding the re-
dundancyproﬁles and can computeredundancy-awareroutes
instantaneously. We do study the impact of practical limita-
tions fromstaleness of redundancyproﬁles. Ourevaluationis
basedbothonthe realpackettraces (Section5), andsynthetic
traces which are described next.
Ourstudyindicatesthatredundancyeliminationandredundancy-
awareness can reduce network footprint to a very signiﬁcant
extent. Thus, the beneﬁts of a universal deployment of re-
dundancy elimination seem to easily offset the initial cost of
deploying the mechanisms on multiple network routers.
Generating Synthetic Traces. Synthetic traces allow us
to explore the relationship between various redundancy pro-
ﬁles and the overall beneﬁts offered by our approaches. We
constructsynthetictracesbasedonkeypropertiesofrealpacket
traces.
In what follows, we ﬁrst outline how to generate a syn-
thetic intra-domain trace for trafﬁc originating at a single
PoP of an ISP’s topology. This can be extended trivially to
network-wide intra-domaintraces, as well as to inter-domain
traces.
Packets are of the same size in all synthetic traces. Each
synthetic trace has three parameters: ρoverall ∈ [0,0.5] and
ρintra, ρinter ∈ [0,1]. These determine if there are duplicate
packets, and whether the duplicate packets are all headed for
the same destination.
To elaborate, ρoverall is the total fraction of redundancyin
the trafﬁc; For instance, when ρoverall = 0.5, only 50% of
the packets are unique. In general, no packet has more than
one duplicate in all our synthetic traces. Thus, we do not
model duplication of content across 3 or more destinations.
As our empirical study in the previous section showed, this
approximation is unlikely to affect the representativeness of
our synthetic trace-based analyses.
To construct the trace, we ﬁrst create a large number of
unique packets. Each packet has a duplicate with probability
ρoverall
(1−ρoverall). If a packet has no duplicate (with probability
(1−2ρoverall)
(1−ρoverall) ), we “send” the packet to a PoP in the ISP se-
lected with a probability proportional to the population of
the city represented by the PoP (this is based on the grav-
ity model for network trafﬁc volumes [20]). If the packet
has a duplicate, we create the duplicate, and with probability
ρintra, we send the packet and its duplicate to the same des-
tination, where the destination is selected according to the
gravity model; thus, ρintra controls the number of packets 0
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Figure 5: Intra-domain, single-ingress (Seattle, WA) for
ATT (AS7018). Link capacities are unlimited.
which are duplicated between a pair of PoPs. With a proba-
bilityρinter = 1−ρintra, weselect twodifferentdestinations
according to the gravity model, and send them a copy each;
thus, ρinter controls the number of packets duplicated across
two different destinations.
We assume that routers have sufﬁcient memory to store all
packets within a synthetic trace that are forwarded to them.
Evaluation strategy. Given a trace, synthetic or real, and
a network topology, we compute aggregate redundancy pro-
ﬁles using the approach described in Sec 3.3.2. We compute
routes accordingto the redundancy-awarealgorithms of Sec-
tions 3 and 4. We use realistic ISP topologies (with link la-
tencies) from Rocketfuel [22].
In all cases, we compare redundancy-aware routing algo-
rithms, denotedas “RA”, and traditionalshortest path routing
with hop-by-hop redundancy elimination, denoted as “SP-
RE”, against traditional routing without redundancy elimi-
nation, denoted as “SP”.
6.1 Beneﬁts in the Intra-Domain Setting
We ﬁrst evaluate the beneﬁts of redundancy-awarerouting
in an uncapacitated intra-domain setting with trafﬁc from a
single ingress.
Synthetic traces. First, we employ a variety of synthetic
traces to examine the beneﬁts. In Figure 5, we compare SP-
RE and RA against SP for trafﬁc originating from the Seattle
PoP in the ATT network topology (AS7018). In Figure (a),
we present the reduction in network footprint under a range
of different inter- and intra-ﬂow redundancyproportions (i.e.
ρinter and ρintra values), but the overall redundancyfraction
remains unchanged (ρoverall = 0.5). From Figure 5(a), we
note that the beneﬁts of redundancy elimination in general
are quite signiﬁcant: the network footprint reduces 27-50%
with RA and 6-50% with SP-RE.
We also note that RA offers substantial reduction in net-
work footprint compared to SP-RE. In particular, when re-
dundantcontentisduplicatedacrossmultipledestinationPoPs
(i.e., as ρinter → 1), RA is signiﬁcantly better (27% reduc-
tion due to RA compared with 6% due to SP-RE). At the
other extreme, when most duplicated packets travel between
the same source-destination pair (i.e. as ρintra → 1), the
beneﬁtsofRA relativeSP-REstart todiminish,andRA even-
tually becomes identical to SP-RE.
In Figure 5(b) we vary ρoverall while keeping ρinter =
1. At a low fraction of the overall redundancy proportion
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Figure 6: Impact of topology in the intra-domain setting.
(ρoverall < 0.1), RA and SP-RE are essentially indistin-
guishable. When ρoverall ≥ 0.2, we see that RA offers sig-
niﬁcant beneﬁts compared to SP-RE: RA can reduce the net-
work footprint but a further 6-20%.
Theseobservationsindicatethatredundancyawarenessgen-
erally offers substantial improvements in network utilization
under a wide range of possible redundancy proﬁles, com-
pared both to current routing and to simple redundancyelim-
ination.
Next, we analyze the impact of topology on the beneﬁts of
redundancy awareness. In Figure 6(a), we plot a distribution
ofthebeneﬁtsduetoRA andSP-RE as wechangetheingress
PoP in the ATT network. We set ρoverall = 0.5 and ρinter =
1. We see that the beneﬁts from both RA and SP-RE vary
with the ingress PoP, but, in general, RA offers signiﬁcant
improvements over SP-RE. While SP-RE alone can reduce
the footprint by 2-22%, the beneﬁts of RA are even better:
between 6% and 27%.
In Figure 6(b), we compare how the mean improvements
in network footprintvary across 6 different tier-1 ISP topolo-
gies, where the mean is computedoverall PoPs in an ISP. We
see that the mean improvementis between 2 and12% for SP-
RE and between 11% and 17% for RA. We note that in some
situations, e.g., AS1668, which has a very sparse topology,
the beneﬁts from RA are marginal compared to SP-RE. For
sparse networks, simple redundancy elimination is sufﬁcient
to bring down the network footprint.
Real traces. Next, we analyze the beneﬁts of RA and SP-
RE using real packet traces. We conduct our analysis over
the network topologyof SprintLink(AS1239). Our approach
is to vary the origin PoP of the packet trace and study the
beneﬁts of RA and SP-RE assuming all packets in the trace
are destined for SprintLink’s customers. To model where the
intra-domaintrafﬁcwouldexitSprintLink’snetwork,wemap
the top 2500 destination preﬁxes in the traces to a US city
using “undns” [22] and traceroute. We then map the city to
the nearest SprintLink PoP. We assume that each router has a
2GB packet store.
Our trace-based analysis is representative of a real-world
applicationof redundancyeliminationand redundancyaware
routing. Using the traces, we ﬁrst compute the redundancy
proﬁles(Section3.3.2). Then,wecomputeredundancy-aware
routes, route packets in the trace on the computed paths, and
simulateredundancyeliminationoneachrouter(Section2.1).
In Figure 7(a), we show the distribution (CDF) of the im-
provementinnetworkfootprintwhendifferentPoPsinAS1239 0
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Figure 7: Trace-based analysis for SprintLink.
are chosen as the ingress. Here, we use a trace of the high-
volume /24 preﬁx, which had a redundancy proportion of
nearly 50%. We see that both SP-RE and RA offer substan-
tial reductions in network foot-print. In particular, we note
that the beneﬁt from RA is > 40% for roughly 10% of the
ingresses. One of these ingresses was Seattle; RA aggre-
gates trafﬁc originating from Seattle and destined for NYC,
Boston and Dallas (which receive 36% of trafﬁc in total) to-
gether with destined for Chicago (which receives 40% of the
trafﬁc), and routes all trafﬁc on the single Seattle-Chicago
link.
We also conducted trace-based analysis of a full packet
trace of the University access link (Figure 7(b)). The ag-
gregate redundancy proportion in this trace was 17%. We
observe little difference between SP-RE and RA. This is be-
cause, as shown in Figure 4(a), a very small fraction of the
content in this case is duplicated across PoPs. We do note
that redundancy elimination was generally very beneﬁcial,
resulting in 10-20% reduction in the network footprint.
Beneﬁtsinintra-domainTrafﬁcEngineering(TE).Next,
weshowthatredundancyeliminationandredundancy-awareness
can help an ISP better meet its network-wide TE goals. We
use synthetic traces in this analysis. In contrast with the ear-
lier study, we now impose capacity constraints on network
links. In particular, given a Rocketfuel ISP topology, we an-
notatelinks with capacitieschosenuniformlyat randomfrom
{2.5, 10}Gbps.
We generate one synthetic trace per PoP in the ISP topol-
ogy. For simplicity, the trafﬁc from all PoPs has the same
ρoverall and ρinter. However, each trace differs in the aggre-
gate trafﬁc volume, which is chosen to be proportional to the
population of the PoP’s location.
Given the trafﬁc proportions, we compute (redundancy-
agnostic) routes which minimize the maximum link utiliza-
tioninthenetwork. WerefertothisapproachasSP-MaxLoad
(We abuse notation here: the inter-PoP paths may not be
shortest intermsoflatency). Theaggregatevolumesbetween
PoPs in the network are then scaled up so that the maximum
link utilization is 80%.
We ﬁrst employ hop-by-hopredundancyeliminationalong
the routes obtained above. In Figure 8(a), the bars labeled
“SP-RE” show the resulting improvement in the maximum
link utilization (again, we abuse notation here). We see that
redundancyeliminationcanimprovemaximumlinkloadwhen
coupledwith traditionaltrafﬁcengineering: the improvement
ranges between 1% when (ρoverall, ρinter) = (0.2,1), and
25% when (ρoverall,ρinter) = (0.5,0.5). The bars labeled
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Figure 8: Trafﬁc engineering with different redundancy
proﬁles (ATT network). The baseline for comparison is
SP-MaxLoad.
“RA”showthebeneﬁtsofemployingredundancy-awareroutes.
We note that the improvements in this case are very substan-
tial: the maximum link load is 10%-37% lower. Such heavy
reduction in the maximum link utilization is extremely valu-
able to ISPs because it creates additional capacity within the
networks and allows them to meet service-level objectives
more effectively.
As mentioned in Section 3.3.3, the fractional solution out-
put by “RA” can be implemented using MPLS. However, we
employredundancy-awareapproachestoclassifyapplication-
level ﬂows into MPLS trunks. A full exploration of these
techniques is beyond the scope of this paper. In what fol-
lows, we consider a preliminary heuristic for assigning pack-
ets to MPLS trunks which seems to show promise in prac-
tice. In our heuristic, an incoming packet with multiple path
(trunk) options is sent on a path which has the maximum ex-
tent of overlap with the route taken by an earlier duplicate
packet. If no such earlier packet exists, the path is selected
according to the fractions output by “RA”. We also perform
book-keeping along-side to ensure that the number of bytes
routed along the various paths follow the fractional solution.
Of course, this heuristic may reorder packets belonging to
an application-level ﬂow. To avoid this, we could allow a
packet to be routed on a different path than earlier packets in
its ﬂow only if the latencies of the paths are similar. In Fig-
ure 8(b), we present the performance of the heuristic (“RA-
Heuristic”). We compare our heuristic with “RA” (we denote
RA as RA-Optimal here, as it represents the ideal scenario).
We see that it performs very close to RA-Optimal (1-4 per-
centage points away).
Sudden trafﬁc variations. We now examine how our ap-
proaches can mitigate the impact of sudden spikes in trafﬁc
load as might occur during ﬂash crowd events. We use the
same set-up as abovefor simulating the ﬂash crowd: We start
with a network-wide trace where we set ρoverall = 0.2 and
ρinter = 0.5 for trafﬁc from all ingresses. The trafﬁc vol-
umes are such that the maximum link utilization due to SP-
MaxLoadis50%. Giventhisset-up,wecomputeredundancy-
aware network routes.
We then make a sudden change - a factor of f increase
overall - to the volume of trafﬁc originating from an ingress
pickedatrandom. Wealsochangetheredundancyproﬁle,i.e.
ρoverall and ρinter, of the trafﬁc from the ingress. However,
we do not recompute new redundancy-awareroutes; instead,
we study how routes which match the stale proﬁles perform. 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 1  1.5  2  2.5  3  3.5  4  4.5  5
m
a
x
 
l
i
n
k
 
u
t
i
l
i
z
a
t
i
o
n
volume increment factor
SP-MaxLoad
SP-RE
RA
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 1  1.5  2  2.5  3  3.5  4  4.5
m
a
x
 
l
i
n
k
 
u
t
i
l
i
z
a
t
i
o
n
volume increment factor
SP-MaxLoad
SP-RE
RA
(a) ρoverall = 0.5,ρintra = 0.25 (b)ρoverall = 0.5,ρintra = 0.75
Figure 9: A simulated ﬂash crowd, where trafﬁc from
Chicago in ATT increases suddenly. The original redun-
dancy proﬁle was ρoverall = 0.2 and ρintra = 0.5.
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Figure 10: Impact of stale redundancy proﬁles.
In Figure 9, we show the results from two different ﬂash
crowd simulations. In both cases, we increase ρoverall to
0.5.In the ﬁrst case, the ﬂash crowd causes a higher fraction
of duplicate packets to be distributed across multiple desti-
nations; in particular, ρinter increases from 0.5 to 0.75. The
performanceofthedifferentschemesis shownin Figure9(a).
We see that redundancy elimination, whether coupled with
redundancy-awareness or not, offers clear beneﬁts in terms
of mitigating the impact of the sudden increase. When the
trafﬁc volume increases by f = 3.5X, the maximum link
load due to SP-RE is 85% and that due to RA is 75%. With-
out any form of redundancy elimination (SP-MaxLoad), the
maximum load is 95%.
We analyzedanotherﬂash crowdsituation wherea smaller
fraction of bytes are duplicated across destinations compared
to the baseline situation (ρintra increases from 0.5 to 0.75).
The results in this case are shown in Figure 9(b). We see
thatthebeneﬁtsfromredundancyeliminationaremuchbetter
than the ﬁrst situation: the maximum link loads at f = 3.5X
are brought down to 61% with RA and 68% with SP-RE.
ThedifferencebetweenRA andSP-RE is small becausemost
of the redundancy is conﬁned to trafﬁc within ingress-egress
pairs, and thus redundancy-aware route construction is not
highly beneﬁcial compared to shortest-paths.
Staleness of proﬁles. We conduct a separate analysis of
the impact of employing routes computed using stale redun-
dancy proﬁles. We use real traces corresponding to the high
volume /24 preﬁx in this analysis. We assume that the trafﬁc
in the trace originates at the Chicago PoP in the SprintLink
Network (AS1239). We focus on SprintLink’s intra-domain
routes for this trafﬁc. We compute routes that were optimal
for the trace collected at a certain time, and evaluate the net-
work footprint when using these routes for the trafﬁc in 5
traces which were collected 10, 20,..., 50 minutes after the
original trace. Figure 10(a) shows the network footprint ben-
eﬁts fromemployingthe stale redundancy-awareroutes(RA-
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Figure 11: Reduction in network footprint for the Inter-
domain local approach in ATT’s Network topology.
Stale) to route the trafﬁc in these 5 traces. We see that RA-
Stale is very close to the optimal (wherein the redundancy-
aware routes are computedusing current proﬁles; denoted by
RA), and signiﬁcantly better than SP-RE. We repeated the
analysis for traces collected at other times of the day and ob-
servedthatRA-Stale always offeredreasonableperformance.
We also changed the source PoP for the trafﬁc to see if there
were topology-related biases in our observations. In Figure
10(b), we plot the CDF of maximumdifferencebetween RA-
Stale and RA across ingresses for 5 traces. We see that the
performance of RA-Stale was consistently good (In around
85% of the ingresses, the observed network footprint beneﬁt
of RA-Stale is within 1-3% away from that of RA) . While
a more thorough analysis of the impact of staleness is nec-
essary, these observations seem to indicate that redundancy-
aware routes computedat a certain time will continueto offer
reasonable performance for few 10s of minutes.
6.2 Beneﬁts in the Inter-domain Setting
We now present a comparison of the beneﬁts of redun-
dancyawarerouting,simpleredundancyelimination,andtra-
ditional routing in the inter-domain context. We assume link
capacities are unconstrained. We ﬁrst consider an ISP’s local
approach for inter-domain trafﬁc originating from a single
PoP in the ISP. Our baseline for comparison is BGP-based
choiceof the next-hopAS, with early exit routingto the next-
hop’s peering location.
In Figure 11, we present the reduction in network foot-
print for the ATT network (AS7018). The footprint is com-
puted over ATT’s internal and peering links. We consider
inter-domain trafﬁc originating at a single ATT PoP. We use
synthetic traces. The destination ASes for the inter-domain
trafﬁc are modeled along those observed in real traces: we
identify the top 75 destination ASes by volume in the packet
traces for which ATT only has peer-announced routes. We
assume that the trafﬁc volume to these destinations follows
a Zipf distribution. We use Rocketfuel maps to obtain loca-
tions where ATT peers with its neighbors. We used ATT’s
public BGP tables to obtain the preferred next hop ASes for
each destination AS.
For the results shown in Figure 11(a) the trafﬁc originates
from the Chicago PoP in the ATT network. We ﬁrst exam-
ine the curve labeled “SP-RE-PrefNeigh”which corresponds
to ATT using early-exit routing internally to reach the BGP-
preferred next hop neighbor for a destination. Simple redun-dancy elimination is then employed on all network links. We
notethateventhissimplisticapplicationofredundancyelimi-
nationofferssubstantial reductionin networkfootprint,rang-
ing between 4-50% for a trace where ρoverall = 0.5.
We alsostudy“RA-PrefNeigh”,whichcorrespondstoATT
routing via the BGP-preferred next hop neighbor, but using
a peering location which is selected in a redundancy-aware
manner. This is not shown in Figure 11(a) since it offered
very similar performance as SP-RE-PrefNeigh. The similar-
ity arises because ATT is connected to most of its peers in
Chicago, and the exit points chosen by RA-PrefNeighare the
same as that due to early exit routing.
Nextwefocusonthecurvelabeled“RA-RANeigh”where,
in a departure from traditional BGP route selection, ATT
makesa selectionofboththenexthopneighborandexit point
in a redundancy-aware manner using the algorithm outlined
in Section 4.1. We see that by making both choices in a re-
dundancy aware fashion, ATT improves the load on its in-
ternal and peering links by 0-11% compared to redundancy-
agnostic next hop AS selection (i.e. RA-Pref-Neigh, which
is identical to SP-RE-PrefNeigh).
In Figure 11(b) we plot the distribution of the reduction in
network footprint as we vary the ingress PoP in the ATT net-
work. We see that the beneﬁts of redundancy awareness are
very high: in some cases, RA-RANeigh reduces the network
footprint by > 85%.
Note that in contrast to traditional BGP routing, an ISP
using RA-RANeigh may select a peer which has the near-
est exit point as the preferred next hop for a destination. For
example, say that peer A1 is ATT’s BGP-preferred next hop
for a destination preﬁx P and A1’s closest exit point is 10ms
away from the source PoP. Another peer A2 which has also
announced route to P has an exit point which is just 5ms
away. RA-RANeigh may prefer A2 over A1 because choos-
ing lower latency internal paths helps RA-RANeigh reduce
the overall network footprint signiﬁcantly.
Next, we examinethe beneﬁts ofan ISP choosingthenext-
hop AS using the following latency-driven approach: among
all peers who have announced a route to a destination, pick
the one with the nearest exit point. The key difference be-
tween this and RA-RANeigh is that the selection of the inter-
domain route is not made in an explicit redundancy-aware
manner. We analyze the performance of the above latency-
based approach to inter-domain route selection and show the
results using the curve labeled “SP-RE-Lat-Neigh” in Fig-
ure 11. Two key points emerge from comparing SP-RE-
LatNeigh against RA-RANeigh: For nearly 20% of the in-
gresses, the performance of SP-RE-LatNeigh is close, if not
identical, to RA-RANeigh; In these cases RA-RANeigh se-
lects neighbors with nearest exit points as the next hops just
like SP-RE-LatNeigh does.
For the remaining ingresses, however, selecting neighbors
purely on the basis of the latency to the exit point seems to
be quite sub-optimal. Two factors contribute to the superi-
ority of RA-RANeigh here: (1) First, selecting a peer with a
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
i
n
g
r
e
s
s
 
f
r
a
c
t
i
o
n
reduction in network footprint 
SP-RE-PrefNeigh
RA-PrefNeigh
SP-RE-LatNeigh
RA-RANeigh
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
i
n
g
r
e
s
s
 
f
r
a
c
t
i
o
n
reduction in network footprint 
SP-RE-PrefNeigh
RA-PrefNeigh
SP-RE-LatNeigh
RA-RANeigh
(a) High redundancy trace (50%) (b) Low redundancy trace (17%)
Figure 12: Trace-based analysis for ATT.
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Figure 13: Inter-domain routing, Cooperative approach
between ATT and SprintLink networks.
fartherawayexitpointasthepreferrednexthopforadestina-
tion may offer better opportunities for aggregatingredundant
content. For instance, say a peer A2 has announceda route to
some preﬁx P and has an exit point located 15ms away from
the source PoP. Another peer A1 has also announced a route
to P, and has a closer exit point located just 5ms away. Ag-
gregating on the peering link to A2 all inter-domain trafﬁc to
preﬁxP, togetherwith trafﬁc to otherpreﬁxesforwhichonly
A2 has announced routes, can signiﬁcantly reduce the over-
all network footprint. In contrast, simply using A1 to send
trafﬁc to P may not offer similar beneﬁts. (2) Second, RA-
RANeigh attempts to aggregate trafﬁc to destinations which
share redundant content onto the same peering links. In con-
trast, SP-LatNeigh may aggregate destinations across which
content is seldom replicated.
Trace-Based Analysis. In Figure 12, we present the re-
sults from our evaluation of the inter-domain local approach
using real packet traces. In Figure 12(a), we present the re-
sults for the trafﬁc traces from the high volume /24 preﬁx,
where the overall redundancy proportion was 50%. We ob-
serve very signiﬁcant reductions in network footprint from
employing redundancy elimination, irrespective of whether
redundancy-aware routing is used or not. Also, as before,
we note that the difference between SP-LatNeigh and RA-
RANeighisquitesubstantialformorethan50%oftheingress
PoPs. In Figure 12(a), we present the results for a full trace
of the University access link, where the redundancy propor-
tion was observed to be 17%. In this case, there was very
little duplication of content across destinations, and hence
the beneﬁts from redundancy-awareness are low relative to
simple redundancy elimination.
Cooperative Approach. In Figure 13(a), we examine the
beneﬁts from cooperationbetween ISPs in computing redun-
dancyaware routesbetweeneachother. We employsynthetic
traces in our analysis. We focus our analysis on the Sprint-
link and ATT networks both of which are tier-1 ISPs. They
peer with each other at multiple locations. We consider traf-ﬁc originating from Chicago in ATT and going both to PoPs
in SprintLink and PoPs in ATT. We assume that 80% of all
trafﬁc originating at Chicago in ATT is inter-domain trafﬁc,
while 20% goes to intra-domain destinations. We considered
other trafﬁc distributions, but the results were qualitatively
similar.
As before,we compareRA andSP-REagainstSP.We con-
sider two variants of each approach, namely Opt (for Opti-
mal) and HP (for Hot Potato). These two variants model a
network’s exit point selection for routing inter-domain trafﬁc
into its neighbor. When using Opt, a network computes exit
points fortheinter-domaintrafﬁcdestinedto its neighborin a
cooperative, globally optimal way. In SP-Opt-RE, the coop-
erative routes minimize the sum total latency of all network
paths (inter and intra-domain). In RA-Opt the cooperative
routes minimize the network footprint across both networks;
RA-Opt is exactly the algorithm we descried in Section 4.2.
In early-exit or hot potato routing (HP), each network tries
to optimize its own local objective. In SP-HP-RE, each net-
work uses early exit routing into the other network. In RA-
HP, each network selects peering locations which minimize
its own network footprint. The baseline for comparison is
SP-HP. Our metric of comparison is the network footprint
computed over both ISP networks.
Comparing RA-Opt with SP, we see that the reduction in
network footprint is very impressive, ranging between 28%
and 50%. Also, we note that SP-Opt-RE is not much better
than SP-HP-RE. This is because early-exit paths origination
from the Chicago PoP in ATT already have close-to-optimal
latencies to the PoPs in SprintLink. More importantly, we
observe that SP-Opt-RE is inferior comparedto RA-HP. This
furtherunderscorestheimportanceofredundancy-awareroute
computation in reducing the network-wide utilization.
In Figure 13(b), we show a distribution of the reduction
in network footprints when different ATT PoPs are chosen as
thesourcesoftheinter-domaintrafﬁc. Aswithourprioranal-
yses, we see that redundancy elimination in general is vastly
beneﬁcial, but redundancy awareness offers greater overall
improvement.
Evaluation Summary. Our extensivestudy has shownthe
vast beneﬁts of network-wide support for redundancy elimi-
nation, and in particular, of changing network routing to be
redundancy-aware. We see that the impact of trafﬁc on ISP
network resources can be reduced signiﬁcantly. This is es-
pecially useful to control link loads in situations of sudden
overload. Finally, using routes computedon the basis of stale
proﬁles does not seem to undermine the beneﬁts of our ap-
proaches. Of course, the initial cost of deployment of redun-
dancy elimination mechanisms on multiple network routers
will bequitehigh. However,ouranalysisshowsthatthelong-
term beneﬁts of a wide-spread deployment are high enough
to offset the cost.
Note that we assumed throughout that each router carries
fully decoded packets internally. But our proposals can be
extendedso that routersswitch smaller encodedpackets (per-
(a) Packet and FP stores (b) Fingerprint Hash table
Figure 14: Architecture of the ﬁngerprint and packet
stores.
haps combining multiple related small packets into a larger
packet), with decoding/reconstruction occurring only where
necessary. This can help overcome technology bottlenecks
inside routers, in addition to saving bandwidth on links.
7. IMPLEMENTATION
Inthis section, weexaminesome ofthekeychallengesthat
may hinderthe deploymentof redundancyeliminationmech-
anisms on fast routers. We offer preliminary solutions to
the challenges. We evaluate the trade-offs introduced by our
solutions via a software implementation based on the Click
modular router [17]. Our implementation extends the base
algorithm of Spring et. al [23].
An important bottleneck in performing redundancy elim-
ination at high speeds is the number of memory accesses
required during the various stages of redundancy elimina-
tion, such as on-the-ﬂy lookup, insertion, deletion, and en-
coding the redundant region in a packet. A second challenge
is controlling the amount of memory required to store the
key data structures at routers, namely the ﬁngerprint and the
packet stores. Our implementation is focused on develop-
ing memory efﬁcient ways to organize and access the data
structures. These issues have not been considered carefully
in prior work.
Another key component is the computation of the hash
function to obtain ﬁngerprints for each packet. Rabin ﬁnger-
prints used in [23] are well-suited for high-speed implemen-
tation. In particular, because Rabin ﬁngerprint computation
relies on use sliding hashes, the ﬁngerprints can be computed
in parallel with CRC checks, even as the bytes in a packet
arrive into a router.
7.1 Packet Store
The layout of the packet store in our implementation is
showed in Figure 14(a). We implement the packet store as
a FIFO buffer. In particular, we use a circular buffer with a
maximum of T ﬁxed-size entries. With FIFO buffering, the
oldest packet in the packet store is evicted when there is no
room to insert a new packet. We considered using other poli-
cies foreviction(suchas Least-Recently-Used),buta prelim-
inary study of these policies showed that FIFO offers nearly
the same performance (in terms of the amount of redundant
content identiﬁed), but is simpler to implement (See [13] for
details).
We use a global variable called “MaxPktID” (4B) to aidNumHashes → 1 2
f ↓
1.2 15.1% 11.5%
1.5 12.4% 7.8%
2 9.5% 4.6%
NumHashes → 1 2
f ↓
1.2 5.0% 0.06%
1.5 3.4% 0.02%
2 2.0% 0.003%
(a) B = 1 (b) B = 2
Table 1: Fraction of ﬁngerprints that we fail to insert.
packet insertions and deletions. This is incremented before
inserting a new packet. The current value of MaxPktID is
assigned to a variable PktID which becomes a unique identi-
ﬁer for the packet. The packet itself is stored at the location
PktID % T in the store. Thus PktID also indicates the start-
ing memory address of the packet’s location.
We take a short digression and describe the ﬁngerprint
storeto providecontextfortherest ofthe designofthepacket
store. The ﬁngerprint store holds meta-data for represen-
tative ﬁngerprints, which includes the ﬁngerprint itself, the
unique ID for the packet (i.e., the PktID) referred to by the
ﬁngerprint, and the byte offset in the packet where the region
represented by the ﬁngerprint starts.
When the packet store is full, we simply overwrite the new
packet at the tail of the circular store. We must also ensure
that the ﬁngerprints pointing to the evicted old packet are in-
validated. Rather than invalidate the associated ﬁngerprints
one-by-one (which can require a large number of memory
accesses), we can leverage the MaxPktID variable and the
PktID stored in the ﬁngerprint meta-data: To see why, note
that if (PktID < MaxPktID − T), then the packet has
been evicted and thus the ﬁngerprint is invalid.
The ﬁngerprints for a new packet are hashed into random
locations in the ﬁngerprint store (discussed next).
7.2 Fingerprint Store
The ﬁngerprint store must support fast insertions and efﬁ-
cient lookups when checking for redundant content. To sup-
port these properties, we implement the ﬁngerprint store as a
hash table.
If we use standard hash table implementations, then we
will need the ﬁngerprint table to be very sparse to avoid col-
lisions, and ensure fast inserts and lookups. A quick calcu-
lation shows that, at OC48 speeds, if we store 10s worth of
packets (i.e., a 3GB packet store), the ﬁngerprint table must
be > 20GB in size. Even at this large size, there is no real
guarantee of collision-freeness and hash chaining.
To improve hash table storage efﬁciency while still ensur-
ing O(1) lookups and inserts, we use CuckooHash [9] to de-
sign the ﬁngerprint store. The CuckooHash-based design is
illustrated in Figure 14(b). Each hash entry is divided into
B buckets. Each bucket stores a key, which is a ﬁngerprint
entry in our case. A set of k ≤ 2 independent hash functions
are used during insertion of a representative ﬁngerprint into
the hash table: If any of the k×B locations are found empty,
the ﬁngerprint is inserted at the ﬁrst empty location. If no
bucket is empty, the ﬁngerprint is simply not inserted (in this
case, we consider the insertion to have “failed”).
In Table 1, we explore the trade-offs between hash table
size, the number of buckets B, and the number of hash func-
tions k. In particular, we examine the fraction of representa-
tiveﬁngerprintsthatwefailtoinsertforarealpackettracese-
lected at random. The more ﬁngerprints we fail to insert, the
lesser the extent of redundancy we can identify and remove.
The hash table size is a factor f larger than the target number
of ﬁngerprints we want to store; Note that the target number
is ﬁxed (approximately) for a given packet store size and a
given number of representative ﬁngerprints per packet; We
ﬁx the number of representativeﬁngerprints at 16 per packet.
From Tables 1(a) and (b), we note that using multiple hash
buckets offers better performance irrespective of the number
ofhashfunctionsused. We see fromTable1(b)that fork = 1
and f = 2, we fail to insert just 2% of the ﬁngerprints. When
k = 2 hash functions are used, the probability of failure is
essentially zeroforany f. Note, however,that we incurtwice
as many memory accesses (during lookups) when using two
hash functions instead of one.
Our implementationuses a single hashfunction,two buck-
ets, and f = 2, as this offers a reasonable middle-ground in
terms of the redundancy identiﬁed and memory accesses per
packet. This design also brings the ﬁngerprint store size to ≤
1.5GB at OC48 speeds.
7.3 Encoding
The approachwe use to encodeduplicatedchunksin anin-
coming packet is the same as that used by Spring et. al [23]:
Foreachduplicatedbytestringfound,weremovethematched
region from the incoming packet and replace it with a “shim
layer” containing the matching packet’s PktID (4B), 2B each
for the starting byte positions of the current and the matching
packet, and 2B for the length of the match. When a packet
matches multiple ﬁngerprints, we store one shim per match,
ensuring that the matching byte regions identiﬁed by each
shim are non-overlapping.
In summary, memoryaccesses are incurred by routers dur-
ing insertion of a packet and its representative ﬁngerprints,
and during retrieval of matching packets to perform encod-
ing. Since we use 16 representative ﬁngerprints per packet
(by default) and not all packets see matches, the former set
of accesses are likely to dominate the per packet memory ac-
cess overhead. Note that the number of memory accesses
grows with the number of ﬁnger-prints stored per packet, but
so does the amount of redundancyidentiﬁed.
7.4 Benchmarking Results
We have implemented packet-level redundancy elimina-
tion using the aforementioned data structures in the Click
modular router [17]. Our current implementation runs on a
1.8GHz AMD Opteron processor with 8GB of RAM (64-bit
Linux version 2.6.9). We conﬁgured the packet store to use
400MB of memory. This results in a 200MB ﬁngerprintstore
when using 16 ﬁngerprints per packet. Hash computation,
packet and ﬁngerprint insertion, and encoding are all done
serially in our software implementation.Max FPs Overall No No Click Updated machine Redundancy
per Pkt speed Click or Hashing No Click or Hashing percentage
32 0.67 0.71 1.0 1.39 17.3%
16 1.05 1.17 1.34 1.93 15.8%
10 1.15 1.3 1.62 2.31 14.67%
Table 2: Throughput of software implementation (in
Gbps) for a random packet trace.
We evaluated the throughput performance of our imple-
mentation using real packet traces. To estimate the max-
imum possible throughput, we read the packet trace from
main memory instead of receiving packets over the network
(to avoid delays due to interrupt processing). Our implemen-
tation achieved a throughput of 1.05Gbps on average across
multiple packet traces.
We proﬁledClick’sprocessingoverheadand,uponaccount-
ing for it, found that we achieved a throughput of 1.17Gbps
(Table 2).
Next, we examine how memory access latencies affect the
performance of our implementation. To do this, we precom-
puted the ﬁnger prints for all packets to avoid hash computa-
tion. The throughputdue to the rest of the componentsof our
implementation is shown in Table 2. This includes ﬁnger-
print insertions, packet insertions, packet retrievals, match
region computations, and encoding the match regions. We
ran microprocessor performance benchmarks to conﬁrm that
the software is memory-bound. We see that when using 16
FPs per packet, our implementation runs at 1.4Gbps.
Memorybenchmarksforourtestmachineshowedread/write
latencies to be 120ns per access. In contrast, today’s high-
end DRAMs operate at 50ns or faster. To understand the
likely improvement with faster DRAMs, we ran our imple-
mentation on an updated machine with a 2.4GHz processor
runninga 32-bitLinux (see Table 2). The memorylatency on
this desktop was benchmarked at 90ns. We consistently ob-
served a speed-up of 1.4X: with ≤ 16 ﬁngerprints, we were
able to obtain close to 2Gbps. With fewer ﬁngerprints (10
per packet, which resulted in an 18-22% drop in redundancy
proportion identiﬁed), we obtained 2.3Gbps. Thus with 50ns
DRAM latencies,itseemslikelythatwecaneasilyreachOC-
48 speeds in software.
8. OTHER RELATED WORK
We discussed past studies most relevant to our work in
Section 2. Below, we discuss a few other pieces of related
work.
Several past studies have examined the beneﬁts of coop-
erative caching of Web objects [24, 10]. These studies are
similar in spirit to our work, but we take the much broader
view of making redundant content elimination as a universal
router primitive.
Our redundancy-aware routing algorithms are somewhat
similar to multicast routing algorithms [6]. The algorithms
we develop essentially build efﬁcient multicast distribution
trees. The shape and structure of our trees are inﬂuenced by
destinations which observe signiﬁcant overlap in bytes ac-
cessed. In contrast, multicast tree construction simply tracks
the location of multicast participants.
Recent trafﬁc engineering proposals have tried to improve
the responsiveness to real time trafﬁc variations [14]. While
we leave a full comparison of our techniques against these
approaches for future work, we do believe that the beneﬁts
of the recent approaches can be further enhanced by making
them redundancy-aware.
9. CONCLUSIONS
In this paper, we explored the implications of deploying
packet-levelredundantcontent eliminationas a primitiveser-
vice on all routers. Using real packet traces as well as syn-
thetic workloads, we showed that applying redundancyelim-
ination on network links can reduce resource utilization by
10-50% in ISP networks. However, the network-wide bene-
ﬁts can be further enhancedby modifyingnetwork protocols,
in particular, the routing protocols, to leverage link-level re-
dundancy elimination. We presented and analyzed a suite
of redundancy-aware intra- and inter-domain routing proto-
cols. We showed that they offer ISPs much better control
over link loads, a great degree of ﬂexibility in meeting trafﬁc
engineering objectives, and greater ability to offer consistent
performance under sudden trafﬁc variations. We have devel-
oped a software prototype of a high-speed packet-level re-
dundancy elimination mechanism. Our implementation uses
simple techniques to control the amount of memory and the
number of memory accesses required for redundancy elimi-
nation. Our implementation can run at OC48 speeds. Hard-
ware implementation speeds are likely to be much higher.
Our focus was on studying the beneﬁts in the context of a
universaldeployment. However,our redundancy-awaretech-
niques can be applied to limited-scale partial deployments
of redundancyelimination across speciﬁc network links (e.g.
across cross-country intra-domain links, or congested peer-
ing links).
Of course, deploying redundancyelimination mechanisms
on multiple network routers is likely to be expensive to start
with. However,we believe that the signiﬁcant long term ben-
eﬁts of our approaches offer great incentives for networks to
adopt them.
Acknowledgments. We wish to thank the following peo-
ple for their advice: Fred Baker, Paul Barford, Mike Blod-
gett, Perry Brunelli, Paul Francis, Bruce Davie, Randy Katz,
George Varghese, Jia Wang and Ty Znati. We thank the
anonymousSigcommreviewerswhose commentshelpedim-
prove our paper. This work was supported in part by NSF
grants CNS-0746531, CNS-0626889 and CNS-0435382.
10. REFERENCES
[1] Netequalizer Bandwidth Shaper. http://www.netequalizer.com/.
[2] Packeteer WAN optimization solutions. http://www.packeteer.com/.
[3] Peribit WAN Optimization. http://www.juniper.net/.
[4] Riverbed Networks. http://www.riverbed.com.
[5] B. Fortz and M. Thorup. Internet Trafﬁc Engineering by Optimizing OSPF
Weights. In Infocom, 2000.
[6] T. Ballardie, P. Francis, and J. Crowcroft. Core based trees (CBT). SIGCOMM
Comput. Commun. Rev., 23(4):85–95, 1993.[7] M. Caesar, D. Caldwell, N. Feamster, J. Rexford, A. Shaikh, and J. van der
Merwe. Design and implementation of RCP. In NSDI, 2005.
[8] B. Davie and Y. Rekhter. MPLS: technology and applications. Morgan
Kaufmann Publishers Inc., San Francisco, CA, USA, 2000.
[9] U. Erlingsson, M. Manasse, and F. McSherry. A cool and practical alternative to
traditional hash tables. In WDAS, 2006.
[10] L. Fan, P. Cao, J. Almeida, and A. Z. Broder. Summary cache: a scalable
wide-area Web cache sharing protocol. In ACM SIGCOMM, 1998.
[11] B. Fortz, J. Rexford, and M. Thorup. Trafﬁc engineering with traditional IP
routing protocols. In Infocom, 2002.
[12] A. Greenberg, G. Hjalmtysson, D. A. Maltz, A. Myers, J. Rexford, G. Xie,
H. Yan, J. Zhan, and H. Zhang. A clean slate 4D approach to network control
and management. SIGCOMM Comput. Commun. Rev., 35(5):41–54, 2005.
[13] A. Gupta, A. Akella, S. Seshan, S. Shenker, and J. Wang. Understanding and
Exploiting Network Trafﬁc Redundancy. Technical Report 1592, UW-Madison,
April 2007.
[14] S. Kandula, D. Katabi, B. Davie, and A. Charny. Walking the tightrope:
responsive yet stable trafﬁc engineering. In ACM SIGCOMM, 2005.
[15] U. Manber. Finding similar ﬁles in a large ﬁle system. In USENIX Winter
Technical Conference, 1994.
[16] A. Medina, N. Taft, K. Salamatian, S. Bhattacharyya, and C. Diot. Trafﬁc matrix
estimation: existing techniques and new directions. In ACM SIGCOMM, 2002.
[17] R. Morris, E. Kohler, J. Jannotti, and M. F. Kaashoek. The Click modular router.
SIGOPS Oper. Syst. Rev., 33(5):217–231, 1999.
[18] A. Muthitacharoen, B. Chen, and D. Mazi` eres. A low-bandwidth network ﬁle
system. SIGOPS Oper. Syst. Rev., 35(5), 2001.
[19] M. Rabin. Fingerprinting by Random Polynomials. Technical report, Harvard
University, 1981. Technical Report, TR-15-81.
[20] M. Roughan, M. Thorup, and Y. Zhang. Performance of estimated trafﬁc
matrices in trafﬁc engineering. In ACM SIGMETRICS, 2003.
[21] S. Singh, C. Estan, G. Varghese, and S. Savage. Automated worm ﬁngerprinting.
In OSDI, 2004.
[22] N. Spring, R. Mahajan, and D. Wetherall. Measuring ISP Topologies with
Rocketfuel. In ACM SIGCOMM, 2002.
[23] N. Spring and D. Wetherall. A protocol-independent technique for eliminating
redundant network trafﬁc. In ACM SIGCOMM, 2000.
[24] A. Wolman et al. On the scale and performance of cooperative Web proxy
caching. In ACM Symposium on Operating Systems Principles, 1999.