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Abstract
We analyze multidimensional BSDEs in a filtration that supports a Brownian motion
and a Poisson random measure. Under a monotonicity assumption on the driver, the
paper extends several results from the literature. We establish existence and uniqueness
of solutions in Lp provided that the generator and the terminal condition satisfy appro-
priate integrability conditions. The analysis is first carried out under a deterministic
time horizon, and then generalized to random time horizons given by a stopping time
with respect to the underlying filtration. Moreover, we provide a comparison principle
in dimension one.
Introduction
The notion of nonlinear backward stochastic differential equations (BSDEs for short) was
introduced by Pardoux and Peng [33]. A solution of this equation, associated with a terminal
value ξ and a generator or driver f(t, ω, y, z), is a couple of stochastic processes (Yt, Zt)t≤T
such that
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs, (1)
a.s. for all t ≤ T , where W is a Brownian motion and the processes (Yt, Zt)t≤T are adapted
to the natural filtration of W .
In their seminal work [33], Pardoux and Peng proved existence and uniqueness of a
solution under suitable assumptions, mainly square integrability of ξ and of the process
(f(t, ω, 0, 0))t≤T , on the one hand, and, the Lipschitz property w.r.t. (y, z) of the generator
f , on the other hand. Since this first result, BSDEs have proved to be a powerful tool
for formulating and solving a lot of mathematical problems arising for example in finance
(see e.g. [2, 13, 36]), stochastic control and differential games (see e.g. [15, 16]), or partial
differential equations (see e.g. [31, 32]).
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Main results
The aim of this paper is to establish existence and uniqueness of solutions to BSDE in a
general filtration that supports a Brownian motion W and an independent Poisson random
measure pi. We consider the following multi-dimensional BSDE:
Yt = ξ +
∫ T
t
f(s, Ys, Zs, ψs)ds −
∫ T
t
∫
U
ψs(u)pi(du, ds) −
∫ T
t
ZsdWs −
∫ T
t
dMs. (2)
The solution is given by the usual triple (Y,Z, ψ) and also an orthogonal local martingaleM
which can not be reconstructed by the integrals w.r.t. to the Brownian and Poisson noise.
We assume that the generator f is monotonic (one-sided Lipschitz continuous) w.r.t. the
y-variable and Lipschitz continuous w.r.t. to z and ψ. Under the condition that the data ξ
and f(t, 0, 0, 0) are in Lp, p > 1, we provide existence and uniqueness results in Lp spaces
(the precise defintion will be given in Section 1).
Further contributions are a comparison result in dimension one and existence and unique-
ness when the terminal time is a non necessarily bounded stopping time.
Related literature
There are already a lot of works which provide existence and uniqueness results under weaker
assumptions than the ones of Pardoux and Peng [33] or El Karoui et al [12]. A huge part
of the literature focuses on weakening the Lipschitz property of the coefficient f w.r.t. the
y-variable. For example, Briand and Carmona [4] and Pardoux [31] consider the case of a
monotonic generator w.r.t. y with different growth conditions. There have been relatively
few papers which deal with the problem of existence and uniqueness of solutions in the case
where the coefficients are not square integrable. El Karoui et al. [13] and Briand et al. [5]
have proved existence and uniqueness of a solution for the standard BSDE (1) in the case
where the data belong only to Lp for some p ≥ 1.
Another strand of research in the theory of BSDEs concerns the underlying filtration.
In [33] the filtration is generated by the Brownian motion W . Since the work of Tang and
Li [39], a lot of papers (see e.g. [1, 3, 26, 29, 37] or the books of Situ [38] or recently of
Delong [9]) treat the case where the filtration is generated by the Brownian motion W and
a Poisson random measure pi independent of W . In most of these papers, the generator f
is supposed to be Lipschitz in y, even if the monotonic case is mentioned (see [37]) and all
coefficients are square integrable. Yao [41] studies the Lp case, p > 1, and gives existence
and uniqueness result in the case where the generator is monotone but with at most linear
growth w.r.t. y. Li and Wei [24] give existence und uniqueness results for a fully coupled
forward backward SDE under some monotonicity condition and Lp coefficients, p ≥ 2. Note
that this monotonicity condition involves the coefficients of the forward diffusion and is
not the same as the assumption imposed on the generator in this paper. An extension to
BSDEs driven by a continuous local martingale X and an integer-valued random measure
pi has been studied by Xia [40]. Xia supposes that the filtration satisfies the representation
property with respect to X and pi and that the driver is Lipschitz continuous and square
integrable.
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For more general filtrations, the representation property of a local martingale is no more
true (see Section III.4 in [17]) and an additional (orthogonal) martingale term has to be
introduced in the definition of a solution. This approach was developed in the seminal work
of El Karoui and Huang [11] and by Carbone et al. [6] for càdlàg martingales. The filtration
F is supposed to be complete, right continuous and quasi-left continuous. For a given square
integrable martingale X (〈X〉 denotes the predictable projection of the quadratic variation),
the BSDE (1) becomes
Yt = ξ +
∫ T
t
f(s, Ys, Zs)d〈X〉s −
∫ T
t
ZsdXs −MT +Mt. (3)
The solution is now the triple (Y,Z,M) where M is a square integrable martingale orthogo-
nal to X. Øksendal and Zhang [28] analyse BSDE of the form (3) where f does not depend
on z, and apply to insider finance (see also Ceci et al. [7]). Liang et al. [25] also obtain
results for a particular class of BSDE (3) on an arbitrary filtered probability space. In these
papers, existence and uniqueness of the solution of (3) is proved for a Lipschitz continuous
function f and under square integrability condition (in [28] the monotone case is treated
but f does not depend on z). The Hilbertian structure of L2(Ω,FT ,P) is used in Cohen and
Elliott [8] (see also [19]). If L2(Ω,FT ,P) is a separable Hilbert space, then an orthogonal
basis of martingales can be introduced instead of X and there is no orthogonal additional
term M in (3). Z becomes a sequence of predictable processes. The special case of a Lévy
noise is treated before by Nualart and Schoutens [27]: the orthogonal basis of martingales
is explicitely given by the Teugels martingales.
In very recent papers, Klimsiak has developed the results concerning BSDEs in this
general framework in two directions. First for reflected BSDE ([18, 19]), and secondly for
parabolic equations ([20, 21]) with measure data.
Main contributions
Let us outline the main contributions of our paper compared to the existing literature.
First of all our paper generalizes many results from the works [1, 3, 26, 29, 37, 39] dealing
with a filtration generated by the Brownian motion and the Poisson random measure since
we allow for a more general filtration.
Moreover we provide existence and uniqueness of solutions in Lp-spaces, p > 1. In
the case where the generator depends on the stochastic integrand w.r.t. a Poisson random
measure, the case when p < 2 has to be handled carefully and can not be treated as in [5].
Indeed in this case Burkholder-Davis-Gundy inequality with p/2 < 1 does not apply and
the Lp/2-norm of the predictable projection cannot be controlled by the Lp/2-norm of the
quadratic variation (see Inequality (25) and [23]). Yao [41] obtains similar results but for a
generator with at most linear growth w.r.t. y (and for a filtration generated by W and pi).
Klimsiak [19] considers Lp solutions of BSDE, with p 6= 2, in a general filtration but where
the driver only depends on y.
Compared to [6] or [40], our assumptions are in some sense more restrictive as we assume
that the continuous part of the given martingale X of BSDE (3) is a Brownian motion W
and the random measure associated to the jumps of X is a Poisson random measure pi.
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However we weaken the assumptions on the driver and on the terminal condition: the
generator is only supposed to be monotone and the terminal condition is allowed to be only
Lp-integrable. To the best of our knowledge, there is no existence and uniquenesss result
for multi-dimensional BSDE with Lp coefficients in a general filtration. The generalization
of our results for BSDE of the form (3) requires some sophisticated integrability conditions
to take account of the predictable projection 〈X〉 of the quadratic variation of X. Therefore
it is left for future research.
Moreover we provide a comparison principle and existence and uniqueness in the case
with random terminal time for BSDE of type (2). The proof of the comparison principle
generalizes the arguments of [35] to the situation where the filtration is not only generated
by Brownian and Poisson noise.
Finally our setting is important for the control problem we study in the paper [22] (see
also [14]). The control problem arises in mathematical finance and models the optimal
liquidation of a financial position in an illiquid market. In [14] the authors consider the case
when the filtration is generated by a Brownian motion and a independent Poisson measure.
In [22] we do not impose any condition on the filtration generated by the market (except
right-continuity, completeness and quasi-left continuity) and the Poisson random measure
represents the limit orders of the trading strategy. The optimal strategy is determined by
a solution of a BSDE of the form (2) where the generator depends on the Poisson random
measure.
Decomposition of the paper
The paper is decomposed as follows. In the first section, we give the mathematical setting
and the main results of this paper. In the second part, we consider square integrable
coefficients and we prove existence and uniqueness of the solution. To prove it we mainly
follow the scheme of [31] with suitable modifications. In the next part, we extend the result
to Lp coeffcients for any p > 1. For p > 2, the existence is derived from the existence in
the L2 case with the right a priori estimate. For 1 < p < 2, an extra computation has to
be made since the function x 7→ |x|p is not smooth in this case. We have to extend Lemma
2.2 in [5] or Proposition 2.1 in [18] to our framework. In the last two sections, we add two
extensions: the comparison result in dimension one, and existence and uniqueness when
the terminal time is a stopping time. Note that the comparison principle requires an extra
condition when the generator depends on the jump part (see the counterexample in [1]).
But instead of using Girsanov’s theorem to obtain the comparison between two solutions,
we generalize the argument of [35], which is less restrictive. This point will be crucial in
[22].
1 Settings and main results
Let us consider a filtered probability space (Ω,F ,P,F = (Ft)t≥0). The filtration is assumed
to be complete, right continuous and quasi-left continuous, which means that for every
sequence (τn) of F stopping times such that τn ր τ˜ for some stopping time τ˜ we have∨
n∈NFτn = Fτ˜ .. Without loss of generality we suppose that all semimartingales have right
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continuous paths with left limits. We assume that (Ω,F ,P,F = (Ft)t≥0) supports a k-
dimensional Brownian motion W and a Poisson random measure pi with intensity µ(du)dt
on the space U ⊂ Rm \ {0}. The measure µ is σ-finite on U such that∫
U
(1 ∧ |u|2)µ(du) < +∞.
The compensated Poisson random measure pi(du, dt) = pi(du, dt) − µ(du)dt is a martingale
w.r.t. the filtration F.
In this paper for a given T ≥ 0, we denote:
• P: the predictable σ-field on Ω× [0, T ] and
P˜ = P ⊗ B(U)
where B(U) is the Borelian σ-field on U .
• On Ω˜ = Ω× [0, T ]×U , a function that is P˜-measurable, is called predictable. Gloc(pi)
is the set of P˜-mesurables functions ψ on Ω˜ such that for any t ≥ 0 a.s.∫ t
0
∫
U
(|ψs(u)|
2 ∧ |ψs(u)|)µ(du) < +∞.
• D (resp. D(0, T )): the set of all predictable processes on R+ (resp. on [0, T ]). L2loc(W )
is the subspace of D such that for any t ≥ 0 a.s.∫ t
0
|Zs|
2ds < +∞.
• Mloc: the set of càdlàg local martingales orthogonal to W and pi. If M ∈ Mloc then
[M,W i]t = 0, 1 ≤ i ≤ k [M,pi(A, .)]t = 0
for all A ∈ B(U). In other words, E(∆M ∗ pi|P˜) = 0, where the product ∗ denotes
the integral process (see II.1.5 in [17]). Roughly speaking, the jumps of M and pi are
independent.
• M is the subspace of Mloc of martingales.
We refer to [17] (see also [3]) for details on random measures and stochastic integrals. As
explained above, the filtration F supports the Brownian motion W and the Poisson random
measure pi.
Lemma 1 (Lemma III.4.24 in [17]) Every local martingale has a decomposition∫ .
0
ZsdWs +
∫ .
0
∫
U
ψs(u)pi(du, ds) +M
where M ∈ Mloc, Z ∈ L
2
loc(W ), ψ ∈ Gloc(µ).
Now to define the solution of our BSDE, let us introduce the following spaces for p ≥ 1.
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• Dp(0, T ) is the space of all adapted càdlàg processes X such that
E
(
sup
t∈[0,T ]
|Xt|
p
)
< +∞.
For simplicity, X∗ = supt∈[0,T ] |Xt|.
• Hp(0, T ) is the subspace of all processes X ∈ D(0, T ) such that
E
[(∫ T
0
|Xt|
2dt
)p/2]
< +∞.
• Mp(0, T ) is the subspace of M of all martingales such that
E
[
([M ]T )
p/2
]
< +∞.
• Lppi(0, T ) = L
p
pi(Ω× (0, T )× U): the set of processes ψ ∈ Gloc(µ) such that
E
[(∫ T
0
∫
U
|ψs(u)|
2µ(du)ds
)p/2]
< +∞.
• Lpµ = Lp(U , µ;Rd): the set of measurable functions ψ : U → Rd such that
‖ψ‖p
L
p
µ
=
∫
U
|ψ(u)|pµ(du) < +∞.
• T : the set of all finite stopping times and TT the set of all stopping times with values
in [0, T ].
• Ep(0, T ) = Dp(0, T ) ×Hp(0, T ) × Lppi(0, T ) ×Mp(0, T ).
We consider the following BSDE (2):
Yt = ξ +
∫ T
t
f(s, Ys, Zs, ψs)ds −
∫ T
t
∫
U
ψs(u)pi(du, ds)−
∫ T
t
ZsdWs −
∫ T
t
dMs.
Here, the random variable ξ is FT -measurable with values in Rd (d ≥ 1) and the generator
f : Ω × [0, T ] × Rd × Rd×k × L2µ → R
d is a random function, measurable with respect to
Prog×B(Rd)×B(Rd×k)×B(L2µ) where Prog denotes the sigma-field of progressive subsets
of Ω× [0, T ].
The unknowns are (Y,Z, ψ,M) such that
• Y is progressively measurable and càdlàg with values in Rd;
• Z ∈ L2loc(W ), with values in R
d×k;
• ψ ∈ Gloc(µ) with values in Rd;
• M ∈ Mloc with values in Rd.
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On Rd, |.| denotes the Euclidean norm and Rd×k is identified with the space of real matrices
with d rows and k columns. If z ∈ Rd×k, we have |z|2 = Trace(zz∗). If M is a Rd-valued
martingale in M, the bracket process [M ]t is
[M ]t =
d∑
i=1
[M i]t,
where M i is the i-th component of the vector M .
Throughout the paper, the following assumptions on the generator f are denoted by
(Hex).
(H1) For every t ∈ [0, T ], z ∈ Rd×k and every ψ ∈ L2µ the mapping y ∈ R
d 7→ f(t, y, z, ψ) is
continuous. Moreover there exists a constant α such that
〈f(t, y, z, ψ) − f(t, y′, z, ψ), y − y′〉 ≤ α|y − y′|2.
(H2) For every r > 0 the mapping (ω, t) 7→ sup|y|≤r |f(t, y, 0, 0) − f(t, 0, 0, 0)| belongs to
L1(Ω× [0, T ],P ⊗m).
(H3) f is Lipschitz continuous w.r.t. z and ψ: there exists a constant K such that for any
t and y, for any z, z′ ∈ R and ψ,ψ′ in L2(µ)
|f(t, y, z, ψ) − f(t, y, z′, ψ′)| ≤ K(|z − z′|+ ‖ψ − ψ′‖L2µ).
We can suppose w.l.o.g. that α = 0. Indeed if (Y,Z, ψ,M) is a solution of (2) then
(Y¯ , Z¯, ψ¯, M¯) with
Y¯t = e
αtYt, Z¯t = e
αtZt, ψ¯t = e
αtψt, dM¯t = e
αtdMt
satisfies an analogous BSDE with terminal condition ξ¯ = eαT ξ and generator
f¯(t, y, z, ψ) = eαtf(t, e−αty, e−αtz, e−αtψ)− αy.
f¯ satisfies assumptions (Hex) with α = 0. Hence in the rest of this paper, we will suppose
that α = 0.
Our main results can be summarized as follows. Under Assumptions (Hex) and if for
some p > 1
E
(
|ξ|p +
∫ T
0
|f(t, 0, 0, 0)|pdt
)
< +∞,
there exists a unique solution (Y,Z, ψ,M) in Ep(0, T ) to the BSDE (2). The comparison
principle holds for this BSDE. Moreover with a suitable conditions (see (H5’) and (H6)) the
terminal time T can be replaced by a stopping time τ .
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2 L2 solutions
Let us begin with the following definition:
Definition 1 (L2-solution) We say that (Y,Z, ψ,M) is a L2-solution of the BSDE (ξ, f)
on [0, T ] if
• (Y,Z, ψ,M) ∈ E2(0, T );
• and Equation (2) is satisfied P⊗ dt-a.s.
In the rest of this section, a solution (Y,Z, ψ,M) will be supposed to be in E2(0, T ). Now
we want to prove existence of the solution of the BSDE with data (ξ, f). For this purpose,
we will add the integrability conditions:
(H4) E(|ξ|2) + E
∫ T
0
|f(t, 0, 0, 0)|2dt < +∞.
Some a priori estimates are needed. Note that the following results are modifications of the
results obtained in [29].
Lemma 2 Let (Y,Z, ψ,M) ∈ E2(0, T ) be a solution of BSDE (2). Then
E
(∫ T
0
|Zs|
2ds+
∫ T
0
∫
U
|ψs(u)|
2µ(du)ds + [M ]T
)
≤ CE
(
sup
t∈[0,T ]
|Yt|
2 +
∫ T
0
|f(t, 0, 0, 0)|2dt
)
for some constant C depending only on K2 and T .
Proof. Let τ ∈ TT and by Itô’s formula on |Yt|2:
|Yτ∧t|
2 +
∫ τ
τ∧t
|Zs|
2ds +
∫ τ
τ∧t
∫
U
|ψs(u)|
2µ(du)ds + [M ]τ − [M ]τ∧t
= |Yτ |
2 + 2
∫ τ
τ∧t
Ysf(s, Ys, Zs, ψs)ds− 2
∫ τ
τ∧t
Ys−ZsdWs
−2
∫ τ
τ∧t
Ys−dMs −
∫ τ
τ∧t
∫
U
(
|Ys− + ψs(u)|
2 − |Ys− |
2
)
pi(du, ds). (4)
But from (H1) and (H3):
yf(t, y, z, ψ) ≤ |y|
(
K|z|+K‖ψ‖L2µ + |f(t, 0, 0, 0)|
)
.
Hence with t = 0 and Young’s inequality:
1
2
∫ τ
0
|Zs|
2ds+
1
2
∫ τ
0
∫
U
|ψs(u)|
2µ(du)ds + [M ]τ
≤ ((4K2 + 1)T + 1) sup
t∈[0,T ]
|Yt|
2 +
∫ T
0
|f(s, 0, 0, 0)|2ds− 2
∫ τ
τ∧t
Ys−ZsdWs
−2
∫ τ
0
Ys−dMs −
∫ τ
0
∫
U
(
|Ys− + ψs(u)|
2 − |Ys− |
2
)
pi(du, ds).
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Moreover from the assumptions on Y , Z, ψ and M , the stochastic integral terms w.r.t. W ,
M and pi are martingales. Now take τ = T and we can take the expectation on both parts:
E
(
1
2
∫ T
0
|Zs|
2ds+
1
2
∫ T
0
∫
U
|ψs(u)|
2µ(du)ds + [M ]T
)
≤ (4K2 + 2)TE
(
sup
t∈[0,T ]
|Yt|
2
)
+ E
∫ T
0
|f(s, 0, 0, 0)|2ds
which achieves the proof. 
Lemma 3 Let (Y,Z, ψ,M) be a solution of BSDE (ξ, f) with the same conditions as in
Lemma 2. Then
E
(
sup
t∈[0,T ]
|Yt|
2
)
≤ CE
(
|ξ|2 +
∫ T
0
|f(t, 0, 0, 0)|2dt
)
for some constant C depending only on K and T .
Proof. For 0 ≤ t ≤ T , let us apply Itô formula (4) to eβs|Ys|2 where β will be chosen later.
We have:
eβt|Yt|
2 = eβT |YT |
2 + 2
∫ T
t
eβsYsf(s, Ys, Zs, ψs)ds
−
∫ T
t
βeβs|Ys|
2ds−
∫ T
t
∫
U
eβs|ψs(u)|
2µ(du)ds
−
∫ T
t
eβsd[M ]s −
∫ T
t
eβs|Zs|
2ds
− 2
∫ T
t
eβsYs−dMs − 2
∫ T
t
eβsYs−ZsdWs
−
∫ T
t
eβs
∫
U
(
|Ys− + ψs(u)|
2 − |Ys− |
2
)
pi(du, ds).
From the assumptions on f , we have for any ε > 0
Ysf(s, Ys, Zs, ψs) = Ys(f(s, Ys, Zs, ψs)− f(s, 0, Zs, ψs)) + Ys(f(s, 0, Zs, ψs)− f(s, 0, 0, ψs))
+ Ys(f(s, 0, 0, ψs)− f(s, 0, 0, 0)) + Ysf(s, 0, 0, 0)
≤ |Ys||f(s, 0, 0, 0)| +K|Ys|‖ψs‖L2µ +K|Ys||Zs|
≤
(1 + 2K2)
2ε
|Ys|
2 +
ε
2
(|f(s, 0, 0, 0)|2 + ‖ψs‖
2
L2µ
+ |Zs|
2). (5)
We take ε = 1/2 and we obtain:
eβt|Yt|
2 +
1
2
∫ T
t
eβs|Zs|
2ds+
1
2
∫ T
t
eβs‖ψs‖
2
L2µ
ds+
1
2
∫ T
t
eβsd[M ]s
≤ eβT |YT |
2 +
1
2
∫ T
t
eβs|f(s, 0, 0, 0)|2ds
−
∫ T
t
(
β − 2(1 + 2K2)
)
eβs|Ys|
2ds+ Γt,T
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where Γt,. is a local martingale starting at zero at time t. Fix β = 2(1 + 2K2) and we have:
eβt|Yt|
2 +
1
2
∫ T
t
eβs‖ψs‖
2
L2µ
ds+
1
2
∫ T
t
eβsd[M ]s
≤ eβT |YT |
2 +
1
2
∫ T
t
eβs|f(s, 0, 0, 0)|2ds+ Γt,T . (6)
Since all local martingales are true martingales, we deduce that
sup
t∈[0,T ]
E|Yt|
2 + E
∫ T
0
|Zs|
2ds+ E
∫ T
0
‖ψs‖
2
L2µ
ds+ E[M ]T
≤ CE
(
|ξ|2 +
∫ T
0
|f(t, 0, 0, 0)|2dt
)
. (7)
Now with β = 2(1 + 2K2) we write the Itô formula in a different way:
eβt|Yt|
2 = eβT |YT |
2 + 2
∫ T
t
eβsYsf(s, Ys, Zs, ψs)ds
−
∫ T
t
βeβs|Ys|
2ds−
∫ T
t
∫
U
eβs|ψs(u)|
2pi(du, ds)
−
∫ T
t
eβsd[M ]s −
∫ T
t
eβs|Zs|
2ds
− 2
∫ T
t
eβsYs−dMs − 2
∫ T
t
eβsYs−ZsdWs
− 2
∫ T
t
eβs
∫
U
Ys−ψs(u)pi(du, ds)
which gives with (5):
eβt|Yt|
2 ≤ eβT |YT |
2 +
1
2
∫ T
t
eβs|f(s, 0, 0, 0)|2ds+
1
4
∫ T
t
eβs‖ψs‖
2
L2µ
ds
−2
∫ T
t
eβsYs−dMs − 2
∫ T
t
eβsYs−ZsdWs − 2
∫ T
t
eβs
∫
U
Ys−ψs(u)pi(du, ds) (8)
Next we apply the Burkholder-Davis-Gundy inequality to obtain
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
eβsYs−dMs
∣∣∣∣ ≤ cE(∫ T
0
e2βs|Ys− |
2d[M ]s
)1/2
≤
1
8
E
(
sup
t∈[0,T ]
eβt|Yt|
2
)
+ 2c2E
∫ T
0
eβsd[M ]s. (9)
By the same arguments we have
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
eβsYs−ZsdWs
∣∣∣∣ ≤ cE(∫ T
0
e2βs|Ys− |
2|Zs|
2ds
)1/2
≤
1
8
E
(
sup
t∈[0,T ]
eβt|Yt|
2
)
+ 2c2E
∫ T
0
eβs|Zs|
2ds. (10)
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Finally the same result holds for the martingale∫ .
0
∫
U
(Ys−ψs(u)) pi(du, ds),
with
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
eβs
∫
U
(Ys−ψs(u)) pi(du, ds)
∣∣∣∣ ≤ cE(∫ T
0
e2βs|Ys− |
2
∫
U
|ψs(u)|
2pi(du, ds)
)1/2
≤
1
8
E
(
sup
t∈[0,T ]
eβt|Yt|
2
)
+ 2c2E
∫ T
0
eβs‖ψs‖
2
L2µ
ds. (11)
Now coming back to (8), and using estimates (9), (10), (11) and (7), we deduce that there
exists C depending on K and T such that
E
(
sup
t∈[0,T ]
|Yt|
2
)
≤ CE
(
|ξ|2 +
∫ T
0
|f(t, 0, 0, 0)|2dt
)
.
This achieves the proof. 
The next result is an extension of the Proposition 2.1 in [4]. For convenience let us give
the result and the proof.
Lemma 4 Let (Y,Z, ψ,M) ∈ E2(0, T ) be a solution of BSDE (2) with bounded terminal
condition ξ and generator |f(t, 0, 0, 0)|: there exists a constant κ such that a.s.
sup
t∈[0,T ]
|f(t, 0, 0, 0)| + |ξ| ≤ κ. (12)
Then Y is also almost surely bounded: there exists a constant β = 2(1 + 2K2) such that
almost surely and for any t ∈ [0, T ]
|Yt|
2 ≤ κ2eβ(T−t)
(
1 +
1
2β
)
.
Proof. We use Inequality (6) and since the involved local martingale Γ is a martingale,
taking the conditional expectation w.r.t. Ft leads to: a.s. for every t ∈ [0, T ]
|Yt|
2 ≤ E
[
eβ(T−t)|ξ|2 +
1
2
∫ T
t
eβ(s−t)|f(s, 0, 0, 0)|2ds
∣∣∣∣Ft] .
Hence Y ∈ D∞(0, T ). 
Now we prove a stability result.
Lemma 5 Let now (ξ, f) and (ξ′, f ′) be two sets of data each satisfying the above assump-
tions (Hex) and (H4). Let (Y,Z, ψ,M) (resp. (Y
′, Z ′, ψ′,M ′)) denote a L2-solution of the
BSDE (2) with data (ξ, f) (resp. (ξ′, f ′)). Define
(Ŷ , Ẑ, ψ̂, M̂ , ξ̂, f̂) = (Y − Y ′, Z − Z ′, ψ − ψ′,M −M ′, ξ − ξ′, f − f ′).
11
Then there exists a constant C depending on K2 and T , such that
E
(
sup
t∈[0,T ]
|Ŷt|
2 +
∫ T
0
|Ẑs|
2ds+
∫ T
0
∫
U
|ψ̂s(u)|
2µ(du)ds + [M̂ ]T
)
≤ CE
(
|ξ̂|2 +
∫ T
0
|f̂(t, Y ′t , Z
′
t, ψ
′
t)|
2dt
)
.
As a consequence of this lemma, we obtain uniqueness of the solution (Y,Z, ψ,M) for the
BSDE (2) in the set E2(0, T ) (see also Corollary 2 in dimension d = 1).
Proof. Let τ ∈ TT and by Itô’s formula on |Ŷt|2:
|Ŷτ∧t|
2 +
∫ τ
τ∧t
|Ẑs|
2ds+
∫ τ
τ∧t
∫
U
|ψ̂s(u)|
2µ(du)ds + [M̂ ]τ − [M̂ ]τ∧t
= |Ŷτ |
2 + 2
∫ τ
τ∧t
Ŷs(f(s, Ys, Zs, ψs)− f
′(s, Y ′s , Z
′
s, ψ
′
s))ds− 2
∫ τ
τ∧t
Ŷs−ẐsdWs
−2
∫ τ
τ∧t
Ŷs−dM̂s −
∫ τ
τ∧t
∫
U
(
|Ŷs− + ψ̂s(u)|
2 − |Ŷs− |
2
)
pi(du, ds).
From the monotonicity assumption on the generator and Young’s inequality, we have:
|Ŷτ∧t|
2 +
1
2
∫ τ
τ∧t
|Ẑs|
2ds+
1
2
∫ τ
τ∧t
∫
U
|ψ̂s(u)|
2µ(du)ds + [M̂ ]τ − [M̂ ]τ∧t
≤ |Ŷτ |
2 + (4K2 + 1)
∫ τ
τ∧t
|Ŷs|
2ds+
∫ τ
τ∧t
|f̂(s, Y ′s , Z
′
s, ψ
′
s)|
2ds− 2
∫ τ
τ∧t
Ŷs−ẐsdWs
−2
∫ τ
τ∧t
Ŷs−dM̂s −
∫ τ
τ∧t
∫
U
(
|Ŷs− + ψ̂s(u)|
2 − |Ŷs− |
2
)
pi(du, ds). (13)
With τ = T and Gronwall’s lemma, we have for any t ∈ [0, T ]
E|Ŷt|
2 ≤ CE
(
|ξ̂|2 +
∫ T
0
|f̂(s, Y ′s , Z
′
s, ψ
′
s)|
2ds
)
.
Then using (13) with t = 0 and τ = T and the previous inequality we obtain
E
(∫ T
0
|Ẑs|
2ds+
∫ T
0
∫
U
|ψ̂s(u)|
2µ(du)ds + [M̂ ]T
)
≤ CE
(
|ξ̂|2 +
∫ T
0
|f̂(s, Y ′s , Z
′
s, ψ
′
s)|
2ds
)
.
Finally take the conditional expectation w.r.t. Ft in (13), the supremum over t ∈ [0, T ]
on both sides and applying Doob’s inequality to the supremum of the (Fτ∧t, t ∈ [0, T ])
martingale on the right-hand side, we have:
E
(
sup
t∈[0,T ]
|Ŷt|
2
)
≤ CE
(
|ξ̂|2 +
∫ T
0
|f̂(s, Y ′s , Z
′
s, ψ
′
s)|
2ds
)
.
This completes the proof. 
Let us modify a little the growth assumption (H2):
(H2’) For every (t, y) ∈ [0, T ]×Rd, |f(t, y, 0, 0)| ≤ |f(t, 0, 0, 0)|+ ϑ(|y|) where ϑ : R+ → R+
is a deterministic continuous increasing function.
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Now we can prove the following result.
Proposition 1 Under assumptions (H1)-(H2’)-(H3) and (H4), there exists a unique L2-
solution (Y,Z, ψ,M) for the BSDE (2).
Proof. The proof follows closely the arguments in [20] and [29] (see also [6] or [40] for the
Lipschitz case). Therefore we only sketch it.
• Step 1: we assume that f is Lipschitz with w.r.t. y: there exists a constant K ′ such
that for all (t, y, y′, ψ)
|f(t, y, z, ψ) − f(t, y′, z, ψ)| ≤ K ′|y − y′|. (14)
Moreover ξ and f(t, 0, 0, 0) satisfy the condition (12).
Under these assumptions, for (U, V, φ,N) in E2(0, T ), we define the following processes
(Y,Z, ψ,M) as follows:
Yt = E
[
ξ +
∫ T
0
f(s, Us, Vs, φs)ds
∣∣∣∣Ft]− ∫ t
0
f(s, Us, Vs, φs)ds,
and the local martingale
E
[
ξ +
∫ T
0
f(s, Us, Vs, φs)ds
∣∣∣∣Ft]− Y0
can be decomposed in three parts (see Lemma 1):
E
[
ξ +
∫ T
0
f(s, Us, Vs, φs)ds
∣∣∣∣Ft]− Y0 = ∫ t
0
ZsdWs +
∫ t
0
ψs(u)pi(du, ds) +Mt
where Z ∈ L2loc(W ) a.s., ψ ∈ Gloc(pi) and M ∈ Mloc. From the conditions imposed
on f and ξ, it is straightforward to prove that (Y,Z, ψ,M) ∈ E2(0, T ). Moreover
(Y,Z, ψ,M) is the unique solution of the BSDE
Yt = ξ +
∫ T
t
f(s, Us, Vs, φs)ds −
∫ T
t
ZsdWs −
∫ T
t
∫
U
ψs(u)pi(du, ds) −
∫ T
t
dMs.
Therefore we may define the mapping Ξ : E2(0, T )→ E2(0, T ) by putting
Ξ((U, V, φ,N)) = (Y,Z, ψ,M).
By standard arguments (see e.g. the proof of Theorem 55.1 in [29]) we can prove that
Ξ is contractive on the Banach space (E2(0, T ), ‖.‖β) where
‖(Y,Z, ψ,M)‖β = E
{
sup
0≤t≤T
eβt|Yt|
2 +
∫ T
0
eβt|Zs|
2ds
+
∫ T
0
eβt
∫
U
|ψt(u)|
2µ(du)dt+
[∫ .
0
eβtdMt
]
T
}
,
with suitable constant β > 0. Consequently, Ξ has a fixed point (Y,Z, ψ,M) ∈
E2(0, T ). Therefore, (Y,Z, ψ,M) is the unique solution of the BSDE (2).
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• Step 2: We now show how to dispense with the assumptions (14) and (12). The main
result is the following.
Lemma 6 Under assumptions (Hex) and (H4), given (V, φ) ∈ H
2(0, T ) × L2pi(0, T )
there exists a unique process (Y,Z, ψ,M) in E2(0, T ) such that
Yt = ξ+
∫ T
t
f(s, Ys, Vs, φs)ds−
∫ T
t
ZsdWs−
∫ T
t
∫
U
ψs(u)pi(du, ds)−
∫ T
t
dMs. (15)
The process f(s, y, Vs, φs) will be denoted by f(s, y).
First we keep the boundness condition (12) and we construct of smooth approximations
(fn, n ∈ N) of f (see proof of Proposition 2.4 in [30]). For any n, fn is smooth and
monotone in y, and thus locally Lipschitz in y. We cannot directly apply the Step 1
since fn is not necessarily globally Lipschitz. But we just add a truncation function
qp in fn:
fn,p(t, y) = fn(t, qp(y)), qp(y) = py/(|y| ∨ p).
From the first step there exists a solution (Y n,p, Zn,p, ψn,p,Mn,p) to BSDE (15) with
generator fn,p. Moreover from Lemma 4, the sequence Y n,p is bounded since as-
sumption (12) holds and the upper bound on Y n,p does not depend on p. Thus
for p large enough, Y n,p does not depend on p, and is denoted Y n with the same
on (Zn,p, ψn,p,Mn,p) = (Zn, ψn,Mn). Now the sequence fn satisfies the assump-
tions of the lemmas 2 and 3 with constant independent of n. Thus the sequence
(Y n, Un, Zn, ψn,Mn) is bounded:
sup
n∈N
E
[∫ T
0
(
|Y ns |
2 + |Uns |
2 + |Zns |
2 +
∫
U
|ψns (u)|
2µ(du)
)
ds+ [Mn]T
]
≤ C
where Unt = fn(t, Y
n
t ). Therefore there exists a subsequence which converges weakly
to (Y,U,Z, ψ,M). We still denote by (Y n, Un, Zn, ψn,Mn) this subsequence. The
Brownian martingale
∫ T
. Z
n
s dWs converges weakly in L
2(Ω× [0, T ]) to
∫ T
. ZsdWs (see
[30]). The same trick can be applied on the Poisson martingale
∫ T
.
∫
U ψ
n
s (u)pi(du, ds)
and the orthogonal martingale Mn. Finally we identify Ut and f(t, Yt) in the same
way as in [30].
Finally we remove the condition (12) by a truncation procedure. Once again we obtain
a sequence (Y n, Zn, ψn,Mn) which converges in E2(0, T ) to the solution (Y,Z, ψ,M)
using Lemma 5 (see also proof of Proposition 2).
• Step 3: Using the previous lemma, then we have a mapping Ξ : E2(0, T )→ E2(0, T )
which to (U, V, φ,N) ∈ E2(0, T ) associates the solution (Y,Z, ψ,M) ∈ E2(0, T ) of
BSDE (15), and once again it is a contractive mapping with the norm ‖.‖β with
suitable β (same computations as in the proof of Theorem 2.2 in [31]). Hence it has
a fixed point (Y,Z, ψ,M), solution of the BSDE (2).

Now we are able to give the main result of this part.
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Theorem 1 Under assumptions (Hex) and (H4), there exists a unique L
2-solution (Y,Z, ψ,M)
for the BSDE (2).
Proof. In Proposition 1 the condition (H2) was replaced by (H2’). To obtain the above
result we follow the arguments of the proof of Theorem 4.2 in [5] where f is approximated
by a sequence of functions fn satisfying (H2’) (and the other conditions). Indeed we first
assume that ξ and f(t, 0, 0, 0) are bounded. We can construct two sequences fn and hn
satisfying (Hex) as in [5]. To be more precise, let
• θr be a smooth function such that 0 ≤ θr ≤ 1, θr(y) = 1 if |y| ≤ r and θr(y) = 0 as
soon as |y| ≥ r + 1;
• ρr(t) = sup|y|≤r |f(t, y, 0, 0) − f(t, 0, 0, 0)|;
• for each n ∈ N∗, qn(z) = zn/(|z| ∨ n).
Then
fn(t, y, z, ψ) = [f(t, y, qn(z), qn(ψ)) − f(t, 0, 0, 0)]
n
ρr+1(t) ∨ n
+ f(t, 0, 0, 0),
hn(t, y, z, ψ) = θr(y) [f(t, y, qn(z), qn(ψ)) − f(t, 0, 0, 0)]
n
ρr+1(t) ∨ n
+ f(t, 0, 0, 0).
Note that we also truncate the part on ψ in fn and hn truncates fn for |y| ≥ r + 1.
For fixed r and n, hn satisfies the conditions of Proposition 1. Hence there exists a
unique solution (Y n, Zn, ψn,Mn) in E2(0, T ) with generator hn and from Lemma 4, Y n
satisfies the inequality ‖Y n‖∞ ≤ r. Lemma 2 shows that
E
(∫ T
0
|Zns |
2ds+
∫ T
0
∫
U
|ψns (u)|
2µ(du)ds + [Mn]T
)
≤ r′. (16)
Therefore if we have chosen r large enough, (Y n, Zn, ψn,Mm) is solution of the BSDE (2)
with generator fn satisfying (Hex). By Itô’s formula on U = Y n+i − Y n, V = Zn+i − Zn,
φ = ψn+i − ψn, N =Mn+i −Mn:
e4K
2t|Ut|
2 +
1
2
∫ T
t
e4K
2s|Vs|
2ds+
1
2
∫ T
t
∫
U
e4K
2s|φs(u)|
2µ(du)ds +
∫ T
t
e4K
2sd[N ]s
≤ 2
∫ T
t
e4K
2sUs(fn+i(s, Y
n
s , Z
n
s , ψ
n
s )− fn(s, Y
n
s , Z
n
s , ψ
n
s ))ds − 2
∫ T
t
e4K
2sUsVsdWs
−2
∫ T
t
e4K
2sUs−dNs −
∫ T
t
e4K
2s
∫
U
(
|Us− + φs(u)|
2 − |Us− |
2
)
pi(du, ds)
≤ 4r
∫ T
t
e4K
2s|fn+i(s, Y
n
s , Z
n
s , ψ
n
s )− fn(s, Y
n
s , Z
n
s , ψ
n
s )|ds − 2
∫ T
t
e4K
2sUsVsdWs
−2
∫ T
t
e4K
2sUs−dNs −
∫ T
t
e4K
2s
∫
U
(
|Us− + φs(u)|
2 − |Us− |
2
)
pi(du, ds)
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since ‖U‖∞ ≤ 2r. Using the Burkholder-Davis-Gundy (BDG) inequality we get for some
constant depending on K and T :
E
(
sup
t∈[0,T ]
|Ut|
2 +
∫ T
0
|Vs|
2ds+
∫ T
0
∫
U
|φs(u)|
2µ(du)ds + [N ]T
)
≤ CrE
∫ T
0
|fn+i(s, Y
n
s , Z
n
s , ψ
n
s )− fn(s, Y
n
s , Z
n
s , ψ
n
s )|ds.
Since ‖Y n‖∞ ≤ r, from the definition of fn we have
|fn+i(s, Y
n
s , Z
n
s , ψ
n
s )− fn(s, Y
n
s , Z
n
s , ψ
n
s )|
≤ 2K|Zns |1|Zns |>n + 2K‖ψ
n
s ‖L21‖ψns ‖L2>n + 2K|Z
n
s |1ρr+1(s)>n
+2K‖ψns ‖L21ρr+1(s)>n + 2ρr+1(s)1ρr+1(s)>n.
Since ρr+1 ∈ L1(Ω × [0, T ],P ⊗m) (Assumption (H2)), and (Zn, ψn) ∈ H2(0, T ) × L2µ uni-
formly w.r.t. n (Inequality (16)), this implies that (Y n, Zn, ψn,Mm) is a Cauchy sequence
in E2(0, T ).
The general case will be obtained by a truncation procedure on ξ and f(t, 0, 0, 0) and
the inequality of Lemma 5. 
3 Existence in Lp
The following proposition was proved in the Lipschitz case without jumps in [13], Section
5, or in [5] for the Brownian filtration, for any p > 1.
Proposition 2 (Lp-estimates, p ≥ 2) We assume that f satisfies (Hex). For p ≥ 2, if
we have
E
(
|ξ|p +
∫ T
0
|f(t, 0, 0, 0)|pdt
)
< +∞, (H5)
then the solution (Y,Z, ψ,M) belongs to Ep(0, T ). Moreover there exists a constant C de-
pending only on K2, p and T such that
E
[
sup
t∈[0,T ]
|Yt|
p +
(∫ T
0
|Zs|
2ds
)p/2
+
(∫ T
0
∫
U
|ψs(u)|
2µ(du)ds
)p/2
+ [M ]
p/2
T
]
≤ CE
(
|ξ|p +
∫ T
0
|f(s, 0, 0, 0)|pds
)
. (17)
Proof. Under this condition (H5) on ξ and f(t, 0, 0, 0), we know that there exists a
unique solution (Y,Z, ψ,M) which belongs to E2(0, T ). We want to show that (Y,Z, ψ,M)
in fact belongs to Ep(0, T ).
From the proof of Theorem 1 (or Proposition 1), the solution (Y,Z, ψ,M) is obtained as
the limit of a sequence (Y n, Zn, ψn,Mn), solution of BSDE (2) but with bounded coefficients
ξn and fn(t, 0, 0, 0). We prove that convergence also holds in Ep(0, T ) by proving the
counterpart of Lemma 5 in Ep. For any (m,n) ∈ N2 we denote
(Ŷ , Ẑ, ψ̂, M̂ , ξ̂, f̂) = (Y m − Y n, Zm − Zn, ψm − ψn,Mm −Mn, ξm − ξn, fm − fn).
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Step 1: we prove that the sequence Y n converges in Dp(0, T ) to Y . Since p ≥ 2 we can
apply Itô formula with the C2-function θ(y) = |y|p to the process Ŷ . Note that
∂θ
∂yi
(y) = pyi|y|
p−2,
∂2θ
∂yi∂yj
(y) = p|y|p−2δi,j + p(p− 2)yiyj|y|
p−4
where δi,j is the Kronecker delta. Therefore for every 0 ≤ t ≤ T we have:
|Ŷt|
p = |ξ̂|p +
∫ T
t
pŶs|Ŷs|
p−2(fm(s, Y ms , Z
m
s , ψ
m
s )− f
n(s, Y ns , Z
n
s , ψ
n
s ))ds
−p
∫ T
t
Ŷs− |Ŷs− |
p−2dM̂s − p
∫ T
t
Ŷs−|Ŷs− |
p−2ẐsdWs
−p
∫ T
t
∫
U
(
Ŷs− |Ŷs− |
p−2ψ̂s(u)
)
pi(du, ds) −
1
2
∫ T
t
Trace
(
D2θ(Ŷs)ẐsẐ
∗
s
)
ds
−
∫ T
t
∫
U
(
|Ŷs− + ψ̂s(u)|
p − |Ŷs− |
p − pŶs− |Ŷs− |
p−2ψ̂s(u)
)
pi(du, ds)
−
1
2
∫ T
t
∑
1≤i,j≤d
∂2θ
∂yi∂yj
(Ŷs)d[M̂
i, M̂ j ]ct
−
∑
t<s≤T
(
|Ŷs− +∆M̂s|
p − |Ŷs− |
p − pŶs−|Ŷs− |
p−2∆M̂s
)
. (18)
The notation [M ]c denotes the continuous part of the bracket process [M ]. First remark
that for a non negative symmetric matrix Γ ∈ Rd×d∑
1≤i,j≤d
D2θ(y)i,jΓi,j = p|y|
p−2Trace(Γ) + p(p− 2)|y|p−4(y∗)Γy ≥ p|y|p−2Trace(Γ),
and thus
Trace(D2θ(y)zz∗) ≥ p|y|p−2|z|2.
Moreover using Taylor formula (and Lemma A.4 in [41] for the last inequality) we have
θ(x+ y)− θ(x)−∇θ(x)y =
∫ 1
0
yD2θ(x+ ry)y(1− r)dr
= p|y|2
∫ 1
0
(1− r)|x+ ry|p−2dr + p(p− 2)
∫ 1
0
(y(x+ ry))2|x+ ry|p−4(1− r)dr
≥ p|y|2
∫ 1
0
(1− r)|x+ ry|p−2dr ≥ p(p− 1)31−p|y|2|x|p−2.
Therefore we deduce that
1
2
∫ T
t
∑
1≤i,j≤d
∂2θ
∂yi∂yj
(Ŷs)d[M̂
i, M̂ j ]ct +
∑
t<s≤T
(
|Ŷs− +∆M̂s|
p − |Ŷs− |
p − pŶs− |Ŷs− |
p−2∆M̂s(z)
)
≥
p
2
∫ T
t
|Ŷs|
p−2d[M̂ ]cs + p(p− 1)3
1−p
∑
t<s≤T
|Ŷs|
p−2|∆M̂s|
2 ≥ κp
∫ T
t
|Ŷs|
p−2d[M̂ ]s
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where κp = min(p/2, p(p − 1)31−p) > 0. Now the Poisson part in (18) can be written as
follows:
−p
∫ T
t
∫
U
(
Ŷs−|Ŷs− |
p−2ψ̂s(u)
)
pi(du, ds)
−
∫ T
t
∫
U
(
|Ŷs− + ψ̂s(u)|
p − |Ŷs− |
p − pŶs− |Ŷs− |
p−2ψ̂s(u)
)
pi(du, ds)
= −
∫ T
t
∫
U
(
|Ŷs− + ψ̂s(u)|
p − |Ŷs− |
p − pŶs−|Ŷs− |
p−2ψ̂s(u)
)
µ(du)ds
−
∫ T
t
∫
U
(
|Ŷs− + ψ̂s(u)|
p − |Ŷs− |
p
)
pi(du, ds)
≤ −p(p− 1)31−p
∫ T
t
|Ŷs− |
p−2‖ψ̂s‖
2
L2µ
ds−
∫ T
t
∫
U
(
|Ŷs− + ψ̂s(u)|
p − |Ŷs− |
p
)
pi(du, ds).
Then (18) becomes
|Ŷt|
p + κp
∫ T
t
|Ŷs|
p−2|Ẑs|
2ds+ κp
∫ T
t
|Ŷs− |
p−2d[M̂ ]s + κp
∫ T
t
|Ŷs−|
p−2‖ψ̂s‖
2
L2µ
ds
≤ |ξ̂|p +
∫ T
t
pŶs|Ŷs|
p−2(fm(s, Y ms , Z
m
s , ψ
m
s )− f
n(s, Y ns , Z
n
s , ψ
n
s ))ds
−p
∫ T
t
Ŷs− |Ŷs− |
p−2dM̂s − p
∫ T
t
Ŷs−|Ŷs− |
p−2ẐsdWs
−
∫ T
t
∫
U
(
|Ŷs− + ψ̂s(u)|
p − |Ŷs− |
p
)
pi(du, ds).
From the assumptions on fm, we still have (5) and we choose ε = κpp . We obtain
|Ŷt|
p +
κp
2
∫ T
t
|Ŷs|
p−2|Ẑs|
2ds+
κp
2
∫ T
t
|Ŷs− |
p−2d[M̂ ]s +
κp
2
∫ T
t
|Ŷs− |
p−2‖ψ̂s‖
2
L2µ
ds
≤ |ξ̂|p +
p2
2κp
(2K2 + 1)
∫ T
t
|Ŷs|
pds+
κp
2
∫ T
t
|Ŷs|
p−2|f̂(s, Y ns , Z
n
s , ψ
n
s )|
2ds
−p
∫ T
t
Ŷs−|Ŷs− |
p−2dM̂s − p
∫ T
t
Ŷs−|Ŷs− |
p−2ẐsdWs
−
∫ T
t
∫
U
(
|Ŷs− + ψ̂s(u)|
p − |Ŷs− |
p
)
pi(du, ds).
Using Young’s inequality, we finally have
|Ŷt|
p +
κp
2
∫ T
t
|Ŷs|
p−2|Ẑs|
2ds+
κp
2
∫ T
t
|Ŷs−|
p−2d[M̂ ]s +
κp
2
∫ T
t
|Ŷs− |
p−2‖ψ̂s‖
2
L2µ
ds
≤ |ξ̂|p +
[
p2
2κp
(2K2 + 1) +
κp(p− 2)
2p
] ∫ T
t
|Ŷs|
pds+
κp
p
∫ T
t
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
pds
−p
∫ T
t
Ŷs−|Ŷs− |
p−2dM̂s − p
∫ T
t
Ŷs− |Ŷs−|
p−2ẐsdWs
−
∫ T
t
∫
U
(
|Ŷs− + ψ̂s(u)|
p − |Ŷs− |
p
)
pi(du, ds). (19)
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Note that the three local martingales in the previous inequality are true martingales. Indeed
since Y m and Y n are in D∞(0, T ) and Mm and Mn are in M2(0, T ), the local martingale∫ .
0
Ŷs−|Ŷs− |
p−2dM̂s
is a true martingale and we can apply the Burkholder-Davis-Gundy inequality to obtain
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
Ŷs−|Ŷs− |
p−2dM̂s
∣∣∣∣ ≤ cpE(∫ T
0
|Ŷs− |
2p−2d[M̂ ]s
)1/2
≤
1
4p
E
(
sup
t∈[0,T ]
|Ŷt|
p
)
+ pc2pE
∫ T
0
|Ŷs− |
p−2d[M̂ ]s. (20)
By the same arguments we have
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
Ŷs− |Ŷs− |
p−2ẐsdWs
∣∣∣∣ ≤ cpE(∫ T
0
|Ŷs− |
2p−2|Ẑs|
2ds
)1/2
≤
1
4p
E
(
sup
t∈[0,T ]
|Ŷt|
p
)
+ pc2pE
∫ T
0
|Ŷs|
p−2|Ẑs|
2ds. (21)
Finally the same result holds for the martingale∫ .
0
∫
U
(
Ŷs−|Ŷs− |
p−2ψ̂s(u)
)
pi(du, ds),
with
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
∫
U
(
Ŷs−|Ŷs− |
p−2ψ̂s(u)
)
pi(du, ds)
∣∣∣∣ ≤ cpE(∫ T
0
|Ŷs− |
2p−2
∫
U
|ψ̂s(u)|
2pi(du, ds)
)1/2
≤
1
4p
E
(
sup
t∈[0,T ]
|Ŷt|
p
)
+ pc2pE
∫ T
0
|Ŷs− |
p−2‖ψ̂s‖
2
L2µ
ds. (22)
Now we come to the conclusion. Using (19) we can take expectations and obtain for
every 0 ≤ t ≤ T :
E|Ŷt|
p ≤ E|ξ̂|p +
[
p2
2κp
(2K2 + 1) +
κp(p− 2)
2p
]
E
∫ T
t
|Ŷs|
pds+
κp
p
E
∫ T
t
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
pds,
hence by Gronwall’s lemma
E|Ŷt|
p ≤ CE
(
|ξ̂|p + E
∫ T
0
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
pds
)
for some constant C depending on K, p and T . From this and (19) again we also deduce
that
E
∫ T
0
|Ŷs|
pds+ E
∫ T
0
|Ŷs|
p−2|Zs|
2ds+ E
∫ T
0
|Ŷs− |
p−2d[M̂ ]s + E
∫ T
0
|Ŷs− |
p−2‖ψ̂s‖
2
L2µ
ds
≤ CE
(
|ξ̂|p + E
∫ T
0
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
pds
)
.
19
Let us come back to (18) and use the convexity of the function θ and Estimate (5) with
ε = κp/p, to deduce that:
|Ŷt|
p ≤ |ξ̂|p +
[
p2
2κp
(2K2 + 1) +
κp(p − 2)
2p
] ∫ T
t
|Ŷs|
pds+
κp
p
∫ T
t
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
pds
+
κp
2
∫ T
t
|Ŷs|
p−2|Ẑs|
2ds+
κp
2
∫ T
t
|Ŷs− |
p−2‖ψ̂s‖
2
L2µ
ds
−p
∫ T
t
Ŷs− |Ŷs− |
p−2dM̂s − p
∫ T
t
Ŷs− |Ŷs− |
p−2ẐsdWs
−p
∫ T
t
∫
U
(
Ŷs−|Ŷs− |
p−2ψ̂s(u)
)
pi(du, ds).
Now using estimates (20), (21) and (22), we get:
E
(
sup
t∈[0,T ]
|Ŷt|
p
)
≤ CE
(
|ξ̂|p + E
∫ T
0
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
pds
)
.
Therefore the limit process Y belongs to Dp(0, T ).
Step 2: We adopt the arguments of the proof of Lemma 2 (see also Lemma 3.1 in [5]) to
prove that:
E
[(∫ T
0
|Ẑs|
2ds
)p/2
+
(∫ T
0
∫
U
|ψ̂s(u)|
2µ(du)ds
)p/2
+ [M̂ ]
p/2
T
]
≤ CE
[
sup
t∈[0,T ]
|Ŷt|
p +
∫ T
0
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
pds
]
. (23)
This estimate gives the convergence of (Zn, ψn,Mn) in the desired integrability space. In-
deed let τk ∈ TT defined by:
τk = inf
{
t ∈ [0, T ],
∫ t
0
|Ẑr|
2dr +
∫ t
0
∫
U
|ψ̂s(u)|
2pi(du, ds) + [M̂ ]t ≥ k
}
∧ T.
By Itô’s formula on |Ŷt|2:
|Ŷ0|
2 +
∫ τk
0
|Ẑs|
2ds+
∫ τk
0
∫
U
|ψ̂s(u)|
2pi(du, ds) + [M̂ ]τk
= |Ŷτk |
2 + 2
∫ τk
0
Ŷs (f
m(s, Y ms , Z
m
s , ψ
m
s )− f
n(s, Y ns , Z
n
s , ψ
n
s )) ds
−2
∫ τk
0
Ŷs−ẐsdWs − 2
∫ τk
0
Ŷs−dM̂s − 2
∫ τk
0
∫
U
Ŷs−ψ̂s(u)pi(du, ds).
Once again with a straightforward modification of estimate (5):
1
2
∫ τk
0
|Ẑs|
2ds +
∫ τk
0
∫
U
|ψ̂s(u)|
2pi(du, ds) + [M̂ ]τk
≤ |Ŷ∗|
2 +
((1 + 1/ε)K2 + 1)
2
∫ T
0
|Ŷs|
2ds+
1
2
∫ T
0
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
2ds
+
ε
2
∫ τk
0
∫
U
|ψ̂s(u)|
2µ(du)ds
−2
∫ τk
0
Ŷs−ẐsdWs − 2
∫ τk
0
Ŷs−dM̂s − 2
∫ τk
0
∫
U
Ŷs−ψ̂s(u)pi(du, ds)
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where Ŷ∗ = supt∈[0,T ] |Ŷt|. It follows that(∫ τk
0
|Ẑs|
2ds
)p/2
+
(∫ τk
0
∫
U
|ψ̂s(u)|
2pi(du, ds)
)p/2
+ [M̂ ]p/2τk
≤ Cp
[(
1 +
((1 + 1/ε)K2 + 1)T
2
)p/2
|Ŷ∗|
p +
(∫ T
0
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
2ds
)p/2]
+Cpε
p/2
(∫ τk
0
∫
U
|ψ̂s(u)|
2µ(du)ds
)p/2
+ Cp
∣∣∣∣∫ τk
0
∫
U
Ŷs−ψ̂s(u)pi(du, ds)
∣∣∣∣p/2
+Cp
[∣∣∣∣∫ τk
0
Ŷs−ẐsdWs
∣∣∣∣p/2 + ∣∣∣∣∫ τk
0
Ŷs−dM̂s
∣∣∣∣p/2
]
. (24)
Since p/2 ≥ 1, we can apply the Burkholder-Davis-Gundy inequality to obtain
CpE
∣∣∣∣∫ τk
0
Ŷs−dM̂s
∣∣∣∣ ≤ dpE
[(∫ τk
0
|Ŷs− |
2d[M̂ ]s
)p/4]
≤
d2p
4
E
(
|Ŷ∗|
p
)
+
1
2
[M̂ ]p/2τk ,
CpE
∣∣∣∣∫ τk
0
Ŷs−ẐsdWs
∣∣∣∣ ≤ dpE
[(∫ τk
0
|Ŷs− |
2|Ẑs|
2ds
)p/4]
≤
d2p
4
E
(
|Ŷ∗|
p
)
+
1
2
E
[(∫ τk
0
|Ẑs|
2ds
)p/2]
,
CpE
∣∣∣∣∫ τk
0
∫
U
Ŷs−ψ̂s(u)pi(du, ds)
∣∣∣∣ ≤ dpE
[(∫ τk
0
|Ŷs− |
2
∫
U
|ψ̂s(u)|
2pi(du, ds)
)p/4]
≤
d2p
4
E
(
|Ŷ∗|
p
)
+
1
2
E
[(∫ τk
0
‖ψ̂s‖
2
L2µ
pi(du, ds)
)p/2]
.
Hence coming back to (24) and taking the expectation
1
2
E
(∫ τk
0
|Ẑs|
2ds
)p/2
+
1
2
E
(∫ τk
0
∫
U
|ψ̂s(u)|
2pi(du, ds)
)p/2
+
1
2
E[M̂ ]p/2τk
≤ Cp,K,T,ε E|Ŷ∗|
p + CpE
[(∫ T
0
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
2ds
)p/2]
+Cpε
p/2
E
(∫ τk
0
∫
U
|ψ̂s(u)|
2µ(du)ds
)p/2
.
Finally we use that for some constant ep > 0
E
(∫ τk
0
∫
U
|ψ̂s(u)|
2µ(du)ds
)p/2
≤ epE
(∫ τk
0
∫
U
|ψ̂s(u)|
2pi(du, ds)
)p/2
, (25)
(see [23, 10]) and thus we can choose ε sufficiently small and depending only on p such that:
E
(∫ τk
0
|Ẑs|
2ds
)p/2
+ E
(∫ τk
0
∫
U
|ψ̂s(u)|
2µ(du)ds
)p/2
+ E[M̂ ]p/2τk
≤ C˜p,K,T,ε E|Ŷ∗|
p + C˜pE
[(∫ T
0
|f̂(s, Y ns , Z
n
s , ψ
n
s )|
2ds
)p/2]
. (26)
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We can let k go to +∞ in order to have estimate (23).
Step 3: The inequality (17) can be deduced from the previous steps: we just replace
(Y m, Zm, ψm,Mm, fm) by (Y,Z, ψ,M, f) and (Y n, Zn, ψn,Mn, f) by (0, 0, 0, 0, 0). 
Now we consider the case where p ∈ [1, 2). The main difference is that we cannot
directly apply the Itô formula to θ(y) = |y|p. The next result is an extension of the Meyer-
Itô formula and as mentioned in [5], it is likely that this result already appeared somewhere.
A version of this result is given in Lemma 2.2 in [5] without jumps or in Proposition 2.1 in
[18] in dimension one. We denote by xˇ = |x|−1x1x 6=0.
Lemma 7 We consider the Rd-valued semimartingale (Xt)t∈[0,T ] defined by
Xt = X0 +
∫ t
0
Ksds+
∫ t
0
ZsdWs +
∫ t
0
∫
U
ψs(u)pi(du, ds) +Mt,
such that t 7→ Kt belongs to L
1
loc(0,+∞) a.s., Z ∈ L
2
loc(W ), ψ ∈ Gloc(pi) and M ∈ Mloc.
Then for any p ≥ 1, we have
|Xt|
p = |X0|
p +
1
2
L(t)1p=1 + p
∫ t
0
|Xs|
p−1XˇsKsds+ p
∫ t
0
|Xs|
p−1XˇsZsdWs
+p
∫ t
0
|Xs− |
p−1Xˇs−dMs + p
∫ t
0
|Xs|
p−1Xˇs
∫
U
ψs(u)pi(du, ds)
+
∫ t
0
∫
U
[
|Xs− + ψs(u)|
p − |Xs− |
p − p|Xs− |
p−1Xˇs−ψs(u)
]
pi(du, ds)
+
∑
0<s≤t
[
|Xs− +∆Ms|
p − |Xs− |
p − p|Xs− |
p−1Xˇs−∆Ms
]
+
p
2
∫ t
0
|Xs|
p−2
1Xs 6=0
{
(2− p)
[
|Zs|
2 − (Xˇs)
∗ZsZ
∗
s Xˇs
]
+ (p− 1)|Zs|
2
}
ds
+
p
2
∫ t
0
|Xs|
p−2
1Xs 6=0
{
(2− p)
[
d[M ]cs − (Xˇs)
∗d[M,M ]csXˇs
]
+ (p− 1)d[M ]cs
}
.(27)
The process (L(t), t ∈ [0;T ]) is continuous, nondecreasing with L0 = 0 and increases only
on the boundary of the random set {t ∈ [0;T ];Xt− = Xt = 0}.
Proof. Since in the case p ∈ [1, 2) the function θ is not smooth enough to apply Itô’s formula
we use an approximation. Let ε > 0 and let us consider the function uε(y) = (|y|2 + ε2)1/2.
It is a smooth function and we have
∂upε
∂yi
(y) = pyiuε(y)
p−2,
∂2upε
∂yi∂yj
(y) = puε(y)
p−2δi,j + p(p− 2)yiyjuε(y)
p−4.
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We apply Itô’s formula to X:
uε(Xt)
p = uε(X0)
p +
∫ t
0
puε(Xs)
p−2XsKsds+ p
∫ t
0
uε(Xs)
p−2XsZsdWs
+p
∫ t
0
uε(Xs−)
p−2Xs−dMs + p
∫ t
0
uε(Xs−)
p−2Xs−
∫
U
ψs(u)pi(du, ds)
+
1
2
∫ t
0
Trace
(
D2(upε)(Xs)ZsZ
∗
s
)
ds
+
∫ t
0
∫
U
(
uε(Xs− + ψs(u))
p − uε(Xs−)
p − pXs−uε(Xs−)
p−2ψs(u)
)
pi(du, ds)
+
1
2
∫ t
0
∑
1≤i,j≤d
∂2upε
∂yi∂yj
(Xs)d[M
i,M j ]cs
+
∑
0<s≤t
(
uε(Xs− +∆Ms)
p − uε(Xs−)
p − pXs−uε(Xs−)
p−2∆Ms
)
. (28)
Now we have to pass to the limit when ε goes to 0. As in [5] for the terms involving the
first derivatives of uε we have∫ t
0
uε(Xs)
p−2XsKsds −→
∫ t
0
|Xs|
p−1XˇsKsds∫ t
0
uε(Xs)
p−2XsZsdWs −→
∫ t
0
|Xs|
p−1XˇsZsdWs∫ t
0
uε(Xs)
p−2Xs
∫
U
ψs(u)pi(du, ds) −→
∫ t
0
|Xs|
p−1Xˇs
∫
U
ψs(u)pi(du, ds)∫ t
0
uε(Xs−)
p−2Xs−dMs −→
∫ t
0
|Xs− |
p−1Xˇs−dMs.
Moreover by the same arguments (convexity of uε and Fatou’s lemma) the two following
terms ∫ t
0
∫
U
[
uε(Xs− + ψs(u))
p − uε(Xs−)
p − pXs−uε(Xs−)
p−2ψs(u)
]
pi(du, ds)∑
0<s≤t
[
uε(Xs− +∆Ms)
p − uε(Xs−)
p − pXs−uε(Xs−)
p−2∆Ms
]
converge, at least in probability, to∫ t
0
∫
U
[
|Xs− + ψs(u)|
p − |Xs− |
p − p|Xs− |
p−1Xˇs−ψs(u)
]
pi(du, ds)∑
0<s≤t
[
|Xs− +∆Ms|
p − |Xs− |
p − p|Xs− |
p−1Xˇs−∆Ms
]
.
Now for a non negative symmetric matrix Γ ∈ Rd×d∑
1≤i,j≤d
D2θ(y)i,jΓi,j = puε(y)
p−2Trace(Γ) + p(p− 2)uε(y)
p−4(y∗)Γy
= p(2− p)
(
|y|
uε(y)
)4−p
|y|p−2 [Trace(Γ)− (yˇ)∗Γyˇ]1y 6=0
+p(p− 1)
(
|y|
uε(y)
)4−p
|y|p−2Trace(Γ)1y 6=0 + pε
2uε(y)
p−4Trace(Γ). (29)
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We have the following properties:
• Trace(Γ) ≥ (yˇ)∗Γyˇ,
• |y|uε(y) ր 1y 6=0 as εց 0.
For Γs = ZsZ∗s , by monotone convergence we obtain that∫ t
0
(
|Xs|
uε(Xs)
)4−p
|Xs|
p−2
{
(2− p)
[
|Zs|
2 − (Xˇs)
∗ZsZ
∗
s Xˇs
]
+ (p− 1)|Zs|
2
}
1Xs 6=0ds
converges P-a.s. for all 0 ≤ t ≤ T to∫ t
0
|Xs|
p−2
{
(2− p)
[
|Zs|
2 − (Xˇs)
∗ZsZ
∗
s Xˇs
]
+ (p − 1)|Zs|
2
}
1Xs 6=0ds.
And for the integral w.r.t. the matrix [M,M ]c = ([M i,M j ]ct , 1 ≤ i, j ≤ d) we have the
same result and the convergence to∫ t
0
|Xs|
p−2
1Xs 6=0
{
(2− p)
[
d[M ]cs − (Xˇs)
∗d[M,M ]csXˇs
]
+ (p− 1)d[M ]cs
}
,
where [M ]c =
∑d
i=1[M
i,M i]c. There is one remaining term in (28):
Cpε (t) = pε
2
∫ t
0
uε(Xs)
p−4
[
|Zs|
2ds + d[M ]cs
]
.
It follows from (28) and the considerations above that this term converges to a process
Lp(t). By the same arguments as in [5], we can prove that Lp(t) = 0 if p > 1. Indeed if
p ≥ 4, uε(Xs)p−4 converges in L1(Ω× (0, T )) and if 1 < p < 4, using Hölder inequality with
θ = (4− p)/3 ∈ (0, 1):
Cpε (t) ≤ p
(∫ t
0
ε2uε(Xs)
−3
[
|Zs|
2ds+ d[M ]cs
])θ (∫ t
0
ε2
[
|Zs|
2ds+ d[M ]cs
])1−θ
.
Since the first term in the right-hand side converges to L1(t), Cpε (t) tends to zero.
Let us denote by L(t) the process L1(t) and we proceed almost as in Chapter IV.7 (see
Theorem 69) in [34]. By letting ε tend to zero in (28) we obtain that L satisfies (27).
By identifying the jumps on both sides of the equation it follows that L is continuous.
Moreover, L is non decreasing in time. Now let us set A = {t ∈ [0;T ]; Xt− = Xt = 0}. If
t is in the interior of A, then there exists δ > 0 such that Xs = 0 whenever |t− s| ≤ δ and
the quadratic variation of X is constant on the interval [t − δ; t + δ] and then Zs = 0 and
[M ]s = 0 almost everywhere on this interval. Hence L does not increase in the interior of
A. Now assume that t is in the interior of the complement of A. Since L is continuous, the
associated measure dL is diffusive and does not charge any countable set. In particular, as
X is càdlàg , dL does not charge the points where X jumps. Hence, we can assume that
Xt = Xt−. Then there exists some δ > 0 such that Xs 6= 0 for |t − s| < δ. Consequently,
L(s) = L(t) for |t− s| < δ, which completes the proof. 
As a byproduct to the proof we obtain the following lemma.
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Lemma 8 For p ∈ (1, 2), for any t ≥ 0∫ t
0
1Xs=0
[
|Zs|
2ds+ d[M ]cs
]
= 0.
Proof. Indeed Cpε can be written as follows:
Cpε (t) = pε
2
∫ t
0
uε(Xs)
p−4
[
|Zs|
2ds+ d[M ]cs
]
= pε2
∫ t
0
(
|Xs|
2 + ε2
)p/2−2
1Xs 6=0
[
|Zs|
2ds+ d[M ]cs
]
+pεp−2
∫ t
0
1Xs=0
[
|Zs|
2ds+ d[M ]cs
]
.
Hence Cpε can converge to zero if and only if the last term is zero. 
Corollary 1 If (Y,Z, ψ,M) is a solution of BSDE (2), p ∈ [1, 2), c(p) = p(p−1)2 and
0 ≤ t ≤ r ≤ T , then:
|Yt|
p ≤ |Yr|
p + p
∫ r
t
|Ys|
p−1Yˇsf(s, Ys, Zs, ψs)ds− p
∫ r
t
|Ys|
p−1YˇsZsdWs
−p
∫ r
t
|Ys− |
p−1Yˇs−dMs − p
∫ r
t
|Ys|
p−1Yˇs
∫
U
ψs(u)pi(du, ds)
−
∫ r
t
∫
U
[
|Ys− + ψs(u)|
p − |Ys− |
p − p|Ys− |
p−1Yˇs−ψs(u)
]
pi(du, ds)
−
∑
0<t≤r
[
|Ys− +∆Ms|
p − |Ys− |
p − p|Ys− |
p−1Yˇs−∆Ms
]
−c(p)
∫ r
t
|Ys|
p−2|Zs|
2
1Ys 6=0ds− c(p)
∫ r
t
|Ys|
p−2
1Ys 6=0d[M ]
c
s.
Moreover if p ∈ (1, 2), then
∫ t
0 1Ys=0
[
|Zs|
2ds+ d[M ]cs
]
= 0.
Proof. A direct consequence of Lemmas 7 and 8. 
Lemma 9 For p ∈ [1, 2), the non-decreasing process involving the jumps of Y controls the
quadratic variation as follows:∑
0<s≤t
[
|Ys− +∆Ms|
p − |Ys− |
p − p|Ys− |
p−1Yˇs−∆Ms
]
≥ c(p)
∑
0<s≤t
|∆Ms|
2
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0.
The same holds for the jumps due to the Poisson random measure.
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Proof. We proceed as in the proof of Proposition 2 and we use the approximation of Lemma
7. Using Taylor expansion we obtain∑
0<s≤t
[
uε(Ys− +∆Ms)
p − uε(Ys−)
p − pYs−uε(Ys−)
p−2∆Ms
]
=
∑
0<s≤t
∫ 1
0
(1− a)∆MsD
2(uε(Ys− + a∆Ms)
p)∆Msda
= p
∑
0<s≤t
∫ 1
0
(1− a)|∆Ms|
2uε(Ys− + a∆Ms)
p−2da
+p(p− 2)
∑
0<s≤t
∫ 1
0
(1− a)〈∆Ms, Ys− + a∆Ms〉
2uε(Ys− + a∆Ms)
p−4da
≥ p(p− 1)
∑
0<s≤t
|∆Ms|
2
∫ 1
0
(1− a)uε(Ys− + a∆Ms)
p−2da.
Since |Ys− + a∆Ms| = |(1− a)Ys− + a(Ys− +∆Ms)| ≤ |Ys− | ∨ |Ys− +∆Ms|, we obtain:∑
0<s≤t
[
uε(Ys− +∆Ms)
p − uε(Ys−)
p − pYs−uε(Ys−)
p−2∆Ms
]
≥
p(p− 1)
2
∑
0<s≤t
|∆Ms|
2
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2 + ε2
)p/2−1
.
Passing to the limit as ε goes to zero, we obtain:∑
0<s≤t
[
|Ys− +∆Ms|
p − |Ys− |
p − p|Ys−|
p−1Yˇs−∆Ms
]
≥
p(p− 1)
2
∑
0<s≤t
|∆Ms|
2
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0.
This achieves the proof ot the lemma. 
Remark 1 If p ≥ 2, then the conclusions of Corollary 1 and of Lemma 9 hold with c(p) =
p/2.
From now on, we assume that p ∈ (1, 2). The proof of the existence of a unique solution
of BSDE (2) in the space Ep(0, T ) is based on the following technical result. This estimates
are also proved in [19], Proposition 5.3, but in dimension 1. Moreover this estimate looks
very similar to Inequality (17). The main difference is that for p < 2, or p/2 < 1, the
compensator of a martingale does not control the predictable projection (see [23] and the
counterexample therein). We say that the condition (C) holds if P-a.s.
〈yˇ, f(t, y, z, ψ)〉 ≤ ft + α|y|+K|z|+K‖ψ‖L2µ ,
with K ≥ 0 and ft is a non-negative progressively measurable process. Let us denote
F =
∫ T
0 frdr.
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Proposition 3 Let the assumption (C) hold and let be (Y,Z, ψ,M) be a solution of BSDE
(2) and assume moreover that F p is integrable and Y ∈ Dp(0, T ). Then (Z,ψ,M) belongs
to Hp(0, T ) × Lppi(0, T ) ×Mp(0, T ) and there exists a constant C depending on p, K and T
such that
E
[
sup
t∈[0,T ]
|Yt|
p +
(∫ T
0
|Zt|
2dt
)p/2
+ ([M ]T )
p/2 +
(∫ T
0
∫
U
|ψs(u)|
2pi(du, ds)
)p/2
+
(∫ T
0
∫
U
|ψs(u)|
2µ(du)ds
)p/2]
≤ CE
[
|ξ|p +
(∫ T
0
frdr
)p]
.
Once again let us emphasize that the dependence of f w.r.t. ψ implies that we have to control
the two expectations containing the term ψ. A crucial point in the proof of Proposition
2 was Inequality (25). Now in the case p < 2 we can not control (see [23], Section 4) the
expectation of the predictable projection:
E
(∫ T
0
∫
U
|ψs(u)|
2pi(du, ds)
)p/2
with the expectation of the quadratic variation:
E
(∫ T
0
∫
U
|ψs(u)|
2pi(du, ds)
)p/2
.
Proof. For some a ∈ R, let us define Y˜t = eatYt, Z˜t = eatZt, ψ˜t = eatψt and dM˜t =
eatdMt. (Y˜ , Z˜, ψ˜, M˜) satisfies an analogous BSDE with terminal condition ξ˜ = eaT ξ and
generator
f˜(t, y, z, ψ) = eatf(t, e−aty, e−atz, e−atψ)− ay.
f˜ satisfies assumptions (Hex) and (C) with K˜ = K and α˜ = α − a. We choose a large
enough such that
α˜+ 2K2/(p− 1) ≤ 0.
Since we are working on a compact time interval, the integrability conditions are equivalent
with or without the superscript ~. We omit the superscript ~ for notational convenience.
Step 1: We prove first that if α+ 2K2/(p − 1) ≤ 0, there exists a constant κp such that
E(Y p∗ ) ≤ κpE (X) ,
where
Y∗ = sup
t∈[0,T ]
|Yt|, and X = |ξ|
p + p
∫ T
0
|Ys|
p−1fsds.
27
We apply Corollary 1 for τ ∈ TT :
|Yt∧τ |
p + c(p)
∫ τ
t∧τ
|Ys|
p−2|Zs|
2
1Ys 6=0ds+ c(p)
∫ τ
t∧τ
|Ys|
p−2
1Ys 6=0d[M ]
c
s
≤ |Yτ |
p + p
∫ τ
t∧τ
|Ys|
p−1Yˇsf(s, Ys, Zs, ψs)ds − p
∫ τ
t∧τ
|Ys|
p−1YˇsZsdWs
−p
∫ τ
t∧τ
|Ys− |
p−1Yˇs−dMs − p
∫ τ
t∧τ
|Ys|
p−1Yˇs
∫
U
ψs(u)pi(du, ds)
−
∫ τ
t∧τ
∫
U
[
|Ys− + ψs(u)|
p − |Ys− |
p − p|Ys− |
p−1Yˇs−ψs(u)
]
pi(du, ds)
−
∑
t∧τ<s≤τ
[
|Ys− +∆Ms|
p − |Ys− |
p − p|Ys−|
p−1Yˇs−∆Ms
]
.
With the assumption on f this becomes
|Yt∧τ |
p + c(p)
∫ τ
t∧τ
|Ys|
p−2|Zs|
2
1Ys 6=0ds+ c(p)
∫ τ
t∧τ
|Ys|
p−2
1Ys 6=0d[M ]
c
s
≤ |Yτ |
p + p
∫ τ
t∧τ
(
|Ys|
p−1fs + α|Ys|
p
)
ds+ pK
∫ τ
t∧τ
|Ys|
p−1|Zs|ds
+pK
∫ τ
t∧τ
|Ys|
p−1‖ψs‖L2µds− p
∫ τ
t∧τ
|Ys|
p−1YˇsZsdWs
−p
∫ τ
t∧τ
|Ys− |
p−1Yˇs−dMs − p
∫ τ
t∧τ
|Ys|
p−1Yˇs
∫
U
ψs(u)pi(du, ds)
−
∫ τ
t∧τ
∫
U
[
|Ys− + ψs(u)|
p − |Ys− |
p − p|Ys− |
p−1Yˇs−ψs(u)
]
pi(du, ds)
−
∑
t∧τ<s≤τ
[
|Ys− +∆Ms|
p − |Ys− |
p − p|Ys−|
p−1Yˇs−∆Ms
]
Moreover
pK|Ys|
p−1|Zs| ≤
pK2
p− 1
|Ys|
p +
c(p)
2
|Ys|
p−2|Zs|
2
1Ys 6=0
pK|Ys|
p−1‖ψs‖L2µ ≤
pK2
p− 1
|Ys|
p +
c(p)
2
|Ys|
p−2‖ψs‖
2
L2µ
1Ys 6=0
and from the previous lemma∫ τ
t∧τ
∫
U
[
|Ys− + ψs(u)|
p − |Ys−|
p − p|Ys−|
p−1Yˇs−ψs(u)
]
pi(du, ds)
≥ c(p)
∫ τ
t∧τ
∫
U
|ψs(u)|
2
(
|Ys− |
2 ∨ |Ys− + ψs(u)|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+ψs(u)|6=0pi(du, ds).
and ∑
t∧τ<s≤τ
[
|Ys− +∆Ms|
p − |Ys− |
p − p|Ys−|
p−1Yˇs−∆Ms
]
≥ c(p)
∑
t∧τ<s≤τ
|∆Ms|
2
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0
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Therefore we deduce the following inequality:
|Yt∧τ |
p +
c(p)
2
∫ τ
t∧τ
|Ys|
p−2|Zs|
2
1Ys 6=0ds+ c(p)
∫ τ
t∧τ
|Ys|
p−2
1Ys 6=0d[M ]
c
s
+c(p)
∑
t∧τ<s≤τ
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0|∆Ms|
2
+c(p)
∫ τ
t∧τ
∫
U
|ψs(u)|
2
(
|Ys− |
2 ∨ |Ys− + ψs(u)|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+ψs(u)|6=0pi(du, ds)
−
c(p)
2
∫ τ
t∧τ
|Ys|
p−2‖ψs‖
2
L2µ
1Ys 6=0ds
≤ |Yτ |
p + p
∫ τ
t∧τ
(
|Ys|
p−1fs + α|Ys|
p
)
ds+ p
∫ τ
t∧τ
2K2
p− 1
|Ys|
pds
−p
∫ τ
t∧τ
|Ys|
p−1Yˇs
(
ZsdWs + dMs +
∫
U
ψs(u)pi(du, ds)
)
. (30)
At the very beginning of this proof we suppose that α + 2K
2
p−1 ≤ 0. Thus the term (α +
2K2
p−1 )
∫ τ
t∧τ |Ys|
pds disappears. Let us define τk as a fundamental sequence of stopping times
for the local martingale∫ .
0
|Ys|
p−1Yˇs
(
ZsdWs + dMs +
∫
U
ψs(u)pi(du, ds)
)
.
Let
τˆk = inf
{
t ≥ 0,
∫ t
0
∫
U
|ψs(u)|
2
(
|Ys−|
2 ∨ |Ys|
2
)p/2−1
1|Y
s−
|∨|Ys|6=0pi(du, ds) ≥ k
}
∧ T.
We take τ = τk ∧ τˆk. Now we have:
E
∫ τ
0
∫
U
|ψs(u)|
2
(
|Ys− |
2 ∨ |Ys− + ψs(u)|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+ψs(u)|6=0pi(du, ds)
= E
∫ τ
0
∫
U
|ψs(u)|
2
(
|Ys− |
2 ∨ |Ys|
2
)p/2−1
1|Y
s−
|∨|Ys|6=0pi(du, ds)
= E
∫ τ
0
∫
U
|ψs(u)|
2|Ys|
p−2
1Ys 6=0µ(du)ds (31)
the last equality coming from the localization due to τˆk and since the set {s ≥ 0, Ys 6= Ys−}
is countable. Taking the expectation in (30), we get
E(|Yt∧τ |
p) +
c(p)
2
E
∫ τ
0
|Ys|
p−2|Zs|
2
1Ys 6=0ds+ c(p)E
∫ τ
0
|Ys|
p−2
1Ys 6=0d[M ]
c
s
+c(p)E
∑
0<s≤τ
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0|∆Ms|
2
+
c(p)
2
E
∫ τ
t
∫
U
|ψs(u)|
2
(
|Ys− |
2 ∨ |Ys− + ψs(u)|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+ψs(u)|6=0pi(du, ds)
≤ E
(
|Yτ |
p + p
∫ τ
0
|Ys|
p−1fsds
)
. (32)
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We also obtain:
c(p)
2
E
∫ τ
0
∫
U
|ψs(u)|
2|Ys|
p−2
1Ys 6=0µ(du)ds ≤ E
(
|Yτ |
p + p
∫ τ
0
|Ys|
p−1fsds
)
.
Recall that X is the quantity
X = |ξ|p + p
∫ T
0
|Ys|
p−1fsds.
Then we can pass to the limit on k in (32), and we obtain the same estimate for τ = T and
E(X) on the right-hand side. Let us split the local martingale of (30) into three terms:
Γt =
∫ t
0
|Ys|
p−1YˇsZsdWs,
Θt =
∫ t
0
|Ys|
p−1YˇsdMs, Ξt =
∫ t
0
|Ys|
p−1Yˇs
∫
U
ψs(u)pi(du, ds).
Then using (30) and BDG inequality
E(Y p∗ ) ≤ E (X) + kpE
(
[Γ]
1/2
T + [Θ]
1/2
T + [Ξ]
1/2
T
)
.
The bracket [Γ]1/2T can be handled as in [5]:
kpE
(
[Γ]
1/2
T
)
≤
1
6
E (Y p∗ ) +
3k2p
2
E
(∫ T
0
|Ys|
p−2|Zs|
2
1Ys 6=0ds
)
.
For the other terms we have
kpE
(
[Ξ]
1/2
T
)
≤ kpE
(
Y
p/2
∗
(∫ T
0
|Ys|
p−2|ψs|
2
1Ys 6=0pi(du, ds)
)1/2)
≤
1
6
E (Y p∗ ) +
3k2p
2
E
(∫ T
0
|Ys|
p−2‖ψs‖
2
L2µ
1Ys 6=0ds
)
,
and for [Θ] since p > 1
kpE
(
[Θ]
1/2
T
)
≤ kpE
[(∫ T
0
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2
)p−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0d[M ]s
)1/2]
≤ kpE
( sup
s∈[0,T ]
(
|Ys−|
2 ∨ |Ys− +∆Ms|
2
)p/2)1/2
(∫ T
0
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0d[M ]s
)1/2]
≤
1
6
E (Y p∗ ) +
3k2p
2
E
(∫ T
0
|Ys− |
p−2
1|Y
s−
|6=0d[M ]
c
s
+
∑
0<s≤T
(
|Ys−|
2 ∨ |Ys− +∆Ms|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0|∆Ms|
2
 .
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We deduce that there exists a constant depending only on p such that
E(Y p∗ ) ≤ κpE (X) .
Step 2: Let us derive now a priori estimates for the martingale part of the BSDE. We use
Corollary 1:
E
(∫ T
0
|Zs|
2ds
)p/2
= E
(∫ T
0
1Ys 6=0|Zs|
2ds
)p/2
= E
(∫ T
0
(Ys)
2−p (Ys)
p−2
1Ys 6=0|Zs|
2ds
)p/2
≤ E
[
(Y∗)
p(2−p)/2
(∫ T
0
(Ys)
p−2
1Ys 6=0|Zs|
2ds
)p/2]
≤ {E [(Y∗)
p]}(2−p)/2
{
E
∫ T
0
(Ys)
p−2
1Ys 6=0|Zs|
2ds
}p/2
≤
2− p
2
E [(Y∗)
p] +
p
2
E
∫ T
0
(Ys)
p−2
1Ys 6=0|Zs|
2ds (33)
where we have used Hölder’s and Young’s inequality with 2−p2 +
p
2 = 1. With Inequality
(32) we deduce:
E
(∫ T
0
|Zs|
2ds
)p/2
≤
2− p
2
E (|Y∗|
p) +
p
2
E
∫ T
0
|Ys|
p−2
1Ys 6=0|Zs|
2ds ≤ κ˜pE(X).
The same argument can be used to control [M ]c. For the pure-jump part of [M ] we have
using the function uε defined in the proof of Lemma 7:
E
 ∑
0<s≤T
|∆Ms|
2
p/2
= E
 ∑
0<s≤T
(uε(|Ys− | ∨ |Ys− +∆Ms|))
2−p (uε(|Ys− | ∨ |Ys− +∆Ms|))
p−2 |∆Ms|
2
p/2
≤ E
(uε(Y∗))p(2−p)/2
 ∑
0<s≤T
(uε(|Ys− | ∨ |Ys− +∆Ms|))
p−2 |∆Ms|
2
p/2

≤ {E [(uε(Y∗))
p]}(2−p)/2
×
E
 ∑
0<s≤T
(uε(|Ys− | ∨ |Ys− +∆Ms|))
p−2 |∆Ms|
2

p/2
≤
2− p
2
E [(uε(Y∗))
p] +
p
2
E
 ∑
0<s≤T
(uε(|Ys− | ∨ |Ys− +∆Ms|))
p−2 |∆Ms|
2

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Let ε go to zero. We use a convergence result, which is a direct consequence of the proof of
Lemma 9:
E
 ∑
0<s≤T
|∆Ms|
2
p/2
≤
2− p
2
E (|Y∗|
p) +
p
2
E
 ∑
0≤s<T
(|Ys− | ∨ |Ys− +∆Ms|)
p−2
1|Y
s−
|∨|Y
s−
+∆Ms|6=0|∆Ms|
2

≤ κ˜pE(X).
The same argument shows that
E
(∫ T
0
∫
U
|ψs(u)|
2pi(du, ds)
)p/2
≤ κ˜pE(X).
For the estimate of
E
(∫ T
0
∫
U
|ψs(u)|
2µ(du)ds
)p/2
we follow the same scheme with a localization argument and Equality (31) to obtain that
lim
ε→0
E
∫ T
0
∫
U
(uε(|Ys− |)
p−2 |ψs(u)|
2µ(du)ds = E
∫ T
0
∫
U
|Ys− |
p−2
1Y
s−
6=0|ψs(u)|
2µ(du)ds.
Step 3: Now we prove the wanted estimate. Recall that we have found a constant κˆp such
that
E
[
|Y∗|
p +
(∫ T
0
Z2sds
)p/2
+ [M ]
p/2
T
+
(∫ T
0
∫
U
|ψs(u)|
2µ(du)ds
)p/2
+
(∫ T
0
∫
U
|ψs(u)|
2pi(du, ds)
)p/2]
≤ κˆpE(X)
where
X = |ξ|p + p
∫ T
0
|Ys|
p−1fsds.
But Young’s inequality leads to
pκˆp
∫ T
0
|Ys|
p−1fsds ≤ pκˆp|Y∗|
p−1
∫ T
0
fsds ≤
1
2
E (|Y∗|
p) + dp
(∫ T
0
fsds
)p
.
Therefore we have proved that for a such that α+ 3K
2
(p−1) ≤ a, then
E
[(
sup
t∈[0,T ]
eat|Yt|
p
)
+
(∫ T
0
e2asZ2sds
)p/2
+
(∫ T
0
∫
U
e2as|ψs(u)|
2pi(du, ds)
)p/2
+
(∫ T
0
e2asd[M ]s
)p/2]
≤ CE
[
eaT |ξ|p +
(∫ T
0
earfrdr
)p]
where C just depends on p. This gives the desired estimate. 
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Theorem 2 Under Assumptions (Hex) and (H5), there exists a unique solution (Y,Z, ψ,M)
in Ep(0, T ) to the BSDE (2). Moreover for some constant C = Cp,K,T
E
[
sup
t∈[0,T ]
|Yt|
p +
(∫ T
0
|Zt|
2dt
)p/2
+
(∫ T
0
∫
U
|ψs(u)|
2pi(du, ds)
)p/2
+ ([M ]T )
p/2
]
≤ CE
[
|ξ|p +
(∫ T
0
|f(r, 0, 0, 0)|dr
)p]
.
Proof. As for Theorem 1, we follow the proof of the second step of Theorem 4.2 in [5]. We
truncate ξ and f(t, 0, 0, 0) to obtain ξn and fn with ‖ξn‖∞ ≤ n and |fn(t, 0, 0, 0)| ≤ n:
ξn = qn(ξ), fn(t, y, z, ψ) = f(t, y, z, ψ) − f(t, 0, 0, 0) + qn(f(t, 0, 0, 0)),
with qn(x) = xn/(|x|∨n). Thanks to Theorem 1, we have a unique solution (Y n, Zn, ψn,Mn)
in E2, and thus in Ep for any p > 1. Now for any m and n:
fm(t, Y
m
t , Z
m
t , ψ
m
t )− fn(t, Y
n
t , Z
n
t , ψ
n
t ) = f(t, Y
m
t , Z
m
t , ψ
m
t )− f(t, Y
n
t , Z
m
t , ψ
n
t )
+f(t, Y nt , Z
m
t , ψ
m
t )− f(t, Y
n
t , Z
n
t , ψ
m
t ) + f(t, Y
n
t , Z
n
t , ψ
m
t )− f(t, Y
n
t , Z
n
t , ψ
n
t )
+qm(f(t, 0, 0, 0)) − qn(f(t, 0, 0, 0))
Hence
〈
(Y mt − Y
n
t )
|Y mt − Y
n
t |
1Ymt −Y
n
t 6=0
, fm(t, Y
m
t , Z
m
t , ψ
m
t )− fn(t, Y
n
t , Z
n
t , ψ
n
t )〉
≤ |qm(f(t, 0, 0, 0)) − qn(f(t, 0, 0, 0))| +K|Z
m
t − Z
n
t |+K‖ψ
m
t − ψ
n
t ‖L2µ .
This inequality is Assumption (C) in Proposition 3 with α = 0. This proposition shows
that
E
[
sup
t∈[0,T ]
|Y mt − Y
n
t |
p +
(∫ T
0
|Zms − Z
n
s |
2ds
)p/2
+ ([Mm −Mn]T )
p/2
+
(∫ T
0
∫
U
|ψms (u)− ψ
n
s (u)|
2pi(du, ds)
)p/2
+
(∫ T
0
∫
U
|ψms (u)− ψ
n
s (u)|
2µ(du)ds
)p/2]
≤ CE
[
|ξm − ξn|
p +
(∫ T
0
|qm(f(r, 0, 0, 0)) − qn(f(r, 0, 0, 0))|dr
)p]
.
Thus (Y n, Zn, ψn,Mn) is a Cauchy sequence in Ep and the conclusion follows. 
4 Comparison Principle
In this section we give some results which are derived from the previous sections. In the
first part we assume that d = 1 and aim at comparing two solutions Y 1 and Y 2 of the
BSDE (2) with coefficients (ξ1, f1) and (ξ2, f2). As in the papers of Barles et al. [1], Royer
[37], Situ [38] or Quenez & Sulem [35], we have to restrict the dependence of f w.r.t. ψ.
Some monotonicity w.r.t. ψ is necessary. The following set of conditions will be denoted by
(Hcomp). The three conditions (H1) to (H3) hold but assumption (H3) is replaced by:
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(H3’) f is Lipschitz continuous w.r.t. z with constant K and for each (y, z, ψ, φ) ∈ R×Rk×
(L2µ)
2, there exists a predictable process κ = κy,z,ψ,φ : Ω× [0, T ] × U → R such that:
f(t, y, z, ψ) − f(t, y, z, φ) ≤
∫
U
(ψ(u)− φ(u))κy,z,ψ,φt (u)µ(du)
with P⊗m⊗ µ-a.e. for any (y, z, ψ, ψ′),
• −1 ≤ κy,z,ψ,φt (u)
• |κy,z,ψ,φt (u)| ≤ ϑ(u) where ϑ ∈ L
2
µ.
Note that (Hcomp) implies (Hex). Indeed if (H3’) is true we also have:
f(t, y, z, ψ) − f(t, y, z, φ) ≥
∫
U
(ψ(u) − φ(u))κy,z,φ,ψt (u)µ(du)
by changing the role of ψ and φ in κ and thus
|f(t, y, z, ψ) − f(t, y, z, φ)| ≤ ‖ϑ‖L2µ‖ψ − φ‖L2µ .
We follow the line of argument of [35]. In particular we consider the Doléans-Dade
exponential local martingale: Let α, β be predictable processes integrable w.r.t. dt and
dWt, respectively. Let γ be a predictable process defined on [0, T ]×Ω×R integrable w.r.t.
p˜i(du, ds). For any 0 ≤ t ≤ s ≤ T let E be the solution of
dEt,s = Et,s−
[
βsdWs +
∫
U
γs(u)pi(du, ds)
]
, Et,t = 1,
and let Γ be the solution of
dΓt,s = Γt,s−
[
αsds + βsdWs +
∫
U
γs(u)pi(du, ds)
]
, Γt,t = 1. (34)
Of course Γt,s = exp
(∫ s
t αrdr
)
Et,s and
Et,s = exp
(∫ s
t
βrdWr −
1
2
∫ s
t
β2rdr
) ∏
t<r≤s
(1 + γr(∆Xr))e
−γr(∆Xr)
with Xt =
∫ t
0
∫
U upi(du, ds).
Lemma 10 Assume that the processes |β| and ‖γ‖L2µ are bounded and that α is bounded
from above. Let (Y,Z, ψ,M) be the solution of the following linear BSDE:
Yt = ξ +
∫ T
t
[
fs + αsYs + βsZs +
∫
U
γs(u)ψs(u)µ(du)
]
ds
−
∫ T
t
∫
U
ψs(u)pi(du, ds)−
∫ T
t
ZsdWs −
∫ T
t
dMs. (35)
Then Γ is q-integrable for any q ≥ 2, and the solution (Y,Z, ψ,M) belongs to Ep(0, T ) if
E
(
|ξ|p +
∫ T
0
|fs|
pds
)
< +∞.
Moreover
Yt = E
[
Γt,T ξ +
∫ T
t
Γt,sfsds
∣∣∣∣Ft] .
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Proof. The integrability of Γt,s is given in [35], Proposition A.1 and by Doob’s inequality:
E sup
s∈[t,T ]
|Γt,s|
q ≤ Cq sup
s∈[t,T ]
E|Γt,s|
q ≤ CqE|Γt,T |
q < +∞.
We follow the arguments of the proof of Theorem 3.4 in [35]. Let (Y,Z, ψ,M) be a solution.
For 0 ≤ t ≤ s ≤ T set
φs = YsΓt,s +
∫ s
t
Γt,rfrdr.
Then by integration by parts we obtain
dφs = Γt,s−dYs + Ys−dΓt,s + d[Γt,., Y ]s + Γt,sfsds
= Γt,s−
(
−fs − αsYs − βsZs −
∫
U
γs(u)ψs(u)µ(du)
)
ds
+Γt,s−
∫
U
ψs(u)pi(du, ds) + Γt,s−ZsdWs + Γt,s−dMs.
+ Ys−Γt,s−
(
αsds+ βsdWs +
∫
U
γs(u)pi(du, ds)
)
+ Γt,s−βsZsds+ Γt,s−
∫
U
ψs(u)γs(u)pi(du, ds) + Γt,sfsds
= Γt,s−
∫
U
(ψs(u) + Ys−γs(u) + ψs(u)γs(u))pi(du, ds)
+ Γt,s−(Zs + Ysβs)dWs + Γt,s−dMs.
From the assumptions made on the coefficients, we obtain that φ is a martingale and thus
φt = Yt = E
[
φT
∣∣∣∣Ft] = E [YTΓt,T + ∫ T
t
Γt,rfrdr
∣∣∣∣Ft] .

The next proposition is a modification of Theorem 4.2 in [35] (see also Theorem 252 in
[38]).
Proposition 4 We consider a generator f1 satisfying (Hex) and we ask f2 to verify (Hcomp).
Let ξ1 and ξ2 be two terminal conditions for BSDEs (2) driven respectively by f1 and f2.
Denote by (Y 1, Z1, ψ1,M1) and (Y 2, Z2, ψ2,M2) the respective solutions in some space
Ep(0, T ) with p > 1. If ξ1 ≤ ξ2 and f1(t, Y
1
t , Z
1
t , ψ
1
t ) ≤ f2(t, Y
1
t , Z
1
t , ψ
1
t ), then a.s. for
any t ∈ [0, T ], Y 1t ≤ Y
2
t .
Proof. As usual we set
Ŷ = Y 2 − Y 1, Ẑ = Z2 − Z1, ψ̂ = ψ2 − ψ1, M̂ =M2 −M1.
Then (Ŷ , Ẑ, ψ̂, M̂) satisfies:
Ŷt = ξ̂ +
∫ T
t
hsds−
∫ T
t
∫
U
ψ̂s(u)pi(du, ds)−
∫ T
t
ẐsdWs −
∫ T
t
dM̂s,
where
hs = f2(Y
2
s , Z
2
s , ψ
2
s)− f1(Y
1
s , Z
1
s , ψ
1
s).
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Now we define
fs = f2(Y
1
s , Z
1
s , ψ
1
s)− f1(Y
1
s , Z
1
s , ψ
1
s )
αs =
f2(Y
2
s , Z
1
s , ψ
1
s )− f2(Y
1
s , Z
1
s , ψ
1
s )
Ŷs
1Ŷs 6=0
βs =
f2(Y
2
s , Z
2
s , ψ
1
s )− f2(Y
2
s , Z
1
s , ψ
1
s )
Ẑs
1
Ẑs 6=0
then
hs = fs + αsŶs + βsẐs + f2(Y
2
s , Z
2
s , ψ
2
s)− f2(Y
2
s , Z
2
s , ψ
1
s )
≥ fs + αsŶs + βsẐs +
∫
U
κY
2
s ,Z
2
s ,ψ
1
s ,ψ
2
s
s ψ̂s(u)µ(du)
since f2 satisfies (Hcomp). Moreover since f2 is Lipschitz continuous w.r.t. z, |β| is bounded
by K, whereas from Assumption (H1), α is bounded from above. Moreover, the process
κ
Y 2s ,Z
2
s ,ψ
1
s ,ψ
2
s
s is controlled by ϑ ∈ L2µ. Therefore the process Γ defined by (34) is q-integrable
for any q ≥ 2 and
Ŷt ≥ E
[
Γt,T ξ̂ +
∫ T
t
Γt,sfsds
∣∣∣∣Ft] .
To conclude recall that since −1 ≤ κy,z,ψ,φt (u), Γt,s ≥ 0 a.s. and by assumptions, ξ̂ ≥ 0 and
fs ≥ 0. Therefore Ŷt ≥ 0 and the conclusion follows. 
Note that the conditions (Hex) are just imposed on f1 to ensure existence of a solution
(Y 1, Z1, ψ1,M1). This proposition gives again uniqueness of the solution.
Corollary 2 Assume (Hcomp) and (H4) (resp. (H5)). Then there exists at most one
solution (Y,Z, ψ,M) of BSDE (ξ, f) in E2(0, T ) (resp. Ep(0, T )).
5 Random terminal times
We come back to the general multidimensional case but we assume that τ is a stopping
time for the filtration F, which need not be bounded. Assumptions (Hex) still hold with a
monotonicity constant α and a Lipschitz constant K. (H2) is replaced by:
∀r > 0, ∀n ∈ N, sup
|y|≤r
(|f(t, y, 0, 0) − f(t, 0, 0, 0)|) ∈ L1(Ω× (0, n)). (H2”)
We assume that 1 < p and condition (H4) (or (H4’)) is replaced by the following one: for
some ρ ∈ R such that
ρ > ν = α+
K2
(p− 1) ∧ 1
,
we have
E
[
epρτ |ξ|p +
∫ τ
0
epρt|f(t, 0, 0, 0)|pdt
]
< +∞. (H5’)
The constant α appears in (H1) and K in (H3). We will need the following additional
assumption
ξ is Fτ −measurable and E
[∫ τ
0
epρt|f(t, ξt, ηt, γt)|
pdt
]
< +∞, (H6)
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where ξt = E(ξ|Ft) and (η, γ,N) are given by the martingale representation:
ξ = E(ξ) +
∫ ∞
0
ηsdWs +
∫ ∞
0
∫
U
γs(u)pi(du, ds) +Nτ
with
E
[(∫ ∞
0
|ηs|
2ds+
∫ ∞
0
∫
U
|γs(u)|
2µ(du)ds + [N ]τ
)p/2]
< +∞.
Definition 2 A process (Y,Z, ψ,M) = (Yt, Zt, ψt,Mt)t≥0, such that Y is progressively mea-
surable and càdlàg and (Z,ψ,M) ∈ D(0, T )×P ×Mloc, with values in R
d×Rd×k×Rd×Rd
is a solution to the BSDE (2) with random terminal time τ with data (ξ; f) if on the set
{t ≥ τ} Yt = ξ and Zt = ψt =Mt = 0, P-a.s., t 7→ f(t, Yt, Zt, ψt)1t≤T belongs to L
1
loc(0,∞)
for any T ≥ 0, Z belongs to L2loc(W ), ψ belongs to Gloc(pi) and, P-a.s., for all 0 ≤ t ≤ T ,
Yt∧τ = YT∧τ +
∫ T∧τ
t∧τ
f(s, Ys, Zs, ψs)ds −
∫ T∧τ
t∧τ
ZsdWs
−
∫ T∧τ
t∧τ
∫
U
ψs(u)pi(du, ds)−
∫ T∧τ
t∧τ
dMs. (36)
Proposition 5 Under conditions (H1), (H2”), (H3), (H5’) and (H6), the BSDE (36) has
at most one solution satisfying
E
[
epρ(t∧τ)|Yt∧τ |
p +
∫ T∧τ
0
epρs|Ys|
pds+
∫ T∧τ
0
epρs|Ys|
p−2|Zs|
2
1Ys 6=0ds
]
+E
[∫ T∧τ
0
epρs|Ys|
p−2
1Ys 6=0‖ψs‖
2
L2µ
ds+
∫ T∧τ
0
epρs|Ys|
p−2
1Ys 6=0d[M ]
c
s
]
+E
 ∑
0<s≤T∧τ
epρs|∆Ms|
2
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0

< +∞. (37)
Proof. Assume that there exist two solutions (Y,Z, ψ,M) and (Y ′, Z ′, ψ′,M ′) satisfying
(37) and let
Ŷt = Yt − Y
′
t , Ẑt = Zt − Z
′
t, ψ̂t = ψt − ψ
′
t, M̂t =Mt −M
′
t .
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Let us denote c(p) = p2 ((p− 1)∧ 1). From Corollary 1, Lemma 9 and Remark 1 we have for
0 ≤ t ≤ T
epρ(t∧τ)|Ŷt∧τ |
p + c(p)
∫ T∧τ
t∧τ
epρs|Ŷs|
p−2|Ẑs|
2
1
Ŷs 6=0
ds+ c(p)
∫ T∧τ
t∧τ
epρs|Ŷs|
p−2
1
Ŷs 6=0
d[M̂ ]cs
+c(p)
∑
t∧τ<s≤T∧τ
epρs
(
|Ŷs− |
2 ∨ |Ŷs− +∆M̂s|
2
)p/2−1
1
|Ŷ
s−
|∨|Ŷ
s−
+∆M̂s|6=0
|∆M̂s|
2
+c(p)
∫ T∧τ
t∧τ
∫
U
epρs
(
|Ŷs− |
2 ∨ |Ŷs− + ψ̂s(u)|
2
)p/2−1
1
|Ŷ
s−
|∨|Ŷ
s−
+ψ̂s(u)|6=0
|ψ̂s(u)|
2pi(du, ds)
≤ epρ(T∧τ)|ŶT∧τ |
p
+p
∫ T∧τ
t∧τ
epρs
(
|Ŷs|
p−1 ˇ̂Y s(f(s, Ys, Zs, ψs)− f(s, Y
′
s , Z
′
s, ψ
′
s))− ρ|Ŷs|
p
)
ds
−p
∫ T∧τ
t∧τ
epρs|Ŷs|
p−1 ˇ̂Y sẐsdWs − p
∫ T∧τ
t∧τ
epρs|Ŷs− |
p−1 ˇ̂Y s−dM̂s
−p
∫ T∧τ
t∧τ
epρs|Ŷs|
p−1 ˇ̂Y s
∫
U
ψ̂s(u)pi(du, ds). (38)
From the assumption on f and Young’s inequality we deduce that
|ŷ|p−1ˇ̂y(f(s, y, z, ψ) − f(s, y′, z′, ψ′)− ρ|ŷ|p ≤
(
α+
K2
(p − 1) ∧ 1
− ρ
)
|ŷ|p
+
(p− 1) ∧ 1
2
|ŷ|p−21ŷ 6=0|ẑ|
2 +
(p− 1) ∧ 1
2
|ŷ|p−21ŷ 6=0‖ψ̂‖L2
≤
(p− 1) ∧ 1
2
|ŷ|p−21ŷ 6=0|ẑ|
2 +
(p − 1) ∧ 1
2
|ŷ|p−21ŷ 6=0‖ψ̂‖L2 .
Note that from the integrability conditions on the solution every local martingale involved
in (38) is a uniformly integrable martingale. Moreover using a localization argument (see
Equation (31)), the two terms:∫ T∧τ
t∧τ
∫
U
epρs
(
|Ŷs− |
2 ∨ |Ŷs− + ψ̂s(u)|
2
)p/2−1
1
|Ŷ
s−
|∨|Ŷ
s−
+ψ̂s(u)|6=0
|ψ̂s(u)|
2pi(du, ds)
and ∫ T∧τ
t∧τ
∫
U
epρs|Ŷs|
p−2
1Ŷs 6=0
‖ψ̂s(u)‖L2µ(du)ds
have the same expectation. Hence taking the expectation in (38) we obtain:
Eepρ(t∧τ)|Ŷt∧τ |
p ≤ Eepρ(T∧τ)|ŶT∧τ |
p.
If we replace ρ by ρ′ with α+ K
2
(p−1)∧1 < ρ
′ < ρ we obtain the same result, and thus we get
for any 0 ≤ t ≤ T
Eepρ
′(t∧τ)|Ŷt∧τ |
p ≤ ep(ρ
′−ρ)T
Eepρ(T∧τ)|ŶT∧τ |
p.
We let T go to infinity to obtain Ŷt = 0.
Therefore (Y,Z, ψ,M) and (Y ′, Z ′, ψ′,M ′) satisty BSDE (36) and Y = Y ′. Thus we
have the same martingale parts and by orthogonality, Ẑ = ψ̂ = M̂ = 0. Uniqueness of the
solution is proved. 
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Proposition 6 Under conditions (H1), (H2”), (H3), (H5’) and (H6), the BSDE (36) has
a solution satisfying
E
[
epρ(t∧τ)|Yt∧τ |
p +
∫ T∧τ
0
epρs|Ys|
pds+
∫ T∧τ
0
epρs|Ys|
p−2|Zs|
2
1Ys 6=0ds
]
+E
[∫ T∧τ
0
epρs|Ys|
p−2
1Ys 6=0‖ψs‖
2
L2µ
ds+
∫ T∧τ
0
epρs|Ys|
p−2
1Ys 6=0d[M ]
c
s
]
+E
 ∑
0<s≤T∧τ
epρs|∆Ms|
2
(
|Ys− |
2 ∨ |Ys− +∆Ms|
2
)p/2−1
1|Y
s−
|∨|Y
s−
+∆Ms|6=0

≤ CE
[
epρτ |ξ|p +
∫ τ
0
epρs|f(s, 0, 0, 0)|pds
]
. (39)
Moreover
E
(∫ τ
0
e2ρs|Zs|
2ds
)p/2
+ E
(∫ τ
0
e2ρs
∫
U
|ψs(u)|
2µ(du)ds
)p/2
+ E
(∫ τ
0
e2ρsd[M ]s
)p/2
≤ CE
[
epρτ |ξ|p +
∫ τ
0
epρs|f(s, 0, 0, 0)|pds
]
. (40)
The constant C depends only on p, K and α.
Proof. We follow the proof of Theorem 4.1 in [31]. For each n ∈ N we construct a solution
{(Y n, Zn, ψn,Mn), t ≥ 0} as follows. By Theorem 2, on the interval [0, n]:
Y nt = E(ξ|Fn) +
∫ n
t
1[0,τ ](s)f(s, Y
n
s , Z
n
s , ψ
n
s )ds−
∫ n
t
Zns dWs
−
∫ n
t
∫
U
ψns (u)pi(du, ds) −
∫ n
t
dMns .
And for t ≥ n (Assumption (H6)):
Y nt = ξt, Z
n
t = ηt, ψ
n
t (u) = γt(u), M
n
t = Nt.
• Step 1: the sequence {(Y n, Zn, ψn,Mn), t ≥ 0} satisfies Inequality (39).
Using Corollary 1, Lemma 9 and Remark 1 we have for 0 ≤ t ≤ T ≤ n
epρ(t∧τ)|Y nt∧τ |
p + c(p)
∫ T∧τ
t∧τ
epρs|Y ns |
p−2|Zns |
2
1Y ns 6=0ds+ c(p)
∫ T∧τ
t∧τ
epρs|Y ns |
p−2
1Y ns 6=0d[M
n]cs
+c(p)
∑
t∧τ<s≤T∧τ
epρs|∆Mns |
2
(
|Y ns− |
2 ∨ |Y ns− +∆M
n
s |
2
)p/2−1
1|Y n
s−
|∨|Y n
s−
+∆Mns |6=0
+c(p)
∫ T∧τ
t∧τ
∫
U
epρs|ψns (u)|
2
(
|Y ns− |
2 ∨ |Y ns− + ψ
n
s (u)|
2
)p/2−1
1|Y n
s−
|∨|Y n
s−
+ψns (u)|6=0
pi(du, ds)
≤ epρ(T∧τ)|Y nT∧τ |
p + p
∫ T∧τ
t∧τ
epρs
(
|Y ns |
p−1Yˇ ns f(s, Y
n
s , Z
n
s , ψ
n
s )− ρ|Y
n
s |
p
)
ds
−p
∫ T∧τ
t∧τ
epρs|Y ns |
p−1Yˇ ns Z
n
s dWs − p
∫ T∧τ
t∧τ
epρs|Y ns− |
p−1Yˇ ns−dM
n
s
−p
∫ T∧τ
t∧τ
epρs|Y ns |
p−1Yˇ ns
∫
U
ψns (u)pi(du, ds).
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Now with Young’s inequality and for some δ > 0 sufficiently small
|y|p−1yˇf(t, y, z, ψ) ≤
(
α+ δ +
K2
((p − 1) ∧ 1− 2δ)
)
|y|p
+
(
(p − 1) ∧ 1
2
− δ
)
|y|p−21y 6=0|z|
2 +
1
p
|f(t, 0, 0, 0)|p
(
pδ
(p − 1) ∧ 1
)1−p
+
(
(p − 1) ∧ 1
2
− δ
)
|y|p−21y 6=0‖ψ‖L2 . (41)
We choose δ > 0 such that α+ 2δ + K
2
((p−1)∧1−2δ) ≤ ρ and we obtain:
epρ(t∧τ)|Y nt∧τ |
p + pδ
∫ T∧τ
t∧τ
epρs|Y ns |
pds+ pδ
∫ T∧τ
t∧τ
epρs|Y ns |
p−2|Zns |
2
1Y ns 6=0ds
+c(p)
∫ T∧τ
t∧τ
epρs|Y ns |
p−2
1Y ns 6=0d[M
n]cs
+c(p)
∑
t∧τ<s≤T∧τ
epρs|∆Mns |
2
(
|Y ns− |
2 ∨ |Y ns− +∆M
n
s |
2
)p/2−1
1|Y n
s−
|∨|Y n
s−
+∆Mns |6=0
+c(p)
∫ T∧τ
t∧τ
∫
U
epρs|ψns (u)|
2
(
|Y ns− |
2 ∨ |Y ns− + ψ
n
s (u)|
2
)p/2−1
1|Y n
s−
|∨|Y n
s−
+ψns (u)|6=0
pi(du, ds)
−p
(
(p− 1) ∧ 1
2
− δ
)∫ T∧τ
t∧τ
epρs|Y ns |
p−2
1Y ns 6=0‖ψ
n
s ‖L2ds
≤ epρ(T∧τ)|YT∧τ |
p +
∫ T∧τ
t∧τ
epρs|f(s, 0, 0, 0)|p
(
pδ
(p− 1) ∧ 1
)1−p
ds
−p
∫ T∧τ
t∧τ
epρs|Y ns |
p−1Yˇ ns Z
n
s dWs
−p
∫ T∧τ
t∧τ
epρs|Y ns− |
p−1Yˇ ns−dM
n
s − p
∫ T∧τ
t∧τ
epρs|Y ns |
p−1Yˇ ns
∫
U
ψns (u)pi(du, ds).
Taking the expectation we get
E
[
epρ(t∧τ)|Y nt∧τ |
p + pδ
∫ T∧τ
0
epρs|Y ns |
pds
]
+pδE
[∫ T∧τ
0
epρs|Y ns |
p−2
1Y ns 6=0‖ψ
n
s ‖L2ds +
∫ T∧τ
0
epρs|Y ns |
p−2|Zns |
2
1Y ns 6=0ds
]
+c(p)E
∫ T∧τ
0
epρs|Y ns |
p−2
1Y ns 6=0d[M
n]cs
+c(p)E
 ∑
0<s≤T∧τ
epρs|∆Mns |
2
(
|Y ns− |
2 ∨ |Y ns− +∆M
n
s |
2
)p/2−1
1|Y n
s−
|∨|Y n
s−
+∆Mns |6=0

+c(p)E
∫ T∧τ
t∧τ
epρs
∫
U
|ψns (u)|
2[(
|Y ns− |
2 ∨ |Y ns− + ψ
n
s (u)|
2
)p/2−1
1|Y n
s−
|∨|Y n
s−
+ψns (u)|6=0
pi(du, ds)−
1
2
|Y ns |
p−2
1Y ns 6=0µ(du)ds
]
≤ E
[
epρ(T∧τ)|Y nT∧τ |
p +
(
pδ
(p− 1) ∧ 1
)1−p ∫ T∧τ
0
epρs|f(s, 0, 0, 0)|pds
]
. (42)
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Using an argument based on Burkholder-Davis-Gundy inequality (see Step 1 in the proof of
Proposition 2 (p ≥ 2) or Proposition 3 (p < 2)) we can moreover include a supt∈[0,n] inside
the expectation on the left-hand side.
• Step 2: the sequence (Y n) converges.
Take m > n and define
Ŷt = Y
m
t − Y
n
t , Ẑt = Z
m
t − Z
n
t , ψ̂t = ψ
m
t − ψ
n
t , M̂t =M
m
t −M
n
t .
For n ≤ t ≤ m,
Ŷt =
∫ m∧τ
t∧τ
f(s, Y ms , Z
m
s , ψ
m
s )ds −
∫ m∧τ
t∧τ
ẐsdWs −
∫ m∧τ
t∧τ
∫
U
ψ̂s(u)pi(du, ds)
−M̂m∧τ + M̂t∧τ .
Thus for n ≤ t ≤ m,
epρ(t∧τ)|Ŷt∧τ |
p + c(p)
∫ m∧τ
t∧τ
epρs|Ŷs|
p−2|Ẑs|
2
1
Ŷs 6=0
ds+ c(p)
∫ m∧τ
t∧τ
epρs|Ŷs|
p−2
1
Ŷs 6=0
d[M̂ ]cs
+c(p)
∑
t∧τ<s≤m∧τ
epρs|∆M̂s|
2
(
|Ŷs−|
2 ∨ |Ŷs− +∆M̂s|
2
)p/2−1
1
|Ŷ
s−
|∨|Ŷ
s−
+∆M̂s|6=0
+c(p)
∫ m∧τ
t∧τ
∫
U
epρs|ψ̂s(u)|
2
(
|Ŷs− |
2 ∨ |Ŷs− + ψ̂s(u)|
2
)p/2−1
1
|Ŷ
s−
|∨|Ŷ
s−
+ψ̂s(u)|6=0
pi(du, ds)
≤ p
∫ m∧τ
t∧τ
epρs
(
|Ŷs|
p−1 ˇ̂Y sf(s, Y
m
s , Z
m
s , ψ
m
s )− ρ|Ŷs|
p
)
ds
−p
∫ m∧τ
t∧τ
epρs|Ŷs|
p−1 ˇ̂Y sẐsdWs − p
∫ m∧τ
t∧τ
epρs|Ŷs− |
p−1 ˇ̂Y s−dM̂s
−p
∫ m∧τ
t∧τ
epρs|Ŷs|
p−1 ˇ̂Y s
∫
U
ψ̂s(u)pi(du, ds)
≤ p
∫ m∧τ
t∧τ
epρs
(
α|Ŷs|
p +K|Ŷs|
p−1|Ẑs|+K|Ŷs|
p−1‖ψ̂s‖L2 − ρ|Ŷs|
p
)
ds
+p
∫ m∧τ
t∧τ
epρs|Ŷs|
p−1 ˇ̂Y sf(s, ξs, ηs, γs)ds
−p
∫ m∧τ
t∧τ
epρs|Ŷs|
p−1 ˇ̂Y sẐsdWs − p
∫ m∧τ
t∧τ
epρs|Ŷs− |
p−1 ˇ̂Y s−dM̂s
−p
∫ m∧τ
t∧τ
epρs|Ŷs|
p−1 ˇ̂Y s
∫
U
ψ̂s(u)pi(du, ds).
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By an argument already used to control the generator (see (41)) and to obtain Inequality
(42), we deduce that
E
[
sup
t∈[n,m]
epρ(t∧τ)|Ŷt∧τ |
p +
∫ m∧τ
n∧τ
epρs|Ŷs|
pds+
∫ m∧τ
n∧τ
epρs|Ŷs|
p−2
1
Ŷs 6=0
d[M̂ ]cs
]
+E
[∫ m∧τ
n∧τ
epρs|Ŷs|
p−2|Ẑs|
2
1
Ŷs 6=0
ds+
∫ m∧τ
n∧τ
∫
U
epρs|Ŷs|
p−2|ψ̂s(u)|
2
1
Ŷs 6=0
µ(du)ds
]
+E
 ∑
n∧τ<s≤m∧τ
epρs|∆M̂s|
2
(
|Ŷs− |
2 ∨ |Ŷs− +∆M̂s|
2
)p/2−1
1
Ŷ
s−
6=0

≤ CE
∫ τ
n∧τ
epρs|f(s, ξs, ηs, γs)|
pds. (43)
By assumption the last term goes to zero as n goes to infinity. Next for t ≤ n
Ŷt = Ŷn +
∫ m∧τ
n∧τ
(f(s, Y ms , Z
m
s , ψ
m
s )− f(s, Y
n
s , Z
n
s , ψ
n
s ))ds−
∫ m∧τ
n∧τ
ẐsdWs
−
∫ m∧τ
n∧τ
∫
U
ψ̂s(u)pi(du, ds) − M̂m∧τ + M̂n∧τ .
It follows from the same argument as in the proof of Proposition 5 that
Eepρ(t∧τ)|Ŷt∧τ |
p + E
∫ τ
0
epρs|Ŷs|
pds ≤ Eepρ(n∧τ)|Ŷn|
p
≤ CE
∫ τ
n∧τ
epρs|f(s, ξs, ηs, γs)|
pds
and the convergence of the sequence Y n. Moreover from the first step the limit satisfies the
a priori estimate (39).
• Step 3: convergence of the martingale part (Zn, ψn,Mn).
The proof is rather different for p ≥ 2 and p < 2. In the first case, we follow the proof of
[31], Theorem 4.1 and Proposition 2. We apply Itô’s formula to e2ρs|Ŷs|2 for n ≤ t ≤ m:∫ m∧τ
t∧τ
e2ρs|Ẑs|
2ds +
∫ m∧τ
t∧τ
∫
U
e2ρs|ψ̂s(u)|
2pi(du, ds) +
∫ m∧τ
t∧τ
e2ρsdM̂s
= 2
∫ m∧τ
t∧τ
e2ρsŶs
(
f(s, Y ms , Z
m
s , ψ
m
s )− f(s, ξs, ηs, γs)− ρ|Ŷs|
2
)
ds
+2
∫ m∧τ
t∧τ
e2ρsŶsf(s, ξs, ηs, γs)ds
−2
∫ m∧τ
t∧τ
e2ρsŶsẐsdWs − 2
∫ m∧τ
t∧τ
e2ρsŶs−dM̂s − 2
∫ m∧τ
t∧τ
e2ρs
∫
U
Ŷs−ψ̂s(u)pi(du, ds).
With the same arguments used to obtain (26), the assumptions on f , Burkholder-Davis-
Gundy (p/2 ≥ 1) and Young’s inequality lead to:
E
(∫ m∧τ
n∧τ
e2ρs|Ẑs|
2ds
)p/2
+ E
(∫ m∧τ
n∧τ
e2ρs
∫
U
|ψ̂s(u)|
2µ(du)ds
)p/2
+ E
(∫ m∧τ
n∧τ
e2ρsdM̂s
)p/2
≤ C˜p,K,T,ε E
(
sup
n≤t
epρs|Ŷs|
p
)
+ C˜pE
[∫ τ
n∧τ
epρs|f(s, ξs, ηs, γs)|
pds
]
.
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Then following the same scheme but with t ≤ n, we obtain:
E
(∫ n∧τ
0
e2ρs|Ẑs|
2ds
)p/2
+ E
(∫ n∧τ
0
e2ρs
∫
U
|ψ̂s(u)|
2µ(du)ds
)p/2
+ E
(∫ n∧τ
0
e2ρsdM̂s
)p/2
≤ C˜p,K,T,ε E
(
epρ(n∧τ)|Ŷn∧τ |
p
)
.
Now assume that p ∈ (1, 2). From Inequality (43) and by the proof of uniqueness we
deduce that
E
[∫ m∧τ
0
epρs|Ŷs|
p−2
1
Ŷs 6=0
d[M̂ ]cs +
∫ m∧τ
0
epρs|Ŷs|
p−2|Ẑs|
2
1
Ŷs 6=0
ds
]
+E
[∫ m∧τ
0
∫
U
epρs|Ŷs|
p−2|ψ̂s(u)|
2
1
Ŷs 6=0
µ(du)ds
]
+E
[∫ m∧τ
0
∫
U
epρs|ψ̂s(u)|
2
(
|Ŷs− |
2 ∨ |Ŷs− + ψ̂s(u)|
2
)p/2−1
1
|Ŷ
s−
|∨|Ŷ
s−
+ψ̂s(u)|6=0
pi(du, ds)
]
+E
 ∑
0<s≤m∧τ
epρs|∆M̂s|
2
(
|Ŷs− |
2 ∨ |Ŷs− +∆M̂s|
2
)p/2−1
1
|Ŷ
s−
|∨|Ŷ
s−
+∆M̂s|6=0

≤ CE
∫ τ
n∧τ
epρs|f(s, ξs, ηs, γs)|
pds.
Then we can use again the argument (33) in order to have:
E
(∫ m∧τ
0
e2ρs|Ẑs|
2ds
)p/2
= E
(∫ m∧τ
0
e2ρs1
Ŷs 6=0
|Ẑs|
2ds
)p/2
≤
2− p
2
E
[
sup
n≤t
(
eρps|Ŷs|
p
)]
+
p
2
E
∫ T
0
eρps|Ŷs|
p−2
1Ŷs 6=0
|Ẑs|
2ds
≤
2− p
2
E
[
sup
n≤t
(
eρps|Ŷs|
p
)]
+
p
2
CE
∫ τ
n∧τ
epρs|f(s, ξs, ηs, γs)|
pds.
We can repeat this for ψ̂ and M̂ .
Therefore in both cases we proved that the sequence (Zn, ψn,Mn) is a Cauchy sequence
for the norm:
E
(∫ τ
0
e2ρs|Ẑs|
2ds
)p/2
+ E
(∫ τ
0
e2ρs
∫
U
|ψ̂s(u)|
2µ(du)ds
)p/2
+ E
(∫ τ
0
e2ρsd[M̂ ]s
)p/2
Hence it converges to (Z,ψ,M) and from the two previous steps the limit (Y,Z, ψ,M) is a
solution of the BSDE (36) which satisfies (39) and (40). 
From the two previous propositions we deduce:
Theorem 3 Under conditions (H1), (H2”), (H3), (H5’) and (H6), the BSDE (36) has a
unique solution satisfying (39) and (40).
Remark 2 As in Pardoux [31] (Exercise 4.2), one can replace the condition ρ > ν =
α + K
2
(p−1) by the condition ρ > α if there exists a progressively measurable process g such
that for any z and ψ
|f(t, 0, z, ψ)| ≤ gt,
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and
E
∫ τ
0
epρt|gt|
pdt <∞.
In this case the conclusion of Theorem 3 also holds.
Indeed for p ≥ 2 as in the proof of Proposition 2 we can obtain for every 0 ≤ t ≤ T and
every ρ > α
epρ(t∧τ)|Yt∧τ |
p + κp
∫ T∧τ
t∧τ
epρs|Ys|
p−2|Zs|
2ds+ κp
∫ T∧τ
t∧τ
epρs|Ys− |
p−2d[M ]s
+κp
∫ T∧τ
t∧τ
epρs|Ys− |
p−2‖ψs‖
2
L2µ
ds
≤ epρ(T∧τ)|YT∧τ |
p +
∫ T∧τ
t∧τ
pepρs
(
Ys|Ys|
p−2f(s, Ys, Zs, ψs)− ρ|Ys|
p
)
ds
−p
∫ T∧τ
t∧τ
epρsYs− |Ys− |
p−2dMs − p
∫ T∧τ
t∧τ
epρsYs− |Ys− |
p−2ZsdWs
−
∫ T∧τ
t∧τ
epρs
∫
U
(|Ys− + ψs(u)|
p − |Ys− |
p) pi(du, ds)
where κp just depends on p. Now for any ε > 0
y|y|p−2f(s, y, z, ψ)− ρ|y|p ≤ (α− ρ)|y|p + |y|p−1gs ≤ (α+ ε− ρ)|y|
p +
1
p
(
pε
p− 1
)1−p
gps .
Therefore for any ρ > α we choose ε such that ρ > α + ε and taking the expectation we
have
Eepρ(t∧τ)|Yt∧τ |
p + Eκp
∫ T∧τ
t∧τ
epρs|Ys|
p−2|Zs|
2ds+ κpE
∫ T∧τ
t∧τ
epρs|Ys− |
p−2d[M ]s
+Eκp
∫ T∧τ
t∧τ
epρs|Ys−|
p−2‖ψs‖
2
L2µ
ds
≤ Eepρ(T∧τ)|YT∧τ |
p +
(
pε
p− 1
)1−p
E
∫ T∧τ
t∧τ
epρs|gs|
pds.
The same argument can be used in the case 1 < p < 2.
Remark 3 In dimension one, if ξ and f(t, 0, 0, 0) are non negative, the Lp-solution Y is
non negative and if f(s, 0, z, ψ) ≤ 0 for any z and ψ, the conclusion of Theorem 3 holds.
Remark 4 In dimension one, under the assumptions of Theorem 3 (or of the previous
remarks), and with condition (H3’), then the comparison result (Proposition 4) holds.
Indeed we can sketch the proof to obtain that for any 0 ≤ t ≤ T
Ŷt∧τ ≥ E
[
Γt∧τ,T∧τ ŶT∧τ +
∫ T∧τ
t∧τ
Γt∧τ,sfsds
∣∣∣∣Ft∧τ]
with suitable integrability conditions. The conclusion follows by letting T go to +∞.
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