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EQUICONTINUITY OF MEAN QUASICONFORMAL MAPPINGS
V. I. Ryazanov and E. A. Sevost′yanov UDC 517.5
Abstract: We establish the equicontinuity and normality of the families RΦ of ring Q(x)-homeo-
morphisms with integral-type restrictions
∫
Φ(Q(x))dm(x) <∞ on a domain D ⊂ Rn with n ≥ 2. The
resulting conditions on Φ are not only sufficient but also necessary for the equicontinuity and normality
of these families of mappings. We give some applications of these results to the Sobolev classes W 1,nloc .
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1. Introduction
Throughout this article m stands for the Lebesgue measure in Rn with n ≥ 2.
In the theory of mappings known as quasiconformal in the mean, conditions of the form
∫
D
Φ(Q(x)) dm(x) <∞ (1.1)
are the standard for various characteristics Q of mappings (see [1–15] for instance). The study of classes
with integral restrictions of this form is related to recent developments in the theory of degenerate
Beltrami equations (see the monographs [16, 17] for instance, as well the surveys [18, 19]) and mappings
with finite distortion (see Chapter VI of [20] and Section 8.4 of [17]).
This article is a natural continuation of [21]. Here we study some questions related to the equicon-
tinuity and normality of the ring Q(x)-homeomorphisms satisfying (1.1) and give some applications to
Sobolev classes, which include in particular the quasiconformal mappings whose geometric definition rests
on the concept of modulus as well.
Recall that the modulus of a family of curves Γ is defined as
M(Γ) = inf
ρ∈adm Γ
∫
D
ρn(x) dm(x)
where Borel functions ρ : Rn → [0,∞] are admissible for Γ in D, which we express as ρ ∈ admΓ, provided
that ∫
γ
ρ(x) |dx| ≥ 1 ∀ γ ∈ Γ.
One of the several equivalent geometric definitions of a K-quasiconformal mapping f with K ∈ [1,∞)
on a domain D in Rn with n ≥ 2 reduces to the inequality
M(fΓ) ≤ KM(Γ) (1.2)
for an arbitrary family Γ of curves γ in D (see [22, Chapter II, Definition 13.1 and Theorem 34.3]). In
other words, (1.2) means that the distortion of the outer measure M over the space of all curves in D is
bounded under quasiconformal mappings.
Similarly, given a domain D in Rn with n ≥ 2 and a Lebesgue measurable function Q : D → [1,∞],
refer to a homeomorphism f : D → Rn, with Rn = Rn ∪ {∞}, as a Q(x)-homeomorphism whenever
M(fΓ) ≤
∫
D
Q(x) · ρn(x) dm(x) (1.3)
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for every family Γ of curves γ in D and every ρ ∈ admΓ (see [23, 24] for instance as well as [17,
Section 4.1]).
In the case Q(x) ≤ K almost everywhere we again arrive at (1.2). In the general case the latter
means that we can estimate the modulus of the family fΓ by the modulus of Γ with some weight
Q(x): M(fΓ) ≤ MQ(Γ) (see [25] for instance). The monograph of Miklyukov [26] discusses other
classes of the mappings satisfying similar inequalities in terms of capacities. Originally an inequality of
type (1.3) was established by Lehto and Virtanen for the quasiconformal mappings on the plane [27,
Chapter V, Section 6.3, p. 221] and by Strugov for the spatial mappings quasiconformal in the mean [12].
In [28] an inequality of the form (1.3) is established for quasiconformal spatial mappings with Q(x) equal
to KI(x, f).
Recall that the inner dilatation of a mapping f : D → Rn, n ≥ 2, at a point x ∈ D where f is
differentiable is
KI(x, f) =
|J(x, f)|
l(f ′(x))n
if J(x, f) = 0, KI(x, f) = 1 if f ′(x) = 0, and KI(x, f) =∞ at the remaining points, where J(x, f) is the
Jacobian of f at x, and
l(f ′(x)) = inf
h∈Rn\{0}
|f ′(x)h|
|h| .
The following concept generalizes and localizes the concept of a Q-homeomorphism. It is motivated
by the ring definition of quasiconformal mappings in the sense of Gehring (see [29] for instance), intro-
duced originally by Ryazanov, Srebro, and Yakubov on the plane, and later extended by Ryazanov and
Sevost′yanov to the spatial case (see [21; 17, Chapters VII and XI] for instance). Given E,F ⊂ Rn,
denote by Γ(E,F,D) the family of all curves γ : [a, b] → Rn connecting E and F in D; thus, γ(a) ∈ E,
γ(b) ∈ F , and γ(t) ∈ D for t ∈ (a, b).
Given x0 ∈ D and a Lebesgue measurable function Q : D → [0,∞], refer to a homeomorphism
f : D → Rn as a ring Q-homeomorphism at x0 ∈ D whenever f satisfies
M(f(Γ(S1, S2, R))) ≤
∫
R
Q(x)ηn(|x− x0|) dm(x) (1.4)
for every ring R = R(r1, r2, x0) = {x ∈ Rn : r1 < |x−x0| < r2}, Si = S(x0, ri) = {x ∈ Rn : |x−x0| = ri},
where 0 < r1 < r2 < r0 := dist(x0, ∂D), and every measurable function η : (r1, r2)→ [0,∞] with
r2∫
r1
η(r) dr ≥ 1.
Furthermore, f is called a ring Q-homeomorphism in D if f is a ring Q-homeomorphism at every point
x0 ∈ D. Observe that, in particular, the homeomorphisms f : D → Rn of class W 1,nloc for KI(x, f) ∈ L1loc
are ring Q-homeomorphisms as well as Q-homeomorphisms with Q(x) := KI(x, f) (see Theorems 8.1
and 8.6 in [17] for instance, as well as Theorem 6.10 and Corollary 4.9 in [30]).
The concept of a ring Q-homeomorphism extends naturally to the case x0 = ∞. Namely, for ∞ ∈
D ⊆ Rn a homeomorphism f : D → Rn is called a ring Q-homeomorphism at ∞ whenever the mapping
f˜ = f
(
x
|x|2
)
is a ring Q′-homeomorphism at zero for Q′(x) = Q
(
x
|x|2
)
. In other words, f : Rn → Rn is
a ring Q-homeomorphism at ∞ if and only if
M(f(Γ(S(R1), S(R2), R))) ≤
∫
R
Q(y)ηn(|y|) dm(y)
for every ring R = R(R1, R2, 0) = {y ∈ Rn : R1 < |y| < R2} in D with 0 < R1 < R2 < ∞ and
S(Ri) = {x ∈ Rn : |x| = Ri}, and every measurable function η : (R1, R2)→ [0,∞] with
∫ R2
R1
η(r) dr ≥ 1.
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2. Preliminaries
Consider two metric spaces (X, d) and (X ′, d′) with distances d and d′. A family F of continuous
mappings f : X → X ′ is called normal if from every sequence fm ∈ F we can select a subsequence fmk
converging locally uniformly in X to a continuous mapping f : X → X ′. This concept is rather close to
the following: A family F of mappings f : X → X ′ is called equicontinuous at x0 ∈ X whenever given
ε > 0 there is δ > 0 such that d′(f(x), f(x0)) < ε for all x with d(x, x0) < δ and all f ∈ F. Refer to F as
equicontinuous whenever F is equicontinuous at every point of X.
The following version of the Arzela`–Ascoli theorem is useful below (see Section 20.4 in [22] for
instance).
Proposition 2.1. Given a separable metric space (X, d) and a compact metric space (X ′, d′), some
family F of mappings f : X → X ′ is normal if and only if F is equicontinuous.
In particular, Proposition 2.1 holds in the case X = Rn with the usual distance and X ′ is the
one-point compactification Rn = Rn ∪ {∞} with the spherical metric.
Recall that the spherical (chordal) metric h(x, y) equals |π(x) − π(y)|, where π is the stereographic
projection of Rn onto the sphere Sn
(
1
2en+1,
1
2
)
in Rn+1; explicitly,
h(x,∞) = 1√
1 + |x|2
, h(x, y) =
|x− y|
√
1 + |x|2
√
1 + |y|2
, x =∞ = y.
Refer as the spherical diameter of a set E in Rn to
h(E) = sup
x1,x2∈E
h(x1, x2).
Denote by RQ,Δ(D) the class of all ring Q-homeomorphisms f in a domain D ⊆ Rn with n ≥ 2
satisfying h(Rn\f(D)) ≥ Δ > 0. The following estimate for the distortion of spherical distances under
ring Q-homeomorphisms appears in [21] (also see [17, Theorem 7.3]).
Proposition 2.2. Given Δ > 0 and a measurable function Q : D → [0,∞], we have
h(f(x), f(x0)) ≤ αn
Δ
exp
{
−
ε(x0)∫
|x−x0|
dr
rq
1
n−1
x0 (r)
}
(2.1)
for all f ∈ RQ,Δ(D) and x ∈ B(x0, ε(x0)) with ε(x0) < dist(x0, ∂D), where αn > 0 depends only on n
and qx0(r) is the mean integral value of Q(z) on the sphere |z − x0| = r.
The inverse function Φ−1 is well defined for every nondecreasing function Φ : [0,∞]→ [0,∞]:
Φ−1(τ) = inf
Φ(t)≥τ
t. (2.2)
As usual, inf in (2.2) is equal to ∞ if the set of t ∈ [0,∞] with Φ(t) ≥ τ is empty. Observe that Φ−1 is
also nondecreasing.
Remark 2.1. It is obvious from the definition that
Φ−1(Φ(t)) ≤ t ∀ t ∈ [0,∞], (2.3)
with equality holding except on the intervals where Φ(t) is constant.
Since for every positive p the mapping t → tp is an orientation-preserving homeomorphism of [0,∞]
onto itself, we can recast Theorem 2.1 of [31] into the following form, more convenient for subsequent
applications. Here, in (2.5) and (2.6), we extend the definitions of the integrals ∞ as Φp(t) = ∞,
respectively Hp(t) = ∞ for all t ≥ T ∈ [0,∞). The integral in (2.6) is understood in the sense of
Lebesgue–Stieltjes; while the integrals in (2.5) and (2.7)–(2.10), in the usual sense of Lebesgue.
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Proposition 2.3. Given a nondecreasing function Φ : [0,∞]→ [0,∞], put
Hp(t) = logΦp(t), Φp(t) = Φ(t
p), p ∈ (0,∞). (2.4)
Then ∞∫
δ
H ′p(t)
dt
t
=∞ (2.5)
yields
∞∫
δ
dHp(t)
t
=∞, (2.6)
and (2.6) is equivalent to
∞∫
δ
Hp(t)
dt
t2
=∞ (2.7)
for some δ > 0. Equality (2.7) is equivalent to each of the equalities:
Δ∫
0
Hp
(
1
t
)
dt =∞ (2.8)
for some δ > 0,
∞∫
δ∗
dη
H−1p (η)
=∞ (2.9)
for some δ∗ > H(+0), ∞∫
δ∗
dτ
τΦ−1p (τ)
=∞ (2.10)
for some δ∗ > Φ(+0).
Moreover, (2.5) is equivalent to (2.6), and consequently (2.5)–(2.10) are equivalent to each other under
the additional assumption that Φ is absolutely continuous. In particular, all conditions (2.5)–(2.10) are
equivalent to each other when Φ is a nondecreasing convex function.
It is easy to see that conditions (2.5)–(2.10) are weaker for large p (see (2.7) for instance). We
should give one more explanation. We presume that the right-hand sides of (2.5)–(2.10) are +∞. For
Φp(t) = 0 for t ∈ [0, t∗], while Hp(t) = −∞ for t ∈ [0, t∗], and we put H ′p(t) := 0 for t ∈ [0, t∗].
Observe that (2.6) and (2.7) exclude the case that t∗ belongs to the interval of integration in the relations
mentioned above. Otherwise, the left-hand sides of (2.6) and (2.7) are simultaneously either equal to −∞
or undefined. Consequently, we may assume in (2.5)–(2.8) that δ > t0, and accordingly Δ < 1/t0, where
t0 := supΦp(t)=0 t, and t0 = 0 if Φp(0) > 0.
3. The Main Lemma and Its Corollaries
Recall that a function Φ : [0,∞]→ [0,∞] is called convex whenever
Φ(λt1 + (1− λ)t2) ≤ λΦ(t1) + (1− λ)Φ(t2)
for all t1, t2 ∈ [0,∞] and λ ∈ [0, 1].
Henceforth Rn(ε), with ε ∈ (0, 1), stands for the spherical ring
R
n(ε) = {x ∈ Rn : ε < |x| < 1} (3.1)
in Rn with n ≥ 2. The following statement generalizes and strengthens Lemma 3.1 of [31].
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Lemma 3.1. Take a measurable function Q : Bn → [0,∞] and a nondecreasing convex function
Φ : [0,∞] → (0,∞]. Suppose that the mean integral value M(ε) of Φ ◦ Q on the ring Rn(ε) is finite.
Then
1∫
ε
dr
rq
1
p (r)
≥ 1
n
M(ε)
εn∫
eM(ε)
dτ
τ [Φ−1(τ)]
1
p
∀ p ∈ (0,∞), ε ∈ (0, 1), (3.2)
where q(r) is the mean integral value of Q(x) on the sphere |x| = r.
Remark 3.1. Observe that for every p ∈ (0,∞) the relation in (3.2) is equivalent to
1∫
ε
dr
rq
1
p (r)
≥ 1
n
M(ε)
εn∫
eM(ε)
dτ
τΦ−1p (τ)
, Φp(t) := Φ(t
p). (3.3)
Proof of Lemma 3.1. Put t∗ = supΦp(t)=τ0 t and τ0 = Φ(0) > 0. Letting Hp(t) := log Φp(t), we
see that H−1p (η) = Φ−1p (eη) and Φ−1p (τ) = H−1p (log τ) (see Lemma 2.1 in [31]). Consequently,
q
1
p (r) = H−1p
(
log
h(r)
rn
)
= H−1p
(
n log
1
r
+ log h(r)
)
∀ r ∈ R∗, (3.4)
where h(r) := rnΦ(q(r)) = rnΦp(q
1
p (r)) and R∗ = {r ∈ (ε, 1) : q
1
p (r) > t∗}. Then
q
1
p (e−s) = H−1p (ns+ log h(e
−s)) ∀ s ∈ S∗ (3.5)
where S∗ = {s ∈ (0, log 1ε ) : q
1
p (e−s) > t∗}.
Since Φ is convex, the Jensen inequality yields
log 1
ε∫
0
h(e−s)ds =
1∫
ε
h(r)
dr
r
=
1∫
ε
Φ(q(r))rn−1dr
≤
1∫
ε
(
—
∫
S(r)
Φ(Q(x))dA
)
rn−1dr ≤ Ωn
ωn−1
M(ε) =
1
n
M(ε), (3.6)
where we use the mean value of Φ ◦Q on the sphere S(r) = {x ∈ Rn : |x| = r} with respect to the area
measure. As usual, Ωn and ωn−1 here are the volume of the unit ball and the area of the unit sphere
in Rn. Arguing by contradiction, we can easily see that
|T | =
∫
T
ds ≤ 1
n
, (3.7)
where T =
{
s ∈ (0, log 1ε ) : h(e−s) > M(ε)
}
. At the next step we verify that
q
1
p (e−s) ≤ H−1p (ns+ logM(ε)) ∀ s ∈ (0, log(1/ε)) \ T∗, (3.8)
where T∗ := T ∩ S∗. Observe that
(
0, log
1
ε
)
\ T∗ =
[(
0, log
1
ε
)
\ S∗
]
∪
[(
0, log
1
ε
)
\ T
]
=
[(
0, log
1
ε
)
\ S∗
]
∪ [S∗ \ T ].
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By (3.5), we have (3.8) for s ∈ S∗ \ T since H−1p is a nondecreasing function. Observe also that
ensM(ε) > Φ(0) = τ0 ∀ s ∈ (0, log(1/ε)), (3.9)
as well as
t∗ < Φ−1p (e
nsM(ε)) = H−1p (ns+ logM(ε)) ∀ s ∈ (0, log(1/ε)). (3.10)
Consequently, (3.8) also holds for s ∈ (0, log 1ε ) \ S∗.
Since H−1p is nondecreasing, (3.7) and (3.8) yield
1∫
ε
dr
rq
1
p (r)
=
log 1
ε∫
0
ds
q
1
p (e−s)
≥
∫
(0,log 1
ε
)\T∗
ds
H−1p (ns+Δ)
≥
log 1
ε∫
|T∗|
ds
H−1p (ns+Δ)
≥
log 1
ε∫
1
n
ds
H−1p (ns+Δ)
=
1
n
n log 1
ε
+Δ∫
1+Δ
dη
H−1p (η)
, (3.11)
where Δ = logM(ε). Observe that 1 + Δ = log eM(ε). Therefore,
1∫
ε
dr
rq
1
p (r)
≥ 1
n
log
M(ε)
εn∫
log eM(ε)
dη
H−1p (η)
, (3.12)
and upon changing the variable to η = log τ we obtain (3.3), and so (3.2) as well. 
Corollary 3.1. Take a nondecreasing convex function Φ : [0,∞]→ (0,∞] and a Lebesgue measur-
able function Q : Bn → [0,∞]. Put Q∗(x) = 1 for Q(x) < 1 and Q∗(x) = Q(x) for Q(x) ≥ 1. Assume
that the mean value M∗(ε) of the function Φ ◦Q∗ on the ring Rn(ε), ε ∈ (0, 1), is finite. Then
1∫
ε
dr
rq
λ
p (r)
≥ 1
n
M∗(ε)
εn∫
eM∗(ε)
dτ
τ [Φ−1(τ)]
1
p
∀λ ∈ (0, 1), p ∈ (0,∞), (3.13)
where q(r) is the mean integral value of Q(x) on the sphere |x| = r.
Indeed, denote by q∗(r) the mean integral value of Q∗(x) on the sphere |x| = r. Then q(r) ≤ q∗(r),
and in addition q∗(r) ≥ 1 for all r ∈ (0, 1). Therefore, q
λ
p (r) ≤ q
λ
p∗ (r) ≤ q
1
p∗ (r) for all λ ∈ (0, 1), and
Lemma 3.1 applied to Q∗(x) yields (3.13).
Theorem 3.1. Take a measurable function Q : Bn → [0,∞] with
∫
Bn
Φ(Q(x))dm(x) <∞, (3.14)
where Φ : [0,∞]→ [0,∞] is a nondecreasing convex function satisfying
∞∫
δ0
dτ
τ [Φ−1(τ)]
1
p
=∞, p ∈ (0,∞), (3.15)
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for some δ0 > τ0 := Φ(0). Then
1∫
0
dr
rq
1
p (r)
=∞, (3.16)
where q(r) is the mean integral value of Q(x) on the sphere |x| = r.
Proof. If Φ(0) = 0 then Theorem 3.1 is a direct corollary of Lemma 3.1. In the case Φ(0) = 0
fix some δ ∈ (0, δ0) and put Φ∗(t) = Φ(t) if Φ(t) > δ and Φ∗(t) = δ if Φ(t) ≤ δ. Then (3.14) implies
that
∫
Bn
Φ∗(Q(x))dm(x) < ∞ since |Φ∗(t) − Φ(t)| ≤ δ, while the measure of Bn is finite. In addition,
Φ∗(τ) = Φ−1(τ) for τ ≥ δ, and then (3.15) yields
∞∫
δ0
dτ
τ [Φ−1∗ (τ)]
1
p
=∞.
Therefore, (3.16) holds by Lemma 3.1. 
Remark 3.2. Since [Φ−1(τ)]
1
p = Φ−1p (τ), where Φp(t) = Φ(tp), it follows from (3.15) that
∞∫
δ
dτ
τΦ−1p (τ)
=∞ ∀ δ ∈ [0,∞). (3.17)
On the other hand, the relation of the form (3.17), fulfilled for some δ ∈ [0,∞), in general fails to imply
(3.15). Indeed, (3.15) obviously implies (3.17) for δ ∈ [0, δ0), while for δ ∈ (δ0,∞) we have
0 ≤
δ∫
δ0
dτ
τΦ−1p (τ)
≤ 1
Φ−1p (δ0)
log
δ
δ0
<∞ (3.18)
since Φ−1p is a nondecreasing function, and Φ−1p (δ0) > 0. In addition, by the definition of the inverse
function, Φ−1p (τ) ≡ 0 for all τ ∈ [0, τ0] with τ0 = Φp(0). Consequently, (3.17) for δ ∈ [0, τ0) in general
fails to imply (3.15). If τ0 > 0 then
τ0∫
δ
dτ
τΦ−1p (τ)
=∞ ∀ δ ∈ [0, τ0). (3.19)
But (3.19) carries no information exactly about the function Q(x), and so (3.16) cannot follow from
(3.17) for δ < Φ(0).
By analogy to Corollary 3.2 of [31] we have
Corollary 3.2. If Φ : [0,∞] → [0,∞] is a nondecreasing convex function, while Q satisfies (3.14),
then each of the conditions (2.5)–(2.10) for p ∈ (0,∞) implies (3.16).
If, in addition, Φ(1) < ∞ or q(r) ≥ 1 on a subset of the interval (0, 1) of positive measure, each of
the conditions (2.5)–(2.10) for p ∈ (0,∞) implies that
1∫
0
dr
rq
λ
p (r)
=∞ ∀λ ∈ (0, 1), (3.20)
as well as
1∫
0
dr
rαq
β
p (r)
=∞ ∀α ≥ 1, β ∈ (0, α]. (3.21)
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4. Sufficient Conditions for Equicontinuity
Henceforth D is a fixed domain in the compactification Rn = Rn∪{∞} with n ≥ 2. Given a function
Φ : [0,∞] → [0,∞] and two numbers M > 0 and Δ > 0, denote by RΦM,Δ the family of all ring
Q(x)-homeomorphisms in D with h(Rn \ f(D)) ≥ Δ and
∫
D
Φ(Q(x))
dm(x)
(1 + |x|2)n ≤M. (4.1)
Sometimes we may use the notation RΦM,Δ(D) indicating the domain D explicitly.
Theorem 4.1. Take a nondecreasing convex function Φ : [0,∞]→ [0,∞]. If
∞∫
δ0
dτ
τ [Φ−1(τ)]
1
n−1
=∞ (4.2)
for some δ0 > τ0 := Φ(0) then the class R
Φ
M,Δ is equicontinuous, and consequently it constitutes a normal
family of mappings for all M ∈ (0,∞) and Δ ∈ (0, 1).
Remark 4.1. The condition ∫
D
Φ(Q(x))dm(x) ≤M (4.3)
implies (4.1). Consequently, (4.1) is more general than (4.3), while the corresponding class of ring Q-
homeomorphisms satisfying (4.3) amounts to a subclass of the family RΦM,Δ. On the other hand, if D is
bounded then (4.1) implies that ∫
D
Φ(Q(x)) dm(x) ≤M∗, (4.4)
where M∗ =M · (1 + δ2∗)n and δ∗ = supx∈D |x|.
Proof of Theorem 4.1. By Proposition 2.1, it suffices to verify that the family RΦM,Δ is equicon-
tinuous at every point x0 ∈ D. If x0 =∞ then Proposition 2.2 yields
h(f(x), f(x0)) ≤ αn
Δ
exp
{
−
ρ∫
|x−x0|
dr
rq
1
n−1
x0 (r)
}
(4.5)
for all x ∈ B(x0, ρ) and every positive ρ = ρ(x0) < dist(x0, ∂D), where qx0(r) stands for the mean value
of Q(x) on the sphere |z − x0| = r, and the constant αn depends only on n. Insert y = (x − x0)/ρ into
the integral on the right-hand side of (4.5), then use Lemma 3.1 to estimate it as
ρ∫
|x−x0|
dr
rq
1
n−1
x0 (r)
=
1∫
ε
dr
rq
1
n−1 (r)
≥ 1
n
M(ε)
εn∫
eM(ε)
dτ
τ [Φ−1(τ)]
1
n−1
,
where ε = |x− x0|/ρ, q(r) = qx0(ρr), and
M(ε) = —
∫
R
Φ(Q(z))dm(z) =
1
Ωnρn(1− εn)
∫
R
Φ(Q(z))dm(z),
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where R = {z ∈ Rn : |x− x0| < |z− x0| < ρ} is the ring centered at x0, and Ωn is the volume of the unit
ball Bn in Rn. Since
|z| ≤ |z − x0|+ |x0| ≤ ρ(x0) + |x0|,
we deduce that
M(ε) ≤ βn(x0)
Ωn(1− εn)
∫
R
Φ(Q(z))
dm(z)
(1 + |z|2)n ,
where
βn(x0) = (1 + (ρ(x0) + |x0|)2)n/ρn(x0).
Consequently, for ε ≤ 1/ n√2, and in particular for ε ≤ 1/2, we have
Φ(0) ≤M(ε) ≤ 2βn(x0)
Ωn
M.
Therefore, for all x satisfying |x− x0| < ρ(x0)/2,
h(f(x), f(x0)) ≤ αn
Δ
exp
{
− 1
n
Φ(0)ρn(x0)
|x−x0|n∫
λnβn(x0)M
dτ
τ [Φ−1(r)]
1
n−1
}
, (4.6)
where the constant λn = 2e/Ωn depends only on n. Consequently, the family R
Φ
M,Δ is equicontinuous
at x0. Finally, the case x0 =∞ reduces to the case x0 = 0 by inversion in the sphere |x| = 1. 
Corollary 4.1. Each of conditions (2.5)–(2.10) for p ∈ (0, n − 1] implies the equicontinuity and
normality of the class RΦM,Δ for all M ∈ (0,∞) and Δ ∈ (0, 1).
Given a function Φ : [0,∞] → [0,∞] and numbers M > 0, Δ > 0, denote by SΦM,Δ the family of
all homeomorphisms f of the domain D of the Sobolev class W 1,nloc possessing a locally integrable inner
dilatation KI(x, f) as well as satisfying h(Rn \ f(D)) ≥ Δ and (4.1) with Q(x) := KI(x, f). Observe
that if Φ is a convex function which is nondecreasing and nonconstant on [0,∞) then (4.1) automatically
implies that KI(x, f) ∈ L1loc. Observe also that SΦM,Δ ⊂ RΦM,Δ (see Theorem 6.10 and Corollary 4.9
in [30] for instance). Therefore, this yields a corollary of Theorem 4.1.
Corollary 4.2. Each of the conditions (2.5)–(2.10) for p ∈ (0, n− 1] implies the equicontinuity and
normality of the family SΦM,Δ for all M ∈ (0,∞) and Δ ∈ (0, 1).
Remark 4.2. For p = n − 1 the conditions of type (2.5)–(2.10) are the weakest of those asserting
the equicontinuity and normality of the classes SΦM,Δ and R
Φ
M,Δ (see Theorem 5.1 below). The most
interesting of these conditions is (2.7), which we can rearrange as
∞∫
δ
log Φ(t)
dt
tn
′ =∞, (4.7)
where 1n′+
1
n = 1; thus, n
′ = 2 for n = 2, n′ is strictly increasing with respect to n, and n′ = n/(n−1)→ 1
as n→∞. Observe also that we can rearrange (4.2), as well as (5.1) below, as
∞∫
δ
dτ
τΦ−1n−1(τ)
=∞, Φn−1(t) := Φ(tn−1). (4.8)
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5. Necessary Conditions for Equicontinuity
Theorem 5.1. Assume that the classes of mappings SΦM,Δ ⊂ RΦM,Δ are equicontinuous (normal) for
a nondecreasing convex function Φ : [0,∞]→ [0,∞] and all M ∈ (0,∞) and Δ ∈ (0, 1). Then
∞∫
δ∗
dτ
τ [Φ−1(τ)]
1
n−1
=∞ (5.1)
for all δ∗ ∈ (τ0,∞), where τ0 := Φ(0).
It is clear that Φ(t) in Theorem 5.1 cannot be constant since otherwise no restrictions on KI in
the theorem arise, with the exception of the condition Φ(t) ≡ ∞ when the class SΦM,Δ is empty. More-
over, by the convexity criterion (see [32, I.4.3, Proposition 5] for instance), the slope [Φ(t) − Φ(0)]/t is
a nondecreasing function. Therefore, the proof of Theorem 5.1 reduces to the following claim.
Lemma 5.1. Take a nondecreasing function Φ : [0,∞]→ [0,∞] satisfying
Φ(t) ≥ C · t 1n−1 ∀ t ∈ [T,∞] (5.2)
for some C > 0 and T ∈ (0,∞). If the classes SΦM,Δ ⊂ RΦM,Δ are equicontinuous (normal) for all
M ∈ (0,∞) and Δ ∈ (0, 1) then (5.1) holds for all δ∗ ∈ (τ0,∞), where τ0 := Φ(+0).
Remark 5.1. It is well known that the critical exponent n − 1 plays a key role in many problems
about spatial mappings. Rearrange (5.2) as
Φn−1(t) ≥ C · t ∀ t ∈ [T,∞], (5.3)
where Φn−1(t) = Φ(tn−1), C > 0, and T ∈ (0,∞), which emphasizes once more the importance of the
function Φn−1 in this context. In fact, in Theorem 5.1 it suffices to impose a weaker convexity condition
on Φn−1 instead of Φ.
Proof of Lemma 5.1. Assume that (5.1) fails:
∞∫
δ0
dτ
τΦ−1n−1(τ)
<∞ (5.4)
for some δ0 ∈ (τ0,∞), where Φn−1(t) := Φ(tn−1). Then also
∞∫
δ
dτ
τΦ−1n−1(τ)
<∞ ∀ δ ∈ (τ0,∞) (5.5)
since Φ−1(τ) > 0 for all τ > τ0, and the function Φ−1(τ) is nondecreasing. Observe that by (5.2)
Φn−1(t) ≥ Ct ∀ t ≥ T (5.6)
for some C > 0 and T ∈ (1,∞). Moreover, applying the linear transformation αΦ + β, where α = 1/C
and β = T (see (2.7) for instance), we may assume that
Φn−1(t) ≥ t ∀ t ∈ [0,∞). (5.7)
Certainly, we can also assume that Φ(t) = t for all t ∈ [0, 1) since the values of Φ on the half-open interval
[0, 1) carry no information about KI(x, f) ≥ 1 in (4.1). It is clear that (5.5) implies that Φ(t) < ∞ for
all t <∞ (see (2.7), as well as (2.10)).
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Observe now that Ψ(t) := tΦn−1(t) is a strictly increasing function, Ψ(1) = Φ(1), and Ψ(t)→∞ as
t→∞. Therefore, the functional equation
Ψ(K(r)) =
(γ
r
)2 ∀ r ∈ (0, 1], (5.8)
where γ = Φ1/2(1) ≥ 1, is solvable for K(1) = 1 and a strictly increasing continuous function K(r)
satisfying K(r) <∞ for r ∈ (0, 1] and K(r)→∞ as r → 0. The logarithm of (5.8) yields
logK(r) + logΦn−1(K(r)) = 2 log
γ
r
,
and by (5.7) we deduce that
logK(r) ≤ log γ
r
;
thus,
K(r) ≤ γ/r. (5.9)
Then (5.8) yields Φn−1(K(r)) ≥ γ/r, and (2.3) yields
K(r) ≥ Φ−1n−1(γ/r). (5.10)
It suffices to consider the case D = Bn. Define the mappings
f(x) =
x
|x|ρ(|x|), fm(x) =
x
|x|ρm(|x|), m = 1, 2, . . . ,
on the punctured unit ball Bn \ {0}, where
ρ(t) = exp{I(0)− I(t)}, ρm(t) = exp{I(0)− Im(t)}, I(t) =
1∫
t
dr
rK(r)
, Im(t) =
1∫
t
dr
rKm(r)
,
and
Km(r) =
{
K(r), if r ≥ 1m ,
K( 1m), if r ∈
(
0, 1m
)
.
From (5.10) we obtain
I(0)− I(t) =
t∫
0
dr
rK(r)
≤
t∫
0
dr
rΦ−1n−1
(
γ
r
) =
∞∫
γ
t
dτ
τΦ−1n−1(τ)
∀ t ∈ (0, 1],
where γ/t ≥ γ ≥ 1 > Φ(0) = 0. Therefore, (5.5) yields
I(0)− I(t) ≤ I(0) =
1∫
0
dr
rK(r)
<∞ ∀ t ∈ (0, 1]. (5.11)
In addition, fm, f ∈ C1(Bn \ {0}) since Km(r) and K(r) are continuous and, therefore, locally quasicon-
formal in Bn \{0}. Moreover, fm is Km-quasiconformal in Bn, where Km = K(1/m). Now the tangential
and radial dilatations of f on the sphere |x| = ρ with ρ ∈ (0, 1) are easy to calculate:
δτ (x) =
|f(x)|
|x| =
exp
{ ρ∫
0
dr
rK(r)
}
ρ
, δr(x) =
∂|f(x)|
∂|x| =
exp
{ ρ∫
0
dr
rK(r)
}
ρK(ρ)
,
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and we see that δτ (x) ≥ δr(x) since K(r) ≥ 1. Consequently, the spherical symmetry yields
KI(x, f) =
δn−1τ (x) · δr(x)
δnr (x)
= Kn−1(|x|)
at all points x ∈ Bn \ {0} (see [33, Section I.2.1] for instance). Observe that
fm(x) ≡ f(x) for all x such that 1
m
< |x| < 1, m = 1, 2, . . . . (5.12)
Therefore, we similarly calculate KI(x, fm) = KI(x, f) = K
n−1(|x|) for 1m < |x| < 1 and KI(x, fm) =
Kn−1
(
1
m
)
for 0 < |x| < 1m . Thus, fm is quasiconformal in Bn, and so fm ∈W 1,nloc . By (5.8) we have
∫
Bn
Φ(KI(x, fm)) dm(x) ≤
∫
Bn
Φn−1(K(|x|)) dm(x)
= ωn−1
1∫
0
Ψ(K(r))
rK(r)
· rndr ≤ γ2ωn−1
1∫
0
dr
rK(r)
≤M := γ2ωn−1I(0) <∞.
Observe that fm maps the unit ball B
n onto the ball of radius R = eI(0) < ∞ centered at the origin.
Therefore, fm ∈ SΦM,Δ for some Δ > 0, where M is indicated above.
On the other hand, it is easy to see that
lim
x→0 |f(x)| = limt→0 ρ(t) = e
0 = 1; (5.13)
thus, f maps the punctured ball Bn \{0} onto the ring 1 < |y| < R = eI(0). Then by (5.12) and (5.13) we
deduce that |fm(x)| = |f(x)| ≥ 1 for all x such that |x| ≥ 1/m, m = 1, 2, . . . , thus, the family {fm}∞m=1
is not equicontinuous at zero.
The resulting contradiction refutes the assumption in (5.4). 
Remark 5.2. Theorem 5.1 shows that condition (4.2) of Theorem 4.1 is not only sufficient, but also
necessary for the equicontinuity (normality) of the classes of mappings with integral restrictions of the
form (4.1) or (4.4) for nondecreasing convex functions Φ. By Proposition 2.3, this also applies to each of
conditions (2.5)–(2.10) with p = n− 1.
Finally, note that already in [11] it was established that the requirement that Φ is nondecreasing
and convex is necessary for the compactness (completeness) of the classes of mappings with integral-type
restrictions (4.3).
Corollary 5.1. If the classes SΦM,Δ ⊂ RΦM,Δ are equicontinuous (normal) for all M ∈ (0,∞), Δ ∈
(0, 1), and a nondecreasing convex function Φ then
∞∫
δ
log Φ(t)
dt
tn
′ =∞ (5.14)
for all δ > t0, where t0 := supΦ(t)=0 t, t0 = 0 if Φ(0) > 0, and
1
n′ +
1
n = 1, i.e., n
′ = n/(n− 1).
By Remark 4.2 and Proposition 2.3, (5.14) is also a sufficient condition for the equicontinuity (nor-
mality) of the classes SΦM,Δ and R
Φ
M,Δ for all M ∈ (0,∞) and Δ ∈ (0, 1).
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