Variable annuities are insurance products that contain complex guarantees. To manage the financial risks associated with these guarantees, insurance companies rely heavily on Monte Carlo simulation. However, using Monte Carlo simulation to calculate the fair market values of these guarantees for a large portfolio of variable annuities is extremely time consuming. In this article, we propose the class of GB2 distributions to model the fair market values of guarantees to capture the positive skewness typically observed empirically. Numerical results are used to demonstrate and evaluate the performance of the proposed model in terms of accuracy and speed.
INTRODUCTION
A variable annuity (VA) is an insurance contract between a policyholder and an insurance company. Under such a contract, the policyholder makes a single lump-sum purchase payment or a series of purchase payments to the insurance company, and in return, the insurance company agrees to make benefit payments to the policyholder beginning either immediately or at a specified future date. The policyholder's payments are invested in several separate accounts selected by the policyholder (Geneva Association Report 2013).
A main feature of VAs is that they contain guarantees, which can be divided into two broad categories: the guaranteed minimum death benefit (GMDB) and guaranteed minimum living benefits. A GMDB guarantees a specified lump sum to the beneficiary upon the death of the policyholder regardless of the performance of the underlying investment account. Guaranteed minimum living benefits include the guaranteed minimum withdrawal benefit (GMWB), the guaranteed minimum income benefit (GMIB), and the guaranteed minimum accumulation benefit (GMAB). A GMWB guarantees that the policyholder can make systematic annual withdrawals of a specified amount from the benefit base over a period of time, even though the underlying investment account might be depleted. A GMIB guarantees that the policyholder can convert the greater of the actual account value or the benefit base to an annuity according to a specified rate. A GMAB guarantees the policyholder a minimum guaranteed accumulation balance at some future point in time.
Because of these attractive guarantee features, VAs have grown rapidly in popularity during the past two decades. According to the Morningstar Annuity Research Center (Geneva Association Report 2013), for example, annual VA sales in the United States have ballooned from $20 billion in 1993 to $140 billion in 2011.
The growing popularity of VAs has led to a surge of research interest in the pricing of guarantees embedded in these products. For example, Milevsky and Posner (2001) used risk-neutral option pricing theory to value the GMDB and derived analytic option prices for a simplified exponential mortality model. Bélanger et al. (2009) proposed a numerical procedure to price the GMDB with partial withdrawals. Liang and Sheng (2016) investigated the GMDB as an European option with a random maturity date and derived closed-form pricing formulas for the GMDB under a stochastic volatility framework. Dai et al. (2008) proposed a stochastic control model to price the GMWB and studied the optimal withdrawal strategy adopted by rational policyholders. Peng et al. (2012) developed analytic approximation formulas for pricing the GMWB under the Vasicek stochastic interest rate framework. Luo and Shevchenko (2015) investigated the valuation of VAs with combined GMWB and GMDB using stochastic control optimization. Marshall et al. (2010) studied the valuation of GMIB in a complete market with a set of simplified assumptions, which includes no 41 policy lapses, no cash withdrawals, and single premiums. Bauer et al. (2008) proposed a general framework to value various VA guarantees including the GMAB.
Since the guarantees embedded in VAs cannot be adequately addressed by traditional actuarial approaches (Boyle and Hardy 1997) , dynamic hedging is adopted by many insurance companies to manage the risks associated with the guarantees. However, dynamic hedging requires computing Greeks or sensitivities of the guarantees to major market factors. Since guarantees embedded in VA contracts are relatively complicated, the aforementioned work cannot be applied directly to price these complex guarantees. Insurance companies rely heavily on Monte Carlo simulation to calculate the fair market values, which are then used to calculate Greeks. In practice, an insurance company with a VA business usually has a large VA portfolio that contains hundreds of thousands of VA contracts. As is well known, a major problem of Monte Carlo simulation is that it is computationally intensive to value a large VA portfolio because every VA contract needs to be projected over many risk-neutral scenarios for a long time horizon.
For example, suppose that we use 1000 risk-neutral scenarios in the Monte Carlo simulation model and project the liability cash flows at monthly steps for 30 years. Then the total number of cash flow projections for a portfolio of 100,000 contracts is 1000 × 12 × 30 × 100,000 = 3.6 × 10 10 , which is a huge number. Suppose that a computer can process 200,000 cash flow projections per second. Then it would take this computer 3.6 × 10 10 projections 200,000 projections/second = 50 hours to process all the cash flows of the portfolio. In practice, dynamic hedging requires calculating the fair market values at many different market conditions. To calculate the fair market values of the portfolio at 100 market conditions, it would take this computer 50 × 100 = 5000 hours to complete the computation. This is a great computational challenge, especially considering the complexity of the guarantees in VA contracts. Recently a metamodeling approach has been used to address the aforementioned computational problem (Gan 2013 (Gan , 2015a Gan and Lin 2015) . A metamodel is a model of the Monte Carlo simulation model (Friedman 2013 ) that can be used to replace the Monte Carlo simulation model to value the VA contracts in a large portfolio. Using a metamodeling approach to estimate the fair market value of a portfolio of VA contracts involves four major steps (Barton 2015): 1. Select a small number of representative VA contracts from the portfolio 2. Run the Monte Carlo simulation model to calculate the fair market values of the selected VA contracts 3. Build a metamodel based on the selected VA contracts and the corresponding fair market values and 4. Use the metamodel to estimate the fair market values of all VA contracts in the portfolio.
Since the original Monte Carlo simulation model is applied to price only a small number of representative VA contracts in a metamodeling approach, we can reduce the runtime of pricing a large VA portfolio significantly by using a metamodeling approach.
In the existing metamodeling approaches, kriging (Isaaks and Srivastava 1990) was used as the metamodel. Kriging is also known as the Gaussian process regression (Rasmussen and Williams 2005) and assumes that the dependent variable is normally distributed. However, the fair market values of VA guarantees generally do not behave in a normal distribution fashion. In this article, we propose to use a shifted GB2 (generalized beta of the second kind) distribution with five parameters (Cummins et al. 1990; Kleiber and Kotz 2003; Sun et al. 2008) to model the fair market values of VA guarantees. The GB2 distributions are able to capture the skewness of the fair market values of VA guarantees. In addition, the GB2 regression model is unlike the kriging model in that the former does not require calculating distances (see Appendix B). As a result, using the GB2 regression model has the potential to improve predictive accuracy and speed.
The remainder of this article is organized as follows. In Section 2 we give a description of the data used in this research. In Section 3 we describe the proposed GB2 regression model in detail. Main results and some concluding remarks are presented in Section 4 and Section 5, respectively.
DESCRIPTION OF THE DATA
To study the computational issue associated with the VA products, we generated randomly a portfolio of synthetic VA contracts. The synthetic VA contracts are similar to real VA contracts in that different VA contracts are typically issued on different dates and the money can be invested in multiple funds. The parameters used to generate these synthetic VA contracts are given in Table A .1 given in Appendix A. For the purpose of this research, we generated a portfolio of 10,000 VA contracts. The policyholders are allowed to allocate the purchase payments in 10 mutual funds. The description of the variables of a VA contract is given in Table A .2 given in Appendix A. The fair market value of the guarantees is equal to the present value of benefit payments minus the present value of insurance fees. A simple Monte Carlo simulation model was used to calculate the fair market values. See Gan (2015b) for further details. The variables that affect the fair market value of the guarantees include policyholder information (e.g., age, gender) and contract information (e.g., product type, issue date, maturity date, fund values). Some variables given in Table A .2 affect the fair market value of the guarantees but have identical values. For example, the fund fee of a fund is used in the Monte Carlo simulation model to calculate the fair market value of VA guarantees but is identical to all VA contracts. Such variables are not useful for building regression models. We need to exclude such variables in our regression models. The explanatory variables used to build the regression model include gender, prodType, age, ttm, gmdbAmt, gmwbAmt, gmwbBalance, gmmbAmt, withdrawal, and FundValuei, for i = 1, 2, . . . , 10. The summary statistics of these selected variables are presented in Table 1 .
The dependent variable is the fair market value, denoted by fmv, which is calculated as fmv = Gurantee Payoff − Guarantee Fee. Figure 1 shows a histogram of the fair market values of the guarantees embedded in the 10,000 VA contracts. From the figure we observe that the distribution of the fair market value is positively skewed. The skewness is caused by the fact that a large number of VA contracts have positive fair market values, where the guarantee payoff is more than the guarantee fee charged.
REGRESSION MODELING WITH GB2

Experimental Design
Experimental design is an important component of the metamodeling process. We use the conditional Latin hypercube sampling method (Minasny and McBratney 2006; Roudier 2011) to select representative VA contracts from the portfolio. The same sampling method was used by Gan and Lin (2017) to select representative VA contracts. The conditional Latin hypercube sampling method is a variant of the conventional Latin hypercube sampling, which is a stratified sampling strategy for multivariate distributions. The conventional Latin hypercube sampling method provides a full coverage of the range of each variable by maximally stratifying each marginal distribution. A drawback of the conventional Latin hypercube sampling method is that it selects samples, herewith VA contracts, that may not exist in the portfolio. The conditional Latin hypercube sampling method circumvents this drawback by picking VA contracts directly from the portfolio.
The conditional Latin hypercube sampling method tries to select a small number of VA contracts from the portfolio of VA contracts such that the sampled VA contracts form a Latin hypercube or the multivariate distribution of the portfolio is maximally stratified. Finding a conditional Latin hypercube is an optimization problem. Minasny and McBratney (2006) proposed a heuristic search algorithm to find conditional Latin hypercubes. The algorithm was implemented in the R package clhs (Roudier 2011).
In our experiments, we use the function clhs from this R package to select representative VA contracts.
To be more precise, let X be an n × (k + 1) design matrix that contains the covariate values of the portfolio of n VA contracts. In the matrix X, the categorical covariates (e.g., gender and product type) are represented by dummy variables as typically used in regression problems. We use the min-max normalization method to normalize all numerical covariates (e.g., fund values) to the interval [0, 1]. The reason we use this normalization method is that we have two categorical variables, which are converted to binary dummy variables that have a range of [0, 1] . Using the z-score method would make some numerical variables have a much larger range than the binary dummy variables.
To select a set of s representative VA contracts from the portfolio, we apply the conditional Latin hypercube sampling method to the design matrix X without the first column. For i = 1, 2, . . . , s, let z i = (1, z i1 , . . . , z ik ) denote the vector containing the covariate values of the ith representative VA contact.
As demonstrated in Gan (2013) and Gan (2015a) , the more representative VA contracts, the more accurate the kriging model. However, using many representative VA contracts will slow the metamodeling approach, which relies on the fair market values of these representative VA contracts that are calculated by Monte Carlo simulation. To determine the number of representative VA contracts s, we follow the informal rule proposed by Loeppky et al. (2009) , who provided reasons and evidence supporting that the sample size should be about 10 times the input dimension. Although this informal rule focuses on the sample size for the kriging model, it is a good starting point for choosing the sample size for the GB2 model. Since the dimension of covariates (including the binary dummy variables converted from the categorical variables) is 22, we choose the number of representative VA contracts to be s = 220. We also test the GB2 model with s = 440 and s = 880 to see the impact of sample size on the performance of the GB2 model.
The GB2 Model
A GB2 (generalized beta of the second kind) (Cummins et al. 1990; Kleiber and Kotz 2003; Sun et al. 2008 ) distribution appears to provide a flexible family of distributions that may fit well to account for the skewness. A GB2 random variable can be constructed from a tranformed ratio of two gamma random variables. See Kleiber and Kotz (2003) for details. The density function of a GB2 random variable, Z, is given by
where a = 0, p > 0, q > 0 are shape parameters, b > 0 is the scale parameter, and B(p, q) is the Beta function. The expectation of Z exists when −p < 1 a < q and is given by
Since the fair market values can be negative, we will model the shifted fair market values using a GB2 distribution. Let Y denote the fair market value. Then we assume that
follows a shifted GB2 distribution with five parameters (a, b, p, q, c) , where c is a location parameter to be estimated. The parameter c provides the flexibility to shift the distribution to allow for negative fair market values.
. . , z ik ) be a vector containing the covariate values of the ith representative VA contract and β = (β 0 , β 1 , . . . , β k ) be a vector of regression coefficients. There are several general approaches for incorporating independent variables into the regression model with a GB2-dependent variable. See Beirlant et al. (2004) and Frees and Valdez (2008) for details. In this article, we incorporate covariates through the scale parameter b(z i ) = exp(z i β). This approach is equivalent to that used in Frees and Valdez (2008) , where their GB2 regression model is parameterized through μ(z i ) = z i β. This parameter μ in their parameterization is equal to ln b in our parameterization if we let the dependent variable be Z = Y + c, σ = 1/a, α 1 = p, and α 2 = q in their GB2 model. As pointed out in Frees and Valdez (2008) , this approach has the advantage of interpreting the regression coefficients as proportional changes. It is also worth noting that we can incorporate covariates through the location parameter c. However, incorporating covariates through the location parameter does not lead to more accurate results in terms of R 2 and AAPE. See Appendix D for some results. We can use the method of maximum likelihood to estimate the parameters. Since we incorporate covariates through the scale parameter b(z i ) = exp(z i β), we can write the log-likelihood function of the model as
where s is the number of representative VA contracts and v i denotes the fair market value of the guarantees embedded in the ith representative VA contract. We use a multistage optimization method to estimate the parameters. See Appendix C for details. Once we have estimated the parameters for the GB2 model, we use the expectation given in Equation (2) for predicting the fair market value of guarantees embedded in an arbitrary VA contract in the portfolio. Since we incorporate covariates through the scale parameter, we can estimate the fair market value of guarantees for the ith VA contract in the portfolio as
where a, p, q, c, β are parameters estimated from the data and x i = (1, x i1 , x i2 , . . . , x ik ) is a numerical vector containing the covariate values of the ith contract in the portfolio. The standard error associated with this prediction can be approximated by using methods such as bootstrapping.
NUMERICAL RESULTS
In this section, we compare the GB2 models and the kriging models (see Appendix B) with different number of representative VA contracts. As mentioned in Section 3, we test the models with s = 220, 440, 880 representative VA contracts. To assess the out-of-sample performance of the proposed model, we use the following three validation measures (Frees 2009 ): the percentage error at the portfolio level (PE), the R 2 , and the average absolute percentage error (AAPE). Table 2 shows the performance of the GB2 model and the kriging model in terms of accuracy. If we look at the validation measures R 2 and AAPE of GB2 for different s, we see that the accuracy of GB2 increases when s increases. In terms of the percentage error PE, the accuracy of GB2 increases significantly when s changes from 220 to 440. However, the accuracy of GB2 decreases a little bit when s changes from 440 to 880. We also see similar patterns for the kriging model. When s = 220, the GB2 model outperforms the kriging model in terms of AAPE. When s = 440, the GB2 model outperforms the kriging model in terms of PE and AAPE. When s = 880, the GB2 model outperforms the kriging model in terms of PE. In other cases, the kriging model outperforms the GB2 model. As mentioned in Section C, we maximize the profile log-likelihood function L 1 using 10 sets of initial parameters selected from 1,000 sets of random parameters. Tables 3, 4 , and 5 show the 10 sets of initial parameters and the corresponding optimum parameters for s = 220, 440, and 880, respectively. From the tables we see that the optimization algorithm produces almost the same optimum parameters for different sets of initial parameters. Figure 2 shows the scatter plots and Quantile-Quantile (QQ) plots of the fair market values calculated by the Monte Carlo and those predicted by the GB2 model and the kriging model when s = 220. From the scatter plots in the top side, we see that both the GB2 model and the kriging model do not produce perfect results. In the scatter plot shown in Figure 2(a) , we see a portion of VA contracts where the fair market values predicted by GB2 are close to zero but the fair market values calculated by Monte Carlo scatter in a wide range. This is caused by the fact that most account values for these VA contracts are zero but the regression coefficients of all the account values are nonzero.
The QQ plots shown in Figure 2 show that the GB2 model is much better than the kriging model for fitting the tail of the data. This is expected because the kriging model assumes that the data are normally distributed. Figures 3 and 4 show the scatter plots and QQ plots of the fair market values calculated by Monte Carlo and those predicted by the GB2 model and the kriging model for s = 440 and 880. We see similar patterns as before. Figure 5 shows the 95% confidence intervals of the estimated parameters of the GB2 model. We obtained the variances of the parameters from the diagonal elements of the inverse of the negative Hessian matrix. Let Var( θ i ) be the estimated variance of the ith parameter. Then the 95% confidence interval of the ith parameter is calculated as
The x axes of the figures in Figure 5 only show the indices of the parameters. The corresponding parameter names are given in Table 6 .
From Figure 5 (a), we see that the confidence intervals of a, c, gmwbAmt, and gmwbBalance are relatively wide when s = 220. When s increases to 440 and 880, the confidence intervals of these parameters become narrower. However, we see that the confidence intervals of gmwbAmt and gmwbBalance are still relatively wide when s = 880. This is reasonable since the fair market values of GMWB riders are more volatile than those of other guarantees. Now let us examine the speed of the GB2 model and the kriging model. Table 7 shows that runtime of the two models for different number of representative VA contracts. Note that we conducted all experiments using R on the same computer. In the table, we also decomposed the total runtime into runtime used by individual components. The runtime used by the conditional Latin hypercube sampling method is the same for the GB2 model and the kriging model because we used the same set of representative VA contracts for both models. The runtime for estimating the parameters for the kriging model is zero because this model requires only one parameter, which was set to be the 95th percentile of the distances among the representative VA contracts (Gan 2013 (Gan , 2015a . The runtime for estimating the parameters of the GB2 model includes the runtime of all the four stages. For predicting the fair market values of the whole VA portfolio, the kriging model used much more time than the GB2 model. The reason is that the kriging model requires calculating the distances between all the representative VA contracts and all the VA contracts in the portfolio. Since the GB2 model does not calculate distances, it can predict the fair market values of the whole portfolio more quickly. In terms of total runtime, the GB2 model outperforms the kriging model. To summarize, our numerical results demonstrate that the GB2 model outperforms the kriging model in the following aspects. First, the GB2 model is able to capture the skewness of the fair market values better than the kriging model. Second, the GB2 model reduces the runtime more than the kriging model because the former does not require distance calculations.
CONCLUDING REMARKS
In this article, we introduced the GB2 distribution to model the fair market values of VA guarantees to capture the skewness shown in the empirical distribution of the fair market value. The GB2 distribution is a flexible statistical distribution that contains three shape parameters and one scale parameter. Because of its flexibility, it is able to fit skewed data. However, finding the optimum parameters for the GB2 regression model is not straightforward and therefore presents some difficult challenges, especially when many covariates are incorporated. To address these challenges, we adopted a four-stage optimization approach in which the first three stages are used to get a reasonable set of initial parameters for the GB2 regression model. Our numerical results show that this four-stage optimization approach works well and the resulting fitted GB2 regression model performs as expected.
We also compared the GB2 model to the kriging model and observed the following: r The GB2 model is able to capture the skewness of the data better than the kriging model. r The GB2 model is able to outperform the kriging model in terms of computational speed. r The GB2 model is able to produce comparably accurate predictions as the kriging model at the portfolio level.
However, we found that the kriging model outperforms the GB2 model in terms of R 2 , a measure of goodness-of-fit. In the future, we would like to investigate how to improve the GB2 regression model in terms of goodness-of-fit. 30, 50, 60, 80, 10, 38, 45, 55, 57, 46 In Table A .1, the product types DBRP, DBRU, WB, WBSU, and MB refer to the guaranteed minimum death benefit with return of principle, the guaranteed minimum death benefit with roll-up, the guaranteed minimum withdrawal benefit, the guaranteed minimum withdrawal benefit with step-up, and the guaranteed minimum maturity benefit, respectively. For more information about the guarantees, readers are referred to the Geneva Association Report (2013).
APPENDIX B. THE ORDINARY KRIGING MODEL
In Gan (2013) and Gan (2015a) , the ordinary kriging model was used to estimate the fair market values for the portfolio of VA contracts from the representative VA contracts.
Let z 1 , z 2 , . . ., z s be the representative VA contracts. For every j = 1, 2, . . . , k, let v j be the fair market value of z j that is calculated by Monte Carlo simulation. Then the ordinary kriging method estimates the fair market value of the VA contract x i in (Isaaks and Srivastava 1990) :
In the above equation, θ i is a control variable used to make sure the sum of the kriging weights is equal to one,
and
where D(·, ·) denotes the Euclidean distance, and α ≥ 0 and β > 0 are two parameters.
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APPENDIX C. PARAMETER ESTIMATION
To fit the GB2 model to the fair market value data, we need to estimate quite a few parameters (see Table 6 ). Maximizing the log-likelihood function L(θ) defined in Equation (4) cannot be done in closed form, and therefore a numerical procedure is required. In addition, the log-likelihood function has multiple local maxima, and the optimization algorithm can return a suboptimal set of parameters depending on the initial set of parameters. There does not exist a general solution to the local maximum problem (Myung 2003) . To address the aforementioned issues in parameter estimation, we adopt a multistage optimization approach motivated by the two-stage approach (Millar 2011) . For our purpose, we divide the parameters into three groups: the shape parameters (a, p, and q), the location parameter (c), and the regression coefficients (β).
In the first stage, we fix the shift parameter and the regression coefficients and look for the optimum shape parameters. In particular, we maximize the profile log-likelihood function
where c 0 = − min{v 1 , . . . , v s } + 10 −6 and
We fix the shift parameter to-min{v 1 , . . . , v s } plus a small positive number 10 −6 so that the shifted fair market values are positive and the minimum shifted value is not far away from zero. We fix the intercept coefficient to
and slope coefficients to zeros. We expect that each slope coefficient fluctuates around zero, and the intercept coefficient captures the average of the scale parameter. Assuming
we can obtain the above intercept coefficient from Equation (2).
We maximize L 1 (a, p, q) by using the R function optim to minimize −L 1 (a, p, q). The optim requires an initial set of values for a, p, and q. To see the sensitivity of the initial values, we generate N = 1000 sets of initial values (a, p, q) randomly from the parameter space (0.1, 10) 3 . It is time consuming to apply the optim function with all the N = 1000 sets of initial values. To reduce the computation, we first calculate the profile log-likelihood function L 1 at these sets of initial values and select 10 sets of initial values that produce the highest L 1 values. Then apply the optim function with these 10 sets of initial values and look at the results from the 10 runs.
In the second stage, we look for the optimum shift parameter by fixing the shape parameters and the regression coefficients. Precisely, we maximize the profile log-likelihood function L( a, p, q, c, β 0 ) , (C.3) where a, p, and q are obtained from the first stage and β 0 is defined in Equation (C.2). Since this is a one-dimensional optimization problem, we use the R function optimize to find the optimum shift parameter from the interval (− min{v 1 , . . . , v s } + 10 −6 , −10 min{v 1 , . . . , v s }).
In the third stage, we look for the optimum regression coefficients by fixing the shape parameters and the shift parameter. In this stage, we maximize the profile log-likelihood function L( a, p, q, c, β) , (C.4) where a, p, and q are obtained from the first stage and c is obtained from the second stage. Since L 3 is a multivariate function, we use the R function optim to find the optimum parameters. We use the initial set of parameters 0, 0, . . . , 0 , (C.5) where c is obtained from the second stage. Note that β 1 is slightly different from β 0 defined in Equation (C.2) in that c 0 is changed to c. In the last stage, we perform a full maximization of the log-likelihood function using the R function optim with the set of initial values θ 0 = ( a, p, q, c, β) , (C.6) where a, p, and q are obtained from the first stage, c is obtained from the second stage, and β are obtained from the third stage.
APPENDIX D. INCORPORATING COVARIATES THROUGH THE LOCATION PARAMETER
To incorporate covariates through the location parameter c, we can use either c(z i ) = z i β or c(z i ) = exp(z i β). The former allows the location parameter to be negative, whereas the latter restricts the location parameter to be positive. Table D .1 and Figure D .1 shows the accuracy of the GB2 model when the covariates were incorporated through the location parameter c. From the table and figure, we see that the results produced by incorporating covariates through the location parameter c is less accurate than those produced by incorporating covariates through the scale parameter b in terms of R 2 and AAPE. 
