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We show theoretically the possibility of excitation of a special class of two-frequency solitons, sustained by
the nonlinearity provided by the nonradiative intervalence band coherence between heavy-hole and light-hole
excitonic transitions in semiconductor quantum wells. The formation of such resonant solitons excited by
femtosecond pulses in InxGa1−xAsyP1−y quantum wells is investigated numerically using a phenomenological
model based on the local-field approximation, and a realistic configuration for their experimental observation
is proposed. The pumping conditions for using complex resonant soliton dynamics as an efficient source of
continuum generation are also discussed.
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I. INTRODUCTION
The comparative study of coherent optical processes ex-
isting in semiconductors and those exhibited by dilute media
such as atomic vapors represents an excellent tool for ad-
dressing the fundamental issue of how Coulomb interactions
and correlation effects affect the dynamics of coherent quan-
tum optics in a many-body system 1. The analogies be-
tween coherent nonlinear phenomena in atomic two-level
systems 2LS’s 2 and two-band semiconductor models
have been successfully exploited over the years. Among vari-
ous effects that have been considered in the literature, of
particular importance are photon echo 3, Rabi oscillations
4, and optical Stark shift 5. For what concerns soliton
theory, the discovery of self-induced transparency SIT in
gaseous media led to spectacular advances in the theoretical
understanding of the features of resonant solitons 6. The
direct analog of the SIT phenomenon in semiconductors is
the so-called exciton-polariton soliton 7, a nonlinear self-
localized wave that resides on the exciton resonance of a
two-band optical transition, the properties of which are very
well known in the literature 8.
More recently, the investigation of the rich physics of
three-level systems 3LS’s in diluite media has revealed the
existence of several typical and potentially useful effects
such as lasing without inversion 9, electromagnetically in-
duced transparency EIT 10, adiabatic population transfer
11, and ultraslow light propagation 12. As a consequence,
several studies can be found in the literature focusing on
exploiting the analogy between atomic 3LS’s and semicon-
ductor heterostructures with a band structure similar to that
of Fig. 1a 13.
However, although much is known of the physics of soli-
tary waves supported by nonresonant material excitation of
3LS’s see, e.g., Refs. 14, there are still several unexplored
possibilities for what concerns resonant excitations, the pro-
totype of which is the Raman process, where two of the three
levels are not directly coupled in the dipole approximation.
In dilute systems, the excitation of the 3LS’s by means of a
two-photon transition makes possible the indirect excitation
of the polarization between the two initially uncoupled en-
ergy levels. In this sense, two-photon Raman-like transitions
can be understood as a natural extension of the SIT process.
In semiconductors, the same concept applies to structures
which present a three-band system, such as the ones consid-
ered here. The role of Raman nonradiative coherence is
played by the so-called intervalence band coherence, the ex-
istence and excitability of which have been established in
many experimental works 13.
In the present paper we wish to extend the above analogy
by considering a special class of solitary waves that Kaplan
and co-workers have recently shown analytically to exist in
nonlinear gaseous media which exhibit a Raman-like 3LS
structure 15. Other theoretical and numerical aspects of the
solitons of Kaplan et al. are covered in Refs. 16,17. We
shall establish the physical conditions of the existence and
the excitability of intervalence band solitons in
InxGa1−xAsyP1−y semiconductor quantum wells, with a spe-
cial stress on the physical powers and pulse durations re-
quired for a possible experimental verification.
The structure of the paper is the following. In Sec. II a
detailed derivation of the Maxwell-Bloch equations of our
problem is given, and useful and reasonable approximations
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FIG. 1. Color online a Schematic representation of the three-
band semiconductor quantum well. Radiative nonradiative transi-
tions are indicated by solid dashed arrows. g0 is the band-gap
energy; 12 is the nonradiative transition energy. More details on
this schematic band structure can be found in standard textbooks;
see, e.g., 18,19. b Launching configuration proposed in the text
Sec. V. Light is injected with the wave vector k parallel to the
plane of the QW. The two polarizations TE and TM are also
shown. This configuration is preferred due to the relatively long
propagation distances, of the order of millimeters, necessary to ob-
serve the soliton formation.
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are made in order to simplify drastically the numerical treat-
ment. In Sec. III we find the numerical solutions of the as-
sociated boundary value problem and classify rigorously the
soliton solutions according to the only free parameter of the
system: i.e., the group velocity of the soliton. Numerical
propagation is also presented, which shows the stability and
conditions for the excitation of the solitary wave under study.
Section IV is devoted to the analysis of a spectral continuum
due to excitation by double pumping. Finally, in Sec. V we
propose a specific structure that satisfies most of the require-
ments explained in Sec. II.
II. GOVERNING EQUATIONS
Let us consider a type-I semiconductor quantum well
QW with a band structure similar to that of Fig. 1a, which
can be described in terms of a single conduction band CB
and two valence bands—respectively, one heavy-hole HH
band and one light-hole LH band. Coherence between dif-
ferent bands can be induced by injecting light pulses with
frequencies close to the transition frequencies between the
valence bands and the conduction band. The dipole transi-
tions between LH and CB and between HH and CB are al-
lowed under specific polarization conditions for the pulses
selection rules that depend on the experimental configura-
tion. The direct optical transition from the LH band to the
HH band is forbidden for a broad range of wave vectors, and
coherence between these two valence bands can be effi-
ciently induced only indirectly by a two-photon, Raman-like
process. If the LH-HH splitting is sufficiently large, but still
several times smaller than the CB-LH and CB-HH energy
separations, the transfer of the hole population between the
LH state and the HH state can occur by means of an
intermediate transition through the CB state, as indicated by
the arrows in Fig. 1a. This process can be seen as the semi-
conductor analog of the well-known Raman effect in atomic
3LS physics 20. The important difference is that, whereas
in atomic 3LS the nonradiative coherence is theoretically
very well understood, the theoretical and experimental analy-
sis of such coherence in semiconductors also called interva-
lence band coherence, IVB for brevity is strongly influenced
by many-body processes which may alter the dynamics sub-
stantially 1. This is a consequence of the fact that free LH
and HH excitons in QW’s cannot be treated as a simple col-
lection of bare 3LS’s, since they are all coupled by the long-
range Coulomb interaction.
We start from the microscopic Hamiltonian constructed
by taking into account all possible interactions between the
quasielectrons in the electron representation, and we use the
Hartree-Fock HF approximation in the semiconductor
Bloch equations SBE’s 29 to truncate the infinite hierar-
chy of differential equations arising from the Liouville equa-
tions of motion for the density matrix  30. It is therefore
possible to show that one obtains the following effective
Hamiltonian from now on the overbar shall indicate com-
plex conjugation:
Heff = 
k 
k
e
−1,k −2,k
−¯ 1,k − k
h1
− 
q0
vqQk−q
−¯ 2,k
− 
q0
vqQ¯ k−q
− k
h2 	 .
1
Here k is the electronic momentum. Vector quantities shall
be indicated from now on by bold letters. k
e/hj are the
renormalized energies for electrons and holes, defined by
k
e 

1

k
e
− 
q0
vqnk−q
e
, 2
k
hj 

1

k
hj + 
q0
vq1 − nk−q
hj  , 3
where nk
e/hj are, respectively, the electron and hole occupation
numbers. vq
Vq /, where Vq is the quantum well Coulomb
potential in momentum space. Indices j=1,2 correspond to
the HH and LH states, respectively. The nonrenormalized
energies are, respectively, k
e 
g0+2k2 / 2me, k
h1

2k2 / 2mh1, and k
h2
12+2k2 / 2mh2, where me0
and mhj0 are the effective masses of the quasielectrons in
the conduction band and of the holes in the two valence
bands, respectively, g0 is the unrenormalized band-gap en-
ergy, and 12 is the LH-HH energy splitting see Fig. 1a. In
the following calculations we assume for simplicity that the
linear optical response is dominated by 1s-LH and 1s-HH
excitons.
1,k and 2,k are the renormalized total Rabi frequencies
associated with the total real electric field Ez , t, for the
two direct dipole transitions j=1,2; see the solid arrows in
Fig. 1a, defined by
 j,k 

1

dk
j
· Ez,t + 
q0
vqpj,k−q, 4
where pj,k are complex matrix elements for the transitions
HH-CB j=1 and LH-CB j=2, proportional to the polar-
ization fields for those transitions, and dk
j
are the associated
dipole moments. Qk is the nonradiative IVB matrix element
for the polarization between the levels LH and HH, the
structure of which we shall consider further below. A quan-
tity which is also useful to define for future use is the un-
renormalized total Rabi frequency:  j,k
dk
j
·E /. In order
to avoid any confusion with our terminology and to conform
to the notation used in many textbooks cf. 19, Eq. 3.21
and in the literature, it is important to note that the  j,k are
defined using the total electric field, and not just one of its
frequency components, due to the fact that we have not yet
performed any particular approximation to decompose the
different frequencies of the electric field. This will be done
explicitly later in Eq. 22. We have considered only vertical
transitions, since the photon momentum is negligible in com-
parison to the electronic one. The electric field E and the
dipole moment d are of course vector quantities. It is impor-
tant to note that the scalar product between d and E in the
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above definitions of k and k encodes all the relevant in-
formation on the polarization state of the light and the mate-
rial. This scalar product will remain implicit unless a polar-
ization basis is chosen and a geometry for the experiment is
selected, as discussed further in Sec. V.
The HF Hamiltonian 1 gives the correct description of
the excitonic effects in the absence of phonons and other
decoherence phenomena, which are typically introduced in a
phenomenological way at the end of the derivation 21. In
deriving Eq. 1, we have neglected the precise details of the
valence band structure due to the Luttinger Hamiltonian 22,
which in a more rigorous approach must be included and
which are necessary for a more quantitative discussion 23.
However, we are interested here in a qualitative and semi-
quantitative understanding of IVB solitons, which are not
affected by the precise structure of the valence bands, so that
in our treatment we assume the valence band to be of para-
bolic shape and the HH-LH splitting to be sufficiently large
in order to minimize the effects of band coupling. A more
detailed discussion of the validity of the above assumptions
concerning the band structure is presented in Sec. V.
The expectation value of the density matrix for the prob-
lem is given, for each momentum k, by the 33 matrix
k =  nk
e p1,k p2,k
p¯1,k 1 − nk
h1 Qk
p¯2,k Q¯ k 1 − nkh2
	 , 5
supported by the condition of conservation of total probabil-
ity for each three-level subsystem—namely, Trk=2 or,
in other words, nk
h1+nk
h2
−nk
e
=0. As we shall see shortly, if
the latter condition is satisfied for an arbitrary time t= t, then
it must hold for all times t0. Thus the trace condition is an
initial condition for the number of particles initially present
in the system. The value of the trace follows from the struc-
ture of the QW ground state, with both valence bands filled
at zero temperature. Importantly, this is in contrast with the
ground-state structure of an atomic 3LS, for which generally
only the lowest-energy state is populated at low tempera-
tures. In Eq. 5 we have defined the following expectation
values from the annihilation and creation operators for a
specified momentum k in the electron ak ,ak
† and hole
bj,−k ,bj,−k
†  representations 19,21,24,26:
ak
†ak 
 nk
e
, bj,−k
† bj,−k 
 nk
hj
,
bj,−kak 
 pj,k, b1,−k
† b2,−k 
 − Qk. 6
The total density matrix is defined as 
kk, where with
the generic symbol k we indicate a sum over the density
of states in momentum space normalized over the total car-
rier density which depends on the precise details of the band
structure, the dimensionality of the problem, and all possible
additional degrees of freedom like spin where necessary
18,21. Note that the fundamental condition Tr=1 must
always hold.
The next step is to obtain equations for all the elements of
the density matrix—i.e., for all the dynamical variables of
the problem. For this purpose we use the Liouville equation
itk= Heff ,k, which yields the following set of equa-
tions:
tnk
e + 2 Imj  j,kp¯j,k = 0, 7
tnk
h1 + 2 Im1,kp¯1,k + 
q0
vqQ¯ k−qQk = 0, 8
tnk
h2 + 2 Im2,kp¯2,k + 
q0
vqQk−qQ¯ k = 0, 9
itp1,k − k
e + k
h1p1,k +1,k1 − nk
h1
− nk
e
− 
q0
vqQ¯ k−qp2,k +2,kQ¯ k = 0, 10
itp2,k − k
e + k
h2p2,k +2,k1 − nk
h2
− nk
e
− 
q0
vqQk−qp1,k +1,kQk = 0, 11
itQk + kh1 − kh2Qk − 2kp¯1k −¯ 1kp2k + 
q0
vqQk−q
nk
h1
− nk
h2 = 0, 12
supported by the initial condition
− nk
e + nk
h1 + nk
h2t=t = 0, 13
valid for some arbitrary time t= t. The constancy in time of
the quantity in the square brackets in Eq. 13 is ensured by
Eqs. 7–9
In general, in a quantum transition where N photons are
exchanged through N+1 eigenstates of the unexcited me-
dium N is called the order of the transition, one has N
+1N+2 /2 equations for the components of the density
matrix, plus one initial condition given by the trace of the
density matrix. In our particular case N=2 the nonradiative
transition is excited by two photons and we have 2+12
+2 /2=6 equations, given by Eqs. 7–12. Equation 13
gives the condition Trk=2. The terms in Eqs. 10 and
11 proportional to 1−nk
h1,2
−nk
e determine the intensity of
the dipole coupling between light and electron-hole pairs in
the semiconductor.
The set of equations reported above provides the most
general Bloch-like equations for the problem of two-photon
transitions in a QW which is possible to obtain from the HF
approximation, when neglecting the detailed structure due
to band coupling of the valence bands and when assuming
that the material and the optical fields interact in the frame-
work of the dipole moment approximation. Unfortunately an
accurate numerical solution of Eqs. 7–13 would be very
demanding even for modern workstations 25,26. Therefore
other approximations are necessary in order to reduce their
complexity.
First of all we assume that the renormalized transition
frequencies  j,k
k
e +k
hj
, which appear in Eqs. 10 and
11, are much larger than the LH-HH splitting frequency,
given by 12
12/0. This is certainly true for InGaAsP
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QW’s, and it represents an excellent approximation for many
materials and geometries; see also Sec. V for further clarifi-
cation of this point. As a consequence of this assumption,
one can neglect the temporal derivatives in Eqs. 10 and
11, posing tpj,k0 in these equations. In this way the
complex polarizations p1,k and p2,k can be expressed in terms
of the other dynamical variables, reducing the number of
independent dynamical variables by two units. However, one
cannot solve Eqs. 10 and 11 in the variables pj,k imme-
diately after posing tpj,k0, since the renormalized total
Rabi frequencies  j,k depend on all pj,k’s due to the Cou-
lomb contribution contained in Eq. 4. It follows that one
must therefore neglect the Coulomb renormalization in Eqs.
10 and 11 in order to extract a closed expression for the
pj,k. It is possible to show that further simplifications of the
expressions for pj,k are achieved by considering that
	q0vqQk−q
 j,k. Moreover, it will be useful for our pur-
poses to consider only those fields for which the unrenormal-
ized total Rabi frequencies are much smaller than the transi-
tion frequencies,  j,k 
 j,k; this will pose a weak
condition on the physical intensities of the light pulses see
also 27, Chap. 7, and it avoids the appearance of small
nonlinear renormalization terms in the expressions for pj,k.
With these approximations one finally obtains
p1,k 
1
k
2,kQ¯ k +1,k1 − nkh1 − nke , 14
p2,k 
1
k
1,kQk +2,k1 − nkh2 − nke , 15
where k
1,k2,k1/2.
The second important simplification which is possible to
impose comes from the circumstance that, during the two-
photon process—which is second order in the perturbation
theory due to the fact that the direct optical transition be-
tween the LH band and the HH band is largely
forbidden—the CB band does not undergo an appreciable
change in population. This follows directly from substituting
Eqs. 14 and 15 into Eq. 7. This means that the levels in
the conduction band can be considered as spectators during
the process, and one can therefore pose tnk
e 0, which
means nk
e const, in the same approximations used to derive
Eqs. 14 and 15. It is important to note that this constant
must be positive and cannot be zero. This follows from the
fact that nk
h1,2 and nk
e are all real positive numbers and that
nk
h1+nk
h20 implies that nk
e0. Applying this approximate
constancy condition to Eq. 13 one immediately obtains that
nk
h1nk
e
−nk
h2
. Defining the renormalized hole density differ-
ence nk
nk
h1
−nk
h2 /nk
e
, we can then use the “inversion”
−1nk +1 as dynamical variable, associated with the two
further scalings 1,2,k→1,2,k / nke1/2 and vk→vk /nke . Note
that, in the new notation, when the LH state and HH state
have an equal population of holes, we then have that nk=0.
Such a state can be reached in principle by preparing the
semiconductor coherently by pumping optically the electrons
from the HH and LH bands to the conduction band CB;
see Sec. V for a brief discussions of this point. The soliton
formation that we are going to describe in the following and,
more importantly, the type of solitons which are possible to
excite in the material are strongly affected by the precise
boundary conditions for the population field. An initially
equal population of holes present in the HH and LH states
can be transferred from one level to another by means of a
dipole interaction with the optical fields; the efficiency of
this process depends on how many dipoles are present ini-
tially in the semiconductor, and the number of dipoles can be
directly related to the exciton density.
Finally, it must be noted that with all previous simplifica-
tions the condition Im j j,kp¯j,k=0, derived from Eq. 7,
is automatically satisfied; this corresponds to a no-absorption
law on the conduction band during the two-photon process.
Under the above conditions, using Eq. 12, combining
Eqs. 8 and 9, and eliminating pj,k by using the relations
14 and 15, one obtains the following set of equations for
the relative LH-HH hole population nk and the IVB coher-
ence field Qk:
itQk − k + 2,k2 − 1,k2k + q0 vqnk−qQk
+ 1,k¯ 2,k
k
+ 
q0
vqQk−qnk = 0, 16
tnk + 4 Im¯ 1,k2,k
k
+ 
q0
vqQ¯ k−qQk = 0, 17
where k
k
h2
−k
h1 /. Conservation of probability re-
sults in the relation nk
2 +4 Qk2Trk2=4, valid for all
values of k and at all times in the absence of decoherence
processes.
It is of crucial importance to note that Eqs. 16 and 17
have the same structure as the Bloch equations for a set of
effective two-level systems, represented by the valence bands
LH and HH for all values of k, and the conduction band
has been completely decoupled from the dynamics, thanks to
the approximate constancy of nk
e derived above. The obvious
difference with the optical Bloch equations OBE’s of a set
of inhomogeneously broadened oscillators is, however, that
the renormalization terms proportional to vq contained in
Eqs. 16 and 17 couple all Raman-like oscillators to each
other. Nevertheless the complexity of these equations is con-
siderably reduced with respect to the full equations 7–13.
Equations 16 and 17 model the response of the mate-
rial when excited by the electric field Ez , t, contained in-
side k. The propagation is assumed to be one dimensional,
with z being the longitudinal coordinate along which propa-
gation occurs. We now need to write an equation for E, when
coupled to the material oscillators Qk’s. This is the reduced
forward version of the Maxwell wave equation, which we
write as 23,25
iz + E +
2
20c2
Ptot = 0, 18
where Ptot is the total polarization exhibited by the medium
when in resonance with the IVB coherence, 
=n /c is the optical wave vector, n is the refractive
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index at the frequency  exhibited by the waveguide struc-
ture, c is the speed of light in vacuum, and the prime indi-
cates a derivative with respect to the optical frequency .
An essential ingredient of Eq. 18 is the total polarization
Ptot, which must be a real quantity. To find it, we need to use
the quantum mechanical average
Ptot 
 
k
Trdˆ kk , 19
where dˆ k is the dipole operator given by
dˆ k =  0 dk
1 dk
2
dk
1 0 0
dk
2 0 0
 . 20
dˆ k contains a vanishing 22 submatrix since there is no
direct dipole coupling between the two valence bands. This
assertion will be fully justified in Sec. V, where the band
structure and dipole matrix elements of the relevant transi-
tions for a realistic QW will be calculated. If one poses for
simplicity dk
1dk
2
dk, so that 1,k2,k
k, we ob-
tain the expression
Ptot  2
k
dk Rep1,k + p2,k
=
4dkd˜
k

k
ReEReQk + 1 − 32nke , 21
where in the last expression we have used relations 14 and
15. In Eq. 21 we have defined dk
dk ·d˜, where d˜ is a
unit vector along the polarization direction and E
d˜ ·E. In
this last product information on the polarization state of the
light is encoded, which then depends on the geometry of the
experiment.
The next important step is to use the slowly varying en-
velope approximation SVEA for the electric field Ez , t
and the rotating-wave approximation RWA for the coher-
ence fields Qk. This is done by first writing
E =
1
2
EPe−iPt + ESe−iSt + c.c. , 22
Qk =
1
2
qke−ikt, 23
and then neglecting all the second-order derivatives in space
and time that appear in the equations for EP,S 28. When
PS, EP is called the pump wave while ES is called the
Stokes wave, according to the terminology used in atomic
Raman 3LS’s 20.
In order to progress further, we now wish to work with the
macroscopic observables associated with the microscopic
fields qk and nk. For this purpose we define the macroscopic
interband polarization q and population n as
q 
 
k
qk, n 
 
k
nk. 24
We choose to follow a procedure analogous to the one out-
lined in Ref. 31, in order to derive a plausible set of phe-
nomenological equations for the set of dynamical variables
EP ,ES ,q ,n. This procedure consists of two distinct steps,
which altogether we shall call “phenomenological reduc-
tion.” The first step is to substitute Eqs. 22 and 23 into
Eqs. 16 and 17 and Eq. 18, regrouping the phase-
matched terms and making use of the total material polariza-
tion, Eq. 21, in the Maxwell equations. This allows us to
write SVEA equations for the electric field envelopes EP and
ES and RWA equations for the microscopic polarization fields
qk as defined in Eq. 23 and populations nk. The second
and most important step consists in applying the operator
k, which averages out over the density of states in mo-
mentum space, onto the Bloch equations 16 and 17, in
order to extract equations for the macroscopic observables q
and n as defined in Eq. 24. However, this is in general an
impossible task to accomplish for all terms in Eqs. 16 and
17 for the simple reason that the factorization of a product
of two quantities which both depend on the momentum k is
in general not allowed. This is certainly not surprising, due to
the intrinsic many-body nature of the problem. However, as-
suming a strongly localized nature of the Coulomb potential
vq around q=0, one can justify the following Bowden-
Agrawal ansatz 31:

q0
vqnk−q = 
qk
vk−qnq  Vn ,
where V
q0vq is a coefficient proportional to the Debye
shift resulting from band-gap renormalization due to
Coulomb-exchange interactions 31,33. Note that the last
member in this ansatz is k independent. This is reasonable
since the main contribution to the sum comes from a narrow,
-like region in k space. For further considerations on this
approach see, e.g., Eq. 3.68 in Ref. 19 and in particular
the works of Ref. 31. V physically represents an additional
contribution to the band-gap shift; the sign of V is typically
negative, since the screening of a repulsive interaction leads
to a decrease of the transition energy with increasing carrier
density 19,33, but nevertheless we allow L to be positive to
maintain flexibility regarding exotic cases. This point will be
discussed further in Sec. III.
With the above prescriptions, the following set of phe-
nomenological equations can be obtained:
izEP + i Pt − tEPtdt + inP
c
tEP + PqES = 0,
25
izES + i St − tEStdt + inS
c
tES + Sq¯EP = 0,
26
itq + i
1
T2
q + EPE¯S + Vqn = 0, 27
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tn +
1
T1
n − n0 + ImE¯ PES + V¯ q¯q = 0, 28
where n0 is the relaxation value for the population at the QW
ground state, which is n00 in the present case. P,S

d2N3d / nP,S0c have the dimensions of wave vectors,

d2 / 22, N3d is the spatial number density of exci-
tons N3d=N2d /L0, where N2d is the number density of exci-
tons per unit area and L0 is the well width, 0 is the permit-
tivity of free space, and nP,S are the refractive indices at the
pump and the Stokes frequency. T1,2 are two dephasing
times, respectively, for the population and coherence field,
which must be introduced by hand in our model 24,26,32.
In the absence of dephasing T1,2→ + and absorption
P,S→0, the conservation of probability reads n2+ q2=1.
P,St are two response functions which model the
frequency-dependent absorption of the QW due to the band
structure. The absorption spectra for the pump and the Stokes
waves are given by their Fourier transforms P,S, and
they are also introduced by hand in the model. This is par-
ticularly important in applications for continuum generation,
where the dynamics are strongly affected by the frequency-
dependent absorption; see also Fig. 7a and Sec. IV.
The real strong justification for writing phenomenological
equations like Eqs. 25–28 resides in their successful use
in the numerical modeling of a large variety of linear and
nonlinear phenomena, which can produce very good qualita-
tive agreement with experiments 31,32. The phenomeno-
logical formulation also has the advantage that it allows
many results derived for dense gaseous media to be directly
applied to semiconductor physics 8.
Note that the two-photon Rabi frequency renormalization,
the excitation-induced dephasing EID, and the excitation-
induced shift EIS are present in our effective model
through the term proportional to V in Eq. 27, if one allows
V to be complex. The quantity ReVn represents the EIS
effect, which shifts the resonance frequency by an amount
which depends on the population field n. The quantity
ImVn represents instead the EID effect, which introduces
an extra source of dephasing for the field q, to be added to
the term proportional to 1/T2. Therefore, effectively, the
two-photon Rabi frequency renormalization contains both
these two effects, which are observable and are well docu-
mented in the literature 26. However, in the following we
shall assume V to be a real parameter for simplicity. The
effects associated with an imaginary part of V described
above and associated with extra dephasing effects are not
considered. Their detailed treatment can be found elsewhere
32.
III. NUMERICAL RESULTS AND DISCUSSION
Equations 25–28 will constitute the starting point of
our numerical analysis. First of all, however, it is necessary
to rescale the optical fields and the spatial and temporal co-
ordinates, in order to get rid of all the unnecessary coeffi-
cients. We use the following scalings:

 t/t0, 
 z/z0, 29
EP = ˜/AP, ES = ˜/S/PAS, 30
where t0 and z0 are temporal and spatial scales that we shall
define conveniently shortly, ˜
N3d /0 and 
c /2.
For values of N3d of the order of 1022 carriers/m−3, the scal-
ing factor ˜1/2 for the electric fields is typically of the order
of 107 V/m. We also introduce a new reference frame mov-
ing at the inverse velocity nP+nS / 2c−vg
−1
, where vg is an
arbitrary parameter, the physical meaning of which will be
clarified below. We fix the spatial scale to be equal to the
first-order dispersion length, z0
 t0 /, and the temporal
scale to be t0=PS−1/2. We also define the dimension-
less parameters v
z0vg
−1 / t0, L
Vt0, and 1,2
 t0 /T1,2. With
the new rescalings and definitions, Eqs. 25–28 become
the following set of dimensionless equations, suitable for nu-
merical investigation:
iAP + i ˜P − APd − iv + 1AP + qAS = 0,
31
iAS + i ˜S − ASd − iv − 1AS + q¯AP = 0,
32
iq + i2q + APA¯S + Lqn = 0, 33
n + 1n − n0 + ImA¯ PASq = 0, 34
where ˜P,S
P,Sz0. Cross-phase modulation XPM and
self-phase modulation SPM are neglected in this approach,
since one can verify that the contribution of off-resonance
nonlinearities in the InGaAsP QW considered in Sec. V is
small compared to the strong resonant nonlinearity induced
by the IVB coherence.
An interesting property of Eqs. 31–34 is the invariance
of these equations with respect of the discrete transformation
L↔−L, ImAP,S↔−ImAP,S and Req↔−Req. This
symmetry allows us to adapt all results to the case when L is
positive, so that the sign of L is of no importance in the
dynamical simulations and the absolute value of the fields
and output spectra will be exactly identical in the two cases
L0 and L0.
In our dimensionless notation the two-photon Rabi fre-
quency which essentially represents the driving field in
Bloch’s equations is given by the product  ,

A¯ P ,AS ,. We also define the quantity
 
 
−
+
 ,d . 35
This represents a generalization to a two-photon transition of
the pulse area used in SIT 2,6. Note the use of the absolute
value in the definition of Eq. 35.
To extract physical intensities IP,S for the fields expressed
in W/m2 from the expressions AP,S2, one should use the
following conversion formula:
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IP,S =
1
2
nP,S0c„max
t
EP,S2…
=
nP,SP,SN3d

„max

AP,S2…

 I0nP,S„max

AP,S2… . 36
Indicating the physical energies of the two optical compo-
nents by the symbols EP,S, these are given by
EP,S = IP,St0Aeff, 37
where  is a numerical factor which depends on the pulse
shape and Aeff is the effective area of the incident pulse. The
quantities FP,S
EP,S /Aeff are the energy fluxes, typically ex-
pressed in J /m2. The corresponding dimensionless energies
BP,S can be found by integrating Eq. 36 in time; one finds
the following expression:
B =

nP,SP,SN3dt0
FP,S. 38
It is possible to find the stationary solutions of Eqs.
31–34 by solving numerically the associated boundary
value problem BVP, when 1,2= ˜P,S=0 and L is real.
These are of course necessary conditions for the mathemati-
cal existence of solitons in the system. Nonvanishing values
of T1,2, P,S, and ImL will spoil the “stationarity” of the
solution, introducing a soliton “lifetime,” as will be dis-
cussed shortly. −1v +1 is the only free parameter of the
system, and it will serve as a parameter for labeling all the
different soliton solutions. When v=−1 v= +1 the group
velocity of the soliton is equal to the group velocity at the
pump Stokes frequency P S. When L=0—i.e., in the
absence of Coulomb renormalization of the two-photon Rabi
frequency—the solution is real and it is known analytically
from the work of Kaplan and collaborators 15. We repro-
duce it here:
AP,S = aP,Ssech/0 , 39
q = − i tanh/0 , 40
n = n0 sech/0 , 41
with aP= 2/ 1+v1/2, aS= ± 2/ 1−v1/2, n0=−1, and 0
= 1−v21/2 /2. This solution corresponds to solitons with
pulse area equal to . The parameter v determines not only
the common velocity of the two optical components, but also
it uniquely determines their amplitudes. This physically
means that the constraints which the material imposes on the
optical fields are so strong that the soliton family possesses
only one degree of freedom. This drastic reduction of the
number of degrees of freedom in the soliton solutions is
typical of SIT-like solitons 6, and the concept can be for-
mulated more quantitatively using the so-called “area theo-
rems” 6,16,34. It is also important to observe that the
physical mechanism which sustains the soliton is the balance
between the nonlinearity provided by the IVB coherence and
the group velocity mismatch provided by the waveguide. It is
particularly interesting to note that, contrary to physical in-
tuition, the greater is the group velocity mismatch between
the two optical components, the smaller is the optical inten-
sity necessary to excite the solitary wave, because  ap-
pears in the denominator in Eq. 36 17. This is strikingly
different from ordinary nonlinear Schrödinger-like equations,
in which the soliton existence is due to a balance between the
nonlinearity and the group velocity dispersion GVD of the
waveguide 15,16, and can be attributed to the unconven-
tional “gaplike” features of the Raman resonant solitary
waves, as first identified in Ref. 17.
However, for L0 the solution is intrinsically complex
and can only be found numerically, due to the nontrivial
dependence of the complex phase on the population field n.
Examples of the soliton profiles for the pump AP and
Stokes AS waves for some specific values of the parameters
v and L as calculated numerically are shown in Figs. 2a
v=0.3 and L=−0.4 and 2d v=0.3 and L= +5. Physi-
cally relevant semiconductor solitons possess a profile of the
absolute value which is very close to the expression of Eq.
39, due to the specific nature of the boundary conditions
imposed by the initial state of the semiconductor. Other types
of solutions relevant to the case of atomic 3LS’s in Raman
cells or hollow-core photonic crystal fibers are discussed in
Refs. 15–17 and include, for instance, rather unconven-
tional profiles proportional to the square root of a Lorentzian
function, as in the case of hollow-core fibers 16.
It can be seen from Figs. 2a and 2d that for a nonva-
nishing value of L the two optical fields AP,S acquire imagi-
nary parts of opposite signs, shown with dashed lines in the
figures. In Figs. 2b and 2e the macroscopic polarization
field q and the population difference n in correspondence
with the solitary-wave solution considered in Figs. 2a and
2d, respectively, are shown. The population starts from a
value n=−=0, which in our notation means that the LH
band and HH band have an equal population of holes; see
also Fig. 1a and caption. In correspondence with the soliton
center =0, the population undergoes temporary partial in-
version, the extent of which depends on the value of the
parameter L, and comes back to the original condition for
→ +. For L=0 the inversion of population is total at 
=0. Larger values of L imply smaller values of n at the
soliton center, as is evident from comparing Fig. 2b with
Fig. 2e. It is also interesting to observe the evolution of the
coherence field q during the soliton transit blue lines in Figs.
2b and 2e. In order to sustain the resonant soliton,
the coherence field must assume a nonvanishing value at
→−, which is equal to 1 for L=0; in correspondence with
the soliton center there will be a substantial depolarization of
the material which would be total in the ideal case L=0,
followed by a change of sign of the original coherence when
→ +.
In Figs. 2c and 2f we also show the phase space of the
complex profiles of the solitary waves found numerically
from Figs. 2a and 2d.
Figure 3 shows the variation of the soliton area as defined
by Eq. 35 as a function of parameter L, for four different
values of soliton velocity v. Note the symmetric profile of
this curve with respect to the axis L=0. This follows from
the special discrete symmetry due to the simultaneous
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change of sign of L, ImAP,S, and Req in Eqs. 31–34,
which has been already discussed. Thus, even if changing the
sign of L would alter the physical meaning of this parameter
as a dimensionless Debye shift, effectively there would be no
modifications in the soliton dynamics that we are going to
describe in this section.
It is evident that the pulse area for L0 is different from
the value , and it can change considerably for larger values
of L. This is a natural consequence of the renormalization
of the two-photon Rabi frequency contained in the Bloch
equations 33 and 34. Finally, all the curves in Fig. 3 are
independent of the sign of the parameter v, due to the invari-
ance under the transformation v↔−v and aP,S↔aS,P in Eq.
39 and due to the use of the absolute value in the definition
of  in Eq. 35.
One distinguishing feature of the solitons under consider-
ation is the existence of threshold values in energy and pulse
duration for their formation Fig. 4. In Fig. 4a the total
dimensionless energy B, calculated numerically, is shown for
three different values of L see caption as a function of the
soliton parameter v; only a tiny variation of B with L is
observed see inset, which confirms the fact that a nonvan-
ishing value of L mainly modifies the phase of the soliton,
affecting only slightly the profile of the absolute value of the
fields. This figure clearly shows the existence of a minimum
value Bmin for B in the soliton family, very close to the ideal
i.e., for L=0 value of 2, below which no soliton can exist.
The variation of the dimensionless pulse duration 0 with v
of the stationary solutions found numerically is shown in
Fig. 4b, for the same three values of L used in Fig. 4a.
The value of 0 is calculated assuming a profile for AP,S
very close to a functional form of the type sech /01/2
15,16. Here the three lines are coincident, and no soliton
can exist with pulse duration greater than a certain max
1/2. The estimate of the physical values corresponding to
Bmin and max for a realistic experimental configuration is a
critical issue and will be discussed in more detail in Sec. V.
We have simulated the spatial propagation of an intense
laser pulse in a InGaAsP QW with the specifics described in
Sec. V, by using Eqs. 31–34. The initial pulse shape
which is injected numerically into the QW is given by the
following expressions:
FIG. 2. Color online a Profiles of the hyperbolic secant soliton for parameters v=0.3 and L=−0.4. Blue red solid line: real part of
AP AS. Blue red dashed line: imaginary part of AP AS. b Coherence q and population n for the soliton profiles shown in a. The blue
solid line is the real part of q, the blue dashed line is the imaginary part of q, and the red solid line is n. c Phase space of the complex
soliton profiles shown in a. The blue red line corresponds to AP AS. d, e, f Same as a, b, c, respectively, but for a relatively
large value of the local-field parameter, L=5.
FIG. 3. Variation of the soliton area  as defined by Eq. 35,
found numerically by solving the BVP associated with Eqs.
31–34, as a function of L for four representative values of soli-
ton velocity: v=0, v=0.5, v=0.7, and v=0.9.
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AP =  sechf, AS =  sechf , 42
where

  fB21 + 2
1/2
. 43
The ratio between the Stokes and pump input peak ampli-
tudes is regulated by . When =1, the two initial compo-
nents are launched with identical strengths. When 
1 al-
most all energy is contained in the pump pulse AP and no or
small energy is carried by the Stokes pulse AS. Exactly the
opposite is true when 1. The slightly complicated nor-
malization coefficient  given by Eq. 43 has the advantage
that it always gives B as the total dimensionless energy for
the two components given by Eq. 42, irrespective of , so
that one can use B and  as two independent control param-
eters to explore numerically the dynamics of the propagation.
The factor f =1.76 is chosen to match the common experi-
mental practice of specifying the full width at half maximum
FWHM of the pulse 28.
Maxwell’s equations 31 and 32 have been solved using
the split-step Fourier method 28, while for Bloch’s equa-
tions 33 and 34 we have used an Adams-Moulton implicit
algorithm in order to improve the temporal precision, with
the advantage that our code is able to simulate with sufficient
accuracy relatively long propagation distances, if compared
to more conventional algorithms such as the fourth-order
Runge-Kutta method. For our representative numerical re-
sults we have chosen the value L=−0.4 for the local-field
parameter and 1=20.17 for the dephasing parameters,
which correspond to T1=T21 psec, for a pulse duration of
t0200 fsec. A discussion of the origin of the above param-
eters is given in Sec. V, and a brief review of the dynamics
for other values of the parameter L is given at the end of this
section.
The most important dynamics is observed when

1—i.e., when almost all the input energy is contained
into a single initial pulse, which is tuned at the pump fre-
quency P—i.e., at the transition frequency between the LH
valence band and the CB at the  point. Under these condi-
tions one can observe the soliton formation if energy B is
above the threshold value, BBmin2 in dimensionless
units. In Fig. 5a the initial dotted line and final solid line
and dashed lines field amplitudes after a propagation of
=15 are shown. The initial pulse undergoes temporal com-
pression, necessary to overcome the threshold in pulse dura-
tion imposed by the maximum of the curve shown in Fig.
4b. Together with the pulse compression, the Stokes wave
AS, which initially was not excited in the system, grows
FIG. 4. a Total dimensionless energy B as a
function of the soliton parameter v for three dif-
ferent values of L. Solid line: L=−0.4. Dotted
line: L=0. Dashed line: L=0.8. The minimum ex-
citation energy Bmin is equal to the value 2 for
L=0, and it is close to this value for L0. In the
limits v→ ±1, the energy contained in the soliton
diverges to infinity. b Pulse duration 0 of the
soliton as a function of v, calculated numerically
assuming a soliton profile for the absolute value
of the amplitudes of the kind sech /01/2. In
the limits v→ ±1, the soliton becomes indefi-
nitely narrow. The curve is independent of L, and
max=1/2.
FIG. 5. a Snapshot of field amplitudes at =0 dotted line and
=15 dashed line, Stokes wave; solid line, pump wave, when the
QW is pumped with a single field tuned at P=1.4 m, with di-
mensionless energy B=25 corresponding to a physical energy flux
of 104 J /m2 and =10−12 in Eqs. 42 and 43. b Spectral am-
plitude at =0 dotted line and =15 solid line, in the same
pumping conditions of a, showing the spontaneous growth of the
Stokes wave at S=1.48 m from the background noise. Vertical
scale is logarithmic. c Snapshot of the population field n dashed
line and the coherence field q solid line for =15, in the same
pumping conditions of a, showing the typical functional behavior
of the solitary wave of Eqs. 39–41. Depolarization and popula-
tion inversion are not complete in correspondence with the soliton
center, due to the presence of decoherence processes in the Bloch
part of the equations 1,20.17 in Eqs. 33 and 34 and a non-
vanishing value of L see Figs. 2b and 2e. The overall decay of
the polarization is due to the dephasing term proportional to 1/T2 in
Eq. 27. d Pulse area evolution during spatial propagation.
Launching parameters are the same as in a, b, c. The soliton is
well formed for =15 see a, b, and c, but due to gradual loss
of coherence, the two components unlock at 20, and corre-
spondingly the pulse area falls to zero.
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spontaneously until it reaches a certain saturation value, de-
termined by the soliton velocity; see also the expressions for
aP,S given after Eqs. 39–41. This phenomenon is clearly
shown in Fig. 5b, where the spectral amplitudes of the total
electric field for =0 and =15 are plotted. The Stokes field,
the amplitude of which was at the background noise level at
=0, grows spontaneously very quickly during propagation,
saturating at a level determined by the final soliton velocity.
After a propagation distance of 15 solid and dashed lines
in Fig. 5a, the soliton is well formed, together with some
slower remnant waves, the energy of which did not manage
to lock into the soliton. For 20 the solitary wave propa-
gates for some appreciable distance, but eventually the cu-
mulative effect of the dephasing processes prevails and the
pump wave reduces its amplitude continuously, with the con-
sequent final unlocking of the two components. This deter-
mines a soliton “lifetime,” strongly dependent on the precise
values of 1,2 and less strongly on the spectral dependence of
the absorption coefficients P,S.
In Figure 5d the evolution of the pulse area Eq. 35
with  during the soliton formation is also shown. From its
initial arbitrary value,  oscillates around a value of just
below , which is the natural pulse area of the hyperbolic
secant solitons considered here for L=0 15,16; see also
Eqs. 39–41 and Fig. 3. However, at a propagation dis-
tance of about 20, the soliton dies out and the two com-
ponents no longer travel at the same common velocity, with
the consequent fall of the pulse area to zero.
Figure 5c shows a snapshot of the absolute value of the
coherence field q and the population n for =15, showing
that in correspondence with the soliton maximum q and n
have the functional behavior expected from Eqs. 39–41.
A completely different evolution of light is observed nu-
merically in the complementary case 1 not shown
here—i.e., when almost all energy is concentrated into the
Stokes wave AS. Despite this apparently insignificant change
in the pumping conditions, the pump component never man-
ages to grow from the background and the soliton is never
formed.
Finally, it is necessary to discuss the influence of other
values and sign of the local-field parameter L on the dy-
namics of propagation, but still within the case 
1. First of
all it must be said that the salient features of the simulation,
such as output spectra and absolute values of all fields of
interest, are independent of the sign of L, due to the symme-
try mentioned in Sec. III. For L close to zero, we obviously
recover the “ideal” case of the solitons of Kaplan et al., with
real profiles, the dynamics of which has already been dis-
cussed extensively in Ref. 16. Increasing the magnitude of
L, nonsolitonic waves are continuously generated just on
the right of the soliton, on the retarded part of the time axis.
These remnant waves are detrimental to the soliton propaga-
tion and lead to an additional source of destabilization for the
solitary wave. In Fig. 6a the amplitudes AP,S for =15 are
shown for a simulation with parameters and input conditions
exactly analogous to the simulation performed in Fig. 5, but
for a relatively large value of the local-field parameter, L
=5. Figure 6b shows the population and coherence fields at
=15, and one can see that only a small and very partial
population “inversion” occurs in correspondence with the
soliton peak, while there is an unnoticeable change in the
polarization of the material. Also, it is evident in Fig. 6c,
where the evolution of the pulse area during the propagation
is shown, that the pulse area reaches a maximum at 3, but
steadily goes down with propagation, which is an indication
of the soliton destabilization and decay.
In conclusions, large values of L lead to a more confus-
ing solitons dynamics, due to the generation of remnant
waves from the input pulse.
IV. CONTINUUM GENERATION IN DOUBLE-PUMPING
CONDITIONS
When the QW is pumped with both pump and Stokes
fields with comparable intensity 1, the development of
a relatively broad frequency continuum in the semiconductor
can be observed in the simulations. It has been recently
FIG. 6. a Snapshot of field amplitude at =0 dotted line and =15 dashed line, Stokes wave; solid line, pump wave, in the same
pumping conditions of Fig. 5, but with L=5. This relatively large value of L produces oscillating waves on the right of the soliton, which
prove to be detrimental for the soliton propagation and lead to a rapid decay of the solitary wave. b Snapshot of the population field n
dashed line and the coherence field q solid line for =15, in the same pumping conditions and parameters as in a. The population
inversion in correspondence with the soliton peak is very mild, and the polarization change in the material near the soliton center is very
small. The overall decay of the polarization is due to the dephasing term proportional to 1/T2 in Eq. 27. c Pulse area evolution during
spatial propagation, in the same conditions as in a and b. After reaching a maximum at around 3, the pulse area goes down steadily,
which is an indication of soliton decay.
BIANCALANA et al. PHYSICAL REVIEW A 73, 063826 2006
063826-10
shown in the literature both numerically and experimen-
tally that the appearance of a supercontinuum in optical fi-
bers is mainly due to multiple-soliton generation and -soliton
splitting, which give rise to an explosive nonlinear evolution
and the consequent generation of light in a broad range of
frequencies 35. The continuum is broader and flatter in
frequency space when the optical fiber is pumped with ul-
trashort, femtosecond light pulses and under anomalous dis-
persion conditions, where the formation of multiple solitons
is favorable 16,35.
We have simulated the propagation of two pulses in the
QW tuned at P and S, respectively. The resulting spectrum
after a spatial propagation of 15 dispersion lengths corre-
sponding to 9 mm for the specific configuration and materi-
als described in Sec. V is reproduced in Fig. 7b. The initial
spectrum is indicated with a dashed line and the final spec-
trum with a solid line; the spectral amplitudes are repre-
sented by a logarithmic scale on the vertical axis. The total
dimensionless energy of the input pulses was B=100 corre-
sponding to a physical total energy flux of 420 J /m2, and
the FWHM of pump and Stokes was taken to be t0
=200 fsec. An appreciable continuum generation spanning
more than 200 nm is observed. Figure 7a shows the absorp-
tion spectra for the pump wave TM mode, solid line and
for the Stokes wave TE mode, dashed line, as calculated
using a free-carrier approximation for the band structure see
also Sec. V for further explanations. Also, the polarization
of the continuum is shown in Figs. 7c and 7d, where a
contour plot of the evolution of the optical fields as a func-
tion of propagation distance is given for the two polarization
states.
Future studies will determine quantitatively the degree of
phase coherence of the continua of the kind shown in Fig.
7b generated by resonant solitons in QW’s, as opposed to
the ones generated by off-resonance nonlinearities which act
in optical fibers 35.
V. PROPOSED GEOMETRY AND MATERIALS
Here we propose an experimental configuration and a ma-
terial composition for the QW and surrounding barrier, for
which the approximations used throughout the text are rea-
sonably valid. Numerical values of the parameters calculated
in this section have been used in all the simulations of Secs.
III and IV.
The structure considered is based on the InGaAsP mate-
rial system composition of the well, 56% In, 44% Ga, 95%
As, 5% P; composition of the barrier, 79% In, 21% Ga, 45%
As, and 55% P. The width of the well is L0=45 Å.
In Fig. 8a the band structure of the QW considered
above is shown, as calculated using an eight-band k · p theory
36 and using material parameters from Ref. 37. The en-
ergy of the bands is shown on the vertical axis, normalized
with the gap energy Egap i.e., the energy separation between
the HH1 band and the CB1 band at the  point in Fig. 8a,
while on the horizontal axis the parallel wave vector k is
shown, normalized with the well width L0. For this structure
Egap=0.886 eV, which corresponds to the optical wavelength
FIG. 7. Color online a Absorption spectra for TE dotted
line and TM solid line modes, shown in dimensionless units
P,Sz0, as calculated using momentum matrix elements derived
from k · p theory 38. b Generation of an optical continuum from
a InGaAsP QW pumped with two input fields with equal amplitude,
=1. On the vertical axis in logarithmic scale the spectral ampli-
tude in arbitrary units is shown. P=1.4 m, S=1.48 m, and t0
=200 fsec. The total dimensionless energy is B=100, corresponding
to a physical energy flux of 420 J /m2. Dashed line: initial spectrum.
Solid line: spectrum after a propagation of =15, corresponding to
9 mm, using the specifics proposed in Sec. V. c Evolution of the
optical field in the TE polarization as a function of propagation
distance, in the same conditions of a and b. color scale is loga-
rithmic. d Same as c but for the TM polarization.
FIG. 8. Color online a Band structure of the InGaAsP QW
considered in Sec. V, calculated for room temperature. All energies
are shifted by the arbitrary value EHH1, which is the physical energy
of the HH1 band at the  point see also Fig. 1a. b Enlargement
of the valence band structure of a. c Dipole matrix elements for
the optical transitions between the relevant bands, TE mode. Matrix
elements corresponding to different transitions CB1-HH1, black
dashed line; CB1-LH1, red solid line; CB1-HH2, green dotted line;
HH1-LH1, blue dash-dotted line are indicated with arrows. d
Same as c but for the TM mode.
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S=1.48 m. The energy separation between the LH1 band
and CB1 band at the  point corresponds to the wavelength
P=1.4 m. The separation between the HH1 band and LH1
band is calculated to be 12=51 meV, which corresponds to
12.36 THz in frequency. The condition 12
Egap is therefore
well satisfied, and the decoupling of the CB1 from the LH1-
HH1 system described by Eqs. 16 and 17 represents an
excellent approximation.
The calculated material refractive index at P is nP
3.681, and the index at S is nS3.652. The superficial
density of carriers is assumed to be N2d8.5
1014 particles/m3, corresponding to a volume density of
N3d1.81023 particle/m3. The coefficient which appears
in the scaling of the optical fields in Eq. 30 has the value
˜1/25.4107 V/m and =0.05 for 0.1/c. This lat-
ter value for  is calculated from the waveguide disper-
sion of the slab created by the QW and the barriers in Fig.
1b. The common value of P /nP and S /nS used in Eqs.
25 and 26 is 460 m−1. The temporal scale used to scale
time in Eqs. 29 is given by t0200 fsec. It follows that the
threshold value for the soliton width is tmax=maxt0
100 fsec, so that an initial pulse will be compressed below
this value before locking to a solitary wave.
The Debye shift V for this structure and materials is esti-
mated by using standard expressions for the screened-
exchange and Coulomb-hole self-energy see, for instance,
pp. 98–99 of 19, and 33. Here we use the value V
−10 meV, which gives L−0.4 if using t0200 fsec as
reference pulse duration. Also, the dipole moment d used in
the expressions for the Rabi frequencies is d6 Åe0,
where e0 is the electron electric charge.
The relative strength of the optical transitions between the
various bands are shown in Figs. 8c and 8d, respectively,
for the TE and TM modes propagating in the QW. From
these latter figures it is possible to deduce the optimal polar-
ization for the pump and Stokes fields. The transition be-
tween the CB1 and LH1 levels is stronger around the  point
if the field associated with this transition is TM polarized, as
can be seen from the red solid line of Fig. 8d. At the same
time, for the same polarization, the transition strength be-
tween CB1 and HH1 is relatively weak with respect to CB1-
LH1, at least for a region of wave vectors localized around
k ·L00; see the black dashed line in Fig. 8d. On the other
hand, the transition strength between CB1 and HH1 is fa-
vored if the field associated with this transition is TE polar-
ized, while the transition is less intense if the TE polarization
is chosen for the CB1-LH1 transition. We can therefore con-
clude that the logical configuration corresponds to the pump
field AP, at P TM polarized and the Stokes field AS, at
SP TE polarized. The same conclusion can be drawn
from analyzing the strength of the transitions in Fig. 8c. It
is also important to note that the intervalence dipole transi-
tion strength between HH1 and LH1 in the two polarizations
is very small and negligible with respect to the other transi-
tions see the blue dash-dotted lines in Figs. 8c and 8d,
which makes the intervalence band transition physically very
similar to a Raman process 15,16. Figure 7a shows the
free carrier absorption spectra for the TE and TM modes, as
calculated using the k · p momentum matrix elements 38
and with a hyperbolic secant broadening introduced of width
6.6 meV.
The coherent preparation of the QW hole population can
be induced using experimental techniques similar to those
used for molecular systems; see also 39 and references
therein.
It has been demonstrated numerically in Sec. III that, for
the parameters given there, dimensionless propagation dis-
tances of the order of 10 dispersion lengths are necessary to
observe the soliton formation; see also Fig. 5 and caption.
Choosing the reference pulse duration as t0200 fsec, the
first-order dispersion length will be of the order of z0
0.6 mm. This already indicates that observation of solitary
waves with the proposed geometry and materials can only
occur if the physical propagation distance is at least 5 mm or
greater. As a consequence, we consider here only the in-
plane geometry—i.e., when the propagation of light is paral-
lel to the plane of the QW—instead of the traditional normal
incidence configuration see Fig. 1b and caption.
Finally, and most importantly, the threshold energy flux
for soliton generation must be estimated. In dimensionless
units this energy is given by B2; see Eqs. 39–41 and
Fig. 4a. In physical units this corresponds to the value F
26 J /m2.
VI. CONCLUSIONS
In this paper we have investigated numerically the possi-
bility for the physical excitation in InGaAsP QW’s of a spe-
cial class of one-parameter solitons, first discovered theoreti-
cally by Kaplan et al. in the different context of Raman cells
filled with a Raman-active gas 15 and further developed in
the strongly dispersive case of hollow-core photonic crystal
fibers in Refs. 16,17. Following a procedure analogous to
that of Ref. 31, we have first derived a set of effective
equations for the macroscopic observables q and n Eqs.
31–34 from the semiconductor Bloch equations Eqs.
7–13, using a phenomenological reduction which makes
use of the Debye shift to quantify the local electric field due
to many-body renormalization effects.
The preparation of the QW in a state where the LH and
HH bands are initially populated with an equal number of
holes permits the excitation of solitons with a hyperbolic
secant profile, which are in principle very difficult to excite
in atomic 3LS’s. The thresholds in pulse energy and pulse
duration have been also determined. Detailed numerical
simulations have shown that the soliton can be efficiently
generated by launching a strong pulse at the resonance fre-
quency between the LH band and CB band at the  point; the
conditions of low temperature will increase the soliton life-
time considerably.
Finally, in the numerical simulations we have found that
by launching the pump pulse and the Stokes pulse together
with equal or similar intensity, a continuum of at least a
200-nm bandwidth can be generated efficiently in a few mil-
limeters of propagation.
We conclude that further exploration of the nonlinearities
which occur in resonant multiphoton transitions in semicon-
ductor materials may lead to the discovery of the existence
of completely new and unconventional solitary waves, of the
kind described in the present paper.
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