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Abstract
In linearized gravity, two linearized metrics are considered gauge-equivalent, hµν ∼ hµν +
Kµν [v], when they differ by the image of the Killing operator, Kµν [v] = ∇µvν + ∇νvµ. A
universal (or complete) compatibility operator for K is a differential operator K1 such that
K1 ◦K = 0 and any other operator annihilating K must factor through K1. The components
of K1 can be interpreted as a complete (or generating) set of local gauge-invariant observables
in linearized gravity. By appealing to known results in the formal theory of overdetermined
PDEs and basic notions from homological algebra, we solve the problem of constructing the
Killing compatibility operator K1 on an arbitrary background geometry, as well as of extending
it to a full compatibility complex Ki (i ≥ 1), meaning that for each Ki the operator Ki+1 is its
universal compatibility operator. Our solution is practical enough that we apply it explicitly in
two examples, giving the first construction of full compatibility complexes for the Killing oper-
ator on these geometries. The first example consists of the cosmological FLRW spacetimes, in
any dimension. The second consists of a generalization of the Schwarzschild-Tangherlini black
hole spacetimes, also in any dimension. The generalization allows an arbitrary cosmological
constant and the replacement of spherical symmetry by planar or pseudo-spherical symmetry.
1 Introduction
An important aspect of General Relativity is its invariance under diffeomorphisms, also called
gauge transformations of this theory. Of course, this invariance survives linearization about some
fixed background metric g and the linearized diffeomorphisms (or linearized gauge transformations)
change the linearized metric as hab 7→ hab + Kab[v], where Kab[v] = ∇avb + ∇bva is the Killing
operator with respect to the background metric g. Solutions of the Killing equation K[v] = 0
are Killing vectors va. Because two linearized metric configurations are considered physically
equivalent if they differ only by a linearized gauge transformation, an inescapable part of the study
of linearized gravity (linearized General Relativity) is the need to separate gauge and physical
degrees of freedom; the latter essentially parametrize equivalence classes of linearized metrics under
linearized gauge transformations.
A local gauge-invariant observable is a differential operator O[h] such that O[K[v]] = 0 for an
arbitrary argument va. Clearly, such differential operators have many potential applications in
linearized gravity and, not surprisingly, their study has a long history [30]. While not all useful
gauge-invariant observables O[h] are local (where O is local if it is a differential, rather than an
integral, operator), the local ones are distinguished by the property that they preserve supports,
suppO[h] ⊆ supph, which helps to disentangle the gauge-invariant information contained in h
from infrared or asymptotic properties of h. Further discussion of these issues, with brief surveys
of previous work, can be found [12], in the context of cosmological perturbations, and in [27, 1], in
the context of black hole perturbations.
In this work, we are interested in the problem of explicitly constructing complete (or gen-
erating) sets of local gauge-invariant observables on spacetime backgrounds of physical interest.
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Completeness refers to the ability to express any local gauge-invariant observable in terms of linear
combinations of derivatives of a given set. For technical reasons [19, 20], it also becomes impor-
tant to identify complete sets of differential relations between them, complete sets of differential
relations between these differential relations, and so on. Phrased in mathematical terms, given
a background metric g, we are interested in constructing a (full) compatibility complex for the
corresponding Killing operator K[v], where full refers to the continuation of the sequence of differ-
ential relations until it terminates (becomes identically zero), a property that is usually required
implicitly.
An unfortunate aspect of the study of local gauge-invariant observables O[h] is that their
structure depends strongly on the background metric g, since the Killing operator K[v], which
determines the structure of gauge-equivalence classes, depends on g in an essential way. Thus, in
principle, this problem needs to be attacked anew for each background metric of interest. Unfor-
tunately, a full solution (a complete set of gauge-invariants, relations between them, etc.) can be
found in the literature only in very few cases, even if we restrict ourselves only to the construction
of complete sets of gauge-invariants (and not relations between them, etc.). To our knowledge,
the full Killing compatibility complex is known only for flat (Minkowski) and constant curvature
(de Sitter or anti-de Sitter) spacetimes [20]. In principle, the methods of [13, 14] could have been
used to generate the compatibility complex on locally symmetric spacetimes (those with a covari-
antly constant Riemann tensor), but to our knowledge they have never been explicitly elaborated
in the Lorentzian setting [6]. In addition, complete sets of local gauge-invariant observables are
known only for cosmological (inflationary FLRW) spacetimes in any dimension, due to the recent
construction in [11, 8, 12], and for the 4-dimensional Kerr black hole, as recently highlighted in [1].
Full proofs of the results announced in [1] will appear in [2] and will be based on the methods to
be presented in this work.
The major obstacle to solving the problem that we have posed (the construction of a compat-
ibility complex for the Killing operator) has so far been proving completeness (of a set of gauge-
invariants, of a set of relations between them, etc.). In the flat and constant curvature cases, the
proof was basically due to Calabi [7, 20], and was specific to those geometries. In the cosmological
case, the proof is due to [11], but is somewhat ad-hoc and without clear generalizations.
The main innovation in this work is the application of methods from the formal theory of
PDEs [28, 16, 26] and homological algebra [33] to the problem of constructing Killing compatibility
complexes. In fact, a method for systematically constructing a complete compatibility operator for
any overdetermined linear differential operator (under mild regularity conditions) has been known
for a long time [16] (in fact, it was this method that was applied in [13, 14]). Unfortunately, it
is rather cumbersome to apply directly. There do exist computer algebra implementations of this
method [5], but they suffer from the problem that the input and output of this computer algebra
construction must be matrices of scalar differential operators written in some explicit coordinates,
which often destroys any manifest symmetry or other structure that the original linear differential
operator had. This is certainly an undesirable feature when dealing with the Killing operator
on a spacetime with some symmetry, product or warped product structure. However, there is a
significant simplification of the general systematic construction when we restrict our attention to
differential operators of finite type, of which the Killing operator is an example. We will take full
advantage of this simplification, together with some basic notions from homological algebra, to give
a practical sufficient condition (Lemma 4) for the completeness of a given set of local gauge-invariant
observables in linearized gravity (or more generally, the completeness of a compatibility operator
for any operator). In practice, this criterion also leads to a way to construct (Theorem 9) the
full Killing compatibility complex (or more generally, the compatibility complex for any operator
of finite type), which can preserve various structural properties of a given background spacetime
geometry.
In Section 2, we introduce some ideas from homological algebra, applied to linear differential
operators, and use it to show how to explicitly construct a compatibility complex for a PDE of
finite type. This technique is applied to the Killing equation in Section 3, with some examples. In
particular, we treat in detail the examples of spacetimes of constant curvature (Section 3.1), cos-
mological FLRW spacetimes (Section 3.2) and Schwarzschild-Tangherlini black holes (Section 3.3).
In all examples, we keep the spacetime dimension n general (that is, we allow at least n ≥ 4). The
results of Sections 3.2 and 3.3 are new. Finally, we conclude with a discussion of further work in
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Section 4.
Whenever speaking of differential operators, we will specifically mean a linear differential oper-
ator with smooth coefficients acting on smooth functions. We will denote the composition of two
differential operators K and L by K ◦ L, or simply by KL, if no confusion is possible.
2 Compatibility operators
We start by introducing some basic notions from homological algebra [33].
Definition 1. A (possibly infinite) composable sequence Kl of linear maps, l = lmin, . . . , lmax, such
that Kl+1 ◦ Kl = 0 when possible, is called a (cochain) complex. Given complexes Kl and K ′l a
sequence Cl of linear maps, as in the diagram
· · · • • • • · · ·
· · · • • • • · · ·
Kl−1
Cl−1
Kl
Cl
Kl+1
Cl+1 Cl+2
K′l−1 K
′
l K
′
l+1
, (1)
such that its squares commute, that is K ′l ◦ Cl = Cl+1 ◦Kl when possible, is called a cochain map
or a morphism between complexes. A homotopy between complexes Kl and K
′
l (which could also
be the same complex, Kl = K
′
l) is a sequence of morphism, as the dashed arrows in the diagram
· · · • • • • · · ·
· · · • • • • · · ·
Kl−1
Cl−1
Kl
Cl
Hl−1
Kl+1
Cl+1
Hl
Cl+2
Hl+1
K′l−1 K
′
l K
′
l+1
, (2)
and the sequence of maps Cl = K
′
l−1 ◦ Hl−1 + Hl ◦ Kl is said to be a morphism induced by the
homotopy Hl. An equivalence up to homotopy between complexes Kl and K
′
l is a pair of morphisms
Cl and Dl between them, as in the diagram
• • • •
• • • •
H˜lmin−1
Klmin
Clmin
· · ·
Hlmin
Kl
Cl
· · ·
Cl+1
Hl
Klmax
Clmax+1
Hlmax
H˜lmax+1
H˜′lmin−1 K′lmin
Dlmin
· · ·
H′lmin
K′l
Dl
· · ·
Dl+1
H′l
K′lmax
Dlmax+1
H′lmax
H˜′lmax+1
, (3)
such that Cl and Dl are mutual inverses up to homotopy (Hl and H
′
l), that is
Dl ◦ Cl = id−Kl−1 ◦Hl−1 −Hl ◦Kl, (4)
Cl ◦Dl = id−K ′l−1 ◦H ′l−1 −H ′l ◦K ′l , (5)
with the special end cases
Dlmin ◦ Clmin = id− H˜lmin−1 −Hlmin ◦Klmin , Klmin ◦ H˜lmin−1 = 0, (6)
Clmin ◦Dlmin = id− H˜ ′lmin−1 −H ′lmin ◦K ′lmin , K ′lmin ◦ H˜ ′lmin−1 = 0, (7)
Dlmax+1 ◦ Clmax+1 = id−Hlmax ◦Klmax − H˜lmax+1, H˜lmax+1 ◦Klmax = 0, (8)
Clmax+1 ◦Dlmax+1 = id−H ′lmax ◦K ′lmax − H˜ ′lmax+1, H˜ ′lmax+1 ◦K ′lmax = 0, (9)
where the H˜ maps are allowed to be arbitrary, as long as they satisfy the given identities.
Note that our definition of equivalence up to homotopy between complexes of finite length is
set up in a way that allows an equivalence between longer complexes to be truncated and still
remain an equivalence.
Next, we restrict our attention to the case where all maps are given by differential operators.
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Definition 2. Given a differential operator K, any composable differential operator L such that
L ◦K = 0 is a compatibility operator for K. If K1 is a compatibility operator for K, it is called
complete or universal when any other compatibility operator L can be factored through L = L′ ◦K1
for some differential operator L. A complex of differential operators Kl, l = 0, 1, . . . is called a
compatibility complex for K when K0 = K and, for each l ≥ 1, Kl is a complete compatibility
operator for Kl−1.
Definition 3. Given a (possibly infinite) complex of differential operators Kl, l = lmin, lmin +
1, . . . , lmax, we say that it is locally exact at a point x when, for every lmin < l < lmax, for
every smooth function fl defined on an open neighborhood U 3 x such that Kl[fl] = 0, there
exists a smooth function gl−1 defined on a possibly smaller open neighborhood V 3 x such that
fl = Kl−1[gl−1]. Locally exact (without specifying a point x) means locally exact at every x.
Note that a complete compatibility operator, say K1, need not be unique. But, by its universal
factorization property, any two compatibility operators, say K1 and K
′
1, must factor through each
other, K1 = L1 ◦K ′1 and K ′1 = L′1 ◦K1 for some differential operators L1 and L′1.
Given two composable operators, K and K1, the compatibility condition K1 ◦K = 0 is very
easy to check. On the other hand, it may be quite challenging to check completeness/universality.
One way to do it is to compare K and K1 with another pair of operators which are already known
to satisfy the universality condition.
Lemma 4. Consider two complexes of differential operators Kl and K
′
l , for l = 0, 1. If these
complexes are equivalent up to homotopy, as in the diagram
• • •
• • •
K0
C0
K1
C1
H0
C2
H1
K′0
D0
K′1
D1
H′0
D2
H′1
, (10)
where we really only require all squares to be commutative and the identities D1 ◦ C1 = id−K0 ◦
H0−H1 ◦K1 and C1 ◦D1 = id−K ′0 ◦H ′0−H ′1 ◦K ′1 to hold, then K1 is universal iff K ′1 is universal.
Furthermore, the complex Kl, l = 0, 1, is locally exact iff the complex K
′
l , l = 0, 1, is locally
exact.
Proof. Without loss of generality, assume that K ′1 is universal. Let L ◦K0 = 0. Then (L ◦D1) ◦
K ′0 = L ◦ K0 ◦ D0 = 0. By universality of K ′1, there exists a differential operator L′ such that
L ◦D1 = L′ ◦K ′1. Recall that from our hypotheses that D1 ◦ C1 = id −K0 ◦H0 −H1 ◦K1. But
then
L = L ◦ (D1 ◦ C1 +K0 ◦H0 +H1 ◦K1)
= L′ ◦ (K ′1 ◦D1 ◦ C1) + (L ◦H1) ◦K1
= (L′ ◦D2 ◦ C2) ◦K1 + (L ◦H1) ◦K1 = L′′ ◦K1,
where L′′ = L′ ◦D2 ◦ C2 + L ◦H1. This demonstrates the universality of K1.
Next, without loss of generality, assume that K ′l is locally exact. Pick a point x, an open neigh-
borhood U 6= x, and a smooth function f such that K1[f ] = 0. Then K ′1[C1[f ]] = C2[K1[f ]] = 0.
Hence, by local exactness, there exists a smooth g′ defined on a possibly smaller open neighborhood
V 3 x such that K ′0[g′] = C1[f ]. Setting g = D0[g′] +K0[H0[f ]] on V 3 x, direct calculation shows
that
K0[g] = K0[D0[g
′]] +K0[H0[f ]] = D1[K ′0[g
′]] +K0[H0[f ]]
= D1 ◦ C1[f ] +K0[H0[f ]] = f −H1[K1[f ]]
= f, (11)
which shows that the Kl complex is also locally exact.
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Next, we will show how to construct a universal compatibility operator for a differential operator
K if it is equivalent, in the sense of a complex consisting of one operator, to some operator with a
known universal compatibility operator.
Lemma 5. Consider differential operators K0 and K
′
0. Suppose that K0 and K
′
0 are equivalent
up to homotopy, in the sense of the diagram
• •
• •
H˜
K0
C0 C1
H0
H˜′
K′0
D0 D1
H′0
, (12)
where we require all squares to be commutative and the identities D0 ◦ C0 = id − H˜ − H0 ◦ K0,
C0 ◦ D0 = id − H˜ ′ − H ′0 ◦ K ′0 to hold, with K0 ◦ H˜ = 0 and K ′0 ◦ H˜ ′ = 0. Then, if a universal
compatibility operator K ′1 for K
′
0 is known, we can complete the above diagram to the following
equivalence up to homotopy
• • •
• • •
K0
C0
K1=
id−K0◦H0−D1◦C1
K′1◦C1

C1
H0
C2=
[
0 id
]H1=
[
id 0
]
K′0
D0
K′1
D1
H′0
D2=
 D′2
id−K′1◦H′1

H′1
, (13)
with some differential operators H ′1, D
′
2.
Proof. From our hypotheses, C0 and D0 are mutual inverses, up to a homotopy correction. Our
first observation is that the same property then holds for C1 and D1. Namely,
(id−K0 ◦H0 −D1 ◦ C1) ◦K0 = K0 −K0 ◦H0 ◦K0 −K0 ◦ (D0 ◦ C0)
= K0 ◦ (id−H0 ◦K0 −D0 ◦ C0)
= K0 ◦ H˜ = 0, (14)
(id−K ′0 ◦H ′0 − C1 ◦D1) ◦K ′0 = 0, (15)
where the second identity is completely analogous to the first one. Then we also have
(id−K0 ◦H0 −D1 ◦ C1) ◦D1 ◦K ′0 = (id−K0 ◦H0 −D1 ◦ C1) ◦K0 ◦D0 = 0. (16)
Since we know that K ′1 is a universal compatibility operator for K
′
0, there must exist differential
operators H ′1 and D
′
2 such that
id−K ′0 ◦H ′0 − C1 ◦D1 = H ′1 ◦K ′1, (17)
(id−K0 ◦H0 −D1 ◦ C1) ◦D1 = D′2 ◦K ′1. (18)
Next, defining the operators K1, H1, C2 and D2 as in the diagram (13), the remaining identities
needed to show that this diagram is a homotopy equivalence are
D1 ◦ C1 = id−K0 ◦H0 −H1 ◦K1, (19a)
C2 ◦K1 = K ′1 ◦ C1, (19b)
D2 ◦K ′1 = K1 ◦D1, (19c)
(id−K1 ◦H1 −D2 ◦ C2) ◦K1 = 0, (19d)
(id−K ′1 ◦H ′1 − C2 ◦D2) ◦K ′1 = 0. (19e)
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The last two, (d) and (e), follow from the same argument as in the first paragraph of this proof.
The first two, (a) and (b), follow from direct calculation and the identities that we have already
established earlier in the proof. To get (c), it remains to check the following identity
(K ′1 ◦ C1) ◦D1 = K ′1 ◦ (id−K ′0 ◦H ′0 −H ′1 ◦K ′1) = (id−K ′1 ◦H ′1) ◦K ′1. (20)
This completes the proof.
Definition 6. A flat (linear) connection ∇ gives rise to a complex d∇l , l = 0, 1, . . . , n, . . ., with
d∇0 = ∇ and d∇l = 0 for l ≥ n, the (∇-)twisted de Rham complex. The equation ∇f = 0 is called
the (∇-)flat section equation.
Definition 7. A differential operator K defines a PDE of finite type K[f ] = 0, when K0 = K
is equivalent to a flat connection K ′0 = ∇, in the sense of one operator complexes (Definition 1),
with the extra requirement that H˜−1 = 0 and H˜ ′−1 = 0.
Once we know that we are faced with a PDE of finite type, we can exploit its equivalence to
the equation for ∇-flat sections, together with our preceding results and the following well known
proposition.
Proposition 8. Given a flat connection ∇, the corresponding twisted de Rham complex d∇l , l =
0, 1, . . . , n, . . . is locally exact and is also a compatibility complex for ∇ = d∇0 .
Theorem 9. Let K[f ] = 0 be PDE of finite type. Then, starting from an equivalence of K with
a flat connection ∇, we can explicitly construct a locally exact compatibility complex Kl for K,
l = 0, 1, . . ..
Proof. The proof is by induction. Setting K0 = K and K
′
0 = ∇ = d∇0 , the finite type hypothesis
implies that we can satisfy the hypotheses of Lemma 5 and extend the equivalence of K0 and K
′
0 to
an equivalence of Kl and K
′
l , l = 0, 1, with K1 explicitly constructed. Suppose, inductively, that we
have an equivalence up to homotopy between the complexes Kl and K
′
l = d
∇
l , l = 0, 1, . . . ,m, for
some m > 0. Iterating the previous argument, we can extend it to an equivalence up to homotopy
between the complexesKl andK
′
l = d
∇
l , l = 0, 1, . . . ,m+1, whereKm+1 is an explicitly constructed
as in Lemma 5.
Since the above construction of the complex Kl, l = 0, 1, . . ., comes with an equivalence up to
homotopy with the twisted de Rham complex K ′l = d
∇
l , l = 0, 1, . . ., Lemma 4 and Proposition 8
allow us to conclude that Kl is both locally exact and is a compatibility complex for K. That is,
K1 is a universal compatibility operator for K0 = K and Kl+1 is a universal compatibility operator
for Kl, for l > 1.
Note that, even though the twisted de Rham complex d∇l terminates after l = n, or rather
becomes trivial d∇l = 0 for l ≥ n, the result of Theorem 9 is not guaranteed to produce a complex
that eventually terminates in the same way. For instance, the simple example K = id, produces
the complex Kl, l = 0, 1, . . ., where K2k = id and K2k+1 = 0, with the source and target of every
operator Kl being the same as for K. Of course, in this simple example, we can force this complex
to terminate by setting the target of K1 = 0 to be zero dimensional, and setting Kl = 0 as a map
between zero dimensional spaces, for each l > 1.
Since our goal is not a fully algorithmic construction of compatibility complexes, but rather one
where human intervention is allowed along the way, we can apply similar simplifications at each
step of the iterative construction given in the proof of Theorem 9. At each step, before proceeding
to the next one, having obtained the operator Kl+1, we can replace it by a potentially simpler
operator K˜l+1 without breaking its universality property. Here, a trivial, but helpful, observation
is that an operator K˜l+1 such that Kl+1 = K˜
′
l+1 ◦K˜l+1 is a universal compatibility operator for Kl
whenever Kl+1 is. This way, on general principles, we expect to be able to produce a compatibility
complex Kl, l = 0, 1, . . ., that becomes trivial Kl = 0 for l > n.
We will not try to give a rigorous proof of the fact that we can always produce a compatibility
complex Kl that trivializes to Kl = 0 for l > n. Instead, in the next section, we will present
examples of PDEs of finite type with compatibility complexes of finite length. In each case,
we will give an explicit equivalence up to homotopy of a given complex to a twisted de Rham
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complex, which together with Lemma 4 and Proposition 8 serves as a witness to the fact that it is
a compatibility complex. However, the reader should understand that this compatibility complex
was produced by the construction given in the proof of Theorem 9, with intermediate simplifications
as described above.
3 Killing equation
Consider an n-dimensional (pseudo-)Riemannian manifold (M, g), with Levi-Civita connection ∇.
In Lorentzian signature, we refer to (M, g) as a spacetime. The Killing equation is an equation on
sections v ∈ Γ(TM), namely
Kab[v] = ∇avb +∇bva = 0. (21)
The Lie derivative identity K[v] = Lvg implies that solutions of the Killing equations are infinites-
imal isometries of (M, g). In the context of linearized gravity (that is, the theory of linearized Ein-
stein equations), metric perturbations h ∈ Γ(S2T ∗M) are grouped into gauge equivalence classes,
h ∼ h + K[v] for v ∈ Γ(TM). A differential operator L[h] such that L ◦K = 0, a compatibility
operator for K in the terminology of Section 2, is interpreted as a (local) gauge-invariant observable
or gauge-invariant field combination [30]. The components of a complete compatibility operator
K1 for the Killing operator K can be interpreted, by the universality property, as a generating set
for all gauge-invariants, also known as a complete set of gauge-invariant observables.
It is well known that the Killing equation is of finite type (Definition 7), provided a regularity
condition holds. The quickest way to see that is to put it into the so-called tractor form [9] or
the form of the Killing transport equation [15, App.B]. Namely, we have the equivalence up to
homotopy
va hab
[
va
w[bc]
] [
va1:a
wa1:[bc]
]
va 7→ Kab[v]
va 7→
[
va∇[bvc]
]
hab 7→
[
hab
∇[bhc]a
]
0
[
va
w[bc]
]
7→ Ta1
[
va
w[bc]
]
[
va
w[bc]
]
7→ va
[
va1:a
wa1:[bc]
]
7→ 2v(a:b)
[
va1:a
wa1:[bc]
]
7→
[
0
−v[b:c]
] , (22)
where the connection operator1 is
Ta1
[
va
w[bc]
]
=
[ ∇a1va − w[a1a]
∇a1w[bc] +Ra1dbcvd
]
, (23)
which uses the Riemann tensor2 Rabc
dvd = 2∇[a∇b]vc. We should mention that the : appearing
for instance in wa1:[bc] or v[b:c] is only there to visually separate particular groups of indices. Also,
we use square brackets to indicate that some of the tensors must have anti-symmetrized indices
from the outset.
To check the commutativity of the square with downward arrows, first note that for wbc =
∇[bvc] = ∇bvc − 12Kab[v] we have
2∇[awb]c −Rabcdvd = −∇[aKb]c[v]. (24)
1The form of this connection was already derived in [15, Eq.(B.2)], though there it has a typo. The sign of
Ra1dbcv
d is opposite compared to ours.
2We follow the curvature conventions of [32].
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Then, the antisymmetry wcb = −wbc and the algebraic Bianchi identity R[abc]d = 0 allow us to
write
2(∇awbc +Radbcvd) = (2∇[awb]c −Rabcdvd)− (2∇[bwc]a −Rbcadvd) + (2∇[cwa]b −Rcabdvd)
= 2∇[bKc]a[v]. (25)
In general, the connection Ta is not a flat. In fact, it is flat iff (M, g) is of constant curvature,
Rabcd = α(gacgbd − gadgbc) for some constant α. However, when the solutions of T[v, w] = 0
span a vector bundle, the restriction of T to this sub-bundle (which could be of rank zero) is flat
and the corresponding flat section equation is equivalent to the original Killing equation, hence
implying its finite type. Thus, the required regularity condition is that the solutions of the Killing
equation, in tractor form, span a sub-bundle. Or, equivalently, the pointwise dimension of the
span of these solutions is constant. However, in special cases, this particular way of reducing the
Killing operator to a flat connection may not be the preferred one, and a different reduction might
be more convenient.
Consider a tensor T [g] built covariantly out of the metric g, the Riemann tensor R, and the
covariant derivatives ∇R, ∇∇R, . . . . Define its linearization T˙ about g by the identity T [g+εh] =
T [g] + εT˙ [h] +O(ε2). Recall the standard identity between the Lie derivative, T and T˙ :
LvT [g] = T˙ [Lv[g]] = T˙ [K[v]], (26)
where LvT b···a··· = vc∇cT b···a··· + T b···c···∇avc − T c···a···∇cvb + · · · , (27)
which guarantees that T˙ ◦ K = 0 for the linearization g 7→ g + εh whenever T [g] = 0 or some
expression involving only constants and Kronecker δ’s. This result is sometimes known as the
Stewart-Walker lemma [30, Lem.2.2]. Alternatively, when T [g] 6= 0, this identity can be used to
extract some components of va or ∇avb by applying T˙ to K[v].
Section 3.2 and 3.3 below will involve some algebraic constructions with tensors for which it is
convenient to introduce the following notation. For Aµλ and Bνκ symmetric tensors, we denote
the Kulkarni-Nomizu product by
(AB)µνλκ = AµλBνκ −AνλBµκ −AµκBνλ +AνκBµλ. (28)
Clearly AB = B A and the result has the symmetry type of the Riemann tensor. For tensors
with two or four indices, we define the contractions
(A ·B)µν = AµλBλν , and (R · S)µνλκ = RµναβSαβλκ. (29)
With these definitions, when A, B, C and D are symmetric, we have the useful identities
[(AB) · (C D)]µνλκ = 2[(A · C) (B ·D) + (A ·D) (B · C)]µνλκ, (30)
(AB)µννκ = [A ·B − (trA)B −A(trB) +B ·A]µκ. (31)
3.1 Constant curvature spacetime
An n-dimensional constant curvature spacetime (M, g) of sectional curvature α is defined by a
Riemann curvature tensor of the form Rabcd = α(gacgbd − gadgbc), with α a constant. It is well-
known that in this case the Killing transport (or tractor) connection defined in (23) is actually
flat. Thus, we could use the methods of Section (2), in particular Theorem 9, to construct a
compatibility complex for the Killing operator K on (M, g). However, in this particular situation,
the compatibility complex for K is already known independently. It is sometimes called the Calabi
complex [20]. We will denote it by Ci, i = 0, 1, . . ., with C0 = K and Cl = 0 for l ≥ n. The operator
C1 is essentially the linearized Riemann tensor Ra
b
c
d[g], while C2 is the linearized differential
Bianchi identity. The remaining operators Ci, for i > 2, are essentially higher rank Bianchi
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identities. These operators have the following explicit formulas (see [20, Sec.2.2]):
C0[v]ab = ∇avb +∇bva, (32a)
C1[h]abcd = (∇∇ h)abcd + α(g  h)abcd, (32b)
C2[r]abcde = 3∇[arbc]de, (32c)
C3[b]abcdef = 4∇[abbcd]ef , (32d)
... (32e)
Ci[b]a0···aibc = (i+ 1)∇[a0ba1···ai]bc (i ≥ 2). (32f)
It is worth noting that the tensor symmetry type of the target of each Ci operator may not be
immediately obvious and is best described using Young symmetrizers (see [20, Sec.2.1] for complete
details). Ignoring corresponding algebraic symmetry conditions on the tensors entering into the
Calabi complex may violate its property of being a compatibility complex. Below we list the
Young symmetry types and ranks of the tensor bundles serving as domains and codomains for the
operators of the Calabi complex:
Young type n = 2 n = 3 n = 4 n ≥ 2
(1) 2 3 4 n
C0
(2) 3 6 10 n(n+1)2
C1
(2, 2) 1 6 20 n2
(
n+1
3
)
C2
(2, 2, 1) 3 20 n(3−1)2
(
n+1
3+1
)
...
...
(2, 2, 1i−2) n(i−1)2
(
n+1
i+1
)
(1 < i) Ci
(2, 2, 1i−1) ni2
(
n+1
i+2
)
...
...
Cn−1
(2, 2, 1n−2) 1 3 6 n(n−1)2
In the diagram (22) for the equivalence up to homotopy between K and T, the top and bottom
lines can be extended to their compatibility complexes, the Calabi Cl complex for K and the
twisted de Rham complex dTl (Definition 6) for T. Then, using the same argument as at the
beginning of the proof of Lemma 5, the vertical equivalence maps can be propagated to the rest
of the complexes, thus giving a full equivalence up to homotopy between them
• • • · · ·
• • • · · ·
C0=K C1 · · · Cn−1 0
dT0=T dT1
· · ·
dTn−1
0
(33)
We will not discuss the explicit formulas for the vertical equivalence differential operators.
For our purposes it is sufficient to know that they exist. However, if these operators were to be
given explicitly, then according to Lemma 4 the equivalence diagram (33) would constitute an
independent proof of the fact that the operators Cl constitute a compatibility complex for the
Killing operator K on the constant curvature spacetime (M, g).
3.2 FLRW spacetimes
Consider an FLRW spacetime (M, g), where M = I × F , with I ⊂ R an open interval with
coordinate t and dimF = m, and g = −dt2 + f2g˜F , where the scale factor f = f(t) is a positive
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scalar function and g˜Fab = (pi
∗gF )ab is the pullback of a constant curvature Riemannian metric
(with sectional curvature α) on F along the standard projection pi : I × F → F . Let us denote
Ua = −(dt)a and note that UaUa = −1 and that f2g˜Fab = gab + UaUb. Any vector field on M can
be parametrized as
va = AfUb + f
2X˜a (34)
where A is a scalar function on M and X˜ ∈ Γ(pi∗T ∗F ) ⊂ Γ(T ∗M), so that UaX˜a = 0. Also, for
any purely covariant tensor X on F we denote X˜ = (pi∗X). So a similar parametrization works
for higher rank tensors as well. It is convenient to also pull back the Levi-Civita connection from
(F, gF ) to ∇˜ and extend it to a derivation of tensor fields on M , such that ∇˜t = 0, ∇˜dt = 0
and ∇˜X˜ = ∇˜X. It is also convenient to pull back the derivative ∂t from I, so that ∂tt = 1 and
∂t(pi
∗X) = 0 for any covariant tensor X on F . We will also denote it by (−)′ = ∂t(−). For any
scalar A, this gives us the identity (dA)a = −A′Ua + ∇˜aA.
The Levi-Civita connection on (M, g) is given by
∇a(AfUb + f2X˜b) = (dA)afUb +Af ′gab − 2f ′fU[aX˜b] − f2UaX˜ ′b + f2∇˜aX˜b. (35)
Parametrizing symmetric 2-tensors as
hab = pUaUb − 2f2U(aY˜b) + f2Z˜ab, (36)
the Killing operator hab = Kab[v] = 2∇(avb) becomespY˜
Z˜
 = K [A
X˜
]
=
 −2(Af)
′
X˜ ′ − f−1∇˜A
K˜[X˜] + 2Af ′g˜F
 =
 −2∂tf 0−f−1∇˜ ∂t
2f ′g˜F K˜
[A
X˜
]
, (37)
where K˜bc[X˜] = 2∇˜(bX˜c) is the Killing operator pulled back from (F, gF ). It is worth noting that
setting the A component to zero simplifies the Killing operator to
K
[
0
id
]
=
 0∂t
K˜
 . (38)
For a generic FLRW spacetime (see [8, Def.2.1] for a breakdown of FLRW geometries into
special and generic classes, based on the properties of the scale factor f), it is well-known that
the only Killing vectors are those that reduce to the Killing vectors of the spatial slices (F, gF ),
appropriately propagated in time. We will see shortly that, equivalently, each Killing vector on
(M, g) has the form va = 0 + f
2X˜a, where K˜ab[X˜] = 0 and ∂tX˜a = 0. Now, since the spatial
slices (F, gF ) are of constant curvature, the spatial Killing operator K˜ is of the type discussed in
Section 3.1. This means that K˜ is equivalent up to homotopy to the flat spatial Killing transport
connection T˜, so that the following two operators are also equivalent up to homotopy:[
∂t
K˜
]
and T =
[
∂t
T˜
]
. (39)
Since both [∂t, K˜] = 0 and [∂t, T˜] = 0, it is easy to see that T itself defines a flat connection. Now,
it is a straightforward exercise to check that the twisted de Rham complex dTl can be represented as
the bottom line in the following diagram, and also to check the existence of the vertical differential
operators that complete this diagram to an equivalence up to homotopy, where the operators C˜i
are the pullbacks of the Calabi complex (32) defined on the constant curvature geometry (F, gF ):
• • • · · ·
• • • · · ·
 ∂t
C˜0=K˜
 −C˜0 ∂t
0 C˜1

· · ·
[
−C˜m−1 ∂t
]
0
dT0=T=
∂t
T˜
 dT1=
−dT˜0 ∂t
0 dT˜1

· · ·
dTm−1=
[
−dT˜m−1 ∂t
] 0
(40)
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Hence, by Lemma 4, the top complex in (40) is also a compatibility complex.
Now, we need to examine the integrability conditions that will help us establish an explicit
equivalence of the full Killing equation Kab[v] = 0 with the equations ∂tX˜a = 0, K˜ab[X], whose
compatibility complex is given by the top line of (40). All of that crucially depends on the structure
of the curvature of (M, g).
The Riemann curvature tensor, the Ricci tensor and the Ricci scalar of (M, g) are (recalling
the notation from (28)) given by
Rabcd =
(
g 
[
1
2
(
f ′2
f2
+
α
f2
)
g −
((
f ′
f
)′
− α
f2
)
UU
])
abcd
, (41)
Rab = −(m− 1)
[(
f ′
f
)′
− α
f2
]
UaUb
+
[((
f ′
f
)′
− α
f2
)
+m
(
f ′2
f2
+
α
f2
)]
gab, (42)
R =
((
f ′
f
)′
− α
f2
)
+ (m+ 1)
(
f ′2
f2
+
α
f2
)
. (43)
We suppose that the FLRW spacetime is non-degenerate, that is both that f ′/f 6= 0 and that the
scalar curvature R is not constant,
R′ =
[((
f ′
f
)′
− α
f2
)
+ (m+ 1)
(
f ′2
f2
+
α
f2
)]′
6= 0. (44)
To make use of identity (26), we compute the Lie derivative
LvR = va∇aR = AfR′. (45)
Thus, defining the operator
J [h] =
1
fR′ R˙[h], (46)
we have the identities
J ◦K
[
A
X˜
]
= A or J ◦K = [id 0] . (47)
The last equation also implies that
J ◦
(
K
[
0
id
])
=
[
id 0
] [ 0
id
]
= 0 and J ◦
(
K
[
id
0
])
=
[
id 0
] [id
0
]
= id. (48)
Then, combining formula (38) with the known top compatibility complex from (40), it follows that
it must be possible to factor the operator J as
J = HJ
id 0 00 −C˜0 ∂t
0 0 C˜1
 , (49)
for some operator HJ . For much of what follows, we will only need the fact that HJ exists.
However, a direct calculation shows that its explicit form is
R˙
pY˜
Z˜
 = f−2˜p+m(f/f ′)[(f ′2/f2)p]′ +m(m+ 1)(f ′2/f2)p
− f−m−1[fm+1(2d˜iv Y˜ − t˜rZ˜ ′)]′ + f−2[−˜ t˜r Z˜ + d˜iv d˜iv Z˜ab − (m− 1)α t˜r Z˜]
= f−2˜p+ m
f ′fm
[fm+1(f ′2/f2)p]′ + f−m−1[fm+1t˜r(∂tZ˜ − C˜0[Y˜ ])]′ − 1
2
f−2t˜r t˜r C˜1[Z˜], (50)
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and hence HJ =
1
fR′
[
f−2˜+ mf ′fm ∂tfm+1
f ′2
f2
1
fm+1 ∂tf
m+1 t˜r − 12f−2 t˜r t˜r
]
, (51)
where of course we have defined t˜r, d˜iv and ˜ such that
˜X˜ = ˜gFX, d˜iv Y˜ = ∇˜aYa···, (t˜r X˜)ab = ˜(gF )cdXacbd, and t˜r Z˜ = ˜(gF )abZab. (52)
Now we are ready to follow the proof of Theorem 9 to construct a compatibility complex for the
Killing operator K by lifting the compatibility complex from (40). The results of these calculations
will be presented below directly in diagrammatic form, where the arrows in the diagrams satisfy
the identities introduced in Section 2. All the relevant identities are easily checked by direct
calculation, relying on the key identity (47), the basic commutation relations [∂t, ∇˜] = [∂t, C˜i] = 0,
the compatibility identities C˜i+1 ◦ C˜i = 0 of the operators of the Calabi complex, which were
introduced in Section 3.1.
We start by applying the information obtained above to give an explicit reduction of the Killing
equation to the first operator from the top line of (40):
• •
• •
K=

−2∂tf 0
−f−1∇˜ ∂t
2f ′g˜F K˜

[
0 id
]
J
0

0 id 0
0 0 id

id−K
J
0


 ∂t
C˜0=K˜

 0
id

0

0 0
id 0
0 id
 (53)
Next, we proceed by iterating the construction from Lemma 5, while simultaneously applying
the simplifications discussed after the proof of Theorem 9. The following diagram should be
appended on the right to (53):
• •
• •

id 0 0
0 −C˜0 ∂t
0 0 C˜1

id−K
J
0

=
id−

id 0 0
0 −C˜0 ∂t
0 0 C˜1
K
HJ
0



id 0 0
0 −C˜0 ∂t
0 0 C˜1

0 id 0
0 0 id


id 0 0
0 0 0
0 0 0

−C˜0 ∂t
0 C˜1

id−

id 0 0
0 −C˜0 ∂t
0 0 C˜1
K
HJ
0



0 0
id 0
0 id

0 id 0
0 0 id
K
H˜J
0

(54)
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Note that we do not repeat the labels on the left-most vertical arrows, which can be read
off (53), and that we have defined the operator H˜J to satisfy the identity
J
 0 0id 0
0 id
 = HJ
id 0 00 −C˜0 ∂t
0 0 C˜1

 0 0id 0
0 id
 = HJ
 0 0id 0
0 id
[−C˜0 ∂t
0 C˜1
]
= H˜J
[−C˜0 ∂t
0 C˜1
]
. (55)
That is,
H˜J = HJ
 0 0id 0
0 id
 = 1
fR′
[
1
fm+1 ∂tf
m+1 t˜r − 12f−2 t˜r t˜r
]
. (56)
Two more iterations of Lemma 5 (with simultaneous simplifications) gives the following dia-
gram, to be appended on the right to (54):
• • •
• • •

HJ
0 −C˜1 ∂t
0 0 C˜2


id 0 0
0 −C˜0 ∂t
0 0 C˜1
K
id 0 0
0 0 0

0 id 0
0 0 id

0 −C˜2 ∂t
0 0 C˜3

id 0
0 id

0
−C˜1 ∂t
0 C˜2

0

0 0
id 0
0 id

−C˜2 ∂t
0 C˜3

id 0
0 id

0
(57)
From this point on, the compatibility complex for K and the top line of (40) become identical.
Theorem 10. Consider a non-degenerate FLRW spacetime (M, g), M = I × F , as introduced at
the top of Section 3.2, which spatially has the structure of an m-dimensional constant curvature
space (F, gF ), with sectional curvature α. The full compatibility complex Ki for the Killing operator
K0 = K (37) is given by
K0 =
 −2∂tf 0−f−1∇˜ ∂t
2f ′g˜F K˜
 , (58a)
K1 =
id 0 00 −C˜0 ∂t
0 0 C˜1
(id−K [J
0
])
, (58b)
K2 =
 HJ0 −C˜1 ∂t
0 0 C˜2
 , (58c)
K3 =
[
0 −C˜2 ∂t
0 0 C˜3
]
, (58d)
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Ki =
[−C˜i−1 ∂t
0 C˜i
]
(3 < i < m), (58e)
Km =
[−C˜m−1 ∂t] , (58f)
Ki = 0 (m < i), (58g)
where the operator HJ is defined in (49), ∂t and ∇˜ are the covariant derivatives pulled back along
the product structure t : I × F → I and I × F → F , while C˜i are the operators from the Calabi
complex associated to the constant curvature space (M, gF ), as introduced in Section 3.1.
Proof. The argument given around diagram (40) shows that its top line constitutes a full compat-
ibility complex, which coincides with the bottom line of the diagram obtained by gluing (from left
to right) the diagrams (53), (54) and (57), which are continued by identifying the top and bottom
rows. From the preceding discussion in the current section, it is clear that each pair of consecutive
squares in this glued diagram satisfies the hypotheses of Lemma 4. Thus, the top line of this glued
diagram is itself a full compatibility complex, but that complex consists precisely of the operators
Ki in (58).
The non-vanishing ranks of the vector bundles in the Ki complex have the following pattern,
which can be compared to a similar table for the constant curvature case at the end of Section 3.1
(where n = m+ 1, for comparison):
m = 2 m = 3 m = 4 m ≥ 2
3 4 5 m+ 1
K0
6 10 15 m(m+1)2 +m+ 1
K1
5 13 31 m2
(
m+1
3
)
+ m(m+1)2 + 1
K2
2 10 41 m
(
m+1
4
)
+ m2
(
m+1
3
)
+ 1
K3
3 26 3m2
(
m+1
5
)
+m
(
m+1
4
)
...
...
m(i−1)
2
(
m+1
i+1
)
+ m(i−2)2
(
m+1
i
)
(3 < i) Ki
mi
2
(
m+1
i+2
)
+ m(i−1)2
(
m+1
i+1
)
...
...
Km
2 3 6 m(m−1)2
3.3 Schwarzschild-Tangherlini spacetimes
Consider an n-dimensional spacetime (M¯, g¯) where M¯ =M× S, where dimM = 2 and dimS =
n − 2 [22, 21, 18]. We take the second factor (S,Ω) to be a maximally symmetric space, hence a
constant curvature Riemannian space with sectional curvature α, where α = 1 for a unit sphere,
α = 0 for Euclidean space, and α = −1 for hyperbolic space (or pseudo-sphere). Let us denote
local coordinates on S by θA and the Levi-Civita connection on (S,Ω) by DA; its curvature tensor
is then
RABCD = α(ΩACΩBD − ΩADΩBC) = α
2
(Ω Ω)ABCD, (59)
where we have used the Kulkarni-Nomizu product (28). The other factor (M, g) has signature
(−+), and we will presume that it has a timelike Killing vector ta. Let us denote local coordinates
on M by ya and the Levi-Civita connection on (M, g) by ∇a. Because dimM = 2, its curvature
is given by
Rabcd =
R
2
(gacgbd − gadgbc) = R
4
(g  g)abcd, (60)
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where R = Rabab is the corresponding Ricci scalar.
We are interested in warped product [25, Ch.7] metrics of the form [22, 21, 18]
g¯ = gabdy
adyb + r2ΩABdθ
AdθB , (61)
where r = r(y) and gab is static in the (Schwarzschild) coordinates (y
a) = (t, r),
gab = −fdtadtb + 1
f
dradrb, (62)
with f = f(r). In these coordinates, the timelike Killing vector has the form ta = (∂t)
a. For
convenience, we also introduce the notation ta = gabt
b = −fdta and ra = dra. They are related as
ta = −εabrb, where εab = (dt ∧ dr)ab. Then, of course, rara = f and tata = −1/f .
As we will see shortly, under our assumptions, the Einstein equations with a cosmological
constant Λ,
R¯ab − 1
2
R¯g¯ab + Λg¯ab = 0, (63)
are solved by [21, Eq.(2.15)]
f(r) = α− 2M
rn−3
− 2Λ
(n− 1)(n− 2)r
2, (64)
where M is a constant. When α = 1, Λ = 0 and n ≥ 4, this metric describes the higher dimen-
sional spherically symmetric static black holes, the so-called Schwarzschild-Tangherlini solutions,
specializing to the Schwarzschild solution when n = 4. When n = 3, we are forced to have α = 0
and the spacetime is actually of constant curvature. With n = 3 and Λ < 0, we get the BTZ
metric [3]. In terms of the parameter M , the black hole mass is given by
(n− 2)An−2
8pi
M
G
=
(n− 2)
2
An−2
A2
M
G
, (65)
where G is the n-dimensional Newton’s constant and
An−2 =
2pi(n−1)/2
Γ[(n− 1)/2] (66)
is the area of the unit (n−2)-sphere. When α = 0, we get the higher dimensional version of Taub’s
plane-symmetric spacetime [31], [29, Eq.(15.29)], [4, Eq.(2.2)]. When α = −1, we get the higher
dimensional version of a pseudo-Schwarzschild wormhole spacetime [23].
In what follows, we restrict our attention to n ≥ 4, which is physically reasonable, but is also
forced upon us by some of our formulas, which have poles at n = 1, 2 or 3.
For convenience, let us introduce the notations
f1(r) = rf
′(r) = (n− 3) 2M
rn−3
− 4Λ
(n− 1)(n− 2)r
2, (67)
f2(r) = rf
′
1(r) = −(n− 3)2
2M
rn−3
− 8Λ
(n− 1)(n− 2)r
2, (68)
as well as note that the formula (64) for f parametrized by the constants M and Λ, with α fixed,
gives the general solution to the differential equation
f2 + (n− 5)f1 − 2(n− 3)(f − α) = 0. (69)
Any tensor onM decomposes as Ta = Ttdta+Trdra or Ta → (Tt, Tr), with obvious extension to
higher rank tensors. With respect to this decomposition and the coordinates (t, r), the Levi-Civita
connection on (M, g) is then [21, Eq.(2.18)]
∇avb →
[
∂tvt ∂tvr
∂rvt ∂rvr
]
+
[
0 − f12rf
− f12rf 0
]
vt +
[
−f f12r 0
0 1f
f1
2r
]
vr. (70)
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Equivalently, we can summarize this information by giving the covariant derivatives of the frame
(ta, ra),
∇atb = f1
2r
εab and ∇arb = f1
2r
gab. (71)
A direct calculation gives the Ricci scalar on (M, g) as
R = f1 − f2
r2
. (72)
And finally, symmetrizing the covariant derivative as written in (70) or (71), the explicit form of
the Killing operator on (M, g) is
2∇(avb) = −2t(a∇b) vt
f
− 2tatb f1
2rf
vr − 2t(arb) 1
f
∂tvr + rarb
1
f
(2f∂rvr +
f1
r
vr)
→
[
f(2∂t
1
f vt − f1r vr) ∂tvr + f∂r 1f vt
∂tvr + f∂r
1
f vt
1
f (2f∂rvr +
f1
r vr)
]
. (73)
Greek indices µ, ν, . . . on M¯-tensors are raised and lowered by g¯µν . Lower case Latin indices
a, b, c, . . . on M-tensors are raised and lowered by gab. And upper case Latin indices A,B,C, . . .
on S-tensors are raised and lowered by ΩAB . Any M¯-tensor decomposes into sectors,3 according
to Tµ = Ta(dy
a)µ + rTA(dθ
A)µ → (Ta, rTA) and Tµ = T a(∂a)µ + 1rTA(∂A)µ → (T a, 1rTA), with
obvious extension to higher rank tensors. With a slight departure from this convention, let us
define some M¯-tensors by their sector decomposition
gµν →
[
gab 0
0 0
]
, gµν →
[
gab 0
0 0
]
, and Ωµν →
[
0 0
0 ΩAB
]
, Ωµν →
[
0 0
0 ΩAB
]
, (74)
so that g¯µν = gµν + r
2Ωµν and g¯
µν = gµν + r−2Ωµν .
The pair (∇a, DA) defines a connection on M¯ = M× S, which differs [22, App.A] from the
Levi-Civita connection ∇¯µ as follows
∇¯µvν →
[ ∇avb r∇avB
rDA
vb
r r
2DA
vB
r
]
+
[
0 0
0 r2ΩAB
rc
r
]
vc +
[
0 0
−rbδCA 0
]
vC . (75)
Next, we need to carefully study the structure of the curvature tensor. The spacetime Riemann
curvature tensor on (M¯, g¯) is [22, App.A]
R¯µνλκ =
R
2
(g  g)µνλκ + 1
2r2
(α− rara)(r2Ω r2Ω)µνλκ −
(∇∇r
r
 r2Ω
)
µνλκ
=
f1 − f2
4r2
(g  g)µνλκ + (α− f)
2r2
(r2Ω r2Ω)µνλκ − f1
2r2
(g  r2Ω)µνλκ, (76)
with the corresponding Ricci tensor
R¯µλ =
f1 − f2
4r2
2gµλ +
(α− f)
2r2
2(n− 3)r2Ωµλ − f1
2r2
(2r2Ω + (n− 2)g)µλ
= −f2 + (n− 3)f1
2r2
gµλ − f1 + (n− 3)(f − α)
r2
r2Ωµλ. (77)
To satisfy Einstein’s equations in the presence of a cosmological constant (63), we must have
R¯µλ =
2Λ
(n− 2) g¯µλ =
2Λ
(n− 2)(g + r
2Ω)µλ, (78)
3While our tensor sector formalism with (pseudo-)spherical symmetry in n-dimensions is strongly inspired by [24],
where it was presented for n = 4, our conventions differ by the introduction of r-weights in the spherical sectors.
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which implies
f1 = −(n− 3)(f − α)− 2Λ
(n− 2)r
2, (79)
f2 = −(n− 3)f1 − 4Λ
(n− 2)r
2. (80)
Eliminating the explicit dependence on Λ, we obtain precisely the second order ODE (69) whose
general solution is given by f(r) in (64).
Recalling the definition of the Kulkarni-Nomizu and contraction products (28) and (29), we get
the following useful identities, where we used g¯µν for contractions:
(g  g) · (g  g) = 4(g  g), (81)
(r2Ω r2Ω) · (r2Ω r2Ω) = 4(r2Ω r2Ω), (82)
(g  r2Ω) · (g  r2Ω) = 2(g  r2Ω), (83)
(g  r2Ω) · (g  g) = 0, (84)
(g  r2Ω) · (r2Ω r2Ω) = 0, (85)
(g  g) · (r2Ω r2Ω) = 0, (86)
(g  g)λννκ = 2gλκ, (87)
(r2Ω r2Ω)λννκ = 2(n− 3)(r2Ω)λκ, (88)
(g  g)µλνκrλrκ = 2(rλrλ)gµν − 2rµrν , (89)
(g  r2Ω)µλνκrλrκ = (rλrλ)(r2Ω)µν , (90)
(r2Ω r2Ω)µλνκrλrκ = 0. (91)
Defining
T¯µνλκ = R¯µνλκ − Λ
(n− 1)(n− 2)(g¯  g¯)µνλκ
=
M
rn−1
[
(n− 2)(n− 3)
2
(g  g)µνλκ + (r2Ω r2Ω)µνλκ − (n− 3)(g  r2Ω)µνλκ
]
, (92)
we also get the identities
T¯ · T¯ =
(
M
rn−1
)2 [
(n− 2)2(n− 3)2(g  g) + 4(r2Ω r2Ω) + 2(n− 3)2(g  r2Ω)]
T¯ · T¯ · T¯ · T¯ =
(
M
rn−1
)4 [
4(n− 2)4(n− 3)4(g  g) + 64(r2Ω r2Ω) + 8(n− 3)4(g  r2Ω)]
(T¯ · T¯ )µννκ = −
(
M
rn−1
)2 [
2(n− 2)2(n− 3)2g + 8(n− 3)r2Ω + 2(n− 3)2(2r2Ω + (n− 2)g)]
= −
(
M
rn−1
)2 [
2(n− 1)(n− 2)(n− 3)2g + 4(n− 1)(n− 3)r2Ω]
(T¯ · T¯ )µνµν =
(
M
rn−1
)2 [
4(n− 1)(n− 2)(n− 3)2 + 4(n− 1)(n− 2)(n− 3)]
= 4(n− 1)(n− 2)2(n− 3)
(
M
rn−1
)2
∇¯λ(T¯ · T¯ )µνµν
(T¯ · T¯ )µνµν = −2(n− 1)
rλ
r
We would like to use these identities to write (r2Ω)λκ and a simple r-dependent scalar as
covariant expression in the curvature. For the latter, the simplest choice seems to be
T¯ (1)[g¯] :=
(T¯ · T¯ )µνµν
4(n− 1)(n− 2)2(n− 3) =
(
M
rn−1
)2
. (93)
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Next, we encounter a slight dimension dependence in the expression for (r2Ω)λκ. When n > 4, we
can use
(r2Ω)λκ =
2(n− 2)2
(n− 1)(n− 4)
(T¯ · T¯ )λννκ
(T¯ · T¯ )µνµν +
(n− 2)(n− 3)
(n− 1)(n− 4) g¯λκ =: T¯
(2)
λκ [g¯], (94)
while for n = 4 the simplest expression we could find is
(r2Ω)λκ = − 2(n− 1)(n− 2)
4
(n− 3)3[∇¯(T¯ · T¯ )µνµν ]2(
T¯ · T¯ · T¯ · T¯ − (n− 3)
(n− 1)(T¯ · T¯ )µν
µν T¯ · T¯
)
λρκσ
∇¯ρ(T¯ · T¯ )µνµν
(T¯ · T¯ )µνµν
∇¯σ(T¯ · T¯ )µνµν
(T¯ · T¯ )µνµν
=: T¯
(3)
λκ [g¯]. (95)
Although, since it also works for n > 4, if desired, the more complicated expression T¯ (3)[g¯] could
actually be used in higher dimensions too.
To make use of identity (26), we compute the Lie derivatives
Lv
(
M
rn−1
)2
= −2(n− 1)r
cvc
r
(
M
rn−1
)2
, (96)
Lv(r2Ω)µν →
[
0 r(r∇a vBr )
r(r∇b vAr ) 2r2(D(A 1rvB) + ΩAB r
cvc
r )
]
. (97)
Hence, defining the linear operators
J1[h] := − 1
2(n− 1)
r
f
(
M
rn−1
)−2
˙¯T (1)[h], (98)
J2[h]aB :=
1
r2
{
˙¯T
(2)
aB [h] (n > 4)
˙¯T
(3)
aB [h] (n = 4)
, (99)
the Lie derivative formula (26) implies the compositional identities
J1 ◦ K¯[v] = r
cvc
f
, (100)
J2 ◦ K¯[v]aB = ∇a vB
r
. (101)
Based on Equation (75), the explicit expression for the Killing operator is
K¯µν [v] = 2∇¯(µvν) →
[
2∇(avb) r2∇a 1rvB + rDB var
r2∇b 1rvA + rDA vbr 2r2D(A 1rvB) + 2r2 r
cvc
r ΩAB
]
. (102)
For further convenience, we parametrize
vµ →
[
ut fdta + urdra
r(rXA)
]
and hµν →
[
p rarb − 2t(awb) r(rYaB)
r(rYbA) r
2ZAB
]
. (103)
The Killing equation h = K¯[v] then becomes

p
w
Y
Z
 = K¯
urut
X
 =

1
f (2f∂r +
f1
r ) 0 0
dr 1f ∂t − dt f12r ∇ 0
dr fr2D
1
f dt
f
r2D ∇
2Ω fr 0 C0

urut
X
 , (104)
where C0[X]AB = DAXB +DBXA is the Killing operator on the constant curvature factor (S,Ω),
and hence the first operator of the Calabi complex Ci, i ≥ 0, which constitutes a compatibility
complex for C0 (Section 3.1).
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With the above parametrizations for v and h, the compositional identities for the operators
J1 (98) and J2 (99) simplify to
J1 ◦ K¯ =
[
Jp1 J
w
1 J
Y
1 J
Z
1
] ◦ K¯ = [id 0 0] , (105a)
J2 ◦ K¯ =
[
Jp2 J
w
2 J
Y
2 J
Z
2
] ◦ K¯ = [0 0 ∇] . (105b)
Now we have all the information that we need to use the methods of Section 2 to construct a
compatibility complex for the Killing operator K¯. We will follow roughly the same outline as we
did in the Section 3.2 on cosmological FLRW geometries.
From now on, our strategy will be to show that our Killing operator K¯0 = K¯ is equivalent to
each of the operators
K˜0
[
ut
X
]
=
d¯0 = ∇¯ →
[∇
D
] [
0
0
]
dt fr2 D d0 = ∇
0 C0
[utX
]
and K0
[
ut
X
]
=
d¯0 00 d0
0 C0
[ut
X
]
, (106)
where we have introduced the notation d¯i and di, i ≥ 0, for the usual exterior derivatives acting on
i-forms on M¯ and M respectively (hence the corresponding de Rham complexes). In the sequel,
we will use the notations d¯0 and [∇D ] completely interchangeably. Then, we will lift the known
compatibility complex for K0 first to K˜0 and finally to K¯0. This known compatibility complex has
the form
K0 =
d¯0 00 d0
0 C0
 , (107a)
K1 =

d¯1 0 0
0 d1 0
0 −C0 d0
0 0 C1
 , (107b)
K2 =

d¯2 0 0 0
0 C0 d1 0
0 0 −C1 d0
0 0 0 C2
 , (107c)
Ki =

d¯i 0 0 0
0 Ci−2 d1 0
0 0 −Ci−1 d0
0 0 0 Ci
 (2 < i < n− 2), (107d)
Kn−2 =
d¯n−2 0 0 00 Cn−4 d1 0
0 0 −Cn−3 d0
 , (107e)
Kn−1 =
[
d¯n−1 0 0
0 Cn−3 d1
]
, (107f)
Ki = 0 (n ≤ i). (107g)
It is straightforward to construct an equivalence between this complex and a twisted de Rham
complex, similar to how it was done in (40), thus showing that each of the above compatibility
operators is complete.
We start with the explicit reduction of K¯0 to K˜0 and then to K0. Here and in each subsequent
step, we give pairs of diagrams, which could be concatenated vertically, illustrating the passage
from the K¯i to the K˜i and to the Ki sequences. All the diagrams below illustrate equivalences
up to homotopy, as discussed in Section 2. All the required identities can be checked by direct
calculation, making careful use of the known identities di+1 ◦ di = 0, d¯i+1 ◦ d¯i = 0, Ci+1 ◦ Ci = 0,
as well as the compositional identities (105).
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• •
• •
K¯0=K¯
0 id 0
0 0 id


J1
0
0


0 id 0 0
0 0 id 0
0 0 0 id

id−K¯

J1
0
0


K˜0=

∇ 0
dt f
r2
D ∇
0 C0


0 0
id 0
0 id

0

0 0 0
id 0 0
0 id 0
0 0 id
 (108a)
• •
• •
K˜0=

∇ 0
dt f
r2
D ∇
0 C0

id 0
0 id

0

 id
r2dt·Jw2
  0
r2dt·(JY2 −id)
  0
r2dt·JZ2

Jw2 J
Y
2 J
Z
2
0 0 id

K0=

d¯0 0
0 d0
0 C0

id 0
0 id

0

[id 0 ] 0 0
[ 0 dt f
r2
] id 0
[ 0 0 ] 0 id
 (108b)
Next, as we did previously in Section 3.2, we iterate the construction from Lemma 5, while
applying the simplifications discussed after the proof of Theorem 9. As before, the K¯i and K˜i
complexes are built up by appending the following diagrams to the right of the diagrams in (108).
Also as before, we do not repeat the labels on the vertical arrows if they can be read off a preceding
diagram.
The resulting operators K¯1 and K˜1 will be, respectively, compatibility operators for K¯0 and
K˜0. Some of the auxiliary arrows in these diagrams use the operators H˜J1 and HJ1 , which are
defined as follows. Noting that
J1K¯
 0 0id 0
0 id
 = J1

0 0
∇ 0
dt fr2D ∇
0 C0

=
[
Jw1 J
Y
1 J
Z
1
]  ∇ 0dt fr2D ∇
0 C0
 = [id 0 0]
 0 0id 0
0 id
 = 0,
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we must be able to factor
[
Jw1 J
Y
1 J
Z
1
]
= H˜J1K˜1, and
[
Jp1 J
w
1 J
Y
1 J
Z
1
]
= HJ1
[
id 0
0 K˜1
]
(109)
through some operators H˜J1 and HJ1 . A bit more precisely, HJ1 =
[
Jp1 H˜J1
]
.
• •
• •
K¯1=
id 0
0 K˜1

id−K¯

J1
0
0


[
0 id
]
id 0
0 0

K˜1
id−
id 0
0 K˜1
K¯

HJ1
0
0



0 0 0 0
id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

0 id 0 0
0 0 id 0
0 0 0 id
K¯

H˜J1
0
0

(110a)
• •
• •
K˜1=

[
0 −dr·(−)
]
dr·(−) 0
d¯1
id 0
0 −r2dt·(−)
 d¯1
 0
r2dt·(−)
 0
0 d1 0
0 −C0 d0
0 0 C1


id
0
  0
id
 0
0

Jw2 J
Y
2 J
Z
2
0 0 id


0 id 0 0 0
0 0 id 0 0
0 0 0 id 0
0 0 0 0 id


0
− 1f dr
0
[id 0 0 0 0]
K1=

d¯1 0 0
0 d1 0
0 −C0 d0
0 0 C1


0 0 0 0
id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

+

dr·(−)
d¯1
 0
r2dt·(−)

d1
−C0
0

H˜J2
 0
−r2dt·(−)

−id
0
H˜J2
(110b)
Above, we have used the notations dt·(−) = dta(−)a and dr ·(−) = dra(−)a. Also, the operator
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H˜J2 is defined as follows. Noting that
J2K¯
 0id
0
 = J2

0
∇
dt fr2D
0
 = [Jw2 JY2 dt fr2 ]
(
d¯0 =
[∇
D
])
=
[
0 0 ∇]
 0id
0
 = 0,
J2K¯
 00
id
 = J2

0
0
∇
C0
 = [JY2 JZ2 ] [d0 = ∇C0
]
=
[
0 0 ∇]
 00
id
 = ∇ = [id 0] [∇C0
]
,
we must be able to factor
[[
J22 J
Y
2 dt
f
r2
]
JY2 − id JZ2
]
= H˜J2

d¯1 0 0
0 d1 0
0 −C0 d0
0 0 C1
 (111)
through some operator H˜J2 .
For convenience, we note that[
id 0 0 0 0
]
K˜1 =
[
dr · Jw2 dr · (JY2 − id) dr · JZ2
]
,
while on the other hand[
0 H˜J2
]
K˜1 = J
Y
2
dr
f
[
dr · Jw2 dr · (JY2 − id) dr · JZ2
]
.
Then, defining
HJ1 =
[
−JY2 drf H˜J2
]
, we have HJ1K˜1 = 0. (112)
With the next iteration of Lemma 5, we construct the compatibility operators K¯2 and K˜2.
• •
• •
K¯2=
 HJ1
0 K˜2

[
0 id
]
id 0
0 K˜1
K¯
id 0
0 0

K˜2
 0
id

0
(113a)
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• •
• •
K˜2=

HJ2
0 d¯2 0 0 0
0 0 C0 d1 0
0 0 0 −C1 d0
0 0 0 0 C2


0 id 0 0 0
0 0 id 0 0
0 0 0 id 0
0 0 0 0 id

−

dr·(−)
d¯1
 0
r2dt·(−)

d1
−C0
0

[
id 0 0 0 0
]
K2=

d¯2 0 0 0
0 C0 d1 0
0 0 −C1 d0
0 0 0 C2


0 0 0 0
id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

0
(113b)
With two more iterations of Lemma (5), we construct the compatibility operators K¯3, K¯4 and
K˜3, K˜4.
• • •
• • •
K¯3=

0 0 d¯3 0 0 0
0 0 0 C1 d1 0
0 0 0 0 −C2 d0
0 0 0 0 0 C3

0

id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

K¯4=

d¯4 0 0 0
0 C2 d1 0
0 0 −C3 d0
0 0 0 C4


id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

0
K˜3=

d¯3 0 0 0
0 C1 d1 0
0 0 −C2 d0
0 0 0 C3

0

id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

K˜4=

d¯4 0 0 0
0 C2 d1 0
0 0 −C3 d0
0 0 0 C4


id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

0
(114a)
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• • •
• • •
K˜3=

0 d¯3 0 0 0
0 0 C1 d1 0
0 0 0 −C2 d0
0 0 0 0 C3

0

id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

K˜4=

d¯4 0 0 0
0 C2 d1 0
0 0 −C3 d0
0 0 0 C4


id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

0
K3=

d¯3 0 0 0
0 C1 d1 0
0 0 −C2 d0
0 0 0 C3

0

id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

K4=

d¯4 0 0 0
0 C2 d1 0
0 0 −C3 d0
0 0 0 C4


id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id

0
(114b)
From this point on, the complexes K¯i, K˜i become identical with Ki from (107).
Theorem 11. Consider the family of n-dimensional (n ≥ 4) spacetimes (M¯, g¯) introduced at the
top of Section 3.3, warped products of a static 2-dimensional factor (M, g) and a constant curva-
ture factor (S,Ω) with sectional curvature α, which includes the higher dimensional Schwarzschild
(Schwarzschild-Tangherlini), Taub and pseudo-Schwarzschild solutions, possibly with a nonzero
cosmological constant. The full compatibility complex K¯i for the Killing operator K¯0 = K¯ (104) is
given by
K¯0 =

1
f (2f∂r +
f1
r ) 0 0
dr 1f ∂t − dt f12r ∇ 0
dr fr2D
1
f dt
f
r2D ∇
2Ω fr 0 C0
 , (115a)
K¯1 =

id 0 0 0
0
[
0 −dr · (−)] dr · (−) 0
0 d¯1
[
id 0
0 −r2dt · (−)
]
d¯1
[
0
r2dt · (−)
]
0
0 0 d1 0
0 0 −C0 d0
0 0 0 C1


id 0 0 0
0
[
id
0
] [
0
id
] [
0
0
]
0 Jw2 J
Y
2 J
Z
2
0 0 0 id



id 0 0 0
0 id 0 0
0 0 id 0
0 0 0 id
− K¯
J10
0

 , (115b)
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K¯2 =

HJ1
0 HJ2
0 0 d¯2 0 0 0
0 0 0 C0 d1 0
0 0 0 0 −C1 d0
0 0 0 0 0 C2

, (115c)
K¯3 =

0 0 d¯3 0 0 0
0 0 0 C1 d1 0
0 0 0 0 −C2 d0
0 0 0 0 0 C3
 , (115d)
K¯i =

d¯i 0 0 0
0 Ci−2 d1 0
0 0 −Ci−1 d0
0 0 0 Ci
 (3 < i < n− 2), (115e)
K¯n−2 =
d¯n−2 0 0 00 Cn−4 d1 0
0 0 −Cn−3 d0
 , (115f)
K¯n−1 =
[
d¯n−1 0 0
0 Cn−3 d1
]
, (115g)
K¯i = 0 (n ≤ i). (115h)
where f(r) is defined in (64) and f1 = rf
′(r), d¯i and di denote the exterior derivatives on i-
forms, on M¯ and M respectively, while D and Ci are the covariant derivative and the Calabi
complex operators (32) on (S,Ω), and we have also used the operators J1 (98), J2 (99), HJ1 (109),
HJ2 (112).
While we have unambiguously defined the operators J1, J2, HJ1 , and HJ2 , we have not com-
puted them explicitly. For our purposes here, it is sufficient that they exist and satisfy a few
defining properties. Of course, in individual cases, they could be easily computed using computer
algebra.
Proof. The proof is very much parallel to the proof of Theorem 10. We start with the knowledge
that the complex (107) is a full compatibility complex. Then, gluing together (from left to right) the
diagrams (108), (110), (113) and (114), we observe that the glued diagrams satisfy the hypotheses
of Lemma 4. This implies, that K˜i is a full compatibility complex as well, which in turn implies
that so is K¯i, whose operators we have explicitly listed in (115).
The non-vanishing ranks of the vector bundles in the K¯i complex have the following pattern,
which can be compared to similar table for the constant curvature (Section 3.1) and FLRW cases
(Section 3.2, where m = n− 1, for comparison):
25
n = 4 n = 5 n = 6 n ≥ 4
4 5 6 (n− 2) + 1 + 1
K¯0
10 15 21 (n−1)(n−2)2 + 2(n− 2) + 3
K¯1
18 35 64 n−22
(
n−1
3
)
+ (n− 1)(n− 2) + (n− 2) + (n2)+ (n− 2) + 1
K¯2
12 35 95 (n− 2)(n−14 )+ (n− 2)(n−13 )+ (n−1)(n−2)2 + (n3)+ (n− 2) + 1
K¯3
2 17 81 3(n−2)2
(
n−1
5
)
+ 2(n− 2)(n−14 )+ (n−2)2 (n−13 )+ (n4)
...
...
(n−2)(i−1)
2
(
n−1
i+1
)
+ (n− 2)(i− 2)(n−1i )+ (n−2)(i−3)2 (n−1i−1)+ (ni)
(3 < i) K¯i
(n−2)i
2
(
n−1
i+2
)
+ (n− 2)(i− 1)(n−1i+1)+ (n−2)(i−2)2 (n−1i )+ ( ni+1)
...
...
K¯n−1
2 4 7 (n−2)(n−3)2 + 1
4 Discussion
In this work, we have studied the construction of the compatibility complex (Definition 2) Kl,
l = 0, 1, 2, . . ., for a linear differential operator K0 of finite type (Definition 7). The construction
proceeds by putting the operator K0 into a canonical form of a flat connection and then lifting the
resulting twisted de Rham complex to a compatibility complex for K0 (Theorem 9). Our primary
and motivating example of an operator of finite type is the Killing operator Kab[v] = ∇avb +∇bva
on a Lorentzian (or even pseudo-Riemannian) manifold (M, g). Once known, the components
of the first compatibility operator K1 can be interpreted (as discussed in the Introduction) as a
complete set of local gauge-invariant observables in linearized gravity on (M, g).
We have applied the abstract construction of Section 2 to several physically motivated examples:
flat (Minkowski) and constant curvature (de Sitter or anti-de Sitter) spacetimes in Section 3.1,
cosmological (FLRW) spacetimes in Section 3.2, (Schwarzschild-Tangherlini) spherically symmetric
black hole spacetimes4 in Section 3.3. In each case, we have kept the dimension n = dimM general,
allowing at least n ≥ 4. While the contents of Section 3.1 are well-known (they were previously
reviewed in more detail in [20]), the Killing compatibility complexes constructed in Sections 3.2
and 3.3 are new.
One may wish to compare the main result for FLRW geometries, Theorem 10, with the recent
works [11, 8, 12], which were the first to (a) construct, (b) give a geometric interpretation to
and (c) prove completeness for the first compatibility operator K1 in a context very similar the
one considered in Section 3.2 (the difference is that here we do not include the presence of a
dynamical scalar inflaton field on an cosmological FLRW geometry). The systematic approach
developed in this work can also be easily applied in the presence of an inflaton field. Then, the
systematically constructed compatibility operator K1 would be necessarily equivalent to what was
obtained in [11, 8, 12]. The difference is that our systematic construction automatically comes
with a proof of completeness, while the previous proof of completeness given in [11] relied very
heavily on parallels with known results for the flat and constant curvature cases [17, 20], without
an obvious way to generalize it. On the other hand, our systematic construction does not give a
Stewart-Walker-like (cf. the introduction to Section 3) geometric interpretation to K1 as a linear
local gauge-invariant observable. On the other hand, the approach put forward in [8, 12], of
constructing a candidate K1 by linearizing an IDEAL characterization of the background geometry,
automatically gives K1 a Stewart-Walker-like geometric interpretation, but does not automatically
4The family of spacetimes considered Section 3.3 is actually richer than just asymptotically flat spherically
symmetric black holes (the Schwarzschild-Tangherlini ones). More generally, it allows for a non-zero cosmological
constant and also allows to substitute spherical symmetry for planar or pseudo-spherical symmetry, which respec-
tively give rise Taub’s plane symmetric spacetimes or to pseudo-Schwarzschild solutions.
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prove completeness.5 Thus, we see great potential in joining the methods of the current work with
those of [8, 12] to construct universal Killing compatibility operators (equivalently, complete sets
of linear local gauge-invariant observables) on a variety of backgrounds, while getting the benefits
of straightforward geometric interpretation and of a systematic way to prove completeness.
For the Schwarzschild black hole (and its higher dimensional generalizations), the Regge-
Wheeler and Zerilli local gauge-invariants have been known for a long time [21]. Other local
gauge-invariants have also been proposed (see [27, 1] for a brief review). However, to our knowl-
edge, no claim of completeness has ever been made for an explicit set of local gauge-invariants on
Schwarzschild. Thus, even our construction of the first compatibility K1 operator in Section 3.3
appears to be new. On the other hand, the 4-dimensional Schwarzschild black hole does have a
known IDEAL characterization [10], so as was argued in the previous paragraph its linearization
would have provided a good candidate for K1. To our knowledge, this has not been done explic-
itly in the literature. Again, comparing that heuristic construction with our systematic approach
would be very interesting.
The next logical step is to apply our methods to the Kerr black hole and higher dimensional
(Myers-Perry) generalizations. As a first step, we intend to construct a Killing compatibility
complex for the Kerr geometry [2], thus providing a proof of completeness for the list of local
gauge-invariants recently proposed in [1].
Once the Killing compatibility complex is known on a given geometry, this information has
interesting applications to the symplectic and Poisson structures on the space of solutions of lin-
earized gravity [20, Sec.5].
Acknowledgments. The author thanks S. Aksteiner, L. Andersson and T. Ba¨ckdahl for many
useful discussions on gauge-invariant observables, as well as B. Kruglikov and W. Seiler for pertinent
feedback at the early stages of this work. Also, the author was partially supported by the GACˇR
project 18-07776S and RVO: 67985840.
References
[1] S. Aksteiner and T. Ba¨ckdahl, “All local gauge invariants for perturbations of the Kerr
spacetime,” 2018. arXiv:1803.05341.
[2] L. Andersson, S. Aksteiner, T. Ba¨ckdahl, I. Khavkine, and B. Whiting, “Compatibility
complex for black hole spacetimes,” 2018. In preparation.
[3] M. Ban˜ados, M. Henneaux, C. Teitelboim, and J. Zanelli, “Geometry of the 2+1 black hole,”
Physical Review D 48 (1993) 1506–1525, arXiv:gr-qc/9302012.
[4] M. L. Bedran, M. O. Calva˜o, F. M. Paiva, and I. Damia˜o Soares, “Taub’s plane-symmetric
vacuum spacetime reexamined,” Physical Review D 55 (1997) 3431–3439,
arXiv:gr-qc/9608058.
[5] Y. A. Blinkov, C. F. Cid, V. P. Gerdt, W. Plesken, and D. Robertz, “The MAPLE package
Janet: I. polynomial systems. II. linear partial differential equations,” in Proceedings of the
6th International Workshop on Computer Algebra in Scientific Computing, Passau
(Germany), V. G. Ganzha, E. W. Mayr, and E. V. Vorozhtsov, eds., pp. 31–54. Institut fu¨r
Informatik, Technische Universita¨t Mu¨nchen, Garching, 2003.
https://wwwb.math.rwth-aachen.de/Janet/.
[6] M. Cahen and N. Wallach, “Lorentzian symmetric spaces,” Bulletin of the American
Mathematical Society 76 (1970) 585–591.
[7] E. Calabi, “On compact, Riemannian manifolds with constant curvature. I,” in Differential
Geometry, C. B. Allendoerfer, ed., vol. 3 of Proceedings of Symposia in Pure Mathematics,
pp. 155–180. AMS, Providence, RI, 1961.
5Although, the only possibility we know in which completeness might fail is when the IDEAL characterization
tensors vanish at quadratic or higher order when approaching the isometry class of the characterized geometry in
the space of metrics. Then their linearization might fail to capture all of the linear invariants.
27
[8] G. Canepa, C. Dappiaggi, and I. Khavkine, “IDEAL characterization of isometry classes of
FLRW and inflationary spacetimes,” Classical and Quantum Gravity 35 (2018) 035013,
arXiv:1704.05542.
[9] M. Eastwood, “Notes on projective differential geometry,” in Symmetries and
Overdetermined Systems of Partial Differential Equations, M. Eastwood and W. Miller, eds.,
vol. 144 of The IMA Volumes in Mathematics and its Applications, ch. 3, pp. 41–60.
Springer, New York, NY, 2008.
[10] J. J. Ferrando and J. A. Sa´ez, “An intrinsic characterization of the Schwarzschild metric,”
Classical and Quantum Gravity 15 (1998) 1323–1330.
[11] M. B. Fro¨b, T.-P. Hack, and A. Higuchi, “Compactly supported linearised observables in
single-field inflation,” Journal of Cosmology and Astroparticle Physics 2017 (2017) 043,
arXiv:1703.01158.
[12] M. B. Fro¨b, T.-P. Hack, and I. Khavkine, “Approaches to linear local gauge-invariant
observables in inflationary cosmologies,” Classical and Quantum Gravity (2018) in press,
arXiv:1801.02632.
[13] J. Gasqui and H. Goldschmidt, “De´formations infinite´simales des espaces riemanniens
localement syme´triques. I,” Advances in Mathematics 48 (1983) 205–285.
[14] J. Gasqui and H. Goldschmidt, “Complexes of differential operators and symmetric spaces,”
in Deformation Theory of Algebras and Structures and Applications, M. Hazewinkel and
M. Gerstenhaber, eds., vol. 247 of NATO ASI Series, pp. 797–827. Kluwer, Dordrecht, 1988.
[15] R. Geroch, “Limits of spacetimes,” Communications in Mathematical Physics 13 (1969)
180–193.
[16] H. Goldschmidt, “Existence theorems for analytic linear partial differential equations,” The
Annals of Mathematics 86 (1967) 246–270.
[17] A. Higuchi, “Equivalence between the Weyl-tensor and gauge-invariant graviton two-point
functions in Minkowski and de Sitter spaces,” 2013. arXiv:1204.1684.
[18] A. Ishibashi and H. Kodama, “Stability of higher-dimensional Schwarzschild black holes,”
Progress of Theoretical Physics 110 (2003) 901–919, arXiv:hep-th/0305185.
[19] I. Khavkine, “Covariant phase space, constraints, gauge and the Peierls formula,”
International Journal of Modern Physics A 29 (2014) 1430009, arXiv:1402.1282.
[20] I. Khavkine, “The Calabi complex and Killing sheaf cohomology,” Journal of Geometry and
Physics 113 (2017) 131–169, arXiv:1409.7212.
[21] H. Kodama and A. Ishibashi, “A master equation for gravitational perturbations of
maximally symmetric black holes in higher dimensions,” Progress of Theoretical Physics 110
(2003) 701–722, arXiv:hep-th/0305147.
[22] H. Kodama, A. Ishibashi, and O. Seto, “Brane world cosmology: Gauge-invariant formalism
for perturbation,” Physical Review D 62 (2000) 064022, arXiv:hep-th/0004160.
[23] F. S. N. Lobo and J. P. Mimoso, “Possibility of hyperbolic tunneling,” Physical Review D 82
(2010) 044034, arXiv:0907.3811.
[24] K. Martel and E. Poisson, “Gravitational perturbations of the schwarzschild spacetime: A
practical covariant and gauge-invariant formalism,” Physical Review D 71 no. 10, (2005)
104003, arXiv:gr-qc/0502028.
[25] B. O’Neill, Semi-Riemannian Geometry With Applications to Relativity, vol. 103 of Pure and
Applied Mathematics. Elsevier Science, 1983.
28
[26] W. M. Seiler, Involution: The Formal Theory of Differential Equations and its Applications
in Computer Algebra, vol. 24 of Algorithms and Computation in Mathematics. Springer,
2010.
[27] A. G. Shah, B. F. Whiting, S. Aksteiner, L. Andersson, and T. Ba¨ckdahl, “Gauge-invariant
perturbations of Schwarzschild spacetime,” 2016. arXiv:1611.08291.
[28] D. C. Spencer, “Overdetermined systems of linear partial differential equations,” Bulletin of
the American Mathematical Society 75 (1969) 179–240.
[29] H. Stephani, D. Kramer, M. MacCallum, C. Hoenselaers, and E. Herlt, Exact Solutions of
Einstein’s Field Equations. Cambridge University Press, Cambridge, 2003.
http://dx.doi.org/10.1017/CBO9780511535185.
[30] J. M. Stewart and M. Walker, “Perturbations of Space-Times in general relativity,”
Proceedings of the Royal Society of London. A. Mathematical and Physical Sciences 341
(1974) 49–74.
[31] A. H. Taub, “Empty space-times admitting a three parameter group of motions,” The
Annals of Mathematics 53 (1951) 472–490.
[32] R. M. Wald, General Relativity. University of Chicago Press, Chicago, 1984.
[33] C. A. Weibel, An introduction to homological algebra, vol. 38 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, 1994.
29
