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onde !1 é um domínio limitado de IR n , e rp é uma função contínua sobre a 
fronteira de n que é conhecida. 
A idéia original era estudar o trabalho de H. Weyl, [28], e adaptar os 
resultados levando-se em conta a linguagem matemática de que dispomos 
atualmente e as ferramentas oferecidas com as noções de espaço de Sobolev 
e solução fraca. As idéias geométricas exploradas por Weyl acabaram con-
duzindo de maneira natural à curiosidade de conhecer e comparar a outros 
métodos que também resolvessem o problema de Dirichlet. 
Dividimos o trabalho em dois capítulos, o primeiro apresenta os métodos. 
Assim, na seção 1 fazemos uma apresentação do problema discutindo a ques-
tão de unicidade da solução , caso exista; na seção 2, expomos as idéias ex-
ploradas por Weyl e, na seção 3, ainda tendo em mente o aspecto geométrico, 
apresentamos os teoremas de Stampacchia e Lax-Milgram. As propriedades 
de caráter minimizante que a solução do problema deve satisfazer, presen-
tes no teorema de Stampacchia, nos levaram ao estudo do método original-
mente proposto por Dirichlet, finalmente demonstrado com o rigor exigido 
pela Análise por Hilbert, o que apresentamos na seção 4. Apresentamos o 
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Método de Perron, que, apesar de fugir dos conceitos de espaços de Sobolev 
e solução fraca, produz a solução clássica do problema. Por fim, fazemos 
algumas observações no sentido de comparar os diversos métodos. 
Tendo obtido a solução fraca para o problema de Dirichlet, nosso próximo 
objeto de trabalho foi a sua regularização, o que foi tratado nas primeiras 
seções do cap:Ítulo 2. Apresentamos explicitamente a solução do referido 
problema no caso em que f! é o disco em !R 2, utilizando os conceitos de 
séries de Fourier. 
A monografia tentou ao máximo ser autocontida, contornando na me-
dida do possível as diferenças de tratamento dadas ao problema nos diversos 
métodos. Vários resultados foram por conseqüência enunciados sem demons-




Estabeleceremos a seguir algumas notações utilizadas neste trabalho e 
resultados elementares concernentes às mesmas. 
Ao longo destas notas IR n designará o espaço euclideano de dimensão 
n, O é um domínio (isto é, um subconjunto aberto e conexo) em IR n, 80 
designa a fronteira de f! e f! sua aderência. 
Chamaremos operador de Laplace ou Laplaciano em dimensão n o opera-




Para k ~ O, inteiro, Ck(f!) denota o conjunto das funções reais u :f!---+ IR 
com derivadas parciais contínuas até a ordem k em !1. Por Ct(f!) denota-
remos o conjunto das funções reais com derivadas parciais contínuas até a 
ordem k em D: e com suporte compacto em f!. 
A equação de Laplace é dada por 
l>.u =O. {0.1.1) 
A equação de Poisson é dada por 
.ó.u = -47rp, {0.1.2) 
I 
onde p é uma função contínua conhecida. 
Funções u que são contínuas e satisfazem a equação de Laplace são cha-
madas harmônicas. 
Exemplo 0.1.3: 
1. No plano, temos que u(x,y) = ax + by +c, para quaisquer constan-
tes a,b,c é função harmônica. A função u(x,y) = x2 - y2 é também 
harmônica. 
2. Se f : n ---+ C for uma função analítica complexa, então suas partes 
real e imaginária são funções harmônicas. 
Observação: A hipótese de continuidade na definição acima não pode ser 
dispensada uma vez que uma função u que satisfaça à (0.1.1) não é necessa-
riamente contínua. De fato, 
{ 
Re c(,-') se z = x + iy # O; 
u(x,y) = O 
se z =O. 
(0.1.4) 
é tal que u satisfaz (0.1.1) em todo o plano mas, como é de fácil verificação, 
ué descontínua na origem [9, 14]. 
Notação: Introduzimos aqui uma abreviação para o operador diferencial 
a a 
v-(-a ,···,-a ). 
X1 Xn 
Isto quer dizer que, dada u E 0 1(!1), o gradiente deu, que denotaremos por 
'\lu, é uma função de n em IR n, isto é, um campo vetorial em !1, e 
au au 
'\lu- (-, ... , -) . 
axl axn 
Dado um campo vetorial F : n ---+ IR n cujas componentes fi pertencem a 
0 1(!1), i= 1, · · ·, n, o divergente de F é uma função de n em IR dada por 
2 
Assim, sob a hipótese da existência de .6.u em uma vizinhança de um 
ponto X E n, obtemos 
~u(x) =V· Vu(x). 
Para um campo vetorial F : f! --+ IR 3 cujas componetes fi pertencem a 
C1 (f!), i= 1, · · ·, 3, o rotacional de F é uma função de f! em IR 3 dada por 
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Capítulo 1 
Métodos para a Resolução do 
Problema de Dirichlet 
1.1 O Problema de Dirichlet 
O problema de Dirichlet para a equação de Laplace que estudaremos ao 
longo destas notas é o seguinte: dados um domínio limitado f2 c !R n e uma 








A origem histórica do problema de Dirichlet remonta a meados do século 
XIX, intimamente ligada ao desenvolvimento da teoria do potencial. Nomes 
notadamente relevantes da Matemática, Gauss, Riemann, Hilbert e claro, 
Dirichlet, dedicaram atenções a este problema, e coube a Hilbert em 1899, 
dar justificativas completas às idéias inicialmente exploradas por Dirichlet e 
Riemann [3, 10]. 
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Observação: A condição de n ser limitado pode ser retirada, iremos nos 
limitar, no entanto, na maioria dos casos a seguir explorados, a esta condição 
mais restrita. 
Definição 1.1.2: Seja O C !R n um domínio e i.p uma função contínua defi-
nida sobre a fronteira de !1. Uma solução clássica do problema de Dirichlet 
(1.1.1) é uma função u E C'(!l) n C0 (!1) tal que u satisfaça a equação de 
Laplace (0.1.1) em !1 e que seja igual a 'I' em â!l. 
Um outro problema que nos interessará é apresentado a seguir. Dados 
um domínio limitado !1 C IR n e <f E C0 (!1) uma função real, encontrar uma 
função u tal que: 
{ 





Definição 1.1.4: Seja !1 c IR n um domínio. Uma solução clássica de 
(1.1.3) é uma função u E C'(!1) n C0 (!1) que satisfaça a equação -~u = </> 
no domínio n e que seja igual a zero em an. 
Observação: Consideremos n 2:: 3. Suponhamos que o problema (1.1.1) te-
nha solução clássica qualquer que seja <.p dado de fronteira. Dado o problema 
(1.1.3), supondo que 4> é Hõlder-contínua, definamos a função, 
onde CTn é o volume da bola unitária de dimensão n. 
Mostra-se ((15]) que 'I'• E C2(!1) n C0(!1) e ~'I'·= f. 
Seja v a solução do problema de Dirichlet (1.1.1) com r.p = rp*lan. Assim, 
u =v- r.p* resolve o problema (1.1.3) proposto. 
Inversamente, suponhamos que o problema (1.1.3) seja solúvel para qual-
quer c/> definida em !l. Dado o problema {1.1.1) onde a função l.f é tal que pode 
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ser extendida continuamente para uma função !p que seja Hõlder contínua em 
f! e pertença a C2(f!). Seja v a solução do problema (1.1.3) para ~ = t1ip. 
Assim, u =v+ !pé a solução do problema (1.1.1) proposto. 
É sempre possível obter tp nas condições requeridas pois ao é um conjunto 
fechado e por hipótese, 1.p é contínua neste conjunto ([25], pp.172). 
O caso n = 2 é tratado de modo análogo substituindo-se a potência na 
integral acima por log lx- Yl· 
Deste modo, sob hipóteses de HOlder continuidade e diferenciabilidade, 
dado um problema como (1.1.3) podemos obter uma formulação análoga à 
(1.1.1), e vice-versa; além disso, conhecendo~se a solução de um dos proble-
mas, obtém-se a solução da formulação equivalente. 
A fim de obter a unicidade da solução dos problemas de Dirichlet (1.1.1) 
e (1.1.3) vamos estabelecer os princípios do máximo e mínimo. 
Teorema 1.1.5(Forma Forte dos Princípios do Máximo e Mínimo): 
Sejam ft c IR "' um domínio e u E C 2 (!1) tal que 6.u ~ O (ilu ::; O) em !1. 
Suponhamos que exista um ponto y E n que satisfaça u(y) = SUPn u ( u(y) = 
infn u). Então u é constante. Conseqüentemente! uma função harmônica não 
pode assumir um máximo ou mínimo interior, a menos que seja constante. 
Demonstração: Seja ~u 2: O em n, M = sup0 u e defina 
f!M = {x E fliu(x) = M). 
Por hipótese, nM não é vazio. Mais ainda, como ué contínua, nM é fechado 
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com relação a n. Seja z um ponto em nM e aplique o teorema (A.2.2) para 
a função u ~ M em uma bola B = BR(z) CC n. Obtemos 
O=u(z)-M:S 1R./,(u-M)dx<O, 
Wn B 
e assim, u = M em BR(z). Decorre que nM é também aberto com relação a 
n. Portanto, nM = n. 
O resultado para 6.u ~ O é obtido substituindo-se u por ~u. • 
Teorema 1.1.6(Forma Fraca dos Princípios do Máximo e Mínimo): 
Sejam !1 c IR n um domínio limitado eu E C 2 (!1) n C 0 (f!) tal que 
!lu 2: O (!lu :S O) em n. Então, 
Conseqüentemente para uma função harmônica u 
Demonstração: 
Como f! é limitado, segue-se que n é compacto. Da continuidade de u e 
do teorema anterior segue-se o resultado. • 
Corolário 1.1.7: Dados um domínio limitado !1 e uma função contínua cp 
definida sobre a fronteira de n existe no máximo uma função u harmônica, 
u E C2 {!1) n C0 (!1) que seja igual a 'P em todos os pontos da fronteira. 
Demonstração: 
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De fato, sejam f e g funções que satisfaçam as hipóteses. Definindo 
w = f- g temos que w é harmônica, w E C 2(!1) n C 0(0:). Aplicando a 
forma fraca do princípio do máximo e a forma fraca do princípio do mínimo, 
segue-se que W :: 0, pois w( X) = 0 para todo X pertencente à fronteira de f2 
e portanto, f= g. • 
Observação: Notemos que este resultado não assegura a existência de uma 
função u nas condições do corolário; garante, no entanto, a unicidade de tal 
função , caso exista. 
Assim, de acordo com o corolário (1.1.7), se existir solução clássica do 
problema de Dirichlet (1.1.1) esta é única. 
Estabelecer a existência de solução para o problema (1.1.1) em uma região 
n arbitrária é uma questão bastante delicada. Teremos oportunidade de 
perceber que, na verdade, este fato depende diretamente das propriedades 
geométricas da fronteira de n. Para apreciar a importância deste aspecto 
geométrico, consideremos o exemplo a seguir, devido a S. Zaremba, já conhe-
cido em 1911. 
Exemplo 1.1.8: Considere f! o domínio definido pelas desigualdades 
isto é, o disco unitário sem a origem (portanto a origem constitui parte da 
fronteira de f!). Seja r..p definida sobre a fronteira de !1 como se segue: 
<p =O sobre x 2 + y2 = 1, <p(O, O) = 1 (1.1.9) 
Pela simetria e unicidade, não é difícil ver que, se o problema tem uma 
solução , esta deve possuir simetria rotacional, isto é, a solução é uma função 
de T = (x 2 + y2 )4' independente do ângulo polar e. A solução 1 é portanto 




A primeira condição de (1.1.9) implica que b = O; por outro lado, a escolha 
de qualquer a :/; O implica que u é ilimitada próxima à origem, e a escolha 
de a= O nos leva a u =O; em ambos os casos, a segunda condição de (1.1.9) 
não é satisfeita. Logo, o problema de Dirichlet não possui solução . 
O exemplo precedente nos conduz de maneira natural à questão de procu-
rar estabelecer condições sob as quais o problema de Dirichlet (1.1.1) possui 
solução clássica. 
Neste capítulo estaremos interessados em estabelecer a existência de so-
luções para este problema, assim passaremos ao conceito de solução fraca, 
e para isto iremos introduzir os espaços de Sobolev; a seguir explicaremos 
vários métodos através dos quais podemos garantir a existência de solução 
fraca para (1.1.1) e (1.1.3). 
As propriedades gerais dos espaços de Sobolev que a seguir introduzimos 
estão, para maior comodidade do leitor, relacionadas no apêndice. 
Seja O C IR n, aberto, não vazio. 
Consideremos o espaço L'(il) :~{f: n--; IR tal quefn I f I'< 00 .} 
Definição 1.1.10: Definimos 
H 1 (il) :~ { u E L2 (il) tais que og, · · · 9n E L 2 (il) satisfazendo 
r u 8~ ~-r g;~ V ~EC0(r!) V i~1,2,···,n}. lo 8x; ln 
Dada u E H 1 ( il) denotamos 
àu àu 
e V'u~ (-,···,-). 
axl ax.,. 
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Em H1 (f!), podemos introduzir o seguinte produto interno: dados u, v E 
H'(I:J), 
n au av 
(u,v)t := (u,v)v + t;(ax;' Bxi)v , 
cuja norma associada é 
n 
11 u llii·=II u 111, +L: 
i=l 
Observação: O espaço H 1 munido do produto interno definido acima torna-
se um espaço de Hilbert. A demonstração deste fato pode ser encontrada em 
I!J. 
Definição 1.1.11: Definimos 
Lema 1.1.12 (Desigualdade de Poincaré): Suponhamos que !1 é um 
aberto limitado. Então existe uma constante C (dependente de D) tal que: 
lluiiL' $ CIIVuiiL' 'lu E H6(1:J) . (1.1.13) 
Demonstração: Veja [1], pp. 174. • 
Segue da desigualdade de Poinca.ré que a expressão IIVullv define uma 
norma em HJ(f!) equivalente à norma lluiiHl· Em H6(D),J0 VuVv é o pro-
duto escalar que induz a norma IIVullv· 
Observação: As funções de HJ "são" as funções de H1 que "se anulam" 
sobre an. É delicado dar um sentido preciso a esta afirmação 'já que uma 
!O 
função u E HJ só está definida q.t.p. ( e 80 tem medida z.ero!). Veja mais 
detalhes no apêndice. 
Temos agora condição de reformular o problema de Dirichlet. 
Multiplicando a equação {1.1.1) por uma função v com suporte compacto 
em n e integrando por partes, obtemos 
i, \lu· 'V v= O (1.1.14) 
Versão generalizada do problema (1.1.1}: Dada uma função 'P E H 1(!l), 
encontrar uma função u E H 1 (f!) tal que u satisfaça (1.1.14) para toda 
v E HJ(!l) e u- 'P E HJ(!l). 
Definição 1.1.15: Sejam n c IR n e r.p E H 1(D). Uma solução fraca do 
problema de Dirichlet (1.1.1) é uma função u E H 1(fl) que satisfaça (1.1.14) 
para toda v E HJ(!l) e tal que u- <p E Hó(fl). 
Lema 1.1.16: Toda solução clássica do problema de Dirichlet (1.1.1) que 
pertence a C1(f!) é uma solução fraca. 
Demonstração: Como u E C 2 (f!) n C 1 (f!), u possui derivadas parciais 
clássicas contínuas em f!, e portanto 8
8u E L2(f!) Vi= 1· · · n. Basta tomar 
•• 
Yi = ;;:; e temos que u E H 1(f!). Ainda, sendo H 1(f!) espaço vetorial, 
u- r,p E H 1(0) e mais, como u- r,p =O em 80, decorre do teorema (A.l.lO) 
que u- 'P E HJ(fl). • 
Multiplicando a equação {1.1.3) por uma função v com suporte compacto 
em n, e integrando por partes, obtemos 
i, \lu· 'V v= i, ,P ·v {1.1.17) 
Isto nos fornece a idéia para a versão generalizada de (1.1.3). 
ll 
Versão generalizada do problema (1.1.3} :Dada uma função cP em L2(0:) 
encontrar u E HJ(l1) tal que u satisfaça (1.1.17) para toda função v E HJ(l1). 
Definição 1.1.18: Seja l1 C IR n e </> E L2 (l1). Uma solução fraca de 
(1.1.3) é uma função u E HJ(l1) que verifica (1.1.17) para toda v E HJ(l1). 
Lema 1.1.19: Toda solução clássica do problema de Dirichlet (1.1.3) que 
pertence a C1(f!) é uma solução fraca. 
Demonstração: Dada uma solução clássicau de (1.1.3), pelos mesmos argu-
mentos do início do lema (1.1.16), temos que u E H 1(fl). Então, na verdade 
u E H 1 (l1) n C(l1) e pelo teorema (A.l.ll), temos que u E HJ(l1). Por outro 
lado, se v E CJ(l1) então 
/n Vu ·V v= /n cP ·v 
e, por densidade, para toda v E HJ(fl). • 
Observação; Um ponto crucial é a regularização da solução fraca, isto 
é, quando a recíproca dos lemas (1.1.16) e (1.1.19) podem ser obtidas. O 
capítulo 2 fornece condição para responder a estas questões em alguns casos. 
Nos lemas precedentes, a hipótese deu pertencer a C 1(!1) pode ser en-
fraquecida, pedindo-se que o gradiente de u pertença a L2 • 
1.2 Método de Ortogonalização de Weyl 
Apresentamos a seguir um método de ortogonalização , que garante a 
existência de solução fraca para o problema de Dirichlet. Baseamo-nos no 
artigo de Hermann Weyl [28[. 
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Seja f! c IR 3 um domínio limitado, não vazio, cuja fronteira é de classe 
C'. 
Denotemos por :Fo o espaço (L2(!1))3 , isto é, F E :Fo se, e somente se, 
F= (!, j,, f,) com f; E L2(!1). 
Em :F0 consideremos o seguinte produto interno: 
3 
(F,G) = f 'f:Jg; dx ln i:=ot 
onde F= (f,,j,,J,) e G = (g,,g,,g,). 
Tal produto interno induz a seguinte norma, dado F E :F0 , 
11 F 11'= lo F' =lo f{+ fi+ fi < oo . 
A fim de explicar em que consiste o método de ortogonalização de Weyl, 
consideremos os seguintes subespaços de :F0 : 
I:= {F E :Fo tal que (F, V x G) =O \f G E (H5)'} 
O:= {H E :F0 tal que (H, 'V,P) =O \f ,P E Hó} 
I é chamado espaço dos campos irrotacionais. () é chamado espaço dos 
campos solenoidais. 
Observação: A motivação para o nome dado ao espaço I decorre de que se 
F E (C1(!1))3 , então 
FEI'c?FE:Foe'VxF=O, 
onde o rotacional de F é tomado no sentido clássico. 
Analogamente, dado um campo H E (01(!1))3 , temos a seguinte caxacte· 
nzaçao: 
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onde o divergente de H é tomado no sentido clássico. 
Lema 1.2.1: Para toda função <p E H 1 (f!) e para todo campo F E (HJ(f!)) 3 
temos 
('V<p , 'V X F ) = 1, 'V<p · ('V X F) = 0 . 
Demonstração: De fato, consideremos a seguinte identidade: 
'V· (F x 'V<p) = 'V<p ·('V x F)- F· ('V x 'V<p). 
Aplicando o Teorema da Divergência (A.2.1) à expressão no primeiro mem-
bro, e tomando o limite, obtemos: 
1, 'V· (F x 'V<p) dx 
pois F E (HJ(f!))'. 
=f (Fx'V<p)·~ds =0 lao 
Conseqüentemente1 da identidade decorre que: 
pois \7 x Vr.p =O. 
Tomemos ainda os subespaços de :Fo definidos por: 
R:= {F E :F0 tal que 3G E (HJ)' com F= 'V x G (' 
Ç :={F E :Fo tal que 3tj; E HJ com F= 'Vtf;} 
• 
'R é chamado espaço dos campos rotacionais. Ç é chamado espaço dos campos 
gradientes. 
Lema 1.2.2: O subespaço Ç de :Fo é fechado. 
Demonstração: De fato, considere (Gn)neN E g uma sequencta con-
vergindo na norma de :Fo para G. Para todo n E N, Gn = Vc.pn , i.fn E HJ(!1). 
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Como Gn é uma seqüência de Cauchy 1 segue-se que I.Pn é Cauchy em HJ. 
Seja <p o seu limite. Logo, \lt.pn --t 'Vcp em L2 • Temos que 
Logo, G = V<p o que implica G E Ç. Portanto, Ç é fechado. • 
Esses subespaços admitem complemento ortogonal, pois são subespaços 
fechados em um espaço de Hilbert. Assim: 
Os subespaços de :Fo se relacionam através do resultado a seguir. 
Lema 1.2.3: Valem as seguintes relações : 
9~ =o 
Demonstração: Dados I E I e R E 'R-, temos que /IR- Rnll.ra -+O, onde 
R. = '17 X Tn para Tn E (H6(il)f . Segue-se que, 
(I,R) = lim (I, '17 x Tn) =O, pois I E I. 
n-= 
Assim, I ç 'Rl.. 
Dado H E R.\ seja G E (H6)' e R= '17 X G, logo R E R.. Temos que 
o= (H, R)= (H, '17 X G) 
Assim, H E I , portanto 'J?_l. Ç I. 
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Dados O E O, seja G E 9, então G = 'íl<p para algum <p E H6(fl). Temos 
que 
(0, G) = (0, 'íl<p) =O, pois O E O. 
Logo, O Ç 9~. 
Dado H E Ç\ seja r.p E HJ e tome G = Vtp, logo G E Ç. Segue~se que 
(H,G) =(H, 'íl<p) =O, pois H E 9~-
Assim, H E O e portanto, ÇJ. Ç O . 
• 
Observação: Os lemas (1.2.1) e (1.2.3) nos fornecem: 
9ci 
nco 
Decorre em particular que, 
I=9E!l(Oni). 
Teorema 1.2.4: Seja F E In O. Então F E C00 e F satisfaz as equações: 
'íl· F=O e 'ílxF=O. 
Demonstração: Seja F E I nO e W E (HJ(fl))' isto é, W = (W1 , W2, W3 ) 
com W; E HJ(fl). Como F E O temos que (F, 'íl<p) = O para toda <p E 
H6(!1). Assim do fato de que 'íl · W E HJ(fl), segue-se que: 
(F, 'íl('íl · W)) =O (I) 
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Ainda temos que V x W E (HJ(!1))3 e então, como F E I, 
(F, V x V x W) =O (li) 
Subtraindo (!) e (I!) chegamo' a 
(F, V(V · W))- (F, V x V x W) =O 
Daidentidade!>W = 'll(V·W)- 'llxVxW, onde t>W = (C>Wt,C>W2 , C>W3) 
podemos concluir que 
(F,t>W) = 1, Ft>W =O 
ou ainda, temos que 
Pelo Lema de Weyl, segue-se que as componentes de F são funções harmô-
nicas, com derivadas clássicas de todas as ordens. Consideremos agora a 
identidade 
'17 ·(F x G) = G · (V x F)- F· (V x G) . 
O teorema da divergência implica que 
r '17 ·(F x G) dx = r (F x G) · vdS =O \IG E (HÓ(!1))3 • ln len 
Usando este fato e lembrando que f o F· (V X G) =O, decorre da identidade 
que !.. G ·(V x F)= O \IG E (HÕ(!1))3 • 
Concluímos que V X F = O. 
De modo análogo, usando a identidade 
V· (<pF) =F· (V 'I')+ <p(V ·F) , 
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e lembrando que fo F· (V<p) =O, obtemos 
in <p ·(V· F)~ O \f<p E H~(rl) , 
donde V· F= O. • 
A demonstração do teorema utilizou o lema a seguir, conhecido na lite-
ratura atual como Lema de Weyl: 
Lema 1.2.5(Lema de Weyl): Se uma função u E C0(rl) é tal que 
então u E C00 (0) e b.u ~O. 
Demonstração: 
Mostremos2 que u satisfaz a propriedade do valor médio (A.2.3) donde 
poderemos concluir que u é harmônica em n. 
Consideremos a função v : O ---+ IR definida por 
{ (IY- xl'- r')' v(y) = o 
Assim definida, temos que v E CJ(O). 
Calculando ~v obtemos 
se IY- xl <::r 
se IY- xl 2: r 
D.v ~ { ~(71y- xl' -!Or'IY- xl' + 3r4 ) se IY- xl <r 
se IY- xl 2: r 
Por hipótese, temos que 
1 u(y)(7iy- xl4 - !Or'IY- xl' + 3r4)dy ~O Jy-.rj~l" 







r1 u(y)f(p,r)dS, d, =O 
lo j11-:ej=p 
f(p,r) = 7p4 ~ 10r2p2 + 3r4 
(1.2.9) 
(1.2.10) 
Para obtermos a propriedade do valor médio para u, basta calcularmos 
algumas derivadas com respeito a r nas equações acima. Derivar (1.2.9) em 
relação ao parâmetro r corresponde a derivar a integral 
1' F(p, T )dp , (1.2.11) 
onde F(p,r) = flv-xi=P u(y)f(p,r)dS,. Aplicando a regra de Leibniz para 
derivação de uma integral dependente de um parâmetro, obtemos 
d r dr lo F(p, r )dp r a lo &rF(p,r)dp+F(r,r) (1.2.12) 
r& lo &r F(p, r )dp (1.2.13) 
pois F( r, r) claramente se anula. 
Derivando (1.2.8) com relação a r e considerando (1.2.13), obtemos 
r u(y)[~5]y ~ x]' + 3r2 ]dy =o 
lj:e-yj$r (1.2.14) 
Ainda com o argumento de (1.2.12) e derivando (1.2.14), obtemos 
T r u(y)dS, ~ 3 r u(y)dy =o, 
l)y-x)=r l)y-xl$r 
isto é, 
1 1 1 1 - u(y )dS, = u(y )dy . 
47rr2 !y-x)=r 47rr3 /3 )y-x)$r (1.2.15) 
Derivando a igualdade com relação a r, o lado direito nos fornece 
- u(y)dy = d [ 1 1 l dr 41rr3 /3 jy-xj$r 4~9, r r u(y )dS, dp 1rr lo }jy-xj=p 
+ 4 3 s r u(y )dS, . 
1rr }ly-xl=r 
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Considerando-se (1.2.15) a última parcela na soma acima pode ser subs-
tituída por 
_a_ f u(y )dS, -
47rr3 }jy-:cj=r 
3 I 1 
-- u(y)dS, 
r 47rr2 jy-x[=r 
3 3 1 
-- u(y)dy 
r 47rr3 jy-x[:::;r 
9 fn'1 - u(y)dS, dp 47rr4 o lv-xi=P 
Tornando claro que 
d [ I 1 l - u(y)dy =O. dr 47rr3 /3 jy-:cj:Sr (1.2.16) 
Portanto, chegamos à 
dd [4 I 2 f u(y )dS,] = O . r 1rr jjy-xj=r 
Podemos concluir que 
1 1 I 1 - u(y)dS, =C= u(y)dy. 
47rr2 jy-:cj=r 47rr3 /3 lv-xi:Sr 
O lado esquerdo da equação acima é uma função de r, constante. Assim, 
podemos calculá-la para r= R, não alterando o seu valor 
I 1 I 1 -- u(y)dSR =C= u(y)dy. 
47r R2 jy-:cj=R 47rr3 /3 [y-xj:Sr 
Tomamos o limite do lado direito r -+ O. Da continuidade de u, podemos 
usar os teoremas de Fubini e do Valor Médio para Integrais, [19], obtendo 
u( x) = C. Assim provamos que 
u(x) = 4 
1
R2 f u(y)dSR 11" }jy-xj=R (1.2.17) 
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satisfazendo a propriedade do valor médio em n. Logo, u é harmônica em 
f!, donde u E C00(f!) e L\u =O em f!. • 
A importância do resultado anterior para a resolução do problema (1.1.1) 
torna-se mais evidente no próximo corolário. 
Corolário 1.2.18: Se F E In O então F E Coo(fl) e existe uma função 
harmônica h , h: fl--+ IR tal que F= '\Ih. 
Demonstração: Suponhamos que O seja simplesmente conexo e, para sim-
plificar as contas, que a origem pertence a n. Segue-se do teorema (1.2.4) 
que F E c=cn). Seja X= (xt,Xz,x3) E n. Definamos h: n--+ IR como a 
integral de linha ao longo do raio r unindo a origem a e x, isto é, 
h(x)= i,' F(x(r))·x'(r) dr, 
onde x(T) denota o caminho x(T) = TX. 
Observemos que, para qualquer curva lisa por partes, simples e fechada 
a c n, bordo de uma superfície D, decorre do teorema de Stokes que 
1 F(x(r)) · x'(r)dr = k \7 x F· dS =O , 
pois F é um campo irrotacional. 
Calculemos a derivada 8
8h • Por definição: 
" 
Temos 
8h = lim h(xt,Xz,x3)- h(xi + ~x1 ,x2,x3 ) 




1 F(a(t)) · a'(t)dt 
k F(fi(t)) · fl'(t)dt 




Claramente os caminhos a e j3 podem ser unidos pelo caminho 
formando uma curva fechada. Assim 
1 F(x(s)) · x'(s)ds =O a-11+1 
donde podemos concluir que 
h(x)- h(x + (L'lx1,0,0)) =i F(r(t)) · >'(t)dt. 
Portanto 
l . f~ F(r(t)) · 'f'(t)dt lffi 
Az1 ->-0 .Ó..X1 
l. f~ F(r(t)) · (L'lx"O,O)dt lffi A:~:1--+0 Ó..Xt 
lim r' !J(r(t))dt 
Ax1-+0 lo 
e quando i).x1 tende a zero, vemos que a curva"' se comprime no ponto x. 
Logo 
(1.2.19) 
Podemos proceder de forma análoga com as derivadas de h em relação a x 2 
e x 3 , mostrando que \!h= F. 
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Portanto h é harmônica: 
pois F é solenoidal. 
D.h - \1. \!h 
\1-F=O, {1.2.20) 
O argumento acima se estende facilmente ao caso de fl não ser esférico, 
hipótese que utilizamos tacitamente na definição de h. Para isto, tomamos 
uma definição recursiva de h: 
h(x) = h(x0 ) + l F(x(r)) · x'(r) dr, 
onde x(r) é o caminho x(r) = xr + x0(1- r), cujo vetor velocidade está ao 
longo do raio x - xo da bola de centro em x0 • • 
Definição 1.2.21: Seja !1 c IR n um conjunto aberto. Dizemos que um 
campo F : n -t IR n deriva de um potencial se existe uma função escalar u 
continuamente diferenciável tal que F = '\lu. A função u é dita o potencial 
do campo F. 
O corolário anterior nos garante, portanto, que o campo F E In O deriva 
de um potencial dado pela função h. 
A título de curiosidade enunciaremos alguns resultados sobre os campos 
potenciais, as demonstrações podem ser encontradas em [18]. A referência 
[12] traz a interpretação destes resultados sob o ponto de vista da Física, 
fornecendo inúmeros exemplos que envolvemo conceito de campos potenciais. 
Teorema 1.2.22: Seja F= (!1, h,···, fn) um campo de classe C1 definido 
em um aberto U C IR n. Se F é um campo potencial, então 
D;J; = D;/; V i,j = 1, · · ·, n. 
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O teorema anterior nos fornece um critério necessário para que um campo 
seja potencial. Vejamos uma condição suficiente, para fixar idéias, conside-
remos n = 2. 
Teorema 1.2.23; Seja a < b e c< d números. Seja F um campo vetorial 
de classe 0 1 sobre o retângulo R = {(x, y) E IR 2 la < x < b e c < y < 
d}. Suponhamos que F = (f, g) é tal que suas funções coordenadas f e g 
satisfazem: 
D,f = D,g. 
Então F é um campo potencial. 
Não é difícil ver que o teorema se generaliza para n variáveis. Em 
domínios mais gerais que retângulos nem sempre existe uma função poten-
cial para o campo de vetores, no entanto, podemos estabelecer o seguinte 
resultado. 
Teorema 1.2.24: Seja U C IR n um conjunto aberto e conexo. Seja F um 
campo vetorial contínuo em U. Então as seguintes condições são equivalen-
tes: 
1. F tem uma função potencial em U. 
2. A integral de F ao longo de dois pontos quaisquer de U independe do 
caminho que une os pontot3. 
3. A integral de F ao longo de qualquer curva fechada em U é igual a 
zero. 
Retornando ao nosso ponto de interesse, vejamos como aplicar os fatos 
demonstrados em (1.2.4) e (1.2.18) ao problema de Dirichlet. 
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Dada uma função f E C 2(!1) , observemos que do lema (1.2.1) decorre 
\!f E 7<-J. =I. Logo 
\lf E I=9Eil(In0) 
Ou seja, podemos decompor 'V f como sendo: 
Vf=G+H ,onde GE9;HEin0 
Como G E Ç, G é um campo gradiente logo 3g E HJ tal que G = Vg. Isto 
é: 
\1 f = \1 g + H , onde g E H~; H E In O 
Decorre do corolário (1.2.18) que H é o gradinte de uma função harmônica 
h1 , donde obtemos: 
\1 f= \lg +V h, , onde g E Ht; tlh1 =O em !1 
Logo, podemos concluir que, 
g = f - h onde tlh = O em !1 
e como g = O em ôfl, obtemos 
f=hem&!1 






Observação: Notemos que a decomposição de \1 f em um campo gradiente 
V g com um campo H E I n O não é trivial, pois a princípio não temos 
informação do comportamento de V f na fronteira do conjunto !l. 
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1.3 Os teoremas de Stampacchia e 
Milgram 
Lax-
Iniciamos esta seção com alguns resultados3 clássicos da teoria dos espaços 
de Hilbert, que serão necessários para a apresentação do teorema de Lax-
Milgram e sua relação com o problema de Dirichlet (1.1.3) tratado neste 
capítulo. 
Ao que se segue H é um espaço de Hilbert. Denotaremos por H' o dual 
topológico de H, isto é, o espaço vetorial dos funcionais lineares contínuos 
de H. 
Teorema 1.3.1(Projeção sobre um convexo fechado): Seja K C H 
um conjunto convexo, fechado e não vazio. Então para todo f E H ,existe 
um único u E K tal que 
I f - u 1~ min I f - v I . 
"EK 
Além disso, u se caracteriza pela seguinte propriedade: 
{ 
uE K 
(1-u,v-u):õO VvEK (1.3.2) 
Denotamos u = PK f = Projeção de f sobre K. 
Proposição 1.3.3: Sob as hipóteses do teorema anterior temos que 
I h!t -hf,l~l f,- f, I VJ.,J, E H. 
3 As demonstrações podem ser encontradas em [1], pp. 79 à 81. 
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Corolário 1.3.4: Seja M C H um subespaço vetorial fechado. Seja f E H. 
Então u = PM f se caracteriza por 
{ 
uEM 
(f- u,v) =O 'lv EM (1.3.5) 
Além disso PM é um operador linear. 
Teorema 1.3.6{Teorema de Representação de Riesz-Fréchet): Dada 
'P E H', existe um único f E H tal que 
(c.p,v) =(f, v) 'I v E}! 
Além disso, temos que 
I f 1=11 'P llw 
Definição 1.3. 7: Dizemos que uma forma bilinear a( u, v) : H X H-+ !R e 
1. contínua se existe uma constante C tal que 
I a(u,v) 1::; C I u li v I 'lu, v E H, 
2. coerciva se existe uma constante a > O tal que 
a( u, u) 2' a I u I' 'lu E H. 
Teorema 1.3.8{Stampacchia): Seja a(u, v) uma forma bilinear contínua 
e coerciva. Seja K um convexo, fechado e não vazio. Dado !f E H' existe 
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um único u E I< tal que para todo v E K, 
a(u,v-u)::: (<p,v-u). (1.3.9) 
Além disso, se a é simétrica, então u se caracteriza pela propriedade 
{ 
u E K 
~a(u, u)- (<p, u) = min.eKHa(v, v)- (<p, v)} (1.3.10) 
Para demonstrar o teorema de Stampacchia, utilizaremos o seguinte re-
sultado clássico; cuja demonstração pode ser encontrada em [5]. 
Teorema 1.3.11(Teorema do Ponto Fixo de Banach): Seja X um 
espaço métrico completo e seja S : X --+ X uma aplicação tal que existe 
k < 1 com 
d(Sv~,Sv2) :": kd(v1 ,v2 ) 'iv,.v2 E X. 
Então S tem um único ponto fixo, u =: Su. 
Passemos à demonstração do teorema de Stampacchia. 
Demonstração: Pelo teorema de representação de Riesz-Fréchet existe f E 
H único tal que 
(<p,v) =(f, v) V v E H. 
Por outro lado, para todo u E H fixo a aplicação v H a( u, v) é uma forma 
linear, continua sobre H, e novamente pelo teorema de Riesz-Fréchet existe 
um elemento de H, denotado por Au ,tal que a(u,v) = (Au,v) 'iv E H. É 
claro que A é um operador linear de H em H e que 
I Au I:': C I u l'iu E H 
(Au, u)::: a I u I'Vu E H. 
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Nosso problema consiste, portanto, em encontrar u E K tal que 
(Au,v-u) 2 (f,v-u)'lv E K. 
Seja p > O uma constante que fixaremos mais tarde. A última desigualdade 
equivale a 
(pf- pAu+u-u,v-u) :S OV v E K 
isto é, 
u = PK(Pf- pAu+ u). 
Para todo v E /{ definamos Sv = PK(Pf- pAv +v). Mostremos que se 
p > O é convenientemente escolhido, então S é uma contração estrita, isto é, 
existe k < 1 tal que 
I Sv1 - Sv, I:S k I v1 - v2 I Vv1, v2 E K . 
Com efeito, pela proposição (1.3.3) temos que 
I Sv1- Sv, I :SI (v1- v,)- p(Av1- Av,) I 
e então 
I Sv1- Sv, I' :SI V!- vzl' -2p(Avl- Av,, v!- v,)+ p2 I Av1- Av, I' 
:SI V1- v, I' {1- 2pa + p'C') 
Fixando p > O tal que k2 = 1 - 2po: + p2C 2 < 1 ( tomar O < p < ~~ ) vemos 
que S admite um único ponto fixo. 
Suponhamos agora que a forma a( u, v) é simétrica. Então define um novo 
produto escalar em H, cuja norma associada é equivalente a norma I · 1. As-
sim H é também um espaço de Hilbert para este produto escalar. Aplicando 
mais urna vez o teorema de representação de Rieszw Fréchet, obtemos g E H 
tal que 
(I", v)= a(g,v) 'lv E H. 
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Logo, (1.3.9) se escreve 
a(g - u, v - u) S O 'I v E H , 
isto é, u = PKg , onde a projeção é tomada com relação ao produto escalar 
definido pela forma bilinear simétrica a. De acordo com o teorema (1.3.1) 
equivale a achar u E K onde se atinge 
~ÍJ!a(g- v,g- v) 112 • 
Isto é , minimizar sobre K, a(g - v, g - v) ou ainda 
a(v, v)- 2a(g, v), ou ainda ~a( v, v)- (<p, v) 
• 
Corolário 1.3.12(Lax-Milgram): Seja a(u,v) uma forma bilinear, con-
tínua e coerciva. Então para todo i.p E H' existe um único u E H tal que 
a(u,v)~(<p,v) 'lvEH. 
Além disso, se a é simétrica, então u se caracteriza pela propriedade 
{ 
u E H 
!a( u, u) - (<p, u) ~ millvEHHa( v, v) - (<p, v)} (1.3.13) 
Vejamos a aplicação deste resultado para o estudo do problema de Diri-
chlet (1.1.3). 
Consideremos a forma bilinear simétrica a : HJ X HJ --t IR dada por 
a(u,v)~ fovu·'Vv 
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e o funcional F : HJ --+ IR dado por 
F(v)= J.<P·v 
Aplicando o teorema de Lax-Milgram, encontramos um único u E HJ que é 
a solução fraca do problema de Dirichlet {1.1.3), devido a definição da forma 
bilinear e do funcional associado. Observemos ainda que o teorema de Lax-
Milgran garante que esta solução u satisfaz (1.3.13), ou seja é o mínimo de 
um certo funcional . 
Para encerrar este parágrafo façamos alguns comentários sobre o teorema 
de Stampacchia. Expressões do tipo (1.3.9) são chamadas desigualdades va-
riacionais. Aqui esta equação apareceu como uma condição suficiente para 
o problema de minimização do funcional <I>( v)= a( v, v)- 2(</>,v) (que no 
parágrafo (1.4.1) a seguir será melhor explorado) no caso em que a forma 
bilinear a( u) v) é simétrica, e possibilitou a resolução do problema que en-
focamos, na verdade, (1.3.9) é também uma condição necessária, como está 
demonstrado em [23]. 
Suprimindo-se a hipótese de simetria em a(u, v), o teorema de Stampac-
chia ainda garante a existência e unicidade de uma função u que satisfaz à 
(1.3.9). A referência [22] é um artigo onde os autores Lions e Stampacchia 
obtiveram generalizações deste resultado e aplicações do mesmo. 
Neste aspecto reside a importância do teorema de Stampacchia e permite 
sua grande aplicabilidade na resolução de problemas de equações diferenci-
ais parciais elíticas, onde as soluções devem satisfazer certos vínculos. Sob 
o ponto de vista abstrato, Isso requer que a solução do problema esteja em 
certos conjuntos convexos K do espaço de Hilbert. Foge ao espírito deste 
trabalho aprofundar esta questão, o leitor interessado pode consultar as re-
ferências [7, 22, 23, 24] para apreciar esta teoria. 
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1.4 Método de Dirichlet 
Ao longo desta seção f! será um domínio limitado, contido em IR n, cuja 
fronteira denotaremos por an. 
O problema de Dirichlet pode ser convertido em um problema de Cálculo 
das Variações conhecido como Princípio de Dirichlet. 
Dadas funções u, v E C 1(!1) , definimos a forma hermitiana D por 
D(u,v)= k V' u·'V v dx (1.4.1) 
A integral de Dirichlet deu E C1 (f!) é definida por 
D(u, u) = k IV ui 2 dx . (1.4.2) 
Por simplicidade, abreviaremos D(u, u) por D(u). 
Vamos fazer uma reformulação do problema {1.1.1). 
Problema de Dirichlet Variacional: Dada uma função <p E H 1(0), encon-
trar uma função u E H1 (n) tal que u- <p E Hó(n) e I lu I IH' seja a menor 
possíveL 
Mostraremos que a soluçãü do problema de Dirichlet variacional é a 
mesma e única solução do problema de Dirichlet generalizado, proposto na 
seção 1. 
Antes necessitamos de alguns teoremas de caráter geral. 
Teorema 1.4.3: Dada uma função w E H1(0) temos que w é harmônica 
em !1 se, e somente se, w é ortogonal a HJ(O) com respeito a D, isto é, 
D(w,v)=O 
para qualquer v E Hó(n). 
Demonstração: 
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Decorre do teorema de Green (A.2.8) que, se w E C1 (fl) e v E CQ'(fl), 
então lo wL'>v dx ~ -D(w, v) 
pois v se anula na vizinhança da fronteira de !1. Passando o limite, temos 
que esta equação permanece verdadeira para w E H 1(f!). Obtemos assim as 
seguintes equivalências: 
1. w é harmônica em n ; 
2. w é solução fraca de ~w = O ; 
3. fo wL'>v dx =O para toda v E C0 (fl); 
4. D(w,v) =O para toda v E HJ(fl). 
• 
Teorema 1.4.4: O problema de Dirichlet variacional tem no máximo uma 
solução. 
Demonstração: 
Suponha que u e v são duas soluções, então para qualquer f temos 
D(u +<(v- u)) = D(u) + 2<D(u, v- u) + <'D(u- v)~ D(u), (1.4.5) 
pois (v- u) E HJ(f!). Claramente, a função quadrática de E que aparece 
em (1.4.5) atinge seu minímo em dois valores de f, f= O e c= 1. Isto só é 
posaível se esta função for constante, o que implica que D( u - v) = O. Pela 
desigualdade de Poincaré (A.1.9), temos que 
lo l(u-v)l' dx =O, 
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• 
Teorema 1.4.6: A solução do problema de Dirichlet generalizado, se exis-
tir, é a solução do problema de Dirichlet variacional. 
Demonstração: 
Seja u a solução fraca para (1.1.1) e w qualquer função satisfazendo a 
condição de fronteira, isto é, w- <p E HJ(!l). 
Então pelo teorema (1.4.3) D( u, w - u) = O e portanto 
D(w) = D(u) + D(w- u) :> D(u) 
mostrando que u resolve o problema variacional. • 
A seguir apresentaremos duas maneiras de seguir este problema, a pri-
meira utilizando resultados de Análise Funcional e Topologia Geral, e a 
segunda introduzindo o conceito de seqüência minimizante. Veremos as 
relações existentes entre es.tas duas formas e os métodos anteriores, bem 
como as vantagens de uma e outra na secção 6. 
1.4.1 Método de Dirichlet via Topologia Geral 
Nesta secção enunciamos vários resultados de Topologia Geral e Análise Fun-
cional que iremos precisar. As demonstrações podem ser encontradas em 
[20], [6], [4],[1 J. 
Definição 1.4.7: Uma função real f :X --+ IR definida em um espaço 
topológico é semicontínua inferiormente se a imagem inversa, pela f, de qual-
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quer semi·reta aberta (a, +oo) é um aberto de X. 
Teorema 1.4.8: Seja f : X --+ IR uma função real semicontinua inferior-
mente definida em um espaço topológico compacto. Então: 
1. f é limitada inferiormente, 
2. existe x0 E X tal que 
Demonstração; 
1. Como 
f(xo) = inf f 
X 
X Un=oo,-1 ( ) = n=l -n,oo 
segue·se do fato de X ser compacto, que existe n0 inteiro positivo, tal 
que 
X -u•=•ot-'( ) - n=l -n, 00 , 
o que mostra que f( x) > -n0 para todo x E X. 
2. Seja K o ínfimo de f em X. Suponhamos por contradição que k não 
seja atingido. Então 
Usando a compacidade de X, obtemos um n0 tal que 
X n=nof-'(k 1 ) = un=l + -,oo 1 
n 
o que implicaria que f(x) > k + nõ1 para todo x E X. Isso contradiz 
o fato de k ser o ínfimo de f em X. 
35 
• 
Definição 1.4.9: Uma função real f : X ---+ IR definida em um espaço 
topológico X é seqüencialmente semicontínua inferiormente se, para toda 
seqüência convergente em X, Xn-+ x, tivermos que 
f(x) :Õ lim inf f(xn) 
Pode-se demonstrar os seguintes fatos: 
1. toda função semicontínua inferiormente é seqüencialmente semicontí-
nua inferiormente; 
2. em espaços que satisfazem o Primeiro Axioma de Enumerabilidade (em 
particular, em espaços métricos ) os dois conceitos são equivalentes . 
Estamos interessados no conceito de semi continuidade inferior em espaços 
de Banach munidos da topologia fraca. Relembremos este conceito. 
Seja E um espaço de Banach e denotemos por E 1 seu dual topológico, 
isto é, o conjunto dos funcionais lineares contínuos em E. A coleção de todos 
os conjuntos V(A, t:) definidos a seguir constituem uma base de vizinhanças 
do O para a topologia fraca de E. 
V(A, <) = {x E E tal que lx'(x)l < <, x' E A} , 
para todo subconjunto finito A de E' e todo <::: > O. 
Seja A um subconjunto limitado de um espaço de Banach E, e em A 
consideremos a topologia induzida pela topologia fraca de E. Temos então: 
1. Se f : A --+ IR for seqüencialmente semi contínua inferiormente, e o dual 
E' de E for separável, então f é fracamente semi contínua inferiormente. 
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De fato, a demonstração deste item segue~se do seguinte resultado: "A 
topologia fraca da bola unitária fechada de um espaço de Banach é 
metrizável se e só se E' for separável" {6] . Em particular, o resultado é 
válido se E for reflexivo e separável, pois neste caso, E' será separável 
também. 
2. Se f : A --+ IR for fracamente seqüencialmente semicontínua inferior-
mente e E for um espaço de Banach reflexivo, então f é fracamente 
semicontínua inferiormente. 
A demonstração deste fato reside em que "sendo A um conjunto limitado 
num espaço de Banach reflexivo, então para todo x na aderência fraca de A 
existe uma seqüência (xn) de pontos de A que converge fracamente para x". 
Insistimos no fato da necessidade da limitação de A; há um exemplo devido a 
Von Neumann de um subconjunto (não limitado) A de um espaço de Hilbert, 
tal que O pertence à sua aderência fraca, mas não existe nenhuma seqüência 
de elementos de A convergindo para O, [6]. 
Reunindo os resultados anteriores e o teorema (1.4.8) concluímos que: 
Teorema 1.4.10: Sejam X a bola unitária fechada de um espaço de Ba-
nach reflexivo, e f : X --+ \R uma função fracamente seqüencialmente se-
micontínua inferiormente. Então f é limitada inferiormente e assume seu 
ínfimo em X. 
Vejamos as relações entre esses resultados e o problema (1.1.3). 
Consideremos o funcional ~I~ : HJ(f!)--+ \R dado por: 
<r>(u) = !n(u)- r <Pu, 
2 lo (1.4.11) 
que está definido em todo o espaço HJ(f!) ; e D(u) é como em (1.4.2). Se 
u0 for um mínimo ( ou, mais geralmente, um ponto crítico) de lll então u0 
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é solução do problema de Dirichlet generalizado formulado anteriormente. 
De fato, (1.1.17) é a equação de Euler Lagrange 4 do funcional definido em 
(1.4.11). Portanto, estamos interessados em encontrar um ponto crítico para 
o funcional em (1.4.11). Neste ponto, utilizamos os resultados anteriores, 
antes, porém, necessitamos de um teorema sobre os espaços de Sobolev, cuja 
demonstração pode ser encontrada em [1]. 
Teorema 1.4.12{Teorema de Imersão de Sobolev): Suponhamos que 
n seja de classe C1 • Então a inclusão H1 (!1) c L2(!1) é compacta; isto é, 
uma seqüência limitada (un) em H 1(!1) possui uma subseqüência convergente 
em L 2 (!1). 
Usando, sucessivamente, a desigualdade de Cauchy-Schwartz para funções 
de L2 e a Desigualdade de Poincaré (A.1.10), obtemos: 
<!>(u) 2' ~ lluii1J -II<PIIv llullv 2' ~ llnii1J - clii<PIIv lluiiHJ 
Portanto, existe R > O tal que 
(1.4.13) 
É imediato que o funcional é fracamente seqüencialmente semicontínuo in-
feriormente. De fato, a norma de qualquer espaço de Banach o é, e pelo 
teorema de imersão de Sobolev a aplicação 
u E H~(fl) ._. f ,Pu 
é fracamente seqüencialmente contínua. Como HJ(ft) é um espaço de Hilbert, 
segue-se que podemos aplicar o teorema {1.4.10) para concluir que existe 
uo E HJ(fl) , lluoiiHJ :Õ R tal que 
<l>(uo) = min{<!>(u): lluiiHJ :Õ R) 
4Para o leitor interessado recomendamos a referência [12] 
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Como ~{O) = O segue-se ~(u0 ) :S O e conseqüentemente, JluollnJ < R, em 
vista de {1.4.13). Vê-se também que u0 é o mínimo de cp em todo HJ(O). 
De acordo com o que estudamos, u0 é a solução do problema de Dirichlet 
generalizado (1.1.3). 
O procedimento acima para a equação {1.4.11) é essencialmente o que foi 
exposto na secção 1.3. Entretanto, esta técnica. de Cá:lculo das Variações é 
muito útil na resolução de certos problemas lineares e não lineares. 
Por exemplo, seja f: IR --+ IR uma função contínua limitada e considere 
o problema de Dirichlet não linear: 
{ 





O problema generalizado associado é: determinar u E HJ(O) tal que 
k \lu· V v= k f(u) ·v 'lv E CJ(r!) (1.4.15) 
O segundo membro de (1.4.15) faz sentido porque f(u) E L2 (f!) quando 
u E L2 (f!); mais ainda, f(u) E L=(f!). O funcional <!> : HJ(f!) --> IR 
associado à equação de Euler-Lagrange (1.4.15) é dado por 
<!J(u) = !D(u)- f F(u), 
2 ln (1.4.16) 
onde F(t) = JJ f(s)ds, tE IR . 
Note que a segunda integral em (1.4.16) faz sentido porque 
IF(t)l :0: Cltl 'lt E IR (1.4.17) 
e, conseqüentemente, F(u) E L2(f!), quando u E L'( f!). Usando (1.4.17) e a 
desigualdade de Poincaré (A.1.9), obtemos 
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onde C1 é uma constante que depende somente de C em (1.4.17) e do volume 
de f!. Logo existe R > O tal que 
i))(u) > i))(O) , \lllull2: R. (1.4.18) 
A idéia é aplicar o teorema (1.4.8) ao funcional q, restrito à bola BR(O) 
de HJ(O). Para tanto, resta mostrar que q, é fracamente seqüencialmente 
semicontínua inferiormente, e para isso basta provar que, se Un converge 
fracamente para u E HJ(f!), então 
f F(un) ~f F(u). (1.4.19) 
Isto, porém, se segue do teorema de imersão de Sobolev~ que implica que 
Un __, u em L2 (!1), e do fato que F(un) __, F(u) em L2 (!1) como conseqüência 
de (1.4.17). Decorre de (1.4.18) que uo satisfaz lluoll < R e então, uo é solução 
de (1.4.15). 
Um outro tipo de operador diferencial que pode ser tratado por estas 
técnicas é o chamado p-Laplaciano, dado por: 
(1.4.20) 
Este operador coincide com o Laplaciano usual quando p = 2. Dado f E LP' 







Como no caso do Laplaciano usual, consideramos o funcional 
i))(u) =f IV ui'- f fu 
que agora está. bem definido no espaço de Sobolev wJ•P(fl). Prova-se de 
maneira análoga que q, é fracamente semicontínuo inferiormente numa bola 
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de w~·P(.O) que é um espaço de Banach reflexivo. Conseqüentemente, pode-se 
aplicar o teorema (1.4.10). 
Outras aplicações referentes ao p-Laplaciano podem ser encontradas em 
[27]. 
1.4.2 Método de Dirichlet via seqüências minimizan-
tes 
O que apresentamos a seguir tem um grande interesse histórico, pois é es-
sencialmente esse o procedimento usado por Hilbert em seu famoso trabalho 
sobre o Princípio de Dirichlet. 
Consideremos novamente D(u) como em (1.4.2). Como D(u) não pode 
ser negativo, podemos definir d como se segue 
d=infD(u), 
onde u E H 1 (!1), u- <p E H6(!1). 
Embora não seja óbvio que exista uma função para a qual o ínfimo é 
atingido, podemos determinar uma seqüência de funções ( u,,.) tal que 
D(u.) --+ d, 
onde, para todo n E N , UnE H 1 , e Un -rp E Hó. 
A seqüência (un) é denominada seqüência minimizante. 
Destacamos duas propriedades das seqüências minirnizantes. 
Lema 1.4.21: Dado g E HJ(D.) temos que 
D(u;,g) ~O 
quando j ---t oo. 
Demonstração: 
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Por continuidade, basta estabelecer o lema para g E CQ(fl). A forma 
quadrática em e. 
D(u; + <g)- d = D(u;) + 2<D(u;,g) + <2D(g)- d 
é não negativa para qualquer e., pela definição de de pelo fato de que ui +tg E 
H'(l.l). 
O discriminante da forma quadrática em e. precisa então ser não positivo, 
isto é 
[D(u;,g)]'::; [D(u;)- d]D(g) (1.4.22) 
E como 
IID(g)IIH' < M e D(u;) '~ d 
" 
o resultado segue. • 
Lema 1.4.23: A seqüência minimizante (ui) é de Cauchy em H 1 (!1). 
Demonstração: 
Da identidade 
D(u;- u,) = D(u;,u;- u,)- D(u,,u;- uk) 
decorre que 
ID(u;- u,)[ [D(u;, u;- u,)- D(u,, u;- u,)[ 
< [D(u;,u;- u,)[ + ID(u,,u;- u,)[. 
Segue~se, usando a desigualdade (1.4.22) do lema anterior, que 
D(u;- u,) ::; (D(u;)- d)'f' (D(u;- u,))l/2 + 
+ (D(uk)- d) 112 (D(u;- u,))1i 2 
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{1.4.24) 
Como existeM > O tal que D( Uj) ::::;; M para todo j, pois D( Uj) é limitado 
pela norma de H 1 , temos de (1.4.24) que 
D(u;- u,) -+ O . (1.4.25) 
Lembrando que para todo j E N, Uj- '.p E HJ, segue, pela desigualdade 
de Poincaré (A.1.9), que 
ll(u;- 'P)- (u,- 'P)IIP 
< CD(u;-;o-u,+;o)=CD(u;-u,)-+ O, 
o que, com (1.4.25) implica que !lu;- u,iiH' -+O. • 
Usaremos a seqüência minimizante para construir a função minimizante 
que resolverá ambos os problemas, o variacional e o generalizado. 
Para R> o, seja nR o conjunto dos pontos X E n tais que dist(x,BO) > 
R. Definimos em nR uma função Uj,R como 
u;.R(x) = (wnR")-1 k u;(Y) dy 
onde B = BR(x) e Wn é o volume da bola unitária. 
Lema 1.4.26: A seqüência (ui,R) é uniformemente convergente em D.R. 
Demonstração: 
Pela desigualdade de Schwartz, temos 
iu;.R(x)- u,.R(x)i' < (wnR")-' [h,(u;(y)- u,(y)) dyr 
< (wnR")- 2 k dy k (u;(y)- u,(y))' dy 
< (wnR"J-'iiu;- Ukib 
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e esta última expressão tende a zero, em virtude do lema anterior. • 
O lema precedente nos permite determinar uma função contínua em f!n: 
un = limj-+oo Uj,R· A função un( x) parece depender de R. O lema a seguir 
mostra que isto não é o caso. 
Lema 1.4.27: Seja r <R. Então Ur coincide com un em !1n. 
Demonstração: 
Associado a um ponto x 0 E !1n, definamos a função 
a(x) = 
2 ~. (r2-n- R2-•Jix- x0 l2(r-•- R-•) 
2~n (lx- x•l2-n- R'-•) + (lx- x•l2-n_ 
o 
se lx- x0 1 :<:; r 
lx- x0 I'R-•) 
se r :<:; lx- x0 1 :<:;R 
se l:r- x0 12 R 
Derivando vemos que o:(x) E C 1(0n). Como tem suporte compacto em 
n, segue-se que 
D(u;,a)---> O. 
Aplicando o Teorema da Divergência (A.2.1) às três regiões Br, Bn- Br 
e !1- Bn, temos 
Mas, 
t.a 2n(r-•- R-•) em B, e 
~o: -2nR-n em Bn- Br . 
Assim 
D(uj,a)=2nR-nj, Ujdx-2nr-n], Ujdx 
BR Br 
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e quando j ---+ oo 
O; 2nwnuR(x0 )- 2nw.u,(x0 ) , 
isto é, u,(x0 ); uR(x0 ). • 
Deste modo, a partir de uma seqüência minimizante (uj), determinamos, 
tomando médias aritméticas e passando o limite, uma única função u( x ), 
contínua em f!. Mostremos que u( x) é a solução para o problema variacional. 
Precisaremos de alguns resultados. 
Lema 1.4.28: Seja A um conjunto tal que vol(A) é finito. Então dado 
t >O, existem bolas abertas disjuntas B1 = Br1 (x1),···,BN = BrN(xN) 
contidas em A e tais que 
Tj <E j = 1, ... 'N 
e 
vol(A- UB;) <e 
Demonstração: Veja [12], pp. 158. • 
Lema 1.4.29: Seja (uk) uma sequencw minimizante e se;a u a função 
contínua a ela associada pelo processo das médias aritméticas. Então, para 




Dado t: > O, determinamos, pelo lema anterior, bolas B 1 , • • ·, BN de raio 
menor que t.: e tais que o volume do conjunto A' = A\(UBj) é menor que 
L A integral acima se decompõe em N + 1 integrais, cada uma das quais é 
majorada por: 
11 (uk- u) dxl S j lukl dx + <maxlu(x)l. A' A' ~EA (1.4.31) 
Esta, pela desigualdade de Schwartz é menor que 
(1.4.32) 
As integrais sobre as bolas são assim estimadas. 
< r (u,- u(x;)) dx + r (u(x;)- u) dx }Bj }BJ 
< Wnrjluk,,,(x;)- u(x;)l + Wnrjp(<) (1.4.33) 
onde p(·) é o módulo de continuidade da função u(x) que é contínua em A. 
De (1.4.33), concluímos que 
t k, S vol A [t lu.,,,(x;)- u(x;)l + p(<)l 
Então (1.4.31), (1.4.32) e (1.4.33) implicam (1.4.30). 
O lema nos fornece o seguinte resultado: 




Mostremos que u(x) satisfaz a Propriedade do Valor Médio (A.2.3). Ora, 
pelo lema {1.4.28) 
k(uk-u)dx= kukdx- kudx---+ O. 
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Mas, pela definição de u: 
u(y) = lim(w.R"t' /, Uk dx 
e das duas relações acima decorre o corolário. • 
Teorema 1.4.35: Seja (uk) uma seqüência minimizante e seja u a função 
contínua a ela associada pelo processo das médias aritméticas. Então para 
toda subregião f!' CC f! temos 
r (u,-u)vdx-+ o lo• 
qualquer que seja v E L2(fl) n C0(fl). 
Demonstração: 
Sendo v E C0(f!') e dado E> o, existe uma função simples w tal que 
lv(x)-w(x)l<e, xEfl' 
onde w(x) = Wj para X E Aj, uf=lAj = n e W}j w2, ... 'WN são números 
reais. 
Mas 
onde c é uma constante. 
A demonstração segue do lema (1.4.28). • 
Do teorema anterior e do lema (A.Lll), segue que a função u definida 
pelo processo da suce.ssão minimizante é a solução do problema variacional. 
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Portanto, 
Teorema 1.4.36: A função u E H1 é tal que u - <p E HJ e D( u) = d. 
O teorema anterior assegura a existência de urna função u que é a solução 
fraca (única!) do problema de Dirichlet (1.1.1). 
1.5 Método de Perron 
Seja n c !R .. um domínio limitado. Mostraremos através do conceito 
de função barreira, condição necessária e suficiente para solubilidade do pro-
blema de Dirichlet (1.1.1). 
Utilizaremos o método de Perron de funções subharrnônicas, o qual distin-
gue o problema da existência de solução no interior de n do comportamento 
desta na fronteira. 
Antes enunciaremos dois resultados5 sobre funções harmônicas. 
Teorema 1.5.1: Seja B = BR(O) uma bola de centro O e raio R e r.p uma 
função contínua sobre 8B. Então a função u definida por 
u( X) = nw,.R J8B lx-yl" 
{ 
R'-lxl' r •(,)d,, 
<p(x) 
se x E B; 
se x E 8B 
pertence a C'(B) n C0(B) e satisfaz ~u =O em B. 
(1.5.2) 
Teorema 1.5.3: Qualquer seqüência limitada de funções harmônicas em 
um domínio O contém uma subseqüência convergindo uniformemente sobre 
5 As demonstrações pode ser encontrada.s em [15]. No ca.so de dimensão n = 2, apre-
sentamos no capítulo 2 um método de obter essa fórmula usando Séries de Fourier. 
48 
subdomínios compactos de n paro uma função harmônica. 
Definição 1.5.4: Uma função u E C 0(f!) é chamada subharmônica em 
f! se para qualquer bola B CC f! e qualquer função h tal que !:J.h = 
O em B e u $h na 8B ,tivermos u :OS:: h em B. 
Definição 1.5~5: Uma função u E C 0 (f!) é chamada superharmôníca em 
f! se para qualquer bola B CC fl e qualquer função h tal que !lh =O em B 
eu 2: h na ôB, tivermos u 2: h em B. 
Exemplo 1.5.6: Tomando n = 1) temos que as funções subharmônicas são 
as funções contínuas e convexas, enquanto que as superharmônicas são as 
contínuas côncavas. As harmônicas são as retas. 
Lema 1.5.7: Valem as seguintes propriedades de funções subharmônicas e 
superharmônicas: 
1. Se u é subharmônica (superharmônica), então -u é superharmôm'ca 
(subharmônica}. 
2. A soma de duas funções subharmônicas (superhannônicas) é subharmô-
nica (superharmônica). 
3. Seu é subharmônica e v é superharmônica, então u-v é subharmônica. 
Em particular, se v é harmônica, então u - v é subharmônica. 
4. Se u é harmônica em um domínio !1 então u satisfaz a forma forte do 
Prz'ncípio do Máx1'mo (1.1.5) em !1. 
5. Sejam u subharmônica e v superharmônica em um domínio limitado fl 
com v ;::: u em an. Então, ou v > u em !1 ou v= u em n. 
49 
6. Seja u um função subharmônica em O e B uma bola estritamente con-
tida em O. Denotemos por u a funcão harmônica em B tal que u = u 
em 8B dada por (1.5.1). Definindo a função levantamento harmônico 
deu em B por: 
U(x) = { u(x) 
u(x) 
se x E Bi 
se X E n- B 
Temos que U é subharmônica em O; 
(1.5.8) 
7. Sejam Ut, u2, ... 'Un funções subharmônicas em n. Então a função 
é também subharmônica em n. 
Demonstração: As propriedades (i), (ii) e (iii) seguem-se trivialmente das 
definições . 
(i v) Suponhamos que exista um ponto y E O tal que 
u(y) =supu= M. 
n 
Seja flM = { x E fl tal que u( x) = M), temos que flM oJ V. Seja z E flM um 
ponto arbitrário e consideremos BR(z) uma bola de raio R centrada em z 
compactamente contida em nM. Seja u(x) a função dada pelo teorema (1.5.1) 
tal que u = u em âBn(z) e Llu =O em Bn(z), onde u E C'(B) n C0(B). 
Da subharmonicidade deu, segue-se que u- U::::; O em BR(z). Logo 
M=supu> supu= sup u2:u(z)2:u(z)=M. 
0 8BR(z) 8BR(z) 
A segunda desigualdade segue-se do fato de que U harmônica em Bn(z) im-
plica que 
supu> u(x) > infu 'ix E Bn(z). 
8B - - 8B 
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Assim, 
M = u(z) = sup u 
8BR(z) 
e, usando o fato que .ó..U =O , pelo Princípio do Máximo (1.1.5), obtemos que 
U = M em BR(z), implicando que u = M em 8BR(z). Variando R obtemos 
que u = M em B e, portanto, nM é aberto. 
Logo, f! = f!M e u é uma função constante. 
(v) Suponha que v < u e v i= u em n. Então em algum ponto Xo E n, 
temos 
O~ M = (u- v)(x0 ) = sup(u- v). 
n 
Podemos assumir que existe uma bola B = B(xo) tal que u ~v =f M em 
8B. Denotemos por U, V as funções harmônicas, respectivamente iguais a u 
e v em 8B, dadas pelo teorema 1.5.1, segue-se que 
M = sup(u-v) 2" sup(u-v) 2" sup(u-v) 2" (u-v)(x0 ) 2" (u-v)(x0) = M. 
Logo, 
n 8B 8B 
M = sup(u- v) = (u- v)(xo) 
aB 
o 
onde xo EB. 
Como U ~V é harmônica em B, segue-se pelo Princípio do Máximo (1.1.5) 
queu~v = M emB e, portanto, U-V = M em 8B, contradizendo a escolha 
de E. 
(iv) De fato, seja B 1 CC f! qualquer bola em O e seja h harmônica em 
B 1 tal que h 2: U em 8B1• Como u $ U em B' temos que u $ h em B' 
e, portanto, U $ h em B' - B. Ainda, como U é harmônica em B, pelo 
Princípio do Máximo (1.1.5), U :S h em B n B 1• Assim, U :S h em B' eU é 
subharmônica em n. 
(vii) Sejam E CC !l e h uma função tal que !:lh = O em B e u ~ 
h em an. Logo u(x) = max{u1(x),u2(x),···,un(x)) ~ h(x) implica que 
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u1 :S h,··· ,un :S h em ôB. Pela subharmonicidade das funções ui temos 
que Ui :S h em B para todo i = 1, · · ·, n. Logo 
max{u;(x)} = u(x) :ô h(x) em B. 1:=:;1:=:;n 
Assim, u é subharmônica em n. • 
Definição 1.5.9: Consideremos f! Ç IR n domínio limitado e r.p uma função 
limitada em an. Uma função u E C 0 {f!) subharmônica é chamada sub função 
relativa a r.p se satisfaz u ::; r.p em an. 
Definição 1.5.10: Consideremos n Ç IR n domínio limitado e tp uma 
função limitada em ôf!. Uma função v E C0(f!) superharmônica é chamada 
superfunção relativa a tp se satisfaz u ?: (/) em an. 
Observe que a classe das subfunções é não vazia pois a função constante 
c= minao{il"(x)l) 
é uma subfunção {análogo para superfunções trocando min por max). Pelo 
Princípio do Máximo, qualquer subfunção é menor ou igual a qualquer su-
perfunção . Em particular, funções constantes menores ou iguais ao ínfimo 
de r.p em an são subfunções . 
Seja S,"' o conjunto de subfunções relativas a r.p. 
O resultado bá.sico do Método de Perron está contido no seguinte teorema: 
Teorema 1.5.11: A função 
U(x) = sup{v(x)} 
v E S., 
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é harmônica em n. 
Demonstração: Primeiramente notemos que a função de Perron é limitada 
em f!. De fato, seja M = maxan 14'1 e v E S"'. Como v é subharmônica em 
f! e contínua em !1, pelo Princípio do Máximo, o máximo de v é assumido 
em um ponto da fronteira de n, considerando agora o Princípio do Mlnimo, 
segue-se que para todo v E S,, lv(x)l :0: M, o que resulta IU(x)l :0: M. Para 
mostrar que Ué harmônica mostremos que o é em qualquer bola BR(y), de 
raio R e centrada em y, compactamente contida em f!. 
Pela definição deU, existe uma seqüência {vn} C S"' tal que limvn(Y) = 
U(y). Podemos assumir que a seqüência Vn é limitada se considerarmos a 
seqüência Vn = max(vn, inf 'f'). 
Definamos Vn como sendo o levantamento harmônico de vn em B, isto é, 
V.(x) = { Vn(x) 
Vn(x) 
se x E B; 
se xEf!-B 
Entw, Vn(x) E S, e lim Vn(Y) = U(y). 
(1.5.9) 
Pelo teorema 1.5.2, a seqüência Vn contém uma subseqüência Vnk conver-
gindo uniformemente, em qualquer bola Bp(Y) com p <R, para uma função 
v que é harmônica em B. Claramente v::; U em B e v(y) = U(y). 
Mostremos que v = U em B. Suponha, por absurdo, que existe z E B 
tal que v(z) < U(z). Entw existe uma funçw u E S, tal que v(z) < 
u(z). Definimos Wk = max(u:, Vnk) e consideramos wk os levantamentos 
harmônicos de Wk. Obtemos, como anteriormente, uma subseqüência de 
{ wk} convergindo para uma função harmônica w satisfazendo v :S w ::; U em 
B e v(y) = w(y) = U(y). Pelo princípio do Máximo, precisamos ter v= w 
em B e isto contradiz a definição de U. 
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Assim, U é harmônica em f!. • 
A importância deste resultado para o nosso problema reside em que ob-
temos o seguinte resultado: 
Teorema 1.5.12: Se o problema de Dírichlet tem solução! então esta será 
a função de Perron U( x) a ele associada. 
Demonstração: Admitamos que exista uma função u(x) que é solução do 
problema de Dirichlet (1.1.1). Notamos que u E S1 e portanto u :S U. Por 
outro lado, sendo v E S/l temos que v-ué subharmônica, pelo item (iii) 
do lema (1.5.6) e na fronteira de !1, v- u ::; O. Pela propriedade (i) do lema 
(1.5.6), segue que v- u :S O em !1. Como v :S u para toda v E Sh temos 
U S u. Logo u = U. • 
Notemos, porém, que o teorema não fornece condições existenciais para a 
solução do p~oblema. Neste sentido, podemos dizer que, dentro do método de 
Perron, o estudo do comportamento da solução na fronteira do domínio con-
siderado está essencialmente separado do problema de existência. A hipótese 
de continuidade dos valores de fronteira está intimamente relacionada com 
as propriedades geométricas da fronteira, o que nos direciona ao estudo de 
função barreira. 
Definição 1.5.13: Seja~ um ponto de !l. Uma função w = W( E C'(!l) é 
chamada uma barreira em e relativa a n se: 
(a) w é superharmônica em f!; 
(b) w >O em l1- C w(Ç) =O. 
É fundamental percebermos o caráter local da definição de função bar-
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reira. Especificamente, definimos w como sendo uma barreira local em e E 8f! 
se existe uma vizinhança v de e tal que w satisfaz a definição acima em nn v. 
Por exemplo, uma barreira em e relativa a f! pode ser definida como se segue: 
considere B uma bola tal que Ç E B C C V e m := infv -B w > O. A função 
w(x) ~ { min(m,w(x)), 
m, 




De fato, w é contínua em f! e é superharmônica em rt pela propriedade 
(vii) de funções subharmônicas. A propriedade (b) é imediata. 
Definição 1.5.14: Um ponto .e E Bf! será dito regular, com respeito ao 
Laplaciano, se existe uma barreira neste ponto. 
O vínculo entre função barreira e o comportamento das soluções na fron-
teira do domínio está contido no resultado a seguir. 
Teorema 1.5.15: Seja u uma função harmônica definida em n pelo método 
de Perron (1.5.9). Se e é um ponto regular de n e r.p é contínua em e, então 
u(x)-+ 10(0 quando x-+ Ç . 
Demonstração: 
Sejam e > O e M = sup lr.pl. Como e é um ponto regular, existe uma 
barreira w em e, e como r.p é contínua em e, existem ó > o e k tal que 
il'(x) -I'(Y)I <E se lx- Ç) < 8 
e 
kw(x)~2M se )x-Ç)~ó. 
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Temos que 
I"(~)+'+ k w 
é uma superfunção relativa a VJ e 
I"(~)-<- kw 
é uma subfunção relativa a ~.p. 
Decorre da definição de u e do fato de que qualquer superfunção domina 
qualquer subfunção, que 
I"(~)-'- kw(x) :S u(x) :S 1"(0 +' + kw(x) 
em n, ou ainda 
lu(x) -l"(x)l :S <+ kw(x). 
Como w(x)-> O com x-> ~,obtemos u(x)-> 1"(0 com x-> Ç. • 
Imediatamente obtemos um resultado crucial para os nossos estudos: 
Teorema 1.5.16: O problema clássico de Dirichlet (1.1.1) em um domínio 
limitado é solúvel para funções de fronteira contínuas arbitrárias se, e so-
mente se, os pontos de fronteira são todos regulares. 
Demonstração: Suponhamos que os valores de fronteira 1.p são contínuos e 
a fronteira an consiste de pontos regulares, então o teorema (1.5.12) garante 
que a função harmônica U dada pelo método de Perron é solução do problema 
de Dirichlet (1.1.1). 
Reciprocamente, suponhamos que o problema (1.1.1) é solúvel para fun-
ções de fronteira contínuas arbitrárias. Seja Ç E 80.. Então a função 
l"(x)= lx-~1 
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é contínua em Bn e a função harmônica resolvendo o problema de Dirichlet 
em í! com dados de fronteira iguais a ~.p é uma barreira em Ç. Logo, Ç é 
regular e, portanto, an é regular. 
• 
A relevância deste último resultado se traduz justamente pelo caráter 
existencial do mesmo, assegurando a existência de solução clássica do pro-
blema de Dirichlet em domínios de fronteira regular. 
1.6 Comentários sobre os métodos 
Nesta seção encontram-se alguns comentários sobre os vários métodos 
estudados anteriormente e a maneira pela qual garantem a existência da 
solução fraca para o problema de Dirichlet. 
Pode-se perceber que, tanto o método de Weyl como os teoremas de 
Stampacchia e Lax-Milgram, exploram fortemente o aspecto geométrico dos 
espaços de Hilbert para tratar os problemas (1.1.1) e (1.1.3) respectivamente, 
mostrando a importância dos espaços de Sobolev dentro da teoria de equações 
diferencias parciais. Há, no entanto, uma diferença marcante entre os dois 
procedimentos, enquanto o método de Weyl restringe-se à dimensão três, os 
teoremas de Stampacchia e Lax-Milgram apresentam um caráter bastante 
geral, apresentando-se como ferramenta útil para tratar problemas elíticos 
mais elaborados, inclusive de ordem superior6 • 
O método de Dirichlet apresentado na seção 1.4 difere muito do inicial-
mente proposto por Dirichlet. Foi preciso quase meio século para encontrar 
na Análise rigor matemático suficiente que justificasse as idéias de Dirichlet 
6Exemplos podem ser encontrados em [1, 7, 22, 23]. 
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e devemos a Hilbert tal mérito. Os procedimentos em 1.4.1 e 1.4.2 têm em 
comum a idéia básica de minimização de um funcional e diferem na maneira 
pela qual buscam a existência do ínfimo. Em 1.4.1 os argumentos baseam-se 
em propriedades estruturais dos espaços de Banach, enquanto que em 1.4.2 
é construída uma seqüência minimizante pensando-se tão somente no con-
ceito de ínfimo. Assim sendo, 1.4.1 apresenta a vantagem de poder tratar 
problemas mais gerais, como o citado problema do p-Laplaciano, perdendo 
a regularidade já obtida através da harmonicidade, como demonstrado em 
1.4.35. 
Finalmente, o método de Perron discutido na seção 1.5 é extremamente 
diferente dos anteriores, pois permite obter diretamente uma solução clássica 
do problema de Dirichlet (1.1.1) para regiões cujos pontos de fronteira são re-
gulares. Naturalmente, deveria apresentar restrições por ser um resultado tão 
forte, e podemos encontrá-las na dificuldade para se decidir se um ponto da 
fronteira é ou não regular. Neste sentido as condições (suficientes) da esfera 
de Poincaré e do cone de Zaremba tornam-se valiosas, podemos encontrar 
essas condições em [10]. 
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Capítulo 2 
Regularidade das soluções 
fracas e exemplos 
2.1 Regularidade da solução obtida em 1.4.1 
Consideremos o problema (1.1.3) e suponhamos que a função tjJ seja 
Hõlder-contínua. Mostremos que a solução u0 obtida em (1.4.1) possui deri-
vadas segundas contínuas. 
A solução fundamentaP da equação de Laplace (1.1.5) é a função 
G(x) = (: n)w,. X ' 
{ 
1 I 12-n 
Zn log lxl, 
para n 2:: 3; 
para n = 2t 
(2.1.1) 
onde Wn é a área da fronteira da bola unitária de IR n. Se 4> E ca(n) então 
u = </> * G E C'(!l) e ~u = <fo. A função u é definida por 
u(x) = fn G(x- y)rp(y) dy. (2.1.2) 
Basta mostrar que Uo E C 2(0') para abertos f!' tais que n' c f!. Seja 
,P E C0 (!l) com ,P = l em !l'. Então -.P<P E C0 (!l), e pelo resultado 
1Veja secção 2.3.1 a seguir. 
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anterior obtemos que 
Conseqüentemente, usando integração por partes, temos 
j V(uo- W) ·V v= O 'I v E GJ(!1') 
de onde se segue, usando o Lema de Weyl (1.2.5), que Uo - \]! E G00 (!1'). 
Como \li E C 2(f!'), obtemos finalmente que uo E C 2(f!'L como queríamos 
provar. 
2.2 Regularidade da solução obtida em 1.4.2 
Seja f! c IR n aberto, limitado e consideremos u uma solução fraca do 
problema (1.1.1) obtida pelo método de Dirichlet. Vamos mostrar que a 
solução u E H 1 (f2) é de fato uma solução clássica, como foi definido em 
{1.1.2), no caso de n = 2. 
Teorema 2.2.1: Seja n C IR 2 uma região do plano que satisfaz a seguinte 
propriedade, para cada x0 E Bf! existe um número R> O tal que todo círculo 
de raio menor que R e centrado em x0 intercepta a fronteira Bf!. Então, 
dada 'f( X) contínua em n e pertencente a H 1(f!), a função u( X), obtida pelo 
processo das médias descrito na seção 1.4, é tal que 
u(x) ___, 'P(x0) quando x ___, x 0 . 
Demonstração: 
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Seja P qualquer ponto de n cuja distância, 2h, da fronteira é menor que 
2
:, seja .6.. o disco de raio h, com centro em P, seja Q um ponto da fronteira 
tal que PQ = 2h (ao menos um tal ponto existe, por hipótese), e sejaS o 
conjunto consistindo de todos os pontos de O cuja distância a Q é menor 
que 3h. Então S é aberto, contém .6.., e cada círculo Ck de raio k menor 
que 3h com centro em Q, pertence parcialmente, mas não inteiramente, a 
S. Denotemos a parte de Ck pertencente a S como fk; fk consiste de um 
ou mais, talvez infinitos, arcos circulares cujos pontos finais são pontos da 
fronteira de n. 
Nós mostraremos que, para qualquer função {} pertencente a HJ, a desi~ 
gualdade 
(2.2.2) 
é verificada. Aceitando tal fato momentaneamente, notemos que f fs({}'! + 
f!~)dxdy cresce quando S é substituído pelo conjunto de pontos de n cuja 
distância da fronteira é menor que 3h, e que a nova integral obtida aproxima-
se de zero com h (isto é apenas uma reformulação de que f! E HJ), nós 
concluímos que (1rh2t 1 f fD. edxdy aproxima-se de zero com P aproximando-
se da fronteira. 
Substituindo-se {!por u- <p (relembrando que u- r.p E HJ(f!), nós con-
cluímos que, com P se aproximando da fronteira, 
,.~2 f L udxdy- <p(P)- ,.~2 f L ['P- <p(P)]dxdy ~O (2.2.3) 
Pelo teorema do valor médio, o primeiro membro da esquerda é igual a u(P). 
O último termo é dominado por 
max ]<p(P')- <p(P)] 
P 1Ell. 
que, por sua vez, é dominado por 
max]<p(P')-<p(P)] (PEfl,P'Efl,PP'<h). 
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Observe que para isso estamos utilizando o fato de que r.p pode ser extendida 
continuamente para n, pois isto garante a continuidade uniforme de 'P em 
f! e, conseqüentemente, a existência do máximo acima Como este máximo 
precisa se aproximar de zero com h (novamente pela continuidade uniforme), 
obtemos que u- r.p aproxima-se de zero na fronteira, como queríamos provar. 
Resta estabelecer (2.2.2). 
Pela desigualdade de Schwartz, o lado esquerdo de (2.2.2) é dominado 
por 
(f L 12dxdy)(f L e'dxdy) 
e, portanto, por 1rh2 f fs e2dxdy. Assim, é suficiente provar que 
(2.2.4) 
Consideremos as coordenadas polares, r e O e introduzamos a origem em Q, 
então (] é expressa em qualquer ponto T de S na forma 
e(T) =f eodO (2.2.5) 
onde a integração é tomada ao longo do arco de r r, cujos pontos finais são 
T e um ponto da fronteira de !1. (Aqui, r=QT, e estamos usando o fato 
de que (! E HJ(f!).) Aplicando mais uma vez a desigualdade de Schwartz, 
obtemos, 
(2.2.6) 
Como (2.2.6) é válida para todos os pontos Tem r r, obtemos, integrando 
ambos os lados 
r e'(T) dOS (2~)' r el dO lrr lrr 
Multiplicando ambos os lados da desigualdade por rdr e integrando de O 
à 3h, obtemos 
f h e' dxdy S (2~)' f h el dxdy (2.2.7) 
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O lado direito de (2.2.7) aumenta quando a integral é multiplicada por 
( 3rh) 2 , pois r< 3h em todo o S. Assim, 
f hº' dxdy 5o 36x2 h2 f fs(r-1 º,)' dxdy (2.2.8) 
Finalmente, notamos que 
(2.2.9) 
e temos que (2.2.7) implica {2.2.2), a prova está completa. 
• 
2.3 Solução em alguns casos especiais 
2.3.1 Solução Fundamental para o Laplaciano 
Uma das principais características da equação de Laplace é a simetria 
esférica. A equação é preservada sobre rotações ao redor de um ponto Ç, isto 
é, sobre substituições ortogonais lineares de x- Ç. Isto torna razoável que 
existam soluções v( x) para esta equação que são invariantes sobre rotações 
ao redor de Ç. Tais soluções são da forma 
(2.3.1) 
onde 
r= lx- e1 = L)x,- e,)' (2.3.2) 
representa a distância euclideana entre x e Ç. 
Derivando {2.3.1) e usando a regra da cadei"a encontramos que, em di-
mensão n, t/J satisfaz a equação diferencial ordinária 




cuja solução é dada por 
.P'(r) 
,P(r) 
onde C é uma constante. 
se n > 2 
se n = 2 
(2.3.4) 
(2.3.5) 
A função v(x) = ,P(r) satisfaz a equação de Laplace (0.1.1) para r> O, 
isto é, para X#~~ mas tende a infinito para X--+(. 
Escolhendo C = .L ,onde Wn é a área da bola unitária em !R n, obtemos 
Wn 
para n > 2 
para n = 2 
que é a solução fundamental para o operador .6.. 
(2.3.6) 
Observação: Usando a teoria de distribuições, podemos ver que v sati.sfaz à 
equação: C. v= 6e. Aqui 6e é a distribuição 6 de Dirac, isto é, (6(Ç),<p(x)) = 
cp(Ç) , para funções "testes" cp(x). 
A solução fundamental é usada para compor novas funções harmônicas, 
veja, por exemplo, [12]. 
2.3.2 Solução do problema de Dirichlet para o disco 
Usando coordenadas polares, o problema de Dirichlet para a equação de 
Laplace pode ser formulado da seguinte maneira: dada uma função contínua 
j(e), O :0; e :0; 21r, com f( O)= j(21r), determine-se v(r,e) para OS r S p e 
o ::; e ::; 21r, tal que 
1. v seja contínua e v(r,O) =v( r, 21!'), 
2. v seja de classe C 2 em O < r < p e satisfaça a equação 
1 1 




3. v(p,O) ~f( O). 
Vamos buscar soluções na forma v(r,ll) = A(r)B(O), um método conhe-
cido como de separação de variáveis. Substituindo em (2.3.7), obtemos duas 
equações diferenciais ordinárias 
r 2 A"+ r A'- t7A 
B" + aB 





Como B deve ser uma função periódica de período 27r, pois contém toda 
a dependência de v com respeito a 8, conclui-se que a= j2, j E N, e que a 
soluçãD geral de {2.3.9) é dada por 
B;(O) ~ a;cosjO + b;sinjO. (2.3.10) 
A equação (2.3.8) tem, para cada j, um par de soluções linearmente in-
dependentes dadas por 
1 e logr, se J. =O, 
ri e r-i , se j ~ 1 . 
As soluções log r e r-i não podem ser usadas, pois o domínio onde buscamos 
a solução contém a origem. Logo Ai( r)= ri, para f~ O. 
Concluímos que para cada j ;;::: O, a função com aj e b; constantes quais-
quer, satisfaz (i) e (ii). A condição (iii) especifica estas constantes. Vejamos 
de que modo. 
Como queremos v(p, O)~ f(O) temos que 
= 
f(O) ~ao+ L; a;f cosjO + b;f sinjO {2.3.11) 
j=l 
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o que exige 
b 
' 
_1_ f'" f( O) dO 
27r lo 
1 1'" -. f(O)cosjO dO e 
""' o 
1 lo'" -. j(O) sinjO dO 
"P' o 
(2.3.12) 
Teorema 2.3.13: Seja f( O), O < O < 271" 1 uma função contínua com 




com os coeficientes a; e bj definidos pelas equações (2.3.12), é uma Junção 
harmônica no disco Dp e 
v(r,O) _, f(Oo) quando (r,O) _, (p,00 ). 
A demonstração deste teorema será feita através de vários lemas. 
Lema 2.3.15: Nas condições do teorema (2.3.13}, a expressão (2.3.14} 
define uma função harmônica em Dp. 
Demonstração: 
Esta demostração será feita em alguns passos: 
(1) A série em (2.3.14) converge, quando r < p. De fato, de (2.3.12) con-
cluímos que 






que converge se r < p. 
(2) A série em (2.3.14) define uma função contínua no disco D p· Para tal, 
basta mostrar que a série converge uniformemente nos discos r :S r 0 , para 
todo r 0 < p. Mas isso do teste M de Weierstrass, pois a série em (2.3.14) é 
majorada (uniformemente) pela série numérica convergente 
no disco r :S ro. 
(3) A série em (2.3.14) define uma função de classe C2 em D,. Para isso 
basta mostrar que as séries obtidas de (2.3.14) por derivação termo a termo 
convergem uniformemente em discos r :S r 0 , para todo ro < p. Este fato 
decorre de que as séries derivadas são majoradas (uniformemente), no disco 
r :S r0 , por séries numéricas da forma 
(2.3.16) 
as quais são convergentes. 
(4) A função v(r,6) definida em (2.3.14) é harmônica. De fato, como as 
derivadas de v podem ser obtidas por derivação da série termo a termo, 
essa afirmação se segue lembrando que cada termo da série é uma função 
harmônica. • 
Lema 2.3.17: A função v(r, 6) definida em {2.3.14} para r < p e O ~ 6 ~ 
211", pode ser expressa por 
1 {21r P2 _ r2 
v(r, 6)= 21rlo p2 +r2 -2prcos(6-a/(a)áa' (2.3.18) 
conhecida como fórmula de Poisson. 
Demonstração: 
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Usando as expressões dos coeficientes, dadas em (2.3.12) e observando 
que a série converge uniformemente em o:, 
r'·[! 100 i ] v(r,O) = }, 2 +-'E(~) cosj(O- a) f( a) da. o 7r 7r i=l 
Para calcular a soma da série acima, notemos que 
00 00 
~>J cosjO = Re ~).iei iO 
1 1 
e que 
oo À iO I;.\1e' i'= e para l.\1 <I. 
1 1 -À é 0 
Tomando a parte real e substituindo na equação para v( r, O) mais acima, fica 
demonstrada a fórmula de Poisson. • 
Lema 2.3.19: Suponha que, além das hipóteses do teorema (2.3.13}, f seja 
de classe C1 • Então a série em (2.3.14) define uma função v(r,O) contínua 
em D, e v(p, O)= f( O). 
Demonstração: 
Basta mostrar que a série (2.3.14) converge uniformemente em Dr A 
integração por partes, em (2.3.12) conduz a 
I I 
aj=--.-./3i e bj=-.-.O:j, 
JP' JP' 
onde {3j e O:j são os coeficientes da série de Fourier de f'( O). Logo a série 
(2.3.14) é majorada, em Dp, pela série numérica 
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que é convergente, por ser majorada por 
001 100 
L; cz + 2 L;(la;l' +l/i; I') , 
j=l J j=l 
que finalmente é convergente, esta última pela desigualdade de Bessel. 
Para garantir a convergência da série (2.3.14) em Dp, basta aplicar o teste 
M de Weierstrass. • 
Lema 2.3.20: Para r< p e O :::; ():::; 21r tem-se 
]lo211" p2 _ r2 
- da= I 
2 o p2+r2 -2prcosfJ-a 
(2.3.21) 
Demonstração: 
Considere o problema de Dirichlet no disco com f(O) = 1. Pela unicidade 
deste problema, provada na seção 1.1, segue-se que a única solução deste 
problema é v( r, O) = 1. Por outro lado, v(r,O) é também dada pela série 
(2.3.14), em Dp, pois o lema (2.3.19) pode ser aplicado a. dados de fronteira 
constantes. E, no disco Dp, v(r, O) é também dada pe1a fórmula de Poisson. 
Daí se segue (2.3.21). • 
Lema 2.3.22: Suponha as hipóteses do teorema (2.3.13) e seja 00 E [0,27r]. 
Então v(r, O) definida em (2.3.18) é tal que 
v(r,O)--+ f(Oo) quando (r, O)--+ (p,00 ). 
Demonstração: 
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Usando (2.3.18) e (2.3.21), temos 
1 1211" p2- r2 
v(r, e)- j(e) =- 2 2 e [f(a)- j(eo)]da. 2n o p +r -2prcos -o: 
Mostremos que, dado é > O, então existe fJ > O tal que se \p - r\ < fJ e 
jO- eo[ < Ó então [v,(r,e)- J(eo)[ < <. Para um I' > O, a ser fixado 
posteriormente, decompomos a integral em acima na soma 
1, + 1, = r + r . 
A>'-Bol<ii Jlo--l.lol>tt 
A primeira,integral pode ser majorada assim 
11 p2-r2 [I,[< - e IJ(a)- f(Oo)[da s w(!') . 
211" la--Boi:S:t' p2 + r2 - 2pr cos - a 
onde w(·) é o módulo da continuidade de f, e onde usamos o lema (2.3.20). 
Para majorar a segunda integral, tomamos fJ < 3 e então, \B- a\ > ~ se 
\8-00 \ < 6, para os o: tais que \o:- 80 \ > p,. Chamando deMo máximo de 
[f( O)[, obtemos 
[J I< 2M p'-r' <2M 2p(p-r)' 
2
- p2+r2-2prcos~- p-rcos~ 
e, se r>~' temos 
I < 
4Mp(p- r) 16M [,[ < (p-r) 
- r 2(1 - cos 'j)' - p(l- cos 'j )' 
Para concluir a demonstração , tomamos fL tal que w(.u) < ~, a seguir, com 
J-l fixado, tomamos 15 tal que 8 <~e p(l 1~~)2 (p- r)<~- Assim, \11 \ e \12 \ 
são menores que ~. • 
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Apêndice A 
A.l Os espaços Hk 
Nesta seção vamos estabelecer algumas propriedades dos espaços de So-
bolev introduzidos na seção 1 do capítulo 1. Passemos assim a algumas 
definições. 
Seja O c IR n um domínio, não vazio, consideremos o espaço 
C[; (!1) = { <p: !1 ---+ IR , tal que <p E C00 ( !1) 
e suporte de r..p compactamente contido em !1 } . 
Vamos introduzir em CQ(O) o seguinte conceito de convergência. 
Definição A.l.l: Dizemos que uma seqüência {r..p}nEN f. C~( O) converge 
para uma função tp E C~( f!) se: 
1. SUPPCf'n c K CC n para qualquer n E N ' onde K é um conjunto 
compacto fixo contido em n. 
2. Drxr.pn converge uniformemente para Dr.'P em K para todo multiíndice 
a=(al,···,an), a,;EN. 
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CO (!1) com esta noção de convergência é denotado por 'D(O). 
Definição A.l.2: O espaço das distribuições sobre O é o espaço ve-
torial topológico 1Y(!1) dual topológico de V(!1). Isto é, para toda F E 
1Y (!1) , 'Pb 'P2 E V (!1) e À E C , temos: 
1. F(<p1 + <p2 ) = F(<pi) + F(<p2) 
2. F(À<p1) = À F(<p1) 
3. Se 'Pn-> <p em V, então F(<pn) -> F(<p). 
Exemplo A.L3: Seja L}oc(O) o conjunto das funções integráveis sobre com-
pactos contidos em !1 . Tomemos f E Lloc(O). Podemos associar a f uma 
distribuição , Tt E 'D', dada por: 
TJ!1 := k <p(x)f(x) dx. 
Definição A. 1.4: Seja T E V', defininos 
Em geral, se a= (ab · · ·, an), e\ a\= a1 + · · · + an, Cti E N. 
Exemplo A.l.5: Seja n = IR e definamos a função de Heaviside, 
H(x) = { ~ 
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se x:;:::: O; 
se x < O. 
Então (DH)(<p) <p(O) onde 60 representa o Delta de Dirac 
em zero. 
Definição A.1.6: Consideremos O C IR n, domínio, não vazio. Definimos 
para k E N, 
H'(fl) := {u: n ___,IR lD"u E L2(fl), para todo I a j:o; k} 
onde Do. indica derivadas no sentido de distribuições. 
Em Hk(f!), podemos introduzir o produto interno seguinte. 
Dados u, v E H'(fl), 
cuja norma associada é 
(u,v)k :=L (D"u,D"v)v 
lnl$k 
11 u li•= (L 11 D"u ~~~,)l 
jaj:s;k 
Lema A.l.7: (H'(fl); (·, ·),) é um espaço de Hilbert. 
Definição A.I.S: Definimos 
Lema A.1.9(Desigualdade de Poincaré): Suponhamos que !1 é um 
aberto limitado. Então existe uma constante C {dependente de f!) tal que: 
(A. !.lO) 
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Demonstração: Veja [1], pp. 174. • 
Teorema A.l.ll: Suponhamos que {l seja de classe C1 . Seja u E H 1(U)n 
C(f!). Então as seguintes propriedades são equivalentes: 
1. u=O sobre80; 
2. u E HJ(U). 
Demonstração: Veja [1[, pp. 172. • 
Observação: Usando a noção de "traço" de uma distribuição , conceito 
que não definiremos aqui, é possível dizer que se f E H~(O) então Do; f = 
Oeman para[a[< k. 
A seguir vamos enunciar um lema que nos foi útil na secção 4 do capítulo 
1. 
Lema A.1.12: Seja (uk) uma seqüência de Cauchy em H 1 • Suponhamos 
que existe u E C1 tal que para toda subregião n' de f! se tenha 
f (u,- u)v dx--> O. Jn, 
para qualquer v E L 2 • Então u E H 1 e Uk tende para u na norma de H 1 . 
Demonstração: Veja [12], pp. 149. 
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• 
A.2 Teorema da Divergência 
Teorema A.2.1(Teorema da Divergência): Seja O C IR n um domínio 
limitado com fronteira an E C1 e denotemos por v a normal unitária exterior 
a 80. Para todo campo vetorial w E C1(f!), temos que: 
f V·w dx= r W·ll ds. Jn lan 
onde ds indica o (n-1)-dimensional elemento de área em ôD.. 
Demonstração: Veja [12]. • 
Observação: Formulações mais gerais do Teorema da Divergência podem 
ser encontradas em [12]. 
Em particular, seu E C 2 (f!) obtemos, fazendo w = Vu: 
r t.udx = r Vu. vds = r 
8
8
u ds . lrz lan lan v (A.2.2) 
Como conseqüência desta identidade, obtemos a propriedade do valor 
médio para funções harmônicas, subharmônicas e hiperharmônicas . 
Teorema A.2.3: Seja u E C2(l1) satisfazendo b.u = O(S O,~ O) em !1. 
Então para qualquer bola B = Bn(Y) CC O temos: 
u(y)=(2,S) ~ r uds, 
nw,. n 1 JaB (A.2.4) 
u(y) = (2, S) 1~ r udx. 
Wnn:· JB (A.2.5) 
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Demonstração: Veja [15], pp. 14. • 
Para funções harmônicas, o teorema afirma que o valor da função no 
centro da bola B é igual ao valor médio sobre a superfície da bola ou sobre 
a própria bola. Este resultado, de fato, caracteriza as funções harmônicas. 
Teorema A.2.6 (Propriedade do Valor Médio): Uma função u E 
C0(!1) é harmônica se, e somente se, para qualquer bola B = BR(Y) CC n 
ela satisfaz: 
1 
u(y) = R• 
nw. 
Demonstração: Veja [15] , pp. 21. 
1 r uds . laB (A.2.7) 
• 
Para finalizar, enunciaremos o Teorema de Green utiHzado na seção 4 do 
capítulo L 
Teorema A.2.8 (Teorema de Green): Seja f! C IR " um domínio limi-
tado e Ut, U2 funções pertencentes a C1(!1). Então: 
r "aau u ds = r (vL'>u +'V v. 'Vu) dx' lan v ln 
r (v 8a" -u8a"l ds= r (vL'>u-uL'>v) dx, lan v v ln 
onde :v é a derivada direcional na direção da normal unitária exterior v. 
Demonstração: Veja [13], pp. 89. • 
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