Algorithms for constant temperature molecular dynamics simulations are presented. The basic equations of motion, keeping the temperature constant, are derived by an extension of phase space. Time reversible integration algorithms are obtained for these equations of motion by a factorization of the classical Liouville propagator. In particular an algorithm is derived which includes the phase-space conservation property of the equations of motion. This algorithm is compared with the Nosé -Hoover approach for systems of a single degree of freedom. It is demonstrated that the derived equations of motion generate canonical distributions. In addition, a comparison with various isothermal integration algorithms for the Nosé -Hoover equations is presented for a system of Lennard-Jones particles
I. INTRODUCTION
Recently a variety of isothermal molecular dynamics simulation methods have been proposed [1] [2] [3] [4] [5] [6] [7] and attracted much attention because of their time reversibility. However, the usual integration algorithms, e.g., the Gear or the ordinary Runge-Kutta algorithms, destroy the reversibility and hence an important property of the equations of motion is lost in their numerical solution. The classical mechanical equations of motion are also time reversible and, in addition, symplectic. 8 These properties are preserved by the Verlet algorithm. [9] [10] [11] Recently higher-order reversible and symplectic integration schemes for Hamiltonian systems have been proposed. 12, 13 However, these algorithms require several force evaluations in an integration step and are therefore more time consuming than the Verlet algorithm.
The isothermal-isobaric molecular dynamic simulations are based on differential equations which are usually nonsymplectic. Hence, the integration algorithms suitable for Hamiltonian systems are not applicable. But time reversible algorithms have been presented for the Nosé -Hoover equations of motion. 11,14 -16 Nosé's derivation of the equations of motion is based on a Hamiltonian with scaled momenta. 1 Due to the Hamiltonian nature, the equations of motion are time reversible and symplectic, i.e., the phase-space volume is, among others, a conserved quantity. 8 The Nosé -Hoover equations are obtained by transforming the coordinates in a noncanonical manner and the time. Hence, the phase-space conserving property is lost. 2 We recently proposed an alternative extended-phasespace isothermal molecular dynamics algorithm, which overcomes certain weaknesses inherent in the Nosé -Hoover algorithm. 7 From our equations of motion canonical averages are obtained even for a single harmonic oscillator, which is not the case for the Nosé -Hoover equations. Moreover, inspection shows that our equations of motion preserve the phase-space volume for a system of a single degree of freedom. Thus, an essential property of the original Hamiltonian is contained in our resulting equations of motion for such a system. This is important, because an integration algorithm has to include this property when a high stability is required.
In the present paper we extend our description to systems of many degrees of freedom and derive phase-space volume conserving equations of motion. Moreover, we derive a time reversible integration algorithm for our isothermal equations of motion. In the design of the algorithm the factorization of the Liouville propagator is used. 12, 16 The new integration algorithm is compared with one proposed for the integration of the Nosé -Hoover equations of motion for the harmonic oscillator and a particle moving in a doublewell potential. It is demonstrated that the equations of motion generate global chaotic behavior and canonical time averages though the phase space is extended by a single variable.
For systems of many degrees of freedom the iteration of the integration algorithm poses severe numerical problems which we could not yet resolve. Thus, for such systems we recommend to use an algorithm which no longer conserves phase-space volume, but is still time reversible. A comparison with other isothermal integration schemes is made for a Lennard-Jones liquid. The numerical investigations yield comparable stabilities for all investigated algorithms.
In Sec. II we derive the equations of motion. In Sec. III properties of the Liouville operator are discussed and the integration algorithms are derived using the factorization of the Liouville propagator. In Sec. IV the algorithms are applied to a particle confined in a double-well potential and a liquid of Lennard-Jones particles. Finally, Sec. V summarizes our findings.
II. EQUATIONS OF MOTION
The equations of motion for our extended system of f degrees of freedom are obtained from the Hamiltonian
͓For a nonconstraint system of N particles in threedimensions f ϭ3N and m 3iϪ2 ϭm 3iϪ1 ϭm 3i (iϭ1,...,N).͔
The primed coordinates x i Ј and canonically conjugate mo-menta p i Ј are variables of a virtual system due to the scaling of the momenta by s Ϫn . ͑Note, previously the virtual system was characterized by unprimed variables. 1, 7 ͒ This phasespace is extended by the variable s and the canonically conjugate momentum p s . The potential energy of the particles is denoted by V. The meaning of the other variables is as follows: Q is the mass associated with the motion of s, k B the Boltzmann constant, and T the temperature. The parameter ḡ is chosen in such a way that microcanonical ensemble averages in the extended virtual system are equal to canonical ensemble averages in the physical system. The relations between the virtual variables and physical variables x i , p i , , and p are
The equations of motion for the extended virtual system are given by Hamilton's equations:
͑2.7͒
where F i denotes the force on particle i derived from the potential V, and tЈ denotes the time.
Using the relations ͑2.2͒ and ͑2.3͒ as well as the time scaling relation
we obtain the equations of motion for the physical variables
͑2.12͒
Note, to yield canonical ensemble averages for the physical variables, the factor ḡ is now different from the original one ͓Eq. ͑2.1͔͒ due to the scaling of time. In the following, we will demonstrate that these equations possess unique properties compared to other equations of motion derived via scaling of the momenta if n is chosen appropriately.
The equations of motion for the virtual system are canonical, i.e., the symplectic two-form ͚ iϭ1 f dx i Ј ٙ dp i Јϩds ٙ dp s is preserved. 8, 12 This implies the conservation of the phase-space volume. The transformations ͑2.2͒ and ͑2.3͒ to the physical variables, however, are noncanonical because the equations of motion for the physical system cannot be derived from a Hamiltonian. Despite this fact, the equations of motion ͑2.9͒-͑2.12͒ preserve the phase-space volume when n is chosen appropriately. This obviously follows from the consideration of the flow of the probability density (͕x i ͖,͕p i ͖,,p ) in the phase space of the variables ͕x i ,p i ,,p ͖. The equation of motion expressing the conservation of the flow of probability with time is given by ‫ץ‬ ‫ץ‬t
For an incompressible and hence phase-space volume conserving flow the relation
holds. Using the differential equations ͑2.9͒-͑2.12͒, the vari- 
where the dot is an abbreviation for d/dt and g is defined as gϭϪḡ /(nϩ1). These equations are valid for all f . At a first glance, the scaling of the momenta by s n seems rather specific. However, the same procedure with a general scaling function u(s) ͓ p i ϭ p i Јu(s)͔ exactly yields the above function ͓u(s)ϭs n ͔, if the relations ͑2.15͒ and ͑2.17͒ for the momenta and ln sϭ should hold.
We finally need to specify the parameter g such that the average of some quantity A(͕x i ͖,͕p i ͖), depending on the physical variables, equals its canonical average. The partition function in the phase space
with H defined in Eq. ͑2.1͒ and s n the weighting of the microcanonical distribution corresponding to the time scaling ͑2.8͒. 4 Transformation of the variables ͑2.2͒ and integration over s straightforwardly yields
͑For the evaluation of the ␦ function see Refs. 1 and 4.͒ The constant C includes factors which cancel in the calculation of averages of observables depending only on ͕x i , p i ͖. H 0 is the Hamiltonian without the bath variables
͑2.21͒
Comparison of Eq. ͑2.20͒ with the Boltzmann factor implies that ḡ ϭnϩ1Ϫn f ϭ f /(2Ϫ f ) or gϭϪḡ /(nϩ1)ϭ1. We finally emphasize that
following from Eq. ͑2.1͒ after performing the appropriate transformations, is an integral of motion. 2 ͘ϳ ͱf and we find ͉͉ϳͱf . Consequently, is large for most systems investigated by molecular dynamics and the equations of motion cannot be solved numerically in a straightforward manner. For this reason, to thermalize a system with a large number of degrees of freedom, we recommend to use the equations of motion ͓Eqs. ͑2.15͒-͑2.18͔͒ with f ϭ1, i.e.,
and gϭ2 f Ϫ1. The phase-space volume is then no longer conserved, because Eq. ͑2.14͒ is no longer fulfilled, and our approach is similar to the Nosé -Hoover equations. But the equations of motion are more nonlinear than the Nosé -Hoover equations. 1, 2 This is important to induce the chaotic motion of the system necessary to sample phase space appropriately. As is well known, the approach by Nosé and Hoover does not yield a chaotic motion in the whole phase space for various one-dimensional systems. 2, 11, 17, 18 However, our extension produces a chaotic motion for the harmonic oscillator 7 as well as for other one-dimensional potentials ͑cf. discussion below͒. Chaotic motion for a harmonic oscillator can also be achieved by scaling the positions in addition to the momenta. 5, 18 The change of the Jacobian
with time, expressing the variation of the phase-space volume, is governed by the differential equation
Inserting Eqs. ͑2.23͒-͑2.26͒ yields
with the solution
where we assumed J(0)ϭ1. ͓Note, for Eqs. ͑2.15͒-͑2.18͒ we obtain J(t)ϭ1.] Since f ͉͉ϳ f 3/2 , J assumes a large value in the time average in general. J is especially not fluctuating around unity as concluded by Toxvaerd.
11 As a consequence, symplectic behavior is not even obtained in mean in contrast to the statement in Ref. 11 for the Nosé -Hoover thermostat. ͓The Jacobian of the Nosé -Hoover thermostat obtained from the equations of motion presented in the Appendix is given by J NH ϭexp(Ϫf). Hence, the consideration for our momentum scaling also applies to the Nosé -Hoover one.͔
III. INTEGRATION ALGORITHM
Properties of differential equations like time reversibility or the fact that they are symplectic should be conserved in the integration algorithm. Otherwise the numerical solution suffers from a drift in the observed mean quantities, such as the mean energy, and will be spuriously damped or exited due to the broken time symmetry and nonsymplectic behavior. Since neither Gear nor most Runge-Kutta algorithms are time reversible or symplectic ͑see, however, Ref. 19͒, we have to generate a new integration algorithm for our equations of motion, which is time reversible and preserves phase-space volume. Recently various symplectic integrators have been proposed for Hamiltonian systems 12, 13 ͑see also the references in Ref. 20͒ . Even symplectic Runge-Kutta methods are now available. 19 However, these methods cannot be applied to our equations of motion containing a damping term.
The derivation of most of the above integration algorithms is based on a formal solution of the equations of motion and a successive decomposition of exponential operators using the Campbell-Baker-Hausdorff formula. Alternatively, the Trotter theorem 21 was used in Ref. 16 .
Combining our phase-space coordinates in the vector
can be written in the following way:
where L is the Liouville operator
with the abbreviation
The well known formal solution of Eq. ͑3.1͒ is
with the classical propagator U͑t ͒ϭe iLt .
͑3.5͒
As can be easily shown, L is a Hermitian operator, i.e., LϭL † . Consequently, U(t) is a unitary operator, i.e.,
U(t)
Ϫ1 ϭU(t) † ϭU(Ϫt). Unfortunately, U(t)X(0) cannot be evaluated for our Liouville operator to obtain a solution for the equations of motion. However, an integration algorithm is obtained by replacing U(t) by a product of propagators which approximate it to a certain order and such that each factor can be evaluated. For a Liouvillian consisting of n parts (iLϭ͚ kϭ1 n iL k ) such a factorization is obtained by the Trotter theorem 16, 21 or equivalently by the CampbellBaker-Hausdorff formula 13 U͑t
͑3.6͒
with U j (t)ϭe iL j t . For the Liouvillian ͑3.2͒ we use the decomposition
with the corresponding propagators:
͑3.12͒
For convenience, we introduce the appreviation
An approximate solution of the equations of motion is then given by X"t…ϭŨ (t)X"0…. Because all the factors in Ũ (t) are separately unitary ͑i.e., all the Liouvillians are Hermitian͒ Ũ (t) is unitary, i.e., Ũ Ϫ1 (t)ϭŨ † (t)ϭŨ (Ϫt). As a consequence Ũ (t)Ũ (Ϫt)ϭ1, and the integration algorithm based on the factorization ͑3.13͒ generates a reversible dynamics.
Using the well known property of any translation operator of the form exp(c‫ץ/ץ‬q) that
where c is independent of q and also the property of the operator U pp that
͑3.15͒
where c is independent of p i and p , an integration algorithm can straightforwardly be derived. To prove relation ͑3.15͒ the derivatives of both sides of the equation with respect to c are calculated, yielding the same differential equation.
Applying the operator Ũ (h) to X"0…ϭ͕͕x i (0)͖,͕p i (0)͖,(0),p (0)͖ yields the integrator ͑expressed in terms of positions and velocities͒
͑3.20͒
Here we used h to indicate the step size of the integration. This integration scheme is not only time reversible, but also conserves phase-space volume, because each of the operators in Ũ conserves the phase-space volume. Consequently, the Jacobian ͑2.27͒ is unity at any integration step. Note, by interchanging the operators in Ũ various other time reversible and phase-space volume conserving algorithms can be derived.
As discussed in Sec. II, f assumes large values for a system with many degrees of freedom. In this case the integration algorithm ͑2.9͒-͑2.12͒ is no longer useful. Thus, we recommend to use the equations of motion ͑2.23͒-͑2.26͒ for systems with a large number of degrees of freedom. The above integration algorithm is applicable to these equations of motion after replacing f by f ϭ1 and using gϭ2 f Ϫ1. However, the phase-space volume is no longer conserved. The Jacobian ⌬J(t n ) between the times t nϩ1 ϭ(nϩ1)h and t n ϭnh is
͑3.21͒
The total Jacobian
is certainly not fluctuating around unity because of the exponent 2 f Ϫ2. A similar expression for the Nosé -Hoover Jacobian J NH is obtained for the time-centered integration algorithm proposed by Toxvaerd 11, 15 to solve the equations of motion of the Nosé -Hoover thermostat. Similar to our discrete Jacobian, J NH does not fluctuate around unity in contrast to the conclusion of Toxvaerd.
11 ͑Note, in Ref. 11 the exponent f is missing in the expression for the Jacobian.͒
In conclusion, the equations of motion ͑2.23͒-͑2.26͒ as well as the Nosé -Hoover equations are not symplectic and hence the phase-space volume is not conserved. The corresponding integration algorithms do not exactly capture the change of phase-space volume with time. Thus, the systems will be damped or excited artificially, which may influence the stability of individual trajectories after a large number of iterations.
IV. RESULTS
We used three different systems to test the proposed integration algorithm. For comparison with our previous results, 7 we again considered the harmonic oscillator applying the integration scheme ͑3.16͒-͑3.20͒. Since we consider a system with a single degree of freedom, the integration of the equations of motion, which conserve phase-space volume, does not pose any problem. The results are similar to those presented in Ref. 7 : for large masses Q, we find regular behavior of the oscillator, whereas for QϽ1 the whole phase space is covered by a chaotic trajectory ͑up to a part of measure zero͒. We further studied the motion of a particle in a double-well potential and a liquid of Lennard-Jones particles. These results will be discussed below.
A. Double-well potential
To compare our thermalization method and integration algorithm with other existing schemes, we considered the dynamics of a single particle confined in the double-well potential
The dynamics of this system was examined by Friedman and Auerbach. 10 Later, Toxvaerd investigated the Nosé -Hoover dynamics and found intermittent chaotic behavior depending on the thermostat parameter Q and temperature. He subsequently used a regular orbit to test the stability of various molecular dynamics algorithms. 11 These results, however, cannot be compared with our system, because we use a different coupling between the system and the thermostat variable. In our approach, the system is more strongly coupled to the thermostat variable, which is obvious from the investigation of the harmonic oscillator mentioned above. As is well known, the Nosé -Hoover thermostat does not yield global chaotic behavior, whereas our thermostat does generate global chaotic behavior. Hence, the dynamics of the particle in the above potential is also different from the one generated by the Nosé -Hoover thermostat. Thus, we focus on the comparison of the statistical behavior.
Equations ͑3.16͒-͑3.20͒ were iterated for Nϭ10 8 steps,
starting at x(0)ϭ0, ẋ (0)ϭ0.5, (0)ϭϪẋ (0) 2 /2k B T, and (0)ϭ0, which gives the initial energy H(0)ϭ4 (mϭ1).
The temperature was chosen as k B Tϭ4, the thermostat mass as Qϭ0.09, and the time step as hϭ1ϫ10 Ϫ2 . These are the same parameters which were used in Ref. 11 . Similarly, the equations of motion of the Nosé -Hoover thermostat were solved by the integration algorithm presented in the Appendix. This algorithm is identical to the one proposed by Toxvaerd 15 and Holian et al. 14 ͑for the latter the initial conditions must be chosen adequately to yield the same result͒ except for the integration of , which is not present in these integration schemes. The integration algorithm is time reversible, but does not preserve phase-space volume.
The probability distribution P(x) for the position x is presented in Fig. 1͑a͒ . The dots give the distribution, obtained by iterating Eqs. ͑3.16͒-͑3.20͒, after Nϭ10 8 steps. The solid line is the Boltzmann distribution exp͓ϪV(x)/k B T͔ and the dashed line is found from the Nosé -Hoover equations. The probability distributions are normalized such that the areas under the curves are equal to unity. As is obvious from the figure, the probability distribution obtained by our integration scheme is very close to the Boltzmann distribution, whereas the lack of full chaotic behavior of the Nosé -Hoover thermalization is apparent in the deviations from the Boltzmann factor. This is even more obvious, when calculating the deviations of the numerical results from the Boltzmann distribution. Figure 1͑b͒ shows the integrated square of the deviation from the Boltzmann factor as a function of the number (N) of integration steps. 11 The dots and the solid line are again for the thermalization and integration scheme proposed above, and the dashed line together with the crosses belongs to the Nosé -Hoover thermostat. Obviously, the distribution in the latter case is not essentially improved after NϷ10 4 integration steps. However, the distribution obtained by our method converges monotonically towards the Boltzmann distribution. Hence, our thermalization and integration scheme yields a sufficiently chaotic motion to calculated canonical time averages.
Toxvaerd 11 removed the lack of fully chaotic motion of the Nosé -Hoover dynamics by an additional modification of the equations of motion as proposed by Bulgac and Kusnezov. 5, 6 The modified equations of motion yield a Boltzmann distribution. A comparison of the deviation from the Boltzmannn factor, as shown in Fig. 1͑b͒ , between our method and the dynamics proposed by Bulgac and Kusnezov exhibits only minor differences. However, as demonstrated above, a canonical ensemble can already be achieved by coupling a single extra degree of freedom to a system. Naturally, further bath degrees of freedom, especially infinitely many ones, will generate a canonical behavior of a system. The difference to a bath with a single degree of freedom is that in the latter system the thermalization is achieved by the chaotic motion of the system.
B. Lennard-Jones liquid
In a further study, we compare the new integration algorithm ͑3.16͒-͑3.20͒ for the equations of motion ͑2.23͒-͑2.26͒ with various integration algorithms for the Nosé -Hoover equations of motion. Specifically, we consider the algorithm proposed by Tuckerman et al., 16 Toxvaerd, 15 Holian et al. 14 ͑the latter two are identical, when started with the appropriate initial condition, see also the Appendix͒, and the well known velocity Verlet algorithm without thermalization. 22 All algorithms are time reversible, and the velocity Verlet algorithm is also symplectic in contrast to all others considered here. The integration algorithm of Tuckerman et al. is derived by the Trotter factorization of the Liouville propagator, similar to the procedure presented in Sec. III. We will not discuss the algorithm in detail here, we just compare its stability with the other integration schemes. ͑Al-gorithms for various applications are derived by Tuckerman et al. Among them is the position Verlet algorithm also presented by Forest and Ruth.
13 ͒ The comparison is made by studying the energy conservation as a function of time step for a run of N steps of a system of Lennard-Jones particles. The three-dimensional system consists of M ϭ512 particles interacting with the potential
͑4.2͒
The particles are exposed to periodic boundary conditions. The temperature of the system is k B T/⑀ϭ1 , the density 3 ϭ0.8, and the mass Qϭ2. The deviation in energy is defined as 16 ⌬H͑h ͒ϭ 1
ͯ .
͑4.3͒
In the numerical study, a total time of tϭNhϭ1 is chosen. For all integrations, we eliminated the center of mass motion of the whole system initially. A straightforward calculation shows that the center of mass velocity then remains zero in the course of the integration except for numerical errors. The energy for our algorithm is then given by Eq. ͑2.22͒ with gϭ6(M Ϫ1)Ϫ1 ͑three degrees of freedom are removed due to the conservation of the linear momentum͒. In an analogous manner, the energy of the Nosé -Hoover thermostat is given by Eq. ͑A5͒ with gϭ3(M Ϫ1).
In Fig. 2 the dependence of ⌬H on the time step size h is plotted. The curves show that all algorithms are of comparable stability. For the specific initial condition, the Verlet algorithm turns out to be the most precise integration scheme and the one proposed by Holian et al. the worst. ͑The initial condition was chosen such that the velocity Verlet algorithm yields the desired temperature.͒ However, the relative accu- racy of the integration algorithms depends upon various factors like the initial condition for positions and velocities or the choice of Q. But in principle the differences between the algorithms are so small, that each of them is suitable for molecular dynamics simulations, as far as the stability is concerned. Extrapolating the results of systems with a single degree of freedom, however, we believe that our coupling between the thermostat variable and the system is more likely to generate canonical behavior.
V. CONCLUSIONS
Equations of motion to generate the dynamics for any given statistical ensemble can be constructed by extending phase space and augmenting the Hamiltonian as in Eq. ͑2.1͒. The equations of motion for the virtual variables in the extended phase space are symplectic. However, it is desirable to directly solve the equations of motion for the physical variables. The transformation from the virtual to the physical variables is in general not canonical. Thus quantities like the phase-space volume are often no longer conserved in the physical variable formulation. This holds especially for the Nosé -Hoover equations of motion. Integration algorithms based on such equations of motion are also not symplectic. This leads to a modified dynamics of the physical system as compared to the original one and the nonsymplectic integration algorithm is less stable.
In the present study we derived equations of motion which generate the dynamics corresponding to a canonical ensemble and also conserve the phase-space volume. They are most likely not symplectic, because the equations of motion cannot be derived from the Hamiltonian of the virtual system with the virtual variables replaced by the physical ones. We, however, did not attempt to address this question. By a factorization of the propagator we derived a time reversible and phase-space volume conserving integration algorithm. The application of the algorithm to a harmonic oscillator and a particle confined in a double-well potential shows that the dynamics is globally chaotic and that canonical time averages are produced. As shown, this is not true for the Nosé -Hoover thermostat often used in canonical molecular dynamics simulations. However, the integration of systems with a large number of degrees of freedom poses severe problems. Thus, we suggest the use of an integration algorithm which no longer conserves phase-space volume. It is shown that the total Jacobian is then strongly fluctuating and is especially not unity in the average as indicated in Ref.
11. Giving up the phase-space conserving property, we certainly reduce the stability of the integration algorithm. Hence it is desirable to overcome the problems in integrating the more appropriate equations of motion.
The proposed integration algorithm can also be used in connection with constant pressure simulations. We, however, do not recommend the often used simulation scheme based on a scaling of coordinates. 11 The use of an ''external'' pressure is in our opinion more appropriate. 23, 24 Especially, no scaling of particle positions is necessary, and hence the isothermal equations of motion are unchanged.
is a conserved quantity. Though not a Hamiltonian, H can be used to measure how well an integration algorithm conserves energy.
A time reversible integrator of the above equations is
Except Eq. ͑A10͒ this integrator agrees with the one proposed by Toxvaerd. 
͑A12͒
Replacing ẋ i (h) by
͑A13͒
which is equivalent to Eq. ͑A8͒ yields
͑A14͒
On the other hand, insertion of Eq. ͑A6͒ into Eq. ͑A12͒ gives
The velocity (2h) is calculated from ͑A6͒, ͑A8͒, and ͑A10͒, respectively, to initiate the latter algorithm.
