Particle-based simulations have become progressively more important over the last few decades owing to the tremendous advances in computer technology. Many of these techniques, including molecular dynamics (MD) [1] , smooth particle hydrodynamics (SPH) [2] , and Direct Simulation Monte Carlo (DSMC) [3] , require that interactions or collisions be considered only between particles which are close in physical space. The local nature of the interactions makes it possible to drastically reduce the computational cost required in these simulations. For a system of particles interacting through pairwise forces, the computational cost for a simulation, in which forces are calculated between all pairs of particles, scales as 0 (N 2 ) . If the range of the interaction falls off quickly, the cost can be reduced to scale as O(N). Research, primarily in the area of MD, has led to the development of a number of excellent algorithms for identifying and tracking neighboring particles. Many of these algorithms are based on the use of linked lists, neighbor lists, and trees.
Recently, alternative particle tracking techniques based on the Monotonie Lagrangian Grid (MLG) [4] have been developed. The MLG is a multidimensional data structure in which objects which are close in physical space are assigned sets of indices which are close in logical or integer space. An advantage of the MLG vis-a-vis most other approaches is related to the relative locality of all computations and thus a relative computational advantage on distributed memory parallel computers.
The locations of the objects within the MLG data structure are determined by a set of monotonicity conditions on the physical coordinates. As an example, consider a system of particles in two dimensions. The coordinates, velocities, and other attributes of the particles can be stored in a set of two-dimensional arrays x(N x , N y ), 
For a system of particles which are in MLG order, particles which are close in physical space have indices (i,j) which are close in logical or integer space. Identification of the neighbors of a given particle is carried out by searching a specified region of the index space. The maximum index offset N c required to identify all pairs of interacting particles is determined by the density of the system and the cutoff distance R c of the interaction. Although it is almost impossible to guarantee that a given choice for N c will ensure that all interacting pairs of particles are found, previous work has shown that, for reasonably small values of N c , the probability of missed interactions can be made vanishingly small [5] . A timing analysis of the MLG on various test problems shows that it performs well at identifying all pairs of interacting particles [6] .
Until recently, the MLG has been used primarily in MD simulations [7] [8] [9] [10] . Applications have included the study of shock-induced detonations in energetic materials [7] , (N 2 )2 dimer formation [8] , and shock-defect interaction in Lennard-Jones solids [9] . The MLG has also been used in related problems in battle management [11] .
Although the MLG was originally developed for particle tracking in MD, the greatest utility may lie in DSMC applications [13] [14] [15] [16] . DSMC is a particle-based technique used to model high Knudsen number flow, (Kn = X/L > 0.1), where A is the mean free path of the gas molecules and L is the smallest characteristic physical dimension of the system. Under these conditions, solutions of the Navier-Stokes equations give physically incorrect results. The DSMC technique is not based on the Boltzmann equation, but can be shown to give results that are consistent with it.
In a DSMC simulation, particle motions are modeled deterministically, whereas binary collisions between particles are treated statistically. In the standard DSMC approach, physical space is divided into cells and collision pairs are chosen randomly from particles belonging to the same cell. Macroscopic properties are calculated in each cell by taking the appropriate averages of particle quantities within the cells.
There are a number of disadvantages to this Eulerian cell-based approach, particularly when there are large spatial or temporal variations in the density of the system or complex geometries are involved. Since DSMC is inherently a statistical technique, calculation, but is advantageous since it leads to increased accuracy of the solution, simplified coding, and more efficient parallelization [16] .
Since the MLG was first introduced, it was known that the MLG ordering for a given spatial distribution of objects is not unique. This is consistent with Eqs. (1) since the number of coordinate inequalities used to define the MLG order is less than the number of degrees of freedom of the system. Figure 1 shows that there can be significant variation in the quality of the MLG orderings, where the quality is a measure of how well the MLG ordering corresponds to the physical ordering of the system. For both MD and DSMC simulations, it is advantageous to work with high-quality MLG orderings. In MD simulations this follows from the fact that the computational cost associated with the evaluation of the short-range interactions is proportional to the volume of index space that must be searched. In DSMC calculations, the validity of the results diminishes when poorly-structures MLG orderings are used since random collision pairs may involve particles that are no longer close in physical space.
The variation in MLG quality for a single collection of node locations has led to the development of stochastic grid regularization (SGR) [12] , an efficient technique for optimizing the structure of an MLG. A single iteration of SGR consists of:
(1) Randomly displacing nodes in space, retaining information about the positions of the unperturbed nodes, (2) Exchanging data between adjacent perturbed nodes until monotonicity conditions are satisfied for the displaced node positions, and (3) Starting from the MLG ordering established in step (2) for the perturbed node positions, exchanging data between adjacent nodes until the monotonicity conditions are satisfied for the unperturbed node positions.
The perturbed node positions are obtained by independently choosing displacements along each coordinate axis from a uniform random distribution. The magnitude of the maximum node displacement is the critical parameter in SGR. The optimal choice for the maximum node displacement is approximately one-half the average internode separation [12] . Multiple iterations of the SGR in a single simulation timestep may further improve the grid structure. In addition to being straightforward and relatively easy to apply, one of the primary advantages of SGR is that it tends to restructure only the most poorly structured regions of the grid while leaving the majority of the well-structured regions relatively unchanged.
Previously we have shown that SGR is effective at restructuring an MLG [12] , but it was not explained why SGR works so well. Critical to our explanation for the success of SGR is the concept of MLG stability. The basic idea proposed in this paper is that SGR allows the system to access the more stable MLG's which also tend to be well-structured. Our definition of MLG stability is different from standard definitions of stability. In this context, we mean that an MLG is stable if the MLG inequalities are not violated for small displacements of the nodes.
Before addressing the questions of stability, we first attempt to make theoretical estimates of the number of allowed MLG orderings. In addition, for small systems of nodes, all possible MLG orderings are generated. These results are important not only because they demonstrate the richness of the MLG data structure, but because they provide us with an opportunity to study the properties of a complete distribution of MLG orderings. Next, several grid diagnostics are developed and the concept of grid stability is introduced. We show that poorly structured regions of the grids tend to be unstable and that the use of SGR leads to more stable grids. Finally, the grid diagnostics are applied to the complete sets of MLG orderings to show that not only are the well-structured grids more stable, but that the majority of the MLG's are both poorly structured and extremely unstable.
II. ESTIMATES OF MLG MULTIPLICITIES
In all but certain special cases, many MLG's may be found for a given set of node locations. In this section, we establish upper bounds on the number of MLG orderings for a given set of nodes and explicitly generate all possible MLG orderings for small systems in two dimensions. For simplicity and clarity, all derivations and numerical experiments described in this section are for the case of a two-dimensional MLG, although they can be generalized to higher-dimensional systems.
A theoretical estimate of the upper limit on the number of allowed MLG orderings, is described in detail in the appendix. Table 1 shows the range in the number of allowed MLG's for typical node arrangements for 2 x 2, 3 x 3, 4 x 4 and 5x5 systems. Although the numbers of allowed MLG orderings are very small compared to the estimates of the upper-bound n max derived above, there are still a very large number of possible orderings for even small systems. The largest system (5 x 5) for which we can explicitly generate all allowed orderings is at least an order of magnitude smaller than a minimum-size system that would be used in an MD simulation of a gas or liquid. Still, for a system of this size, there are typically more than 10000 allowed MLG orderings. The number of MLG orderings increases very rapidly with system size.
For all but the smallest systems, exact enumeration of all MLG's becomes impractical. A Monte Carlo approach in which node orderings are chosen at random and then tested against coordinate inequalities is also not a viable alternative for estimating the number of MLG orderings since the fraction of node permutations which satisfy the MLG inequalities is very small. In another approach, numerical experiments were carried out in which the nodes were placed in a random order and then restored to MLG order by swapping data between adjacent nodes until the monotonicity conditions are satisfied. This technique can only be used to give a lower bound on the number of orderings since it is impossible to be certain that all MLG's are found. In fact, it is likely that the majority of the poorly structured MLG's are not encountered. Such a calculation on a 6 x 6 system indicates that a minimum of 75,000 MLG's are allowed for a typical arrangement of nodes. For systems of sizes normally used in molecular dynamics simulations, the number of orderings is expected to be exceedingly large.
III. MLG DIAGNOSTICS AND STABILITY
Various statistical quantities can be used to give a good measure of the overall quality of an MLG. One useful set of parameters is the average link lengths between index neighbors in the MLG, where the individual links lengths are defined as
For a set of MLG's corresponding to the same set of nodes, the ones with the smaller average link lengths tend to be better structured. Another useful set of parameters is the averages of the normalized dot products of vectors joining near neighbors with the unit normals. The normalized dot products are defined in terms of the node positions and link lengths as
ydot{i,j) =
• (3b) yiink{i,j)
The average dot products are a measure of the directionality of the links joining near neighbors in index space. For a set of nodes arranged on a.square lattice, or a higherdimensional generalization of a square lattice, it is possible to find an optimal MLG in which all dot products are equal to one. For random distributions of nodes, the MLG's with the larger average dot products are better structured.
The grid diagnostics defined in Eqs. (2) and (3) can be averaged over all axes to
give an overall measure of the quality of the MLG. However, because it is possible for an MLG to have diagnostic values indicative of good grid quality along one axis and not the others, it is useful to retain the quantities over each individual axis. This is illustrated in Figure 3 The average diagnostics defined above are useful measures of MLG quality and are relatively inexpensive to compute, but they may underestimate the influence of small locally distorted regions of the grid. This is important because it is the most poorly structured regions of the grid that determine the size of the maximum index offset required in a molecular dynamics simulation. The use of SGR has been shown to result in better-structured grids, but the improvements due to SGR are only weakly reflected in the average grid diagnostics. To overcome the weaknesses of the average grid diagnostics and to provide an explanation for the success of SGR, we have developed the concept of grid stability.
The locations of N nodes embedded in a d-dimensional space can be described by a single point in an A^-dimensional coordinate space. As the positions of the nodes are perturbed, the point describing the state of the system traces out a volume in the JVd-coordinate space. We can imagine ordering the nodes in a particular MLG and then perturbing the node positions. For certain displacements of the nodes, the MLG coordinate inequalities remain satisfied, while other displacements result in a violation of the coordinate inequalities. We define MLG stability to be proportional to the volume of coordinate space over which the system of nodes can be perturbed without violating the monotonicity conditions for the grid.
In practice, the calculation of the volume of coordinate space is not practical since it involves simultaneously perturbing each node over each of its degrees of freedom.
As a lowest-order approximation, the volume of coordinate space can be estimated by calculating the volume of an Afd-dimensional box whose sides are defined by the maximum allowed displacements of each node over each degree of freedom. We denote this estimate of MLG stability as S\ since it is calculated by perturbing a single coordinate at a time. Higher-order estimates S n would be calculated from simultaneous displacements of n coordinates.
Regardless of the order of approximation used in calculating MLG stability, restrictions must be imposed on the displacements of the nodes so that the volume of coordinate space remains finite. Uniform translations of all nodes or breathing displacements in which all node coordinates are multiplied by a constant avoid violating the MLG coordinate inequalities, but lead to infinite contributions to the volume of coordinate space. The calculation of Si is considerably simpler since the only restriction that must be imposed is that edge nodes cannot be displaced from the remaining
nodes. An example of a disallowed displacement would be to move node (N x ,j) in the positive x direction, where N x defines the first dimension of the data structure and j is arbitrary. Taking into account the restrictions on displacements of edge nodes, the definition for Si for a 2d system is The success of SGR can be explained in terms of the MLG stability. The regions of the grid that have the greatest effect in reducing the MLG stability are exactly those that are most poorly structured. At these locations, small displacements of the nodes can lead to violations of the MLG coordinate inequalities. In the well-structured regions of the grid, the nodes can be perturbed significantly before the monotonicity conditions are violated. This is illustrated in Figure 4 . By perturbing the node positions, the poorly structured regions are given the opportunity to settle into a more stable MLG configuration. We have found that there is an optimal maximum node displacement of approximately one-half the internode separation. The existence of an optimum displacement can be explained by the fact that node displacements that are too small do not cause a restructuring of the locally unstable regions of the grid while displacements that are too large result in an unnecessary global restructuring of the grid. For well-structured grids, the variation in stability at a fixed value of average grid diagnostic can still be large, but is narrower than for the poorly structured grids.
IV. CONCLUSIONS
Even for small systems of nodes, the number of MLG orderings can be extremely found with a lower y-coordinate. Since such a node does not exist, the node with the minimum y-coordinate must lie in the bottom row. Similarly, it can be shown that the node with the second lowest «/-coordinate must lie within the bottom two rows.
This argument can be extended to the (N y -1) nodes with the lowest y-coordinates.
In a completely analogous fashion, the node with the maximum y-coordinate must lie within the top row, etc. These conditions can be tested immediately upon construction of the rows to quickly recognize node configurations that will not satisfy the MLG inequalities. The results derived are completely general for any spatial arrangement of nodes. For particular node arrangements, more constraints on the placements of nodes within particular rows could be derived, thereby making the extension to slightly larger systems computationally feasible. 
