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We study the temporal rate of variations of the von Neumann entropy in an open quantum system which
interacts with a bath. We show that for almost all initial states of the bath and the system, the time-average
of the rate of entropy change is bounded by a function which depends on various properties of the system and
environment, and is mostly relatively small. This result holds true under fairly general conditions in almost any
arbitrary quantum system.
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I. INTRODUCTION
An open quantum system inevitably interacts with its envi-
ronment (or “bath”) [1]. Such interactions may typically lead
to loss of quantum information or quantum features (such as
coherence and correlations) within the system, and in turn af-
fect its dynamics [2]. This highlights that studying how quan-
tum information vary in a generic quantum system is impor-
tant. The quantity that captures this behavior is entropy [3, 4],
which also plays a principal role in describing relevant statis-
tical mechanics of the system [5–7]. Quantifying variations of
entropy can be useful in understanding dynamical behavior of
the system [8–17] and whether and how it approaches thermal
equilibrium [18, 19].
Noting that the calculation of entropy in open quantum
systems is generally a formidable task, obtaining bounds on
the rate of entropy change becomes important and useful per
se [4, 9–11]. Here, built up on earlier literature, we obtain
bounds on the finite-time temporal average of the rate of en-
tropy change. We also investigate how on average initial states
of the system-bath affects this time-average rate. We show
that for typical cases of a sufficiently large bath the average
of the rate of entropy change becomes sufficiently small for
almost all preparations of the system-bath.
The outline of this short paper is as follows. In Sec. II, we
briefly remind some preliminaries. In Sec. III, we state our
main results. We summarize our findings in Sec. IV.
II. PRELIMINARIES
Consider a closed composite quantum system SB com-
prised of two parts, “system” S and “bath” B, with the Hilbert
space H SB = H S ⊗ H B, where dim(H S,B) = dS,B < ∞.
In typical scenarios, there may be some constraints on the dy-
namics, such as existence of specific conserved observables,
which can be enforced by restricting the allowed states to a
certain subspace HR ⊆ H S ⊗H B [20].
Let the system and the bath evolve with the (time-
independent) Hamiltonian HSB = HS + HB + Hint, where
HS, HB, and Hint are, respectively, the system, bath, and in-
teraction Hamiltonians. Assume the spectral decomposition
HSB =
DE−1∑
n=0
EnPn, (1)
where Ens are distinct eigenvalues (obviously DE 6 dSdB)
and Pn =
∑en
α=1 |n, α〉〈n, α| is the projection onto the eigen-
subspace corresponding to the (en-fold degenerate) eigen-
value En, with the orthonormality property PnPn′ = δnn′Pn
and the completeness property
∑
n Pn = ISB (the identity
operator). We also define Dg = maxn en. A Hamiltonian
is called nonresonant when its energy gaps Gij ≡ Ei − Ej
(for i 6= j) are nondegenerate. In other words, if we have
four eigenvalues Ei, Ej , Ek, and El satisfying the equation
Ei − Ej = Ek − El, this should yield either (i, j) = (k, l)
or (i, l) = (j, k) [18]. In addition, assume that each gap
value Gn has the degeneracy gn, where n denotes the labels
of the gap values. We also denote the largest degeneracy of
the energy gaps with DG ≡ maxn gn. Density of the en-
ergy gaps is captured by the maximum number of the energy
gaps N(∆) in each energy interval ∆ > 0—Fig. 1. Note that
DG = lim∆→0N(∆) [12].
Assume that the composite system is in a pure
state %SB(τ) = |ϕ(τ)〉SB〈ϕ(τ)|, where |ϕ(τ)〉SB =
e−iτHSB |ϕ(0)〉SB (presuming ~ ≡ 1), and from whence the
states of the system and the bath are obtained as %S,B(τ) =
TrB,S
[
%SB(τ)
]
. The time-averaged state of the composite sys-
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FIG. 1. Energy and gap structures. Each energy eigenvalue En has
the degeneracy en (n ∈ {0, 1, . . . , DE−1}), and each gap valueGn
has the degeneracy gn. The quantity N(∆) is obtained by counting
the number of gaps in the interval [E,E + ∆) and sweeping over
all Es in the gap structure to find an E for which this number is
maximum for a given ∆.
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2TABLE I. List of the notations and definitions.
H a Hilbert space of system a (∈ {S,B, SB,R})
da dimension of H a
Πa projection on H a
%a state of system a
{σk} orthonormal operator basis on H S (Tr[σ†kσk′ ] = δkk′ )
En distinct energy eigenvalues of HSB
en degeneracy of En (Tr[Pn])
Dg maxn en
DE number of distinct Ens
Pn eigenprojection corresponding to En
Gn energy gap Ei − Ej (n ≡ (i, j), for i 6= j)
gn degeneracy of the gap Gn
DG maxn gn
N(∆) maxE |{n; Gn ∈ [E,E + ∆)}| (Fig. 1)
∆min minn,n′{|Gn −Gn′ |; Gn 6= Gn′}
〈X(τ)〉T 1T
∫ T
0
X(τ) dτ
ωSB 〈%SB(τ)〉T→∞
Deff effective dimension (3)
‖X‖1 trace norm Tr[
√
X†X ]
‖X‖2 Hilbert-Schmidt norm
√
Tr[X†X]
‖X‖ standard operator norm (max‖v‖=1 ‖X|v〉‖)
‖X‖′ minc∈R ‖X − cI‖
h ‖HS + Hint‖′
S swap operator (S(|u〉 ⊗ |v〉) = |v〉 ⊗ |u〉)
S(%) von Neumann entropy (−Tr[% ln %])
tem is given by
ωSB ≡〈%SB(τ)〉T→∞ = lim
T→∞
1
T
∫ T
0
%SB(τ) dτ. (2)
From this definition, it is evident that ωSB =
∑
n Pn%SB(0)Pn
and [ωSB,HSB] = 0. A relevant quantity, the “effective dimen-
sion” of the state is also defined as [12]
Deff ≡ 1/
∑
n
(
Tr[Pn %SB(0)Pn]
)2
. (3)
Note that 1 6 Deff 6 DE . We also need to remind the defini-
tion of the von Neumann entropy S(%) = −Tr[% ln %]. Table
I summarizes the notations and definition we use throughout
this paper.
The following lemma is essential for obtaining our main
result:
Lemma 1 [12] For any ∆ > 0, any time T > 0, and any
observable O defined on HR, we have〈∣∣Tr[%(τ)O]− Tr[ωO]∣∣2〉
T
6 N(∆)‖O‖
′ 2
Deff
(
1 +
8 log2DE
∆T
)
.
(4)〈∣∣Tr[%(τ)O]− Tr[ωO]∣∣2〉
T
6 DG ‖O‖
′ 2
Deff
(
1 +
8 log2DE
∆min T
)
.
(5)
Here % and ω are shorthands for %SB and ωSB, respectively.
III. MAIN RESULT
By a straightforward modification of Lemma 1 we first
prove the following lemma:
Lemma 2 For any T > 0,
〈∥∥∥d%S(τ)
dτ
∥∥∥
1
〉
T
6 2h
√
DG d2S
Deff(ωSB)
(
1 +
8 log2DE
∆min T
)
. (6)
Proof : Our proof follows closely the proof of the main re-
sult of Ref. [19]. We write
d%S(τ)
dτ
= TrB
[
i[%SB(τ),HSB]
]
=
d2S−1∑
k=0
bk(τ)σk, (7)
in which {σk} is an orthonormal operator basis defined onH S
[12]. After some algebra one can see that
bk(τ) = TrSB
[
i[HS + Hint − cISB, σk ⊗ IB]%SB(τ)
]
, (8)
where we have used [HB, σk ⊗ IB] = 0, the cyclic property
of the trace (Tr[[A,B]C] = Tr[A[B,C]]), and have added
a multiple of the identity operator (−cISB). Replacing O =
i[HS + Hint − cISB, σk ⊗ IB] in Eq. (5) gives
〈|bk(τ)− 〈bk(τ)〉T→∞ |2〉T 6 DG ‖O‖′ 2Deff
(
1+
8 log2DE
∆min T
)
.
(9)
Note that
〈bk(τ)〉T→∞ = iTrSB
[
[ωSB,HSB]σk ⊗ IB
]
= 0, (10)
‖O‖′ 2 6 4h2‖σk ⊗ IB‖2 = 4h2‖σk‖2, (11)
where h ≡ minc∈R ‖HS + Hint − cI‖ and in the last line we
have used the triangle inequality (‖X+Y ‖ 6 ‖X‖+‖Y ‖) and
the submultiplicativity property (‖XY ‖ 6 ‖X‖‖Y ‖) [21].
Hence, Eq. (9) reduces to
〈|bk(τ)|2〉T 6 4DG h2‖σk‖2Deff
(
1 +
8 log2DE
∆min T
)
. (12)
Now, we employ the above inequality to derive a bound on
the speed of the state change as〈∥∥∥d%S(τ)
dτ
∥∥∥
1
〉
T
6
√
dS
〈∥∥∥d%S(τ)
dτ
∥∥∥
2
〉
T
(7)
=
√√√√dS d2S−1∑
k=0
〈|bk(τ)|2〉T
(12)
6 2h
√
DG d
2
S
Deff
(
1 +
8 log2DE
∆min T
)
, (13)
where we have used the properties ‖X‖1 6
√
rank(X) ‖X‖2
and ‖X‖ 6 ‖X‖2 and the concavity of the square-root func-
tion (〈√X 〉 6√〈X〉 ) [21]. 
3Note that in the long-time limit T →∞ and for Hamiltoni-
ans with nondegenerate gaps (i.e., DG = 1), Eq. (6) becomes
〈∥∥∥d%S (τ)
dτ
∥∥∥
1
〉
T→∞
6 2h
√
d2S
Deff
, (14)
which is compatible with the result of Ref. [19].
Theorem 1 Consider a quantum system S coupled to a bath
B, which jointly evolve under a time-independent Hamilto-
nian. Assume d3S 6 dB and take η an arbitrary number sat-
isfying
√
dS/dB 6
√
dS/dB + η 6 1/dS. Now if we draw
initial states fromH SB uniformly randomly and calculate the
rate of entropy change, then the probability for the finite-time
average of the entropy rate satisfies the following property:
PϕSB
[〈∣∣∣dS(%S(τ))
dτ
∣∣∣〉
T
> δ
]
6 ε, (15)
where
δ =2h
(√
dS/dB + η
)√DG d4S
Deff
(
1 +
8 log2DE
∆min T
)
, (16)
ε =2e−dSdBη
2/16. (17)
Proof : We follow steps similar to Ref. [9]. Note that [22]
dS (%S(τ))
dτ
= TrS
[(
ln %S(τ)− ln IS
dS
)d%S(τ)
dτ
]
, (18)
which yields∣∣∣dS (%S(τ))
dτ
∣∣∣ 6 ∥∥∥ ln %S(τ)− ln IS
dS
∥∥∥∥∥∥d%S(τ)
dτ
∥∥∥
1
, (19)
where we have used the inequality |Tr[XY ]| 6 ‖X‖1‖Y ‖
[21]. Now, let {ri}dS−1i=0 denote the eigenvalues of %S(τ);
hence, Eq. (19) reduces to∣∣∣dS (%S(τ))
dτ
∣∣∣ 6 ∥∥∥d%S(τ)
dτ
∥∥∥
1
.max
i
| ln(ri dS)|. (20)
Now we recall two results from Ref. [9]: (i) for dS‖%S(τ) −
IS/dS‖1 6 1 and dS > 2, we have
max
i
|ln(ri dS)| 6 dS‖%S(τ)− IS/dS‖1. (21)
(ii) If we choose initial states |ϕ(0)〉SB (shortly ϕSB) of the
composite system uniformly randomly from H SB and then
calculate ‖%S(τ)− IS/dS‖1, we obtain
PϕSB
[
‖%S(τ)− IS/dS‖1 >
√
dS/dB + η
]
6 2e−dSdBη2/16.
(22)
Combining all pieces now yields the desired result. 
From this theorem it is evident that for a sufficiently large
bath (dB  d3S) one can make ε sufficiently small. That is,
for such systems the rate of entropy change is almost always
(i.e., with a probability > 1− ε, for ε  1) negligibly small.
This result is compatible with the fact that sufficiently small
subsystems of a large system in a pure state look relatively
similar to the maximally mixed state [20], because such states
do not change appreciably.
Next, we calculate the bound for all initial states and com-
pute the average of this quantity over all possible pure states.
To do so, we need to calculate the ensemble average of re-
lation (15). The only parameter on the right-hand side of
this inequality which depends on the initial state is
√
1/Deff .
We use the convexity property of the square-root function
(〈√1/Deff 〉ϕSB 6√〈1/Deff〉ϕSB ). Note that〈 1
Deff
〉
ϕSB
=
∑
n
Tr
[
Pn ⊗ Pn 〈|ϕ〉SB〈ϕ| ⊗ |ϕ〉SB〈ϕ|〉ϕSB
]
,
where we have used the identity Tr[X] Tr[Y ] = Tr[X ⊗ Y ].
Now we employ the relation
〈|ϕ〉SB〈ϕ| ⊗ |ϕ〉SB〈ϕ|〉ϕSB = ΠR ⊗ΠR(I + S)dR(dR + 1) , (23)
in which ΠR and S denote the projector ontoHR and the swap
operator (S(X ⊗ Y )S = Y ⊗X), respectively [18]; whence
〈 1
Deff
〉
ϕSB
=
DE−1∑
n=0
Tr
[
Pn ⊗ PnΠR ⊗ΠR(I + S)
dR(dR + 1)
]
=
2
dR(dR + 1)
∑
n
Tr[Pn ⊗ Pn(ΠR ⊗ΠR)]
6 2
dR(dR + 1)
∑
n
Tr[Pn ⊗ Pn]
=
2
∑
n e
2
n
dR(dR + 1)
6
2D2g DE
dR(dR + 1)
. (24)
Using Eqs. (15) and (24) in the limit of large bath dimen-
sion, we can see that the time and initial state averages of the
rate of entropy change is bounded by〈∣∣∣dS(%S(τ))
dτ
∣∣∣〉
T,ϕSB
6 h
(√
dS/dB + η
)×√
8DGDE D2g d
4
S
dR(dR + 1)
(
1 +
8 log2DE
∆min T
)
. (25)
Now by assuming T → ∞, dR ≈ dBdS, and a nondegenerate
and nonresonant Hamiltonian (Dg = DG = 1), we obtain〈∣∣∣dS(%S(τ))
dτ
∣∣∣〉
T→∞,ϕSB
6
√
8 h
d2S
dB
. (26)
IV. SUMMARY
We have obtained an upper bound on the rate of entropy
change for open systems interacting with a bath. In particular,
we have shown that if an initial state is chosen uniformly, with
a considerable probability the rate of entropy change of the
system can be significantly small at any time, if the follow-
ing conditions are met: (i) the energy gaps between distinct
4energy levels have relatively small degeneracy, (ii) the dimen-
sion of the Hilbert space of the system is sufficiently small
compared to the dimension of the Hilbert space of the bath,
and (iii) the system and the interaction Hamiltonians do not
have a relatively wide spectrum. The bound we have obtained
depends on the initial state of the composite system through
the effective dimension. But we have shown that if the initial
state is spread over many different eigenvectors of the total
Hamiltonian (which in turn implies a higher effective dimen-
sion), the average rate of entropy change becomes relatively
small. Our results hold for almost all systems and imply that
the rate of information loss in such systems (small systems
coupled to a relatively larger bath, both with high dimensions)
becomes small. Because the number of initial configurations
of the composite system which violate our bound is negligi-
ble, we have taken average over all initial states, which has
yielded a bound which is (almost) independent of the initial
state of the composite system and its effective dimension.
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