ABSTRACT In the domain of computer vision research, human's capability to distinguish salient objects from background has become an important ingredient. So far, the researchers are not able to propose an approach that balances the tradeoff between the computation time needed by humans and detection accuracy. This paper highlights an improved salient object detection (SOD) accuracy technique which does not demand high computation time. The accuracy of convex hull enabled active contour technique (CHACT) model is assessed with area under the curve, recall, precision, F-measure, mean absolute error, and computation time on six available publicly image datasets. The computation time of CHACT is comparatively less than many existing approaches and also improved accuracy for SOD.
I. INTRODUCTION
Salient object detection [1] is a vital and essential research problem in the field of neurophysiology, psychophysics, and corresponding computational modeling perspectives [2] . Human vision system is capable of extracting foreground information from the complex background which acts as the objective of salient object detection. The word salient represents a dominant object in image belonging to a specific category with unknown prior. Such region of interest is searched for the principal object using visual attention mechanism same as a Human visual system. A model that can effectively find dominant objects can be applied to numerous fields like remote sensing [3] , surveillance systems [4] , and image retrieval [5] , [6] . Image and video compression [7] , automatic target detection [8] , scaling objects for displaying them on small screens [9] , medical imaging [10] , [11] , image enhancement [12] and many more.
The two conventional approaches to attaining visual attention [13] are top-down and/ or bottom-up approaches. Bottom-up approaches are stimulus-driven, computationally efficient and task-independent. Several primitive features are extracted from the image and are combined to generate the saliency map [7] . These extracted features can follow either global or local reference While learning, cognition or memorization factors like expectations, heuristics and knowledge constitute to top-down attention making them task dependent, domain dependent and computationally inefficient. Location of the salient object can be detected using integration of both bottom-up approaches with top-down techniques. While most of the recent works are centered around the bottom-up aspect of visual attention. Also, the differentiation of salient object detection from fixation the prediction is started with the advancement of the bottom-up approaches.
In our work, the detection accuracy enhances without demanding much computation time. The CHACT model uses the fact that the maximal amount of information is present at the edges and corners of an object in an image. At the initial stage, the key points obtained from an image using multi-scale Gabor, multi-scale Contrast and multiscale Harris energy functions. In the next stage, the image is roughly divided into two parts: a background part and a salient part using constructed convex hull on the extracted initial stage key points. In the last stage, the pixels of two parts apprehended using the active Contour, to detect the salient object. The accuracy of our CHACT model is assessed with area under the curve (AUC), recall, precision, F-measure and computation time on six available publicly image datasets. The experimental results show that our CHACT model outperformed previous state-of-the-art models regarding F-measure, AUC and recall on all six datasets, and precision on four datasets. The computation time of our model is comparatively less than many existing approaches. The remarkable features of the work are as follow:
• CHACT model uses the fact that the maximal amount of information is present at the edges and corners of an object in an image. The key points of an image are obtained using different energy functions. A salient part (differs from the background) is used to construct convex hull on these key points. However, convex hull just detect rough structure of an object based on some key points, but not define exact boundary of the object, in order to remove such limitation, we employed active contour.
• Pixels of two parts (background and convex hull) apprehended using the active Contour, to detect the salient object, where active Contour helps us in order to detect the exact object by expanding/contracting the convex hull in 360 degree.
• Computation time of CHACT is comparatively less than the existing models except [7] , [20] , [26] , [27] , [33] , [47] .
• From the point of SOD, detecting the salient object through active contour based on the Convex hull has not been applied to the best of our knowledge in the field of Computer Vision. CHACT still has better accuracy in comparison with the earlier works. Six publicly available datasets were used for experimenting the performance of the models. Evaluation of the model along with previous works is done using recall, precision, F-measure, AUC, MAE and time requirements. The rest of the paper is structured as follows. The technical details of the CHACT model is given in Section III, followed by experimentation and discussion in Section IV, and finally, Section V presents the conclusion and future works.
II. RELATED WORK
The human vision system focuses the on a particular set of points in a given scene for certain period which can be used in fixation prediction models. While extracting a prominent object from the background in image counts for the second category of models called salient object detection models. The generation of saliency map is required by both types of models making them suitable for different applications. The earliest work in the field emerged about two decades ago, when a model that integrated features like color, intensity, and orientation to produce a saliency map for solving the fixation problem [14] was presented by Itti et al. [7] (Itti). The modeling of visual saliency by assuming that the prominent object contains more information was coined by Bruce and Tsotsos [15] (AIM), where they tried to maximize the information expressed by an object. Thus, landing on the location of the prominent object in [16] .
Meur et al. [17] presented the use of subband decomposition of the image for detection of a salient object in both achromatic as well as chromatic channels. Harel et al. [18] (GBVS) proposed a novel graph-based visual saliency model. Hou and Zhang [19] and Hou et al. [20] (SR) recommended the use of spectral residual of an image for saliency detection, which was computationally efficient and was very straightforward and was presented after claiming the wrong performance of SR model. Liu et al. [21] (Liu) technique for segmenting an image into a prominent object and the background region using clues at local, regional and the global level and presented the use of the same algorithm on videos in 2011 [22] . The ideology that spatial coherence of an image along with the concept of global contrast difference was presented by Cheng et al. [23] . Yu and Wong [24] proposed a grid cell based image segmentation algorithm to extract remarkable objects. While the probability of object is computed by the Bayesian framework for SOD in [25] (SUN).
The use of repetitive image subtraction technique for generating saliency map tuned using frequency of such operations was presented by Achanta et al. [26] (FT). While the generation of saliency map using the concept of maximizing symmetric surround difference was familiarized by Achanta and Ssstrunk [27] (ASS). Zhang et al. [28] introduced the categorization of pixels into foreground or background using the Bayesian framework based upon the integration of area, intensity and position saliency. Chang et al. [29] proposed the ideology that combination of generic objectness with visual saliency can provide better salient object detection results. While Goferman et al. [30] (Gof) coined the use of contextaware saliency method to detect salient objects. An approach using kernel density estimation along with two-phase graph cut was presented by Liu et al. [31] . Shen and Wu [32] (Shen) considered the use of rank of a matrix to distinguish the salient object from the background. Vikram et al. [33] (Vikram) developed a model by searching for salient object in random parts of an image in rectangular regions, thus providing the local saliency map for the image. Zhang et al. [34] employed the use of mean shift algorithm to over-segmented the image followed by the use of color compactness feature to obtain the prominent object [35] for salient region detection.
Imamoglu et al. [36] (WT) proposed the use of wavelet transform to extract low-level features to build a saliency map. The generation of saliency map for complex images by utilizing the concept of hierarchical segmentation of prominent objects [37] . Xie et al. [38] (BSLM) proposed a Bayesian saliency technique by utilizing the low and midlevel cues. Jiang et al. [39] (AMC) proposed the use of chain of markov for detection of prominent object in the scene. Singh et al. [40] (SOD-C-PSO) gave a novel approach based upon particle swarm optimization to estimate the weights for combining different types of feature maps linearly. The use of tree based technique for saliency detection was presented by Liu et al. [41] (STREE). Zhu et al. [42] (Zhu) used multivariate Gaussian distribution for estimation of prominent object in the image based on the underlying approach of multisize super-pixel. Singh and Agrawal [43] (SA) employed the concept of area fused global feature along with combination of Manhattan distance and Kullback-Leibler divergence to compute the local features. Recently, multiple and single layer cellular automata are employed to automatically extract the features required for detection of attention object [44] (BSCA).
The choice of different features, their combining schema mark for the peculiarity of each of the models described above. With the passage of time, the saliency problem is tackled differently depending upon the underlying aspect. Many research works were more dedicated to increasing the accuracy achieved on the problem while others believed in improving the computational complexity of the underlying algorithm. But very fewer efforts are made to maintain a balance between the accuracy achieved and computation time. An effort to reduce the computation time by some satisfactory term without compromising the detection accuracy is presented in [45] (SP-GMM). From the empirical knowledge, it is known that local features, as well as their distribution, can accurately model salient regions in the images. Also, the information regarding the object is maximum around its corners and edges, and for a prominent object, this information would be global maximum. This ideology can be applied using the first gradient of the whole image and the points that correspond to maximum information can be used as features, Harris descriptor utilizes the benefits of the same facts.
Flat areas, corner regions and edges can be differentiated efficiently using Harris descriptor. The flat areas don't have much change of information in them, so has lower second gradient value. Whereas edges and corners have higher second gradient depicting the presence of more information. By the experimental trials of earlier works, it is known that Harris descriptor more efficiently determines corner regions in comparison to edge regions [46] (ROTC). To overcome the issue mentioned above, a new descriptor known as Gabor descriptor is introduced that can more efficiently capture the information stored in edge regions. Hence, both filters are used in proposed work, to extract corner as well as edge information more efficiently. After the calculation of information obtained from these features, many key points are selected, and a convex hull is constructed using them [47] (CH). This generated convex hull partitions the entire image into two regions: interior and an exterior region. It is assumed that the most of the prominent object lies inside the interior region. Hence, the internal region is used to construct an iterative model to draw a multi-variate kernel over the prominent object, thus yielding saliency map.
Of all the previous works, the CHACT model is closely related to model presented by Xie et al. [38] . Xie et al. [38] extracted some low level as well as mid level cues to generate a Bayesian saliency map. These low level cues were extracted through formation of a convex hull around region of interest, thus obtaining a courser saliency map. While the mid-level cues were extracted using the grouping of superpixels based on spatial space clustering following the ideology of Laplacian sparse clustering [48] (COSAL). The prior map computed in Xie et al. [38] model using the midlevel cues to map the coarse saliency regions using the spatial space clustering has very high computation complexity. Also, the performance of clustering is not precise always, and may include background pixels as prominent object.r paper. Multivariate Gaussian distributions is employed for construction of convex hull for exterior and interior regions, respectively where each parameter is learn using the Expectation Maximization (EM) model thus generating the saliency map. As proposed by Xie et al. [38] , the use of EM algorithm is much more accurate and timing efficient as compared to use of spatial space clustering. Hence, CHACT tries to achieve better results within less stipulated time.
III. PROPOSED MODEL
In this proposed work, three stages are involved. During the first stage, the process of detecting the key points are performed with multi-scale Contrast, multi-scale Gabor and multi-scale Harris energy functions. During the second stage, the process of selecting the handful points is done for constructing the convex hull using these points. Finally, in the third stage, the process of constructing the active contours based on the convex hull is performed to detect the salient object as an active contour which has the significant difference from the background. The flow of our work is described in detail beneath and also shown in the Fig. 1 .
A. KEYPOINTS DETECTION PROCESS
The maximum amount information can be found in the edges and corners which may help us for Salient Object Detection (SOD). Therefore, for detecting a salient object, an autocorrelation matrix S proposed by Harris and Stephens [49] that describes the local structure of the salient object is used for determining the corners of image M, defined as,
Where q is the pixel present in the image M, M u and M v are the first gradients of the image, and W λ is a Gaussian window. Matrix S is symmetric and it has real eigenvalues β 1 and β 2 . A pixel for which β 1 ∼ β 2 and β 1 .β 2 0 is decided as corner point. The decomposition of the eigenvalue of S is a computationally expensive job. As identified from the basic algebra, the determinant and trace of a diagonalizable matrix are calculated as the product and sum of its eigenvalues respectively. Harris and Stephens [49] proposed an energy function using the trace and determinant concept from elementary algebra, for computing the corners, which is defined as
Where Tr is trace, l is fixed at 0.04 during the experiment setup. Since, a local image structure cannot always be determined with a single scale. Therefore, a well-defined range of scales is always better option for it. Human visual system (HVS) mainly captures the depth, color, motion, shape information for an object through multiple scales in receptive fields present in the cortex and retina of the eye. It helps us VOLUME 6, 2018 to model a system that considers the high order derivatives of the image as input, with multiple orientations and scales. Dyadic Gaussian Pyramid is computed for a given image M, to consider the different levels of the image which are represented as below:
Where k = 0, 1, 2, ..., p ranging from the finer to the coarser details, and value of p set at 5. 
Where E k (q) is energy, computed from equation (2) Harris corner detector does not work well for the deformable objects in comparison to the rigid objects. While edges may be used to capture the information for the deformable objects. The edge information can be obtained through Gabor filter which is an oriented complex sinusoidal wave modulated through a Gaussian envelope. It is defined as Where (q u , q v ) denotes spatial coordinate of image pixel q and the experimental value of the parameters are fixed as per the table 1. Multi-scale Gabor (G) energy function is calculated as,
Where f k (q) denotes the energy which is computed using Equation (5) at k-th level and the values of the Energy G (q) to be normalized between [0, 1]. Multi-scale Harris and Gabor may failed to detect the tiny objects. For detecting the small objects in the image, multi-scale contrast energy function, commonly used to detect the local features for attention detection in order to detect the smaller objects. Contrast operator is usually calculated at multiple scales without having the knowledge of salient object size. The multi-scale contrast energy function Energy C (x, M ) is computed as linear combination of contrasts in Gaussian image pyramid:
Where M ψ is the ψ th -level image in pyramid, number of pyramid levels κ is six. Q(x) is a 5 × 5 window. Feature map Engery C (·, M ) is normalized to range [0,1]. Multiscale contrast gives low scores to homogeneous regions, thus highlighting the high-contrast boundaries inside salient object. For detecting keypoints (edge pixels specifically for deformable objects, corner pixels specifically for rigid objects and local contrast features specifically for small objects), we formulated the energy E function as defined below:
Similar, to the previous (Harris, Gabor and Contrast) energy functions, we also normalized the value of our energy function between [0, 1]. We observed that higher the E(q) value for pixel q, more are the chances for it to become a key point. Fig. 2 expressed the qualitative comparison of four energy functions: multi-scale Harris energy, multi-scale Gabor energy, multi-scale Contrast energy and their combined energy. 
B. CONVEX HULL FORMATION
The SOD problem aims to divide the image into two parts, where one part expose salient object while other represent background. The image is roughly divided into two parts using Convex hull. The computed combined energy from equation (8) is used for constructing the convex hull. We observed that the energy is mainly accumulated at key points of the objects in the image. While, the pixels near the key points of an object which are not keypoints, but may have approximately equal energy values as neighboring key points have. A 5 × 5 window is built over every pixel for selecting a key point. Further that point is counted to be a key point if the point has the maximum energy value out of its 5 × 5 neighborhood. Let KPS be a set containing all such key points.
KPS = {q|∀i ∈ B 5 (q), Engery(q) > Energy(i)} (10)
Where q represents a pixel while B 5 is 5×5 neighborhood. From the set KPS, top 30 key points are chosen by the higher energy value. The points near to the border of an image are removed, and the width of the border is fixed at 25. Thus, there are n remaining points (i.e. n ≤ 30). Therefore, using these n points, a convex hull is formed. We observed that the area inside convex hull looks as salient part, while the outside part of convex hull seems as background. The convex hull ConH is computed as ConH(q) = 1, q is convex hull inside area 0. q is convex hull outside area (11) For the experiment, six datasets have been taken. In some images, frame bounding covers the entire image, and in such images, frame corners are also selected as key points through Harris descriptor. Convex hull will enclose complete image where boundary key points are not removed. However, the entire image is not actual salient object. E.g., first four images as shown in the Fig. 2 . If border key points of the images are removed, convex hull encloses the only salient object. Next four images of Fig. 2 . shown that even for image not containing the frame, the removal of border keypoints covers an appropriate convex hull which is enclosing salient object. The main problem with the existing models are the imprecise construction of convex hull around the region of interest. CHACT model uses the combination of three different descriptor Harris, Gabor, and Contrast respectively for improving the quality of convex hull formed around the region of interest. Gabor and contrast filters finds critical points that were missed by Harris descriptor or vice-versa as depicted in Fig. 2 .
Convex hull will encompass a single object and will fail in the case of multiple objects. But we have combined the convex hull and active contour methods to solve this problem. For multiple objects a single convex hull will be constructed and will encompass all the objects. Then this convex hull will be supplied as an initial parameter for the active contour method. Then the active contour method will appropriately converge to the silhouettes of all the objects present in the image.
C. ACTIVE CONTOUR FORMATION AND SALIENCY MAP
An improved version of active contour concept proposed by Chan and and Vese [50] from segmented Mumford-Shah technique is used for obtaining the objects in a given image. The proposed work is based on minimization of energy of the segmentation with more benefits over the original active contour or snake model suggested by Kass et al. [51] since, the evolution of the curve does not depend on image gradient. However, the model is potential to detect the objects in which the gradient does not necessarily consider object boundaries.
Let say ϒ be a bounded open subset of 2 , with ∂ϒ its boundary. Assume that u 0 : ϒ → be a given an 
where inside(θ) denotes the region ν, and outside(θ) denotes the region ϒ \ ν θ is a variable curve, c 1 , and c 2 are the averages of u 0 inside θ and outside θ respectively. It is obvious that the boundary of the object i.e. θ 0 is the minimizer of the following fitting term
. The fitting energy is minimized if θ = θ 0 , i.e., if the curve θ is on the boundary of the object as shown in Fig 3.   FIGURE 3 . At boundary of convex hull fitting parameter is minimized, while counting all possible cases at boundary on convex hull with fitting value > 0. Therefore, the energy functional (c 1 ,
is length of the curve θ, Area(inside(θ )) is area of the region inside the curve θ. In [51] , AC is defined as AC n, (z) = 1 n (1 + n π arctan( z )) for contour region having n as the degree for curve polynomial and as the length of the curve. Since, key points obtained in earlier section contains corner and boundary information of object, they can be used as heuristics for regularization of θ. Hence, using these points, a curve can be formed which can be used as regularization to the iterative method. The easiest and fastest way of doing so is creating a convex hull using these points as presented in Fig. 4 . Once the model is regularized and some initial curve (θ) is obtained, the energy function (c 1 , c 2 , θ) with respect to constants c 1 and c 2 is minimized and these constants can be expressed as function of θ as
Hence, the iterative model can be written as:
• Initialize θ 0 (as θ 0 : convex hull for key points) and n = 0.
• Calculate c 1 (θ n ) & c 2 (θ n ) using eq. (12).
• Solve θ (n+1) using θ n . • If θ n = θ (n+1) (i.e. check for the curve changes) then n = n + 1 and repeat.
Binarization of the saliency map is used to compute the True Positive, False Positive, False Negative, precision and recall in your experiments. For the calculation of the threshold, we followed the paper given by Singh et al. [40] .
IV. EXPERIMENTAL SETUP AND RESULTS
For merit of our model, the quantitatively performance is measured along with the state-of-the-art models. A system with Intel(R) Xeon(R) processor, a speed of 2.27 GHz, 4 GB RAM and window 7 environment is used for all experiments.
A. SALIENT OBJECT DATABASE
On six public datasets as detailed in Table 2 , the analysis and testing of our CHACT model and twenty-three existing stateof-the-art models are done. • SAA-GT 1 contains the 5000 images of MSRA-B dataset which are manually segmented in such a way that the result matches the majority of bounding boxes.
1 E-mail at rinki.arya89@gmail.com or navjot.singh.09@gmail.com • MSRA-B 2 holds 5000 color images including their ground truth manually labeled by 9 users. Ground truth is as a bounding box enclosing the most salient object. 22448 VOLUME 6, 2018
• ASD 3 is a variant of MSRA-B dataset which holds 1000 images out of 5000 images of MSRA-B, which are manually segmented and the result is as a binary mask.
• SOD 4 is a collection of 300 images where salient object boundaries are annotated by 7 subjects, difficult to produce convincing results due to complex images.
• SED1 5 (single-object database) consists 100 images, with one object, and annotated by three subjects.
• SED2 6 (two-object database) consists 100 images, with two objects, annotated by two subjects.
B. QUANTITATIVE EVALUATION
Precision, F-measure, Recall, Computation time, MAE and AUC parameters are used for the quantitative evaluation of our CHACT model with other twenty-three state-of-the-art approaches. From ground truth G and detection result R, Recall, Precision, F-measure are computed as
• True Positive (TP: # salient pixels that are selected as salient pixels) = G(p,q)=1 R(p, q).
• False Positive (FP: # background pixels that are selected as salient pixels)= G(p,q)=0 R(p, q).
• False Negative (FN: # salient pixels that are selected as background pixels)
where α = ), where H and W exposes the height and width of an image respectively. • Our CHACT model outperforms the existing state-ofthe-art models on all six datasets on precision except SED2 and SED1. It computes the maximum recall value on all six datasets.
• Some of the models are better in terms of Precision while others in terms of Recall. So, F-measure which is the harmonic mean of Precision and Recall is better measure. Our CHACT model computes the maximum F-measure value on all datasets. VOLUME 6, 2018 FIGURE 14. Saliency maps generated for failure cases by the proposed model.
• Area under ROC curve is maximum in our model which exposes maximum AUC value on all datasets.
• As, Mean Absolute Error (MAE) is a very important factor in comparison of the model with state-of-the-art models. In our model, MAE is minimum which exposes minimum MAE value on all datasets. Hence, our model is generating less error than existing approaches.
• The model proposed by Hou and Zhang [19] takes the least computational time. In terms of computation time, our CHACT model is better than most of the existing state-of-the-art models [15] , [18] , [19] , [21] , [25] , [30] , [32] , [36] , [38] - [46] , [48] . Extracting the key points (n) to construct convex hull is an important process. From Fig. 12 , it is observed that at the initial stage, the performance of the model increases as increase in the number of key points n while remains similar for the number of key points reached more than 30. Therefore, the best value of performance measures can be found, where n = 30. Some saliency maps are generated in Fig. 13 by the different methods for visual comparison. In Fig. 14 , some failure cases are presented, where our proposed model cannot work very well when the background is blurred and complex, objects are embedded and shadowed.
V. CONCLUSION
This work highlighted the enhanced detection accuracy process without demanding much computation time. The CHACT model used the fact that the maximal amount of information is present at the edges and corners of an object in an image. At the initial stage, the key points are obtained from an image using multi-scale Gabor and multi-scale Harris energy functions. In the next stage, the image is roughly divided into two parts: a background part and a salient part using constructed convex hull on the extracted initial stage key points. In the last stage, the pixels of two parts is apprehended using the active Contour, to detect the salient object. A new ground truth is proposed based on the datasets. The accuracy of our CHACT model is assessed with area under the curve (AUC), Recall, Precision, F-measure, MAE and computation time on six available publicly image datasets.
The experimental results showed that our CHACT model outperformed previous state-of-the-art models regarding F-measure, AUC and Recall on all six datasets, and precision on four datasets. Computation time of our model is comparatively less than many existing approaches [15] , [18] , [19] , [21] , [25] , [30] , [32] , [36] , [38] - [46] , [48] . There are certain challenges like articulation, background clutter, partial occlusion, etc. in SOD. The datasets need to be modeled for these specific challenges in the field of SOD. Further applications [52] - [54] of the specific models may be found in the near future.
