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Abstract: In the literature it is observed that complex image processing operations are used in the classification of
Ball Grid Array (BGA) X-ray images, however high classification results were not achieved. In recent years, it has been
shown that deep learning methods are very successful especially in classification problems. In this study, a new deep
neural network (DNN) model is proposed to classify the BGA X-ray images. The proposed DNN model contains feature
extractor layers and a minimum distance classifier. Since the proposed network consists of less number of layers (4
convolution layers and 1 fully connected layer), determination of the hyper-parameters of the network and training of the
network are accomplished in a short time. BGA X-ray images are categorized into 4 classes according to the conditions
of the solder joints: normal, short-circuit, bonding defect and void defect. The dataset used in this study is comprised of
67, 76, 53 and 76 images for these classes, respectively. 80% of all data is allocated for the training set and the remaining
20% is allocated for the test set. Compared with the existing methods in the literature, a very high success rate of 97%
is achieved for the classification of BGA X-ray images with the proposed method.
Key words: BGA, X-Ray, DNN, short-circuit, bonding defect, void defect

1. Introduction
Ball grid array is a kind of surface mount technology (SMT). Many overlapping layers create BGA which can
include many multiplexers, logic gates, flip-flops and other circuits. BGA has many advantages such as smaller
component size, smaller footprint, high I/O count and improved electrical performance. The solder joints
of BGA cannot be directly examined by human eyes because the solder balls of BGA are hidden under the
component body. With the aid of a microscope only the solder balls on the edge strip of the component body
can be inspected, which would be insufficient. It will be possible to check all solder balls of the BGA component
only with X-ray devices.
The solder balls of BGA are irradiated by an X-ray source and projected onto a detector. The contrast
difference between the solder balls and the body of the BGA component provides detailed information on the
shape of the solder balls. Defects can be detected by referring to solder balls that are fused and adhered to the
PCB (printed circuit board) without void and bridging the neighboring solder balls.
When examining the solder connections of the BGA components in the X-ray device, detection of 3 faults
is basically performed: short-circuit, bonding and void defects. Other faults are observed as a result of these 3
basic defects. Some other types of defects at BGA solder joints are missing connection, open connection and
misregistration of parts.
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Short-circuit defects occur in case of bridging between solder balls of BGA components due to solder
paste process not applied correctly. When viewed at angle zero from the top, the bridges between the solder
balls of the BGA can be confused with the other components on the other side of the PCB which are just below
the BGA. Because of this in such cases, it is necessary to look at the solder balls at different angles.
If the reflow soldering profile is not correctly determined according to the solder type and internal
structure, bonding defect occurs. In order to detect the bonding defect it is necessary to examine the solder
balls at different angles such as in the case of a short-circuit fault.
Voids occur due to solder and soldering profile not specified properly. The interprocess communication
(IPC) standards which are based on acceptability for electronic assemblies can be referenced to determine what
percentage of the voids should be lower. In this regard, according to the IPC-A-610G (acceptability of electronics
assemblies) document, an acceptable BGA joint should have less than 30% voiding [1]. To calculate the total
voids ratio, it is sufficient to inspect the solder balls of BGA at an angle of zero from the top.
As the solder detection of the BGA components is performed by the user on the X-ray device, a
reproducible process cannot be created with full accuracy as it is a person-dependent system. For this reason,
it is of great importance that the process of soldering is controlled and reproducible in an objective way without
being dependent on the individual according to the correct measurement results of the process.
In this context, we observe that researchers have proposed series of image processing and pattern
recognition algorithms for the computer-aided inspection and classification of solder joints in BGA X-ray images.
In the literature, studies inspecting the conditions of solder joints generally categorize the BGA X-ray images
into two or three broad classes [2–9]. In the majority of these studies, morphological image processing methods
are used for the analyses, and results are given for a few images. And, in some of these studies classification
performances are not mentioned.
In the study of Roh et al. [2] an X-ray digital tomosynthesis system was designed. Using X-ray images
of BGA components obtained from this system; solder short-circuits, location errors of solder balls and solder
volume level were determined. To determine the solder joint volume, the gray level profile of each solder joint
was examined. Gray-color profiles obtained at angles of 0, 45, 90 and 135 degrees to represent solder volume
were applied to LVQ (Learning Vector Quantization) for defect detection and classification. After classifying
the solder volume to different groups by processing the gray-level information, the LVQ classifier evaluated the
results of this classification according to the rules in a look up table as normal, over-soldered and inadequately
soldered. The LVQ classifier was trained with randomly selected 58 BGA solder connections out of 126, and the
test results achieved for the remaining 68 connections were at a success rate over 90%.
In the study of Sumimoto et al. [3], X-ray images of BGA components were examined with image
analysis techniques and solder short-circuits, which are the most common type of solder faults, were tried to be
determined. In the study, short-circuit fault detections were identified during the process of placing electronic
circuit elements on the PCB. Circumference and area of solder balls were calculated to determine whether they
had circular geometry. Solder balls were classified into one of the two classes as normal (circular) and abnormal.
In the study of Ma et al. [4], seed filling and contour extraction processes were applied to the X-ray images
to detect BGA soldering defects. After the pre-image processes, seed filling algorithm was used to determine
the solder regions, then the contours of the solder balls were extracted using an edge detection algorithm.
Coarseness analysis was made by proportioning the area of the surrounding contour to the area of a regular
circle. The data set used in the study comprised of ten solder connection images.
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In the study of Laghari et al. [5], defect detections were made by using processes based on the geometric
properties of solder balls in X-ray images of BGA circuit elements. Because the normal solder balls have a
circular shape, and basing on the assumption that the faulty balls have an elongated ellipse-like shape, it is
tried to differentiate between circle and ellipse shapes. After some preliminary image processing steps, connected
component analysis was performed and solder regions were determined individually. After this process, the
similarity of each solder shape to ellipse was investigated using Karhunen–Loeve transformation and the width
and length values of the most suitable ellipse form were determined.
In the study of Peng et al., air gaps in the solder balls were determined by using blob filters that can
analyze in multiple scales [6]. Since the blob filter uses the gradient magnitude of the local image, the brightness
of the image is not affected by the position of the air gaps and component interferences during X-ray imaging.
Using the proposed method, the solder air gaps could be determined with a success rate of 93.47%.
In the study of Sumimoto et al., a method was developed for determining the short-circuits of solder
balls in the process of mounting the electronic circuit elements on the PCB [7]. In the BGA X-ray images,
the roundness and radius ratio of the solder balls were calculated to determine whether the solder joints were
perfectly connected to the base pad. In case a solder ball has a circular shape, roundness and radius ratio
values equal to one; if the shape departs from a circle, these values become larger. After these calculations, the
decision was made accordingly for the solder joints as normal or faulty (short-circuit).
In the study of Laghari et al. [8], solder balls in BGA montage were examined, and computer vision and
image processing techniques were used to identify the defective balls. It was considered that normal (defect free)
solder balls should have a circular form. And therefore, fault detection was made by examining the occurrences
having geometry different from circular form. In the X-ray image of the BGA, a contour analysis method
has been developed which had computed the angle change by moving three points (being the corners of an
equilateral triangle on the boundary) along the outer boundary of the solder ball. In case the angle change
curve exceeds a certain threshold, it is accepted to be the indication of a faulty solder connection.
In the study of Sankaran et al. [9], application of automated solder joint defect classification using neural
networks has been studied. Components with BGA, gull-wing and J-lead joints were imaged and several neural
network methods were employed to identify different classes of defects particularly significant to each type of
joint. A novel probabilistic neural network approach for two-dimensional image classification has been developed
which performs as well as or better than a conventional backpropagation network.
In recent years it has been observed that nature-inspired algorithms increase the classification performance. In some of these studies [10, 11], the classification performance was further improved by modifying the
structures or the training algorithms of neural networks. In the study of Erkaymaz et al. [10], the structure of
a conventional feedforward neural network was modified by including new connections into the network during
training, and high classification performance was achieved. In the study of Fister et al. [11], a differential
evolution algorithm has been used in the training of conventional neural networks. Compared with the existing
literature, the suggested algorithm produced high performances for the CEC 2014 test suite. In our study,
it is aimed to use a convolutional neural network which is also a nature-inspired algorithm. In the proposed
method, a single fully connected layer integrated with Walsh functions is employed to eliminate the problems
encountered in the training phase, and to result in less number of nodes.
In recent years, high successes in classification of images have been obtained by using deep learning.
Because the features are automatically extracted in deep learning, there is no need to use complex processes to
determine the features. Since deep neural network is a feed forward network, it is extremely fast to obtain the
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test results after the training. For a deep neural network to work efficiently in real-time applications, the size
of the network, i.e., the number of layers in the network should be small. In this study, it is aimed to determine
the defects in BGA X-ray images with high success rates by using a new deep neural network model with less
number of layers.
2. Methods
2.1. Inspection of BGAs with X-ray imaging
In BGA packaging technology, since the pins of the electronic components are distributed underneath the
package, inspection methods for assessing the quality of the solder balls are limited. Some of the common
methods are: visual inspection, flying probe (needle) testing, X-ray imaging, dye penetrant testing, etc. Among
these methods, dye penetrant test is a destructive process which is suitable for failure detection, not suitable
for the inspection of the solder quality. By the visual inspection method, internal defects of the solder balls
and the solder balls hidden underneath the components cannot be detected. In the flying probe test, false
detection rate is high. Currently, the X-ray imaging of the BGAs is observed to be the most effective technique
for determining the soldering quality even for the solder joints hidden underneath the components.
In the X-ray imaging process of the BGAs, the component is moved within the X-ray emission cone to
perform the inspection. According to density, thickness and atomic number of the medium, the X-ray radiation
is differently absorbed. As the thickness and density of the material increases, the absorbed X-ray will increase
and darker regions are formed. Therefore, the solder regions will be darker than the other regions such as the
layers of PCB and the body of the component. Thanks to this contrast difference, solder joints of BGA can be
easily inspected.
The projections of materials near the X-ray source will be larger on the screen. Thus, if there are solder
balls of other components in the same region on the other side of the PCB, these solder balls will be smaller
than the ones close to the X-ray source, and hence, both components can be examined separately without being
confused with each other. In the X-ray devices, the angle of view is particularly important for the detection of
solder faults such as short-circuits and bonding defects.
2.2. Preprocessing of X-ray BGA images
The size of the original BGA X-ray images is 3054×4374×3. In the study all the images are reduced to
790×1000×1 size in order to reduce the memory requirements in the training and testing phases. This also
provides the training to be accomplished in shorter time and to generate test results faster. In this study,
no augmentation process is applied to the data to increase the size of the dataset. In addition, no extra
preprocessing was used for BGA X-ray images. Therefore, the images are presented directly to the input of the
proposed DNN.
2.3. The proposed deep neural network
The DNN used for the analysis of images in this study consists of feature extractor layers and minimum distance
classifier. The network contains four convolution layers and one fully connected layer. At the output of each
convolution layer, there are max-pooling and ReLU layers. The size of the input image is 790×1000 pixels. The
size of filters is 17×17 for each of the four convolution layers, and the number of feature planes is 24 for each
layer. Flatten layer contains 24×50×63 nodes, and the fully connected layer consists of 16 nodes. Since there
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are 4 classes, the output layer of DNN consists of 4 nodes. Figure 1 shows the structure of the deep neural
network.
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Figure 1. Structure of the deep neural network for X-ray BGA image classification. The network comprises of
convolutional layers, a single fully connected layer, and a minimum distance network. Wi represents the Walsh vectors
being the weights of the nodes of the minimum distance network.

Images of 790×1000 size are applied to the input of the feature extractor. There are 16 nodes at the
output of the feature extractor. A minimum distance classifier is used to determine the class of these feature
vectors. The nodes of the minimum distance classifier consist of Walsh vectors. Training is applied only to the
nodes in the feature extractor layers. Detailed information on the usage of the Walsh vectors will be mentioned
in the following training of the proposed DNN section.
2.4. Training of the proposed DNN
A measure for determining how well the feature vectors scatter in the feature space while maintaining the class
separability at its maximum is the divergence value which is calculated over the samples in the training set. It
calculates the ratio of between-class distances to within-class distances according to the following equations:
divergence = det(C −1 Bc ) ,

C = C1 + C2 + + CM .

(1)

Here, Bc is the between-class (inter-class) scatter matrix obtained by calculating the covariance of the mean
vectors of the classes. While M is the number of classes, the Ci is the covariance matrix of the features of the
ith class. In this case, C, the within-class (intra-class) scatter matrix of the whole training set is computed by
summing the covariance matrices of all the classes.
The higher the ratio of the between-class scatter to within-class scatter, the better the distribution of the
features. Hence, a desired distribution in a feature space is the one in which the class centers are away from each
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other as far as possible. In the proposed study, the feature extractor is trained to output a Walsh vector which
represents the input vector’s class. By the use of such a training procedure, the intraclass scattering decreases,
and in the meantime the class centers become more distant to each other with the selection of output vectors
of feature extractor as Walsh functions.
In the proposed study the Walsh matrix is modified by replacing the ’-1’ values with ’0’ since zeros come
from the ReLU layer. Walsh matrices for 2, 4 and 8-dimensional feature spaces are presented below:
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0
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(2)

The Hamming distance between the rows (or columns) of the Walsh matrix is equal to half the matrix rank.
Since the flatten layer takes place at the output of the feature extractor, the size of the flatten layer is equal to
the rank of the Walsh matrix. The class centers are chosen from the rows/columns of the Walsh matrix. In the
study, the matrix rank is selected as 16 for four classes. The first four rows/columns of the matrix are chosen
to be the centers of the 4 classes.
If the rank of the Walsh matrix is increased, the class centers become more distant from each other.
On the other hand, it would not be surprising that increasing the rank will definitely cause prolonged training
phases.
In the study, BGA X-ray images are categorized into 4 classes as normal, short circuit, bonding defect and
void defect. There are 67, 76, 53, and 76 images for these classes respectively. 80% of all data is allocated for
the training set and the remaining 20% is allocated for the test set. In the training of the feature extractor, the
adam optimizer function of the Tensorflow is employed. While being a computationally efficient optimization
algorithm with less memory requirement, it calculates the probability error of the classification process in which
each input sample belongs to only one class.
3. Computer simulations
In the proposed study the BGA X-ray images are acquired with a portable X-ray imaging system having an 110
kV and 6 W X-ray tube, capable of handling dense multilayer PCBs and BGAs, and providing variable-angle
imaging. Figure 2 shows the BGA X-ray sample images of the 4 classes.
The analyses were performed by using Python codes and Tensorflow library on Ubuntu Linux workstation.
The workstation used in this study has 32 core CPUs of 2.7 GHz with GeForce GTX2080 Ti Graphics card.
In this section, memory needs of DNN will be examined. The proposed DNN consists of the feature extractor layers and the minimum distance classifier. Feature extractor has four convolution layers and one fully
connected layer. Each of the four convolution layers consists of 24 feature planes, and the fully connected layer
has 16 nodes. The structure of the feature extractor comprises of 1×17×17×24, 24×17×17×24, 24×17×17×24,
24×17×17×24 and 24×50×69×16 parameters. There is also a need for memory space in order to save intermediate values calculated between layers. To be able to represent weights by floating point, 8 bytes will be
allocated for each weight. Therefore, the above results will be multiplied by 8. It is difficult to implement
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(a) Normal

(c) Bonding defect

(b) Short circuit

(d) Void defect

Figure 2. BGA X-ray sample images showing the four different solder joint conditions; (a) normal, (b) short circuit,
(c) bonding defect, and (d) void defect. The jpeg images have 790x1000x3 size.

large-sized networks on portable systems such as mobile phone, embedded Linux systems, etc. in real time.
For this reason, new network structures that have smaller sizes and produce high classification accuracies are
investigated in this study.
Table 1 shows the classification results of the proposed DNN for the BGA X-ray images. Table 2 shows
the comparative performance results for the classification of the BGA X-ray images by using the other methods.
In Table 2, the number of classes, the use of extra features or processing stages which are needed for the
classification, and average test classification performance are shown.
4. Conclusions and discussion
In the study, there are 4 contributions to the literature: (i)To our knowledge, a CNN is applied for the first time
in the literature to determine the defects in BGA assemblies. Also, it is observed that the highest success rate in
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the literature has been achieved by the proposed CNN structure. (ii) While the studies in the literature try to
solve two or three-class defect problems, four different soldering defect types have been successfully determined
in the proposed study. (iii) It is observed that in order to detect defects in BGA assemblies, preprocessing stages
are used in all the studies performed so far. But, the image preprocesses usually contain many parameters which
need to be set to proper values in order to get high classification performances. Since the proposed method
does not contain preprocessing stages, the classification performance is not affected by any parameter setting.
(iv) In real-time systems, the decision making algorithms are required to produce fast classification results by
using less memory. In this context, the speed of the preprocessing stages has been questioned in some studies
[2–9], and fast preprocessing methods were proposed in these studies. In our study, preprocessing stages were
not used, and the number of nodes of the proposed CNN is considerably less than that of a conventional CNN.
Table 1. Classification results of the proposed DNN for BGA X-ray images.

Class name
Normal
Short circuit
Bonding defect
Void defect

Training accuracy (%)
100
100
100
100

Test accuracy (%)
88
100
100
100

Table 2. Comparative results for the classification of BGA X-ray images.

Methods
Roh et al. [2]
Peng et al. [6]
Sankaran et al. [9]

Number of
classes
3
2
3

Proposed DNN

4

Complexity: Feature
extraction or preprocessing
Morphological processes
Morphological processes
Removing the blurring on
images
No extra features or
processing stages

Average test classification
accuracy (%)
90
93.4
75
97

Walsh functions have been preferred in this study because of their following 4 major advantages. One
of them is: Because the Walsh functions are selected to be the class centers, these centers become apart from
each other, which is an advantage that provides a better class discrimination in any feature space. The second
advantage is the property that by increasing the rank of the Walsh matrix, the number of features can also be
increased, which in turn leads to an improvement in the classification success rates. The third advantage is in the
training strategy of the proposed network. In conventional deep neural network structures, feature formation and
training of the classifier are both realized together within the same training phase which may initiate convergence
problems. However in the proposed method, the feature extractor and classifier layers can be independently
trained, hence, the features and classifier weights are determined individually (not simultaneously).
In this study, a kNN (k-nearest neighbors) like minimum distance classifier was used, which was only
employed during the testing. Walsh parameters are represented in the nodes of this minimum distance layer.
A fully connected network follows the convolution layer. For the fully connected network, MLP (multilayer
perceptron), SVM (support vector machine) or SOM (self-organizing map) neural networks can be preferred.
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Finally, the fourth advantage of using Walsh functions within the proposed method is its capacity of being
expanded from a pretrained version in cases when the Walsh matrix’s rank is greater than the number of
classes. In our study, there are 4 classes and the rank of the Walsh matrix is sixteen. In this case the pretrained
network has the chance to be easily expanded to learn the distribution of the additional 12 classes. At the output
of the convolutional neural network, it is not mandatory to have as many nodes as the number of classes. In
fact, this output layer constitutes the feature space. In this study, the size of the feature space is kept at a
moderate level in order to accomplish the training and test phases in reasonably short durations.
To the best of our knowledge, there is no other study in the literature on the classification of BGA
X-ray images by using deep neural network. Compared with the results in the literature, higher classification
performances are achieved by using the proposed new deep neural network model, while dealing with more
number of classes (different solder joint defects). Moreover, complex image processing techniques were not used
in the study.
Compared with the literature, a larger training set was used in this study. In future studies, the training
dataset will be expanded by the augmentation process in order to improve the classification performance and
the generalization ability of the network.
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