The PPSZ algorithm by Paturi, Pudlák, Saks, and Zane (FOCS 1998) is the fastest known algorithm for (Promise) Unique k-SAT. We give an improved algorithm with exponentially faster bounds for Unique 3-SAT.
Introduction
The well-known problem k-SAT is NP-complete for k ≥ 3. If P =NP, k-SAT does not have a polynomial time algorithm. For a CNF formula F over n variables, the naive approach of trying all satisfying assignments takes time O(2 n ·poly(|F|)). Especially for k = 3 much work has been put into finding so-called "moderately exponential time" algorithms running in time O(2 cn ) for some c < 1. In 1998, Paturi, Pudlák, Saks, and Zane presented a randomized algorithm for 3-SAT that runs in time O(1.364 n ). Given the promise that the formula has at most one satisfying assignment (that problem is called Unique 3-SAT), a running time of O(1.308 n ) was shown. Both bounds were the best known when published. The running time of general 3-SAT has been improved repeatedly (e.g. [8, 5] ), until PPSZ was shown to run in time O(1.308 n ) for general 3-SAT [3] .
Any further improvement of 3-SAT further also improves Unique 3-SAT; however that bound has not been improved upon since publication of the PPSZ algorithm. In this paper, we present a randomized algorithm for Unique 3-SAT with exponentially better bounds than what could be shown for PPSZ. Our algorithm builds on PPSZ and improves it by treating sparse and dense formulas differently.
A key concept of the PPSZ analysis is the so-called critical clause: We call a clause critical for a variable x if exactly one literal is satisfied by this unique satisfying assignment, and that literal is over x. It is not hard to see that the uniqueness of the satisfying assignment implies that every variable has at least one critical clause. If some variables have strictly more than one critical clause, then we will give a straightforward proof that PPSZ by itself is faster already. Hence the bottleneck of PPSZ is when every variable has exactly one critical clause, and in total there are exactly n critical clauses.
Given a formula with exactly n critical clauses, consider how many other (non-crtical) clauses there are. If there are few, we use an algorithm by Wahlström [9] that is faster than PPSZ for formulas with few clauses allover. If there are many non-critical clauses we use the following fact: A non-critical clause has * Institute for Theoretical Computer Science, Department of Computer Science, ETH Zürich, 8092 Zürich, Switzerland (timon.hertli@inf.ethz.ch)
Notation
We use the notational framework introduced in [11] . Let V be a finite set of propositional variables. A literal u over x ∈ V is a variable x or a negated variablex. If u =x, thenū, the negation of u, is defined as x. We mostly use x, y, z for variables and u, v, w for literals. We assume that all literals are distinct. A clause over V is a finite set of literals over pairwise distinct variables from V . By vbl(C) we denote the set of variables that occur in
A (truth) assignment on V is a function α : V → {0, 1} which assigns a Boolean value to each variable. α extends to negated variables by letting α(x) := 1 − α(x). A literal u is satisfied by α if α(u) = 1. A clause is satisfied by α if it contains a satisfied literal and a formula is satisfied by α if all of its clauses are. A formula is satisfiable if there exists a satisfying truth assignment to its variables. A formula that is not satisfiable is called unsatisfiable. Given a CNF formula F, we denote by sat(F) the set of assignments on vbl(F) that satisfy F. k-SAT is the decision problem of deciding if a (≤ k)-CNF formula has a satisfying assignment.
If F is a CNF formula and x ∈ vbl(F), we write
) for the formula arising from removing all clauses containing x and truncating all clauses containingx to their remaining literals. This corresponds to assigning x to 1 (or 0) in F and removing trivially satifsied clauses. We call assignments α on V and β and W consistent if α(x) = β (x) for all x ∈ V ∩W . If α is an assignment on V and W ⊆ V , we denote by α| W the assignment on W with α| W (x) = α(x) for x ∈ W . If γ = {x → 0, y → 1, . . . }, we write F [γ] as a shorthand for F [x →0][y →1]... , the restriction of F to γ.
For a set W , we denote by x ← u.a.r. W choosing an element x u.a.r. (uniformly at random). Unless otherwise stated, all random choices are mutually independent. We denote by log the logarithm to the base 2. For the logarithm to the base e, we write ln. By poly(n) we denote a polynomial factor depending on n. We use the following convention if no confusion arises: When F is a CNF formula, we denote by V its variables and by n the number of variables of F, i.e. V := vbl(F) and n := |vbl(F)|. By o(1) we denote a quantity dependent on n going to 0 with n → ∞. Note that if the formula is not satisfiable, there is no satisfying assignment, and the algorithm cannot erroneously find one. Hence the error is one-sided and we don't have to care about unsatisfiable formulas.
Previous Work
The PPSZ algorithm [7] is a randomized algorithm for Unique 3-SAT running in time O(1.308 n ). The precise bound is as follows: Note that 0.3862 < S < 0.3863 and 2 S < 1.308.
Our Contribution
For Unqiue 3-SAT, we get time bounds exponentially better than PPSZ: In Section 2, we review the PPSZ algorithm. In Section 3, we show that the worst case for PPSZ occurs when every variable has exactly one critical 3-clause; this case we improve in Section 4. In Section 5, we pose open problems that arise.
The PPSZ Algorithm
In this section we review the PPSZ algorithm [7] , summarized in Algorithm 1. We need to adapt some statements slightly. For the straightforward but technical proofs we refer the reader to the appendix. The following two definitions are used to state the PPSZ algorithm. In a random permutation, the positions of two elements are not independent. To overcome this, placements were defined. They can be seen as continuous permutations with the nice property that the places of different elements are independent. The analysis of PPSZ builds on the concept of forced and guessed variables:
The following lemma from [7] relates the expected number of guessed variables to the success probability (the proof is by an induction argument and Jensen's inequality).
Lemma 2.5 ([7]
). Let F be a satisfiable (≤ 3)-CNF, let α * be a satisfying assignment. Let G(π) be the expected number of guessed variables conditioned on β = α * depending on π. Then PPSZ(F) returns α * with probability at least
Remember that S :
(1−r) 2 } dr = 2 ln 2 − 1, which corresponds to the probability that a variable is guessed. We define S p where the integral starts from p instead of 0; this corresponds to the probability that a variable has place at least p and is guessed.
In the appendix, we derive from [7] the following:
expected number of guessed variables is at most (S + o(1))n.

Furthermore, suppose we pick every variable of F with probability p, independently, and let V p be the resulting set. Then in PPSZ(F) conditioned on β = α, the expected number of guessed variables is at most
By Lemma 2.5, we have the following corollary: Corollary 2.8. Let F a (≤ 3)-CNF with unique satisfying assignment α. Then the probability that PPSZ(F) returns α is at least 2 (−S−o(1))n .
Furthermore, suppose we pick every variable of F with probability p, independently, and let V p be the resulting set. Then the expected log of the probability (over the choice of V p ) that PPSZ(
The first statement is actually what is shown in [7] , and the second statement is a direct consequence. We need this later when we replace PPSZ by a different algorithm on variables with place at most p. It is easily seen that for a (≤ 3)-CNF F, PPSZ(F) runs in time 2 o(n) . Hence by a standard repetition argument, PPSZ gives us an algorithm finding an assignment in time 2 (S+o(1))n and we (re-)proved Theorem 1.3.
Reducing to One Critical Clause per Variable
In this section we show that an exponential improvement for the case where every variable has exactly one critical clause gives an exponential improvement for Unique 3-SAT.
Definition 3.1 ([7]
). Let F be a CNF formula satisfied by α. We call a clause C critical for x (w.r.t. α) if α satisfies exactly one literal of C, and this literal is over x.
Definition 3.2. A 1C-Unique (≤ 3)-CNF is a uniquely satisfiable (≤ 3)-CNF where every variable has at most one critical clause. Call the corresponding promise problem 1C-Unique 3-SAT.
All formulas we consider have a unique satisfying assignment; critical clauses will be always w.r.t. that. First we show that a variables with more than one critical clause are guessed less often; giving an exponential improvement for formulas with a linear number of such variables. A similar statement for shorter critical clauses is required in the next section. Proof. Suppose π(x) = r. Let C 1 and C 2 be two critical clauses of x. If C 1 and C 2 share no variable besides x, then the probability that x is forced is at least 2r 2 − r 4 by the inclusion-exclusion principle. If C 1 and C 2 share one variable besides x, then the probability that x is forced is at least 2r 2 − r 3 (which is smaller than 2r 2 − r 4 . C 1 and C 2 cannot share two varibles besides x: in that case C 1 = C 2 , as being a critical clause for x w.r.t. α predetermines the polarity of the literals. Intutiviely, if r is small, then 2r 2 − r 3 is almost twice as large as r 2
(1−r) 2 ; therefore in this area the additional clause helps us and the overall forcing probability increases. For a critical (≤ 2)-clause the argument is analogous. Here, the probability that x is forced given place r is at least r. The statement follows now by integration using the dominated convergence theorem, see appendix A.1. If there are only few variables (less than ∆ 1 n) with one critical clause, we can find and guess them by brute-force. If we choose ∆ 1 small enough, any exponential improvement for 1C-Unique 3-SAT gives a (diminished) exponential improvement to Unique 3-SAT. To bound the number of subsets of size ∆ 1 n, we define the binary entropy and use a well-known upper bound to the binomial coefficient.
Lemma 3.6 (Chapter 10, Corollary 9 of [6] 
Using One Critical Clause per Variable
In this section we give an exponential improvement for 1C-Unique 3-SAT. (1))n and finds the satisfying assignment with probability 2 −o(n) .
Obtaining a randomized algorithm using 2 o(n) independent repetitions and Markov's inequality is straightforward. 
For a set of variables W , denote by F \W the part of F independent of W that consists of the clauses of F that do not contain variables of W . We say that F is ∆-sparse if there exists a set W of at most ∆n variables such that F \W has maximum 3-clause degree 4. We say that F is ∆-dense otherwise.
We will show that for ∆ 2 small enough, we get an improvement for ∆ 2 -sparse 1C-Unique (≤ 3)-CNF formulas. On the other hand, for any ∆ 2 we will get an improvement for ∆ 2 -dense 1C-Unique (≤ 3)-CNF formulas. In the sparse case we can fix by brute force a small set of variables to obtain a formula with few 3-clauses. We need to deal with the (≤ 2)-clauses and then use an algorithm from Wahlström for CNF formulas with few clauses.
Algorithm 4 GETIND2CLAUSES((≤ 3)-CNFF)
{for the analysis, F is considered to be ∆ 2 -dense; the procedure might fail otherwise} F 3 ← {C ∈ F | |C| = 3}, F 2 ← {} for ⌈∆ 2 n⌉ times do let x be a variable with deg 3 (F, x) ≥ 5 (return failure if no such variable exists) Choose C u.a.r. from all of F with x ∈ vbl(C). 
Dense Case
First we show the improvement for any ∆ 2 -dense 1C-Unique (≤ 3)-CNF. ∆ 2 -density means that even after ignoring all clauses over any ∆ 2 n variables, a variable with 3-clause degree of at least 5 remains. The crucial idea is that for a variable x with 3-clause degree of at least 5, picking one occurence of x u.a.r. and removing it gives a 2-clause satisfied (by the unique satisfying assignment) with probability at least 4 5 . The only way a non-satisfied 2-clause can arise is if the 3-clause x was deleted from was critical for x. However we assumed that there is at most one critical clause for x.
Repeating such deletions and ignoring all 3-clauses sharing variables with the produced 2-clauses, as in listed in GETIND2CLAUSES(F ), gives us the following: As a random 2-clause is satisfied with probability 3 4 by a specific assignment, this set of 2-clauses gives us nontrivial information about the unique satisfying asignment. Now we show how to use these 2-clauses to improve PPSZ: (1))n for ε 1 > 0 and returning the satisfying assignment α of F with probability 2 −o(n) .
Proof. First we give some intuition. For variables that occur late in PPSZ, the probability of being forced is large (being almost 1 in the second half). However for variables that come at the beginning, the probability is very small; a variable x at place p is forced (in the worst case) with probability Θ(p 2 ) for p → 0, hence we expect Θ(p 3 n) forced variables among the first pn variables in total.
However, a 2-clause that is satisfied by α with probability 4 5 can be used to guess both variables in a better way than uniform, giving constant savings in random bits required. For Θ(n) such 2-clauses, we expect Θ(p 2 n) of them to have both variables among the first pn variables. For each 2-clause we have some nontrivial information; intuitively we save around 0.01 bits. In total we save Θ(p 2 n) bits among the first pn variables, which is better than PPSZ for small enough p.
Formally, let V p * be a random set of variables, where each variable of V is added to V p * with probability p * . On V p * , we replace PPSZ by our improved guessing; on the remaining variables V \V p * we run PPSZ as usual. Let E guess be the event that the guessing on V p * (to be defined later) finds α| V p * . Let E PPSZ be the event that PPSZ(
Observe that for a fixed V p * , E guess and E PPSZ are independent.
Hence we can write the overall probability to find α (call it p s ) as an expectation over V p * :
, where in the last two steps we used Jensen's inequality and linearity of expectation. By Corollary 2. . In the following we assume that F 2 has at least a 4 5 -fraction of satisfied 2-clauses as this happens with constant probability (for a proof, see e.g. [2] ) and we only need to show subexponential success probability.
Using the set of 2-clauses F 2 , we choose an assignment α ′ on V p * as follows: For every clause C 2 in F 2 completely over V p * choose an assignment on both of its variables: with probability . This is seen as follows: For any variable for which no clause in C 2 is completely over V p * , we guess uniformly at random and so correctly with probability 1 2 . For any clause C 2 which is completely over V p * , we violate the clause with probability 1 5 , and choose a non-violating assignment with probability 4 5 . For any clause not satisfied by α, we hence set both variables according to α with probability 1 5 . For any clause satisfied by α, we set both variables according to α with probability 4 15 , as we have to pick the right one of the
Algorithm 6 SPARSE((≤ 3)-CNF F)
repeat the following 2 (S−ε 3 )n times: for all subsets W of size ⌊∆ 2 n⌋ and all assignments α ′ on W do
while no satisfying assignment found do try PPSZ(
] end for end while end for three assignments that satisfy 
This gives an improvement over PPSZ of −
The first term corresponds to the savings PPSZ would have, the second term corresponds to the savings we have in our modified guessing. Observe that for small p * , the integral evaluates to Θ(p * 3 ), but the second term is Θ(p * 2 ). Hence choosing p * small enough gives an improvement.
Sparse Case
Now we show that if ∆ 2 > 0 is small enough we get an improvement for a ∆ 2 -sparse 1C-Unique (≤ 3)-CNF. For this, we need the following theorem by Wahlström: (1))n for ε 3 > 0 and finding the satisfying assignment α of F with probability 2 −o(n) .
Proof. Similar to Section 3, we first check by brute-force all subsets W of ⌊∆ 2 n⌋ variables and all possible assignments α ′ of W ; by definition of ∆ 2 -sparse for some W , the part of F independent of W (i.e. F \W ) has maximum 3-clause degree 4. If furthermore α ′ is compatible with α, We would like to use WAHLSTROEM on F ′ ; however F ′ might contain an arbitrary amount of ( ≤ 2 this runs in expected time 2 −o(n) and finds a satisfying assignment with probability 2 −(S−0.015)n ′ .
If both approaches fail, we know that F ′ has at less than 1 30 n ′ critical (≤ 2)-clauses clauses, but also more than 1 10 n ′ (≤ 2)-clauses overall. Hence at most one third of the (≤ 2)-clauses is critical. However a non-critical (≤ 2)-clause must be a 2-clause with both literals satisfied. Hence choosing a (≤ 2)-clause of F ′ uniformly at random and setting all its literals to 1 sets two variables correctly with probability at least 2 3 > 2 −0.371·2 > 2 −(S−0.015)·2 . That is we reduce the number of variables by 2 with a better probability than PPSZ overall; and we can repeat the process with the reduced formula. This shows that for the correct F ′ , we have expected running time 2 o(n) and success probability 2 (−S+ε 3 −o(1))n for ε 3 > 0. It is important to see that ε 3 does not depend on ∆ 2 . Repeating this process 2 (−S+ε 3 −o(1))n times gives success probability 2 o(n) .
Together with the brute-froce choice of W and α ′ , we have expected running time of 2 (S−ε 3 +∆ 2 +H(∆ 2 )+o(1))n . By choosing ∆ 2 small enough we are better than PPSZ.
Open Problems
Can we also obtain an improvement for general 3-SAT? In general 3-SAT, there might be even fewer critical clauses and critical clauses for some assignments are not always critical for others. We need to fit our improvement into the framework of [3] . As there is some leeway for multiple assignments, this seems possible, but nontrivial and likley to become very complex.
Another question is whether we can improve (Unique) k-SAT. PPSZ becomes slower as k increases, which makes an improvement easier. However the guessing in SPARSE relied on the fact that non-critical (≤ 2)-clauses have all literals satisfied, which is not true for larger clauses. Suppose Wahlström's algorithm is improved so that it runs in time O(c n ) on 3-CNF formulas with average degree D. The sparsification lemma [4] shows that for c → 1 and D → ∞, we obtain an algorithm for 3-SAT Proof of Theorem A.1. This can be derived from [7] . There are two differences: The first is that we define PPSZ with s-implication instead of bounded resolution. It is easily seen that the critical clause tree construction of [7] also works with s-implication. We use s-implication because we think it makes the algorithm easier to understand.
The second difference it that we give a bound for a fixed π(x). We need this to be able to modify PPSZ and analyze it in special situations. However, we can derive this result from [7] :
Let f (r) := min 1,
(1−r) 2 , the "ideal" lower bound of PPSZ that a variable is forced. Remember that 1 0 f (r) = 1 − S. In [7] tehy give a lower bound 0 ≤ b ′ (r) ≤ 1 on the probability that a variable is forced given π(x) with b ′ (r) ≤ f (r). This bound is shown to integrate to 1 − S − o (1) . As the probability that a variable is forced does not decrease if it comes later in PPSZ, the bound can easily been made monotone (if it is not already) by setting b(r) := max ρ≤r b ′ (r), For r = 0 the statement is trivial. Now suppose for some r ∈ (0, 1], b(r) < f (r) − ε for some ε > 0 and all n. By the above observation, f (r) − b(r) ≥ 0, and To go from Theorem A.1, where the place of a variable is fixed to the expectation, we need to integrate (this complicated approach gives us some flexibility later). We need the following special case of the wellknown dominated convergence theorem (e.g. see [1] ). It essentially states that the o(1) integrates to an o(1) in our case. 
A.1 Integrals of Lemma 3.3
From Theorem A.1, we know that the probability that x is forced is at least min 
