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Abstract
We make explicit a theorem of Pintz concerning the error term in the prime number
theorem. This gives an improved version of the prime number theorem with error
term roughly square-root of that which was previously known. We apply this to a
long-standing problem concerning an inequality studied by Ramanujan.
1 Introduction
The zero-free region of the Riemann zeta-function ζ(s) is intimately connected with the size
of the error term in the prime number theorem ψ(x) ∼ x where ψ(x) =∑pm≤x log p. Ingham
[13] essentially showed that if ζ(s) has no zeroes with real part σ ≥ 1− η(t), where η(t) is a
decreasing function, then one has
ψ(x)− x
x
≪ exp
{
−1
2
(1− ǫ)ω(x)
}
, (1)
where
ω(x) := min
t≥1
{η(t) log x+ log t}. (2)
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The classical zero-free region has η(t) = 1/(R log t), for some positive constant R. This gives
t = exp{√log x/R} as the optimal choice for t in (2) and gives
ψ(x)− x
x
≪ exp
(
−(1− ǫ)
√
log x
R
)
. (3)
Explicit versions of (3) have been given in [9, 20, 21, 22]. These have the form∣∣∣∣ψ(x)− xx
∣∣∣∣ ≤ A(log x)B exp
(
−
√
log x
R
)
, (x ≥ x0),
with specific values of A,B and x0. The (log x)
B factor is not very important, but does give
an explicit version of the ǫ in (3).
Pintz [16] showed that Ingham’s bound is a substantial overestimate: we can delete the
factor of 1/2 in (1), which leads to replacing the 1 − ǫ in (3) by 2 − ǫ. Therefore, making
Pintz’s theorem explicit obtains an error term in the prime number theorem that is almost
the square-root of the current bound. We prove this in the following theorem.
Theorem 1. Let R = 5.573412. For each row {X,A,B, C} from Table 1 we have∣∣∣∣ψ(x)− xx
∣∣∣∣ ≤ A
(
log x
R
)B
exp
(
−C
√
log x
R
)
for all log x ≥ X. (4)
Further, as x → ∞ we have B,C → 2 and A → 192. Moreover, (4) holds for any R ≤
5.573412 such that ζ(s) has no zeroes for σ ≥ 1− (R log t)−1 for t ≥ 3.
We also state the following obvious corollary for θ(x) =
∑
p≤x log p.
Corollary 1. For each row {X,A,B, C} from Table 1 we have∣∣∣∣θ(x)− xx
∣∣∣∣ ≤ A1
(
log x
R
)B
exp
(
−C
√
log x
R
)
for all log x ≥ X
where A1 = A+ 0.1.
Proof. This follows trivially (and wastefully) from the work of Dusart [9, Cor. 4.5] or the
authors [18, Cor. 2].
ψ(x)− θ(x) < (1 + 1.47 · 10−7)√x+ 1.78x1/3. (5)
We also give an explicit estimate on another version of the prime number theorem.
Corollary 2. For all x ≥ 5 we have
|π(x)− li(x)| ≤ 6.2x(log x)1.009 exp(−0.83742
√
log x). (6)
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Table 1: Values of X,A,B, C in Theorem 1.
X A B C
1 000 199.3 2.027 1.926
2 000 197.1 2.019 1.948
3 000 196.2 2.016 1.957
4 000 195.6 2.014 1.963
5 000 195.2 2.012 1.967
6 000 194.9 2.011 1.970
7 000 194.7 2.011 1.972
8 000 194.5 2.010 1.974
9 000 194.4 2.009 1.975
10 000 194.3 2.009 1.977
This improves on results by Dusart [8, Thm 1.12] and by Trudgian [22, Thm 2].
We collect some lemmas in §2 that allow us to prove Theorem 1 and Corollary 2 in §3.
While there are many applications for Theorem 1 we focus on just one in §4, where we prove
the following theorem.
Theorem 2. The inequality
π2(x) <
ex
log x
π
(x
e
)
is true for all 38 358 837 682 < x ≤ exp(56) and for x ≥ exp(4041).
Throughout this paper, we use the notation f(x) = ϑ(g(x)) to mean that |f(x)| ≤ g(x).
2 Preparatory lemmas
We start with an explicit version of the explicit formula, given in [6, Thm. 1.3].
Lemma 1. Let 50 < T < x where x > e60 and x is half an odd integer. Then
ψ(x)− x
x
=
∑
|γ|<T
xρ−1
ρ
+ ϑ
(
2 log2 x
T
)
. (7)
We also need a result on sums over zeroes ζ(s), which we quote from [5, Lem. 2.10].
Lemma 2. If T ≥ 2πe, then
∑
0<γ≤T
1
γ
=
1
4π
(
log
T
2π
)2
+ 0.9321ϑ.
We shall make use of the following zero-free result [15].
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Lemma 3. There are no zeroes of ζ(s) in the region σ ≥ 1 − 1/(R log t) for t ≥ 3 where
R = 5.573412.
We remark that using Ford’s result [11] that ζ(s) has no zeroes in the region σ ≥ 1 −
1/(57.54(log t)2/3(log log t)1/3) for t ≥ 3, would give a totally explicit version of the estimate
ψ(x) − x = O(x exp(−c(log x)3/5(log log x)−1/5)), which is the best asymptotic estimate for
the error term in the prime number theorem. We do not pursue this here.
We also need the height to which the Riemann hypothesis has been verified.
Lemma 4. Let 0 < β < 1. Then, if ζ(β + iγ) = 0 and |γ| ≤ 1.2 · 1012 we have β = 1
2
.
Proof. This is the output of an ongoing computation by the authors using the rigorous
method described in [17].
Finally, we need to bound N(σ, T ) which is the number of zeroes in the box σ < β ≤ 1
and 0 ≤ γ ≤ T . We use a recent, explicit zero-density result by Kadiri, Lumley and Ng [14].
Lemma 5. Let T ≥ H and σ ≥ 3
5
. Then
N(σ, T ) ≤ 2.2T 8(1−σ)/3 log5−2σ T + 6 log2 T. (8)
The second term above, 6 log2 T , while a nuisance to carry through the calculations, is
utterly negligible in the final bounds. We note that Kadiri, Lumley and Ng produce slightly
superior, yet more complicated, versions of (8). The version we have used, from the first line
in Table 1 in [14] is sufficient for our purposes.
3 Pintz’s method
We follow the argument given by Pintz [16, pp. 214-215]. Break the sum in (7) into two
pieces: those zeroes ρ with β < 1− δ and the rest, where δ will be chosen (to be small) later.
For β < 1− δ we have∣∣∣∣∣∣∣∣
∑
|γ|≤T
β<1−δ
xρ−1
ρ
∣∣∣∣∣∣∣∣
< x−δ
∑
|γ|≤T
1
γ
≤ x−δ
(
1
2π
log
(
T
2π
)2
+ 1.8642
)
, (9)
by Lemma 2. Note that we could improve (9) by taking advantage of Lemma 4. Such an
alteration to (9) makes only a negligible improvement to the bound in Theorem 1.
We turn now to zeroes ρ with β ≥ 1− δ. By necessity, for such zeroes ρ we have γ > H .
We shall estimate their contribution by using the zero-free region σ ≥ 1−η(t) = 1−(R log t)−1
and the zero-density estimate.
For some λ > 1 consider the number of zeroes lying in the rectangle
1− δ ≤ σ ≤ 1, T/λk+1 < t ≤ T/λk, k = 0, 1, 2, . . . , K − 1. (10)
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We shall estimate this with Lemma 5. The number of zeroes in (10) is at most
2.2
(
T
λk
)8δ/3
log3+2δ
(
T
λk
)
+ 6 log2
(
T
λk
)
. (11)
We wish to use intervals t ∈ (T/λk+1, T/λk] to cover the interval (H, T ]. We therefore have∣∣∣∣∣∣∣∣
∑
|γ|≤T
β>1−δ
xρ−1
ρ
∣∣∣∣∣∣∣∣
≤
K−1∑
k=0
∑
T
λk+1
<|γ|≤ T
λk
β>1−δ
xβ−1
γ
, K =
[
log T
H
log λ
]
+ 1. (12)
Since β − 1 ≤ −η(γ) and η(t) is decreasing in t, we have∣∣∣∣∣∣∣∣
∑
|γ|≤T
β>1−δ
xρ−1
ρ
∣∣∣∣∣∣∣∣
≤
K−1∑
k=0
x−η(
T
λk
)
∑
T
λk+1
<|γ|≤ T
λk
β>1−δ
1
γ
. (13)
We now use (11) to estimate the two sums over γ in (13). We do this trivially, by writing
∑
a<|γ|≤b,β>1−δ
1
γ
<
1
a
∑
a<|γ|≤b,β>1−δ
1 =
2
a
{N(1 − δ, b)−N(1− δ, a)} ≤ 2N(1− δ, b)
a
. (14)
Therefore, we have, by (13), (14), and Lemma 3∣∣∣∣∣∣∣∣
∑
|γ|≤T
β>1−δ
xρ−1
ρ
∣∣∣∣∣∣∣∣
< 2
K−1∑
k=0
λk+1x−η(
T
λk
)
T
N(1− δ, T
λk
)
≤ 2λ
T
K−1∑
k=0
exp
{
k log λ− log x
R(log T − k log λ)
}
N(1− δ, T
λk
).
(15)
Now, using (11) to bound N(1−δ, T/λk), and ignoring the contribution from λk in log T/λk,
we have∣∣∣∣∣∣∣∣
∑
|γ|≤T
β>1−δ
xρ−1
ρ
∣∣∣∣∣∣∣∣
<
2λ
T
(
6 log2 T
K−1∑
k=0
exp{X}+ 2.2T 8δ/3 log3+2δ T
K−1∑
k=0
exp{X − 8δk/3 logλ}
)
,
(16)
where
X = k log λ− log x
R(log T − k log λ) .
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Table 2: Bounds of the form (17) with H = 2.445 · 1012
log x T δ K λ New ǫ0(x)
1 000 1017 0.028 7 4.558 2.4528 E-9
1 500 1019 0.021 10 4.583 7.3747 E-11
2 000 1021 0.018 15 3.751 2.9578 E-12
2 500 1023 0.016 19 3.618 1.3731 E-13
3 000 1024 0.014 22 3.371 6.8078 E-15
3 500 1026 0.013 27 3.193 3.6359 E-16
4 000 1027 0.012 30 3.069 2.0776 E-17
4 500 1030 0.012 38 2.907 1.2886 E-18
5 000 1030 0.011 39 2.829 8.0875 E-20
5 500 1033 0.011 46 2.806 5.8166 E-21
6 000 1033 0.010 47 2.745 4.1804 E-22
Table 3: Bounds of the form (17) with H = 1.2 · 1012
log x T δ K λ New ǫ0(x)
1 000 1017 0.027 7 5.046 3.7186 E-9
1 500 1019 0.021 11 4.258 1.0660 E-10
2 000 1022 0.018 17 3.833 4.1103 E-12
2 500 1023 0.016 20 3.516 1.8088 E-13
3 000 1024 0.014 23 3.298 8.4473 E-15
3 500 1026 0.013 28 3.142 4.3021 E-16
4 000 1027 0.012 32 2.926 2.3474 E-17
4 500 1030 0.012 39 2.881 1.4067 E-18
5 000 1030 0.011 40 2.806 8.5638 E-20
5 500 1033 0.011 47 2.787 6.0246 E-21
6 000 1033 0.010 48 2.728 4.2642 E-22
6 500 1035 0.010 52 2.759 3.4824 E-23
7 000 1037 0.010 57 2.737 3.1238 E-24
7 500 1036 0.009 55 2.722 2.7624 E-25
8 000 1038 0.009 60 2.704 2.8158 E-26
8 500 1040 0.009 64 2.731 3.1104 E-27
9 000 1042 0.009 69 2.714 3.6573 E-28
9 500 1040 0.008 64 2.731 4.1547 E-29
10 000 1042 0.008 69 2.714 5.2838 E-30
3.1 Computation
If we wish to proceed computationally, then we simply use (7), (9) and (15) as they stand.
Given an x0 we can choose parameters T and δ such that we have
|ψ(x)− x| ≤ xǫ0(x), (x ≥ x0). (17)
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These bounds rely on (7) and are valid only when x is half an odd integer. Replacing x by
x − 1 makes a negligible change in our bounds. We use our results to give bounds of the
form (17) and compare these against those given in [10], [9] and [4].
Table 2 shows what we can achieve without too much effort going into finding an optimal
set of parameters. Here we have taken H = 2 445 999 556 030 as in Gourdon [12] so that we
can compare directly with the works cited. We note that the new bounds beat [10] from
exp(1 500) and both [9] and [4] from exp(2 500).
Table 3 gives bounds if we use Lemma 4. By comparing the tables we see the diminishing
significance of the height to which one assumes the Riemann hypothesis as log x increases.
3.2 Proof of Theorem 1
We now wish to massage our new bound into the more digestible form of Theorem 1. We
evaluate the sums over k in (16) fairly crudely, splitting off the first term. The remaining
sums will be at most K − 1 times the maximal value of the summands which we can bound
by some simple calculus to get
K−1∑
k=0
exp{X} ≤ exp
(
− log x
R log T
)
+ (K − 1)T exp
(
−2
√
log x
R
)
and
K−1∑
k=0
exp{X − 8δ/3k log λ} ≤ exp
(
− log x
R log T
)
+ (K − 1) exp
{(
1− 8δ
3
)
log T − 2
√
(1− 8δ/3) log x/R
}
.
Putting this together with (16) we have∣∣∣∣∣∣∣∣
∑
|γ|≤T
β>1−δ
xρ−1
ρ
∣∣∣∣∣∣∣∣
< 2λ exp
(
−1
2
√
log x
R
)
24log xR exp
(
−2
√
log x
R
)
+ 2.2T 8δ/3−1
(
2
√
log x
R
)3+2δ

+ 2(K − 1)λ

6 log2 T exp
(
−2
√
log x
R
)
+ 2.2(log T )3+2δ exp

−2
√
(1− 8δ
3
) log x
R



 .
(18)
We now substitute K−1 ≤ (log T/H)/ logλ from (12) in the second term in (18), and choose
λ = e to minimise the resulting expression.
Now we will set
δ =
2√
R log x
,
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so that for log x ≥ 60 the contribution from (9) is less than
log2 T
2π
exp
{
−2
√
log x
R
}
,
provided that T > 61. If we also set
T = exp
{
2
√
log x
R
}
,
then we observe that the contributions from (7), (9) and the first term on the right of (18)
all contain the factor exp{−2
√
log x/R}. Thus we are drawn to write
∣∣∣∣ψ(x)− xx
∣∣∣∣ ≤ A
(
log x
R
)B
exp
{
−C
√
log x
R
}
.
We find, with some tedious, though straightforward, calculations, that when log x ≥ 24, the
negative term coming from logH/ log λ in (18) is large enough to outweigh the combination
of the error terms in (7) and (9), the first line in (18), and the 6 log2 T exp(−2√log x/R)
term in (18). Accordingly, we have
|ψ(x)− x|
x
≤ 12
(
4 log x
R
)2+δ
exp
{
−2
√
(1− 8δ/3) logx
R
}
, δ =
2√
R log x
. (19)
The bounds in (19), having used (7) are only valid when x is half an odd integer. As
noted in §3.1 it is trivial to replace these with only minutely weaker bounds to ensure our
result holds for all x.
A straightforward computation now leads to the entries in Table 1 and to Theorem 1.
3.3 Proof of Corollary 2
One can also consider the prime number theorem in the form π(x) ∼ li(x), where li(x) =∫ x
2
(log t)−1dt. With a little more effort we could provide a version of Corollary 2 with tables
of parameters, in the style of Theorem 1.
We begin by using partial summation and integration by parts to yield
π(x)− li(x) = θ(x)− x
log x
+
2
log 2
+
∫ x
2
θ(t)− t
t log2 t
dt. (20)
We start by assuming that x ≥ e10000. Let us write
∫ x
2
θ(t)− t
t log2 t
dt =
∫ 563
2
+
∫ e9000
563
+
∫ e10000
e9000
+
∫ x
e10000
= I1 + I2 + I3 + I4.
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We estimate the integral I1 numerically. The combination of this and the 2/ log 2 term
contributes at most 7.6 to (20).
For I2 we use a result of Rosser and Schoenfeld [19], namely that for x ≥ 563 we have
|θ(x) − x| ≤ x/(2 log x). Although stronger bounds are known, we can afford to be very
cavalier: the values of I1 and I2 are insignificant for large x.
For I3 we use Table 3 and (5). These show that that |θ(x)−x| ≤ 3.7 ·10−28x for x ≥ e9000.
For I4 we follow the approach from [8]. For some α to be determined later, define
h(t) =
t exp{−C√(log t)/R}
logα t
.
We want to show that
exp{−C√(log t)/R}
log2−B t
≤ h′(t), (t ≥ e10000). (21)
Since then, if (21) is true, we have
|I4| ≤ A1R−B
∫ x
e10000
exp{−C
√
(log t)/R}
log2−B t
dt ≤ A1R−B
∫ x
e10000
h′(t) < A1R−Bh(x).
Now, to show that (21) is true it is sufficient to show that
log t− (log t)B−1+α − C
2
√
(log t)/R− α > 0, (t ≥ e10000). (22)
We therefore end up with
|π(x)− li(x)| ≤ xA1(log x)
B−1
RB
exp(−C
√
(log x)/R) {1 + ∆} , (x ≥ x0),
where
∆ =(log x0)
1−B−α
+
RB exp
{
C
√
log x0
R
}
(log x0)
1−B
A1x0
{
7.6 +
∫ e9000
563
dt
2 log3 t
+ 3.7 · 10−28
∫ e10000
e9000
dt
log2 t
}
.
(23)
We require that 1 − B < α < 2 − B so that the first addend in (23) is decreasing, and so
that (22) is satisfied. We now take x0 = e
10000 and α = −0.01. We verify that (22) is true,
and we find by (23) that ∆ ≤ 0.0002. This proves the theorem when x ≥ e10000.
For x ≤ e10000 we discard Corollary 1 and use the results in Table 3. We illustrate our
method by proving (6) for x ≥ e9500. We partition the interval [2, x] using the points 2, 563
9
and the entries in the first column of Table 3. Between consecutive values in Table 3 we use
the ǫ0 coming from the smaller value. We therefore have
E(x) =
xǫ0(x0)
log x
+
2
log 2
+
∫ 563
2
|θ(t)− t|
t log2 t
dt+
1
2
∫ e1000
563
dt
log3 t
+ ǫ(e1000)
∫ e1500
e1000
dt
log2 t
+ · · ·+ ǫ(e9000)
∫ e9500
e9000
dt
log2 t
+ ǫ(e9500)
∫ x
e9500
dt
log2 t
.
Note that E(x) and the right-side of (6) are increasing in x. Therefore, if we wish to verify
(6) in the range x0 ≤ x ≤ x1 we need only show that
E(x1) ≤ 1.001x0A1(log x0)
B−1
RB
exp(−C
√
(log x0)/R). (24)
For x0 = e
k for 9500 ≤ k ≤ 10000 we let x1 = ek+1/4. This is a sufficiently fine mesh to
verify (24). We repeat this with the ranges e9000 ≤ x ≤ e9500, . . . , e1000 ≤ x ≤ e1500.
For x ≤ 1000 we use points from Faber and Kadiri’s Table 1 in [10] and verify (6) for all
x ≥ e40. We finally note that 1019 > e40 and that Bu¨the [3] has proved that
|π(x)− li(x)| ≤
√
x
log x
{
1.95 +
3.9
log x
+
19.5
log2 x
}
, (x ≤ 1019). (25)
Since the right-side of (25) is less than the right-side of (6) for all x ≥ 5, the proof is complete.
4 Application to Ramanujan’s inequality
Using π(x) ∼ li(x) = ∫ x
2
(log t)−1dt, and integrating by parts, Ramanujan noted that
π2(x) <
ex
log x
π
(x
e
)
, (26)
for sufficiently large x — see [2, Ch. 24]. It is an interesting, and difficult, problem to
determine the last x for which (26) fails.
Dudek and Platt [7] showed1 that (26) is true for all x ≥ exp(9658). This has recently
been improved by Axler [1] to x ≥ exp(9032). Dudek and Platt gave good evidence that
x = 38, 358, 837, 682 is the largest x for which (26) fails, and indeed, they showed this to be
so under the Riemann hypothesis. The main obstacle in moving to an unconditional version
is the size of the error term in the prime number theorem. Following the technique of [7] we
need an a(x) such that
|θ(x)− x| log5 x ≤ xa(x),
1We are grateful to Christian Axler who identified an error in the proof given in [7]. Fortunately it was
easy to fix.
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whence, by partial summation,
π(x) ≤ x
log x
+ a(x)
x
log6 x
+
x∫
2
dt
log2 t
+
x∫
2
a(t)
log7 t
dt
and
π(x) ≥ x
log x
− a(x) x
log6 x
+
x∫
2
dt
log2 t
−
x∫
2
a(t)
log7 t
dt.
We start with a lemma, which immediately gives us the lower bound in Theorem 2.
Lemma 6. For x ∈ (599, exp(56)] we have
|θ(x)− x| ≤
√
x
8π
log2 x.
Proof. This follows directly from Theorem 2 of [4] coupled with Lemma 4.
We are now free to use our improved bounds. We use
a(x)
log5 x
=


2−log 2
2
2 < x ≤ 599
log2 x
8pi
√
x
599 < x ≤ exp(56)√
8
17pi
(
log x
6.455
) 1
4 exp
(
−
√
log x
6.455
)
exp(56) < x < exp(4000)
195.7
(
log x
5.573412
)2.014
exp
(
−1.963
√
log x
5.573412
)
x ≥ exp(4000).
Here, the first bound is trivial, the second is Lemma 6, the third is from Theorem 1 of [22]
and the fourth is from Table 1 adjusted as per Corollary 1.
Applying these improved bounds as per [7] we fix xa > 0 so that a(x) is non-increasing
for all x ≥ xa and write
C1 =
log6 xa
xa
xa∫
2
a(t)
log7 t
dt,
C2 = 2
log6 xa
xa
5∑
k=1
k!
logk+1 2
,
Ma(x) = 120 + a(x) + C1 + (720 + a(xa))
(
1
log xa
+
7 · 28
log2 xa
+
7 log6 xa√
xa log
8 2
)
,
ma(x) = 120− a(x)− C1 − C2 − a(xa)
(
1
log xa
+
7 · 28
log2 xa
+
7 log6 xa√
xa log
8 2
)
,
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ǫMa(x) = 72+2Ma(x)+
2Ma(x) + 132
log x
+
4Ma(x) + 288
log2 x
+
12Ma(x) + 576
log3 x
+
48Ma(x)
log4 x
+
Ma(x)
2
log5 x
and
ǫma(x) = 208 +ma(x) +
364
log x
+
381
log2 x
+
238
log3 x
+
97
log4 x
+
30
log5 x
+
8
log6 x
.
We now need only find an x > xa such that
ǫMa(x)− ǫma(x) < log x.
Choosing xa = 4000 and x = 4041 will suffice, yielding the upper bound in Theorem 2.
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