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ABSTRACT. This work introduces microlocal compactness forms (MCFs) as a new tool to
study oscillations and concentrations in Lp-bounded sequences of functions. Decisively,
MCFs retain information about the location, value distribution, and direction of oscillations
and concentrations, thus extending at the same time the theories of (generalized) Young
measures and H-measures. In Lp-spaces oscillations and concentrations precisely discrim-
inate between weak and strong compactness, and thus MCFs allow one to quantify the
difference in compactness. The definition of MCFs involves a Fourier variable, whereby
also differential constraints on the functions in the sequence can be investigated easily—
a distinct advantage over Young measure theory. Furthermore, pointwise restrictions are
reflected in the MCF as well, paving the way for applications to Tartar’s framework of
compensated compactness; consequently, we establish a new weak-to-strong compactness
theorem in a “geometric” way. After developing several aspects of the abstract theory, we
consider three applications: For lamination microstructures, the hierarchy of oscillations is
reflected in the MCF. The directional information retained in an MCF is harnessed in the
relaxation theory for anisotropic integral functionals. Finally, we indicate how the theory
pertains to the study of propagation of singularities in certain systems of PDEs. The proofs
combine measure theory, Young measures, and harmonic analysis.
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1. INTRODUCTION
One of the major challenges in the analysis of nonlinear PDEs is to understand oscil-
lations and concentrations in weakly converging sequences of functions since these phe-
nomena distinguish weak from strong convergence in Lp-spaces. In its most simple form,
this observation is already expressed in Vitali’s classical convergence theorem, by which a
norm-bounded, non-oscillating (contained in the requirement of convergence in measure),
non-concentrating (equiintegrable) sequence is seen to converge strongly. This connection
between “abstract” compactness and “concrete” oscillation and concentration effects also
supports the view that questions of compactness have a “physical” meaning and should be
studied for their own sake, cf. [Tar79, Tar09].
Another motivation for such a study is that often sequences of interest are constrained by
a linear differential constraint (curl-freeness for a sequence of gradients for instance) and/or
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pointwise constraints. Then, compensated compactness theory, see for example [Mur78,
Mur79,Tar79,Ge´r89,Ge´r91, JMR95,Tar09], considers whether these additional restrictions
allow one to improve weak to strong compactness; in fact, in this vein, the term “com-
pensated compactness” should probably be replaced by “compactness by compensation”
(which is also closer to the French original “compacite´ par compensation”), but we here
stick to the more conventional terminology. At the heart of this investigation is an analysis
of compatibility between these constraints and different shapes of oscillations and concen-
trations. If together the constraints rule out any such phenomena, then we indeed have the
sought improvement of weak to strong compactness.
Starting with simple scalar defect measures, more and more refined tools have been de-
veloped to study these questions. The basic philosophy here is to retain as much information
as possible about the sequence in an “extended limit” because weak convergence always in-
volves a lossy averaging operation. Perhaps the most well-known objects of this kind are
Young measures, introduced by Young in [You42a, You42b]. They represent the asymp-
totic value distribution of oscillations in sequences: A bounded sequence (u j)⊂ Lp(Ω;CN)
(1≤ p≤∞) allows for the selection of a subsequence (not relabeled) that generates a Young
measure (νx)x∈Ω, defined to be a parametrized family of probability measures on CN , with
the property that∫
Ω
F(x,u j(x)) dx→
∫
Ω
∫
F(x,z) dνx(z) dx
for any Carathe´odory integrand F : Ω×CN → R such that the sequence (F(x,u j(x))) j is
equiintegrable. Intuitively, the family (νx)x contains the asymptotic value distribution of the
sequence (u j) and thus reflects oscillations.
As an important extension, DiPerna and Majda [DM87] compactified the target space to
describe concentration effects as well. The generalized Young measure (or DiPerna–Majda
measure) generated by (u j) now adds to the classical Young measure (νx)x∈Ω a positive
Radon measure λν on Ω and another parametrized family (ν∞x )x∈Ω of probability measures
on the unit sphere ∂CBN of CN (CBN always denotes the unit ball in CN). It allows us to
compute limits of a larger class of nonlinear quantities with p-growth:∫
Ω
F(x,u j(x)) dx→
∫
Ω
∫
F(x, q) dνx dx+∫
Ω
∫
F∞(x, q) dν∞x dλν(x)
whenever F has at most growth of order p and the p-recession function F∞ (describing the
behavior of F at infinity) exists in a sufficiently strong sense:
F∞(x,z) := lim
x′→x
z′→z
t→∞
F(x′, tz′)
t p
, x ∈Ω, z ∈ CN .
Here, λν and (ν∞x ) respectively describe the location and value distribution of concentration
effects in the sequence. Recent works on this topic include [AB97, KR97, Syc00, KR10,
Rin14, Rin12].
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A different set of ideas, which could be considered an “L2-microlocal analysis”, is ex-
pressed in Tartar’s theory of H-measures [Tar90] or, equivalently, Ge´rard’s microlocal de-
fect measures [Ge´r91]. Switching to a phase-space or microlocal perspective, these objects
enable us to quantify not only the location but also the direction of oscillations and concen-
trations. Unfortunately, H-measures are not able to retain the asymptotic value distribution
expressed in the Young measure, and are furthermore restricted to the L2-setting; however,
some extensions to an Lp-setting are possible, see [AM11].
The question of whether it is possible to combine the complementary approaches of
Young measures and H-measures and to find a tool allowing one to study at the same time
the location, value distribution, and direction of oscillations and concentration effects in
Lp-bounded sequences of functions, has remained open for some time (cf. Chapters 38, 39
in [Tar06] and [Tar95] for some remarks on this problem).
The principal aim of this work is to introduce precisely such a tool, called the microlocal
compactness form (MCF) generated by an Lp-bounded sequence, where p ∈ (1,∞). The
following are some of its main features:
• MCFs allow one to represent limits for a large class of nonlinear integral function-
als; in particular, the Young measure is (essentially) contained.
• The directional information about oscillations and concentrations in the generating
sequence is preserved and the H-measure can be reconstructed (in an L2-setting).
• Differential and pointwise constraints on the sequence are reflected in the gener-
ated MCF and in fact hold for any generating sequence (contrary to the situation for
Young measures, for which generating sequences can have very different proper-
ties). Consequently, MCFs provide new “geometric” proofs in compensated com-
pactness theory.
• MCFs can be defined for all Lp-spaces, p ∈ (1,∞).
• They enjoy the same compactness properties as the weak convergence, i.e. Lp-
boundedness is enough for the extraction of a generating subsequence.
• The p-compactness wavefront set of an MCF is defined as the analogue of the wave-
front set in classical microlocal analysis, but with respect to weak–strong compact-
ness and not C∞-regularity like in the classical notion.
• When considering a laminate (nested microstructure), its hierarchy is reflected in
the generated MCF.
• MCFs contain enough information to serve as the foundation of a relaxation theory
for integral functionals in the presence of anisotropy.
• For some hyperbolic systems, one can derive equations for MCFs that express the
propagation of singularities.
Since we are interested in directional properties of oscillations and concentrations, the
definition of microlocal compactness forms involves the Fourier transform. In fact, it is
well-known that by switching to a Fourier point of view we can understand the intuition be-
hind weak convergence phenomena much better: Fourier-transforming a sequence of func-
tions u j ⇀ u in L2 that oscillate with increasingly higher frequencies (e.g. u j(x) = sin( jx)),
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one observes that the Fourier transforms uˆ j push mass out to infinity. Applying Parseval’s
theorem, the duality pairings with a test function ϕ ∈ L2 can be written as∫
ϕ ·u j dx =
∫
ϕˆ · uˆ j dξ .
Since ϕˆ decays at infinity, integrating uˆ j against ϕˆ corresponds to “band-limiting” the se-
quence (u j) and consequently, infinitely high frequencies are lost from the weak limit u.
These considerations also persist for concentration effects, which are highly localized in
space, and hence, by the uncertainty principle, are strongly smeared out in Fourier space.
The band-limiting effect of a test function then implies that this Fourier mass is again lost in
the limit. We conclude from this informal discussion that a tool aiming to improve the study
of oscillations and concentrations must look at “infinite frequencies” only—microlocal
compactness forms will do just that.
Another conclusion that can be drawn from this heuristic point of view on weak conver-
gence is that for infinite frequencies it is possible to “circumvent” the uncertainty principle
for the Fourier transform: Localizing in real space corresponds to smearing out the Fourier
transform, but when a packet of Fourier mass wanders out to infinity, it does not matter
how much smeared out it is (we always look at conical neighborhoods around directions).
This simple observation will enable us to construct a theory fulfilling all the aforementioned
properties.
After these preliminary considerations, we can now state the main idea of microlocal
compactness forms: Consider for a bounded sequence (u j)⊂ Lp(Ω;CN) the double limit
lim
R→∞
lim
j→∞
∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u j] dx. (1.1)
Here, h : Ω×CN → CN , is a test function with sufficient regularity and we further require
that its recession function h∞ exists in the sense
h∞(x,z) := lim
x′→x
z′→z
t→∞
h(x′, tz′)
t p−1
, x ∈Ω, z ∈ CN .
This choice for the class of test functions will capture the location and value distribution
of oscillations and concentrations. Most often, we will not refer to h directly, but only
through f (x,z,q) = h(x,z) · q for reasons of consistency with the notation for generalized
Young measures. Next, Ψ : Rd \{0} → CN×N is a positively 0-homogeneous Fourier mul-
tiplier with sufficient smoothness, serving to represent directional information as well as
differential constraints. The family {ηR}R>0 consists of smooth functions with ηR ≡ 1
on the ball B(0,R) and support inside B(0,2R), whose purpose it is to cut off all finite
frequencies. Finally, by T(1−ηR)Ψ we denote the Fourier multiplier operator with symbol
ξ 7→ (1−ηR(ξ ))Ψ(ξ/|ξ |).
The fundamental existence theorem in Section 3.1 will establish that for all admissible
f ,Ψ the limit in (1.1) can be expressed as∫
Ω
〈
h(x, q)⊗Ψ,ωx〉 dx+∫
Ω
〈
h∞(x, q)⊗Ψ,ω∞x 〉 dλω(x) =: 〈〈 f ⊗Ψ,ω〉〉,
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which is a sesquilinear form in f and Ψ. Here, (ωx)x∈Ω and (ω∞x )x∈Ω are parametrized
sesquilinear forms and λω is a finite Borel measure on Ω. The first part corresponds to
oscillations, the second part to concentrations in the generating sequence (u j). In the course
of this paper we will show that this object indeed quantifies the difference between weak
and strong compactness of the sequence (u j) and has all the properties alluded to before. In
particular, we will consider applications to compensated compactness theory (Section 5.3),
laminates (Section 6.1), relaxation (Section 6.2), and to the propagation of singularities in
hyperbolic systems (Section 6.3).
Besides the theories of Young measures and H-measures, also classical microlocal anal-
ysis has served as inspiration for the present work. Following the groundbreaking work by
Ho¨rmander, Kohn, Nirenberg (see Chapter VIII of [Ho¨r90] for historical references), this
theory has been very successfully applied to linear PDEs [Ho¨r07, Tay11a] and to a degree
also to nonlinear PDEs [Tay91,Tay11c]. However, for nonlinear equations, microlocal anal-
ysis suffers from the defect that it measures C∞-regularity, which is often not well adapted
to nonlinear PDEs.
This paper is organized as follows: After recalling some preliminaries and fixing notation
in Section 2, we move to the heart of the matter in Section 3 and prove the main existence
theorem as well as many basic properties of MCFs, including a result on how the infor-
mation of both the Young measure and the H-measure can be extracted from an MCF. We
consider concrete oscillations and concentrations in Section 4 and give a few basic exam-
ples. Then, Section 5 examines how differential constraints on a sequence are reflected in
the generated MCF and establishes a general compensated compactness theorem. Finally,
Section 6 concludes the paper by considering the applications mentioned above.
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2. SETUP AND PRELIMINARIES
2.1. General notation. By B(x0,r) we denote the open ball around a point x0 with radius
r > 0; the special notation CBN will be used for the unit ball in CN . The unit sphere in CN
is ∂CBN . We reserve the notation Sd−1 for the (real) unit sphere in Rd . The scalar product
a ·b between two vectors a,b ∈ CN will always be defined as a ·b := ∑k akbk and we write
out any complex conjugation in the second variable.
Often, we use the space Cm×d of all (m×d)-matrices (or restricted to Rm×d) in place of
CN . We equip this matrix space with the Hilbert structure generated by the scalar product
A : B := ∑i, j AijBij, whereby we obtain the Frobenius norm |A| = (∑i, j |Aij|)1/2. The open
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unit ball and unit sphere with respect to this norm are denoted by CBm×d and ∂CBm×d ,
respectively. As usual, A∗ := AT .
The space of all CN-valued (vector) Radon measures on a Borel set U ⊂ Rd is denoted
by M(U ;CN), the sets of positive Radon measures and probability measures are M+(U)
and M1(U), respectively. We use the Lebesgue spaces Lp(Ω), Lp(Ω;CN), L1(U,µ;CN),
. . . (where Ω ⊂ Rd and µ ∈M+(Ω) is a positive measure on Ω), and the Sobolev spaces
W1,p(Ω),W1,p(Ω;Rm), . . . with their usual meanings; the corresponding norms are ‖ q‖p,
‖ q‖1,p, . . . . Continuous and continuously differentiable functions are contained in the spaces
C(Ω),C1(Ω),C∞(Ω) with norms ‖ q‖∞,‖ q‖1,∞. The spaces “C0” and “Cc” additionally entail
that the contained functions vanish at the boundary/infinity or have compact support.
2.2. Sphere compactifications. In order to capture the behavior of functions defined on
CN at infinity we need to consider a suitable compactification of CN . The sphere compact-
ification to be defined shortly, has turned out to be a good compromise between simplicity
and generality and is used widely, see for example Chapter 32 of [Tar09] or [FG03] in an
H-measure context and [DM87, AB97] in the context of (generalized) Young measures. In
contrast to the one-point compactification CN unionmulti {∞} (“unionmulti” refers to the disjoint union) it
retains information about the “directions of infinity”. On the other hand, it is still suffi-
ciently concrete to be useful in our analysis (but more general compactifications up to the
Stone–Cˇech compactification βCN could in principle also be of interest).
Formally, the sphere compactification σCN of CN is the set
σCN := CN unionmulti∞∂CBN , where ∞∂CBN := {∞e : e ∈ ∂CBN },
with the topology such that σCN is homeomorphic to the closed unit ball CBN under
z ∈ σCN 7→ w(z) :=

z
1+ |z| if z ∈ C
N ,
e if z = ∞e ∈ ∞∂CBN .
2.3. Fourier transforms. We follow [Gra08, Ste93], where also proofs of the following
facts can be found, and define the Fourier transform and the inverse Fourier transform of
functions u,v ∈ L1(Rd) via
uˆ(ξ ) =F [u](ξ ) :=
∫
u(x)e−2piix·ξ dx, ξ ∈ Rd ,
vˇ(x) =F−1[v](x) :=
∫
v(ξ )e2piix·ξ dξ , x ∈ Rd .
We observe the following fact, which will be needed in the proof of Lemma 4.1: If
w ∈ S ′(R) is a tempered distribution on R, define the standing wave v ∈ S ′(Rd) with
profile w and direction n0 ∈ Sd−1 by〈
f ,v
〉
:=
∫
{x⊥⊥n0}
〈
w,s 7→ f (sn0+ x⊥)
〉
dx⊥, f ∈S (Rd).
For its Fourier transform vˆ ∈S ′(Rd) we get vˆ(ξ ) = wˆ(s)⊗δ0(ξ⊥) for ξ = sn0⊕ξ⊥ (ξ⊥ ⊥
n0), that is,〈
f , vˆ
〉
=
〈
wˆ,s 7→ f (sn0)
〉
, f ∈S (Rd).
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As a particular case we have that if wˆ ∈ L1loc(R), then vˆ = wˆH 1 Rn0, where Rn0 is the
line through the origin in direction n0. For the proof consider without loss of generality the
case n0 = e1 and choose f to be a tensor product of test functions. Then use the fact that
the Fourier transform of a tensor product is the tensor product of the Fourier transforms and
conclude by virtue ofF [L d ] = δ0.
2.4. Multipliers. Let ψ ∈ Cbd/2c+1(Rd \{0};C) satisfy Mihlin’s condition
|∂αψ(ξ )| ≤M|ξ |−|α|, ξ ∈ Rd \{0}, (2.1)
for all multi-indices α ∈Nd0 with |α| := |α1|+ · · ·+ |αd | ≤ bd/2c+1 and a constant M ≥ 0.
Define ‖ψ‖M to be the smallest M ≥ 0 for which (2.1) holds. It follows from the Mih-
lin multiplier theorem, see for instance Theorem 5.2.7 in [Gra08], that the corresponding
multiplier operator
Tψ [u] :=F−1[ψF [u]], u ∈S (Rd),
has a bounded extension from Lp(Rd) to itself, where here and in the following p ∈ (1,∞),
and
‖Tψu‖p ≤Cd max{p,(p−1)−1}‖ψ‖M ‖u‖p, u ∈ Lp(Rd), (2.2)
with a dimensional constant Cd > 0.
Define the set M (Sd−1) to contain all ψ ∈ Cbd/2c+1(Rd \ {0};C) that additionally are
positively 0-homogeneous. Owing to this homogeneity, all such ψ automatically satisfy
the estimate (2.1) with M = sup|α|≤bd/2c+1 ‖∂αψ‖∞. Also, ‖ψ‖M is a norm on the space
M (Sd−1).
We will also continually use the space M (Sd−1;CN×N) of CN×N-valued multipliers,
which we usually abbreviate by M . The associated multiplier operators TΨ, Ψ ∈M , are
defined as before, but with Ψ(ξ ) acting on uˆ(ξ ) via matrix-vector multiplication (if u is a
rapidly decaying function and by duality otherwise). These matrix-multipliers satisfy the
same boundedness assertions as before. We consider scalar-valued ψ ∈M (Sd−1) to be
part ofM (Sd−1;CN×N), identifying ψ with Ψ := ψIN×N , where IN×N the (N×N)-identity
matrix.
Remark 2.1. Alternatively, one can view Tψ as the convolution (or singular integral) op-
erator with the tempered distribution ψˇ . Since ψ( q/| q|) is positively 0-homogeneous, we
may appeal to Proposition 2.4.7 in [Gra08] to represent
Tψ = γ f +WΩ ? f ,
where γ ∈ C and WΩ is given as the tempered distribution〈
WΩ,ϕ
〉
:= lim
ε→0
∫
|x|≥ε
Ω(x/|x|)
|x|d ϕ(x) dx
for a C∞-function Ω on Sd−1 with vanishing integral.
The following result will be used countless times in the sequel:
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Lemma 2.2 (Commutation). Let ϕ ∈ Cc(Rd) and Ψ ∈M . Define
Mϕv := ϕ · v, TΨv :=F−1
[
Ψ( q/| q|)F [v]], v ∈ L2(Rd ;CN),
to be the multiplication and Fourier multiplier operators, respectively. Then, the commuta-
tor
[Mϕ ,TΨ] := MϕTΨ−TΨMϕ ,
is smoothing of order 1, that is, [Mϕ ,TΨ] extends to a bounded operator from W−1,p(Rd ;CN)
to Lp(Rd ;CN) for all p ∈ (1,∞). In particular, [Mϕ ,TΨ] is compact as an operator from
Lp(Rd ;CN) to itself.
Proof. A direct proof can be found in Lemma 1.7 of [Tar90] (also see [CRW76] for a more
advanced version with ϕ ∈ VMO). For smooth ϕ,Ψ, the result is in fact well known in
the theory of Fourier multipliers and pseudo-differential operators, cf. §7.3 in Chapter VI
of [Ste93]. The present result can be reduced to that result by a smoothing argument. 
Another useful compactness result is the following:
Lemma 2.3 (Band-limiting). Let η ∈ C∞c (Rd) and let Ω ⊂ Rd be a bounded open set.
Then, the Fourier multiplier operator Tη is compact from Lp(Ω;CN) to Lploc(R
d ;CN), that
is,
Tη [u j]→ Tη [u] in Lploc(Rd ;CN) whenever u j ⇀ u in Lp(Ω;CN).
Proof. We consider functions in Lp(Ω;CN) to be implicitly extended by zero outside Ω.
The operator Tη can be written as a convolution, i.e.
Tη [u](x) =
[
ηˇ ?u
]
(x) =
∫
ηˇ(y)u(x− y) dy, u ∈ Lp(Ω;CN),
with ηˇ ∈ S (Rd ;CN) ⊂ Lp/(p−1)(Rd ;CN). From u j ⇀ u in Lp(Ω) it then immediately
follows that Tη [u j]→ Tη [u] pointwise and also that ‖Tη [u j]‖∞ ≤ ‖ηˇ‖∞ · ‖u j‖1 ≤C < ∞ by
Minkowski’s inequality. Standard theory further yields Tη [u j]⇀ Tη [u] in Lp(Rd ;CN) and
hence in L1loc. As the pointwise and the weak limit agree, it follows that Tη [u j]→ Tη [u]
strongly in L1loc, see for instance Theorem IV.8.12 in [DS58] (p. 295). By the uniform
boundedness of the sequence, this implies convergence in Lploc(R
d ;CN) as well. 
We will also need:
Lemma 2.4. Let η ∈C∞(Rd ; [0,1])with 1B(0,1)≤η ≤1B(0,2) and define ηR(ξ ) :=η(ξ/R)
for ξ ∈ Rd and any R > 1. Then, the Fourier multipliers TηR are uniformly (Lp → Lp)-
bounded and TηR [u]→ u (strongly) in Lp(Ω;CN) for all u ∈ Lp(Rd ;CN) as R→ ∞.
Proof. This lemma follows immediately from Tη [u] = ηˇR ? u and the fact that ηˇR(x) =
Rdηˇ(Rx) is an approximation of the identity as R → ∞, see for example Section 1.2.4
in [Gra08]. 
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We remark that multipliers can also be defined for less smooth (but not merely continu-
ous) symbols, see [Ste10] for a detailed study.
2.5. Equiintegrability. Recall that a family {u j} ⊂ Lp(Rd ;CN), where p∈ [1,∞) is called
p-equiintegrable if it is Lp-bounded and
sup j
∫
A
|u j|p dx → 0 as |A| → 0.
There are several other equivalent ways of characterizing p-equiintegrability, see for exam-
ple Theorem 2.29 in [FL07]. We here only record the following simple fact, which follows
from Ho¨lder’s inequality:
Lemma 2.5. Let {u j} ⊂ Lp(Rd ;CN), p ∈ [1,∞), be a p-equiintegrable family and {v j} ⊂
Lp
′
(Rd ;CN) be uniformly Lp′-bounded, where 1/p+1/p′ = 1. Then, the family {u j · v j} is
(1-)equiintegrable.
2.6. Test functions. Besides “horizontal” test functions that are used to localize in space,
we also need our test functions to depend on the “vertical” argument, so that they allow us
to localize in the target space as well. Spaces of such test functions necessarily depend on
the exponent of the Lp-space, in which we are working.
First, for q ∈ (0,∞) and functions h ∈ C(CN), g ∈ C(CBN) (recall that CBN denotes the
unit ball in CN) define
Sqh(w) := (1−|w|)qh
(
w
1−|w|
)
, w ∈ CBN , (2.3)
S−qg(z) := (1+ |z|)qg
(
z
1+ |z|
)
, z ∈ CN .
It is easy to check that SqS−q = id and S−qSq = id.
Now let p ∈ (1,∞) and define the space Fp(Ω;CN) of test functions, where Ω ⊂ Rd is
open, as follows (it will become clear in Section 3.1 why the definition is chosen as such):
Fp(Ω;CN) :=
{
f ∈ C(Ω×CN×CN ;C) : f (x,z,q) = h(x,z) ·q and
Sp−1h ∈ C(Ω×CBN ;CN)}.
The norm of an element f ∈ Fp(Ω;CN) with f (x,z,q) = h(x,z) ·q is
‖ f‖Fp := sup
{ |Sp−1h(x,w)| : (x,w) ∈Ω×CBN }.
Clearly, for every f (x,z,q) = h(x,z) ·q∈Fp(Ω;CN), the associated h has a (strong) (p−1)-
recession function
h∞(x,z) := lim
x′→x
z′→z
t→∞
h(x′, tz′)
t p−1
, x ∈Ω, z ∈ CN . (2.4)
Notice that Sp−1h(x,w) = h∞(x,w) for all (x,ω) ∈Ω×∂CBN . Furthermore,
|h(x,z)| ≤ ‖ f‖Fp(1+ |z|)p−1 ≤ 2p−1‖ f‖Fp(1+ |z|p−1) (2.5)
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and
|h∞| ≤ ‖ f‖Fp .
Finally, we remark that for f (x,z,q) = h(x,z) ·q ∈ Fp(Ω;CN) we can consider h also as
a function on the extended compactified space Ω×σCN . Define this extended function Eh
as follows:
Eh : Ω×σCN → CN ,
Eh(x,z) := (1+ |z|)−(p−1) h(x,z), (x,z) ∈Ω×σCN .
(2.6)
One can then check that the assumptions on f entail that Eh is continuous (with respect to
the relevant topologies) and |Eh| ≤ ‖ f‖Fp .
3. MICROLOCAL COMPACTNESS FORMS
3.1. Definition and existence of MCFs. In all of the following let p ∈ (1,∞) and Ω⊂ Rd
an open bounded set (for unbounded setsΩ a largely equivalent theory is available as long as
all spaces are replaced by their respective local versions). We will work with parametrized
sesquilinear forms
ωx : C(CN ;CN)×M → C, x ∈Ω,
where as beforeM =M (Sd−1;CN×N). We usually write the application of this sesquilinear
form to the pair (g,Ψ) in the “tensor” notation〈
g⊗Ψ,ωx
〉
:= ωx(g,Ψ).
Let now λ ∈ M+(Ω) be a positive finite Borel measure. Then, we say that the family
(ωx)x∈Ω is weakly* measurable with respect to λ if for every fixed Ψ ∈M and every
fixed Carathe´odory-type function g : Ω×CN → CN with the properties that x 7→ g(x,z) is
λ -measurable for all fixed z and z 7→ g(x,z) is continuous for all fixed x, the compound
function
x 7→ 〈g(x, q)⊗Ψ,ωx〉
is λ -measurable. For a family
ω∞x : C(∂CBN ;CN)×M → C, x ∈Ω,
we define weak*-measurability in a completely analogous manner.
Definition 3.1. Let ω = (ωx,λω ,ω∞x ) be a triple consisting of
(i) a parametrized family (ωx)x∈Ω of continuous sesquilinear forms
ωx : C(CN ;CN)×M → C,
(ii) a positive and finite measure λω ∈M(Ω), and
(iii) a parametrized family (ω∞x )x∈Ω of continuous sesquilinear forms
ω∞x : C(∂CBN ;CN)×M → C.
Also assume that ω satisfies the following properties:
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(iv) The family (ωx)x is weakly* measurable with respect to L d Ω and the family
(ω∞x )x is weakly* measurable with respect to λω .
(v) For every fixed Ψ ∈M , the function x 7→ 〈|z|p−2z⊗Ψ,ωx〉 lies in L1(Ω;C) and the
function x 7→ 〈z⊗Ψ,ω∞x 〉 (with the function ∂CBN 3 z 7→ z) lies in L1(Ω,λω ;C).
Then, ω is called a p-microlocal compactness form (MCF) on Ω with target space CN .
The set of all such microlocal compactness forms is denoted by MCFp(Ω;CN).
Definition 3.2. Let ω ∈MCFp(Ω;CN), f ∈ Fp(Ω;CN) with f (x,z,q) = h(x,z) · q, and
Ψ ∈M . Then, we define the duality product〈〈
f ⊗Ψ,ω〉〉 := ∫
Ω
〈
h(x, q)⊗Ψ,ωx〉 dx+∫
Ω
〈
h∞(x, q)⊗Ψ,ω∞x 〉 dλω(x). (3.1)
If we want to stress the domain Ω, we write 〈〈 q, q〉〉Ω.
A justification for the above tensor-product notation will be provided in Section 3.3 be-
low. Notice that according to the properties of ω , we may also consider ω = ω( q, q) as a
sesquilinear form on Fp(Ω;CN)×M and then〈〈
f ⊗Ψ,ω〉〉= ω( f ,Ψ).
To state the main existence theorem for microlocal compactness forms, we first fix η ∈
C∞c (Rd) with 1B(0,1) ≤ η ≤ 1B(0,2). Set ηR(ξ ) := η(ξ/R) for ξ ∈Rd and any R> 1. It will
be seen shortly that the theory is independent of the choice of η .
Theorem 3.3. Let (u j) ⊂ Lp(Ω;CN) be a norm-bounded sequence, where 1 < p < ∞.
Then, after selecting a subsequence (not relabeled), there exist a p-microlocal compactness
form ω ∈MCFp(Ω;CN) such that for all f ∈ Fp(Ω;CN) with f (x,z,q) = h(x,z) · q and
Ψ ∈M it holds that〈〈
f ⊗Ψ,ω〉〉= lim
R→∞
lim
j→∞
∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u j] dx, (3.2)
where T(1−ηR)Ψ is the Fourier multiplier operator with symbol ξ 7→ (1−ηR(ξ ))Ψ(ξ/|ξ |).
Moreover, the following properties hold:
(A) Independence. The MCF ω is independent of the choice of η and the choice of the
sequence R→ ∞ (that is, every sequence (Rn)n ⊂ R with Rn→ ∞ as n→ ∞ gives
the same result).
(B) Basic estimate. For all f ,Ψ as above it holds that∣∣〈〈 f ⊗Ψ,ω〉〉∣∣≤C(sup j ‖1+ |u j|‖pp) · ‖ f‖Fp · ‖Ψ‖M , (3.3)
where C =Cd,N max{p,(p−1)−1} with a dimensional constant Cd,N .
(C) Canonical form. It is possible to choose
λω = w*-lim
j→∞
|u j|pL d Ω. (3.4)
Definition 3.4. In the situation of the preceding theorem we say that the (sub)sequence
(u j) generates ω .
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Remark 3.5. Let us make a few remarks about the definition of MCFs:
(1) The definition is tailored so that we can localize in both the x- and in the ξ -variable
(at least to some degree). At first sight this appears to contradict the uncertainty
principle for the Fourier transform, but as we here only look at oscillations and
concentrations that have asymptotically infinite frequency, the uncertainty principle
does not apply (as was already the case for H-measures).
(2) Further to the first point, the purpose of the outer limit R→ ∞ is precisely for the
microlocal compactness form to “forget” finite frequencies. This is important both
from a conceptual and from a technical point of view, and exploited for example in
Lemma 3.12 below.
(3) For L d-a.e. x ∈ Ω, ωx can also be considered as an anti-linear bounded function
fromM to the space ofCN-valued Radon measures onCN and likewise, for λω -a.e.
x ∈ Ω, ω∞x can be considered as an anti-linear bounded function from M into the
space of CN-valued Radon measures on the unit sphere ∂CBN . So, MCFs can be
considered as “multiplier-parametrized” measures.
(4) While the family (ωx)x is easily seen to be uniquely determined, the choice of (ω∞x )x
and λω is of course not unique: Multiplying λω by any measurable function γ : Ω→
(0,∞) and then multiplying ω∞x correspondingly by 1/γ(x) yields the same MCF.
However, in this paper we will always use the canonical choice (3.4), whereby also
(ωx)∞x is determined λω -almost everywhere.
(5) One can also define a local version of MCFs, where Lp is replaced by Lploc. Then, λω
is only σ -finite and all estimates are only valid when restricted to compact subsets
of Ω (with constants depending on that compact subset).
(6) The above definition sheds some light on why we chose to work with test functions
f (x,z,q) = h(x,z) · q ∈ Fp(Ω;CN) instead of using h(x,z) directly: In the above
definition, we plug T(1−ηR)Ψ[u j] into the argument q, so h by itself is only “half” the
test function. Also, it is our aim to investigate p-growth concentrations and h only
has (p−1)-growth.
(7) For the special case p = 2 see Sections 3.3 and 3.4.
Remark 3.6. Using Parseval’s formula, we can rewrite the integral in (3.2):
∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u j] dx = ∫ΩT(1−ηR)Ψ∗[h( q,u j)] ·u j dx
=
〈
(1−ηR)Ψ∗F
[
h( q,u j)],F [u j]〉,
where Ψ∗(ξ ) := Ψ(ξ )T as usual. In the last line one of the Fourier transforms is applied
to a function in Lq with q ≤ 2 and one to a function in Lq′ with 1/q+ 1/q′ = 1 so that
q′ ≥ 2, which (unless p = 2) is only defined as a tempered distribution. The bracket 〈 q, q〉
therefore is to be understood in an appropriate distributional sense. If additionally u j ∈
(L1∩Lp)(Ω;CN) and uˆ j ∈ (L1∩Lp′)(Ω;CN) with 1/p+1/p′ = 1, we can further express
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this as ∫
Rd
(1−ηR(ξ ))Ψ∗
(
ξ
|ξ |
)
F
[
h( q,u j)](ξ ) ·F [u j](ξ ) dξ (3.5)
=
∫
Rd
∫
Ω
∫
Ω
(1−ηR(ξ ))Ψ∗
(
ξ
|ξ |
)
h(x,u j(x)) ·u j(y)e2pii(y−x)·ξ dy dx dξ . (3.6)
Proof of Theorem 3.3. We divide the proof into several steps.
Step 1. For any f ∈ Fp(Ω;CN) with f (x,z,q) = h(x,z) ·q, we have by Ho¨lder’s inequal-
ity, (2.5), and the usual Mihlin multiplier estimates, cf. (2.2), that∫ ∣∣h( q,u j) ·T(1−ηR)Ψ[u j]∣∣ dx
≤ ‖T1−ηR‖Lp→Lp · ‖TΨ‖Lp→Lp · ‖ f‖Fp · ‖(1+ |u j|)p−1‖p/(p−1) · ‖u j‖p
≤Cd,N max{p,(p−1)−1} · ‖1+ |u j|‖pp · ‖ f‖Fp · ‖Ψ‖M . (3.7)
It can be calculated that ‖T1−ηR‖Lp→Lp ≤‖T1−η‖Lp→Lp and hence this norm does not depend
on R. We will show below that η can be chosen arbitrarily without changing the definition
of MCFs, hence we can pick one and absorb ‖T1−η‖ into Cd,N .
Now take countable dense subsets { fm(x,z,q)= hm(x,z)·q}m∈N⊂Fp(Ω;CN), {Ψn}n∈N⊂
M (see the proof of Lemma 3.10 below) such that all fm,Ψn are smooth, and use a diagonal
construction to select a subsequence of (u j) (not relabeled) such that all the limits
Im,n := lim
j→∞
∫
hm( q,u j) ·TΨn [u j] dx, m,n ∈ N,
and
Hm := w-lim
j→∞
hm( q,u j) in Lp/(p−1)(Ω;CN), m ∈ N,
exist. Selecting another (not relabeled) subsequence if necessary, we may furthermore as-
sume that
u j ⇀ u in Lp(Ω;CN).
We have for every R > 0,
lim
j→∞
∫
hm( q,u j) ·T(1−ηR)Ψn [u j] dx
= lim
j→∞
∫
hm( q,u j) ·TΨn [u j] dx− limj→∞
∫
hm( q,u j) ·TηRΨn [u j] dx
= Im,n−
∫
Hm ·TηRΨn [u] dx,
where the last equality holds as TηRΨn is a compact operator by Lemma 2.3. Letting R→∞,
we get by virtue of Lemma 2.4,
lim
R→∞
lim
j→∞
∫
hm( q,u j) ·T(1−ηR)Ψn [u j] dx = Im,n−∫ Hm ·TΨn [u] dx
for any sequence R→ ∞. This shows the independence from the choice of the sequence
R→ ∞ in (A), at least for all fm⊗Ψn, the general assertion then follows by density (see
below).
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We next show that the value of the expression in (3.2) does not depend on the choice of
η . For two such choices η ,ζ we observe
lim
j→∞
∫
Ω
hm( q,u j) ·T(1−ηR)−(1−ζR)TΨ[u j] dx = ∫ΩHm ·TΨTζR−ηR [u] dx, (3.8)
since TζR−ηR is a convolution operator with a rapidly decaying function and so TζR−ηR [u j]→
TζR−ηR [u] strongly (cf. the proof of Lemma 2.3). Both η and ζ are identically 1 on the unit
ball B(0,1). Thus, ζR−ηR vanishes on the ball B(0,R) and so, the right hand side of (3.8)
tends to zero as R→ ∞ by Lemma 2.4. This establishes the second part of (A).
We can now unambiguously define for all m,n ∈ N,〈〈
fm⊗Ψn,ω
〉〉
:= lim
R→∞
lim
j→∞
∫
hm( q,u j) ·T(1−ηR)Ψn [u j] dx.
From (3.7) we now immediately see (3.3) for fm⊗Ψn. By density we can then extend
this definition to all f ⊗Ψ ∈ Fp(Ω;CN)⊗M . In particular, one can check, using an easy
Cauchy sequence argument, that the limits in the definition (3.2) exist and are independent
of the choice of η and the sequence R→ ∞. Subsequently, (B) holds for all f ⊗Ψ.
Step 2. In the following we establish the properties (i)–(v) from the definition of microlo-
cal compactness forms. Fix Ψ ∈M , set v j,R(x) := T(1−ηR)Ψ[u j](x), and define the positive
measures
µΨj,R ∈M+(Ω×CBN×CBN)
via
µΨj,R := (1+ |u j(x)|)p−1 (1+ |v j,R(x)|)L dx Ω⊗δ u j(x)
1+|u j(x)|
⊗δ v j,R(x)
1+|v j,R(x)|
.
By Ho¨lder’s inequality and a multiplier estimate similar to (3.7),
|µΨj,R|(Ω×CBN×CBN)
=
∫
Ω
(1+ |u j|)p−1(1+ |v j,R|) dx
≤
(∫
Ω
(1+ |u j|)p dx
)(p−1)/p
·
(∫
Ω
(1+ |v j,R|)p dx
)1/p
≤C‖1+ |u j|‖pp.
Thus, for all f (x,z,q) = h(x,z) ·q ∈ Fp(Ω;CN),∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u j] dx
=
∫
Ω
h( q,u j) · v j,R dx
=
∫
Ω
(1+ |u j|)p−1(Sp−1h)
(
x,
u j
1+ |u j|
)
· v j,R dx
=
∫
(Sp−1h)(x,w) · r dµΨj,R(x,w,r). (3.9)
Now fix a sequence R→ ∞ and select further subsequences such that µΨj,R ∗⇁ µΨR as j→ ∞
(for all R in the chosen sequence) and µΨR
∗
⇁ µΨ as R→ ∞, where both limits are to be
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understood in M+(Ω×CBN×CBN). Passing to the limit j→∞ and then R→∞ in the last
expression,〈〈
f ⊗Ψ,ω〉〉= ∫ (Sp−1h)(x,w) · r dµΨ(x,w,r). (3.10)
From the previous proof step, we also conclude that we in fact did not need to select any
further subsequences above.
In the following we suppress any dependence on Ψ, which for the moment we consider
as fixed. Disintegrating µ = µΨ, for instance using Theorem 2.28 in [AFP00], we infer the
existence of γ ∈M(Ω×CBN) and a family (σx,w)(x,w)∈Ω×CBN of probability measures on
CBN that is weakly* measurable with respect to γ , and is such that
µ = γ(dxdw)⊗σx,w,
i.e. ∫
Φ(x,w,r) dµ =
∫ ∫
Φ(x,w,r) dσx,w(r) dγ(x,w)
for all Φ ∈ C(Ω×CBN×CBN). Apply the disintegration theorem again to decompose
γ = κ(dx)⊗ηx(dw)
for κ ∈ M(Ω) and a family (ηx)x∈Ω of probability measures on CBN that are weakly*
measurable with respect to κ . Moreover,
κ(A) = µ(A×CBN×CBN) for all Borel sets A⊂Ω.
Taking another j-subsequence if necessary, we can define
λ := w*-lim
j→∞
(1+ |u j|)pL d Ω ∈M+(Ω).
Let A ⊂ Ω be relatively open in Ω. Then, using the same Fourier multiplier estimates as
before and standard results in measure theory, we infer
κ(A)≤ liminf
R→∞
liminf
j→∞
∫
A
(1+ |u j|)p−1(1+ |v j,R|) dx
≤ sup
j,R
‖1+ |v j,R|‖p · limsup
j→∞
(∫
A
(1+ |u j|)p dx
)(p−1)/p
≤C(sup j ‖1+ |u j|‖p) · ‖Ψ‖M ·λ (A)(p−1)/p. (3.11)
This estimate implies that κ is absolutely continuous with respect to λ (note that the Borel
sets A⊂Ω with λ (∂A\∂Ω) = 0 generate the Borel σ -algebra on Ω). Thus, by the Radon–
Nikody´m theorem there exists a density Q ∈ L1(Ω,λ ) such that
κ = Q(x)λ (dx).
Denote furthermore the Lebesgue decomposition of λ by
λ = R(x)L dx Ω+λ
s, where R ∈ L1(Ω) and λ s is singular toL d .
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Combining all the previous arguments, we have decomposed µ as follows:
µ(dxdwdr) = Q(x)λ (dx)⊗ηx(dw)⊗σx,w(dr)
= Q(x)
(
R(x)L dx Ω+λ
s(dx)
)⊗ηx(dw)⊗σx,w(dr). (3.12)
Define V ∈ L1(Ω×CBN ,γ;CN), νx ∈M(CBN ;CN) and also let ν∞x ∈M(∂CBN ;CN) be
defined through its action on C(∂CBN) as follows (using the weak* measurability):
V (x,w) :=
∫
CBN
r dσx,w(r),〈
g,νx
〉
:= Q(x)R(x)
∫
CBN
(Sp−1g) ·V (x, q) dηx, g ∈ C0(CN),〈
g∞,ν∞x
〉
:= Q(x)
∫
∂CBN
g∞ ·V (x, q) dηx, g∞ ∈ C(∂CBN).
Then employ (3.10), (3.12) and the fact that Sp−1h(x,w) = h∞(x,w) for all (x,w) ∈ Ω×
∂CBN , to infer〈〈
f ⊗Ψ,ω〉〉= ∫
Ω
∫
CBN
∫
CBN
(Sp−1h)(x,w) · r dσx,w(r) dηx(w) Q(x) dλ (x)
=
∫
Ω
Q(x)
∫
CBN
(Sp−1h)(x,w) ·V (x,w) dηx(w) dλ (x)
+
∫
Ω
Q(x)
∫
∂CBN
(Sp−1h)(x,w) ·V (x,w) dηx(w) dλ (x)
=
∫
Ω
〈
h(x, q),νx〉 dx+∫
Ω
〈
h∞(x, q),ν∞x 〉 dλ (x) (3.13)
+
∫
Ω
Q(x)
∫
CBN
(Sp−1h)(x,w) ·V (x,w) dηx(w) dλ s(x).
We will show next that in fact the last integral in (3.13) vanishes. To this aim take any
f (x,z,q) := ϕ(x)g(z) · q ∈ Fp(Ω;CN) (ϕ ∈ C(Ω), g ∈ C(CN ;CN)) with the property that
Sp−1g ∈ Cc(CBN ;CN) and hence g∞ ≡ 0. The family of functions {g(u j)} j is uniformly
bounded and thus, by virtue of Lemma 2.5, the functions
w j,R := g(u j) ·T(1−ηR)Ψ[u j]
are (1-)equiintegrable (with respect to both j and R). Hence, this family is L1-weakly
compact by the Dunford–Pettis theorem. Let w j,R ⇀ w in L1(Ω) as j → ∞ and R→ ∞
(in this order). Then,〈〈
f ⊗Ψ,ω〉〉= ∫ ϕw dx.
This has to equal the expression (3.13) for 〈〈 f ⊗Ψ,ω〉〉 and, differentiating the integral with
respect to the domain (varying ϕ), we get
Q(x)
∫
CBN
(Sp−1g)(w) ·V (x,w) dηx(w) = 0 for λ s-a.e. x ∈Ω.
Finally, varying Sp−1g over all of Cc(CBN ;CN), we may conclude
Q(x)V (x,w)(ηx CBN)(dw) = 0 for λ s-a.e. x ∈Ω,
which shows the claim.
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Step 3. We now establish that one can replace λ by λω as defined in (3.4). For this,
observe that if h(x,z) is zero on a neighborhood of z = 0, we can replace µΨj,R by
νΨj,R := |u j(x)|p−1 (1+ |v j,R(x)|)L dx Ω⊗δ u j(x)
1+|u j(x)|
⊗δ v j,R(x)
1+|v j,R(x)|
.
Analogously to (3.9), we have for all f (x,z,q) = h(x,z) ·q ∈ Fp(Ω;CN),∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u j] dx = ∫ (Sp−1h)(x,w)|w|p−1 · r dνΨj,R(x,w,r).
Now carry out the same procedure as in the first two steps of the proof; note in passing
that (3.11) still holds with λ replaced by λω . We define ν¯x, ν¯∞x in the same way as νx,ν∞x .
Transforming (Sp−1h)(x,w)/|w|p−1 via S−(p−1), we arrive at〈〈
f ⊗Ψ,ω〉〉= ∫
Ω
〈
h(x, q)(1+ | q|| q|
)p−1
, ν¯x
〉
dx+
∫
Ω
〈
h∞(x, q), ν¯∞x 〉 dλω(x)
for different (ν¯x)x, (ν¯∞x )x of course. We now compare this to (3.13) for all integrands
f (x,z,q) = ϕ(x)g∞(z)(1− ρ(z/K)) · q ∈ Fp(Ω;CN), where g∞ ∈ C(CN \ {0};CN) is pos-
itively (p− 1)-homogeneous and ρ ∈ C∞c (Rd ; [0,1]) with 1B(0,1) ≤ ρ ≤ 1B(0,2). Letting
K ↑ ∞, we get∫
Ω
〈
g∞,ν∞x
〉
dλ (x) =
∫
Ω
〈
g∞, ν¯∞x
〉
dλω(x) for all g∞ ∈ C(∂CBN).
Thus, we can just replace λ by λω and (ν∞x )x by (ν¯∞x )x in (3.13); we drop the bar in the
following.
Step 4. So far the proof has established〈〈
f ⊗Ψ,ω〉〉= ∫
Ω
〈
h(x, q),νx〉 dx+∫
Ω
〈
h∞(x, q),ν∞x 〉 dλω(x)
for all f ∈ Fp(Ω;CN) and a fixed Ψ ∈M . We now re-introduce the dependence on Ψ and
immediately observe that νx and ν∞x must depend anti-linearly on Ψ. Indeed, the left hand
side is anti-linear in Ψ by (3.2) and the measure λω does not depend on Ψ by construction.
Thus, we can in fact write〈〈
f ⊗Ψ,ω〉〉= ∫
Ω
〈
h(x, q)⊗Ψ,ωx〉 dx+∫
Ω
〈
h∞(x, q)⊗Ψ,ω∞x 〉 dλω(x),
where now for L d-a.e. fixed x ∈ Ω, ωx is an anti-linear bounded function from M to the
space of CN-valued Radon measures on CBN ; for the boundedness we also used the es-
timate (3.11), whereby Q is finite almost everywhere with respect to λω . Likewise, for
λω -a.e. x ∈ Ω, ω∞x is an anti-linear bounded function fromM into the space of CN-valued
Radon measures on the unit sphere ∂CBN . This shows properties (i)–(iii) from the defini-
tion of MCFs. Property (iv) follows by tracing the weak* measurability properties of the
disintegrated measures in the above decomposition, whereas (v) holds by construction. This
finishes the proof. 
Remark 3.7. Not every object satisfying Definition 3.1 is generated by at least one se-
quence, see Example 5.8 for a counterexample.
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We close this section by a remark about how not to define microlocal compactness forms:
Remark 3.8. Instead of (3.2), one might be tempted to define ω via
ω(ϕ,h,Ψ) := lim
R→∞
lim
j→∞
∫
T(1−ηR)Ψ
[
ϕh(u j)
]
dx,
where h is assumed to have p-growth. Unfortunately, ϕh(u j) in general is only in L1 and
T(1−ηR)Ψ is not a bounded operator from L
1 to itself; this follows from the characterization of
L1-Fourier multipliers as finite complex-valued measures (see for example Theorem 2.5.8
in [Gra08]). Thus, for a correct definition we need to weaken the concentration effects
inside of TΨ and this is exactly what is accomplished by our definition.
3.2. Elementary properties. This section collects a few elementary properties of MCFs,
which will be used countless times in the sequel. We start with the following two useful
technical lemmas:
Lemma 3.9. Let (u j) ⊂ Lp(Ω;CN) be a norm-bounded sequence that generates a p-
microlocal compactness form ω p ∈MCFp(Ω;CN), where Ω⊂Rd is bounded and 1< p<
∞. Then, for all 1 < r < p the sequence (u j) also generates an r-microlocal compactness
form ωr ∈MCFr(Ω;CN) with
(ωr)x = (ω p)x forL d-a.e. x ∈Ω and
(ωr)∞x = 0 for λωr -a.e. x ∈Ω.
Furthermore, if (u j) is norm-bounded in L∞(Ω;CN), then (ω p)x has compact support for
L d-a.e. x ∈Ω and (ω p)∞x = 0 for λω p-a.e. x ∈Ω.
Proof. Since Lp(Ω;CN) embeds into Lr(Ω;CN) on our bounded Ω, the generation of ωr
follows directly from Theorem 3.3. Let f (x,z,q) = h(x,z) ·q ∈ Fr(Ω;CN) and Ψ ∈M . Let
us denote by h(r−1)−∞(x,z) the (r−1)-recession function of h as in (2.4). Clearly, h(p−1)−∞
exists as well and is identically zero. As f ∈ Fr(Ω;CN)⊂ Fp(Ω;CN), we immediately get∫
Ω
〈
h(x, q)⊗Ψ,(ωr)x〉 dx+∫
Ω
〈
h(r−1)−∞(x, q)⊗Ψ,(ωr)∞x 〉 dλωr(x)
=
〈〈
f ⊗Ψ,ωr〉〉= 〈〈 f ⊗Ψ,ω p〉〉
=
∫
Ω
〈
h(x, q)⊗Ψ,(ω p)x〉 dx.
Varying h and Ψ, this implies the conclusions of the lemma. The additional statement is
evident from the definition since for f (x,z,q) = h(x,z) · q such that supph(x, q) ⊂⊂ CN \
RCBN , where R := sup j ‖u j‖∞, we have
〈〈
f ⊗Ψ,ω p〉〉= 0. 
Lemma 3.10. There exists a countable set { fm}m∈N ⊂ Fp(Ω;CN) with
fm(x,z,q) = ϕm(x)gm(z) ·q where ϕm ∈ C∞(Ω), gm ∈ C∞(CN ;CN),
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and a countable set {Ψn}n∈N⊂M withΨn ∈C∞(Sd−1;CN×N), such that for any two MCFs
ω1,ω2 ∈MCFp(Ω;CN),〈〈
fm⊗Ψn,ω1
〉〉
=
〈〈
fm⊗Ψn,ω2
〉〉
for all m,n ∈ N implies ω1 = ω2.
Proof. In view of the linearity and the fundamental estimate (3.3), it suffices to construct
dense subsets { fm}m∈N ⊂ Fp(Ω;CN) and {Ψn}n∈N ⊂M with the stated properties. For
the second set we may simply use a smooth dense subset of Cbd/2c+1(Sd−1;CN×N). For
the first set, we choose a countable dense subset {ϕm}m∈N ⊂ C(Ω) and a countable dense
subset {g˜m}m∈N ⊂ C(CBN ;CN) consisting only of smooth functions. Then, define gm :=
S−(p−1)g˜m and set fm(x,z,q) := ϕm(x)gm(z) ·q. 
The next result concerns the choice of “good” generating sequences:
Lemma 3.11. Let (u j) ⊂ Lp(Ω;CN) generate ω ∈MCFp(Ω;CN). Then, there exists a
sequence (v j)⊂ (Lp∩C∞c )(Ω;CN) that also generates ω .
Proof. Take countable families { fm(x,z,q) = hm(x,z) ·q}m∈N ⊂ Fp(Ω;CN) and {Ψn}n∈N ⊂
M as in Lemma 3.10. For each fixed j ∈N let (v(k)j )k ∈ (Lp∩C∞c )(Ω;CN) with v(k)j → u j in
Lp(Ω;CN) and almost everywhere as k→ ∞; this can be constructed by mollification. We
can furthermore require∣∣∣∣∫Ω hm( q,u j) ·T(1−ηR)Ψn [u j] dx−
∫
Ω
hm( q,v(n)j ) ·T(1−ηR)Ψn [v(n)j ] dx∣∣∣∣≤ 1j
whenever m,n≤ j. Indeed, the preceding expression can be estimated by∣∣∣∣∫Ω[hm( q,u j)−hm( q,v(k)j )] ·T(1−ηR)Ψn [u j]
+hm( q,v(k)j ) ·T(1−ηR)Ψn [u j− v(k)j ] dx∣∣∣∣
≤C∥∥hm( q,u j)−hm( q,v(k)j )∥∥p/(p−1)+C∥∥T(1−ηR)Ψn [u j− v(k)j ]∥∥p.
The first term goes to zero as k→ ∞ by Pratt’s Theorem since v(k)j → u j a.e. and we have
the converging p/(p− 1)-integrable majorants C(1+ |u j|+ |v(k)j |)p−1. The second expres-
sion goes to zero by a standard multiplier estimate. We conclude the proof via a standard
diagonal argument. 
Next, the Commutation Lemma 2.2 implies the following important technical result:
Lemma 3.12. Let (u j) ⊂ Lp(Ω;CN) generate ω ∈ MCFp(Ω;CN). Then, for all f ∈
Fp(Ω;CN) with f (x,z,q) = h(x,z) ·q, all Ψ ∈M , and all ϕ ∈ Cc(Rd), it holds that〈〈
ϕ f ⊗Ψ,ω〉〉= lim
R→∞
lim
j→∞
∫
Ω
ϕh( q,u j) ·T(1−ηR)Ψ[u j] dx
= lim
R→∞
lim
j→∞
∫
Ω
h( q,u j) ·T(1−ηR)Ψ[ϕu j] dx.
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Proof. It suffices to show that
lim
R→∞
lim
j→∞
∫
Ω
h( q,u j) · [ϕ(x)T(1−ηR)Ψ[u j]−T(1−ηR)Ψ[ϕu j]] dx = 0.
Without loss of generality assume that h( q,u j)⇀ H in Lp/(p−1)(Ω;CN) and that u j ⇀ u in
the space Lp(Ω;CN). This may involve taking a subsequence, but since we will prove the
convergence to zero for all such subsequences, the result then also applies to the original
sequence of j’s. So, the Commutation Lemma 2.2 (which also holds with the symbol (1−
ηR)Ψ instead of Ψ) implies
ϕT(1−ηR)Ψ[u j]−T(1−ηR)Ψ[ϕu j]
= ϕT(1−ηR)Ψ[u j−u]−T(1−ηR)Ψ[ϕ(u j−u)]
+ϕT(1−ηR)Ψ[u]−T(1−ηR)Ψ[ϕu]
→ 0+ϕT(1−ηR)Ψ[u]−T(1−ηR)Ψ[ϕu] as j→ ∞.
By Lemma 2.4, the remainder∫
H · [ϕT(1−ηR)Ψ[u]−T(1−ηR)Ψ[ϕu]] dx
converges to zero as R→ ∞. 
The last result in particular implies:
Lemma 3.13 (Locality). Let the sequences (u j),(v j) ⊂ Lp(Ω;CN) generate ω1,ω2 ∈
MCFp(Ω;CN), respectively. If u j = v j on an open subdomain D ⊂⊂ Ω then for all ϕ ∈
Cc(D), f ∈ Fp(Ω;CN), Ψ ∈M ,〈〈
ϕ f ⊗Ψ,ω1
〉〉
=
〈〈
ϕ f ⊗Ψ,ω2
〉〉
,
and we write “ω1 = ω2 on D”.
Proof. Assume without loss of generality that ϕ ≥ 0, otherwise consider separately the
regions where ϕ has one sign. Then, by the previous lemma,〈〈
ϕ f ⊗Ψ,ω1
〉〉
= lim
R→∞
lim
j→∞
∫
Ω
ϕh( q,u j) ·T(1−ηR)Ψ[u j] dx
= lim
R→∞
lim
j→∞
∫
Ω
√
ϕh( q,u j) ·T(1−ηR)Ψ[√ϕu j] dx
= lim
R→∞
lim
j→∞
∫
Ω
√
ϕh( q,v j) ·T(1−ηR)Ψ[√ϕv j] dx
= · · ·= 〈〈ϕ f ⊗Ψ,ω2〉〉,
which proves the claim. 
The following lemma will be used many times in the sequel:
Lemma 3.14. Let (u j)⊂ Lp(Ω;CN) generate ω ∈MCFp(Ω;CN) and also assume u j ⇀ u
in Lp(Ω;CN). Then, for all f ∈ Fp(Ω;CN) with f (x,z,q) = h(x,z) · q, and all Ψ ∈M , it
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holds that〈〈
f ⊗Ψ,ω〉〉= lim
j→∞
∫
Ω
h( q,u j) ·TΨ[u j−u] dx.
Proof. We have〈〈
f ⊗Ψ,ω〉〉= lim
R→∞
lim
j→∞
∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u j] dx
= lim
j→∞
∫
Ω
h( q,u j) ·TΨ[u j−u] dx
+ lim
R→∞
lim
j→∞
∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u] dx,
because TηRΨ[u j]→ TηRΨ[u] strongly in Lp(Ω;CN), see Lemma 2.3. If H ∈Lp/(p−1)(Ω;CN)
is the weak limit of h( q,u j) (up to a subsequence),
lim
R→∞
lim
j→∞
∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u] dx = limR→∞
∫
Ω
H ·T(1−ηR)Ψ[u] dx = 0,
where we also used T(1−ηR)Ψ[u]⇀ 0 for R→ ∞, see Lemma 2.4, to conclude. 
The final result in this section shows that ω = 0 is equivalent to strong convergence of
any generating sequence, which expresses that the MCF quantifies the difference between
weak and strong convergence.
Lemma 3.15. Let (u j) ⊂ Lp(Ω;CN) generate ω ∈ MCFp(Ω;CN) and also u j ⇀ u in
Lp(Ω;CN). Then u j→ u strongly if and only if ω = 0
Proof. Let f ∈ Fp(Ω;CN) and Ψ ∈M . If u j → u strongly in Lp(Ω;CN), then by the
preceding lemma,〈〈
f ⊗Ψ,ω〉〉= lim
j→∞
∫
Ω
h( q,u j) ·TΨ[u j−u] dx = 0.
Now assume ω = 0. According to Proposition 4.5 in Section 4.2 below we have that (u j)
is p-equiintegrable. Define uR := 1{|u|<R} u and set
fR(x,z,q) := |z−uR(x)|p−2(z−uR(x)) ·q.
Further, by Lemma 3.14 and the extended representation result stated in Proposition 3.16 in
the next section,
0 =
〈〈
fR⊗ I,ω
〉〉
= limsup
j→∞
∫
Ω
|u j−uR|p−2 (u j−uR) · (u j−u) dx
= limsup
j→∞
‖u j−uR‖pLp({|u|<R})+o(1/R),
where o(1/R) is a term that vanishes as R ↑ ∞; this comes from the p-equiintegrability of
(u j)whereby the integrand in the first line is also equiintegrable and |{|u| ≥R}| ↓ 0 as R ↑∞.
Thus, using the equiintegrability again, lim j→∞ ‖u j−u‖pp = 0. 
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3.3. Extended representation, bilinear forms and compound symbols. In this section
we show how MCFs allow us to represent limits for a wider class of integrands, consider
MCFs as bilinear forms, and we also briefly touch on the complicated topic of “compound”
symbols, i.e. symbols that cannot be written as a tensor product f ⊗Ψ.
We first define the set of representation integrands
R(Ω;CN) :=
{
f : Ω×CN×CN → C : f (x,z,q) = h(x,z) ·q and
h Carathe´odory with at most (p−1)-growth at infinity
and h∞ ∈ C(Ω×CN ;CN) exists in the sense of (2.4) }.
In this context recall that a function h : Ω×CN → C is Carathe´odory if h( q,z) is L d-
measurable for all fixed z ∈ CN and h(z, q) is continuous for all fixed x ∈ Ω. The main
result for this class of integrands is that even if only f ∈ R(Ω;CN), the representation of
limits via the MCF still holds:
Proposition 3.16. Let (u j) ⊂ Lp(Ω;CN) generate ω ∈ MCFp(Ω;CN). Then, also for
f ∈ R(Ω;CN) and Ψ ∈M it holds that
lim
R→∞
lim
j→∞
∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u j] dx
=
〈〈
f ⊗Ψ,ω〉〉
=
∫
Ω
〈
h(x, q)⊗Ψ,ωx〉 dx+∫
Ω
〈
h∞(x, q)⊗Ψ,ω∞x 〉 dλω(x).
Proof. The fact that the expression on the right hand side is well-defined and equals the
left hand side can be proved by a strategy similar to the one employed in the proof of the
corresponding result for generalized Young measures, see Proposition 2 in [KR10]. 
Next, we investigate how an MCF can be considered a bilinear form: We start with the
Hilbert space case p = 2, where the strongest assertions can be made (as is to be expected):
Since all L∞-functions give rise to a bounded L2-Fourier multiplier, we get the following
improved basic estimate (cf. (3.3)):∣∣〈〈 f ⊗Ψ,ω〉〉∣∣≤C(sup j ‖1+ |u j|‖22) · ‖ f‖F2 · ‖Ψ‖∞
and we can allow Ψ ∈ C(Sd−1;CN×N). This shows that ω can be seen as a bilinear form
(see (2.6) for the definition of Eh)
ω : C(Ω×σCN ;CN)×C(Sd−1;CN×N)→ C,
ω(Eh,Ψ) :=
〈〈
f ⊗Ψ,ω〉〉.
Note that we cannot allowΨ∈ L∞(Sd−1;CN×N) because there is no countable dense subset,
which we need to construct a generic limit for all Ψ.
By a similar argument for p > 2 and using the embedding Lp(Ω;CN) ↪→ L2(Ω;CN) for
bounded Ω, we can furthermore consider ω as a bilinear form
ω : X p×C(Sd−1;CN×N)→ C,
MICROLOCAL COMPACTNESS FORMS 23
where
X p :=
{
Eh ∈ C(Ω×σCN ;CN) : |Eh(x,z)| ≤C(1+ |z|)(2−p)/2, C > 0
}
.
Note that here we need (p/2)-growth of h, translating into the above condition on Eh, in
order for the integral in the definition of the MCF ω to be bounded.
For p< 2, however, more regularity in Ψ beyond mere continuity seems to be necessary.
We now turn to the question of “compound” symbols. Let f ∈Fp(Ω;CN)with f (x,z,q)=
h(x,z) · q. For a sequence (u j) ⊂ (L1 ∩ Lp)(Ω;CN) with the property that additionally
uˆ j ∈ (L1∩Lp′)(Ω;CN) for all j ∈ N (1/p+1/p′ = 1), we can write〈〈
f ⊗Ψ,ω〉〉= lim
R→∞
lim
j→∞
∫
Ω
h( q,u j) ·T(1−ηR)Ψ[u j] dx
= lim
R→∞
lim
j→∞
∫
Rd
∫
Ω
∫
Ω
(1−ηR(ξ ))Ψ∗
(
ξ
|ξ |
)
h(x,u j(x)) ·u j(y)e2pii(y−x)·ξ dy dx dξ ,
see (3.6). One can therefore consider
Ψ∗
(
ξ
|ξ |
)
h(x,z) ·q
to be the “symbol” of the above double Fourier integral (similarly to the theory of pseudo-
differential operators).
We can thus extend the class of admissible “symbols” f ⊗Ψ to all F = F(x,z,q,ξ ) of
the form
F(x,z,q,ξ ) =Ψ∗
(
x,
ξ
|ξ |
)
h(x,z) ·q
for h : Ω×CN → CN a Carathe´odory function and Ψ ∈ C(Ω;M ) such that
Ψ∗
(
x,
ξ
|ξ |
)
h∞(x,z) ·q
is continuous. We call these symbols F compound symbols and define〈〈
F,ω
〉〉
:=
∫
Ω
〈
h(x, q)⊗Ψ(x, q),ωx〉 dx+∫
Ω
〈
h∞(x, q)⊗Ψ(x, q),ω∞x 〉 dλω(x).
The question whether one can define ω for even more general compound symbols de-
pending on x, z, and ξ/|ξ |, and how much smoothness is minimally necessary, is rather
intricate. In this context it is well known that for symbols of pseudo-differential operators
some smoothness is indispensable, even for (L2 → L2)-boundedness; a classical example
for this can be found in Chapter VII of [Ste93]. This necessary regularity also persists
for the subclass of symbols that are positively 0-homogeneous in ξ , see Theorem 3 and
Proposition 1 of [Ste10].
A first, rather abstract, approach to such compound symbols in x,z,ξ/|ξ | is through
the theory of tensor products of Banach spaces, see for example [Rya02] or Chapter VIII
of [DU77]. As it turns out there are many ways to define the tensor product of two Banach
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spaces X ,Y . For our purposes the most relevant is the projective tensor product X ⊗pi Y ,
which is the completion of X⊗Y with respect to the projective crossnorm
‖x‖pi := inf
{ n
∑
i=1
‖xi‖‖yi‖ : x = ∑ni=1 xi⊗ yi
}
.
With this largest reasonable crossnorm, X⊗pi Y is the smallest tensor product completion of
X ⊗Y that yields a Banach space structure. The projective tensor product X ⊗pi Y has the
special property that its dual (X ⊗pi Y )∗ is simply the space of bounded bilinear forms on
X×Y and therefore is ideally suited to our purposes.
In our concrete situation, we have X = C(CN ;CN), Y =M (we use Ψ instead of Ψ
because of the anti-linearity), and
ωx ∈ (C(CN ;CN)⊗piM )∗ forL d-almost every x ∈Ω,
ω∞x ∈ (C(∂CBN ;CN)⊗piM )∗ for λω -almost every x ∈Ω.
If it is at all possible to define the pairing between ω ∈MCFp(Ω;CN) and a compound
symbol
F(x,z,q,ξ ) = K(x,z,ξ ) ·q ∈ C(Ω×CN×CN×Sd−1;C),
for which Sp−1K ∈C(Ω×CBN×CN×Sd−1;C), then, for reasons of consistency (cf. (3.1)),
this pairing must be〈〈
F,ω
〉〉
=
∫
Ω
ωx
(
K(x, q, q)) dx+∫
Ω
ωx
(
K∞(x, q, q)) dλω(x),
where K∞ is again the (p−1)-recession function, defined just like in (2.4). Then, the above
discussion shows that F is an admissible symbol if
Sp−1K(x, q, q) ∈ C(CBN ;CN)⊗piM for (L d +λω)-a.e. x ∈Ω.
Finally, we show how an MCF ω ∈MCFp(Ω;CN) can be considered as a distribution,
and this will give a second way to treat compound symbols in x,z,ξ/|ξ |. Recall the defini-
tion of the sphere compactification σCN of CN in Section 2.2 and that of Eh in (2.6), and
for the moment consider ω as a bilinear form taking as its arguments Eh∈C(Ω×σCN ;CN)
and Ψ ∈M . Of course, we may restrict to the subspace of such Eh with infinitely many
derivatives and then we can consider ω as a bilinear form
ω : C∞(Ω×σCN ;CN)×C∞(Sd−1;CN×N)→ C,
ω(Eh,Ψ) :=
〈〈
f ⊗Ψ,ω〉〉.
Here, Eh∈C∞(Ω×σCN ;CN)means that Sp−1h∈C∞(Ω×CBN ;CN), with one-sided deriva-
tives on ∂CBN . In view of the Schwartz kernel theorem, see for instance Chapter V
in [Ho¨r90] or Section 4.6 in [Tay11b], we infer that ω extends to a (complex-valued) distri-
bution
ω˜ ∈ C∞(Ω×σCN×Sd−1;CN×CN×N)∗.
Using the distribution ω˜ , we can “extend” the representation to the symbol class C∞(Ω×
σCN×Sd−1;CN×CN×N). This approach, however, has a significant drawback, namely that
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now some x-regularity is genuinely needed (as can be seen from the proofs of the Schwartz
kernel theorem), so the interpretation of the duality pairing between a symbol and an MCF
is less clear.
3.4. Relationship with Young measures and H-measures. We noted in the introduction
that the microlocal compactness form generated by a sequence contains (essentially) all
the information of the Young measure and the H-measure (or microlocal defect measure).
In this section, we make these statements precise and give more or less explicit ways of
extracting the Young measure and H-measure. In the following, Ω is always a bounded
Lipschitz domain.
Tartar’s H-measure [Tar90] (also see [Tar09] for variants and historical information) or
Ge´rard’s microlocal defect measure [Ge´r91] generated by a sequence (u j) ⊂ L2(Ω;CN)
with u j ⇀ 0 is the matrix-valued measure µ = (µkl ) ∈M(Ω×Sd−1;CN×N), where like for
ordinary matrices k and l denote the row and column index, respectively, defined via∫
ϕ⊗ψ dµkl := limj→∞
∫
Ω
F [ϕ1ukj](ξ ) ·F [ϕ2ulj](ξ ) ·ψ
(
ξ
|ξ |
)
dξ
for all ϕ = ϕ1ϕ2 with ϕ1,ϕ2 ∈ C(Ω), all ψ ∈ C(Sd−1;C), and all k, l = 1, . . . ,N.
The fact that the H-measure is completely contained in the microlocal compactness form
is essentially a triviality and follows directly from the definition by restricting to test func-
tions of the form f (x,z,q) = ϕ1(x)ϕ2(x)z · q, taking into account Remark 3.6, in particu-
lar (3.5), and Lemma 3.14. Thus, for Ψ = (Ψkl ) ∈M (or only Ψ ∈ C(Sd−1;CN), see the
previous section) we get∫
ϕ⊗Ψ dµ =∑
k,l
∫
ϕΨkl dµ
k
l
= lim
j→∞∑k,l
∫
Ω
F [ϕ1ukj](ξ ) ·F [ϕ2ulj](ξ ) ·Ψkl
(
ξ
|ξ |
)
dξ
= lim
j→∞
∫
Ω
F [ϕ1u j](ξ ) ·Ψ
(
ξ
|ξ |
)
F [ϕ2u j](ξ ) dξ
=
〈〈
ϕ⊗Ψ,ω〉〉,
where ω ∈MCF2(Ω;CN×N) is the MCF generated by (u j).
In the same vein, we can also write for f (x,z,q) = h(x,z) ·q∈ F2(Ω;C) and ψ ∈C(Sd−1)
(for notational simplicity we only consider the case N = 1)〈〈
f ⊗ψ,ω〉〉= ∫ ψ dγ12 ,
where γ = (γ ij) (i, j = 1,2) now is the H-measure associated with (a subsequence of) the
sequence (h( q,u j),u j) j.
For the correspondence of the MCF with the (generalized) Young measure, let us first re-
call some basic facts and fix notation, see [DM87,AB97,KR97,Syc00,KR10,Rin12,Rin14]
for details: The (generalized) Young measure ν = (νx,λν ,ν∞x ) ∈ Yp(Ω;CN) consists
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of the oscillation measure (νx)x∈Ω ⊂ M1(CN), which is a parametrized (and weakly*-
measurable) family of probability measures onCN , the concentration measure λν ∈M(Ω),
and the concentration-angle measure (νx)x∈Ω ⊂M1(∂CBN), which is a λν -weakly* mea-
surable family of probability measures on the unit sphere ∂CBN of CN . If the Young mea-
sure ν is generated by a sequence (u j) ⊂ Lp(Ω;CN), then we have the representation of
limits (cf. Theorem 7 in [KR10], and [KR97] for the case p > 1)
lim
j→∞
∫
Ω
F( q,u j) dx = 〈〈F,ν〉〉
=
∫
Ω
∫
F(x, q) dνx dx+∫
Ω
∫
F∞(x, q) dν∞x dλν(x)
for all F ∈ C(Ω×CN) with the property that (cf. (2.3))
SpF ∈ C(Ω×CBN),
whereby F∞ is well-defined in the sense
F∞(x,z) := lim
x′→x
z′→z
t→∞
F(x′, tz′)
t p
, x ∈Ω, z ∈ CN .
The classical Young measure is just the oscillation part (νx)x of the generalized Young mea-
sure; in this case the limit representation above only holds if F( q,u j) is an equiintegrable
sequence (in this case λν = 0). The fact that the (generalized) Young measure can be com-
puted from the MCF is contained in the following proposition.
Proposition 3.17. Let (u j) ⊂ Lp(Ω;CN) generate the microlocal compactness form ω ∈
MCFp(Ω;CN) and also the (generalized) Young measure ν ∈ Y(Ω;CN). Assume further
that u j ⇀ u. Then, the knowledge of ω and u completely determines ν .
Remark 3.18. The fact that besides ω we also need to know u(x) =
∫
z dνx(z) (x ∈ Ω)
is owed to the definition of MCFs being tailored to quantify the difference between weak
and strong convergence (or compactness). For instance, any strongly converging sequence
generates the zero MCF, but obviously in general not the same Young measure.
Proof. As recalled before, the generalized Young measure ν allows us to compute the limits〈〈
F,ν
〉〉
= lim
j→∞
∫
Ω
F( q,u j) dx
for all integrands F as above. It is well known in Young measure theory that all these
limits together also determine ν (for the classical Young measure we only need to test with
F ∈ Cc(Ω×CN ;C), so that (F( q,u j)) is an equiintegrable sequence). We need to show that
all these limits can be expressed through ω and u.
Let ε > 0 and take a cut-off function ρε ∈ C∞c (CN) such that
ρε ≡ 1 on B(0,ε), suppρε ⊂ B(0,2ε),
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Write
F(x,z) = ρε(z−u(x))F(x,z)
+
[(
1−ρε(z−u(x))
)
F(x,z)
z−u(x)
|z−u(x)|2
]
· (z−u(x))
=: Gε(x,z)+hε(x,z) · (z−u(x)).
Then, fε(x,z) := hε(x,z) ·q ∈ Rp(Ω;CN) and〈〈
F,ν
〉〉
= lim
j→∞
∫
Ω
Gε( q,u j) dx+ lim
j→∞
∫
Ω
hε( q,u j) · (u j−u) dx. (3.14)
By Proposition 3.16 in conjunction with Lemma 3.14, we can express the second limit
through ω as follows:
lim
j→∞
∫
Ω
hε( q,u j) · (u j−u) dx = 〈〈 fε ⊗ I,ω〉〉.
For the first limit in (3.14) we get, exploiting the continuity of F in its second argument,
lim
j→∞
∫
Ω
Gε( q,u j) dx = lim
j→∞
∫
Ω
ρε(u j−u)F( q,u) dx+O(ε)
=
∫
Ω
F( q,u) dx− lim
j→∞
∫
Ω
(
1−ρε(u j−u)
)
F( q,u) dx
+O(ε)
=:
∫
Ω
F( q,u) dx− lim
j→∞
J( j,ε)+O(ε).
For the second term we have, using Proposition 3.16 again,
lim
j→∞
J( j,ε) = lim
j→∞
∫
Ω
[(
1−ρε(u j−u)
)
F( q,u) u j−u|u j−u|2
]
· (u j−u) dx
=: lim
j→∞
∫
Ω
kε( q,u j) · (u j−u) dx
=
〈〈
gε ⊗ I,ω
〉〉
,
where kε ∈ Rp(Ω;CN) and gε(x,z,q) := kε(x,z) ·q. Consequently,〈〈
F,ν
〉〉
=
∫
Ω
F( q,u) dx−〈〈gε ⊗ I,ω〉〉+〈〈 fε ⊗ I,ω〉〉+O(ε).
Let now (u j),(v j)⊂Lp(Ω;CN)with u j ⇀ u and v j ⇀ u both generateω ∈MCFp(Ω;CN)
and the Young measures ν1,ν2 ∈Yp(Ω;CN). Then, the previous arguments show
〈〈
F,ν1
〉〉−〈〈
F,ν2
〉〉
= O(ε) for all ε > 0. Thus, ν1 = ν2. 
4. OSCILLATIONS AND CONCENTRATIONS
This section considers a few standard examples and showcases techniques to explicitly
calculate the generated microlocal compactness forms. We also introduce a shorthand no-
tation for the action of MCFs.
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4.1. Oscillations. Consider the prototypical oscillating sequence
u j(x) = A1(0,θ)( jx ·n0−b jx ·n0c)+B1(θ ,1)( jx ·n0−b jx ·n0c), x ∈Ω, (4.1)
where A,B ∈ CN , n0 ∈ Sd−1, 1(0,θ) is the indicator function of the interval (0,θ), and bsc
denotes the largest integer below s ∈ R. Intuitively, this sequence oscillates between the
values A and B, with volume fractions θ and 1−θ , respectively, and in direction n0. The
following general principle about oscillations shows that all of these facts can be recovered
from the MCF generated by the sequence (u j):
Lemma 4.1 (Oscillations). Let w ∈ L∞(R;CN) be 1-periodic (the “profile function”)
and assume that w j(s) := w( js) (s ∈ R) generates the homogeneous Young measure ν ∈
M1(CN). Then, the simple oscillation in direction n0 ∈ Sd−1,
u j(x) := w( jx ·n0), x ∈Ω, (4.2)
generates the microlocal compactness form
ω =L d Ω⊗ [(z−Z0)ν(dz)]⊗δ±n0 ∈MCF2(Ω;CN),
where Z0 := −
∫ 1
0 w ds is the average of w over one period cell and δ±n0 := δ−n0 +δ+n0 . This
notation means that for all f ∈ F2(Ω;CN), Ψ ∈M ,〈〈
f ⊗Ψ,ω〉〉= ∫
Ω
∫
h(x,z) · [Ψ(+n0)+Ψ(−n0)](z−Z0) dν(z) dx.
Of course, the exponent p = 2 here is chosen arbitrarily and can be replaced by any
p ∈ (1,∞). We also remark that the notation δ±n0 indicates that the action of our MCF on
Ψ is anti-linear (as opposed to a Dirac measure which would be linear).
Proof. Since all statements are of a local nature (and we will indeed localize using a com-
pactly supported cut-off function ϕ), we assume without loss of generality that Ω= Rd . In
general we are thus neglecting effects at the boundary ∂Ω, but it can be seen easily that the
sequence (u j) does not concentrate at all (λω = 0), whence this is of no concern.
Take any f (x,z,q) = ϕ(x)g(z) · q ∈ Fp(Rd ;CN) with ϕ ∈ C∞c (Rd), g ∈ C(CN ;CN) and
Ψ ∈M from the collection exhibited in Lemma 3.10. It suffices to show the assertion for
such f , Ψ. For α > 0 define the cones (see Figure 1)
K±(α) :=
{
x ∈ Rd : |x− (x ·n0)n0| ≤ α|x ·n0| and x ·n0 ≷ 0
}
.
Now, for ε > 0 arbitrary, choose α > 0 so small that
|Ψ(ξ )−Ψ(±n0)|< ε for all ξ ∈ K±(2α)∩Sd−1. (4.3)
Next, take smooth cut-off functions ρ± ∈ C∞(Sd−1) with ρ±(ξ ) = 1 for ξ ∈ K±(α)∩Sd−1,
suppρ± ⊂ K±(2α)∩Sd−1. It always holds that suppρ+∩ suppρ− = /0.
We will now prove the relations〈〈
ϕg⊗ρ±Ψ,ω
〉〉
= lim
j→∞
∫
Rd
ϕg(u j) ·Ψ(±n0)(u j−Z0) dx, (4.4)〈〈
ϕg⊗ (1−ρ+−ρ−)Ψ,ω
〉〉
= 0 (4.5)
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suppζ ⊂
B(0,R) K+(α)
K−(α)
n0
{ξ : dist(ξ ,Rn0)< T}
F [ϕ2u j]
FIGURE 1. Construction in the proof of Lemma 4.1.
for all ϕ = ϕ1ϕ2 with ϕ1,ϕ2 ∈S (Rd) such that the Fourier transforms ϕˆ1, ϕˆ2 have compact
support. An approximation argument then yields these relations for our original ϕ ∈C∞c (Rd)
as well.
We first prove (4.5). By Lemma 3.12 and Parseval’s relation we have
〈〈
ϕg⊗ (1−ρ+−ρ−)Ψ,ω
〉〉
= lim
R→∞
lim
j→∞
∫
Rd
Ψ∗
(
ξ
|ξ |
)
F
[
ϕ1g(u j)
]
(ξ ) ·F [ϕ2u j](ξ ) ·ζR(ξ ) dx,
where
ζR(ξ ) = (1−ηR(ξ ))(1−ρ+−ρ−)
(
ξ
|ξ |
)
.
The remarks in Section 2.3 about Fourier transforms of standing waves entail that uˆ j (a
tempered distribution) has support in the line Rn0. Hence, F [ϕ2u j] = ϕˆ2 ?F [u j] is a C∞-
function with support in a tubular neighborhood {ξ : dist(ξ ,Rn0) < T} of the line Rn0
(0 < T < ∞). The function ζ has support in the set
(
K+(α)∪K−(α)∪B(0,R)
)c
,
see Figure 1. Elementary geometry yields that for ξ ∈ suppζ it holds that dist(ξ ,Rn0) ≥
C(α)R (in fact, C(α) = (1−α−2)−1/2). Hence we may assume that R is so large that suppζ
does not meet suppF [ϕ2u j] for any j. Thus, (4.5) holds.
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For (4.4) use similar arguments as before to see that〈〈
ϕg⊗ρ±Ψ,ω
〉〉
= lim
R→∞
lim
j→∞
∫
Rd
F
[
ϕ1g(u j)
]
(ξ ) ·Ψ
(
ξ
|ξ |
)
F [ϕ2u j](ξ ) ·ρ±
(
ξ
|ξ |
)
(1−ηR(ξ )) dξ
= lim
R→∞
lim
j→∞
∫
Rd
F
[
ϕ1g(u j)
]
(ξ ) ·Ψ(±n0)F [ϕ2u j](ξ ) ·ρ±
(
ξ
|ξ |
)
(1−ηR(ξ )) dξ
+
〈〈
ϕg⊗ρ± · (Ψ( q)−Ψ(±n0)),ω〉〉
and the last error term is of order O(ε) by (4.3). A geometric argument analogous to the one
employed for establishing (4.5) shows that for j sufficiently large, the support ofF [ϕ2u j] is
contained in K±(α) and hence the factor ρ±(ξ/|ξ |) in the last integral is equal to 1. Finally,
apply Parseval’s relation and Lemma 3.12 again to get〈〈
ϕg⊗ρ±Ψ,ω
〉〉
= lim
R→∞
lim
j→∞
∫
Rd
ϕg(u j) ·T(1−ηR)Ψ(±n0)[u j] dx+O(ε).
An application of Lemma 3.14 and letting ε → 0 then yields (4.4).
Employing (4.4), (4.5), we have shown〈〈
ϕg⊗Ψ,ω〉〉= lim
j→∞
∫
Rd
ϕg(u j) · [Ψ(+n0)+Ψ(−n0)](u j−Z0) dx
=
∫
Rd
∫
ϕg(z) · [Ψ(+n0)+Ψ(−n0)](z−Z0) dν(z) dx,
where the last equality follows from the usual Young measure theory, see Section 3.4. 
We can now compute the MCF generated by the example sequence at the beginning of
this section. We stress that both the value distribution and the direction of the oscillation
are reflected in the generated MCF.
Example 4.2. Let u j be as in (4.1). By the preceding Oscillation Lemma the sequence
(u j) generates the MCF
ω =L d Ω⊗ [θ(A−M)δA+(1−θ)(B−M)δB]⊗δ±n0 ∈ MCF2(Ω;CN),
where M := θA+(1−θ)B.
For first-order laminates as in the last example, we always encounter a characteristic
component of the form θ(A−M)δA + (1− θ)(B−M)δB. For higher-order laminates or
general nested microstructures, this becomes more complicated. The MCF corresponding
to a second-order laminate is computed later in Example 6.3 using Proposition 6.2, which
investigates higher-order laminations. We will see then that the MCF also reflects the hier-
archy of laminations at different scales.
Remark 4.3. One can extend Lemma 4.1 to 1-periodic profile functions w ∈ Lp(R;CN)
(possibly unbounded). The result, with the space MCF2 replaced by MCFp, and the proof
remain largely the same except for the following two modifications: Parseval’s theorem
only holds if we assume that all u j are of class C∞c , see Lemma 3.11. Also, to make the
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usual Young measure theory applicable one needs to use the fact that the family (u j) as
defined in (4.2) is equiintegrable.
4.2. Concentrations. Besides oscillations, MCFs also represent concentration phenom-
ena. The following is a simple example:
Example 4.4. Let w ∈ Lp(Rd) have compact support and satisfy w≥ 0. Further, let Z0 ∈
CN with |Z0|= 1. Define
u j(x) := Z0 jd/pw( jx), x ∈ Rd .
Then, (u j) generates the MCF
ω = δ0⊗Z0δ∞Z0⊗ µ¯ ∈ MCFp(Rd ;CN),
where µ¯ is the surface measure (acting on Ψ)
µ¯ =
(∫ ∞
0
F
[|w|p−1](tη) wˆ(tη) td−1 dt)(H d−1 Sd−1)(dη). (4.6)
The above expression for ω is a shorthand notation for the MCF that acts on f (x,z,q) =
h(x,z) ·q ∈ Fp(Ω;CN), Ψ ∈M , as
〈〈
f ⊗Ψ,ω〉〉= h∞(0,Z0) ·∫
Sd−1
Ψ(ξ )Z0 dµ¯(ξ ).
We only sketch the proof: Let f ,Ψ be as before and consider
J j,R :=
∫
h( q,u j) ·T(1−ηR)Ψ[u j] dx
=
∫
h
(
x,Z0 jd/pw( jx)
) ·T(1−ηR)Ψ[Z0 jd/pw( jx′)](x) dx
≈
∫
h
(
0,Z0 jd/pw( jx)
) ·T(1−ηR)Ψ[Z0 jd/pw( jx′)](x) dx
for j large, where “≈” means that the error vanishes as j → ∞, R→ ∞. Here we used
the fact that the support of w( jx) shrinks to zero. Then, we employ T(1−ηR)Ψ[w( jx
′)](x) =
T(1−ηR/ j)Ψ[w]( jx) to calculate further
J j,R ≈
∫ h(0,Z0 jd/pw)
jd(p−1)/p
·T(1−ηR/ j)Ψ[Z0w] dy
≈
∫
h∞(0,Z0)|w|p−1 ·T(1−ηR/ j)Ψ[Z0w] dy.
For the last expression we used that
j−d(p−1)/ph(0,Z0 jd/pw(y))→ h∞(0,Z0)|w(y)|p−1
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for almost every y and then in Lp/(p−1) since we have a uniform Lp/(p−1)-majorant. Finally,
use Parseval’s formula to conclude〈〈
f ⊗Ψ,ω〉〉= lim
R→∞
lim
j→∞
J j,R
= h∞(0,Z0) ·
∫
|w|p−1 ·TΨ[Z0w] dy
= h∞(0,Z0) ·
∫
F [|w|p−1](ξ ) ·Ψ(ξ )Z0wˆ(ξ ) dξ
= h∞(0,Z0) ·
∫
F
[|w|p−1](ξ ) wˆ(ξ ) ·Ψ(ξ )Z0 dξ .
Transforming to polar coordinates, we arrive at (4.6).
We also prove the following interesting converse to Lemma 3.9:
Proposition 4.5 (Equiintegrability). Let (u j)⊂ Lp(Ω;CN) generate ω ∈MCFp(Ω;CN).
Then, the following are equivalent:
(i) (u j) is p-equiintegrable.
(ii)
〈|z|p−2z⊗ I,ω∞x 〉= 0 for λω -a.e. x ∈Ω.
(iii) ω∞x = 0 for λω -a.e. x ∈Ω.
Proof. We first show (i)⇔ (ii). Let K > 0, set
g(t) :=

0 if 0 < t < 12 ,
2t−1 if 12 ≤ t ≤ 1,
1 if t > 1,
gK(t) := g
(
t
K
)
, t ≥ 0,
and observe g2K ≤ 1[K,∞) ≤ gK . Then define fK(x,z,q) = hK(x,z) ·q ∈ Fp(Ω;CN) through
hK(x,z) := ϕ(x)gK(|z|) · |z|p−2z,
where ϕ ∈ C∞(Ω), and for which we may compute h∞K(x,z) = ϕ(x)|z|p−2z.
Using Lemma 3.14 we have〈〈
f2K⊗ I,ω
〉〉
= lim
j→∞
∫
Ω
h2K( q,u j) · (u j−u) dx
≤ limsup
j→∞
∫
Ω∩{|u j|≥K}
ϕ |u j|p dx
− lim
j→∞
∫
Ω
ϕ g2K(|u j|) · |u j|p−2u j ·u dx.
We claim that
lim
K↑∞
limsup
j→∞
∫
Ω
g2K(|u j|) · |u j|p−2u j ·u dx = 0. (4.7)
This is equivalent to the equiintegrability of the functions (|u j|p−1 · |u|) j, which can be seen
as follows: (|u j|p−1) j is uniformly bounded in Lp/(p−1)(Ω), thus, up to a subsequence,
|u j|p−1 ⇀U ∈ Lp/(p−1)(Ω). In particular, |u j|p−1 · |u|⇀U · |u| weakly in L1(Ω). Hence,
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(|u j|p−1 · |u|) j is weakly relatively compact in L1(Ω) and consequently, the Dunford–Pettis
criterion implies that this sequence is equiintegrable and (4.7) holds.
Thus, using an analogous argument for the upper bound, we arrive at〈〈
f2K⊗ I,ω
〉〉≤ limsup
j→∞
∫
Ω∩{|u j|≥K}
ϕ |u j|p dx≤
〈〈
fK⊗ I,ω
〉〉
and together with
lim
K↑∞
〈〈
fK⊗ I,ω
〉〉
= lim
K↑∞
∫
Ω
ϕ(x)
〈
gK(|z|) · |z|p−2z⊗ I,ωx
〉
dx
+
∫
Ω
ϕ(x)
〈|z|p−2z⊗ I,ω∞x 〉 dλω(x)
= 0+
∫
Ω
ϕ(x)
〈|z|p−2z⊗ I,ω∞x 〉 dλω(x)
the equivalence of (i) and (ii) follows.
Since (iii) clearly implies (ii), it remains to show (i) ⇒ (iii). For this, let f (x,z,q) =
h(x,z) ·q ∈ Fp(Ω;CN) and by the p-equiintegrability of (u j) take K > 0 so large that
sup j
∫
{|u j|≥K}
|h(x,u j(x))|p/(p−1) dx≤ ε
Thus, if we define
f2K(x,z,q) := h2K(x,z) ·q, where h2K(x,z) := (1−g2K(|z|))h(x,z)
with g2K defined as before, then〈〈
f ⊗Ψ,ω〉〉= 〈〈 f2K⊗Ψ,ω〉〉+O(ε)
and letting K ↑ ∞ while employing h∞2K ≡ 0, we arrive at∫
Ω
ϕ(x)
〈
h∞(x, q)⊗Ψ,ω∞x 〉 dλω(x) = 0.
Varying h and Ψ, the sought implication follows. 
5. DIFFERENTIAL CONSTRAINTS AND COMPENSATED COMPACTNESS
In this section we investigate how differential constraints on the generating sequence are
reflected in the corresponding microlocal compactness form.
5.1. Differential constraints. We mostly work in the full-space case Ω = Rd , which will
suffice for our later aims (but see Remark 5.2 below for the case Ω 6= Rd).
We let (I − ∆)s/2 and (−∆)s/2 be the Fourier multiplier operators with symbols (1+
4pi2|ξ |2)s/2 and (2pi|ξ |)s, respectively. Then, Ws,p(Rd ;CN) is the space of all distributions
v in Rd such that (I−∆)s/2v ∈ Lp(Rd ;CN); as norm we use ‖v‖s,p := ‖(I−∆)s/2v‖p. In
turn, W−s,p(Rd ;CN) is defined to be the dual space to Ws,p′(Rd ;CN), where 1/p+1/p′= 1.
Let A be a linear constant-coefficient partial differential operator of order s ∈ N,
A = ∑
|α|=s
A(α)∂α , A(α) ∈ Rl×N , α ∈ Nd0 with |α|= |α1|+ . . .+ |αd |= s,
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where we have employed the usual multi-index notation. A function u ∈ Lp(Rd ;CN) with
A u = 0 in the W−1,p-sense, that is
∫
u ·A ∗ϕ dx = 0 for all ϕ ∈ W1,p′(Rd ;CN), where
1/p+ 1/p′ = 1 and A ∗ = ∑|α|=s[A(α)]∗∂α , is called A -free. The operator A has the
symbol
A(ξ ) := ∑
|α|=s
A(α)(2piiξ )α ∈ Cl×N , ξ ∈ Rd .
Moreover, we define the bounded symbolAb and the homogeneous symbolA0 as follows:
Ab(ξ ) :=
1
(1+4pi2|ξ |2)s/2 ∑|α|=s
A(α)(2piiξ )α ,
A0(ξ ) :=
1
(2pi|ξ |)s ∑|α|=s
A(α)(2piiξ )α .
The corresponding operatorsAb := TAb andA0 := TA0 are bounded from L
p to itself by the
usual multiplier theorems and we have the identities
A =Ab ◦ (I−∆)s/2 =A0 ◦ (−∆)s/2,
which we will use to factor A into an Lp-bounded and a differential part. As an example,
consider the operator A = −∂/∂x j; then A0 is the jth Riesz transform, i.e. the multiplier
operator with symbol −iξ j/|ξ |, cf. Section 4.1.4 in [Gra08].
We will sometimes assume the following constant-rank property on A , which was
introduced by Murat [Mur81] (also see [FM99]):
rankkerA(ξ ) = const for all ξ ∈ Sd−1. (5.1)
It is well-known that many useful operators satisfy this constant-rank property, among them
div, curl, the static Maxwell operator A =
(
div div
0 curl
)
, and the operator corresponding to the
constraints ∂1u1+∂2u2 = 0, ∂1u3+∂2u4 = 0 (an example by Tartar).
When we impose differential constraints on sequences (u j) ⊂ Lp(Rd ;CN) with u j ⇀ 0,
we will do so in the usual way in compensated compactness theory [Mur78,Mur79,Tar79],
i.e. we require that
A u j→ 0 in W−s,p(Rd ;Cl). (5.2)
Using the decomposition
A =Ab ◦ (I−∆)s/2,
we get ∥∥Abu j∥∥p = sup‖w‖p′≤1
∣∣〈u j,A ∗b w〉∣∣
= sup
‖w‖p′≤1
∣∣〈u j,A ∗b ◦ (I−∆)s/2 ◦ (I−∆)−s/2w〉∣∣
= sup
‖v‖s,p′≤1
∣∣〈u j,A ∗v〉∣∣= ∥∥A u j∥∥−s,p.
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Hence, (5.2) is equivalent to
Abu j→ 0 in Lp(Rd ;Cl). (5.3)
We now prove that linear PDE constraints on a sequence are reflected in the generated
MCF in a simple way:
Theorem 5.1. Let (u j) ⊂ Lp(Rd ;CN) generate ω ∈MCFp(Rd ;CN), let A be a linear
constant-coefficient PDE operator of order s ∈ N (not necessarily satisfying the constant-
rank property), and
A u j→ 0 in W−s,p(Rd ;CN).
Then, “A ω = 0” in the sense that〈〈
f ⊗ΨA0,ω
〉〉
= 0 (5.4)
for all f ∈ Fp(Ω;CN) and all Ψ ∈ Cbd/2c+1(Sd−1;CN×l).
Here, Ψ has a different signature, because A0 takes values in Cl×N . An ω satisfying (5.4)
is called A -free. In the special case that A = curl, i.e.
A w =
[
∂ jwik−∂kwij
]
i, j,k, w : R
d → Rm×d (5.5)
(i = 1, . . . ,m, j,k = 1, . . . ,d) we also call ω a gradient MCF.
Proof of Theorem 5.1. Since Ab(ξ ) and A0(ξ ) are asymptotically the same as |ξ | → ∞, we
have ∫
h( q,u j) ·T(1−ηR)ΨA0 [u j] dx = ∫ h( q,u j) ·T(1−ηR)ΨAb [u j] dx+E(R)‖u j‖p
=
∫
h( q,u j) ·T(1−ηR)Ψ[Abu j] dx+E(R)‖u j‖p
and the error term E(R) vanishes as R→ ∞. Using (5.3), the last expression converges to
zero as j→ ∞ and R→ ∞ (in this order). 
Remark 5.2. Our results are not directly applicable when Ω 6= Rd , because we employed
the Fourier characterization of A -freeness, which is only valid in the whole space. If we
want to work in an arbitrary Lipschitz domain Ω⊂ Rd , there are two options:
(1) If A is a first-order operator, then under the additional assumption of the natural
boundary condition
A(nΩ)u|∂Ω = 0, where nΩ : ∂Ω→ Sd−1 is the unit outer normal,
the preceding result holds in Ω as well, because then A u = 0 in Ω is equivalent to
A u = 0 in Rd (both in the W−1,p-sense).
(2) Assume that for all u ∈ Lp(Ω;CN) there exists an Lp-bounded extension Eu ∈
Lp(Rd ;CN) such that Eu|Ω = u, ‖Eu‖p,Rd ≤ C‖u‖p,Ω, Eu has compact support,
andA (Eu) = 0 in Rd wheneverA u= 0 inΩ. Then it can be seen that the previous
result continues to hold. For example, if A = curl, such an extension is available
and can be constructed via the potential.
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The following is a converse to Theorem 5.1 in the L2-case:
Theorem 5.3. Let ω ∈MCF2(Rd ;CN) be generated by a sequence (u j) ⊂ L2(Rd ;CN)
with u j ⇀ u in L2(Rd ;CN). Furthermore, let A be a linear constant-coefficient PDE oper-
ator of order s ∈ N (not necessarily satisfying the constant-rank property) and assume that
〈〈
z ·q⊗A∗0A0,ω
〉〉
= 0 ∈ CN , (5.6)
which is in particular implied by the condition (5.4), and also that A u = 0 (in the W−s,2-
sense). Then,
A u j→ 0 in W−s,2(Rd ;Cl).
Remark 5.4. Before we come to the proof, a few remarks are in order:
(1) The fact that ω is generated by some sequence is a genuine assumption, see Exam-
ple 5.8 below.
(2) The simplicity of the expression of PDE-constraints should be compared to the sit-
uation for (generalized) Young measures, where the characterization problem is in
general a difficult one. For classical Young measures, this is the objective of the cel-
ebrated Kinderlehrer–Pedregal Theorem [KP91,KP94,FM99]; the recent extension
to generalized Young measures can be found in [KR10, Rin14].
(3) Remarkably, A u j→ 0 in W−s,2 holds for all generating sequences. This is a much
stronger conclusion than what can be obtained in Young measure theory, where
for example a gradient constraint on the Young measure in the sense of the afore-
mentioned Kinderlehrer–Pedregal Theorem is far from implying that all generat-
ing sequences (asymptotically) consist only of gradients. In fact, generically there
also exist divergence-free generating sequences for gradient Young measures, and
divergence-free sequences are in a sense “orthogonal” to sequences of gradients.
Proof of Theorem 5.3. The conclusion is equivalent to Abu j → 0 in L2(Rd ;Cl), and so we
compute using Parseval’s Theorem,∫
|Abu j|2 dx =
∫ (
Abuˆ j
) · (Abuˆ j) dξ = ∫ uˆ j · (A∗bAbuˆ j) dξ
=
∫
u j ·T(1−ηR)A∗bAb [u j] dx+
∫
u j ·TηRA∗bAb [u j] dx.
Now let first j→ ∞ and then R→ ∞ to arrive via Lemmas 2.3, 2.4 at
lim
j→∞
∫
|Abu j|2 dx =
〈〈
z ·q⊗A∗0A0,ω
〉〉
+
∫
u ·TA∗bAb [u] dx.
The first term is zero by (5.6) and the second term is equal to ‖Abu‖2 and hence is also zero
by assumption. 
Remark 5.5. If A satisfies the constant-rank property (5.1), we can project the elements
of a generating sequence (u j) with A u j → 0 in W−s,2(Rd ;CN) onto the set of A -free
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functions, see Lemma 2.14 in [FM99], to obtain a generating sequence that is actually A -
free and not just asymptotically A -free.
We now give two examples for the preceding results:
Example 5.6. Consider again the situation of Example 4.2, but let now A,B ∈ Rm×d . As
we saw in that example, the laminar oscillation between A and B in direction n0 ∈ Sd−1
generates the MCF
ω =L d Ω⊗ [θ(A−M)δA+(1−θ)(B−M)δB]⊗δ±n0 .
Take A = curl as in (5.5). Then, condition (5.6) for ω translates into
0 =∑
±
∫
Ω
θAA∗0(±n0)A0(±n0)(A−M)
+(1−θ)BA∗0(±n0)A0(±n0)(B−M) dx,
where ∑± denotes the summation over both signs for ±n0. One can compute
kerA0(±n0) =
{
a⊗n0 : a ∈ Rm
}
,
and hence condition (5.6) is true if
A−M = a⊗n0 and B−M = b⊗n0 (5.7)
for some a,b ∈ Rm. On the other hand, from (5.4) for f (x,z,q) := (z−M) ·q and Ψ(ξ ) :=
A∗0(ξ ), we get that A u j→ 0 in W−1,p implies
0 = θ∑
±
∫
Ω
(A−M)A∗0(±n0)A0(±n0)(A−M) dx
+(1−θ)∑
±
∫
Ω
(B−M)A∗0(±n0)A0(±n0)(B−M) dx
= θ∑
±
∫
Ω
|A0(±n0)(A−M)|2 dx
+(1−θ)∑
±
∫
Ω
|A0(±n0)(B−M)|2 dx,
whence (5.7) holds. Thus, from Theorems 5.1, 5.3 we conclude that ω is a gradient MCF if
and only if
B−A = c⊗n0 for some c ∈ Rm.
As expected, this is a generalization of the usual Hadamard jump condition requiring rank-
one connectedness across the jump surface (in this context also see [BJ87]).
Example 5.7. Again considering the situation of Example 4.2, but now with A,B ∈ Rd
and A = div, we get by a similar derivation that divω = 0 if and only if
(A−M)⊥ n0 and (B−M)⊥ n0.
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We end this section with an example showing that certain MCFs cannot be generated
by any sequence. This raises the problem of characterizing the subclass of MCFs that are
generated by at least one sequence. We reserve this for future work.
Example 5.8. Let
a :=
(
1
0
)
, b :=
(
0
1
)
, A := a⊗a, B := b⊗b,
and consider the MCF
ω =L d Ω⊗
[
1
2
AδA⊗δ±a+ 12BδB⊗δ±b
]
.
A quick way to see that this ω is not generated by any sequence is as follows: Theo-
rem 5.3 implies that any generating sequence asymptotically would have to be a sequence
of gradients. However, the corresponding Young measure is 12δA +
1
2δB, which is not a
gradient Young measure. This follows for example from the Kinderlehrer–Pedregal theo-
rem [KP91, KP94], because rank(A−B) = 2.
5.2. Compactness wavefront set. In this section we introduce a notion of wavefront set
of microlocal compactness forms ω ∈ MCFp(Ω;CN): Recall the sphere compactifica-
tion σCN from Section 2.2 and also the extension construction for Eh in (2.6). The (p-
compactness) wavefront set WF(ω)⊂Ω×σCN×Sd−1 is the smallest closed subset A of
Ω×σCN ×Sd−1 with the property that for any f (x,z,q) = ϕ(x)g(z) · q ∈ Fp(Ω;CN) with
ϕ ∈ C(Ω), g ∈ C(CN ;CN) (Sp−1g ∈ C(CBN ;CN)), and any Ψ ∈M ,
supp ϕ⊗Eg(z)⊗Ψ⊂ Ac implies 〈〈 f ⊗Ψ,ω〉〉= 0.
It can be seen that if WF(ω) = /0, then ω = 0. Since ω can also be seen as a distribution, see
Section 3.3, it is worth pointing out that the wavefront set considered here is different from
the one considered by Ho¨rmander, cf. Chapter VIII of [Ho¨r90], applied to this distribution.
Another notion with related aims, the “L2-compactness wavefront set”, was introduced by
Ge´rard in [Ge´r89].
Example 5.9. The oscillatory MCF
ω =L d Ω⊗ [θ(A−M)δA+(1−θ)(B−M)δB]⊗δ±n0
from Example 4.2 has the wavefront set
WF(ω) =Ω×{A,B}×{+n0,−n0}.
Example 5.10. A concentration effect is expressed in the MCF
ω = δ0⊗Z0δ∞Z0⊗ µ¯ ∈MCFp(Ω;CN),
from Example 4.4. For its wavefront set we get
WF(ω) = (0,∞Z0)× supp µ¯,
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where the support of µ¯ , which is given in (4.6), depends on the cancellation properties of
the profile function w’s Fourier transform.
The following lemma describes the effect of pointwise constraints on the wavefront set:
Lemma 5.11. Let (u j)⊂ Lp(Ω;CN) generate ω ∈MCFp(Ω;CN) and let Z(x)⊂ σCN for
all x ∈Ω satisfy the continuity property
Z :=
{
(x,z) ∈Ω×σCN : z ∈ Z(x)} is closed in Ω×σCN .
If the pointwise constraint
u j(x) ∈ Z(x) for a.e. x ∈Ω, j ∈ N,
holds, then
WF(ω)⊂ Z×Sd−1 = {(x,z,ξ ) ∈Ω×σCN×Sd−1 : z ∈ Z(x)}.
Proof. Let f (x,z,q) = ϕ(x)g(z) ·q ∈ Fp(Ω;CN) and Ψ ∈M be such that
supp ϕ⊗Eg⊗Ψ⊂ {(x,z,ξ ) ∈Ω×σCN×Sd−1 : z /∈ Z(x)}= Zc×Sd−1.
Then, 〈〈
f ⊗Ψ,ω〉〉= lim
R→∞
lim
j→∞
∫
Ω
ϕ g(u j) ·T(1−ηR)Ψ[u j] dx = 0,
because ϕg(u j)≡ 0. 
The interplay between pointwise and differential constraints, which is related to compen-
sated compactness theory, is more complicated and will be treated in the next section.
Remark 5.12 (Comparison to classical wave front set). Our notion of the p-compactness
wavefront set is named in analogy to the classical notion from microlocal analysis, as in-
troduced by Ho¨rmander, see for example in Chapter VIII of [Ho¨r90]. However, a p-MCF
measures the difference between weak and strong Lp-compactness and not the directions
where C∞-regularity fails, like the classical wavefront set. Of course, our p-compactness
wavefront set contains more information than a mere analogue of the classical wavefront
set, because the asymptotic value distribution of the generating sequence is also preserved.
We remark in passing that in classical microlocal analysis there is no object corresponding
to the full MCF and the quantitative information it contains.
5.3. Compensated compactness. The general philosophy of compensated compactness is
to employ additional properties of sequences to improve weak to strong compactness. We
here take a slightly broader view and also consider mere restrictions on the direction and
value distribution of admissible oscillations and concentrations as “compensated compact-
ness”. We will focus on the interplay between differential and pointwise constraints and
how it affects the wavefront set (and thus compactness).
Let A be a linear constant-coefficient PDE operator of order one as before. From now
on we always assume the constant-rank property (5.1). Our basic setup follows the general
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framework of compensated compactness as introduced by Tartar [Tar79,Tar83]: Let (u j)⊂
Lp(Ω;CN) be a sequence satisfying the differential inclusion{
A u j = 0 in Ω,
u j(x) ∈ Z(x) for a.e. x ∈Ω, Z ⊂Ω×σCN closed.
It turns out that this formulation is very useful for a variety of problems, for instance in
the theory of conservation laws [Tar79, Tar83], rigidity theory [Kir03, Rin12, Rin11], and
fluid mechanics, see [DLS09], where the Euler equation is written in this form (a related
reference investigating Young-measure solutions to the Euler equation is [SW12]).
The aim now is to investigate how we can use MCFs to efficiently exploit the conditions
above in our study of weak–strong compactness. Having already considered pointwise and
differential constraints in isolation, we now aim to analyze the interaction between them.
The following theorem is a general compensated compactness result:
Theorem 5.13 (Compensated Compactness). Let (u j) ⊂ Lp(Rd ;CN) generate the mi-
crolocal compactness form ω ∈MCFp(Rd ;CN) and let A be a constant-coefficient PDE
operator of order one satisfying the constant-rank property. We furthermore assume:
(i) A u j→ 0 in W−1,p(Rd ;Cl).
(ii) Let Z(x) ⊂ σCN for all x ∈ Ω with the property that the orthogonal projection
G(x) ∈ CN×N onto spanCZ(x) is smooth in x.
(iii) ‖u j−Gu j‖p→ 0 as j→ ∞.
Then,
WF(ω)⊂ Ξ := {(x,z,ξ ) ∈ Rd×σCN×Sd−1 : spanCZ(x)∩kerA0(ξ ) 6= {0}}.
In particular, if Ξ= /0, then ω = 0 and (u j) is strongly compact.
A useful special case is:
Corollary 5.14. Let (u j)⊂ Lp(Rd ;CN) generate ω ∈MCFp(Rd ;CN) and let A be as in
Theorem 5.13. Moreover, assume{
A u j = 0 in W−1,p(Rd ;Cl),
u j(x) ∈ Z for a.e. x ∈ Rd ,
where Z ⊂ σCN is closed. Then,
WF(ω)⊂ Ξ := {(x,z,ξ ) ∈ Rd×σCN×Sd−1 : spanCZ∩kerA0(ξ ) 6= {0}}.
In particular, if Ξ= /0, then ω = 0 and (u j) is strongly compact.
Remark 5.15. One can also interpret this result as a statement about “ellipticity”: The
directions ξ that do not feature in WF(ω) are the directions for which the system “A ω = 0,
ω ∈ Z” is elliptic, cf. [Mu¨l99b] for more on this kind of ellipticity.
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Remark 5.16 (Necessity of constant-rank condition). The reason why we require the
constant-rank property is that we need to ensure that projections onto kerA0(ξ ) are contin-
uous, which necessitates that this space has constant dimension as a function of ξ . Not much
is known in the situation where the constant-rank property is violated, but see [Mu¨l99a] for
a situation in which the constant-rank property is violated, but one can still obtain a result.
Proof of Theorem 5.13. For all (x,ξ )∈Rd×Sd−1 with spanCZ(x,ξ )∩kerA0(ξ ) = {0} we
denote by H(x,ξ ) : CN → CN the non-orthogonal projection with
imgH(x,ξ ) = kerA0(ξ ) and kerH(x,ξ ) = spanCZ(x).
Using some linear algebra in conjunction with (ii), from which it immediately follows that
rankspanCZ(x) = const, and also employing the constant-rank property of A , one shows
Ξc =
{
(x,z,ξ ) ∈ Rd×σCN×Sd−1 : ‖H(x,ξ )‖< ∞}.
Moreover, H is smooth in Ξc and positively 0-homogeneous in ξ (since A0 is).
Let f (x,z,q) = ϕ(x)g(z) · q ∈ Fp(Rd ;CN) and Ψ ∈M with supp ϕ ⊗Eg⊗Ψ ⊂ ΞcK for
some K > 0, where
ΞcK :=
{
(x,z,ξ ) ∈ Ξc : ‖∂ βx ∂αξ H(x,ξ )‖ ≤ K for all α,β ∈ Nd0
with |α|, |β | ≤ d}.
We will show in the sequel that
〈〈 f ⊗Ψ,ω〉〉= 0,
proving the theorem.
Take a smooth cut-off function ρ ∈C∞(Rd×Sd−1, [0,1]) such that ‖∂ βx ∂αξ H(x,ξ )‖ ≤ 2K
for all (x,ξ ) ∈ suppρ and all α,β ∈ Nd0 with |α|, |β | ≤ d, as well as ρ(x,ξ ) = 1 whenever
(x,z,ξ ) ∈ ΞcK for any z ∈ σCN . We consider ρ to be extended to all ξ ∈ Rd \ {0} by pos-
itive 0-homogeneity. Let TρΨH be the pseudodifferential operator with compound symbol
(x,y,ξ ) 7→ ρ(y,ξ )Ψ(ξ )H(y,ξ ), i.e. for u ∈S (Rd),
TρΨH[u](x) =
∫ ∫
ρ(y,ξ )Ψ(ξ )H(y,ξ )u(y)e2pi(x−y)·ξ dy dξ .
Then, our assumptions imply that TρΨH extends to a bounded operator from Lp to itself, see
Chapter VI of [Ste93] (in particular Section VI.6, which entails that TρΨH is also a classical
pseudodifferential operator).
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We further assume without loss of generality that u j ⇀ u in Lp(Rd ;CN). Then,∫
ϕg(u j) ·T(1−ηR)Ψ[u j] dx
=
∫
g(u j) ·T(1−ηR)Ψ[ϕu j] dx+E1( j,R)
=
∫
g(u j) ·T(1−ηR)ρΨ[ϕu j] dx+E1( j,R)
=
∫
ϕg(u j) ·T(1−ηR)ρΨ[u j] dx+E1( j,R)+E2( j,R)
=
∫
ϕg(u j) ·T(1−ηR)ρΨH[u j] dx+E1( j,R)+E2( j,R)+E3( j,R)
=
∫
ϕg(u j) ·T(1−ηR)ρΨH[Gu j] dx (5.8)
+E1( j,R)+E2( j,R)+E3( j,R)+E4( j,R)
= 0+E1( j,R)+E2( j,R)+E3( j,R)+E4( j,R)
Here, the last equality follows becauseH(y, q)G(y) = 0 by construction. If we can show that
lim
R→∞
lim
j→∞
Ek( j,R) = 0, k = 1,2,3,4.
then 〈〈 f ⊗Ψ,ω〉〉 = 0 and the conclusion of the theorem follows. For E1, E2 this is clear
by an argument analogous to the proof of Lemma 3.12 and for E4 it follows from assump-
tion (iii).
Concerning E3, we define the linear map J(y,ξ ) ∈ CN×N , (y,ξ ) ∈ Rd×Rd \{0}, by
J(y,ξ )w :=
ρ(y,ξ )Ψ(ξ )
(
IN×N−H(y,ξ )
)
z if w = A0(ξ )z, z ∈ CN ,
0, if w ∈ (imgA0(ξ ))⊥.
From our assumptions we get that the symbol Rd ×Rd ×Rd \ {0} 3 (x,y,ξ ) 7→ J(y,ξ ) is
smooth and positively 0-homogeneous in ξ . Hence, TJ is an (Lp→ Lp)-bounded pseudo-
differential operator, and by construction
ρ(y,ξ )Ψ(ξ )
(
IN×N−H(y,ξ )
)
= J(y,ξ )A0(ξ ) for all (y,ξ ) ∈ Rd×Rd \{0}.
Therefore,
lim
j→∞
∥∥TρΨ−ρΨH[u j]∥∥p = limj→∞∥∥TJA0 [u j]∥∥p = limj→∞∥∥TJAb [u j]∥∥p
= lim
j→∞
∥∥TJ[Abu j]∥∥p = 0,
because Abu j → 0 in Lp(Rd ;Cl). Thus, limR→∞ lim j→∞E2( j,R) = 0. This finishes the
proof. 
Remark 5.17. We point out that the preceding results still hold in Ω 6=Rd under the same
assumptions as in Remark 5.2. For the second part of that remark, in (5.8) we additionally
need to use an argument based on Lemma 2.2 to ensure that G is only applied to ϕu with
suppϕ ⊂⊂Ω. Then, we only get the result for the restricted wavefront set:
WFΩ(ω) :=
{
(x,z,ξ ) ∈WF(ω) : x ∈Ω}⊂ Ξ.
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We can put the preceding result to use in the following examples, which are modeled
after the situation occurring in blow-up proofs in the Calculus of Variations, see for exam-
ple [Rin12, Rin11]:
Example 5.18 (Gradients). Let (u j)⊂ Lp(Ω;Rm×d) with{
curl u j = 0 in W−1,p,
u j(x) ∈ span{M} for a.e. x ∈Ω,
for a fixed matrix M ∈ Rm×d . The latter condition here means
u j(x) = Mg j(x) for some g j ∈ Lp(Ω;R).
Then, the following conclusions follow from Corollary 5.14:
(i) If rankM ≥ 2, then any MCF ω ∈MCFp(Ω;Rm×d) generated by a subsequence of
(u j) must satisfy
WFΩ(ω)⊂ ΞΩ,
where
ΞΩ :=
{
(x,z,ξ ) ∈Ω×σCm×d×Sd−1 : spanC{M}∩kerA0(ξ ) 6= {0}
}
.
But the set on the right hand side is empty since
kerA0(ξ ) = {a⊗ξ : a ∈ Cm } .
Thus, ω = 0 and (u j) is strongly compact; this result is of course well-known, cf.
Lemma 2.7 in [Mu¨l99b] and also Section 3.2 in [Rin12].
(ii) If M = a⊗n0 for a ∈ Rm, n0 ∈ Sd−1, then we can still obtain some information:
WFΩ(ω)⊂
{
(x,z,ξ ) ∈Ω×σRm×d×Sd−1 : ξ =±n0
}
.
So, while in this case we cannot improve u j ⇀ u to strong convergence, at least we
know that oscillations and concentrations can only occur “in direction n0”.
Example 5.19 (Linear elasticity). There exists a second-order constant-rank operator A
acting on Rd×dsym -valued vector fields that characterizes symmetric gradients, i.e.
u =
1
2
(
∇v+∇vT
)
if and only if A u = 0,
see Example 3.10 (e) in [FM99]. Applying our preceding compensated compactness result
to the situation of a sequence (u j)⊂ Lp(Ω;Rd×dsym ) with{
A u j = 0 in W−1,p,
u j(x) ∈ span{M} for a.e. x ∈Ω,
for a fixed matrix M ∈ Rd×dsym . It turns out that
kerA0(ξ ) =
{
aξ = 1
2
(
a⊗ξ +ξ ⊗a) : a ∈ CN}, ξ ∈ Sd−1.
Then, if (u j) generates an MCF ω ∈MCFp(Ω;Rd×dsym ):
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(i) If M cannot be written as a symmetric tensor product, then ω = 0 and (u j) is
strongly compact.
(ii) If M = c(ab) for some a,b ∈ Sd−1 and c ∈ R, then
WFΩ(ω)⊂
{
(x,z,ξ ) ∈Ω×σRd×dsym ×Sd−1 : ξ =±a or ξ =±b
}
.
This means that oscillations and concentrations can only occur in direction a or b
and reflects the inherent rigidity in the system, also see [Rin11], where a similar
rigidity was exploited to prove weak* lower semicontinuity of integral functionals
in the space BD of functions of bounded deformation.
Example 5.20. Let Ω⊂R2 and take A to be the constant-rank operator corresponding to
Tartar’s example
∂1u1+∂2u2 = 0, ∂1u3+∂2u4 = 0, u ∈ Lp(Ω;C4),
for which (ξ ∈ S1)
kerA0(ξ ) =
{
(a,b,c,d) ∈ C4 : (a,b)⊥ (ξ1,ξ2) and (c,d)⊥ (ξ1,ξ2)
}
.
Again consider the situation{
A u j = 0 in W−1,p,
u j(x) ∈ span{V} for a.e. x ∈Ω,
where V = (v1,v2,v3,v4) ∈ C4 is fixed. Then:
(i) If (v1,v2) ∦ (v3,v4), then ω = 0 and (u j) is strongly compact.
(ii) If (v1,v2) ‖ (v3,v4), then
WFΩ(ω)⊂
{
(x,z,ξ ) ∈Ω×σC4×S1 : ξ ⊥ (v1,v2)
}
.
6. APPLICATIONS
After having developed aspects of the general theory of microlocal compactness forms,
we now move to present several applications.
6.1. Laminates. The first application concerns laminates (nested microstructures). It will
turn out that MCFs not only contain the value distribution and the direction of the various
oscillations, but also reflect the hierarchical structure of laminates. As seen in the previous
section, they furthermore allow one to quickly read off which differential constraints (e.g.
curl-freeness) are satisfied by generating sequences.
First, we need the following definition: ω ∈MCFp(Ω;CN) is called homogeneous if
ωx,ω∞x are constant in x and λω = αL d Ω for a constant α ≥ 0. Equivalently, this is the
case if for all f ∈ Fp(Ω;CN) of the form f (x,z,q) = ϕ(x)g(z) · q and all Ψ ∈M it holds
that 〈〈
f ⊗Ψ,ω〉〉= −∫
Ω
ϕ dx ·〈〈g(z) ·q⊗Ψ,ω〉〉. (6.1)
For instance, all MCFs generated by the simple (one-directional) oscillations in the Oscil-
lation Lemma 4.1 are homogeneous.
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One of the properties of a homogeneous MCF ω is that its (Lipschitz) domain of defini-
tion can be chosen arbitrarily and we simply writeω ∈MCFphom(CN). A proof sketch of this
fact is as follows: Let (u j)⊂ Lp(Ω;CN) generate a homogeneous MCF ω ∈MCFp(Ω;CN)
and for simplicity assume u j ⇀ 0. Now, let D ⊂ Rd be another Lipschitz domain. Choose
a Vitali cover {ai+ riΩ}i∈N ofL d-almost all of D consisting of scaled copies of Ω, where
ai ∈ D and ri > 0. Define w j ∈ Lp(D;CN) by
w j(x) := u j
(x−ai
ri
)
if x ∈ ai+ riΩ.
Since w j ⇀ 0, Lemma 3.14 and the following lemma imply that for all f ∈ Fp(D;CN) with
f (x,z,q) = ϕ(x)g(z) · q, and all Ψ ∈M , there exists an error term E( j) with E( j)→ 0 as
j→ ∞ such that
I j :=
∫
D
ϕg(w j) ·TΨ[w j] dx
=∑
i
∫
ai+riΩ
ϕ(x)g
(
u j
(x−ai
ri
))
·TΨ
[
u j
(x′−ai
ri
)]
dx+E( j).
We here used the following result, which we factor out because of its independent inter-
est:
Lemma 6.1. Let (u j) ⊂ Lp(Ω;CN) generate the homogeneous microlocal compactness
form ω ∈MCFphom(CN) on the domain Ω and also u j ⇀ u. Moreover, let {Ωi}i∈N be a
(countable) partition of L d-almost all of Ω consisting of open sets Ωi (i ∈ N), f (x,z,q) =
h(x,z) ·q ∈ Fp(Ω;CN), and Ψ ∈M . Then,
〈〈
f ⊗Ψ,ω〉〉= lim
j→∞∑i
∫
Ωi
h( q,u j) ·TΨ[(u j−u)1Ωi ] dx
Proof. By the Locality Lemma 3.13 and the assumption that
λω = w*-lim
j→∞
|u j|pL d Ω= αL d Ω, (6.2)
it suffices to show the assertion on the finite union DN :=
⋃N
i=1Ωi for all N ∈N. Indeed, from
Ho¨lder’s inequality together with (6.2), we get that the error of restricting to DN vanishes as
N ↑ ∞.
Let ε > 0 and choose ζi ∈ C∞c (Ωi), i = 1, . . . ,N, such that
∑
i
limsup
j→∞
∥∥h( q,u j)(ζi−1Ωi)∥∥p < ε
and
∑
i
limsup
j→∞
∥∥(u j−u)(ζi−1Ωi)∥∥p < ε.
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This is possible again because of (6.2). Now use Lemmas 3.14, 2.2 to derive〈〈
f ⊗Ψ,ω〉〉DN = limj→∞
∫
DN
h( q,u j) ·TΨ[u j−u] dx
= lim
j→∞∑i
∫
Ωi
ζih( q,u j) ·TΨ[u j−u] dx+O(ε)
=∑
i
lim
j→∞
∫
Ωi
h( q,u j) ·TΨ[(u j−u)ζi] dx+O(ε)
= lim
j→∞∑i
∫
Ωi
h( q,u j) ·TΨ[(u j−u)1Ωi ] dx+O(ε)
Letting ε → 0, the conclusion of the lemma follows. 
Returning to our previous argument, we get from a short computation using the positive
0-homogeneity of Ψ, and changing variables,
I j =∑
i
∫
ai+riΩ
ϕ(x)g
(
u j
(x−ai
ri
))
·TΨ[u j]
(x−ai
ri
)
dx+E( j)
=∑
i
rdi
∫
Ω
ϕ(ai+ riy)g(u j(y)) ·TΨ[u j](y) dy+E( j).
Letting j→ ∞, we infer from the homogeneity of ω (with ω := ωx and ω∞ := ω∞x ),
lim
j→∞
I j =
(
∑
i
rdi
∫
Ω
ϕ(ai+ riy) dy
)
· (〈g⊗Ψ,ω〉+α〈g∞⊗Ψ,ω∞〉)
=
∫
D
ϕ dx ·
〈〈
g(z) ·q⊗Ψ,ω〉〉Ω
|Ω| .
On the other hand, if (w j) generates ω¯ ∈MCFp(D;CN), then lim j→∞ I j = 〈〈 f ⊗Ψ, ω¯〉〉.
Thus, also ω¯ is homogeneous and〈〈
g(z) ·q⊗Ψ,ω〉〉Ω
|Ω| =
〈〈
g(z) ·q⊗Ψ, ω¯〉〉D
|D| ,
which is what we claimed.
As building blocks for the laminates considered in this section, we will use the Oscillation
Lemma 4.1, also see Example 4.2. To build up higher-order laminations we will employ the
following result:
Proposition 6.2 (Laminations). Let A,B ∈ CN and assume
(i) u j ⇀ A = const and v j ⇀ B = const in Lp,
(ii) (u j), (v j) are p-equiintegrable,
(iii) (u j), (v j) generate the homogeneous MCFs ω1,ω2 ∈MCFphom(CN) and the homo-
geneous Young measures ν1,ν2 ∈M1(CN), respectively.
Then, for any n0 ∈ Sd−1, θ ∈ (0,1) there exists an Lp-bounded sequence that generates the
homogeneous microlocal compactness form ω¯ ∈MCFphom(CN),
ω¯ = θω1+(1−θ)ω2+L d⊗
[
θ(A−X)ν1+(1−θ)(B−X)ν2
]⊗δ±n0 , (6.3)
where X := θA+(1−θ)B.
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Q(ai,sk)
Q(bi, tk)
θ/k (1−θ)/k
Q
n0 = ed
Q1k
Q2k
FIGURE 2. Construction in the proof of Proposition 6.2.
Before we come to the proof, let us interpret the conclusion. The microlocal compactness
form ω¯ has two parts: The first is the expected convex combination of ω1 and ω2 resulting
from the “fast” oscillations generating ω1 and ω2. In contrast to the corresponding result
in Young measure theory, however, ω¯ also contains a second part reflecting the “slowly”
oscillating lamination construction in direction n0. In this context recall that the Young
measures ν1,ν2 can essentially be calculated from the MCFs ω1,ω2 and the weak limits,
see Proposition 3.17.
Proof of Proposition 6.2. Without loss of generality we assume n0 = ed and work in Q =
(0,1)d , which is possible by the preceding comments on the arbitrary choice of domain for
homogeneous MCFs.
Step 1. For every k ∈ N divide Q into k strips of length 1/k in direction n0 = ed as
in Figure 2. Then subdivide every such strip into a strip of length θ/k and one of length
(1−θ)/k. Cover as much as possible of all strips having side length θ/k with regular cubes
Q(ai,sk) := ai + skQ, where ai ∈ Q, i = 1, . . . ,k · bk/θc, and sk = θ/k. Similarly, cover all
strips of side length (1−θ)/k with cubes Q(bi, tk), where bi ∈ Q, i = 1, . . . ,k · bk/(1−θ)c,
and tk = (1− θ)/k. This of course leaves some fraction of Q uncovered, but the total
uncovered volume is less than 1/k and so vanishes as k→ ∞. Further, set
D1k :=
⋃
i
Q(ai,sk), D2k :=
⋃
i
Q(bi, tk)
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and define
w j,k(x) :=

u j
(x−ai
sk
)
if x ∈ Q(ai,sk),
v j
(x−bi
tk
)
if x ∈ Q(bi, tk),
0 otherwise.
It is easy to see that (recall X := θA+(1−θ)B)
w¯k := w-lim
j→∞
w j,k =

A in D1k ,
B in D2k ,
0 otherwise,
w-lim
k→∞
w¯k = X1Q,
and
‖w j,k‖pp ≤ θ‖u j‖pp+(1−θ)‖v j‖pp,
‖w¯k‖pp ≤ limsup
j→∞
[
θ‖u j‖pp+(1−θ)‖v j‖pp
]
.
Let f (x,z,q) = ϕ(x)g(z) ·q ∈ Fp(Q;CN) with ϕ ∈ C∞(Q), g ∈ C∞(CN), and Ψ ∈M be
from the collection exhibited in Lemma 3.10. We have∫
Q
ϕg(w j,k) ·TΨ[w j,k−X1Q] dx
= ∑
m=1,2
∫
Dmk
ϕg(w j,k) ·TΨ[w j,k− w¯k] dx
+ ∑
m=1,2
∫
Dmk
ϕg(w j,k) ·TΨ[w¯k−X1Q] dx+E( j,k)
=: I1( j,k)+ I2( j,k)+ J1( j,k)+ J2( j,k)+E( j,k). (6.4)
Here and in all of the following, E( j,k) denotes a generic error term that may change from
line to line and satisfies
lim
k→∞
lim
j→∞
E( j,k) = 0.
Above, this property is satisfied because
|E( j,k)|=
∣∣∣∣∫Q\(D1k∪D2k)ϕg(w j,k) ·TΨ[w j,k−X1Q] dx
∣∣∣∣
≤C‖ϕ‖∞ · |g(0)| · |Q\ (D1k ∪D2k)|(p−1)/p → 0 as k→ ∞.
Step 2. We first investigate I1. Applying an argument as in Lemma 6.1, we get
I1( j,k) =
∫
D1k
ϕg(w j,k) ·TΨ[w j,k− w¯k] dx
=∑
i
∫
Q(ai,sk)
ϕ(x)g
(
u j
(x−ai
sk
))
·TΨ
[
u j
(x′−ai
sk
)
−A
]
(x) dx
+E( j,k)
=∑
i
sdk
∫
Q
ϕ(ai+ sky)g(u j(y)) ·TΨ[u j−A](y) dy+E( j,k)
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For the last equality we changed variables and used
TΨ
[
u j
(x′−ai
sk
)]
(x) = TΨ[u j]
(x−ai
sk
)
,
which can be verified by a simple calculation. Then use the uniform continuity of ϕ to get
I1( j,k) =∑
i
sdk
∫
Q
ϕ(ai)g(u j) ·TΨ[u j−A] dy+E( j,k)
Passing to the limits j→ ∞, k→ ∞, we arrive at
lim
k→∞
lim
j→∞
I1( j,k) = lim
k→∞∑i
sdkϕ(ai) · limj→∞
∫
Q
g(u j) ·TΨ[u j−A] dy
=
(
lim
k→∞∑i
sdkϕ(ai)
)
·〈〈g(z) ·q⊗Ψ,ω1〉〉Q.
We further compute the Riemann sums
lim
k→∞∑i
sdkϕ(ai) = θ−
∫
Q
ϕ dx.
Thus, also employing (6.1),
lim
k→∞
lim
j→∞
I1( j,k) = θ −
∫
Q
ϕ dx ·〈〈g(z) ·q⊗Ψ,ω1〉〉Q = θ 〈〈 f ⊗Ψ,ω1〉〉. (6.5)
Analogously, one shows that
lim
k→∞
lim
j→∞
I2( j,k) = (1−θ)
〈〈
f ⊗Ψ,ω2
〉〉
. (6.6)
Step 3. Turning to J1, we first observe
J1( j,k) =
∫
D1k
ϕg(w j,k) ·TΨ[w¯k−X1Q] dx
=∑
i
∫
Q(ai,sk)
ϕ(x)g
(
u j
(x−ai
sk
))
·TΨ[w¯k−X1Q](x) dx
=∑
i
sdk
∫
Q
ϕ(ai+ sky)g(u j(y)) ·TΨ[w¯k−X1Q](ai+ sky) dy.
Now let j→∞ and represent the limit using the Young measure from assumption (iii), using
the equiintegrability from assumption (ii):
lim
j→∞
J1( j,k)
=∑
i
sdk
∫
Q
ϕ(ai+ sky) ·
[∫
g(z) dν1(z)
]
·TΨ[w¯k−X1Q](ai+ sky) dy
=
∫
D1k
ϕ(x) ·
[∫
g(z) dν1(z)
]
·TΨ[w¯k−X1Q](x) dx.
Clearly, an analogous assertion holds for J2( j,k). Hence, with
Yk(x) := ∑
m=1,2
1Dmk (x)
∫
g(z) dνm(z)
we have
lim
j→∞
(
J1( j,k)+ J2( j,k)
)
=
∫
Q
ϕYk ·TΨ[w¯k−X1Q] dx.
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By a geometric argument in Fourier space analogous to the one in the proof of the Oscil-
lation Lemma 4.1, we may further derive
lim
k→∞
lim
j→∞
(
J1( j,k)+ J2( j,k)
)
= lim
k→∞
∫
Q
ϕYk · (Ψ(+n0)+Ψ(−n0))(w¯k−X1Q) dx
= lim
k→∞
∫
D1k
ϕ ·
[∫
g dν1
]
· (Ψ(+n0)+Ψ(−n0))(A−X) dx
+ lim
k→∞
∫
D2k
ϕ ·
[∫
g dν2
]
· (Ψ(+n0)+Ψ(−n0))(B−X) dx
= θ
∫
Q
ϕ dx ·
∫
g dν1 · (Ψ(+n0)+Ψ(−n0))(A−X)
+(1−θ)
∫
Q
ϕ dx ·
∫
g dν2 · (Ψ(+n0)+Ψ(−n0))(B−X). (6.7)
This corresponds to the action of the microlocal compactness form
ωmix :=L d Q⊗
[
θ(A−X)ν1+(1−θ)(B−X)ν2
]⊗δ±n0 .
Step 4. Now select a diagonal subsequence (w`) = (w j(`),k(`)) of (w j,k) such that
lim
`→∞
∫
Q
ϕg(w`) ·TΨ[w`−X1Q] dx
= lim
k→∞
lim
j→∞
∫
Q
ϕg(w j,k) ·TΨ[w j,k−X1Q] dx.
Combining this with (6.4), (6.5), (6.6), and (6.7), we have
lim
`→∞
∫
Q
ϕg(w`) ·TΨ[w`−X1Q] dx
= θ
〈〈
f ⊗Ψ,ω1
〉〉
+(1−θ)〈〈 f ⊗Ψ,ω2〉〉+〈〈 f ⊗Ψ,ωmix〉〉= 〈〈 f ⊗Ψ, ω¯〉〉,
with ω¯ given in (6.3). An application of Lemma 3.14 shows that (w`) generates ω¯ and the
proof is finished. 
As mentioned before, the preceding result is particularly useful in combination with the
Oscillation Lemma 4.1 as we can then compute the MCF generated by laminates of any or-
der. We only illustrate this with the following example of a second-order laminate. Since all
sequences will be uniformly bounded, p∈ (1,∞) (and the domain) can be chosen arbitrarily.
Example 6.3. Let A,B,C ∈CN , n1,n2 ∈ Sd−1 and θ1,θ2 ∈ (0,1). We want to construct the
laminate shown schematically in Figure 3. Define
u j(x) :=
A if b jx ·n1c ∈ (0,θ1),B if b jx ·n1c ∈ (θ1,1),
and v j(x) :=C constant. It follows from Lemma 4.1 (also see Example 4.2) that (u j) gen-
erates the homogeneous MCF
ω1 =L d⊗
[
θ1(A−M)δA+(1−θ1)(B−M)δB
]⊗δ±n1 ,
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C
A B A B A B A B A
C
n2
n1
A BM
X
C
θ1
1−θ1
θ2
1−θ2
M = θ1A+(1−θ1)B
X = θ2M+(1−θ2)C
FIGURE 3. Second-order lamination in Example 6.3.
where
M := θ1A+(1−θ1)B.
Trivially, (v j) generates the zero MCFω2 = 0. It can also be shown easily that the sequences
(u j) and (v j) generate the Young measures ν1 = θ1δA+(1−θ1)δB and ν2 = δC, respectively.
Therefore, with
X := θ2M+(1−θ2)C,
an application of Proposition 6.2 yields the existence of the MCF
ω¯ = θ2ω1+(1−θ2)ω2+L d⊗
[
θ2(M−X)ν1+(1−θ2)(C−X)ν2
]⊗δ±n2
=L d⊗
{[
θ2θ1(A−M)δA+θ2(1−θ1)(B−M)δB
]⊗δ±n1
+
[
θ2(M−X)(θ1δA+(1−θ1)δB)+(1−θ2)(C−X)δC
]⊗δ±n2}.
Consequently, from this MCF we can not only read off the distribution of values and the
oscillation directions, but also the hierarchy of the laminate.
Finally, if A,B,C ∈ Rm×d and we impose the constraint that curl w j = 0, we infer from
Theorems 5.1, 5.3, also see Example 5.6, the necessary and sufficient conditions
A−B = a⊗n1 and M−C = b⊗n2 for some a,b ∈ Rm,
for w j to be asymptotically a sequence of gradients. This conclusion is of course in agree-
ment with Hadamard’s jump condition (in conjunction with a boundary adjustment), also
see [BJ87].
However, we note that here the “jump condition” is only imposed asymptotically, not for
all elements of the sequence.
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6.2. Relaxation. Just like in Young’s original works [You37, You42a, You42b, You80], we
now consider as an application the relaxation of integral functionals. More precisely, we
extend integral functionals depending on Lp-gradients to functionals on p-growth gradient
MCFs and study microstructures of minimizing sequences.
In all of the following, Ω⊂ Rd is an open Lipschitz domain. Let f (x,A) = h(x,A) : A ∈
Fp(Ω;Rm×d), where “:” denotes the scalar product between matrices (when considered as
vectors in Rmd). We consider the functional
J [∇u] :=
∫
Ω
f (x,∇u(x)) dx, u ∈W1,p(Ω;Rm).
For relaxation problems involving non-(quasi)convex f , usually the following three ques-
tions are of interest:
(Q1) What is the relaxation of the functional, i.e. the W1,p-weakly lower semicontinu-
ous envelope of J (defined to be the largest W1,p-weakly lower semicontinuous
function belowJ )?
(Q2) Can one extend the functional J to a larger space, in which the minimization
problem always has a solution?
(Q3) What is the microstructure that develops in minimizing sequences to reach that
relaxed value?
As is well-known, see for example Chapter 9 of [Dac08], the relaxation is given by
J∗[∇u] =
∫
Ω
Q f (x,∇u(x)) dx, u ∈W1,p(Ω;Rm),
where Q f : Ω×Rm×d → R denotes the quasiconvex envelope of f with respect to the sec-
ond argument. We recall that a locally bounded Borel function g : Rm×d → R is called
quasiconvex if
g(A)≤ −
∫
B(0,1)
g(A+∇ϕ(y)) dy
for all A ∈ Rm×d and all ϕ ∈ C∞c (B(0,1);Rm). It can be shown that the domain B(0,1) can
equivalently be replaced by any other bounded Lipschitz domain and, if g has p-growth, ϕ
can be chosen from W1,p(B(0,1);Rm) instead. The quasiconvex envelope Qg is defined
as the largest quasiconvex function below g. If g is continuous and bounded from below
(which we assume), it can be expressed via Dacorogna’s formula
Qg(A) = inf
{
−
∫
B(0,1)
g(A+∇ϕ(y)) dy : ϕ ∈ C∞c (B(0,1);Rm)
}
.
We here use the convention that Qg and hence also J∗ are allowed to take the value −∞.
See Chapters 5, 6 in [Dac08] for details on these notions. This classical relaxation formula
answers the first question (Q1): The relaxation ofJ is simplyJ∗.
To investigate the second question (Q2), we define MCFpgen(Ω;Rm×d) to denote the sub-
set of all ω ∈MCFp(Ω;Rm×d) with the additional property that there exists a sequence
(Wj) ⊂ Lp(Ω;Rm×d) generating ω (this is not automatic, see Example 5.8). Then we con-
sider the following relaxation problem:
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Problem 6.4 (Relaxation). Find an “extension” J¯ of J onto the larger space (Lp×
MCFp)(Ω;Rm×d). More precisely, find a functional J¯ : (Lp×MCFpgen)(Ω;Rm×d) such
that
min
{
J¯ [W,ω] : (W,ω) ∈ (Lp×MCFpgen)(Ω;Rm×d), curl W = 0, and
ω is a gradient MCF in the sense of (5.4), (5.5)
}
= inf
{
J [∇u] : u ∈W1,p(Ω;Rm)
}
and
J [∇u j]→ J¯ [∇u,ω] whenever ∇u j ⇀ ∇u and (∇u j) generates the MCF ω .
We compute, using Lemma 2.3 and employing the (classical) Young measure (νx)x∈Ω
generated by the sequence (∇u j),
lim
j→∞
J [∇u j] = lim
R→∞
lim
j→∞
∫
Ω
h( q,∇u j) : TηR [∇u j] dx
+ lim
R→∞
lim
j→∞
∫
Ω
h( q,∇u j) : T1−ηR [∇u j] dx]
=
∫
Ω
∫
h(x,z) : ∇u(x) dνx(z) dx+
〈〈
f ⊗ I,ω〉〉
=
∫
Ω
〈
h(x, q) : ∇u(x),νx〉+〈h(x, q)⊗ I,ωx〉 dx
+
∫
Ω
〈
h∞(x, q)⊗ I,ω∞x 〉 dλω(x).
By Proposition 3.17, the Young measure (νx) can be computed from ∇u and ω , whence we
infer the existence of J¯ that only depends on ∇u and ω . In principle, we can also write
down an expression for J¯ only depending on ∇u and ω , using the procedure from the
proof of Proposition 3.17. However, in general this is rather cumbersome, so we stick to the
above expression involving both the MCF and the Young measure.
Trivially, infJ¯ ≤ infJ . On the other hand, the minimization of J¯ cannot yield a value
strictly lower than the infimum of J , because, by assumption all admissible MCFs are
generated by sequences of gradients (after projecting, see Remark 5.5). Finally, if ∇u j ⇀
∇u and (∇u j) generates the MCF ω , then J [∇u j]→ J¯ [∇u,ω]. Thus, for the extended
functional J¯ the minimum value is always attained. This shows that J¯ satisfies all the
requirements of Problem 6.4
Turning to (Q3), we follow an approach to study the formation of microstructure when
approaching the minimum popularized in Mu¨ller’s influential lecture notes [Mu¨l99b], and
investigate the following related problem involving pointwise minimizers: Define the set of
pointwise minimizers Z(x) := argmin f (x)⊂ σRm×d of f , i.e.
A∗ ∈ Z(x) if and only if f (x,A∗)≤ f (x,A) for all A ∈ σRm×d .
Moreover, assume that Z(x) satisfies the continuity condition (ii) in Theorem 5.13, which is
for example trivially satisfied if Z(x) = Z for a.e. x∈Ω. Now assume that a sequence (u j)⊂
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W1,p(Ω;Rm) is not only minimizing, but even satisfies the following stronger differential
inclusion:
∇u j(x) ∈ Z(x) forL d-a.e. x ∈Ω. (6.8)
Alternatively, we can assume the weaker condition (iii) from Theorem 5.13. By said theo-
rem (also cf. Example 5.18), we can conclude
WFΩ(ω)⊂
{
(x,z,ξ ) ∈Ω×σRm×d×Sd−1 : There exists a ∈ Rm \{0}
such that a⊗ξ ∈ spanCZ(x)
}
.
(6.9)
This in particular means that oscillations and concentrations can only occur in fixed direc-
tions or even not at all if spanCZ(x) does not contain any rank-one matrix.
The considerations so far in particular imply that the theory of microlocal compactness
forms retains enough information to study relaxations in the presence of anisotropic effects.
This will be demonstrated in the following example, which shows that the MCF allows us
to infer directional properties of microstructure:
Example 6.5. Let n0 ∈ Sd−1 be a unit vector and consider the following integrand with
critical anisotropy:
f (A) := |A|2−nT0 AT An0, A ∈ Rm×d .
Note that this is the only integrand in the family |A|2 − γnT0 AT An0, γ ∈ R, that is both
bounded from below and has non-trivial pointwise minima. Alternatively, one can write f
in the form
f (A) = A : A−A(n0⊗n0) : A,
and so it follows that f ∈ Fp(Ω;Rm×d). We can also estimate that f ≥ 0 and by an elemen-
tary computation, (∂ f/∂A)(A0) = 2A0− 2A0(n0⊗ n0) vanishes if and only if A0 = a⊗ n0
for some a ∈ Rm.
Assume that (u j)⊂W1,2(Ω;Rm) such that (∇u j) generates the (generalized) Young mea-
sure ν = (νx,λν ,ν∞x ) ∈ Y2(Ω;Rm×d) as well as the MCF ω ∈MCF2(Ω;Rm×d). Then, we
can write J¯ as a function of ν ,
J¯ [ν ] =
∫
Ω
∫
Rm×d
|A|2−nT0 AT An0 dνx(A) dx
+
∫
Ω
∫
∂Bm×d
1−nT0 AT An0 dν∞x (A) dλν(x).
To investigate minimizing microstructure, assume furthermore that (∇u j) satisfies the
differential inclusion (6.8) with
Z := argmin f = {a⊗n0 : a ∈ Rm } .
Then, the wavefront condition (6.9) entails
WFΩ(ω)⊂
{
(x,z,ξ ) ∈Ω×σRm×d×Sd−1 : ξ = n0
}
.
This allows us to draw the following conclusions:
(1) Oscillations and concentrations asymptotically have to be in direction n0.
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(2) Since the Fourier support of a concentration profile (cf. Example 4.4) is asymptoti-
cally close to the set {±n0}, concentrations have to look like “ridges” with normal
n0; single poles for example are not possible.
We conclude the discussion by noting that the theory of MCFs provides a way to assign a
precise meaning to statements about the “asymptotic direction” of oscillations and concen-
trations, which otherwise is only an intuitive notion.
6.3. Propagation of singularities. In this last section we briefly explore an application to
propagation of singularities in semilinear PDE systems, which was also one of Tartar’s main
motivations behind H-measures [Tar90], also cf. [Mie99, MPT85].
Define the linear PDE operator
A :=∑
k
A(k)∂k, where A(k) ∈ Rm×m, k = 1, . . . ,d,
and consider for u : (0,T )×Ω→ Rm (Ω a Lipschitz domain) the semilinear system
∂tu−A u = g(x,u), (6.10)
where g : Ω×Rm → Rm is a given semilinearity, which we assume to be a Carathe´odory
function with |g(x,z)| ≤C(1+ |z|) for a constant C > 0 and all (x,z) ∈Ω×Rm.
The system is hyperbolic if for all ξ ∈Rd \{0} the matrix ∑k A(k)ξk has only real eigen-
values or, equivalently, the symbol A(ξ ) has only purely imaginary eigenvalues.
The aim of this section is to “replace” u by an MCF ω in the above system and derive
the “equations” that ω satisfies. This then allows us to understand better the propagation of
singularities along the flow governed by (6.10).
Let f (x,z,q) = h(x,z) ·q ∈ Fp((0,T )×Ω;Rm) be of class C1 and Ψ ∈M . Abbreviating
the Fourier multiplier T(1−ηR)Ψ by T , and suppressing the x-dependence of various quantities
for ease of notation, we compute for ϕ ∈ C1c((0,T )×Ω):
−
∫ ∫
(∂tϕ)h(u) ·T [u] dx dt
=
∫ ∫
ϕ
(
Dh(u)∂tu
) ·T [u]+ϕ h(u) ·T [∂tu] dx dt
=
∫ ∫
ϕ
(
Dh(u)A u
) ·T [u]+ϕ (Dh(u)g(u)) ·T [u] (6.11)
+ϕ h(u) ·T [A u]+ϕ h(u) ·T [g(u)] dx dt.
For the third term we get∫ ∫
ϕ h(u) ·T [A u] dx dt =−∑
k
∫ ∫
∂k
(
ϕ h(u)
) ·A(k)T [u] dx dt
=−∑
k
∫ ∫
(∂kϕ)h(u) ·A(k)T [u]+ϕ
(
Dh(u)∂ku
) ·A(k)T [u] dx dt.
At this point of the discussion we further need to assume on h the structural commutation
relations
[A(k)]∗Dh(u) = Dh(u)A(k) for k = 1, . . . ,d. (6.12)
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Note that these are clearly satisfied if all A(k) are real and scalar, i.e. A(k) = a(k)Im×m for
a(k) ∈ R. Then, with (6.12), we may continue the preceding transformations to arrive at∫ ∫
ϕ h(u) ·T [A u] dx dt =−
∫ ∫
(A ∗ϕ)h(u) ·T [u]+ϕ (Dh(u)A u) ·T [u] dx dt,
where
A ∗ :=∑
k
[A(k)]∗∂k.
Plugging this into (6.11) and observing the surprising fact that we may cancel terms, we get
−
∫ ∫
(∂tϕ)h(u) ·T [u] dx dt
=
∫ ∫
ϕ
(
Dh(u)g(u)
) ·T [u]− (A ∗ϕ)h(u) ·T [u]+ϕ h(u) ·T [g(u)] dx dt.
Now assume we are given a sequence (u j)⊂ (W1,p∩C1)((0,T )×Ω;Rm) with every u j
solving (6.10) in the above sense for a semilinearity g j, that is,
∂tu j−A u j = g j(x,u j).
We also assume u j ⇀ u. In fact, it suffices to assume that the preceding equation is sat-
isfied in the weaker sense that the Lp-norm of ∂tu j−A u j− g j(x,u j) vanishes as j→ ∞.
Up to a subsequence, the pairs (u j,g j( q,u j)) generate a microlocal compactness form ω ∈
MCFp((0,T )×Ω;Cm×Cm). Write the preceding equation for u j and let first j→ ∞, then
R→ ∞, to derive
−〈〈(∂tϕ)h(z1) ·q1⊗Ψ,ω〉〉
=
〈〈
ϕ
[
Dh(z1)z2 ·q1+h(z1) ·q2
]⊗Ψ,ω〉〉−〈〈(A ∗ϕ)h(z1) ·q1⊗Ψ,ω〉〉.
Here, the splittings z = (z1,z2),q = (q1,q2) ∈ Cm×Cm correspond to the two parts of the
generating sequence.
Rearranging, we have arrived at:
Theorem 6.6. The MCF ω ∈MCFp((0,T )×Ω;Rm×Rm) satisfies the extended (MCF)
system associated to (6.10), that is〈〈
(∂tϕ−A ∗ϕ)h(z1) ·q1⊗Ψ,ω
〉〉
=−〈〈ϕ [Dh(z1)z2 ·q1+h(z1) ·q2]⊗Ψ,ω〉〉
for all ϕ ∈ C1c((0,T )×Ω), h ∈ C1(Rm;Rm) such that h∞ exists in the sense of (2.4) and the
commutation relations (6.12) are satisfied, and all Ψ ∈M .
Notice that the right-hand side in this definition takes the role of a semilinear interaction
term and is zero if g j ≡ 0 for all j. This extended system now defines a flow on the level
of MCFs and hence describes the propagation of oscillations and concentrations or, equiva-
lently, of (lack of) compactness. Consequently, a solution to the extended system could be
called a “compactness flow”.
If the original system is linear and g j = g is just a function of x, we can simplify the
above extended system to〈〈
(∂tϕ−A ∗ϕ)h(z) ·q⊗Ψ,ωu
〉〉
=−〈〈ϕDh(z)g ·q⊗Ψ,ωu〉〉,
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where now ωu is only the u-part of ω . This shows that in this situation oscillations and
concentrations are only transported according to a similar law as in the original system and
the more complicated interactions between the solution and the semilinearity, which are
present in the full extended semilinear system above, do not occur.
Remark 6.7 (Comparison to PDEs for measures, [JMR95]). To illustrate the differ-
ences between the preceding result and previous works on “PDEs for measures” or “Young
measure solutions” to PDEs as for instance in Theorem 1.5 of [JMR95], we write the Young
measure system corresponding to our system (6.10): Consider a sequence of solutions u j
and a corresponding sequence v j(x) = g(x,u j(x)) of semilinearities, which we further as-
sume to generate Young measures µt,x and νt,x, respectively (this can be achieved after
selecting a subsequence). We arrive at the system
∂tµt,x−A µt,x = νt,x in M(Rm).
Many works on this topic such as [JMR95] now focus on the relationship between µt,x and
νt,x: Indeed, it is one of the main achievements of Theorem 1.5 in loc. cit. that, in their
more restricted situation, this system can be written in terms of µt,x only, thus expressing a
compensated compactness fact (in the sense that products of weakly converging sequences
converge to the product of the weak limits, which is the main thrust of [JMR95]). Our result,
however, goes further than the above Young measure system: We are not only interested in
the flow of the value distributions expressed in the equations for µt,x and νt,x (and in fact
one can find equivalent equations for the distribution functions), but moreover in a flow de-
scribing the dynamics of the frequency and directional properties of asymptotic oscillations.
In the MCF system in Theorem 6.6 this is expressed through the “frequency/directional test
function” Ψ.
We leave finer investigations into the propagation of singularities and compactness to
future work. For now we only remark in closing that in the context of the above extended
(MCF) system, the Compensated Compactness Theorem 5.13 allows one to prove state-
ments about the “ellipticity” present in the system.
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