ABSTRACT. -In this paper, we shall first give another expression for Cruzeiro-Malliavin structure equation, by means of the Skorohod integral. The torsion tensor with respect to the Markovian connection used in [CF] is computed. This is the key step to establish a Stroock-like formula of commutation on the derivative of the Skorohod integral, which enables us to prove an It6 formula. As an application, we shall give a maximal inequality for Skorohod integrals following [AN2]. 0 Elsevier, Paris
Introduction
The Skorohod integral on BBd extending the It6 stochastic integral, allows the ingredients to be anticipative with respect to the brownian filtration [Sk] . It enjoys some basic properties of It6 stochastic one like mean zero and locality. However, it does not enjoy the property of martingale. The major difficulty in the theory of anticipative calculus comes from the fact that the powerful tool of martingale goes out of the setting. It is well known since Gaveau and Trauber's paper [GT] that the Skorohod integral is identical to the divergence operator on the classical Wiener space. The Malliavin's stochastic calculus of variations provides an alternative tool. We refer to [NP] and references therein for this theory. In a recent work, E. Albs and D. Nualart[AN2] have established a satisfactory maximal inequality for Skorohod integral where the derivation "in the future" on the anticiping processes was explicitly involved. In this article, motivated by their work, we shall deal with the stochastic anticipative integral on a Riemannian manifold M, similarly introduced as the divergence operator on the Riemannian path space Fm,(A4) (see [Fa] , [CM] , [CF] ). In our setting, we shall encounter a new difficulty which comes from the Lie bracket phenomenon: the Lie bracket of two vector fields is not no more a vector field , but defines a tangent process on Pm,(M) (see [CM] , [Dr3] ).
In order to make the approach of Albs-Nualart effective in our situation, the key step is to establish a Stroock-like formula of commutation on the derivative of Skorohod integrals. This is a quite complicated task, contrary to the case of the classical Wiener space. In fact, the Lie bracket [hl, hs] of two constant vector fields hl , h2 on Pm,(M) will be involved. By [CM] , we know that [h,, h ] 2 is not a vector field but a tangent process. Therefore it defines only a directional derivative. Using the Skorohod integral, we can express the where m, E J4 is a fixed point. Stochastic and geometrical analysis on Pm,(M) has been developed in the last years (see [AM2] , [Bi] , [CF] , [CM] , [Dr1, 2, 3] , [EL] , [ES] , [Fa] , [FM] , [Hs] , [Le] ). In this work, we shall follow the formalism of [FM] . (1.2) ~~(7) = Wrz(T)) and I(z)(r) = x(7).
Then ~-+y~(7) is a brownian motion on M and the It6 stochastic parallel transport along yZ is defined (see [Ma] ) by
Let ~1 be the Wiener measure on X, define : v = ,U o 1-l. Then the It6 map I becomes a measure theoretic isomorphism between (X, ,u) and (Pm,(M), v) . In what follows, we shall use freely this isomorphism.
Ricci effect
Let 0, be the curvature tensor on M read in the frame T 6 O(M) and Tic, be the Ricci tensor:
where {el!. . . , ed} is an o.n. basis of T,, M. In this paper, we shall use the dot to denote the derivative with respect to the time r. Denote
A vector field 2 on Pm,(M) is the data of Z(y,7-) E TycTjM such that z(y, T) = 2i,,Z(y, r) satisfies
In what follows, we shall work with z(y, 7) according to the parallelism I;&,. An element h E W, seen as a constant vector field on F',,,JA4), will play an important role in our work. Recall that z(y, T) is adapted if z(~:~, 7-) is adapted to Brownian filtration FT generated by {z(s) ; s 5 r}. Now, for a vector field z, we define:
S(z, 7) = i(-y,, r) + iric, x(y,, 5-) where ric, = ric,.= ~~1.
Let Q,,, be the solution of the following resolvant equation:
(1.4)
1 . d&T,, dr = -Tnc, QT+ ) Q.q,, = Id; r > s.
Then the inverse map of z+2 is given by:
or in the form:
(1.6)
Sobolev spaces and cylindrical functions
Let h E H, consider (1.7) q(~, h) = -1' O(odx, h) and (a,"(~, T) = 1T exp {E~(s, h)} dx(s) +&(x, 7-).
As q(s, h) is a skew symmetric matrix, s-~?~(z, .) is a quasi-invariant transformation on X by Girsanov's theorem. Denote (1.8) cr,h=Io~',hoI-l. DEFINITION 1.3.1. -Let q > 1, F E Lq(P,,(M), v). We say that F E IV: if there exists DF E xq such that:
where xq = ~(7, r> E TmoJJ; E { ,u(y,r)(' dr)"* < +co}.
Clearly, the class C of cylindrical functions written in the form: 
We shall denote by FC the space of the cylindrical functions at the level of O(M). Let h E W, F E C, the function DhF is not cylindrical but it is cylindrical at the level of O(M). In fact, let f = f o II. Then (see [CM p.1501) ( 1.12) where 8h denotes the Lie derivative along A, on the ith component of f". We have the following relation: Dh(C) C FC and Dh(3C) C I&': for all q > 1. 
when F E JT and h is an adapted vector field or F E W,P for some q > 1 and h E W.
Markovian connection
Now let ~(7, T) be a T,,,,,M-valued process, /I, E H. and hi E I-U, we say it is in 3C(x); if Fi E C and h.; E E-4, we say process u, we define (see [Fa] ):
i=l then it is clear that: J; 4r) 
In particular, E (Jt ~(7) . f&y(~)) = 0. M orever if u E 3C(x), then (1.18) holds for G E W;.
Proof -It follows from (1.17) and Theorem 1.4.1. n TOME 77 -1998 The above equality (2.1) was extended by Driver [Dr3] to the functions F E 3C. It follows easily that when R(hl, hz) = 0 for all r E [0, 11, [h,, h2] is an adapted vector field on Pm,(AJ). This condition is very restrictive, but it was sufficient to give an energy inequality for stochastic anticipative integrals, working with some specific vector fields (see [Fa] and [CF] ). However for the purpose of our work, the condition R(hi, hz) = 0 will not be satisfied. So we have to deal with the term R(hl, h,) o dz. The inconvenience of (2.1) is it depends on the expression of F.
Another expression for Lie bracket
Denote R,(u,b) = i C~=l(Cq,n)r;(,j(a,b)e,;
then we have Then by (1.6), we have:
The process ,~,(r) = C;"Y, < t;,,., (djf). According to (2.1), we obtain the following expression for Lie bracket on cylindrical functions:
h, (7)), then we have: Remark. -The sum of two last terms in the above equality is equal to some kind of stochastic anticipative Stratanovich integral on lP~~O(M). This fact has been emphasized by R. LCandre (see [Le2]).
Torsion tensor
In this section, we shall compute the torsion tensor with respect to the connection defined in (1.14). DEFINITION 2.2.1. -Let hl ? h2 E W, we define the torsion between hl ,112 by:
THEOREM 2.2.2. -Denote kfh,,&(7) = -!j si Qr,,sric, (Jl RE(h,l, h,2) c&r;(<)) ds, then ,for F E C, we have ru=l Now by definition (1.14), we obtain:
b2(odz, hl)h12 + -1 5 h; (CA,ric)7 h,2(7-). <YZl Denote: a,,,(<) = l(S<c)ecu.
Proof. -Replacing h*(T) = &t l~,,,)h"(s)ds and q(r, h) = C, Jt q(T, i-),,,)k(s)ds in (2.10), we obtain:
Using (1.6), then
The following result will be useful in the sequel:
LEMMA 3.1.2. -For any p 1 1, we have
Proof. -As the manifold M is assumed to be smooth and compact, so the geometrical coefficients are bounded. Hence by Burkholder's inequality, we obtain easily (i). (ii) follows directly from (i) and the definition (3.2). W As a consequence, we give: In what follows, we shall denote: UP(T) =< u( 7 ! eLj >. Before stating the main result ) of this section, let's introduce some notations. (3.14) Tl(u)(t) = ii(t) + k 1' rict Q(E)d<. t Now by (3.5), (3.11), (3.12), we obtain TV. For other terms, applying Theorem 3.2.3 and a straightfoward computation leads the result. n It will be useful to estimate Tl(u) , TV : Ts(u) and T4(u). 
Proof. -For t > t,, we have: C(t) = irict JiO u(s)ds. Then (i) follows from (3.14). (ii) follows from (3.11)-(3.13) and (3.15). (iii) follows from (3.16) and (iv) follows from (3.17). l . As what we have remarked in section 2.1, applying (2.1) for functions in 97, the same argument as in [CF] shows that the above inequality still holds for simple processes u E 3C(x). (9 E(qqs) -qq)l""" 2 cyr -syq.
By Burkholder's inequality,
Using ( -1998 -No 3 Using again the Burkholder inequality, we obtain finally:
According to (ii), we obtain (i), the proof is completed. n THEOREM 5.5. -Let F : R-+lF! be a function of C2 such that F, F', F" have polynomial grdwth, then:
(5.7) E(F(X,)) = F(0) + 1 2 ,~tE(F"(X,~)lri,(')ds + I'E(F"(X,) < DQX.,u, >)ds . 0 Proof. -Step 1. We suppose first that F, F', F" are bounded. Using Taylor formula up to second order, we have, denoting: t; = g, Now by Lemma 5.6, the theorem is proved in this case.
Step 2 Then, according to (6.4), we obtain: 
where we have used the inequality:
ab 5 za4/P + yb4/(4-P).
We have: b*(E) JJ E(j~(s)l~)(< -sp2"ds. Therefore, as in (6.5), (6.6) TOME 77 -1998 -NO 3 Using the Fubini theorem as in (6.5) we have finally:
h I E [OI 1' 111(7)12d7],
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Now according to (6.5) and (6.6), we obtain the following result.
THEOREM 6.1. -There exists B E fl,,lLq(P,o(M)) such thatfor 2 < p < 4, we have:
Remark. -We should add the term &i E]u(r)]rd T on the right side of (6.7) to be exact. The proper interest of (6.7) is when u is not adapted, the case where the Burkholder inequality is not applicable. We shall explain that the first alternative proof of (7.1) in [Dr4] is in fact the use of the formula (1.18) for anticipative integrals.
Let e E W(W), define: z(s) = !(~)tz+~(Y&)). Then z is a vector field on Pm,(M) in the sense of section I-1.2. Clearly, z is not adapted with respect to Brownian filtration. Let { ei , . . , ed} be an o.n. basis of T,,<, M. Then In what follows, we shall give a slight extention of (7.1). Consider a vector field Y on M2 defined by Y(mi, ma) = (Yi(mi), Y2(m2)) where Yi , Y2 are vector fields on M, Let r1 < 72, and let Ci ,e2 E H(R), we define = (ptO JT' (jl(s) -iP,(s)ric,) dz(s), t:,+. Then by (1.18), we have: Now using (7.2), we obtain (7.3). n 
