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1. Introduction
The cubic open superstring field theory (SSFT) which keeps the main features of the Witten
open bosonic string field theory [1] has the following action [2, 3]:
S = upslope
∫
Φ ⋆ QΦ+
2
3
upslope
∫
Φ ⋆ Φ ⋆Φ. (1.1)
As in the bosonic SFT action the action (1.1) contains two main ingredients: a multipli-
cation ⋆ and an integral upslope
∫
. Comparing with its bosonic counterpart
∫
, upslope
∫
has an extra
picture changing operator: upslope
∫ ≡ ∫ Y−2 [2, 3].
An appearance of the notion of pictures is a main novelty in the open SSFT. The
pictures are the characteristics of the ghost sector of the fermionic string. We explain all
specific of the appearance of picture changing operators in Section 2.
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Representations of ⋆ and upslope
∫
in the operator and conformal languages were constructed
in [4, 5, 6] (for a review see [7, 8, 9, 10]). Initially the vertices in the operator realization
(both for the bosonic and for the fermionic strings) were built in the discrete basis (standard
oscillator basis) and defined through the infinite dimensional Neumann matrices [4, 6].
Calculations using these vertices are rather complicated [11]. Rastelli, Sen and Zwiebach
[16] suggested to transform vertices to the basis called κ-basis where K1 = L1 + L−1 is
diagonal. The formalism of the κ-basis has already proved its simplicity in [19]-[32].
In the operator representation of the theory (1.1) fields Φ are realized as ket-vectors
|Φ〉 in the Fock space. The multiplication and the integral can be given with the help of
two vertices. The vertex 〈|Vˆ3|〉 represents ⋆:
|Φ1 ⋆ Φ2〉 = 〈|Vˆ3|〉|Φ1〉|Φ2〉
and the vertex 〈Vˆ1| represents upslope
∫
:
upslope
∫
Φ = 〈Vˆ1|Φ1〉.
Having these vertices one can construct pure ”left” vertices 〈Vˆ2|, 〈Vˆ3|, 〈Vˆ4|,... etc. via
natural definitions
〈Vˆ2| = 〈Vˆ1|〈|Vˆ3|〉, 〈Vˆ3| = 〈Vˆ1|〈|Vˆ3|〉〈|Vˆ3|〉, 〈Vˆ4| = 〈Vˆ1|〈|Vˆ3|〉〈|Vˆ3|〉〈|Vˆ3|〉, ...
These vertices form the so-called Witten tower of vertices [14]. They satisfy the descent
relations which are written in terms of the “right” 1-vertex |Vˆ1〉 defined as a solution of
the following relation
〈Vˆ2||Vˆ1〉 = 〈Vˆ1|. (1.2)
One can prove [14] that the descent relations have the form
〈Vˆn+1||Vˆ1〉 = 〈Vˆn|. (1.3)
In practice one usually construct the ”left” vertices 〈Vn| by solving overlap conditions
[4]. To stress the origin of these vertices we remove hats. It is obvious that the overlap
conditions define vertices up to normalization factors 〈Vˆn| = Zn〈Vn| and |Vˆ1〉 = Z−1|V1〉.
Therefore the following modification of the descend relations (1.3) for 〈Vn| takes place
〈Vn+1 | V1〉 = Zn〈Vn| Zn = ZnZ−1−1Z−1n+1 (1.4)
These relations are indispensable ingredients of SFT, and they play important role in
the SFT perturbation technique [11]. Note that the vertices Vˆ1 and Vˆ3 are defined up to
two normalization factors as well. These factors can be absorbed into the charge and string
field redefinitions in the cubic SFT action.
The descent relations are exact relations. Performing a check of the descent relations
within a calculation scheme one performs a check of the calculation scheme itself. One can
analyze
• operator structure of relations (1.4);
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• numerical factors in (1.4).
There is no reason to expect that Zn are well defined and therefore a regularization is
needed. Different regularizations are suitable for different bases and one can expect different
factors Zn for different schemes and different regularizations. Moreover the Zn is a product
of factors coming from matter and ghost sectors separately. Each of these factors are
singular ones tend to zero and another ones to infinity. One needs a special relation
between matter and ghost regularizations to provide finite answers.
A study of the descent relations between string vertices in the bosonic string has been
performed by Belov [12] and Fucks and Kroyter [13]. In ref. [12, 13, 14, 15] it was found
that Z3 6= 1. The appearance of Z3 6= 1 in the descent relations was considered as an
anomaly [13]. In [15] there was suggested the regularization for which the coefficient Z3
was equal one in the bosonic string. The factorization of the coefficient Zn = ZnZ−1−1Z−1n+1
was found in the κ-basis [12], the origin of this factorization was revealed in [14].
In this paper we investigate the descent relations in the Neveu-Schwartz (NS) sector
of the fermionic string. Our goals are
• find a numerical factor in the relation 〈V2|V1〉 = Z2〈V1|;
• check the descent relation 〈V3|V1〉 = Z3〈V2|.
We check these relations in the κ-basis and in the discrete one and discuss the different
regularizations in these bases. It is interesting to note that in contrast to the calculations
in the bosonic string where all calculations in the discrete basis were performed only nu-
merically [13, 14], some calculations in the fermionic sector can be performed analytically.
Namely, we analytically calculate the Neumann matrix in the vertex 〈V2| through a mul-
tiplication the Neumann matrices of the vertices 〈V3| and |V1〉.
This paper is organized as the following. In Section 2 we remind some aspects of the
Fock representation of the superstring field theory and note special aspects of the descent
relations for the NS string. In Section 3 we discuss some properties of the lowest vertices
V1 and V2. In Section 4 we remind some features of the κ-basis for the NS fermionic string
and calculate the descent relation between vertices 〈V3| and |V1〉. Here we also calculate
the coefficient Z3. The descent relation 〈V3|V1〉 = 〈V2| in the discrete basis is calculated in
Section 5. In Section 6 we discuss the coefficients Z3 and an issue of regularizations.
2. Specific of Decent Relations in NS string
Let us remind the main features of the fermionic string. The ghost β, γ sector of the
fermionic string has many different nonequivalent vacua |q〉 which are known as pictures
and labeled by integers. Transitions between vacua (pictures) are realized by an infinite
number of ghost modes. This is the difference between the ghost sector of the fermionic
string and the ghost sector of the bosonic string where the transition between vacua is
realized by one mode of ghost or anti-ghost. There is an operator which changes the
picture:
|q〉 = eqφ(0)|0〉, (2.1)
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where φ(z) is the field bozonizing the superghosts as β = e−φ∂ξ, γ = eφη [17]. The BRST-
invariant operators realizing the transition between various vacua are called the picture
changing operators [2, 3, 17, 18]. There are two picture changing operators X and Y−1
which change the picture |q〉 in the following way
X(|q〉) ⇒ |q + 1〉,
Y−1(|q〉) ⇒ |q − 1〉. (2.2)
Both these operators commute with BRST charge Q: [X,Q] = 0, [Y−1, Q] = 0, and obey
the key property (X · Y−1)(z) = limz→z′ X(z)Y−1(z′) = 1.
The normalization of the vacua has the form [17]
〈−q − 2|q〉 = 1. (2.3)
In the action (1.1) one uses zero-picture string fields
|Φ(0)〉 =
∑
k,l,n∈N
m,j,i∈N+1
2
Ai...(x)β−i...γ−j ...b−k...c−l...α
µ
−n...ψ
ν
−m|0〉. (2.4)
The vertex 〈Vˆ1| defining the string integral for zero picture fields is a vector and has the
picture “-2” and we denote it by the superscript “(-2)”
upslope
∫
Φ ≡(−2) 〈Vˆ1|Φ(0)〉. (2.5)
Next one defines the star product ⋆ of two string fields as
|Φ1 ⋆ Φ2〉(0)3 = 12〈|Vˆ3|〉3|Φ(0)〉1|Φ(0)〉2. (2.6)
Hence the vertex 12〈|Vˆ3|〉3 in (2.6) has the pictures “-2”, “-2” and “0” respectively, so we
denote it as (−2,−2)12〈|V3|〉(0)3 .
Using the vertices (−2)〈Vˆ1| and (−2,−2)12〈|Vˆ3|〉(0)3 one can build a vertex 〈Vˆ2| as
(−2,−2)
12〈Vˆ2| ≡ (−2)3〈Vˆ1|(−2,−2)12〈|Vˆ3|〉(0)3 . (2.7)
Now we are able to define a vertex |Vˆ1〉 as a solution of eq. (1.2) with |Vˆ1〉 in the zero
picture:
(−2,−2)
12〈Vˆ2|Vˆ1〉(0)2 ≡ (−2)1〈Vˆ1|. (2.8)
One can build an infinite tower of vertices 1...N
〈|VˆN+1|〉N+1 by gluing of N − 1 ver-
tices Vˆ3. They have N vacua in the picture “-2” and one vacuum in the picture “0”. Using
the vertex 1...N
〈|VˆN+1|〉N+1, one can define the star product for N fields as:
(−2,−2,...−2)
1...N
〈|VˆN+1|〉(0)N+1|Φ(0)N 〉 . . . |Φ(0)1 〉 ≡ |Φ(0)N 〉 ⋆ · · · ⋆ |Φ(0)1 〉. (2.9)
By an analogy with the bosonic case one can also build an infinite tower of the vertices
(−2,...,−2)
1...N 〈VˆN | associated with the vertices (−2,...−2)1...N 〈|VˆN+1|〉(0)N+1 constructed above
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by adding one more (−2)〈Vˆ1| as in (2.7). Like we did it [14] in the bosonic string, let us call
this set of the vertices Witten’s tower of vertices. Therefore one has the descent relations
between the vertices 〈VˆN+1| and 〈VˆN | [14]:
(−2,...,−2)〈VˆN+1|Vˆ1〉(0) = (−2,...,−2)〈VˆN |. (2.10)
As has been mentioned in the introduction in practice one defines 〈VN | via the overlap
conditions that define corresponding vertices up to numerical factors. Moreover, in practice
defining a vertex via these overlap conditions one can use different realizations of pictures.
For example, (−2,−2)〈V2| can be presented with help of an operator acting on a bra vacuum
vector 〈−2|〈−2|
(−2,−2)〈V2| = 〈−2|〈−2| V−2,−2, (2.11)
as well as result of acting of the picture changing operator Y−1Y−1 (in different points) on
a vector 〈−1|〈−1| V−1,−1,
(−2,−2)〈V2| = 〈−1|〈−1| V−1,−1 Y−1Y−1, (2.12)
or
(−2,−2)〈V2| = 〈0|〈−2| V0,−2 Y−2, (2.13)
with Y−2 being Y−2|q〉 ⇒ |q − 2〉.
It is difficult to treat Y−1 in operator formalisms [18] and therefore, it is difficult to
check explicitly that these representations (2.11), (2.12) and (2.13) are equivalent (see
also [33]). As for the descent relation (−2,−2,−2)〈V3|V1〉(0) ≃ (−2,−2)〈V2| we will check it
for vertices in the form (−2,−2,−2)〈V3| = 〈−1|〈−1|〈−2|V−1,−1,−2Y−1Y−1 and (−2,−2)〈V2| =
〈−1|〈−1|V−1,−1Y−1Y−1, i.e. we have to check
〈−1|〈−1|〈−2|V−1,−1,−2Y−1Y−1|V1〉 = 〈−1|〈−1|V−1,−1Y−1Y−1. (2.14)
We can assume that Y−1-’s acts on one “external” legs 1, or 2 in (2.14) and remove
Y−1Y−1 that gives
(−1,−1,−2)〈V3|V1〉(0) ≃ (−1,−1)〈V2|. (2.15)
The same is true for |V1〉 defining relation. We actually check
(−2,0)〈V2|V1〉(0) = (0)〈V1|
as
(−2,−2)〈V2|V1〉(0) = (−2)〈V1|
in a special form is equivalent to
〈−2, 0|V−2,0Y−2|V1〉 = 〈0|V0Y−2
Therefore for checking the descent relations we have a freedom to choose the vertices in
the pictures which are more convenient for the calculations.
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3. V1 and V2
The solution |V1〉 of the defining equation (2.8) is unique, that can be transparently ex-
emplified on the bosonic vertex |V X1 〉. To show this it is enough to check that 〈V2| is
nondegenerated. In the case of bosonic string
〈V X2 | = 1,2〈0| exp(−a1Ca2), (3.1)
where [an, a
†
m] = δnm are the modes of the string X(σ) and Cnm = (−1)nδnm (here we
omit the zero mode for simplicity). Reminding the correspondence between a string field
Φ[X(σ)] and a state |Φ〉:
Φ[X(σ)] ≡ 〈X(σ)|Φ〉 (3.2)
we write the Dirac conjugation
Φ[X(σ)] = 〈Φ|X(σ)〉. (3.3)
Considering the vertex 〈V X2 | as an operator mapping ket-s |Φ〉 to bra-s 〈ΦR|1
2〈ΦR| ≡ 1,2〈V2|Φ〉1 (3.4)
we write using (3.3):
Φ
R
[X(σ)] = 1,2〈V2|Φ〉1|X(σ)〉2. (3.5)
We calculate (for E−1nm see [4])
1,2〈V2|X(σ)〉2 = 1,2〈0| exp(−a1n(−1)na2n) exp
(
−xnE−2nnxn − 2ia1†n E−1nnxn +
1
2
a1†n a
1†
n
)
|0〉1
= 2〈0| exp
(
−xnE−2nnxn + 2i(−1)na2nE−1nnxn +
1
2
(−1)na2n(−1)na2n
)
(3.6)
= 2〈0| exp
(
−((−1)nxnE−2nn (−1)nxn) + 2ia2nE−1nn (−1)nxn +
1
2
a2na
2
n
)
.
Taking into account the string modes expansion X(σ) = i
√
2
∑
n xn cos(nσ) one gets
1,2〈V2|X(σ)〉2 = 〈X(π − σ)|.
That gives
Φ
R
[X(σ)] = 〈X(π − σ)|Φ〉 = Φ[X(π − σ)]. (3.7)
There is a string field decomposition
Φ[X(σ)] = ΦS [X(σ)] + ΦA[X(σ)]
into the symmetric part
ΦS [X(σ)] = ΦS[X(π − σ)]
1To avoid misunderstanding we stress that string fields are represented as ket-s: Φ[X(σ)] ≡ 〈X(σ)|Φ〉
not as bra-s: 〈Φ|X(σ)〉 = 〈X(σ)|Φ〉 = Φ[X(σ)].
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and the antisymmetric part
ΦA[X(σ)] = −ΦA[X(π − σ)].
Under this decomposition we have
ΦR[X(σ)] = ΦS [X(σ)] − ΦA[X(σ)]. (3.8)
Hence, we see that 〈V2| acts as the mapping
〈V2| : Φ[X(σ)] = ΦS[X(σ)] + ΦA[X(σ)]→ ΦS [X(σ)] − ΦA[X(σ)]. (3.9)
This mapping is nondegenerate and by this reason the solution of (2.8) is unique.
Taking 〈V2| as a quadratic form in the space of the string functional (Φ,Φ) ≡ 1,2〈V2|Φ〉1|Φ〉2
one sees that this metrics is neither positive defined nor nondegenerate. Indeed,
〈V2|Φ〉|Φ〉 = 〈ΦR|Φ〉 = 〈ΦS − ΦA|ΦS +ΦA〉 =
= 〈ΦS|ΦS〉 − 〈ΦA|ΦA〉+ 〈ΦS |ΦA〉 − 〈ΦA|ΦS〉 =
= 〈ΦS|ΦS〉 − 〈ΦA|ΦA〉. (3.10)
A few comments concerning |V1〉 are in order. Let us multiply both sides of (2.8) by
an arbitrary field |Φ〉 and rewrite it in the Witten notations∫
V1 ⋆ Φ =
∫
Φ, (3.11)
where V1 stand for a string field corresponding to |V1〉 by V1[X(σ)] ≡ 〈X(σ)|V1〉. Since Φ
is an arbitrary field one can discard the integral to get
V1 ⋆ Φ = Φ. (3.12)
Thus we conclude that V1 defined by (2.8) is nothing but the unity under the star multi-
plication [4, 34, 35, 36].
Multiplying both sides of (3.4) by |V1〉 from the right one gets
〈V2|Φ〉|V1〉 = 〈ΦR|V1〉, (3.13)
that gives via descent relation (2.8)
〈V1|Φ〉 = 〈ΦR|V1〉. (3.14)
In order to have the positively defined and nondegenerate quadratic form (3.10) we put
the following constraints on the symmetric and antisymmetric field parts:
ΦS = ΦS , i.e the symmetric part is a real one,
ΦA = −ΦA, i.e the antisymmetric part is an imaginary one, (3.15)
or for the field Φ we get
Φ[X(σ)] = ΦR[X(σ)]. (3.16)
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Following [1, 37] we call these fields as real. We see that on the linear subspace of the real
string field 〈V X2 | acts as a unity operator i.e. 〈V X2 |Φ〉 = (|Φ〉)+. The interesting question
arises if the subspace of the real field is a subspace under ⋆ multiplication.
Hence, turning back to (3.14) we have for the real fields
〈V1|Φ〉 = 〈Φ|V1〉. (3.17)
Thus, we conclude that |V1〉 is both the identity for ⋆ and the ket representation of the
Witten integral for the real string fields (3.16).
We start our calculation with the defining relation (2.8) for the fermionic variables ψ.
By the direct calculation we check (2.8) for given vertices [4, 33].
The vertex |V ψ1 〉 has the form [4]
|V ψ1 〉 = exp
12 ∑
r,s≥1/2
ψµ−rIrsψ
µ
−s
 |0〉 = exp
(
1
2
ψIψ
)
|0〉, (3.18)
where Irs is the antisymmetric matrix (see Appendix, eq. (A.1)).
The vertex 〈V ψ2 | reads [4]
〈V ψ2 | = 12〈0| exp
−i ∑
r≥1/2
ψ1r (−)rψ2r
 = 12〈0| exp(−ψ1Sψ2), (3.19)
where Srs = i(−1)rδr,s.
So we have
〈V ψ2 |V ψ1 〉 = 12〈0| exp(−ψ1Sψ2) exp(
1
2
ψ1Iψ1)|0〉1. (3.20)
We use the following identity [38]
〈0| exp
{
1
2
ψrVrsψs + ψrλr
}
exp
{
1
2
ψ−rIrsψ−s
}
|0〉
= det(1 + V I)1/2 exp
{
1
2
λr(1 + IV )
−1Irsλs
}
. (3.21)
We get
〈V ψ2 |V ψ1 〉 = 〈0| exp
(
−1
2
ψ2r(−1)r+pIrpψ2p
)
= 〈V ψ1 |. (3.22)
For the superghost sector we can also calculate 〈V2|V1〉. The vertex |V βγ1 〉 reads [4].
|V βγ1 〉 = exp
 ∑
r≥3/2
s≥−1/2
β−rKrsγ−s
 |0〉. (3.23)
The vertex 〈V2| has the following form [33]
〈V βγ2 | = 1,2〈−2, 0| exp
i ∑
r≥−1/2
(−1)rγ2rβ1r − i
∑
r≥3/2
(−1)rγ1rβ2r
 . (3.24)
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The descent relation is the following
〈V βγ2 |V βγ1 〉 = 1,2〈−2, 0| exp
i ∑
r≥−1/2
(−1)rγ2rβ1r − i
∑
r≥3/2
(−1)rγ1rβ2r
×
× exp
 ∑
r≥3/2
s≥−1/2
β1−rKrsγ
1
−s
 |0〉1. (3.25)
We use the following identity [39]
〈−2| exp{−βrSrsγs + λsγs + βsµs} exp{β−rVrsγ−s + β−sνs + κsγ−s}|0〉 (3.26)
= det(1− SV )−1 exp{κ(1 − SV )−1(Sν − µ)− λ(1− V S)−1(V µ− ν)}.
So we get
〈V βγ2 |V βγ1 〉 = 〈0| exp
− ∑
r≥3/2
s≥−1/2
β2r (−1)r+sKrsγ2s
 = 〈V βγ1 |. (3.27)
Here we got that the vertices |V ψ1 〉 and |V βγ1 〉 satisfy the defining equation (2.8) (the vertices
|V ψ1 〉 and |V βγ1 〉 were got as the solution of the overlap equation). We also got the coefficient
Z2 equal to one.
4. Descent relation in the κ-basis
4.1 κ-basis. General
The excellent description of the κ-basis for the fields of an arbitrary conformal weight s was
given in [21]. For the NS sector of superstring we will be interested in the case s = 1/2.
In this section we review the notations and the main formulas from [21, 29].
Let Hs be the Hilbert space of analytic functions inside the unit disk and square-
integrable on the boundary. The inner product for f, g ∈ Hs is given by
〈g|f〉s = 1
πΓ(2s− 1)
∫
|z|61
d2z
[
1− zz¯]2s−2 g(z)f(z). (4.1)
In our case s = 1/2. The apparent singularity at s = 12 is spurious [40].
The usual oscillator basis diagonalizes the generator L0, which has discrete eigenvalues
(m+ s), m = 0, 1, 2, . . . . Its eigenfunctions normalized by (4.1) are
|m, s〉(z) = N (s)m zm with N (s)m =
[
Γ(m+ 2s)
Γ(m+ 1)
]1/2
. (4.2)
For s = 1/2 the normalization factor N
(1/2)
m equals to one and |m, 1/2〉(z) = zm.
The vertices 〈VN | are Kn symmetrical ones
〈V3|(K(1)n +K(2)n +K(3)n ) = 0, (4.3)
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where Kn = Ln − (−)nL−n and Ln are the Virasoro generators. It is important that for
n = even only the full (matter+ghost) vertex (4.3) is Kn-invariant, but for n = odd the
vertices are invariant in the matter and ghost sectors [4, 16] separately. For n−odd the Kn
invariance of a vertex means that the Neumann matrices Vkl and the matrix corresponding
to the operator Kn commute (choose n = 1):
[K1, V ] = 0. (4.4)
Therefore, if one finds the eigenvectors of the matrix K1,kl and chooses them as basis
vectors then the Neumann matrices are reduced to the diagonal form [16, 21, 25, 29, 30].
The calculations are greatly simplified in this basis [16, 21].
One can search for eigenfunctions of K1 on the complex plane z, but it is convenient
to use the map [16]
z = i tanhw, (4.5)
which takes the unit disk into the strip |Im w| ≤ π/4. In w coordinate the operator K1
takes the form
K1 = −i d
dw
+ i tanhw. (4.6)
The eigenvalues of the operator are all of the real numbers κ. The eigenfunctions of (4.6)
are
|κ, 1/2〉(z) = [A1/2(κ)]1/2 coshw(z) eiκw(z), (4.7)
where
A1/2(κ) =
1
2 cosh piκ2
is the normalization constant, it is determined from
〈κ, 1/2|κ′ , 1/2〉 = δ(κ − κ′). (4.8)
The transformation “matrix” between the discrete and continuous bases is
〈m, 1/2|κ, 1/2〉 = V (1/2)m (κ)(A1/2(κ))
1
2 . (4.9)
Here the polynomials V
(1/2)
m (κ) are given by the generating function
coshw eiκw =
∞∑
m=0
V (1/2)m (κ)z
m. (4.10)
4.2 Matter sector
4.2.1 Matter sector in the κ-basis
Let ψ(z) be a field of dimension s = 1/2. In the NS sector it has a half-integer mode
expansion. Following [21, 29, 34] we decompose it into creation and annihilation parts
with respect to the SL(2,R)-invariant vacuum |0〉:
ψ(z) =
∞∑
n=0
[
ψ−(n+ 1
2
) z
n + ψn+ 1
2
z−n−1
]
=
∞∑
n=0
[
ψ−(n+ 1
2
) |1/2, n〉(z) + ψn+ 1
2
|1/2, n〉(1/z)z−1
]
. (4.11)
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Using the completeness condition
Id(z, 1/z) =
∫
R
dκ|κ, 1/2〉(z) ⊗ 〈κ, 1/2|(1/z)
and (4.9), one gets
ψ(z) =
∫
R
dκ
∞∑
n=0
(A1/2(κ))
1
2
[
V (1/2)n (κ)ψ−(n+ 1
2
)|κ, 1/2〉(z) + V (1/2)n (κ)ψn+ 1
2
|κ, 1/2〉(1/z)z−1
]
,
or if one introduces the notation
ψ±(κ) =
√
A1/2(κ)
∞∑
m=0
V (1/2)m (κ)ψ∓(m+1/2), (4.12)
we have
ψ(z) =
∫
R
dκ
[
ψ+(κ)|κ, 1/2〉(z) + ψ−(κ)|κ, 1/2〉(1/z)z−1] .
The anticommutation relations between the oscillators in κ-basis are
{ψ−(κ), ψ+(κ′)} = δ(κ − κ′). (4.13)
4.2.2 〈V ψ3 |V ψ1 〉 in the κ-basis
In this section we will consider the descent relation 〈V ψ3 |V ψ1 〉 for the matter sector of the
NS string in the κ-basis [29, 30].
The right identity |V ψ1 〉 in the κ-basis [29] reads
|V ψ1 〉 = exp
{
−1
2
∫ ∞
0
dκτ(κ)ψ+α (κ)εαβψ
+
β (κ)
}
|0〉, α, β = 1, 2 (4.14)
where τ(κ) = tanh(piκ4 ) and ψ
+
α (κ) is the two component vector
ψ±1 (κ) =
1√
2
(ψ±(κ)− ψ±(−κ)),
ψ±2 (κ) =
1√
2
(ψ±(κ) + ψ±(−κ)),
and
εαβ =
(
0 1
−1 0
)
.
The | 0〉 stands for the usual oscillator vacuum, it doesn’t change under transformation
from the discrete basis to the κ-basis.
The three-string vertex is [29]
〈V ψ3 | = 123〈0| exp
{
−1
2
∫ ∞
0
dκψa−α (κ)V
ab
αβ(κ)ψ
b−
β (κ)
}
, a, b = 1, 2, 3 (4.15)
where V abαβ(κ) is 6× 6 matrix defined by
V abαβ(κ) = µ(κ)εαβ ⊗ δab + µt(κ)cαβ ⊗ χab + µs(κ)εαβ ⊗ ǫab; (4.16)
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µ = τ
1− τ2
1 + 3τ2
, µt =
1 + τ2
1 + 3τ2
, µs = −τ 1 + τ
2
1 + 3τ2
,
and
cαβ =
(
1 0
0 −1
)
.
We use the following notations [27]
χab =
 0 1 −1−1 0 1
1 −1 0
 , ǫab =
 0 1 11 0 1
1 1 0
 .
Hence, all the vertices are defined. We can evaluate the descent relation
〈V ψ3 |V ψ1 〉 =
= 123〈0| exp
{
−1
2
∫ ∞
0
dκψa−α (κ)V
ab
αβ(κ)ψ
b−
β (κ)
}
× exp
{
−1
2
∫ ∞
0
dκ′τ(κ′)ψ1+α (κ
′)εαβψ
1+
β (κ
′)
}
|0〉1,
we use the formula of multiplication of two exponents in [29, 38]
= det(1− µτ(κ))10
× 23〈0| exp
{
−1
2
∫ ∞
0
dκψn−α (κ)
[
V nmαβ (κ)− V n1αγ (κ)
τ(κ)
1− µτ(κ)εγδV
1m
δβ (κ)
]
ψm−β (κ)
}
.
Here det(1−µτ(κ))10 stands for the determinated of the diagonal operator (1−µτ(κ))δ(k−
k′).
Let us introduce the notation
Unmαβ (κ) = V
nm
αβ (κ)− V n1αγ (κ)
τ(κ)
1 − µτ(κ)εγδV
1m
δβ (κ), m = 2, 3. (4.17)
It is easy to check using the explicit expression of the matrix V ab(κ) (4.16) that the matrix
Unmαβ (κ) has the form
U22αβ(κ) = U
33
αβ(κ) = 0, and U
23
αβ(κ)− U32βα(κ) = 2cαβ . (4.18)
Thus we get the following form for the vertex 〈V2|
〈V ψ2 | = 12〈0| exp
{
−
∫ ∞
0
dκψ1−α (κ)cαβψ
2−
β (κ)
}
. (4.19)
Thereby,
〈V ψ3 |V ψ1 〉 = det(1− µτ(κ))1023〈0| exp
{
−
∫ ∞
0
dκψ2−α (κ)cαβψ
3−
β (κ)
}
= det(1− µτ(κ))10〈V ψ2 |. (4.20)
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We got the vertex 〈V ψ2 | and det(1− µτ(κ))10 which is obviously divergent. Below we will
show how to treat the determinant following [21].
To calculate detA one uses the standard trick
detA = exp{Tr logA}.
Let us suppose that we have some operator A which is diagonal in the κ-basis and has
eigenvalues A(κ)
Tr A =
∫ ∞
0
dκ〈κ, 1/2|A|1/2, κ〉 =
∫ ∞
0
dκA(κ)〈κ, 1/2|1/2, κ〉. (4.21)
Taking into account (4.8) one gets
TrA =
∫ ∞
0
dκA(κ)〈κ, 1/2|1/2, κ〉 ∼ δ(0)
∫ ∞
0
dκ A(κ). (4.22)
This expression diverges. One would like to regularize δ(0) and at first sight for this one
can use any regularization of delta function. In [12, 21] the arguments were given how to
choose the regularization. It was suggested to regularize the measure in the inner product
(4.1) by s→ s+∆. The main argument for the regularization of measure was given through
the associativity of operators Up which add the nonzero momentum to vertices. In [41] it
was suggested that the anomaly in the associativity
〈VN |Up+q = 〈VN |(UpUq) 6= (〈VN |Up)Uq
is connected with the breaking of the unitarity of the operator Up. In order to act by
the operator Up on a vertex it should be regularized. The regularization could break the
unitarity. Manes used the level truncation method. Next in [42] the same calculation was
done, but they used the regularization with the ζ-function. They concluded that there is
a regularization free from the anomaly. They suggested the complicated regularization in
which the anomaly was absent. Using the ∆ regularization of [12] it is easy to prove the
associativity
lim
∆→+0
〈VN |U (∆)q+p = lim
∆→+0
[
lim
∆′→+0
〈VN |U (∆′)q
]
U (∆)p . (4.23)
It was suggested to introduce the spectral regularized density as
ρs,∆(κ
′, κ) ≡ 〈κ′, s|κ, s〉s+∆ (4.24)
and
lim
∆→0
ρs,∆(κ
′, κ) = ρs(κ
′, κ) = δ(κ − κ′). (4.25)
Thus the regularized expression (4.22) can be written as
Tr∆ A =
∫ ∞
0
dκA(κ)ρ1/2,∆(κ, κ). (4.26)
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So one can calculate the determinant of the operator through the trace of the operator
with a regularized spectral density. The expression of the regularized spectral density for
an arbitrary s was found in [12]
ρs,∆(κ) =
1
4π∆
+
log 2
2π
−Bs(κ),
(4.27)
where
Bs(κ) =
1
4π
[
ψ
(
s+
iκ
2
)
+ ψ
(
s− iκ
2
)]
,
and ψ(z) is the logarithmic derivation of the Γ-function. The spectral density was also
calculated for s = 0 in [28].
Taking into account the discussion given above we can calculate the determinant
det(1− µτ(κ))10 = e10Tr log(1−µτ(κ)),
where
Tr log(1− µτ(κ)) = lim
∆→0
Tr∆ log(1− µτ(κ))
and
Tr∆ log(1− µτ(κ)) =
∫ ∞
0
dκ log(1− µτ(κ))ρ1/2,∆(κ). (4.28)
4.3 Superghost sector
4.3.1 Superghost sector in the κ-basis
Since the Neumann matrices of vertices for superghosts are the functions of the Neumann
matrices of vertices for the matter, they have the general system of the eigenvectors. There-
fore one can introduce the superghost oscillators in the κ-basis in the following way [29]:
β±(κ) = ±
√
A1/2(κ)
∞∑
m=0
V (1/2)m (κ)β∓(n+1/2) (4.29)
and
γ±(κ) =
√
A1/2(κ)
∞∑
m=0
V (1/2)m (κ) γ∓(n+1/2). (4.30)
As a consequence of the commutation relation in the discrete basis [γr, βs] = δr+s,0, we
have the following commutation relation in the continuous basis
[γ−(κ), β+(κ′)] = δ(κ − κ′).
4.3.2 〈V βγ3 |V βγ1 〉 in the κ-basis
Now we are able to calculate the descent relation for the superghosts in the κ-basis.
The vertices in the κ-basis have the form [29]
|V βγ1 〉 = eφ(
pi
2
) exp
{∫ ∞
0
dκτ˜ (κ)β+α (κ)εαβγ
+
β (κ)
}
| − 1〉 (4.31)
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and
〈V βγ3 | = 123〈−1| exp
{
−
∫ ∞
0
dκβa−α (κ)K
ab
αβ(κ)γ
b−
β (κ)
}
e−φ
1(pi
2
), (4.32)
where α, β = 1,2 and a, b = 1,2,3. As in the case of the fermionic matter the superghosts
β±α (κ) and γ
±
β (κ) are two component vectors:
β±1 (κ) =
1√
2
(β±(κ) − β±(−κ)), β±2 (κ) =
1√
2
(β±(κ) + β±(−κ)),
γ±1 (κ) =
1√
2
(γ±(κ) − γ±(−κ)), γ±2 (κ) =
1√
2
(γ±(κ) + γ±(−κ)).
The matrix Kabαβ(κ) is
Kabαβ(κ) = µ˜(κ)εαβ ⊗ δab + µ˜t(κ)cαβ ⊗ χab + µ˜s(κ)εαβ ⊗ ǫab; (4.33)
where
µ˜ = τ˜
τ˜2 − 1
1 + 3τ˜2
µ˜t = − 1 + τ˜
2
1 + 3τ˜2
, µ˜s = τ˜
1 + τ˜2
1 + 3τ˜2
,
the function τ˜(κ) = coth(piκ4 ).
Hence, the descent relation in the κ-basis is
〈V βγ3 |V βγ1 〉 = 123〈−1| exp
{
−
∫ ∞
0
dκβa−α (κ)K
ab
αβ(κ)γ
b−
β (κ)
}
e−φ
1(pi
2
)
× eφ1(pi2 ) exp
{∫ ∞
0
dκ′τ˜(κ′)β1+α (κ
′)εαβγ
1+
β (κ
′)
}
| − 1〉1 (4.34)
= 123〈−1| exp
{
−
∫ ∞
0
dκβa−α (κ)K
ab
αβ(κ)γ
b−
β (κ)
}
× exp
{∫ ∞
0
dκ′τ˜(κ′)β1+α (κ
′)εαβγ
1+
β (κ
′)
}
| − 1〉1, (4.35)
Taking into account the expression for the inner product of two exponents [12, 39] the
descent relation (4.34) has the form (n,m = 2, 3)
= det(1 + τ˜ µ˜(κ))−223〈−1| exp
{
−
∫ ∞
0
dκβn−α (κ)U˜
nm
αβ (κ)γ
m−
β (κ)
}
, (4.36)
where
U˜nmαβ (κ) ≡ Knmαβ (κ) +Kn1αγ(κ)
τ˜(κ)
1 + µ˜τ˜(κ)
εγδK
1m
δβ (κ). (4.37)
It is easy to check that the matrix U˜nmκ,αβ satisfies the following conditions
U˜22αβ(κ) = U˜
33
αβ(κ) = 0 and U˜
23
αβ(κ) = −cαβ, U˜32βα(κ) = cαβ . (4.38)
Hence, the two-string vertex in the κ-basis has the form
〈V βγ2 | = 23〈−1| exp
{∫ ∞
0
dκ
(
β2−α (κ)cαβγ
3−
β (κ)− β3−α (κ)cαβγ2−β (κ)
)}
. (4.39)
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However, we have expected another form for the vertex 〈V βγ2 |. We have thought that the
vertex 〈V2| in the κ-basis looks like (3.24).
Below we give comments on this result together with the result of calculation in the
discrete basis.
Following the discussion above we get the following result
〈V βγ3 |V βγ1 〉 = det(1 + τ˜ µ˜(κ))−2〈V βγ2 |. (4.40)
As above we represent det(1 + τ˜ µ˜(κ)) as
det(1 + µ˜τ˜(κ)) = eTr log(1+eµeτ(κ)),
and as above we regularize it by regularization of the measure
Tr∆ log(1 + µ˜τ˜(κ)) =
∫ ∞
0
dκ log(1 + µ˜τ˜(κ))ρ1/2,∆(κ). (4.41)
4.4 Normalization factor Z3
The descent relation in the NS sector of superstring is (the descent relation in the bosonic
string in the κ-basis was calculated in [12])
〈V3|V1〉 = Z3〈V2| = ZxZbcZψZβγ〈V2|, (4.42)
where
logZ3 = −11 log det(1−ν)+F3,1+F1,1−F2,1+10 log det(1−µτ)−2 log det(1+ µ˜τ˜) (4.43)
and FN,1 was defined in [12].
FN,1 ≡ 9
2
(N − 2)2
2N
(
1
4∆
+
γE − log 2
2
)
+
9
2
[
log
N
2
− N − 2
2
log 2
]
, N = 1, 2, 3.
(4.44)
The function ν(κ) is [21]
ν(κ) = − sinh(
piκ
4 )
sinh(3piκ4 )
.
In other words logZ3 is
logZ3 = −11
∫ ∞
0
dκ log(1− ν)ρ1,∆(κ) + 3
(
1
4∆
+
γE − log 2
2
)
+
9
2
log
3
4
+10
∫ ∞
0
dκ log(1− µτ)ρ1/2,∆(κ) − 2
∫ ∞
0
dκ log(1 + µ˜τ˜)ρ1/2,∆(κ), (4.45)
here γE is the Euler constant.
Now, we extract the 1/∆ terms from (4.45)(
3− 11
π
∫ ∞
0
dκ log(1− ν) + 10
π
∫ ∞
0
dκ log(1− µτ)− 2
π
∫ ∞
0
dκ log(1 + µ˜τ˜)
)
1
4∆
. (4.46)
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The integrals in (4.46) are easy to calculate:∫ ∞
0
dκ log(1− ν) = π
9
,
∫ ∞
0
dκ log(1− µτ) = − π
18
,
∫ ∞
0
dκ log(1 + µ˜τ˜) =
11π
18
.
The simple algebra gives the cancelation of the singular part (4.45)
singular part =
(
3− 11
9
− 10
18
− 22
18
)
1
4∆
=
(
3− 54
18
)
1
4∆
= 0. (4.47)
Thereby, the 1/∆ part of (4.45) is zero in critical dimension that enter explicitly in eq.(4.43).
The rest in (4.45) is (see (4.27))
finite part =
3
2
log
27
256
+
3γE
2
+ 11
∫ ∞
0
dκ log(1− ν)B1(κ)
− 10
∫ ∞
0
dκ log(1− µτ)B1/2(κ) + 2
∫ ∞
0
dκ log(1 + µ˜τ˜)B1/2(κ) (4.48)
These integrals can be calculate analytically following the lines of [21, 28] 2. Due to the
analytic calculations we get the following value for the factor Z3
Z3 ≈ 0, 02. (4.49)
Below we give comments on this result together with the result of the calculation in the
discrete basis.
5. Descent relation in the discrete basis
In this section we evaluate the descent relation 〈V3|V1〉 for the NS string fermionic in the
matter and ghost sectors in the discrete basis.
5.1 Matter sector
The three-string vertex 〈V ψ3 | is [4]
〈V ψ3 | = 321〈0| exp
−12
∞∑
r,s≥1/2
ψarV
ab
rs ψ
b
s
 , (5.1)
where a, b = 1, 2, 3.
The Neumann matrices V ab were built in [4] with using the Neumann function method.
The more convenient representation for these matrices was developed at [30, 38].
The LHS of the descent relation (we drop the index µ) reads
〈V ψ3 |V ψ1 〉 = 321〈0|e−
1
2
ψarV
ab
rs ψ
b
se
1
2
ψ1−rIrsψ
1
−s |0〉1. (5.2)
Let us mark out the index “1”. For this we rewrite the expression ψarV
ab
rs ψ
b
s as
ψ1rV
11
rs ψ
1
s + 2ψ
1
rV
1q
rs ψ
q
s + ψ
p
rV
pq
rs ψ
q
s , p, q = 2, 3,
2We are grateful to our referee for the careful explanation of the calculation procedure.
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here we use the following properties of Neumann matrices
V abrs = −V basr .
It is useful to introduce the following notation
λr ≡ V 1qrs ψqs .
Thereby, (5.2) can be rewritten as (p, q = 2, 3)
〈V ψ3 |V ψ1 〉 = 32〈0|e−
1
2
ψprV
pq
rs ψ
q
s
1〈0|e−
1
2
ψ1rV
11
rs ψ
1
s−ψ
1
rλre
1
2
ψ1−rIrsψ
1
−s |0〉1. (5.3)
Next using the identity (3.21) the descent relation (5.2) can be written as
〈V ψ3 |V ψ1 〉 = det(1− V 11I)10/232〈0| exp
{
−1
2
ψprR
pq
rsψ
q
s
}
, (5.4)
where
Rpqrs ≡ V pqrs + V p1rk ((1 − IV 11)−1I)klV 1qls .
We know that the two-string vertex is [4]
〈V ψ2 | = 23〈0| exp{−i
∑
r≥1/2
ψ2r (−)rψ3r}. (5.5)
Therefore, the matrices Rpqrs should have the following form to satisfy the descent relation
Rpprs = 0, R
23
rs = i(−)rδr,s, R32rs = −i(−)rδr,s. (5.6)
We prove these conditions analytically (the details of this calculation are presented
in Appendix A). The fact that we got these results analytically is very unexpected and
remarkable, because the calculations of the descent relation in the bosonic string demanded
the numerical calculations in order to provide the correct structure of the exponent in the
vertex 〈V2|. There was no chance to make the calculations analytically because of the
complicated structure of the Neumann matrices in the vertices of the bosonic string.
5.2 Superghost sector
The vertex |V βγ1 〉 can be presented in the form (here we use another form for the vertex
|V βγ1 〉 which also was suggested in [4], moreover exactly this vertex was written in the
κ-basis)
|V βγ1 〉 = eφ(
pi
2
) exp
 ∑
r,s≥1/2
β−r I˜rsγ−s
 | − 1〉. (5.7)
Note that, we use another form for the vertex |V βγ1 〉 here. Exactly this form will be useful
for given calculation.
The three-string vertex is [4]
〈V βγ3 | = 123〈−1| exp
−
3∑
a,b=1
∑
r≥1/2
s≥1/2
βarK
ab
rsγ
b
s
 e−φ1(pi2 ). (5.8)
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The ghost part of the LHS in the descent relation reads
〈V βγ3 |V βγ1 〉 = (5.9)
= 123〈−1| exp
−
∑
r≥1/2
s≥1/2
βarK
ab
rsγ
b
s
 e−φ(pi2 )eφ(pi2 ) exp

∑
r≥1/2
s≥1/2
β1−r I˜rsγ
1
−s
 | − 1〉1
or
123〈−1| exp
−
∑
r≥1/2
s≥1/2
βarK
ab
rsγ
b
s
 exp

∑
r≥1/2
s≥1/2
β1−r I˜rsγ
1
−s
 | − 1〉1. (5.10)
It is easy to evaluate (5.10) using the identity (3.26). So we have the following expression
〈V βγ3 |V βγ1 〉 = det(1−K11I˜)−123〈−1| exp
− ∑
r,s≥1/2
βprU
pq
rs γ
q
s
 , p, q = 2, 3 (5.11)
where
Upqrs ≡ Kpqrs +Kp1rk((1 − I˜K11)−1I˜)klK1qls . (5.12)
In Appendix B we prove analytically that the matrix Uabrs satisfies the conditions
U23rs = −i(−)rδr,s, U32rs = i(−)rδr,s, U22rs = U33rs = 0, for r, s ≥ 1/2. (5.13)
Hence the two-string vertex has the form
〈V βγ2 | = 12〈−1| exp
i ∑
r≥1/2
β1r (−)rγ2r − i
∑
r≥1/2
β2r (−)rγ1r
 . (5.14)
Above we calculated the descent relation in the discrete basis. We used the fact that the
vertex is factorized into the vertices of the bosonic and fermionic matter and their ghosts
and we checked the descent relations separately for each vertex and got four coefficients Z.
In the total descent relation we got the product of all these factors Zosc3 = ZXZbcZψZβγ .
The bosonic [13, 14] and fermionic parts of this coefficient read
ZxZbc =
i
2
det(1 + V 11mS)−5 det(1− SX)J0N3,
ZψZβγ = det(1− V 11I)5 det(1−K11I˜)−1. (5.15)
To perform numerical calculations of Zosc3 we use N × N matrix approximations for
all matrices in the RHS’s of (5.15). The detailed results of the numerical calculations of
Zosc3 for N = 100, 120, ..., 400 are presented in Fig.1 and Fig.2. Namely,
• in Fig.1 a) ZX3 Zb,c3 for D = 10 is presented; a fit of the form a+ bN c gives
ZX3 Z
b,c
3 = −1.141 + 0.566N0.879;
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• to see the difference with the previous calculations performed by Fuchs and Kroyter
[13] in Fig.1 b) we present the same results for D = 26;
• in Fig.2 a) and f) Zψ3 Zβ,γ3 and Zosc3 are presented, respectively; a fit of the form
a+ b(logN)c gives
Zosc3,f = 0.11 + 0.36(logN)0.76,
(here we use the representation for the Neumann matrices in the superghost sector
from [4])
• in Fig.2 b) – e) and g) – j) Zψ3 Zβ,γ3 and Zosc3 for D = 10 and different ways of
truncations of the fermionic matrices (A.1) are presented. These ambiguities appear
in the factorized form (A.1) due to a lack of commutativity for finite dimensional
approximations of matrices F and F˜ ; fits for these data are
Zosc3,g = 0.176 + 0.02(logN)0.17;
Zosc3,h = 0.16 + 0.09(logN)1.27;
Zosc3,i = 0.24 + 0.04(logN)1.06;
Zosc3,j = 0.41 + 0.07(logN)1.52;
here subscripts refer to the corresponding figures.
150 200 250 300 350 400
n
60
80
100
Z3
a) 50 100 150 200 250 300
0.19935
0.19936
0.19937
0.19938
0.19939
b)
Figure 1: a.ZX3 Z
b,c
3
for D=10, b.ZX3 Z
b,c
3
for D=26
We see that the factorized form of the fermionic matrices produces less singular an-
swers, but still the coefficients Zosc3 diverge logarithmically.
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Figure 2: a) − e) Graphs show the effect of the different truncations in the calculation of the
fermionic determinants Zψ
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; f)− j) show dependence on N of the total Zosc
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6. Conclusion
We have checked descent relations 〈V2 | V1〉 = Z2〈V1| and 〈V3 | V1〉 = Z3〈V2| for NS sector
of SSFT. We have performed calculations in the usual oscillator basis and in the κ basis.
We have found unexpected situation with the normalization factor Z3.
• First, our calculations show that starting from vertices subject to overlap relations
we as a rule get nontrivial Z3
• Second, different schemes of calculations gives different Z3 and therefore Z3 has no
universal meaning.
In both schemes of calculation used in the paper the vertex is factorized into the
vertices of the bosonic and fermionic matter and their ghosts and we checked the descent
relations separately for each vertex. These vertices have produced four coefficients Z3. In
the total descent relation we got the product of all these factors Z3 = ZXZbcZψZβγ .
We start our calculation in κ-basis. The regularized spectral density (4.27) has the
divergent and finite parts. Due to the special tuning of the regularization the divergent
parts of regularized spectral densities are the same for arbitrary conformal weights. Just
due to this choice we have got the nonsingular Zκ3 . If one uses regularized spectral densities
different from given in (4.27) one gets a different answer. For example, working with the
same regularized spectral densities for fermionic and bosonic sectors we would get an other
finite part for Zκ3 . Generally speaking using other regularization scheme one even cannot
guarantee that Z3 will be finite. If we didn’t use the regularization of the inner product,
we would probably get the divergent factor Z3 in the κ-basis. The level truncation method
demonstrates also an appearance of divergencies. Namely, performing calculation of the
descent relation in the discrete basis we got that the factor Zosc3 logarithmically diverges.
One can say that in the oscillation scheme the regularization using truncations of the infinite
Neumann matrices by N ×N matrices appears to be unlucky and brings divergencies for
Zosc3 . It can happen that exist a special truncation method that provide a finite Z3 in SSFT.
Note that the truncation method used in [15] for the bosonic string give the Zx,bc3 = 1.
Therefore, the different methods and schemes of the calculations produce the different
regularizations. There are several papers [12, 13, 14, 15, 28] in which the factor Z3 = ZXZbc
was calculated in the bosonic string. Different methods of calculations have been used and
different factors Z3 have been obtained. This is in agreement with our general discussion.
The same technique can be used to get descent relations in the alternative formulation
of SSFT [43].
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A. Neumann matrices V ab and I
The Neumann matrices V ab and I for the vertices 〈V ψ3 | and |V ψ1 〉 have the form [29, 30]:
V aa =
FF˜
(1− F )(2 + F ) , (A.1a)
V aa+1 =
F˜ + iC(1− F )
(1− F )(2 + F ) , (A.1b)
V aa−1 =
F˜ − iC(1− F )
(1− F )(2 + F ) , (A.1c)
I =
F˜
1− F = −
1 + F
F˜
. (A.1d)
Here the matrices F , F˜ and C take the form [4]
Frs = − 2
π
ir−s
r + s
, r = s mod(2),
F˜rs =
2
π
ir+s
s− r , r = s+ 1 mod(2), (A.2)
Crs = (−1)rδrs.
with the following properties
F 2 − F˜ 2 = 1, [F, F˜ ] = 0, (A.3)
CFC = −F, F T = F, CF˜C = F˜ , F˜ T = −F˜ .
At first we evaluate the matrix 1− IV 11:
1− IV 11 = 1 + 1 + F
F˜
F F˜
(1− F )(2 + F ) =
2
(1− F )(2 + F ) . (A.4)
Let us consider the diagonal elements of matrix Rpq:
Rpp = V pp + V p1
1
1− IV 11 IV
1p =
=
FF˜
(1− F )(2 + F ) +
F˜ ∓ iC(1− F )
(1− F )(2 + F )
(1− F )(2 + F )
2
F˜
1− F
F˜ ± iC(1− F )
(1− F )(2 + F ) =
=
FF˜
(1− F )(2 + F ) +
1
2
(F˜ ∓ iC(1− F ))2 F˜
(1− F )2(2 + F )
=
FF˜
(1− F )(2 + F ) +
1
2
(F˜ 2 − (1− F )2) F˜
(1− F )2(2 + F ) =
=
FF˜
(1− F )(2 + F ) −
(1− F )FF˜
(1− F )2(2 + F ) = 0.
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Next we evaluate the non-diagonal elements of Rpq:
Rpp±1 = V pp±1 + V p1
1
1− IV 11 IV
1p±1 =
=
F˜ ± iC(1− F )
(1− F )(2 + F ) +
F˜ ∓ iC(1− F )
(1− F )(2 + F )
(1− F )(2 + F )
2
F˜
(1− F )
F˜ ∓ iC(1− F )
(1− F )(2 + F ) =
=
F˜ ± iC(1− F )
(1− F )(2 + F ) −
(1∓ iF˜C)F˜
(1− F )(2 + F ) = ±
iC(1− F − F˜ 2)
(1− F )(2 + F ) = ±iC.
B. Neumann matrices Kab and I˜
The Neumann matrices Kab and I˜ for the vertices 〈V βγ3 | and |V βγ1 〉 have the form
Kaa =
FF˜
(1 + F )(2 − F ) , (B.1a)
Kaa+1 =
−F˜ − iC(1 + F )
(1 + F )(2 − F ) , (B.1b)
Kaa−1 =
−F˜ + iC(1 + F )
(1 + F )(2 − F ) , (B.1c)
I˜rs = − F˜
1 + F
=
1− F
F˜
. (B.1d)
Using the representation of the Neumann matrices (B.1) we can evaluate analytically Upq
like in the case of the fermionic matter. At first we evaluate the inverse matrix 1− I˜K11:
1− I˜K11 = 1− 1− F
F˜
F F˜
(1 + F )(2− F ) =
2
(1 + F )(2− F ) . (B.2)
Let us consider the diagonal elements of matrix the Upq:
Upp = Kpp +Kp1
1
1− I˜K11 I˜K
1p =
=
FF˜
(1 + F )(2− F ) +
1
2
(−F˜ ± iC(1 + F ))2 F˜
(1 + F )2(2− F ) =
=
FF˜
(1 + F )(2− F ) −
(1 + F )FF˜
(1 + F )2(2− F ) = 0.
Next we evaluate the non-diagonal elements of Upq:
Upp±1 = Kpp±1 +Kp1
1
1− I˜K11 I˜K
1p±1 =
=
−F˜ ∓ iC(1 + F )
(1 + F )(2 − F ) +
(1∓ iF˜C)F˜
(1 + F )(2− F ) = ∓
iC(1 + F − F˜ 2)
(1 + F )(2 − F ) = ∓iC.
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