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In this lecture I will review some results about the discrete light-cone quantization (DLCQ) of strings and
some connections of the results with matrix string theory. I will review arguments which show that, in the path
integral representation of the thermal free energy of a string, the compactifications which are necessary to obtain
discrete light-cone quantization constrains the integral over all Riemann surfaces of a given genus to the set of
those Riemann surfaces which are branched covers of a particular torus. I then review an explicit check of this
result at genus 1. I discuss the intriguing suggestion that these branched covers of a torus are related to those
which are found in a certain limit of the matrix string model.
1. Preamble
In this lecture I will review some aspects of
the discrete light-cone quantization (DLCQ) of
strings. This is a summary of work which has
appeared in a series of publications about this
subject, its relationship with the Matrix model of
M-theory and related issues, [1]-[5].
One of the essential points will be that, when
the light-cone is compactified, the degrees of free-
dom of the string are thinned somewhat. We will
see this by examining the thermodynamic parti-
tion function. The thinning of degrees of freedom
can be quantified geometrically and summarized
in a simple statement about string worldsheets:
The set of string worldsheets in DLCQ is the set
of those Riemann surfaces which are branched
covers of a particular torus, rather than the big-
ger set of all Riemann surfaces. This means that
the string fluctuates less. A further lesson is that
these branched covers appear naturally in certain
models of random matrices [6]-[12]. The example
that we are particularly interested in here is ma-
trix string theory where the limit of weak string
∗This work is supported in part by NSERC of Canada.
coupling of the model is related to string degrees
of freedom living on branched covers.
After discussing the general result, we will il-
lustrate by doing three different computations of
the same quantity: the thermodynamic partition
function of discrete light-cone quantized strings.
The first computation uses the path Polyakov
path integral. The second computation takes the
operator quantization of the free string and solves
for the spectrum and then constructs the thermo-
dynamic partition function from that spectrum.
The third computation begins with a certain limit
of the matrix model of M-theory. In this limit the
model reduces to a statistical theory of eigenval-
ues of the matrices which live on branched covers
of a torus. The partition function should be com-
pared with that of free type II strings. In all three
cases, we obtain an identical result.
An essential tool that we use is the thermody-
namic partition function. In our case, we sim-
ply regard it as a generating function for the en-
ergy spectrum of free string theory. Of course, a
certain amount of caution must always be used
when discussing string theory at finite tempera-
ture. Closed string theory is a theory of quantum
2gravity. In a gravitational system, a homogeneous
state with finite energy density has the Jeans in-
stability where it collapses to form black holes.
The Jeans instability sets in at long wave-lengths
so one might expect that the volume of a system
in which conventional thermodynamics is valid is
limited so as to cut off those wave-lengths. In
fact, the limiting volume is greater if the string
coupling is less. We can get a crude estimate of
the bound by comparing the entropy of black hole
states with that of a thermal gas of gravitons.
Black holes have a large amount of entropy and
can easily dominate the density of states of a
quantum gravitational system. A perfect gas of
gravitons has energy and entropy given roughly
by
E = TDV
and
S = TD−1V
respectively. A black hole with energy E has
Schwarzchild radius R ∼ E1/(D−3) (in Planck
units) and entropy proportional to the area of its
event horizon, S ∼ (E)D−2D−3 . In the set of all pos-
sible states, the perfect gas states dominate over
black hole states if they have more entropy,
TD−1V > (E)
D−2
D−3 ≈ (TDV )D−2D−3
which, with linear dimension given by L =
V 1/(D−1), yields the formula
L <
(
LS
LP
)D−2
D−1 1
T
2D−3
D−1
where we have re-scaled the temperature and
length so that they are in string units, rather than
Planck units. Thus, stringy states are excited if
T ∼ 1 (in fact, to the accuracy of our estimates,
the Hagedorn transition happens when T ∼ 1).
If the string coupling, gs is small, then LS/LP is
greater than one. The number of strings lengths
in the maximal volume is roughly LS/LP which
is large at weak string coupling.
2. DLCQ of the string: Path integral
In this Section we will review a result about dis-
crete light cone quantization of strings using the
path integral which were first obtained in ref.[2].
The vacuum energy of the string is computed by
the Polyakov path integral2
F = −
∑
g,σ
g2g−2s
∫
[dhgdXdΨ] e
−S[X,Ψ,h] (1)
where the action is
S =
1
4πα′
∫ √
h (∂aX
µ∂aXµ − 2πiα′Ψµγ · ∇Ψµ)
The string coupling constant is gs and its pow-
ers weight the genus, g = 0, 1, . . ., of the string’s
worldsheet. There is also a sum over spin struc-
tures, σ which, with the appropriate weights,
imposes the GSO projection. For each value
of the genus, g, [dhg] is an integration measure
over all metrics of that genus and is normalized
by dividing by the volume of the worldsheet re-
parameterization and Weyl groups.
To get finite temperature T = 1/β we compact-
ify the Euclidean time,(
X0, ~X,X9
)
∼
(
X0 + β, ~X,X9
)
(2)
This also requires appropriate modification of the
GSO projection to make the target space fermions
anti-periodic.
DLCQ requires compactification of the light-
cone in Minkowski space. We do this by making
the identification of Minkowski space coordinates
1√
2
(
t+ x9
) ∼ 1√
2
(
t+ x9
)
+ 2πR (3)
In Euclidean space this is the complex identifica-
tion(
X0, ~X,X9
)
∼
(
X0, ~X,X9
)
+
√
2πR (i, 0, 1) (4)
With this compactification the GSO projection is
unmodified.
In order to implement compactifications, we
must include topological sectors in the path in-
tegral. In these sectors, the string worldsheet
2Here, for concreteness, we use the Neveu-Schwarz-
Ramond superstring. It is important to keep in mind that
our considerations which lead to the result of this Sec-
tion would apply equally well to the bosonic sector of any
string theory, including the bosonic string. The relation-
ship with matrix theory which we shall discuss later, the
most appropriate theory is the Green-Schwarz superstring.
3wraps the compact directions. To study the gen-
eral case, we begin by developing some notation.
The worldsheet is a Riemann surface Σg of genus
g whose homology group H1(Σg) is generated by
the a complete set of cycles (non-contractable
closed curves) which can always be separated into
two sets and chosen to have the canonical inter-
section property
a1, a2, . . . , ag , b1, b2, . . . , bg
ai ∩ aj = ∅ , bi ∩ bj = ∅ , ai ∩ bj = δij (5)
In addition, there is a basis of holomorphic dif-
ferentials ωi ∈ H1(Σg) (1-forms obeying dωi = 0)
with the properties∮
ai
ωj = δij ,
∮
bi
ωj = Ωij (6)
where Ω = Ω1 + iΩ2 is the period matrix. It
is complex, symmetric and has positive definite
imaginary part.
When the worldsheet wraps a compact dimen-
sion, the bosonic coordinates of the string Xµ
should have a multi-valued part which changes
by β·integer·(1, 0, 0) or √2πR·integer·(i, 0, 1) as
it is moved along a homology cycle. To deal with
single-valued quantities, we consider the 1-forms
dXµ which can be expanded in holomorphic and
anti-holomorphic differentials and exact parts,
dX0 =
g∑
i=1
(
λiωi + λ¯iω¯i
)
+ exact
d ~X = exact
dX9 =
g∑
i=1
(γiωi + γ¯iω¯i) + exact (7)
The holomorphic and anti-holomorphic 1-forms
account for the holonomy. Indeed, we require that∮
ai
dX0 = βni +
√
2πRipi∮
bi
dX0 = βmi +
√
2πRiqi (8)
∮
ai
dX9 =
√
2πRpi ,
∮
bi
dX9 =
√
2πRqi (9)
With eqn.(6), we use these equations to solve for
the constants in eqn.(7). Then, with the formula
∫
ωiω¯j =
g∑
k=1
(∮
ak
ωi
∮
bk
ω¯j −
∮
bk
ωi
∮
ak
ω¯j
)
=
= −2i (Ω2)ij (10)
we can find the part of the string action which
contains the winding integers,
S =
β2
4πα′
(
nΩ† −m)Ω−12 (Ωn−m) +
+2πi
√
2βR
4πα′
1
2
[(
pΩ† − q)Ω−12 (Ωn−m)
+
(
nΩ† −m)Ω−12 (Ωp− q)]+ . . . (11)
The integers pi and qi appear linearly in a purely
imaginary term in the action. Furthermore, since
they come from the compactification of the light
cone, this is the only place that they will appear
in the entire string path integral (unlike ni and
mi which, because of the modification of the GSO
projection at finite temperature, should appear in
the weights of the sum over spin structures).
The action must be exponentiated and summed
over pi and qi. There are two cases to con-
sider. First there is the special case where all
mi = 0 = ni. This gives the zero temperature
limit of the free energy, that is, the vacuum en-
ergy times the space-time volume. In this case,
entire topological part of the action vanishes and,
after dividing by the space-time volume, the vac-
uum energy density does not depend on the null
compactification radius, R. The summation over
pi and qi give a divergent overall factor.
The fact that the vacuum energy density does
not depend on R can be understood from the
idea of Seiberg and Sen [13]-[14] together with
T-duality. The space-time with a compact null
dimension can be obtained by beginning with
a space-time with a compact spatial dimension,
then doing an infinite boost along that direction
and simultaneously shrinking the size of the orig-
inal space-like compactification radius to zero.
However, because of T-duality, in closed string
theory, the sum of zero point energies of the
strings at zero compactification radius is just
identical to that sum at infinite compactification
4radius. The partition function computes energies,
not energy densities. Thus, the vacuum energy
density must be unaffected by DLCQ and the in-
finite factor which arises is just the ratio of the
radii of the infinite and zero sized circles. This
can easily be seen by explicitly working through
the exercise of using a boosted spatial compacti-
fication
X+ ∼ X+ +
√
2πR1Λ , X− ∼ X− −
√
2πR1/Λ
where Λ is the boost parameter and seeing that
in the limit of infinite boost Λ → ∞ and vanish-
ing spatial radius R1 → 0 such that the product
R1Λ =
√
2R is held constant, the vacuum energy
divided by R1 (and other R
1-independent factors)
to get energy density becomes R independent.
In the following we will consider the situation
where the zero temperature limit of the free en-
ergy, the vacuum energy, has been subtracted.
Then we can assume that at least some of the
integers ni,mi are non-zero. Then, the result of
summing the exponential of the action over pi, qi
will be periodic Dirac delta functions. It can be
shown that these delta functions impose a linear
constraint on the period matrix of the worldsheet.
The net effect is to insert into the path integral
measure the following expression,
∑
mnrs
e−
β2
4πα′ (nΩ
†−m)Ω−12 (Ωn−m)ν−2g |detΩ2| ·
·
g∏
j=1
δ
(
g∑
i=1
(
ni +
i
ν
ri
)
Ωij −
(
mj +
i
ν
sj
))
·
·U(m,n, σ) (12)
where ν =
√
2βR/4πα′ is a fixed constant and
U(m,n, σ) makes the appropriate modification of
the GSO projection. This modification is dis-
cussed with explicit examples for genus 1 in ref.
[15], for example. The only other place that any
information about the compactification enters the
theory is in the integration over the zero modes
in the bosonic part of the path integral. This pro-
duces a factor of the total volume of the space-
time which should be divided out of both sides of
eqn.(1) to obtain the thermodynamic free energy
density.
This is our central result, that the net effect of
compactifications is to simply insert the expres-
sion eqn.(12) into the path integral measure. This
result was first obtained in ref.[2]. Since the first
homology group of the 2-sphere is trivial, the first
order in perturbation theory which is affected is
at genus 1. A similar constraint on the modular
parameters at genus 1 was found for scattering
amplitudes and argued to also exist and resem-
ble eqn.(12) at higher genera in ref.[16]-[17]. It
would be interesting to generalize our further ob-
servations about the geometric interpretation of
this constraint (in Section 5) to scattering ampli-
tudes.
3. Partition function of the Bosonic string
at genus 1
It is interesting to see what the result of the pre-
vious Section tells us about the DLCQ finite tem-
perature partition function of the Bosonic string
at genus 1. The usual torus amplitude of the
bosonic string is
F
V
= −
∫
F
dτ1dτ2
τ2
(
1
4πα′τ2
)13
|η(τ)|−48
where the complex modular parameter τ = τ1 +
iτ2 is integrated over the fundamental domain of
the torus,
F ≡
{
τ
∣∣∣∣|τ1| ≤ 12; |τ | ≥ 1; τ2 > 0
}
(13)
Our observations in the previous Section tell us
that we obtain the finite temperature DLCQ
partition function by inserting the expression in
eqn.(12) with g = 1 into the integrand (and set
U=1). When g = 1 that expression takes the
form∑
mnrs
τ2
ν2
e
−β2|τm−n|2
4πα′τ2 δ
((
n+
i
ν
r
)
τ −
(
(m+
i
ν
s
))
The insertion results in
F
V
= −
∑
τ∈F
ν−2e−
β2|nτ−m|2
4πα′τ2
n2 + ν−2r2
(
1
4πα′τ2
)13
|η(τ)|−48(14)
where
τ =
m+ iν s
n+ iν r
(15)
5In eqn.(14) we have integrated the delta function
(with the necessary Jacobian). Here, we see that
the moduli space of the torus is completely dis-
cretized. We will find a geometric interpretation
of this discretization in Section 5. In the next
Section we pause to see whether this result is con-
sistent with what one would obtain by an alterna-
tive technique - working out the spectrum of the
free DLCQ string by operator methods and con-
structing the thermodynamic partition function
by tracing the appropriate density matrix.
4. Operator derivation of the partition
function for bosonic string at genus 1
In this Section, in order to check the validity
of eqn.(14), we will compute the genus 1 contri-
bution to the finite temperature partition func-
tion using operator quantization in the (discrete)
light-cone gauge. For simplicity, we will use the
bosonic string as an example. This derivation as
well as one for the type II superstring which will
be discussed in the following Section was given in
more detail in [1].
In light-cone quantization the mass spectrum of
the Bosonic string on 26-dimensional Minkowski
space is given by the eigenvalues of the mass op-
erator
M2 = 2P+P− − ~P 2 = 2
α′
(
L0 + L˜0 − 2
)
(16)
which also satisfy the level matching condition
L0 − L˜0 = 0
where
L0 =
1
2
∞∑
n−1
α−n · αn , L˜0 = 1
2
∞∑
n=1
α˜−n · α˜n
and[
αim, α
j
n
]
= mδm+n,0δ
ij ,
[
α˜im, α˜
j
n
]
= mδm+n,0δ
ij
with i, j = 1, ..., 24 are the usual string oscillators.
The light-cone momenta are
P± =
1√
2
(
P 0 ± PD−1) , ~P = (P 1, . . . , PD−2)
When we compactify the null direction to get
DLCQ of the string we must make the coordinate
identification
X+ ∼ X+ + 2πR
This modifies the spectrum of the string in two
ways. First, it quantizes the momentum conju-
gate to X+, (since [X+, P−] = i),
P− = N/R
Second, it introduces a wrapping number w of the
string world sheet on the compact dimension. It
turns out that this wrapping number does not ap-
pear in the mass shell condition, eqn.(16), which
remains unmodified. The only modification is to
the level matching condition which becomes
L0 − L˜0 = Nw (17)
The usual light-cone quantization is recovered if
we let R → ∞ and N → ∞ holding P− fixed.
Then the spectrum of P− reverts to a continuum
and states with w 6= 0 go to infinite mass.
Here we will consider the thermodynamic par-
tition function of the free string. We will begin
by deriving it using the spectrum which we dis-
cussed above. The spectrum of the free string is
identical to the spectrum of a tower of free par-
ticles. The free energy of a second quantized free
bosonic particle of mass M is given by
F =
1
β
Tr ln
(
1− e−βP 0
)
(18)
where we have subtracted the temperature inde-
pendent vacuum energy. Our first step is to Tay-
lor expand this expression to produce
F = −
∞∑
k=1
1
kβ
Tre−kβP
0
(19)
Here, we see that the many particle free energy is
expanded in terms of heat kernels which propa-
gate some positive number of intervals β in imag-
inary time.
The energy in terms of light-cone momenta is
P 0 =
(P+ + P−)√
2
=
1√
2
(
N
R
+
~P 2 +M2
2N/R
)
(20)
6We see from this expression that, if the energy is
to be positive, then N must also be positive. Fur-
thermore, there is no finite energy physical state
with N = 0.
The free energy density is
F
V
= −
∫
d~p
(2π)D−2
∞∑
k,N=1
e
−βkN√
2R
− ~p2+M2
2
√
2N/kβR
√
2πβRk
(21)
We have divided both sides by the spatial vol-
ume which is V=
√
2πR(transverse volume). We
have taken a trace over the momenta. The
spectrum of P+ is discrete and tracing over it
leads to the sum over N . The integral over
transverse momenta ~p with measure (transverse
volume)· ∫ dD−2p(2π)D−2 is the trace over the
spectrum of ~P . Finally, integrating over ~p, we
get
F
V
= −
∞∑
k,N=1
(
N√
2πkβR
)D/2
e
−βNk√
2R
− βRk
2
√
2N
M2
N
(22)
We can derive the string partition function
from this expression by summing it over the
masses of physical particle states which occur in
the free string spectrum. In order to do this, we
use the mass shell condition, eqn.(16), to write
the mass-dependent part of eqn.(21) as an op-
erator and take its trace over physical states of
the string. This means evaluating the trace over
states which obey the level matching condition
eqn.(17) of the operator
exp(−2πτ2(L0 + L˜0 − 2))
where τ2 =
k
N
√
2βR
4piα′ =
k
N ν with ν the quantity
which was defined after eqn.eqn.(12).
We project onto that part of the spectrum
which obeys the level matching condition using
a fourier integral,
δ
(
L0 − L˜0 − wN
)
=
∫ 1
0
dτ1e
2piiτ1(L0−L˜0−Nw)
so that the sum over physical masses is equivalent
to computing∫ 1
0
dτ1|Tre2piiτL0|2e−2piiτ1wN+4piτ2 (23)
This expression is the only place where the wrap-
ping number w will appear and it should be
summed over all integers. When summed, it gives
a periodic delta function,
∞∑
w=−∞
exp(−2πiτ1wN) = 1
N
N−1∑
r=0
δ(τ1 − r/N)
In this way, the sum over physical masses takes
the form
1
N
N−1∑
r=0
|Tr exp (2πiτL0) |2τ1=r/Ne4piτ2 (24)
with
τ = τ1 + iτ2 =
r + ikν
N
(25)
The trace over the spectrum of L0 is given in
terms of the Dedekind eta-function
Tre2piiτL0 =
∏
n
(
1
1− e2piiτn
)24
≡ e2piiτη−24(τ)
The final result for the thermodynamic partition
function of the Bosonic string at temperature 1/β
with light-cone radius R is
F
V
= −
∞∑
k,N=1
N−1∑
r=0
1
N2
(
1
4π2α′τ2
)13
·
·e−
k2β2
4πα′τ2 |η(τ)|−48 (26)
(We have put D=26.) This expression is not yet
identical to eqn.(14). It is summed over three
integers which specify the modular parameter in
eqn.(25) instead of the four integers which specify
the modular parameter in eqn.(15) and the two
parameters have a different domain. Indeed, they
can be shown to be equal using the “Polchinski
trick” [18]. The essential observation is that the
summand (
1
4πα′τ2
)13
|η(τ)|−48
is invariant under modular transformations
τ → a+ bτ
c+ dτ
abcd ∈ Z ad− bc = 1
7We can always find a modular transformation
which sets the integer n in eqn.(15) and eqn.(14)
to zero. This modular transformation also maps
the point τ =
m+ iν s
n+ iν r
in the fundamental domain
to a point τ ′ = m
′+ iν s
′
i
ν r
′ in the strip τ2 ∈ [0, 1] τ1 >
0. The result is that the sum over the three inte-
gers kNr in the domain τ2 ∈ [0, 1] τ1 > 0 is equiv-
alent to the sum over four integers mnrs over the
domain F . With this observation, eqn.(26) and
eqn.(14) are seen to be identical.
5. Type II superstring at genus 1
As another concrete example, consider the type
II superstring torus amplitude
F
V
= −
∫
F
d2τ
4τ2
1
(4π2α′τ2)
5
1
|η(τ)|24 ·
· [θ42 θ¯42 + θ43 θ¯43 + θ44 θ¯44 + (θ42 θ¯44 + θ44 θ¯42)
− (θ42 θ¯43 + θ43 θ¯42)− (θ43 θ¯44 + θ44 θ¯43)] (27)
where θk(0, τ) are Jacobi theta functions and η(τ)
is the Dedekind eta-function. The modification of
this formula by the null compactification can be
found using eqn.(12),
F
V
= −
∑
τ∈F
ν−2
n2 + ν−2r2
e
−β2|nτ−m|2
4πα′τ2
(4π2α′τ2)
5
1
4 |η(τ)|24 ·[
θ42 θ¯
4
2 + θ
4
3 θ¯
4
3 + θ
4
4 θ¯
4
4 + (−1)m+n
(
θ42 θ¯
4
4 + θ
4
4 θ¯
4
2
)
−(−1)n (θ42 θ¯43 + θ43 θ¯42)− (−1)m (θ43 θ¯44 + θ44 θ¯43)] (28)
where τ = (m + iν s)/(n +
i
ν r) and one should
sum over the integers so that τ is in the funda-
mental domain, F . It was shown in [1] that this
is precisely the finite temperature partition func-
tion that is obtained for the type II superstring
by operator methods and DLCQ.
Part of the argument showed that it is also
equal to the partition function of the Green-
Schwarz formulation of the type II superstring.
The equivalence is demonstrated by using modu-
lar transformations and identities for theta func-
tions. Another presentation of the same function,
which we shall have use for later is to rewrite
eqn.(28) as the Hecke operator [19] acting on the
partition function of a superconformal field the-
ory, with torus worldsheet and target space R8:
F
V
= − 1√
2πRβ
H[e−β/
√
2R] ∗[(
1
4π2α′τ2
)4
1
|η(τ)|24 |θ2(0, τ)|
8
]
τ=iν
(29)
The factor in front is the ratio of volumes of R8
and R9 × S1 with compactified light cone. The
action of H[p] on a function φ(τ, τ¯ ) is defined by
H[p]∗φ(τ, τ¯ ) =
∞∑
N=0
pN
N
∑
kr=N
s mod k
φ
(
rτ + s
k
,
rτ¯ + s
k
)
(30)
where the sum is over k and r which are divi-
sors of N with the restriction that r is an odd
integer. This operation appears in the quanti-
zation of superconformal field theories on sym-
metric orbifolds [20]-[22]. We will construct an
explicit version of it in our discussion of matrix
strings in a later Section.
5.1. Geometrical interpretation of the con-
straint on Riemann surfaces
In the sectors with non-zero wrappings, the
delta function in eqn.(12) restricts the integration
over metrics in the string path integral to those
for which the period matrix obeys the constraint
g∑
i=1
(
ni +
i
ν
ri
)
Ωij −
(
mj +
i
ν
sj
)
= 0 (31)
for all combinations of the 4g integersmi, ni, ri, si
such that Ω is in a fundamental domain. This is
clearly a subset of all Riemann surfaces. It is
interesting to ask whether one can characterize
this subset in a convenient way. In this Section
we will review a theorem about the classification
which was proved in [2].
A hint about this classification can be found
by counting the number of moduli of the Rie-
mann surface that eqn.(31) removes. The num-
ber of complex moduli of a Riemann surface Σg
is 3g − 3 when g > 1. Since the columns of
the period matrix are linearly independent vec-
tors, eqn.(31) contains g independent complex
constraints. Thus the complex dimension 3g − 3
8is reduced to 2g − 3 and there is further discrete
data contained in the integers. 3
2g−3 is the dimension of the moduli space of a
genus g branched cover of a torus. Indeed, given
n branch points, the genus is one plus the number
of branch cuts, g = 1 + n/2. The moduli are the
independent positions of the branch points, n −
1 where one is subtracted for overall translation
invariance. The resulting dimension is 2g − 3,
identical to the one which we found above.
In fact, we can prove the following Theorem:
Σg is a branched cover of a 2-torus T
2 with modu-
lar parameter iν if and only if Ωij obeys eqn.(31),
for some choice of integers mi, ni, ri and si.
Proof: The generators of the first homology group
of T 2 are two closed loops (α, β) which span the
vector space H1(T
2, C). The dual vector space,
the first cohomology group, H1(T 2, C) is spanned
by the basis of holomorphic and anti-holomorphic
differentials γ and γ¯. They can be normalized as,∮
α
γ = 1 ,
∮
β
γ =
i
ν
∮
α
γ¯ = 1 ,
∮
β
γ¯ = − i
ν
The Riemann surface Σg is a branched cover of
T 2 if there exists a continuous holomorphic map
f , such that
Σg
f−→ T 2 (32)
The map f takes closed loops on Σg to closed
loops on T 2. In particular, the generators eqn.(5)
must map as
(ai, bj)
f−→ (niα+ riβ,mjα+ sjβ) (33)
for some integers mi, ni, ri, si. This gives a map-
ping between the vector spaces H1(Σg, C) and
H1(T
2, C). The pull-back of this mapping on the
dual vector spaces
H1(T 2, C) f
∗
−→ H1(Σg, C) (34)
3This could alternatively be viewed as a partial discretiza-
tion of the moduli space. One would expect that, when the
compactifications are removed, either β → ∞ or R → ∞,
the discrete data assembles itself to a “continuum limit”
which restores the g complex dimensions of moduli space.
is defined by its action on the basis,
ai ◦ f∗(γ) =
∮
ai
f∗(γ) ≡ f(ai) ◦ γ =
= ni
∮
α
γ + ri
∮
β
γ = ni +
i
ν
ri
bj ◦ f∗(γ) =
∮
bj
f∗(γ) ≡ f(bj) ◦ γ =
= mj
∮
α
γ + sj
∮
β
γ = mj +
i
ν
sj (35)
Consider the g particular elements of
H1(Σg, C), which we shall call ci. They are
linear combination of the cycles which are given
by
cj =
g∑
i=1
aiΩij − bj (36)
It can be checked from the definition of the period
matrix eqn.(5) (and the fact that it is symmetric)
that the operation of any holomorphic differen-
tial, η, annihilates all of these combinations of
cycles,
cj ◦ η =
g∑
i=1
Ωij
∮
ai
η −
∮
bj
η = 0 (37)
The holomorphic nature of the mapping, f , guar-
antees that f∗(γ) is a holomorphic differential on
Σg. The equation eqn.(37) should therefore also
apply to f∗. Then it follows that
0 = cj ◦ f∗(γ) = f(cj) ◦ γ =
=
g∑
i=1
(ni +
i
ν
ri)Ωij − (mj + i
ν
sj) (38)
which is the constraint on the period matrix in
eq.(31). Thus, we have proven that, if Σg is
a branched cover, then its period matrix obeys
eqn.(31). We have further found an interpreta-
tion of the integers, they are those which appear
in the projections of the homology generators of
Σg onto the homology generators of T
2 which are
induced by the covering map.
To prove the converse, we must now show that
if the constraint in eqn.(31) is satisfied, then a
covering map, f , exists. We will demonstrate this
9by explicit construction. Consider the line inte-
gral of a linear combination of the holomorphic
differentials on Σg,
z(P ) =
∫ P
P0
g∑
k=1
λkωk (39)
with P0 a fixed base-point. We want to view this
integral as a mapping between points P ∈ Σg
and the numbers z(P ) which are points in the
complex plane. Of course, this mapping depends
on the path of integration which is chosen and
is multi-valued. In fact, the best we can do is
to adjust the mapping so that z(P ) is a function
from Σg to the quotient of the complex plane by
a lattice.
For this, we wish to choose the coefficients λk
such that this integral defines a map from points
P ∈ Σg to the torus z(P ) ∈ T 2 whose holomor-
phic coordinates are the complex numbers z(P )
with the identification
z ∼ z + p+ i
ν
q
where p and q are integers. The integral depends
on the path of integration. If the path is changed
by a combination of homology cycles of Σg, say
kiai+ libi where ki, li are integers, the integral on
the right-hand side of eqn.(39) changes by
δz =
∑
j
λj
(
kj +
∑
i
Ωjili
)
λk must be chosen so that this change is integer
multiples of the periods of T 2. This can easily be
done if Ω obeys eqn.(31). Then, with the choice
λi = ni +
i
ν
ri
we see that
δz =
∑
j
(nj +
i
ν
rj)kj +
∑
i
(mi +
i
ν
si)li =
= integer +
i
ν
· integer
and we have constructed an explicit covering
map, z(P ). Q.E.D.
6. The thermodynamic partition function
of matrix string theory
In this Section, we will review the argument of
ref.[1] which computes the thermodynamic par-
tition function of the free string limit of matrix
string theory.
Matrix string theory is a 1+1-dimensional max-
imally supersymmetric Yang-Mills theory on a
spatial circle. Its Hamiltonian is (The original
derivation is in ref.[23]. For details, see the re-
views in ref.[24][25] the arguments in ref.[1].)
H =
R
2
∫ 1
0
dσ1Tr
[
Π2i +
1
4π2α′2
(D1X
i)2−
− 1
4π2α′3g2s
[
X i, Xj
]2
+
E2
g2sα
′
− 1
2πα′3/2gs
ψTγi
[
X i, ψ
]− i
2πα′
ψT γ ·D1ψ
]
(40)
Here, Πi is the canonical momentum conjugate
to X i, E is the electric field and canonical conju-
gate to the gauge field Aµ which appears in the
covariant derivative (∂ − i[A, ) the gauge group
is SU(N) and all degrees of freedom transform in
the adjoint representation. Here, the coordinates
have been rescaled so that σ1 ∈ [0, 1) and all
variables are periodic under the spatial transla-
tion, X i(τ, σ1) = X
i(τ, σ1+1). This Hamiltonian
should be augmented by a Gauss’ law constraint
which requires that all physical states are gauge
invariant.
This theory is conjectured to describe M-theory
with two compactification, a spatial dimension
with radius gs
√
α′ which, when the radius is small
gives type IIA superstring theory and a null di-
mension with radius R to give DLCQ [26,27,23].
We should identify the light-cone momenta of ma-
trix string theory as P− = N/R and P+ = H
and the quantum states are the gauge invariant
eigenstates of H . The thermodynamic partition
function is
Z = e−βF = Tre−βP
0
= Tre−β(P
++P−)/
√
2
=
∞∑
N=0
e−Nβ/
√
2R+ Tr
{
e−βH/
√
2
}
(41)
The trace of exp(−βH/√2) over gauge invariant
states has the standard path integral expression
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of a finite temperature Yang-Mills theory parti-
tion function
Z[β] =
∞∑
N=0
e
− βN√
2R
∫
[dAdXdψ] e−SE [A,X
i,ψ] (42)
where SE is the Euclidean action. The time vari-
able in the Yang-Mills theory is Euclidean and
compact with domain σ2 ∈ [0, β]. By re-scaling
the Euclidean coordinates so that they live in the
domain σa ∈ [0, 1) we can write the action as
SE =
1
4πα′
∫
d2σ
√
|g|Tr{gabDaX iDbX i+
+
g2sα
′
|g| F
2
12 −
1
α′g2s
∑
i<j
[
X i, Xj
]2−
−iψTγ ·Dψ − 1√
α′gs
ψT γi
[
X i, ψ
]}
(43)
We have re-scaled Euclidean time σ2 so that the
integration is over a box of area one, 0 ≤ σa < 1,
and β appears as a factor in various coupling con-
stants which have been absorbed into the metric.
(γµ, γi) are the ten-dimensional Gamma matrices
in the Majorana-Weyl representation. Bosonic
variables are periodic in both space and time
and fermionic variables are periodic in space and
anti-periodic in time. The anti-periodicity of the
fermion field in the Euclidean time comes from
taking the trace in eqn.(41). Thus, the space that
the Yang-Mills theory is defined on is a torus. The
metric of the torus is [1]:
gab =
(
1 0
0 ν2
)
(44)
where ν =
√
2βR
4piα′ is a familiar parameter. This is
just the metric of the underlying torus which we
found in the previous Sections. Furthermore, the
Yang-Mills coupling constant is given by g2YM =
1/α′gs.
The limit gs → 0 of this theory was developed
by Dijkgraaf, Verlinde and Verlinde [23]. The hy-
pothesis is that the degrees of freedom which be-
come perturbative strings in the limit gs → 0
are the simultaneous eigenvalues of the matrices
which must commute if they are to have finite en-
ergy. Commuting matrices can be simultaneously
diagonalized by a gauge transformation
X i(σ) = U(σ)X iD(σ)U
−1(σ)
ψ(σ) = U(σ)ψD(σ)U
−1(σ)
Aµ(σ) = iU(σ)
(
∂µ − iADµ (σ)
)
U−1(σ) (45)
where X iD, ψD and A
D
µ are diagonal. The fields
X i, ψ and Aµ live on the torus with metric given
in eqn.(44). Eigenvalues of these matrices solve
polynomial equations with doubly periodic coeffi-
cients. They are generally not single-valued func-
tions on the torus. Instead, they are single-valued
functions on branched covers of the torus. Since
they are all diagonalized by the same unitary
transformation, they must all live on the same
branched cover.
In this way we see that the degrees of freedom
which correspond to perturbative strings live on
branched covers of a basic torus, precisely those
branched covers which, by the arguments of Sec-
tion 2 and 5, are the worldsheets of DLCQ strings.
It would be very interesting to show that an
asymptotic expansion of the matrix string free en-
ergy in eqn.(41) reproduces the string perturba-
tion theory in eqn.(1) with the constraint eqn.(12)
inserted. Although there is a large amount of lit-
erature in this direction [29]-[38], this has yet to
be demonstrated in detail for genera greater than
one. At genus 1, it is indeed the case, as was
shown in ref.[1]. We will review the essential fea-
tures of the argument here.
To get genus 1, we simply take the diagonal ma-
trices to live on a genus 1 (unbranched) cover of
the torus. The unbranched cover arises when we
assume that the diagonal matrices in eqn.(45) are
smooth functions, without branch points. Then
they have boundary conditions which are peri-
odic4 up to permutations. For example, for the
scalar fields
(X iD)α(σ1 + 1, σ2) = (X
i
D)P (α)(σ1, σ2)
(X iD)α(σ1, σ2 + 1) = (X
i
D)Q(α)(σ1, σ2) (46)
where α = 1, ..., N , P (α) and Q(α) are permuta-
tions. The same permutation acts on all of the
fields since they are all diagonalized by the same
unitary matrix in eqn.(45).
Consistency requires that the two permutations
commute,
PQ = QP (47)
4Keep in mind that Fermions are anti-periodic in the Eu-
clidean time direction.
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The partition function is now given by
Z =
∞∑
N=0
1
N !
e−Nβ/
√
2R
∑
P,Q
PQ=QP
Z(P,Q) , (48)
where
Z(P,Q) =
∫
[dAdXdψ]e−Sdiag (49)
with the boundary conditions (46) determined by
P andQ. In eqn.(48), for eachN , we have divided
by the volume of the Weyl group, N !, which re-
flects the fact that the eigenvalues are defined up
to a global permutation5. The action is
Sdiag =
1
4πα′
∫
d2σ
√
|g|
N∑
αa=1
{
gab∂aX
i
α∂bX
i
α+
+
g2sα
′
|g| (∂1A2α − ∂2A1α)
2 − iψTαγ · ∇ψα
}
(50)
and with the boundary conditions (46).
It is useful at this point to review some of the
salient points about commuting permutations, for
which we follow the appendix of ref.[7]. Another
useful resource is ref.[34].
Consider a fixed permutation P of a set of N
elements. It can be decomposed into cycles which
are subsets of the N elements such that the per-
mutation interchanges elements cyclically inside
each subset. For example, for N = 9, the permu-
tation which can be denoted by
α =
(
1 2 3 4 5 6 7 8 9
6 4 1 2 5 3 8 9 7
)
can be decomposed into the product of disjoint
cycles
α = (163)(24)(5)(789)
5 From the M-theory point of view, this factor gives Boltz-
mann statistics to the D0-branes [28]. The possibility of
introducing different weights in the sum over pairs of com-
muting permutations has been discussed in [7]. We shall
show in what follows that the correct partition function for
the type IIA string emerges from eqn.(48) only when all of
the pairs (P,Q) have the same weight. It turns out that,
at genus 1, the gauge field integral in eqn.(48) is trivial
and we will drop it from now on [1]. There is a beautiful
suggestion in refs.[33,35] that at higher genera it gives the
string coupling constant correct factor g2g−2s .
Consider such a decomposition of P . Suppose
that the number of cycles of length k is rk, so
that N =
∑
k krk. Clearly, the minimum value
of k is one and the maximum is N . rk are non-
negative integers. (In the above example, r1 =
1, r2 = 1, r3 = 2.) Denote the elements of the set
{1, 2, ..., N} by the three index notation based on
how they transform under P :
ak,γn (k = 1, ..., N); (γ = 1, ..., rk) : (n = 1, ..., k)(51)
This element of {1, ..., N} is the nth element of
the γ’th cycle of length k. The action of the per-
mutation on this element is then
P
(
ak,γn
)
= ak,γn+1 mod k (52)
Let Q be a permutation which commutes with
P . Consider its action on the cycle(
ak,γ1 , ..., a
k,γ
k
)
of P . Eq. (52) implies that
Q
(
P
(
ak,γn
))
= Q
(
ak,γn+1 mod k
)
(53)
Since PQ = QP , this equation can be written as
P
(
Q
(
ak,γn
))
= Q
(
ak,γn+1 mod k
)
(54)
This means that(
Q
(
ak,γ1
)
, , ..., Q
(
ak,γk
))
is a cycle of length k in P , i.e. that(
Q
(
ak,γ1
)
, , ..., Q
(
ak,γk
))
=
=
(
a
k,pik(γ)
s(k,γ) , ..., a
k,pik(γ)
s(k,γ)+k−1 mod k
)
Hence, there exists a permutation πk(γ) of the
rk elements of the set of cycles of length k which
is induced by Q. Also, besides permuting the
cycles of P of equal length, Q can also do a cyclic
permutation of each cycle by the integer s(k, γ)
which can take the values 1, .., k. Thus, the only
allowed action of Q is
Q
(
ak,γn
)
= a
k,pik(γ)
n+s(k,γ) mod k (55)
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Consider a set of diagonal components of fields
obeying the boundary conditions
X iα(σ1 + 1, σ2) = X
i
P (α)(σ1, σ2) ,
X iα(σ1, σ2 + 1) = X
i
Q(α)(σ1, σ2) . (56)
Consider those which occur in the cycles of length
k of P and re-label them according to elements
of the cycle,
X i
akγn
(σ1 + 1, σ2) = X
i
akγ
n+1
(σ1, σ2) ,
X iakγn (σ1, σ2 + 1) = X
i
a
kπ(γ)
n+s
(σ1, σ2) . (57)
For each fixed γ, we fuse these fields together into
a single function which has the property
X iakγ (σ1 + k, σ2) = X
i
akγ (σ1, σ2) ,
X iakγ (σ1, σ2 + 1) = X
i
akπ(γ)(σ1 + s(k, γ), σ2) . (58)
Then, we consider a cycle of the permutation Q,
which must be a subset of the rk k-cycles of P .
Say this cycle is of length r where 1 ≤ r ≤ rk.
Then we fuse r of the above fields together to
get the single field which has completely periodic
boundary conditions
X iak,r(σ1 + k, σ2) = X
i
ak,r (σ1, σ2) ,
X iak,r (σ1, σ2 + r) = X
i
ak,r(σ1 + s, σ2) . (59)
where s =
∑
γ s(k, γ) mod k is the accumulated
shift for the r elements in the cycle of Q.
.
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Figure 1. Connected covering torus with r = 4,
k = 5 and s = 3.
The space on which coordinates which are ar-
guments of the field in eqn.(59) take values is the
torus depicted in fig. 1. The contribution to the
path integral of this set of fields is denoted by
Z(τ, τ¯ ) where τ = (s+ iνr)/k. It is the partition
function of a super-conformal field theory living
on the torus depicted in fig.1 and having target
space R8. The boundary conditions for the Bose
fields are
X i(σ1 + k, σ2) = X
i(σ1, σ2)
X i(σ1, σ2 + r) = X
i(σ1 + s, σ2) (60)
and for the Fermi fields are
ψ(σ1 + k, σ2) = ψ(σ1, σ2)
ψ(σ1, σ2 + r) = (−1)rψ(σ1 + s, σ2) (61)
Note that the fermions are now not all anti-
periodic. When we move upward by one of the
small blocks in fig.1 they must be antiperiodic,
thus the above periodicity when we move up by
r blocks.
It is possible to change the coordinates so
that the integration region is the square torus
(σ1, σ2) ∈ ([0, 1), [0, 1)). The necessary coordi-
nate transformation is
σ′1 =
σ1
k
− sσ2
kr
, σ′2 =
σ2
r
(62)
Then the metric is
gab =
(
1 τ1
τ1 |τ |2
)
, τ =
s+ iνr
k
(63)
and the boundary conditions are
X i(σ1 + 1, σ2) = X
i(σ1, σ2)
X i(σ1, σ2 + 1) = X
i(σ1, σ2)
ψ(σ1 + 1, σ2) = ψ(σ1, σ2)
ψ(σ1, σ2 + 1) = (−1)rψ(σ1, σ2) (64)
Note that the boundary condition for the Fermi
field still depends on r. When r is even, the
fermion and boson have the same boundary con-
ditions. These sectors are supersymmetric. The
mode expansion of both the fermions and bosons
contain zero modes. Functional integration over
bosonic zero modes produces a factor of the in-
finite volume of R8 and integration over the
fermionic zero mode produces a factor of zero.
If we were computing the Witten index, this
product of infinity times zero, suitably regulated
would yield the number of zero energy states of
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the supersymmetric theory. However, here, we
are computing an extensive thermodynamic vari-
able - the free energy - from which we must ex-
tract a factor of the volume of the space in order
to obtain the free energy density. In this case,
sectors which contain fermion zero modes do not
contribute. On the other hand, when r is odd, the
fermions have anti-periodic boundary conditions
- supersymmetry is broken by this boundary con-
dition - and there are no fermion zero modes in
the mode expansion. These sectors will survive
and contribute to the partition function. Thus,
Z(τ, τ¯) = 0 when r is even (65)
When the partition function is re-written as a
sum over decompositions into cycles of the com-
muting permutations,
Z =
∞∑
N=0
1
N !
e−Nβ/
√
2R
∑
P,Q
PQ=QP
·
·
∑
decomp.
∏
cycles
Z(τ, τ¯) , (66)
The sum over decompositions into cycles expo-
nentiates to the exponential of a sum over con-
nected parts. This was shown explicitly in [1] and
also happens for a related expression in ref.[10].
In the end, the free energy of the matrix string
theory is given by the expression
F = − 1
β
∞∑
N=0
∑
kr=N
r odd
N/r−1∑
s=0
e
− Nβ√
2R
N
Z (τ, τ¯ ) (67)
Note that r gives the height of the torus, in the
σ2 direction and, taking into account eqn. (65)
and the discussion before it, r must be odd.
With appropriate re-labeling of the integers,
and evaluating the functional integral Z(τ, τ¯), the
expression (67) is identical to (29), the expres-
sion for the free energy of the DLCQ type II
superstring. Note that, in comparing this with
eqn.(29), rather than 1/k2 appearing in the sum-
mand in eqn.(67), there is 1/N = 1/kr where we
label k = N/r. This difference of a factor of k/r
is absorbed in a factor of 1/τ2 in eqn.(29).
7. Remarks
Given the good agreement of the genus 1 string
partition function with the Dijkgraaf-Verlinde-
Verlinde limit of the matrix string model, it would
be interesting to check it a higher genus. A con-
crete question which could be asked is whether
the two-point correlator of the twist operator
which ref.[23] suggested was responsible for inter-
actions in the matrix string model could repro-
duce the genus 2 type II string partition function
with (12) inserted. In fact, it has been found that,
in the large N limit, the correlation function of
twist operators on a symmetric orbifold indeed
correctly reproduces four-string amplitudes [39]-
[41].
In addition, other tests of the matrix model
are possible. In ref.[4] the analysis of the parti-
tion function was carried out in a constant back-
ground B-field. This is a solvable deformation of
closed string theory on Minkowski space. It was
found that a constraint similar to (12) appeared
in the string path integral. Also, the modification
of the matrix string model due to the presence of
a constant B field was found and the zero string
coupling limit of that model was again shown to
have identical thermodynamic partition function
to the type II string theory. It would be inter-
esting to test this idea with other solvable de-
formations of string theory. Some good examples
are string theories with D-branes and electromag-
netic fields (for a review see ref.[42]) where, some
interesting behavior is observed in the finite tem-
perature case [43].
It is well known that string theories, because of
their exponentially increasing density of states,
have a limiting upper temperature. Interacting
strings are thought to undergo a phase transition
at that temperature [15][44][45]. It was shown in
ref.[1] that the Hagedorn temperature is the same
in the DLCQ as it is in ordinary light-cone or co-
variant quantization of the string. It comes from
a divergence in the sum over N in equations like
eqn.(42) or eqn.(26). It was found in ref.[5] that
when a constant external B-field is switched on,
the Hagedorn temperature also depends on B in
a way which was puzzling - the processes of de-
compactifying the light-cone and switching on B
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did not commute with each other. An explana-
tion which was given there was the non-extensive
behavior of the Hagedorn transition.
Another interesting question to do with the
Hagedorn transition is to ask where it would come
from in the matrix model. The matrix model had
partition function
Z[β] =
∞∑
N=0
e
− βN√
2R
∫
[dAdXdψ] e−SE [A,X
i,ψ] (68)
and again, one expects that the only possible
source of Hagedorn behavior is in the potential di-
vergence of the summation overN . Since the par-
tition function in the above expression is a sum
over Yang-Mills partition functions the only pos-
sible source of divergence from the sum over N is
governed by the large N limit of the Yang-Mills
partition function.
Typically, this is bad news. In the generic large
N limit, the Yang-Mills theory free energy goes
like
βF ∼ −N2 · numbers
simply because there are N2 degrees of freedom.
This means that the partition sum typically di-
verges! One needs some very special tuning of pa-
rameters (such as the Dijkgraaf-Verlinde-Verlinde
limit of gs → 0) if it is to converge. Even in the
limit which gets free matrix strings, it goes like
βFDVV ∼ −NβH/R
where βH is the inverse Hagedorn temperature
and the partition sum converges only if the tem-
perature is low enough (β > βH .
To what do we attribute the generic diver-
gence? One suspect might be the nucleation of
black holes which would destroy the thermal en-
semble. Estimates of the N -dependence of black
hole free energy in matrix theory [46]-[49] show
that it typically grows faster than N (and must
be negative).
Finally, we note that, in ref.[12] they found a
phase transition in a discrete gauge theory. They
interpreted the gauge theory as a statistical model
of branched covers of a triangulated Riemann sur-
face on one hand and a random walk on the gauge
group on the other hand. It is easy to see that
that phase transition coincides with the Hagedorn
phase transition of our DLCQ thermal partition
functions if we interpret them as statistical mod-
els of branched covers. (The basic difference be-
tween this models and those of ref.[12] is that the
string models have continuous rather than trian-
gulated Riemann surfaces, so there are continuous
moduli to be integrated over to get the partition
function).
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