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1. INTRODUCTION 
Let NC=U,,, NCk, where NCk = the class of languages accepted 
by uniform boolean circuits of polynomial size and depth O(logk n) 
(Pippenger, 1979). Thus, NC is the class of problems that can be solved in 
poly-log parallel time using a polynomial number of processors. It is widely 
believed that NC characterizes the class of feasible problems under a 
parallel model of computation in much the same way as P (the class of 
languages accepted by Turing machines in polynomial time) characterizes 
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the class of feasible problems under a sequential model. In particular, the 
class NC’ contains problems for which dramatic speedups are possible 
using a feasible number of processors. For a summary of results concerning 
NC, see Cook (1985). In this paper, we show that some important 
language recognition problems admit very efficient parallel solutions. We 
feel that the techniques we use to prove these results may be useful in the 
further study of NC, particularly, classes such as NC’ and NC*. Related 
results on NC’ can be found in Barrington (1986), Buss (1987), and Ibarra 
et al. (1988). 
In the definition of NC, it is conventional to enforce some notion of 
uniformity (such as log-space uniformity) in order to guarantee that the 
circuit designs can be carried out using reasonable amounts of resources 
(Ruzzo, 1981). It appears that the language classes obtained by using 
various notions of uniformity are all different. Although there is no proof 
of this fact, Allender (1986) has shown strong evidence for this. Here, we 
have chosen the strongest notion of uniformity, viz., U,-uniformity (Ruzzo, 
1981). Since the results we present are upper bounds, U,-uniformity gives 
the strongest results. Ruzzo (1981) has characterized NC with respect to 
U,-uniformity in terms of the computations of alternating Turing machines 
(ATMs) (Chandra et al., 1981). In particular, NC’ with respect to 
U,-uniformity is the class of languages accepted by indexing ATMs in 
O(log n) time. Our approach would be to use an ATM as the model of 
computation. 
Our first result concerns semilinear sets (or relations definable in 
Presburger arithmetic) (Harrison, 1978). We show that the binary 
encodings of semilinear sets are in NC’. This improves an earlier result in 
(Alt, 1976) which shows that the unary encodings are in DSPACE(log n). 
It is well known that context-free languages (CFLs) can be accepted by 
deterministic Turing machines (DTMs) in log’ n space (Lewis et al., 1965), 
and it was shown in Ruzzo (1981) that CFLs are in NC*. It is open if 
CFLs or even deterministic CFLs or linear CFLs are in NC’. It is not even 
known whether or not these languages can be accepted by DTMs in less 
than log* n space. It has recently been shown that parenthesis CFLs and 
one-sided Dyck languages over k letters are in NC’ (Buss, 1987; Ibarra 
et al., 1988). In this paper, we show that bounded CFLs are in NC’. (A 
language is bounded if it is a subset of w:w: ... wz for some strings 
WI, w2, . . . . w,.) In fact, we prove something stronger: Every bounded 
language accepted by a one-way multihead nondeterministic pushdown 
automaton is in NC’. A weaker result, which shows that every bounded 
CFL is in DSPACE(log n), was shown earlier in Springsteel and Ritchie 
(1972). 
As stated above, it is not known whether linear CFLs (or equivalently, 
the languages accepted by nondeterministic pushdown automata (NPDAs) 
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whose pushdown stack makes exactly one reversal (or turn)) are in NC’.’ 
In fact, it is not known whether or not the languages accepted by nondeter- 
ministic l-reversal counter machines (i.e., NPDAs whose pushdown stack 
is used as a counter that makes exactly 1 reversal) can be accepted by 
DTMs in less than log2 n space. However, for the deterministic case, we 
can show that languages accepted by l-reversal counter machines are in 
NC’. This result holds even if we provide the machine with multiple coun- 
ters with each counter making at most a fixed number of reversals. These 
machines (called deterministic reversal-bounded multicounter machines) 
have been studied in many places in the literature (e.g., Baker and Book, 
1974; Chan, 1981; Gurari and Ibarra, 1981b; Ibarra, 1978). 
While it is known that NC’ is in DSPACE(log n), the converse is open 
(Chandra et al., 1981). It is interesting to ask whether one can show the 
reverse containment for space below log n. Even this seems difficult. We 
show, however, that the class of bounded languages recognizable by non- 
deterministic Turing machines (NTMs) in log”’ n space is contained in 
NC’. 
Finally, we investigate the closure properties of NC’. Closure under 
many operations are obvious. However, closure under inverse homo- 
morphism and marked Kleene closure are not straightforward, and we 
provide techniques for showing these. It remains open whether NC’ is 
closed under (unmarked) Kleene closure. 
We conclude this section with the definition of an indexing ATM. An 
ATM (Chandra et al., 1981; Ruzzo, 1981) is a generalization of an NTM 
whose state set is partitioned into “universal” and “existential” states. As 
with an NTM, we can view the computation of an ATM as a tree of 
configurations. A configuration is called universal (existential) if the state 
associated with the configuration is universal (existential). A computation 
tree of an ATM M on input w  is a tree whose nodes are labeled by con- 
figurations of M on w, such that the root is the initial configuration and 
the children of any non-leaf node labeled by a universal (existential) con- 
figuration include all (one) of the immediate successors of that configura- 
tion. A computation tree is accepting if it is finite and all the leaves are 
accepting configurations. A4 accepts u’ if there is an accepting computation 
tree for M on input ~1. Note that NTMs are essentially ATMs with only 
existential states. An ATM has time complexity T(n) if for all accepted 
inputs of length n, there is an accepting computation tree of height at most 
T(n). To allow the ATM to operate in sublinear time, we modify the ATM 
to have “random-access” input. An indexing ATM (Chandra et al., 1981; 
1 Many believe that NSPACE(log n) is not contained in NC’. Since there is a linear CFL 
which is complete for NSPACE(log n) (Sudborough, 1975b), it would seem unlikely that 
linear CFLs are in NC’. 
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RUZZO, 1981) has a distinguished halting state, the “read state,” and a 
special worktape called “index tape.” Whenever the ATM enters the read 
state with a guessed input symbol “a” and a binary integer i written on the 
index tape, the configuration is accepting if and only if “a” is the ith input 
symbol. As mentioned earlier, the class of languages accepted by ATMs in 
O(log n) time is exactly the class NC’ with respect to U,-uniformity 
(Ruzzo, 1981). Also, languages accepted by ATMs in T(n) time are in 
DSPACE( T(n)) for Z(n) > log n (Chandra et al., 1981). 
2. SEMILINEAR SETS 
Let N be the set of natural numbers and k be a positive integer. A set 
Q sNk is a semilinear set (see Harrison, 1978) if there exist positive 
integers m, r,, . . . . r,,, and vectors u; in Nk for 1 < i < m, 0 < j < ri such that 
Q=iQ, {LIP+ i tjujitjinN}. 
j=l 
The language, L,, defined by Q is the set of binary encodings of the 
k-tuples in Q. More precisely, L, = {x, # . . . # xk I xi in binary, (x1, . . . . xk) 
in Q}. We will show that L, can be accepted by an ATM in O(log n) time. 
Hence, L, is in NC’. As a corollary, L, is in DSPACE(log n). This is an 
improvement of a result in (Alt, 1976) (see also Ah, 1979) that the unary 
version of L,, i.e., the 1aUgUage { 1"' # ... # l"k 1 (X,, . . . . xk) in Q}, iS in 
DSPACE(log n). 
We will need the following result which is due to Tompa (1981). 
LEMMA 1. Every regular set can he accepted by an ATM in O(log n) 
time. 
THEOREM 1. Let Q E Nk be a semilinear set. Then L, can be accepted by 
an ATM in O(log n) time. 
Proof Let Q=u~=i{u6+~~=i t,v~jt,>O}, where UPEND. Suppose we 
want to know if (xi, . . . . xk) is in Q. Then we have to check if there is an 
iE { 1, . . . . m} and tl, . . . . t,EN such that (x i, . . . . ?ck) = Ub -t c;= i t,Uj. This 
process involves trying for each i, to solve a diophantine system (in the 
nonnegative integer variables t,, . . . . t,,). The efficient solution of such a 
system depends on the following result from Gurari and Ibarra (1979) (see 
also Gurari and Ibarra, 1981a or Liu and Weiner, 1970). 
Let Ai= X be a system of linear equations, where A is an r x s integral 
matrix, i= (t, , . . . . t,)T is a column vector of variables, and .U = (x, , . . . . .x,)~ 
90 IBARRA ET AL. 
is an integral column vector. Let h d r be the rank of A. Denote by @P the 
maximum of the absolute values of all h x h subdeterminants of A. If the 
system has a nonnegative integral solution, then it has a nonnegative 
integral solution (i,, . . . . t^,)T such that for some set of indices I= 
{I,, . ..) lh} E { 1, . ..) s}, i, < Y for each i 4 I. Moreover, the submatrix formed 
by columns 1,) . . . . I, of A is of full column rank (i.e., it has rank h). 
Thus, with the semilinear set Q is associated a finite set of systems each 
of which arises by “predetermining” some of the t,‘s. The coefficient matrix 
of each such system is of full column rank. For any X = (x, , . . . . .yJT E N”, 
to test whether .U is in Q, one need only try each such system to see if the 
remaining tys are solvable in nonnegative integers. 
The solution of each of the systems can be effected by applying Cramer’s 
rule to a nonsingular square subsystem. Thus each “nonpredetermined” t, 




where y,, zP are components of X; ap, b,, and A are positive integers; and 
c is an integer. Here, the constants a,,, b,, and A depend only on the 
vectors defining the underlying semilinear set, whereas c depends on the 
predetermined tys as well. However, the t;s so obtained constitute a solu- 
tion if and only if they are nonnegative integers which also satisfy any rows 
that were deleted to obtain the square nonsingular subsystem. Thus, by 
substituting the “predetermined” tl(s and the tis of Eq. (1) to the remaining 
equations, we get equations of the form 
c a,y,-~b,z,+c=O, 
where y,, zp, ap, b,, and c are as in (1). 
Thus, to prove that an ATM M operating in O(log n) time can accept 
L,, it is sufficient to show that M when given input x, # ... # xk can 
verify equations of the form (2) and (3) below (derived from (1)) in 
O(log n) time. 
C%Y,-CbPZP + c A is a nonnegative integer. 
Since (2) is a special case of (3), we need only consider (3). Equation (3) 
can be verified by universally checking that 
(a) 1 ap yP -x b,z, + c is divisible by A, and 
(b) C ap y, - C b,z, + c is nonnegative. 
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The integrality test (a) can be done by a finite automaton computing 
mod A. Hence, by Lemma 1, condition (a) can be verified in O(log n) time. 
For (b), we just show that M can determine whether or not u1 + u2 - 
(ui + u2) is nonnegative for input u1 # u2 # a1 # u2, where ul, u2, ul, and v2 
are nonnegative binary numbers. The generalization is easy. Note that for 
two binary numbers a=~,-,...a, and b=b,+,...&, 
(*) a > b if and only if there is an integer i, 0 6 i 6 r - 1, such that 
ai= 1 and bi=O, and ujdbj for j>i. 
To check that u1 + u2 > o1 + u2, M guesses the positions of the # ‘s and 
the input right endmarker $, and then universally does the following: 
(1) M verifies the guessed positions of the #‘s and $. 
(2) (a) M guesses that either ui +u,>u, +u, or u1 +u,= 
u1 + u2. In the former case, M also guesses an integer i as 
defined in condition (*). 
(b) M generates the jth bits of the sums u1 + u2 and u1 + u2, 
and verities the guess made in (a). 
We now show how M can accomplish (b). Let S=max{lu,l, 1~~1, 
(oil, lu21} + 1. (This can be computed in O(log n) time using the guessed 
positions of the #‘s and $.) For convenience, we denote the jth bit of ui 
by u,(j), j30, and similarly for u2, ui, and u2. We assume that ui(j)=O 
ifja lull and the same is true for u2, u,, and u2. Also, we denote the carries 
into the jth bits of the sums U, + u2 and vi + u2 by uc( j) and uc( j), respec- 
tively. Clearly, UC(O), UC(O), UC(S), and UC(S) are 0. M generates all the bit 
positions of the sums u1 + u2 and vi + u2 and guesses the carries occurring 
in intermediate bits of the sums. Thus, in a node of the computation tree, 
the configuration of M stores the bit position j (written in [log sl bits) of 
the sums, and holds the guessed carries uc( j), uc( j), uc(j + l), and 
uc(j+ 1). Then M reads the bits u,(j), z+(j), ul( j), and u2(j) (the actual 
input position of the corresponding bits can be computed by using the 
guessed positions of the #‘s, $, and j). If j< s, by computing ul(j) + 
u2( j) + uc( j) and ul( j) + u2( j) + UC(~), M generates the jth bits of the sums 
and checks that the guessed carries uc( j + 1) & uc(j + 1) are correct. 
Otherwise, M only checks whether uc( j) = uc( j + 1) and uc( j) = uc( j + 1). 
Then, M verities the guess made in (a) using (*). 
Clearly, the above construction of M can be extended to check that 
C up y, - C b,z, + c is nonnegative. 1 
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3. BOUNDED LANGUAGES 
As we mentioned earlier, proving the membership of even some special 
subclasses of CFLs such as deterministic CFLs or linear CFLs in NC’ 
appears difficult. (CFLs, deterministic CFLs, and linear CFLs are exactly 
the languages accepted by NPDAs, deterministic PDAs, and l-reversal 
NPDAs, respectively.) In this section and the next, we will show that some 
special subclasses of CFLs are in NC’. The first subclass is the bounded 
CFLs. This is a well-known class in formal language theory. They are use- 
ful in the study of inherent ambiguity and the construction of counter- 
examples (Ginsberg, 1966; Hopcroft and Ullman, 1979). In fact, we prove 
something stronger. A one-way k-head NPDA (k-NPDA) is an NPDA 
with k independent one-way (read-only) input heads (Harrison and Ibarra, 
1968). The heads are “nonsensing” in that the heads cannot sense the 
presence of other heads on the same input position. As is well known, 
l-NPDAs accept exactly the CFLs. 
THEOREM 2. Let L he a language accepted by a k-NPDA, and LG 
wf . . . wz for Some strings w  , , . . . . ~1,. Then L can be accepted by an ATM 
M in O(log n) time. In particular, every bounded CFL can be accepted by an 
ATM in O(log n) time. 
Proof: We make use of the following result in (Ibarra, 1974): A 
language L c w T . . wz is accepted by a k-NPDA if and only if the set 
f(L)= {Ch, . . . . i,) 1 wl’ . . w,” in L} is a semilinear set. i 
Let Q =f(L). The ATM M on input w  = MJ: . . . wk guesses and writes on 
its tape x1 # ... # x,, where xi is the binary number corresponding to ij, 
1 <j<m. This takes O(log n) time, where n = (~‘1. Then M universally 
checks the following: 
(a) (x1, . . . . x,) is a valid “decomposition” of w  (note that w  may 
have more than one such decomposition) 
(b) x1 # ... #x, is in L,. 
BY Theorem 1, condition (b) can be checked in time 
O(log( [xi # . . . # x,1 )) < O(log( IwI )) = O(log n). Condition (a) can be 
checked as follows. M universally computes positions ps = Cs: : x, I w,I + 1 
and qs = C;= i x, lw,I for 1 <s < m. Then M checks that the substring u, 
between positions pS and qs is in w, , * 1 <s <m. Note that, since the length 
of v, is x, ) w,I, the membership of v, in w: implies that v, = w:. Because 
wf is a regular set, M only requires O(log n) time by Lemma 1. 1 
In the proof of Theorem 2, the assumption that the heads of the 
k-NPDA are nonsensing is necessary, since otherwise, f(L) may not be 
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semilinear. For example, the language (O”‘I n 2 1 } can be accepted by a 
2-head deterministic PDA if we allow the heads to sense each other. It is 
very unlikely that the boundedness condition in Theorem 2 can be 
removed, even for the case of L accepted by a one-way 2-head nondeter- 
ministic finite automaton (2-NFA). This is because it is known that if 
every language accepted by a 2-NFA is accepted by a log n space- 
bounded DTM, then DSPACE(S(n)) = NSPACE(S(n)) for all S(n) 2 log n 
(Sudborough, 1975a). The deterministic case is an interesting open 
question, i.e., whether or not every language accepted by a k-DFA can be 
accepted by an ATM in U(log n) time. Even the case k = 2 is not known. 
Later, in Section 4, we show that for a restricted type of k-DFA, the 
language accepted is in NC’. 
While it is known that NC’ is in DSPACE(log n), the converse is open. 
It is interesting to find the largest S(n) such that DSPACE(S(n)) is con- 
tained in NC’. For example, can one prove that DSPACE(log”* n) is con- 
tained in NC’? Even this seems difficult. (The result in Chandra et al., 
1981b, that every language in DSPACE(S(n)) can be accepted by an ATM 
in O(S’(n)) time was only for S(n) 2 log n.) We can show the following 
weaker result. The proof is quite involved and is omitted. The reader is 
referred to Chang (1986) for the proof. 
THEOREM 3. Every bounded language accepted by an NTM in log’/* n 
space can be accepted by an ATM in O(log n) time. 
We should point out that the class of bounded languages accepted by 
NTMs in log”’ n space is quite rich. For example, the language (0” 1 the 
smallest positive integer that does not divide n is a power of 2) is not 
regular but can be accepted by a log log n space-bounded DTM (Alt, 
1975). Other examples of nonregular bounded languages recognizable by 
TMs in small space can be found in Freedman and Ladner (1975). 
4. COUNTER MACHINES AND MULTIHEAD AUTOMATA 
Another important subclass of CFLs is the class of counter languages. 
These are languages accepted by nondeterministic counter machines (i.e., 
NPDAs in which the pushdown stack is used as a counter) (Greibach, 
1975). Even this class does not appear to be in NC’. To see this, consider 
the language L U-KNAP = { 1 nl # 1 nZ # . . . # l”l(tl’ 1 ni, y are nonnegative 
integers, there exist X~E (0, 1 } such that xi= I xini= y}, which is the unary 
version of the well-known (NP-complete) knapsack problem. Clearly, 
L U-KNAP can be accepted by a nondeterministic counter machine even if we 
restrict the counter to make only one reversal (i.e., turn). If LUeKNAP is in 
NC’, then it is also in DSPACE(log n). However, Lu-K,,p does not seem 
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to be in DSPACE(log n) nor does it appear to be complete in 
NSPACE(log n) (Cook, 1985). 
Turning now to deterministic counter machines, it is obvious that they 
can be simulated by DTMs in log n space, One can then ask whether the 
languages they accept are in NC’. We do not know the answer to this 
question, but we can show that if the counter of a deterministic counter 
machine is restricted to making at most a fixed number of reversals, then 
the language it accepts is in NC’. This result holds even if the machine 
has multiple fixed-reversal counters (i.e., the machine is a deterministic 
reversal-bounded multicounter machine). 
A closely related class of machines is the class of simpZe multihead DFAs 
(Duris and Hromkovic, 1983; Ibarra and Kim, 1976; Inoue et al., 1979). 
Simple here means that only one head can read the input and the other 
heads (called counting heads) cannot actually read the input but rather 
only sense whether or not the end of the input, i.e., the right endmarker, 
has been reached. (We assume that for all the machines we consider with 
one-way heads, the input tape contains a right endmarker.) It can be 
shown that deterministic reversal-bounded multicounter machines can be 
simulated by simple multihead DFAs. However, the converse is not true. 
For example, L = ((0 + 1)” 0” 1 n 3 13 can be accepted by a simple 2-head 
DFA, but it cannot be accepted by any deterministic reversal-bounded 
multicounter machine. Simple multihead DFAs are quite powerful. For 
example, the language {x 1 x is a binary string with the same number of O’s 
and l’s} can be accepted by a simple 2-head DFA. (The counting head of 
the simple 2-head DFA moves two cells to the right whenever the read 
head sees a 0. The machine accepts if and only if the read head and the 
counting head reach the endmarker at the same time.) We will show that 
languages accepted by simple multihead DFAs are in NC’. This result does 
not follow from a simple divide-and-conquer technique because the 
movements of the heads are independent. 
We begin by showing that the language L = {x # y I x E (0 + l)*, 
y E l(0 + l)* + 0, and y is the binary representation of the number of O’s in 
x} can be recognized by an ATM in O(log n) time. 
It is known that there is a boolean circuit of depth O(log n) that 
recognizes L (see, e.g., Muller and Preparata, 1975). The ATM simulation 
for L, however, does not directly follow from the existence of such a circuit 
since U,-uniformity of circuit construction needs to be proved. We provide 
a direct construction of an ATM M for L using ideas in Muller and 
Preparata (1975). 
LEMMA 2. L can be recognized by an ATM M in O(log n) time. 
Proof: M, on input of the form x # y, of length n, operates as follows. 
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(An input not in this form is rejected.) Let y = b, b, _ 1 . . . bl. M calls the 
procedure VERIFY (b, b, ~ 1 . . . b, ). This procedure divides the computa- 
tion by universally verifying the correctness of each of the bits bi using the 
procedure VERIFY 1. 
procedure VERIFY (b,b, _ 1 . . . b , ); 
for it 1 to m do universally 
VERIFYl(i, E, b;); 
end; 
end; 
procedure VERIFY 1 (i, int, d); 
if lint1 = rlog nl then 
if i=l then 
(a) if d= 0 and the tape square indexed by int is not symbol “0” 
then accept else reject; 
(b) if d= 1 and the tape square indexed by int is symbol “0” 
then accept else reject; 
else 
if d = 0 then accept else reject; 
endif 
Guess a, b, c in (0, 1); verify that d = (a + b + c) mod 2; 
do universally 
(a) CARRY(i- 1, int, c); 
(b) VERIFYl(i, int.O, a); 
(c) VERIFYl(i, int. 1, b); 
end; 
end; 
procedure CARRY(i, int, c); 
if i = 0 and c = 0 then accept; //The last carry is obviously O// 
Guess a, b, d, c’ in (0, 1); verify that a+b+c’=d+2c; 
do universally 
(a) VERIFY 1 (i, int, d); 
(b) VERIFYl(i, int.O, a); 
(c) VERIFYl(i, int. 1,b); 
(d) CARRY(i- 1, int, c’) 
end; 
end; 
The argument “int” in the above procedures is used to refer to the por- 
tion of the tape whose indices begin with the string int. Thus, int = 1 refers 
to the right half of the tape (assuming that the input length is a power of 
2), E refers to the entire tape etc. The procedure VERIFYl(i, int, d) verities 
that d is the ith bit in the binary representation of the number of O’s in the 
643.‘9W-7 
96 IBARRA ET AL. 
interval int. The procedure CARRY(i, int, c) verifies that c is the ith carry 
bit while performing an addition of the number of O’s on the left and right 
halves of the interval int. 
We now explain how these procedures can be implemented using an 
ATM. To implement VERIFY 1 (i, int, d) or CARRY(i, int, c), the bits d 
and c are stored in finite control. Int and i are presented in worktapes, in 
binary and unary, respectively. The changes in int and i are effected by 
adding a single bit to the right of int (resulting in int .O or int. 1) or scoring 
off a 1, respectively. 
It is easy to see that each procedure does a constant number of opera- 
tions before making a call to another. The procedure VERIFY1 terminates 
when lint\ = rlog nl. The procedure CARRY terminates when i= 0. The 
product 2’ times the number of squares in the portion of the tape represented 
by int gets halved after two successive calls to VERIFY1 or CARRY is 
made (since two such calls result in a decrease in the value of i by 1 or 
halving the previous portion of the tape represented by “int”). Initially, the 
product is O(n’). Thus the height of the computation tree is O(log n). 
Further, the procedure terminating conditions (such as “Is lint\ = 
[log al?“) can be tested in O(log n) time. Thus the total time required by 
M to implement these procedures is O(log n). 1 
A simple k-DFA is a DFA with only one read head and k - 1 counting 
heads which can only recognize the right endmarker $. All heads move one 
way, from left to right (Ibarra and Kim, 1976). Formally, we denote a 
simple k-DFA by a 5-tuple (Q, C, 6, qo, F), where Q is the finite set of 
states, Z is the finite input alphabet with $ $C, q. E Q is the initial state, 
FG Q is the set of accepting states, and 6 is the next move function, a 
mapping from Qx(Zu {$})x (0, l)“-’ to Qx (0, 11”. 
We denote an instantaneous description (ID) of the simple k-DFA M by 
(UlU]... a,$, 4, so, Sl, ..., sk . , ), where a, a, . . a, $ is the input; q is the state 
of M; so is the position of the read head R; s, , s2, . . . . skP i are the positions 
of the counting heads Ci , C’?, . . . . Ck , , respectively; and 1 6 Si < n + 1, 
i = 0, 1, . . . . k-l. WedeIineamoveofMasfollows: Let (u,u,...u,$,q,s,, 
sl, . . . . s~-~) be an ID. Let 
bi= 
1 if a, = $ 
0 otherwise 
for i = 1, 2, . . . . k - 1. Here a, + i = $. Suppose 6( q, a,, b, , . . . . bk _, ) = (q’, d,, 
d i, .,., dk- i). Then the next ID of M will be (a, a2 . .. a,,$, q’, so + do, 
s, + d, , . . . . sk I + dk i ) and write 
(ala*... %$, %~O,~l~-~~k-,) 
7 (a, u2 . . a,$, q’, so + d,, s, + d, , .,., Sk ( + dk I ). 
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If two IDS are related by tiM, we say that the second one results from the 
first one by one move. If ID, results from ID1 by t moves, then we write 
IDi +& ID,. The subscript M could be omitted if there is no confusion. 
The language accepted by IV, denoted by L(M), is 
{w ( w  E C*, there exists r 2 0 such that (MJ$, qO, 1, 1, . . . . 1) 
l--qw%, q,.,n+ l,n+ 1, . ..) n+ 1) 
for some qf E F, where n is the length of w  $. 
Without loss of generality, we assume that all the simple multihead 
DFAs we are dealing with satisfy the condition that exactly one head 
moves at every step. Since each head can only move to the right, a simple 
k-DFA accepts input u1 a, . . . a, $ if and only if it accepts this input in k . n 
moves. So the language accepted by a simple k-DFA M is defined as: 
L(M)= {wp-*, (w$, q(), 1, .I.) 1) G=(M’$, q/, n-k 1, . . . . n+ 1) 
for some qfE F, where n = IwI 1. 
Now we show how simple multihead DFAs can be simulated by ATMs 
in O(log n) time. We will prove the theorem for simple 3-DFAs. The 
generalization to arbitrary simple k-DFAs is straightforward. Before we 
give the proof, we need a few lemmas. 
Let M= (Q, C, 6, qo, F) be a simple 3-DFA. Let R be the read head, C, 
and C2 be the counting heads. Let a, a2.. . a,$ be an input. The following 
predicates will be used later: 
l-------a, . ..a.$, q*, s2, t+ 1, n+ 1) 
CountZ(q,, s,, t, q2, s2)=- 1 < t,<n- i and (ai . ..a.$, ql, sl, n+ 1, 1) 
CountWq,, sly h, f2, q2, s2) 01~f,~‘-11,1~t,6n-1and 
(a, . ..a.$,q,,s,, 1, l)C (0, . ..a.$, 42, s2, t1+ 1, t,+ 1). 
When the counting head Ci is not reading $, its position is not important. 
So for each lgt<n-1, (u,~~~u,$,q,,s,, l,n+l)~-‘+S*~S~(u,...u,$, 
q2,s2,f+l,n+1) if and if only for all lQr<n-t, (a,...u,$,q,,s,,r, 
n+ 1) l---‘+s*Pr’ (a1 . ..u.$,qz,s,,r+t,n+l). 
Now it is clear that CountI(q,, si, t, q2, s2) is true if and only if, when 
the read head R moves from square s1 ro s2, M enters state q2 from q, 
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while counting head C, stays at the rightmost end of the input and C, 
makes t moves in a, . . . a,. 
Similarly, Count2(q,, s, , t, q2, s2) is true if and only if, when. R moves 
from square s1 to s2, M enters state q2 from q1 while C, stays at the 
rightmost end of the input and C2 makes t moves in a, ... a,. 
Countl2(q,,s,, t,, tZ.q2,s2) is true if and only if, when R moves from 
square s1 to s2, M enters state q2 from q, while C, makes t, moves and C2 
makes t2 moves in a, . . . a,, . 
LEMMA 3. The validity of Countl(q,, s,, t, q2, s2) (similarly, 
Count2(q,, s,, t, q2, sq)) can be verified by an ATM in O(logn) time. 
Proof. Suppose Countl(q,, sl, t, q2, s2) is true. Let the moves of M be 
as 
(al . . ~a,$,ql,sl, Ln+l) 
,, - I 
+--- (0, . ..a.$, P,, stt t,, n+ 1) 
++I . ..a.$, pi, s, + 1, t,, n+ 1) 
t2- II 
- (aI . ..a.$, p2, sI + 1, t2, n + 1) 
&(a1 . ..a.$,pi,s,+2,t,,n+l) 
- (a, ...an$, q2, s2, t + 1, n + l), 
where pi is the state of M just before R leaves from square s, + i- 1 and 
pi is the state of M when R arrives at square s1 + i, i= 1, 2, . . . . s2 - s, ; 
t 1+1- ti is the number of moves C, makes while R stays at square s1 + i, 
i=O, 1, . . . . s2-s1 - 1, where t,,= 1. 
Then the ATM which verifies the validity of Countl(q,, s,, t, q2, s2) will 
do the following: 
(1) Verify l<t$n-1. 
(2) Guess t,-,, and P:,-~~. Verify (a, . ..a.$, pi,-,,, s2, fs2--s,, 
n+ 1)+rp’*2-~l+1 (aI . ..a.$, q2, s2, t+ 1, n+ 1). 
(3) Verify (6 . ..a.$,ql,s,,1,n+l)~“2~S1+rs~-s~~1(a,...a,$, 
A-s,y s2, t,,-,,, n+ 1). 
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Clearly (1) can be done in O(log n) time. In (2), only head C, moves, so 
it can also be done in O(log n) time by using divide-and-conquer technique. 
To see (3) can be done in O(log n) time, we observe 
(a) (3) consists of two parts. The first is to check if M enters state 
pizPs, from q1 when head R arrives at square s2 from sl. The second is to 
check if head C, makes exactly fszPs, - 1 moves during this period. 
(b) Let di=ti-tiPI. Then di<lQl, for i=l,2 ,..., sz-sl. 
(c) Given pi and a,, + ,, pi+ I and d i+, can be derived in constant 
time, i = 0, 1, . . . . s2 - s1 - 1, where ~b = ql. 
(d) Given Pi+1 and a,,+,, pi+1 can be derived in constant time, 
i = 0, 1, . . . . .Y-s1- 1. 
(e) From (c) and (d), we know pi+1 can be derived from p; and 
a ,,+iinconstant time, i=O, l,..., s,-.7,--l. 
(f) From (e), each pi can be derived in O(logn) time by using 
divide-and-conquer technique on index i, i = 1, 2, . . . . s2 - s1 . 
(g) From (c) and (f), each di can be derived in O(log n) time, 
i = 1, 2, . ..) s2 - si. 
Now the problem reduces to that of verifying that A, + A, + ... + 
A 
s2 - SI = t,,-,, - 1. This can be done as follows. We first show how the 
above verification can be done if the d:s are given in the input tape as: 
A, # A,# ‘.. #A,,-,,. Now, to compute A, +A,+ ... +A,,-,,, it is 
enough to count the number of different occurrences of A;s. (Note that the 
A:.s are finite in number.) This counting can be done by using Lemma 2. 
When A;s are not in the tape, they are initially guessed, and the verifica- 
tion is done at the end using (g) described above. This completes the 
proof. m 
LEMMA 4. The validity of Countl2(q,, sl, t,, t,, q2, s2) can be verified 
by an ATM in O(log n) time. 
Proof Similar to Lemma 3. 1 
THEOREM 4. Every language accepted by a simple k-DFA can be 
accepted by an ATM in O(log n) time. 
Proof. As stated earlier, we only prove the theorem for simple 3-DFAs. 
Let L be a language accepted by a simple 3-DFA M with read head R and 
counting heads C, and C,. Now we construct an ATM M’ which accepts 
L in O(log n) time. For a given input a, a, . . . a,,$, M’ will 
(1) Guess which of the counting heads arrives at $ first. Without loss 
of generality, we trace the computation of M’ for the case C, arrives at S 
earlier than C,. 
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FIG. 1. The movements of the heads during the time (0, t,). 
(2) Guess t,, the time when C, arrives at $. Guess q,,- ,, q,, and s, 
the states at time t, - 1, t, and the position of Cz at time t,, respectively. 
Verify Countl2(q,, 1, n - 1, s - 1, ql, _, , t, -s-n + 2) is true, and 6(q,, _, , 
a,, --r--n+ 2, 0,O) = (qr,, 0, LO). The movements of R, C,, and C2 are shown 
in Fig. 1. 
(3) Guess fZ, the time when Cz arrives at $. Guess qflpI and q,*, the 
states of M at time t2 - 1 and t,, respectively. Verify Count1 (q,, , t, - s - 
n+2,n-s+l,q,,-,,t,-2n+l) is true and 6(qt2-1,ar2pzn+I, l,O)= 
(qrz, 0, 0, 1). The movements of R, C,, and C, are shown in Fig. 2. 
(4) Verify that for some qrEF, (a,...a,$,q,,,t,-2n+l,n+l, 
n + 1) +3n-rz (a, . ..a.$,qf,n+l,n+l,n+l). 
The movements of R, C,, and C, are shown in Fig. 3. 
It is easy to see that M’ accepts L. By Lemmas 3 and 4, steps (2) and 
(3) can be done in O(log n) time. Since only head R moves in (4) it can 
also be done in U(log n) time, by using divide-and-conquer on the position 
of R. So, M’ accepts L in O(log n) time. 1 
The following shows that it is difficult to extend Theorem 4 to the non- 
deterministic case, even for the case k = 2, because such an extension would 
imply that LUeKNAP is in DSPACE(log n). However, the membership of 
L “-kNAP in DSPACE(log n) is open (Cook, 1985). 
Let L,= {l”,# ln2# ... # l”$WjCj=,(nj+ 1)=2y and there exist xi in 
(0, l} such that Cf=, x,(n, + 1) = y}. Then, the following can be shown: 




FIG. 2. The movements of the heads during the time (t, , I*). 
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FIG. 3. The movements of the heads during the time (tz, 3n). 
6) L u-KNAP can be reduced to L1 by a log-space TM transducer; 
thus, L1 is in DSPACE(log n) implies that LU-,,,, is in DSPACE(log n). 
(ii) L1 = L2 n L3 for some L, and L, such that L, can be accepted by 
a simple 2-head NFA and L, is in DSPACE(log n). 
COROLLARY 1. Every language accepted by a deterministic reversal- 
bounded multicounter machine can be accepted by an ATM in O(log n) time. 
Again, it is not easy to extend Corollary 1 to the nondeterministic case 
since the language LUM,,,, can be accepted by a nondeterministic 
l-reversal counter machine and hence such an extension would imply that 
L U-KNAP is in DSPACE(log n). 
Remark. One can generalize the simple multihead DFA by allowing the 
heads (i.e., the read head and the counting heads) to move two-way on the 
input tape (which we now assume to have left and right endmarkers). As 
before, the counting heads can only recognize the endmarkers. If the heads 
make at most a fixed number of reversals on the input tape, then 
Theorem 4 still holds. The proof is a generalization of the current proof. 
Similarly, in Corollary 1, we can allow the deterministic reversal-bounded 
multicounter machine to have its read head move two-way on the input 
tape, provided it makes at most a fixed number of reversals on the tape. 
5. CLOSURE PROPERTIES 
It is easy to show that NC’ is closed under union, intersection, com- 
plementation, reversal, and concatenation. Here we show that NC’ is 
closed under inverse homomorphism and marked Kleene closure. (The 
marked Kleene closure of a language L is { w. # w1 # . . . # w,,, _, I m 3 1, 
wo, WI, *--, w,,- i E L}, assuming the symbol # is not in the alphabet of L). 
We also give evidence which shows that NC’ is unlikely to be closed under 
length-preserving homomorphism. We first prove some preliminary results. 
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LEMMA 5. Let L, G r* be a language accepted by an ATM M, in 
O(log n) time. Let h: .E + r* be a homomorphism such that Ih( = k for all 
aE C for some non-negative integer k. Then L2 = h- ‘(L,) is accepted by an 
ATM M, in O(log n) time. 
Proof: k = 0 is a trivial case, so assume k> 0. We describe how M, 
works. For a given input $a, a2 ... a,,$, M, will simulate M, on th(a,) 
h(a,) . . . h(a,)$. M, does exactly the same computation as MI except at 
query nodes. When M, verifies that the input symbol at square i is a, M2 
will verify that the input symbol at square ri/kl is b, and the (i mod k)th 
symbol of string h(b) is a. It is easy to see that ri/kl and i mod k can be 
computed in O(log n) time. Since in the computation trees of M, query 
nodes are always leaves, this period of time is additive. Hence, M, accepts 
L2 in O(log n) time. 1 
LEMMA 6. Let L, E r * be a language accepted by an ATM M, in 
O(log n) time. Suppose that the symbol # is not in IY Then 
Lz={#lOal#ila,...#im-I a,#‘mlm~l,a,a,...a,EL1,io,i, ,..., i,>O} 
is accepted by an ATM M2 in O(log n) time. 
Prooj M2 works as follows. Given an input & #io a, # ” a2. .. 
# imm1 a, # im $ of length n, M, will simulate M, on $a, a2 . . a,,,$. As in the 
proof of Lemma 5, the only trouble is when M, queries. 
When M, verifies that the input symbol at square s is Q,~, MI will first 
guess the position of a, in its input, call it t. Then M, will verify that the 
input symbol at square t is really a, and the number of #‘s at squares 
0, 1, . ..) t - 1 is t - s simultaneously. By Lemma 2, the number of appearan- 
ces of a symbol in a string can be computed by an ATM in O(log n) time. 
So M, uses O(log n) time. 1 
We now prove the main result of this section. 
THEOREM 5. NC’ is closed under marked Kleene closure and inverse 
homomorphism. 
Proof. We first consider the marked Kleene closure. The technique for 
proving closure under marked Kleene closure is very similar to the one we 
used in the proof of Lemma 6. Let L, be accepted by an ATM MI in 
O(log n) time and L2 be the marked Kleene closure of L1. Construct an 
ATM M2 which accepts L, as follows: 
Given input ew,, # w, # ... w, _, $ of length n, M2 guesses m and verities 
that there are m - 1 # ‘s before $. By Lemma 2, this can be done in 
O(logn) time. Then M2 creates m processes, each of them has its own 
index on the worktape. This can also be done in O(log n) time. 
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Process i verifies that wi E L,, i = 0, 1, . . . . m - 1. First, process i guesses 
the beginning and ending positions of wi, call them bj and e,. Then it 
verifies that there are i #‘s on the left of square bi and the symbol at 
square bi- 1 is & or #, the symbol at square ei + 1 is # or $. This can be 
done in O(log n) time. Finally, it simulates M, on cw,$, accepts if and only 
if M1 accepts. 
To prove closure under inverse homomorphism, let L, c I’* be in NC’ 
and h,: Z + r be a homomorphism. Assume # is not in IY Let 
Then by Lemma 6, L2 E NC’. 
Let k = max,,, Ihl(a)j. Define a new homomorphism h,: C -+ 
(TV { # })* as follows: 
h*(u) = h,(u) #k- ‘h”0” for each UEZ. 
Then h2 satisfies the condition of Lemma 5. Thus h;‘(L2) E NC’. But it is 
easy to see that h;‘(L,)=h;‘(L,). Hence, Iz;‘(L,)ENC’. 1 
The following proposition shows that it is unlikely that NC’ is closed 
under length-preserving homomorphism. 
PROPOSITION. If NC’ is closed under length-preserving homomorphism, 
then NP E DSPACE(log n). 
Proof: It s&ices to show that if NC’ is closed under homomorphism, 
then L,,,, E NC’, where 
L x-SAT = { #?l c, A c2 A . . . A C, 1 C,, C2, . . . . C, are clauses; 
Cj is of the form yil v y12 v yi3, where each yii is either xk 
or X~ for some variable xkr k E { 1,2, . . . . n}; there is a truth 
assignment of the variables x1, x2, . . . . x, which satisfies 
C,AC,A ... AC,}. 
Now define a language L;-,,, as follows: 
G-SAT = (u,u,~~~u,C, A C, A ... A C,jC,,C,,...,C,areasbefore; 
uig {F, T}, i= 1, 2, . . . . n; C, A Cz A .. . A C, is satisfied 
by the truth assignment S, where s(xi) = a,, i = 1, 2, .,., n}. 
Claim. LimSAT is accepted by an ATM M in O(log n) time. 
To accept input ~%,a, .. . u,C, A C, A . . . A C,$, M only need to: 
(1) Verify that the input is in the correct format. It is easy to see this can 
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be done in O(log n) time if the codes of xi, x2, . . . . x, are of the same length 
(actually, this can be done in O(log n) time even if the codes of 
xi, x2, . . . . x, are of different lengths). (2) Verify that C, is satisfied by the 
truth assignment s for i = 1, 2, . . . . m, by using universal branching. To see 
if Ci = yii v yi2 v y13 is satisfied, M first guessesj such that yii is true, using 
existential branching, then verifies that ak = T if yi, = xk, ak = F if yij = X,. 
Let homomorphism h be: 
if ae{F,T} 
otherwise. 
Then W;.sAT) = L,,,,. So, if NC’ is closed under homomorphism, then 
L m+NC1. I 
Since DSPACE(logn)GNSPACE(logn)&PsNP, NPGDSPACE(~~~~) 
implies that DSPACE(log n) = NSPACE(log n) = P = NP. Whether or not 
this sequence of equalities is true is a long-standing open problem in 
complexity theory although it is widely conjectured that this is not the case. 
6. CONCLUSION 
In this paper, we showed how some classes of languages can be 
recognized by ATMs operating in O(log n) time, thus proving their 
membership in NC’. These classes include: (i) the binary encodings of 
semilinear sets, (ii) bounded languages accepted by one-way multihead 
NPDAs, (iii) languages accepted by simple multihead DFAs, (iv) bounded 
languages accepted by NTMs in log’12 n space. We also looked at the 
closure properties of NC’. In particular, we showed that NC’ is closed 
under inverse homomorphism and marked Kleene closure. 
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