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Summary
In this thesis we analyse emergent patterns in complex biological systems.
We say that these patterns emerge, given that they result from behaviours of
the system that are diﬃcult to explain starting from a microscopic descrip-
tion. These behaviours are strongly dependent on the interactions between
elements, and thus our research focuses on the identiﬁcation and evaluation
of interaction networks. In particular, we have analysed interactions that may
reﬂect the response of the system to long term conditions, whose analysis
may be compatible with an evolutionary interpretation.
The methodological and conceptual framework needed for the develop-
ment of our research is complex. This is the reason why the ﬁrst part of
the thesis is devoted to clarify the epistemological approximation we have
followed. In subsequent chapters, we present our research results, which have
been developed around three systems with notable diﬀerences among them.
The ﬁrst system considers a representative subset of all the protein struc-
tures known up to date. We develop a method that objectively demonstrates
the existence of structural protein classes known as folds, deﬁning conserved
interaction patterns between amino-acids. We go deeper into the evolutio-
nary interpretation of this result investigating the role of protein function in
the structural conservation and divergence.
Second, we analyse high-throughput sequencing experiments collecting
the presence of bacterial taxa in diﬀerent environments. From this data we
infer aggregation and segregation patterns suggesting that bacterial mutua-
listic interactions are very relevant, and whose functional role is explored in
more detail analysing the bacterial assembly process in a group of infants
during their development.
Last, we have considered mutualistic communities of plants and pollina-
tors. We predict the structural stability of this system deﬁning two magnitu-
des: the eﬀective interspeciﬁc competition and the propagation of perturba-
tions. These magnitudes rationalize the relative eﬀect of competition versus
mutualism and, in particular, of the diﬀerent mutualistic networks in the
structural stability, which we show has a main role for sustaining biodiversity.
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Resumen
En esta tesis analizamos patrones emergentes en sistemas biológicos com-
plejos. Estos patrones los caliﬁcamos como emergentes porque son el resul-
tado de comportamientos del sistema difíciles de caracterizar partiendo de
una descripción microscópica. Dichos comportamientos son fuertemente de-
pendientes de las interacciones entre elementos, por lo que nos centramos en
la identiﬁcación y evaluación de redes de interacción. En particular, hemos
analizado interacciones que esperamos que reﬂejen la respuesta del sistema
a condiciones relevantes en escalas de tiempo largas, cuyo análisis puede ser
compatible con una interpretación evolutiva.
El marco metodológico y conceptual necesario para el desarrollo de nues-
tra investigación es complejo. Por ello, la primera parte de la tesis está orien-
tada a clariﬁcar la aproximación epistemológica que hemos seguido. En los
siguientes capítulos presentamos el resultado de nuestra investigación, desa-
rrollada alrededor de tres sistemas con notables diferencias entre ellos.
El primer sistema considera un conjunto representativo de todas las es-
tructuras de proteínas conocidas hasta la fecha. Desarrollamos un método
que demuestra objetivamente la existencia de clases estructurales de proteí-
nas conocidas como folds, que deﬁnen patrones de interacción entre aminoáci-
dos. Profundizamos en la interpretación evolutiva del resultado investigando
el rol de la función de proteínas en la conservación o divergencia estructural.
En segunda lugar analizamos experimentos de secuenciación masiva que
recogen la presencia de taxones bacterianos en distintos ambientes. De es-
tos datos inferimos patrones de agregación y segregación que sugieren que
las interacciones mutualistas entre bacterias son muy relevantes, y cuyo rol
funcional es explorado en más detalle analizando el proceso de ensamblaje
bacteriano en un grupo de bebés durante su desarrollo.
Por último, hemos considerado comunidades mutualistas de plantas y po-
linizadores. Predecimos la estabilidad estructural de este sistema deﬁniendo
dos magnitudes: la competición efectiva interespecíﬁca y la propagación de
las perturbaciones. Estas magnitudes permiten racionalizar el efecto relativo
de la competición versus el mutualismo y, en particular, de las distintas
redes mutualistas en la estabilidad estructural, cuyo papel mostramos que
es esencial en el sostenimiento de la biodiversidad.
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Outline of the thesis
This thesis is presented as a compendium of articles that investigate with
computational methods three, apparently, very diﬀerent biological systems,
namely natural protein structures, bacterial communities, and mutualistic
ecosystems of plants and pollinators. The commonalities between these dif-
ferent ﬁelds are discussed in a fourth line of research, devoted to the episte-
mological basis of the modellization of complex biological systems.
In this way, each section in which the thesis is structured, namely Intro-
duction, Objectives, Results, Discussion and Conclusions, refers to all four
lines of research.
The Introduction is divided in three parts. First, we present a preliminary
part devoted to a general introduction of concepts and methods arising in the
modelling of complex biological systems. In this part, the examples shown are
not necessarily related to the particular systems that we have investigated. In
the second part we speciﬁcally introduce the main background of the articles
that are presented in the Results block. Finally, we close the Introduction by
describing the publications and manuscripts developed during this thesis.
The Results section is divided according to the four lines of research pre-
sented. Each line summarizes the problems addressed in the corresponding
articles included in the thesis, and may be viewed as an extension of the
Introduction.
Whereas in most of the thesis the diﬀerent systems are discussed separa-
tely, in the Discussion block we discuss similarities and diﬀerences between
the works presented in this thesis from a methodological and epistemological
point of view.
Finally, both the Objectives and Conclusions sections are subdivided into
points devoted to each of the research lines.
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Part I
Introduction
The soul of wit may become the very body of untruth. However elegant and
memorable, brevity can never, in the nature of things, do justice to all the
facts of a complex situation. On such a theme one can be brief only by omis-
sion and simpliﬁcation. Omission and simpliﬁcation help us to understand 
but help us, in many cases, to understand the wrong thing; for our compre-
hension may be only of the abbreviator's neatly formulated notions, not of
the vast, ramifying reality from which these notions have been so arbitrarily
abstracted.
Aldous Huxley

Modelization: general aspects
Complex biological systems
The emergence and evolution of life is a question that has always fas-
cinated mankind. Nature continuously presents us new forms and processes
challenging our understanding. Furthermore, nowadays we live an exciting
scientiﬁc moment where the development of new experimental settings gives
us access to more detailed features of living systems. These new methods
provide information never thought before, such as the direct measurement of
kynetic properties in single molecule experiments, or the genetic sampling of
unculturable bacteria in arbitrary environments, provided by next generation
sequencing.
The availability of new data also allows for the development of new mo-
dels, thus attracting the attention of scientists coming from other disciplines,
as it was predicted by Schrödinger [Schrödinger (1992)]. There is growing in-
terest in the development of mathematical and computational models aiming
at a more formal description of biology. Such a description is desirable, becau-
se it facilitates the generation of models that may provide new predictions,
thus reducing the number of experiments needed for hypothesis testing, while
building a more solid knowledge structure upon accepted models.
Nevertheless, there are also new diﬃculties to be faced. Data obtained
from new experimental setups require the investment of important eﬀorts to
identify possible sources of innacuracy or biases, that may be very relevant
in the interpretation of results. In addition, the large amount of new data ge-
nerated not always goes hand in hand with the development of new methods
for eﬃcient processing and storing, an important problem nowadays.
All these new data allow depicting a more comprehensive view of biolo-
gical systems, but their integration into suitable models represent another
important challenge arising from the high complexity of biological phenome-
na. In biological systems we observe a large number of entities interacting
non linearly, which are further organized in levels going over diﬀerent spatio-
temporal scales. This kind of systems are diﬃcult to model from the very
ﬁrst steps, where we need to determine which is our system, until the more
advanced stages of research, where we aim to reproduce the many times
3
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complex collective behaviours arising from their dynamical performance.
In addition, in living systems we observe the coexistence of (at least)
two diﬀerent spatio-temporal scales. On the one hand, the scale where the
physico-chemical processes required to maintain the system out of equili-
brium take place, hereafter the physical scale. On the other hand, the
scale where the evolutionary events become ﬁxed in the population thus
changing the system itself, what we will call the evolutionary scale. This is
why even if we have an accurate characterization of the system's behaviour
in the physical scale, we do not reach a comprehensive understanding of the
observed phenomena until we also explain the evolutionary process that has
led to these observations and further provide predictions. This is the reason
why it is claimed that nothing in biology makes sense except in the light of
evolution [Dobzhansky (1973)]. In summary, even if we deal with a large and
detailed amount of new data, building models of complex biological systems
appear as a diﬃcult challenge.
In this thesis we develop mathematical and computational methods to
analyse patterns observed in complex biological systems. Given the diﬃcul-
ties highlighted, in the following section we brieﬂy introduce some general
considerations around modelling in these systems, such as the separation
between microscopic and macroscopic descriptions or a more precise deﬁni-
tion of emergent patterns. Next, we introduce the modelling approximation
that has been explored in the diﬀerent works. Brieﬂy, this proposal focuses
on the role of interactions between the entities of the system, and in parti-
cular in the identiﬁcation of evolutionary conserved interactions. We ﬁnish
this section introducing three particular systems around which our research
has been developed.
Microscopic description
As we anticipated, in this thesis we have investigated some properties
observed in complex biological systems. Before explaining which are the
properties we are interested in, we start discussing how these systems are
characterized.
The characterization of complex systems typically starts building a mi-
croscopic description. This means that we associate to each component o a
set of variables {xa} that are suﬃcient to determine its state: o = {xa} (see
Fig. [1] (a), a ﬁgure which we will systematically refer to along this introduc-
tion). It is important to emphasize that microscopic does not mean atomic,
but it rather refers to the largest subdivision of the system that we consider
in our description. For instance, a component may be an amino-acid if the
system is a protein, a cell if the system is a tissue, or a car if the system is
a traﬃc network.
The microscopic characterization is already a diﬃcult task because it
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Figure 1: Scheme of the modelling process. The diﬀerent steps are labelled
from the microscopic description (a) towards the macroscopic description
(e), and the diﬀerent substeps are further labelled with numbers. See main
text for details.
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determines the system itself, and the system deﬁnition is a subtle question
in the analysis of biological systems although not exclusive of these sytems,
see for instance [Georgescu-Roegen (1971)].
The reasons for these diﬃculties are, ﬁrst, that living beings are open
systems that exchange energy and matter with the environment. Thus it is
not easy to individuate the boundaries of the system when there is not a
clear physical separation with the environment such as a membrane in the
cells [Maturana et al. (1975)].
In addition, what we consider the environment of the system containing
both biotic and abiotic entities, is sensitive to the system's behaviour. Thus,
even if the physical boundaries of the system are well established, when the
environment shows a relevant response according to the system's dynamics,
this may suggest that our description of the system should be expanded to
explicitly include some parts of the environment.
Finally, it is not possible to incorporate in the model the large number of
entities and processes typically present in the system, thus requiring to select
those relevant for our research interests. It is unavoidable to face an episte-
mological challenge where elements belonging either to the environment or
to the system are implicitly incorporated in the model or neglected. This is a
critical task that should be addressed with caution, trying to avoid any arbi-
trary choice that could artiﬁcially provide spurious results while maintaining
the necessary components to reproduce the observed behaviour.
Collective behaviour and macroscopic description
As soon as we characterize the microscopic components, we aim to look
for a characterization of the system as a whole. We will call microstate µ
each realization of the microscopic description of the whole system in terms
of particular values of the variables {x˜ai } at a given time t, i.e. µ = {x˜ai }
(Fig. [1] (b)). The whole set of microstates that the system can visit is what
we call the phase space of the system Ω = {µ}, and we will call to any subset
of the phase space an ensemble of microstates ξ = {µ} ⊆ Ω (Fig. [1] (c)).
As we will see, the analysis of those ensembles of microstates visited when
we observe a behaviour that we consider interesting is an important task to
build a suitable model.
Collective behaviours and the associated patterns can be many times
characterized at a macroscopic scale. A macroscopic description diﬀers from
the microscopic description in the precision of our observations (see Fig. [1]
(e)). The macroscopic description is built with macroscopic variables Xa
having a lower resolution than the microscopic variables. Frequently we do
not require a knowledge of the values of the microscopic variables for their
characterization. For instance, we can observe the behaviour of a hurricane,
without knowing in detail all the positions and momenta of the particles
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constituting this pattern. But if we have an incomplete (statistical) micros-
copic description of the system modelled with a probability distribution of
the phase space P (µ), we can quantify macroscopic variables Xa by ave-
raging the correspondent microscopic variable weigthed by this distribution,
< xa(µ)P (µ) >. The number of microscopic components should be large
enough to achieve a macroscopic characterization, given that the error in its
determination scales as 1/
√
N , being N the number of components. Once we
have determined the macroscopic variables, we will call macrostate Θ each
macroscopic description of the system in terms of particular values {X˜a}
of the macroscopic variables Θ = {X˜a}. Each macrostate is observed when
the system signiﬁcantly visits certain ensemble of microstates and, even if
the microscopic variables change, the macroscopic values remain constant.
In this way, focusing on the analysis of ensembles of microstates we may
understand collective behaviours and, in turn, the associated macroscopic
properties.
To ﬁnish this section, we note that what is considered a microstate and
a macrostate may change if the scale of observation also changes. This is an
important question for us because, as we said, the physical and the evolutio-
nary scales coexist in the systems we are interested on. And it may happen
that we focus on the description of a system which macroscopic description
in the physical scale becomes a microscopic description on the evolutionary
scale.
For instance, if we consider a population of individuals, the whole popu-
lation would constitute a macroscopic description that we will model with
a microscopic description of the dynamics of the individuals. Each conﬁgu-
ration of individuals will be seen as a microstate in the physical scale in
some descriptions is rather each genealogy of individuals [Demetrius (2013)]
. But if we now aim to model some property concerning the dynamics of the
whole population on an evolutionary scale, we will probably need to neglect
detailed individual information, considering species instead of individuals.
In this case, each snapshot of the genetic pool of population species would
constitute a microstate in an evolutionary phase space.
As we will see, the examples we discuss in this thesis pertain to this class
of systems, where the patterns over which we focus may have an evolutionary
role. We will analyse the systems on the evolutionary space and we will
attempt to understand which role they play in the system's performance
within the physical scale.
Emergent properties and emergent behaviour
A basic tenet in scientiﬁc method is that macroscopic properties can
be described starting from microscopic descriptions. For instance, even if
we deal with an incomplete (statistical) microscopic description, the ﬁeld of
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Statistical Physics has shown considerable success explaining a wide variety
of macroscopic phenomena.
Nevertheless, complex systems are constituted by a myriad of entities
interacting non-linearly. And, apart from the diﬃculties in their characteri-
zation above mentioned, they frequently depict behaviours that are not re-
ducible to the analysis of their components in isolation [Minati et al. (2006)].
This means that, when we analyse the properties of these behaviours, we may
not be able to establish a linkage between some of them and the microscopic
description.
Among this kind of collective behaviours, we ﬁnd phenomena such as
magnetism, patterns observed in dissipative systems like hurricanes or con-
venction cells or, in biological systems, patterns on animal skins or ﬂocking
behaviour. The apparent discontinuity between this particular kind of ma-
croscopic properties and the microscopic description has led to coin the ad-
jective emergent for these behaviours. Moreover, we will say the associated
patterns are emergent patterns.
Emergent collective behaviours are surrounded by an aura of mysticism
probably because they seem to be contrary to the above tenet, we highlight
here some reasons. First, these behaviours lead to properties that refer to
the whole, not to the components. Although this is not an exception for
emergent behaviours, it has been popularly highlighted as a particularity
claiming, for instance, that the whole is more than the sum of the parts. Se-
cond, these behaviours are in some sense unexpected. We will see below that
we will work with this idea to identify signiﬁcant patterns in our research.
And third (and in our view the most important feature of these properties),
given the nature of complex systems (in terms of number of components
and non linear interactions) these behaviours are diﬃcult to explain starting
from a microscopic description. In this sense, we say that the collective pat-
tern (behaviour), is hardly traceable from the microscopic description of the
components.
Although it is diﬃcult to explain these properties, it does not mean that
it is not possible to provide an explanation for the emergence of these pat-
terns, but rather that it is a diﬃcult task. Indeed, once the existence of these
properties is recognized, the attention is shifted towards the kind of explana-
tions that these properties admit, i.e. in their epistemological accessibility.
In this sense, we adhere to the notion of emergence provided by Be-
dau, that has been called weak emergence [Bedau (1997)]. He argues that
this term should be coined for those patterns that can be reproduced with
a computational model which is used as a proxy of the epistemological
accessibility.
Nevertheless, we would like to highlight another interesting notion that
has been considered fundamental as opposed to epistemological, which is
called strong emergence [Bar-Yam (2004)]. In Physics it is accepted that
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knowing the positions and velocities of particles is suﬃcient to determine
the pairwise interactions. This assumption is frequently found in Physics-
inspired models of collective behaviour, where individual motion results from
averaging responses to each neighbour considered separately. Nevertheless,
Bar-Yam argues that this assertion would not hold if the system is embedded
in responsive media, such as the motions of impurities embedded in a solid, or
further in any process where global optimization (instead of local) is involved.
In this way, if there is a constraint in the system acting on all the compo-
nents simultaneously and it is strong enough i.e. it is a global constraint,
it is not possible to determine the state of the system considering only pair-
wise interactions. In some sense, the parts are determined downward from
the state of the whole.
We believe that this idea is suggestive in our context, because biological
systems are continously interacting with the environment. Although we do
not expect that, in general, the inﬂuence be so strong as to determine the
state of the system otherwise, we could reconsider our system's deﬁnition,
it certainly exists. Thus, following this reasoning we may expect that external
constraints aﬀect the system globally, and this may be reﬂected in the global
organization of the system.
Moreover, this may be particularly interesting in evolutionary processes
where we will ﬁnd ﬂuctuations present in larger time scales, because these
are global constraints that will probably shape the organizational long term
outcome of the system. In particular, the concept of stability is widely dis-
cussed in this thesis, and it is intringuing whether the optimization of the
stability of the whole, such as a population of species, is compatible with a
notion of selection acting only over individuals locally.
Indeed, a subtle question readily arises here. As we said, a macroscopic
description in the physical scale may become a microstate in a description at
an evolutionary scale. Consider for instance that, after analysing the stabilty
of certain ecosystem in the physical scale, we observe that some particular
conﬁgurations are observed in the evolutionary scale, thus improving the sta-
bility performance against evolutionary changes. Under this scenario, which
is the macroscopic emergent pattern on the evolutionary scale? The simple
answer is life itself which is not a trivial answer, given that it accounts for
important questions such as the determinants of biodiversity or the distri-
bution of the biomass.
Nevertheless, we may aim to ﬁnd a more speciﬁc answer, and this task
typically requires to invoke any notion of biological function and its evolu-
tionary role [Corning (2002)]. However, this kind of arguments are not exent
of controversy, because the deﬁnition of function necessarily requires to spe-
cify the object of selection with respect to which correct function is deﬁned.
In this sense, in the above example one may wonder whether an ecosystem
should be then considered an object of selection. Given that this question has
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no obvious answer and that we do not make any kind of a priori assumption
about the system's function in the development of our work, we will leave
this question for further discussion at the end of the thesis.
Searching for collective properties: The role of inter-
actions
A strategy to characterize an emergent behaviour starts from the analysis
of the associated ensemble of microstates. When we observe an emergent
behaviour, there are internal or external forces acting on the system. These
forces limit the number of microstates actually visited, and thus the observed
phase space Ωobs is a subset of the phase space observed if they were absent,
i.e. Ωobs ⊂ Ωfree. We say that the system's collective behaviour is constrained
by these forces, and we will use constraint and force equally hereafter.
These constraints lead to the restriction (even loss) of some degrees of
freedom in the system, thus biasing (vanishing) some values in the observed
system. Focusing on the ensemble of observed microstates ξobs = {µobs}, we
may look for a collective property q = f(µ) (see Fig. [1] (b1)) such that
it is found in every observed microstate {q / q  0; ∀µ ∈ (ξ = Ωobs)}.
Furthermore, if such a property is found, we can deﬁne a distribution of q
that characterizes the whole ensemble Q = f({q(µ)}) (Fig. [1] (c1)). For
instance, if we analyse ﬂocking behaviour, a component in this system would
be a single bird and a microstate would be a snapshot in the ﬂight of the ﬂock.
If we look for a property q found in every microstate, we may ﬁnd a certain
distribution in the angular positions between birds, which is characteristic
when ﬂocking behaviour is observed [Bialek et al. (2012)]. Another example
may arise if we measure the wavelength in the sand dunes of a desert, and
we see that it follows a certain distribution every time we observe ripples.
Nevertheless, the computation of wavelengths when ripples are observed
seems to be a natural choice, but there are other behaviours where it is not so
clear which is the measure we should deﬁne to characterize the microstates.
In these cases, the comparison of microstates is a common procedure to
extract common properties.
For instance, if we deal with an ensemble of protein sequences {µ}, we can
look for the pairwise similarity S = align(µα, µβ) with a protein alignment
algorithm such as BLAST [Altschul et al. (1990)]. From these alignments, we
may ﬁnd common amino-acids that are conserved in every sequence, which
are a consequence of the evolutionary behaviour (see Fig. [1] (c2 and c3) and
Fig. [2] for an speciﬁc example with protein sequences).
Other example arises if we consider that a microstate {µ} now reports the
abundances of diﬀerent bacterial taxa in a given environment. Considering an
ensemble of microstates, we can compare the relative co-occurrence of taxa
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Figure 2: Illustration of a multiple protein sequence alignment. These al-
gorithms attempt to maximize the number of common positions in the set,
reﬂecting the existence of constraints to conserve certain amino-acids in these
positions. Diﬀerent properties of the amino-acids are highlighted: hydropho-
bic residues are in blue, polar in green, basic in red, acidic in violet and
Glycines (G) and Prolines (P) are further diﬀerentiated. With this informa-
tion, we aim to understand which physical properties are favoured by natural
selection on this set.
with a correlation function corr(µα, µβ) that computes the interdependence
between the variables (the taxa) among microstates (environments).
Irrespective on whether we compute a similarity measure, a distance, or
if we look for correlations, what we attempt to identify is any bias in the
values of the variables for the observed microstates. This bias may be the
result of external or internal constraints, and in this thesis we will focus on
those restrictions that may be compatible with the existence of interactions
between the components.
The rational behind this choice is that, when there is an interaction,
there is a transmission of information in its more general sense, for instance
an element of biomass or a synaptic transmission that may inﬂuence the
value of one or several variables characterizing the state of the components
involved in the interaction. This systematic inﬂuence is what leads to the
observed bias.
A signiﬁcant similarity between two protein secuences may be viewed as
an evolutionary interaction where the transmission of information took place
when the gene was duplicated. And a positive correlation in the abundances
of two bacterial taxa, may be viewed as a positive (synergistic) interaction
(see Fig. [1] (c4)).
In the examples shown above, we invested our eﬀort in the search of
putative interactions. Nevertheless, in relatively recent years there have been
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increasing attention in the experimental characterization of systems directly
in terms of their interactions. The representation of the interactions between
a component oi and a component oj is made with a matrix Aij , typically
called adjacency matrix, whose elements describe the strength and sign of
the interactions (see Fig. [1] (b2)).
This approximation is the one followed in the application of Complex Net-
works Theory for the analysis of complex systems [Boccaletti et al. (2006)].
Under this representation, microstates are described as networks, where the
components are the nodes which may be further characterized by their
variables and values and the links provide information about their interac-
tions.
This representation is powerful because it already provides, in every single
microstate, the information we obtain from the analysis of the microscopic
properties with the whole ensemble if we do not know the underlying inter-
actions. But, in addition, the development of the Complex Network Theory
has led to the proposal of diﬀerent properties η that can be measured on net-
works, η(µ) (given that a microstate µ is now represented with a network),
providing a more reﬁned representation of the constrains acting on the ﬂuxes
of information of the system (see Fig. [1] (b3)).
In this way, if we deal with a network for every microstate (see Fig.
[1] (c5)), we may wonder which network properties are found in the whole
ensemble, what may conﬁrm that we are actually dealing with certain cons-
traints inﬂuencing the collective behaviour (see Fig. [1] (c6)). This ﬁnding
will facilitate the development of mechanistic models aiming to simulate the
observed behaviour, as we will discuss below.
The role of evolution
Under the above description, if we characterize a system only considering
its interactions, the phase space of the system would consist of the ensemble
of all possible conﬁgurations of the interactions conﬁgurations that are also
called topologies of the network. Nevertheless, when the system is large, the
number of possible networks is huge indeed, the number of total conﬁgura-
tions scales as 2N
2
, being N the number of components, and an exhaustive
exploration of the whole phase space is unfeasible.
A strategy to reduce this search, consists of searching interactions that are
conserved in the evolutionary space, reﬂecting the existence of environmental
or evolutionary constraints present in evolutionary time scales (see Fig. [1]
(e)). In some sense, these interactions would represent a scaﬀold (Fig. [1]
(e2)) around which other conﬁgurations arising from processes taking place
in shorter time scales would be found (Fig. [1] (e1)).
To identify these interactions, we focus again on the comparison of dif-
ferent systems that may be found in very diﬀerent environments, sharing
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any evolutionary relationship. Such comparison allows us to reduce a large
number of possible conﬁgurations to a small number. Particularly relevant
are global network properties such as the connectance or the assortativity
[Boccaletti et al. (2006)] that may reﬂect the presence of global constraints
and, as we said when strong emergence was introduced, may have interesting
interpretations from an evolutionary perspective.
For instance, following the example of ﬂocking behaviour, we would con-
sider diﬀerent snapshots of the ﬂight of diﬀerent species in their respective
habitats. We would then build an appropriate representation of their inter-
actions for instance, a representation based on the visual capability of the
birds with respect to their neighbours. And we would ﬁnally look for com-
mon interaction patterns irrespective of the species and habitat. If we ﬁnd a
common pattern in the interactions, it may reﬂect a ﬂight mechanism evo-
lutionary selected, whereas diﬀerences on the patterns would rather reﬂect
speciﬁc features in the ﬂight of each species, adaptations to its particular
environment or ﬂuctuations occuring during the experiments, among other
reasons.
Addressing signiﬁcance
Once we focus on the kind of strategy we will follow, we wonder how we
manage the data in order to look for properties that may reﬂect the eﬀects
of interactions, and how we address the signiﬁcance of these patterns.
When we discussed emergent properties, we said that the emergent beha-
viour was a consequence of the existence of constraints, and in particular of
interactions between components. If we characterize the observed data with a
distribution P obs(µ), what we aim to understand is which distribution should
be expected if the constraints investigated were absent, P free(µ). The beha-
viour of the (more) free system provides a baseline for our expectancy on the
viable values of the microscopic variables. Indeed, the microstates belonging
to the observed ensemble µobs = {µ / µ ∈ ξ = Ωobs}, typically have a low
probability of being observed if these forces are absent, P free(µobs) << 1,
which explains its interest. Therefore, when the constraints act on the sys-
tem, the expected behaviour of the variables becomes biased, leading to a
new more ordered behaviour, and eventually to a pattern formation.
In this way, if we have identiﬁed any property in every observed micros-
tate which may be built either from the observation of the variables q or of
the networks η, that we believe is informative of the existence of an unk-
nown constraint, we should demonstrate that the probability of observing
values above certain threshold c fullﬁls P obs(q) P free(q), with q > c.
Therefore, addressing the signiﬁcance of any explanatory argument poin-
ting towards the existence of constraints, requires to build the reference dis-
tribution P free. In the following, we brieﬂy explain two diﬀerent procedures
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to build this distribution, depending on the nature of our data.
Pattern-based (null) models
When we have little information about the system, we must limit our-
selves to perform a statistical analysis. A powerful approximation arises
from pattern-based analysis (also called null modelling [Gotelli and Ulrich
(2012)]). In our context, given that we are focusing on the existence of inter-
actions, these kind of models typically contain at least two features. First, it
is assumed that the components are independent, i.e. they do not interact.
Second, we should explicitly include in the model every condition aﬀecting
the system that may explain the observed pattern, i.e. any known constraint.
For instance, if we observe that an increase (decrease) in the growth of a gi-
ven bacteria systematically corresponds with an increase (decrease) of other
bacterial taxa, we may think that there exists an ecological interaction. But
there is a simpler explanation, namely that there exists any environmental
condition that simultaneously beneﬁts both species. If this is the case, we
should include this condition as a constraint in the model.
Therefore, the procedure we consider when we deal with pattern-based
models reads as follows (see the scheme found in Fig. [3]). We start with
some experimental data (on the scheme, the presence of species in diﬀerent
environments Fig. [3] (a)), over which we aim to compute a measure (b) that
may reﬂect the existence of interactions, such as a similarity in the environ-
mental preferences (c). Considering known constraints (in the example, the
presence of two diﬀerent environments (d)), we build a probabilistic model
(e) considering that the species do not interact (in the example, a generalized
linear model (GLM) that will be explained in the results section). From this
model, random realizations of the pattern observed are generated conditio-
ned to the existence of these constraints (f). The fact that we aim to explain
the observed pattern considering a random process under given constraints,
constitutes a null hypothesis that should be rejected to accept the possibility
that other processes such as ecological interactions, may have any role in
the observed outcome. This is the reason why we call this kind of models
null models.
As soon as we obtain random realizations, we can compute the same mea-
sure over the random ensemble (see Fig. [3] (g)), obtaining the probability
that any speciﬁc value of the measure is obtained in the null model (h). If the
observed value is signiﬁcantly high (i), we can reject the hypothesis that the
observation is due to the constraints present in the null model, accepting the
possibility that other constraints (such as interactions) are the main drivers
of the observed pattern.
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Figure 3: Scheme of the modelling process in pattern-based (null) models
(see main text for details).
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Mechanistic models: explicit simulation
The second approximation that we consider arises when we have enough
information about the system to build a mechanistic model, meaning that
we have any hint on the mechanism by which the variables of the diﬀerent
components are modiﬁed. In Physics, this is the case for instance when we
know the Hamiltonian of the system in Classical or Quantum Mechanics
In biological systems, we are still far from reaching well founded (com-
monly acepted) mathematical models such as the one provided by Statistical
Mechanics in Physics, to explain macroscopic phenomena from microscopic
ﬁrst principles (although there are interesting approximations, see for instan-
ce [Sella and Hirsh (2005); Capitán and Cuesta (2011); Demetrius (2013)]).
But there are also well known approximations to macroscopic observa-
tions that led to a considerable amount of theoretical development. For ins-
tance, in Ecology, we ﬁnd stochastic models, such as neutral models [Gotelli
and McGill (2006)], and deterministic models, such as the classical Lotka-
Volterra models [Volterra (1926)]. And, in Molecular Biology, techniques such
as molecular dynamics are widely used [Karplus et al. (1990)], where both
classical and quantic computations are implemented.
The idea under the mechanistic approximation is to model a dynami-
cal behaviour of the system that leads to the observed pattern, conside-
ring the minimum amount of assumptions. For instance, a useful although
oversimpliﬁed classiﬁcation of ecological interactions is built considering the
eﬀect that a given interaction between a pair of individuals has on each of
them. In this classiﬁcation, only three eﬀects are considered, either positive
(+), negative (−), or neutral (0). In this way, we will say that the interaction
is mutualistic if the eﬀect is positive for both individuals, competitive if it is
negative for both, and so on (see Fig. [4]).
This simpliﬁed picture can be further reﬁned incorporating functional
responses from the observation of the system, leading to more realistic mo-
dels. For instance, mutualistic interactions may lead to divergences in the
abundances of the species, but this eﬀect can be seen as unrealistic if there
is a saturation in the eﬀect that these interactions have on each specie invol-
ved. If it is the case, we can circumvent this problem including a non linear
term on the model reﬂecting saturation eﬀects.
Irrespective of the sophistication of the model, we will follow a similar
approximation to the one followed for pattern-based models. We aim to in-
dividuate which of the components of the model is more relevant to explain
the observations (again, in our case, we focus on the role of interactions). In
this way, once we propose a model reaching a reasonable ﬁt with respect to
the observed behaviour (i.e. we reproduce the behaviour within some error
mod), we should test whether our hypothesis, namely, the relevance of any
component over others, holds.
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Figure 4: Simpliﬁed classiﬁcation of ecological interactions regarding the
eﬀect that the interaction has on each specie, which may be positive (+),
negative (−), or neutral (0).
To assess this question, we intervene on the model, what means that we
build another model (that could be considered again a null model) where
the component under analysis is absent, and we compare whether the error
of the null model null is signiﬁcantly larger than the alternative model, thus
null  mod. This kind of procedure highlighting the importance of the
intervention [Boschetti (2011)] to measure the causal eﬀect of a component
is in agreement with the paradigm of Granger causality [Seth (2010)].
For instance, an example that will be discussed in this thesis is the impor-
tance of mutualistic interactions to sustain biodiversity in ecosystems. The
null model in this case would be a system where mutualistic interactions are
absent (i.e. there are only competitive interactions), and we will test whether
this system sustains a larger biodiversity than the alternative model, which
contains mutualistic interactions.
Another example may be whether a particular conﬁguration of mutualis-
tic interactions (parametrized by any network measure η) is also positively
related to biodiversity. A null model will consider that the property η is
not signiﬁcant where signiﬁcance can be assessed with a pattern-based mo-
del discussed in the previous section, and again we compare the ability of
the null model to sustain biodiversity with respect to the alternative model,
where η is signiﬁcant. If we observe that the performance of the alternative
model is signiﬁcantly better than the one shown by the null model, we can
accept the possibility that η has a relevant role in the observation of a higher
biodiversity.
In summary, in this thesis we have followed the approximations provided
by both pattern-based and mechanistic models to analyse diﬀerent emergent
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patterns. The experiments proposed within these frameworks have been de-
signed for being entirely compatible with the scientiﬁc method: we propose
hypothesis based on the analysis of experimental data and we reject the
hypothesis with numerical experiments, what allows us to identify causal
relationships. Nevertheless, and as we will discuss in more detail at the end
of the thesis, the power of the approximations followed must be evaluated
on the basis of the ability of the diﬀerent models for further providing pre-
dictions that can be veriﬁed with independent experiments.
On the following section we will explain how the diﬀerent notions we
have introduced for the modelization of complex biological systems are ma-
terialized in particular examples.
Introduction to speciﬁc
systems
Following, we will introduce four sections around which the results pre-
sented are organized (see Fig. [5]). The ﬁrst section is devoted to epistemolo-
gical questions related with the modelization of complex biological systems.
Although this work is still in progress, we ﬁnd appropriate to introduce it
in the ﬁrst place. The reason is that it has been developed on parallel to
this thesis and it follows a similar structure and contents. In this way, the
introduction and results of the manuscript could be considered a formal ex-
tension of the present introduction, where some of the concepts discussed
such as the system determination, the classiﬁcation schemes or the deﬁni-
tion of emergence are further clariﬁed.
After this general epistemological introduction, we present the analysis
of three biological systems with notable diﬀerences between them, around
which we identify emergent patterns. In this introduction, we present a brief
summary around the research we developed in each of these systems, and we
will focus on the diﬀerences and similarities between them in the discussion
section.
The ﬁrst system deals with the set of all known protein structures. The
second considers the composition of bacterial taxa observed in diﬀerent en-
vironmental samples, and the third will focus on matrices describing the
interactions in mutualistic ecosystems of plants and animals (either pollina-
tors or seed dispersals).
Epistemology of complex biological systems
As we anticipated, dealing with complex biological systems ﬁrst requi-
res to clarify diﬀerent notions concerning the way in which we approximate
to the knowledge of these systems, and how the information acquired is
incorporated into a suitable model. Indeed, there is an increasing interest
for epistemological questions underlying areas of knowledge such as Systems
Biology [Mazzocchi (2008); Regenmortel (2004)], whose deﬁciencies have led
to strong criticism arising from authoritative voices see for instance the in-
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Figure 5: Organization of sections in the thesis
terview to Brenner in the Spanish journal cicNetwork (Num. 11; May 2012),
entitled Systems Biology is a loss of time. These questions have been analy-
sed and clariﬁed in the ﬁrst manuscript we introduce [Pascual-García (2015)],
and in a preliminary work [Pascual-García (2012)].
In this work, we wonder if there is any generic procedure to build the
conceptual setting needed to work with complex systems. We reasoned that,
if the way we acquire new knowledge from these systems i.e. our episte-
mological approach is similar irrespective of the system analysed, we may
be able to identify the causes that may generate the appearence of typical
problems found in the investigation of complex systems.
The ﬁrst question that we address is the deﬁnition of system, where we
particularly focus on the diﬃculties in the determination of system bounda-
ries. As we anticipated in the previous introduction, the determination of a
microsocpic description is a diﬃcult task in biological systems, because we
deal with open systems and responsive media. This problem can be related
with the determination of classiﬁcation schemes, which is a cornerstone in
the development of any science [Bohm (1971)], and it has been classically a
matter of controversy in Biology in particular [Dougherty and Braga-Neto
(2006)].
Next, we explore the deﬁnition of emergence, emergent property and
emergent behaviour. As we already pointed out in the introduction to mo-
delling techniques, the main source of ambiguity when we talk of emergence
seems to arise from the diﬃcult characterization of an emergent behaviour
from microscopic properties. Therefore, if we characterize an ensemble of
microstates with a standard microscopic conceptual setting from which we
build up new concepts that refer to the whole ensemble, we should be able
to detect any particular feature in the ﬁnal conceptual structure such that we
can aﬃrm that a collective property has emerged. In particular, we will look
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for diﬀerences between weak and strong emergence, focusing on the number
and scope of the constraints present in the system. We are aim to explore
the positioning of some scientists who state that strong emergence is not
epistemologically accessible. If this is the case, we should observe diﬀerences
between emergent patterns accounting for this inaccessibility.
To ﬁnish, if the analysis is indeed generic from an epistemological pers-
pective, we discuss whether is possible to derive an epistemological program,
and which additional diﬃculties we face when we work with biological sys-
tems, given that we deal with both evolutionary and physical processes.
Protein systems
The ﬁrst system we modeled in this thesis corresponds to a representative
set of all protein structure domains known up to date. Protein structures are
determined through either experiments, with X-ray diﬀraction techniques
or nuclear magnetic resonance spectroscopy (NMR), or they are predicted
with computational methods. All these structures are publicly available at
the Protein Data Bank [Berman et al. (2000)], and they contain around 105
entries up to date. NMR provides an ensemble of structures, thus being ap-
propriate for studies interested in a dynamical view of the protein structure.
On the other hand, X-ray techniques achieve a higher resolution, where a a
single structure is solved. In our work, we only considered proteins experi-
mentally solved with the latter method. In addition, a structural domain is
colloquially deﬁned as the minimum unit in which a protein structure may
be divided into, such that it can autonomously evolve and function. It is
noteworthy to say that the automatic determination of structural domains
is an unsolved problem, because there is not a consensus deﬁntion [Holland
et al. (2006)].
The ﬁrst microscopic emergent observation in this system arises after
observing that there exist some structures more similar to others and that
it seems to be possible to classify them into well deﬁned clusters. Note that
the number of possible amino-acid sequences is 20N , being N the length of
a generic sequence, and that the number of known sequences has an order
of 106 (around 130 orders of magnitude lower for N = 100). Such a huge
reduction reﬂects the constraints that natural selection imposes in the ther-
modynamical and kynetic requirements of protein structures for fast and
stable foldability and proper function. The fact that we can still reduce our
representation of proteins to few thousand clusters is interesting, because it
provides further insights into the interplay between the evolutionary process
and the physical and biological features selected (see Fig. [6]).
One of the pioneriing observations of this pattern was made analysing 31
structural domains [Chothia and Michael (1976)] that were classiﬁed in four
classes, regarding their content in secondary structures. Secondary structures
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Figure 6: Schematic representation of proteins in nature embedded in the
ensemble of random heteropolymers (left). The areas are not representati-
ve of the marked diﬀerences in the orders of magnitude between groups.
Thermodynamic and kynetic requirements heavily reduce the number of se-
quences compatible with biological function. Within the area representing
natural proteins, we further illustrate the existence of protein folds and pro-
tein superfamilies, whose distribution in size follows a power law (right).
are three dimensional forms of local segments in protein domains mainly
determined by hydrogen bonds, and are classiﬁed as α−helices and β sheets.
To get some insight into the strength of the constraints that hydrophobi-
city impose on protein structures, it is useful to observe a representation in
the so-called Ramachandran plots (see Fig. [7]). In this kind of plots, dihedral
angles Φ and Ψ of the backbone are represented. If interactions were absent,
we would expect to ﬁnd arbitrary values in the plot, whereas we observe
that the points are constrained in some regions, which reﬂect the existence
of secondary structures.
In this way, the classiﬁcation in classes proposed by Chothia and Michael
was: i) (All α) having only α−helix secondary structure; ii) (All beta) having
mainly β sheets; iii) (α + β) which are proteins containing both types of
secondary structures, but fragments of each type tend to appear segregated
from those of the other type, and iv) (α/β) containing also both types, but in
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Figure 7: Ramachandran plot for the residues of 500 high resolution struc-
tures, excluding Glycines and Prolines. The populated upper left region des-
cribes residues located in β sheets, whereas those in the middle correspond
to α−helices. Reproduced with permission from [Lovell et al. (2003)].
this case they are found mixed, sometimes alternating, along the structure.
The growth in the number of entries motivated the development of pro-
tein classiﬁcation databases with manual (SCOP [Murzin et al. (1995)]),
semi automatic (CATH [Orengo et al. (1997)]), or fully automatic (FSSP
[Holm and Sander (1997)]) classiﬁcation procedures. The increasing number
of entries made insuﬃcient the starting classiﬁcation scheme in classes, that
has been further subdivided into diﬀerent hierarchical levels. The most re-
levant levels are those immediately below the class, namely the fold level
(in SCOP, architecture in CATH) and the superfamily level where folds
are further splitted considering any evidence of homology. In Fig. [8] we
show an example of three domains classiﬁed in CATH within the Globins
superfamily.
Two weaknesses in this scheme are readily identiﬁed. First, the very de-
ﬁnition of fold is ambiguous. For instance, the canonical deﬁnition of fold
provided in SCOP states that two protein domains belong to the same fold
if they share the same major number and direction of secondary structures
with a same connectivity. This deﬁnition is rather loose, because it still needs
to specify which secondary structures are considered major and which are
considered embellishments.
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Figure 8: Example of structural domains belonging to the globins CATH
superfamily. The PDB identiﬁers are 2yrsD in green, 7hbiA in cyan and
3vhbB in magenta. The structures are aligned with MAMMOTH multiple
[Lupyan et al. (2005)] and represented with Pymol [DeLano (2002)].
Second, including an evolutionary deﬁnition at the superfamily level in
hierarchy handicaps a purely structural deﬁnition of protein domains. Alt-
hough structure is conserved in evolution very often, it is not always true, and
thus including this information can generate inconsistencies. For instance, let
us consider a protein which has converged during the evolutionary process
towards certain function which is diﬀerent from the function of its ancestor
(see for instance [Bork et al. (1993)]). If we take into account its structural
features, it may be similar to structures belonging to a fold whose members
have no recognisable homology with the protein. And, on the other hand,
it may be signiﬁcantly dissimilar to proteins sharing recognisable homology.
To classify a protein following the current hierarchical scheme implies that
either this protein is classiﬁed in the fold where we observe structural simi-
larities and then it should be deﬁned a superfamily with a single member,
or it is classiﬁed in a superfamily, where it has homology with their members
but their structures are very diﬀerent. None of these solutions is optimal, and
this is the reason why an objective classiﬁcation based on purely structural
arguments is desiderable.
To address the viability of a purely structural classiﬁcation, we should
ﬁrst wonder whether a classiﬁcation scheme is justiﬁed. We observe that the
existence of a global classiﬁcation of protein structures is supported by at
least two arguments. First, the molecular clock hypothesis [Bromham and
Penny (2003)] recognized that, after gene duplication, protein sequences ac-
cumulate amino-acid substitutions almost linearly in time. Indeed, it has
been observed the existence of protein gene families [Chothia (1992)] and
further the existence of a characteristic distribution of clusters in these fa-
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milies [Koonin et al. (2002)]. Second, it was shown in a seminal paper by
Chothia and Lesk [Chothia and Lesk (1986)], that protein structures also di-
verge linearly in time, and thus it may be expected that the space of protein
structure similarites ressembles the properties found in the space of protein
sequence similarities.
Nevertheless, there is another observation pointing towards the impossi-
bility of establishing a protein classiﬁcation scheme. It has been found that
there exists a signiﬁcant number of local similarities between proteins wit-
hout any recognizable homology. This observation is also justiﬁed considering
other evolutionary events apart from gene duplications and substitutions,
such as gene insertions or deletions. These events, although less frequent [Lu-
pas et al. (2001)], may have dramatic eﬀects on protein structures [Grishin
(2001)], increasing the number of local similarities shared between proteins
belonging to diﬀerent putative folds. If this kind of local similarities were per-
vasive in the space of structures, any attempt of classiﬁcation would become
frustrated, because it may be impossible to objectively determine a similarity
threshold over which well-deﬁned clusters are found. This possibility would
lead to a scenario where we can visit the whole space of protein structures
jumping from protein to protein following local similarities [Skolnick et al.
(2009)].
From a practical perspective, the importance of this question relies on
the determination of protein function. On the one hand, protein structure
facilitates the exploration of protein function, as it provides a more detailed
picture of the biochemical and dynamical features of the protein, allowing
for the application of computational methods which explicitly incorporate
explicitly these properties, such as molecular dynamics. On the other hand,
the number of protein structures known is almost two orders of magnitude
lower than the number of sequences. Therefore, investigating the function of
a given sequence using its structure requires, most of the times, solving a
computational model of the structure. As we said, a useful strategy to ex-
plore the space of conformations of microstates (in this case, the space of all
structural conformations given a sequence) is unfeasible, and evolutionary
arguments can help us to reduce the number of conformations to be evalua-
ted. Thus, a successful approach for modeling protein structures consists on
the search of homologs whose structure is already solved, and then using the-
se proteins as templates together with an appropriate energy function to
build the model. In this sense, understanding whether the protein structure
space is classiﬁable and, in general, the search of structural similarities
allow us to understand the structural properties relevant for the inferen-
ce of protein function, and to delineate new modelling approximations for
structural prediction.
To address the problem of classiﬁcation, we have followed the mode-
lling approximation we explained in the introduction. First, we consider a
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representation where the protein structure is modelled as a system of N
components, in this case amino-acids, that are interacting physically, what
it is called a contact. In practice, these contacts are determined considering a
threshold in the distance between the amino-acids, below which it is conside-
red that an interaction exists. Second, and as we will explain in more detail
in the results section, we perform a comparison between protein structures
in order to reveal those interactions that are conserved during the evolutio-
nary process, thus reﬂecting diﬀerent constraints acting on the evolution of
structures.
These constraints may reﬂect necessary requirements for fast folding,
thermodynamic stability, appropriate function performance, or mutational
robustness, among others. However, we expect diﬀerent eﬀects on the struc-
ture from the diﬀerent evolutionary forces acting on the protein. For exam-
ple, whereas selection for thermodynamic stability may be expected to aﬀect
globally the protein structure, the speciﬁcity for protein function may be
selected over a much smaller structural region, such as an active site.
Therefore, after computing the structural similarities, we aim to explore
if it is possible to objectively determine a similarity threshold where protein
structures are classiﬁed in the basis of either global similarity, local similarity,
or if it should be considered continuous. This information, together with the
information provided by protein sequences and protein function, may help
us to understand which are the main constraints acting on the evolution of
protein structures
Microbial systems
The next system we analyse consists on data from communities of mi-
crobes, found in diﬀerent environments, obtained from experiments in which
the genetic material found in these samples is analysed. These data have
been obtained through Next Generation Sequencing (NGS) techniques, that
allow to identify the genetic content in samples without the need of growing
them, and quicker and cheaper than tradictional sequencing methods.
The number of NGS techniques and applications is diverse, and we will
not enter into detail here, but we will present some notions about this type
of data. The general idea underlying these techniques to increase its speed is
that of parallel sequencing. The genes found in these samples are ampliﬁed in
short pieces which are partially or totally sequenced (called reads 35-400bp
length), allowing for the fast generation of a large amount of data. However,
there are some shortcomings in the data obtained from these techniques that
must be taken into account.
For instance, sequencing a high number of fragments is necessary be-
cause it intends to capture all the variability found among members of the
same specie. In this sense, their accuracy depends on the number of reads
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of the experiment, or in biological issues such as the existence of homopoly-
mer sequences, that are the subject of frequent errors in some sequencing
platforms.
Other sources of bias or innacuracies in the interpretation of results, arise
for instance from primers choice a strand of nucleic acid that serves as a
starting point for DNA synthesis which may generate biases in the diversity
found when primers for speciﬁc taxa are used. Another drawback is that a
deﬁnition of bacterial species is very diﬃcult [Cohan (2002)], and an opera-
tive deﬁnition of species is invoked instead (Operational Taxonomic Units
(OTUs)). This deﬁnition is typically made on the basis of the 16S rRNA ge-
ne, which is highly conserved among species but, at the same time, contains
hypervariable regions that are characteristic for each specie. Nevertheless,
the actual NGS technologies do not allow to sequence these regions toget-
her at once in one read for each DNA molecule from each individual, so it
may happen that we deal with OTUs with diﬀerent gene composition despite
having similar 16S rRNA. This fact may aﬀect the interpretation of results
from an ecological perspective, given that members of the same OTU may
have notable diﬀerences at a metabolic level.
Despite these diﬃculties, NGS allows for the identiﬁcation of uncultura-
ble microbial taxa, revealing a microbial diversity much higher than the one
already known with culturable strategies, opening new opportunities for the
analysis of ecological questions in the bacterial world.
The mechanisms shaping species diversity have been classically a matter
of intense research, being an important question the particular role of eco-
logical interactions. A critical concept relating biodiversity and interactions
was the competitive exclusion principle, stated for the ﬁrst time by Gau-
se in 1934 [Gause (1934)]. The competitive exclusion principle was brieﬂy
restated in four words by Garret Hardin in 1960 as: complete competitors
cannot coexist [Hardin (1960)]. With this deﬁnition, Hardin emphasizes that
exclusion is a strict consequence of a condition whose ambiguity is clearly
expressed by the adjective complete. As requirements for completeness are
relaxed in simpliﬁed model scenarios, the importance of competition can be
grossly overestimated. A step forward to reach a more comprehensive view
of biodiversity was given by Hutchinson in his seminal paper Homage to
Santa Rosalia [Hutchinson (1959)]. The multidimensional deﬁnition of niche
proposed by Hutchinson was a starting point to comprehend the extent of
the competitive exclusion principle, whose complexity still pervades modern
Ecology.
Hutchinson's question is probably one of the most interesting challenges
in the microbial world. Microorganisms represent an amount of biomass at
least as big as that of plants and an amazing diversity, and they have a
key role in the evolution of the biosphere. Microbial communities evolved
jointly with multicellular eukaryotes for more than one billion years and this
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coevolution has inﬂuenced, and probably shaped, the evolution of vertebrates
[Ley et al. (2008)]. Therefore, understanding the ecological features underl-
ying prokaryotic diversity can open new perspectives on animal evolution,
and may have important biomedical applications.
Nowadays, an increasing number of available data coming from high-
throughput experiments have focused ecologistséﬀorts in the search of eco-
logical trends, and there is an increasing evidence pointing to a qualitati-
ve similar picture between the patterns found in macro and microorganism
[Horner-Devine et al. (2004)]. Some progress have been made identifying im-
portant trends such as taxa-area and distance decay relationships [Green and
Bohannan (2006)], or the inﬂuence of environmental and geographic varia-
bles as depth [Rocap et al. (2003)] or salinity [Crump et al. (2004)]. These
progress have been possible in part thanks to the development of prokaryotic
Biogeography [Ramette and Tiedje (2006)].
In classical Biogeography, departing from matrices where the presence
or absence of species in diﬀerent spatial locations are represented, one aims
to infer the role of community ecology processes. High throughoutput ge-
nomic data open new opportunities to tackle this question for microbes, as
geographically distant samples sharing similar physico-chemical properties
can be analyzed together with species associations [Tamames et al. (2010)],
which can help us distinguish between contemporary or historical mecha-
nisms [Martiny et al. (2006)].
It is important at this point to remember the debate between determinis-
tic and chance-based explanations of observed diversity distribution arising
from the approximation provided by Biogeography [O'Malley (2007)]. This
debate started after observations made by Diamond [Diamond (1975)], who
reasoned that the diﬀerent interactions taking place between members sha-
ring the same niche should lead to patterns distinguishable to those obtained
by chance. These patterns would be a consequence of an assembly process,
and he proposed four rules to explain them. These ideas were vigorously atta-
cked by Connor and Simberloﬀ [Connor and Simberloﬀ (1979)], who argued
that these rules were either tautologies or untestable rules. This discussion
leaded to apparently irreconcilable positions about the actual value of these
patterns, an ironically summarized debate by Lewin with the sentence: Santa
Rosalia was a goat [Lewin (1983)]. Even if some controversies still persist,
this discussion boosted the theoretical development of null models.
However, in order to consider bacterial data, we must face new challenges
that should be carefully considered both in the development of null models
and in the interpretation of results. Appart from the sources of innacuracy
pointed out for NGS data, evaluating all the possible pairwise interactions
implies to consider n(n− 1)/2 possible associations, being n the number of
species. In data coming from genomic experiments, it is possible to handle
thousands of species, which will lead to consider millions of putative interac-
Microbial systems 29
tions with matrices typically very sparse, what may generate, for instance,
strong biases if classical measures of ecological ressemblance are used and
the eﬀect of unseen species is not considered [Chao et al. (2006)].
Concerning the interpretation of results, there are many microbial ecolo-
gical mechanisms still poorly understood. It is known that bacteria interchan-
ge genes through Horizontal Gene Transfer [Koonin et al. (2001)], and they
are able to establish syntrophic relationships through metabolic coupling
under certain conditions [Morris et al. (2013)]. There are also complex eco-
logical processes, such as Quorum Sensing [Miller and Bassler (2001)], which
is a cell-to-cell communication process regulating complex behaviors such as
bioﬁlm formation or antibiotic virulence. Whereas the classical view of the
competitive exclusion principle predicts that closely related species tend to
compete more strongly given that they similarly exploit the resources in the
environment the bacterial processes we mentioned may lead to expect the
opposite observation. The reason is that closely related species share mole-
cular mechanisms that are more compatible for the exchange of genes and
metabolites than divergent species.
Thus, new ecological perspectives are required. For example, one general
mechanism for the establishment of such cooperative interactions between
sister bacterial populations is the recently proposed Black Queen Hypothe-
sis [Morris et al. (2012)]. According to this hypothesis, the selective loss of
genes involved in costly leaky functions creates dependencies between sub-
populations that retain and lose these genes. This model has been proposed
as a general mechanism for the establishment of cooperative bacterial com-
munities [Sachs and Hollowell (2012)], and its paradigmatic example is the
evolution of gene gain and loss in the marine cyanobacterium Prochlorococ-
cus [Kettler et al. (2007)].
In summary, in this thesis we aim to explore the diversity and distribution
of species in high-throughput samples obtained from diﬀerent environments.
We consider that each sample is a single microstate in the evolutionary phase
space, and its observation at ﬁrst sight already reveals an uneven distribu-
tion of the taxa and their abundances. We want to explore whether there
is any systematic observation arising when we consider a whole ensemble of
microstates, namely whether there exists any non-trivial pattern in the dis-
tribution of taxa in a large set of samples. Another interesting observation
over which we focus arises from the pervasive cosmopolitanism of microbes
i.e. the ability of some taxa for living in a wide variety of environments [Ta-
mames et al. (2010)], which is hardly explained in terms of the competitive
exclusion principle.
In the results section we will further explain the assumptions and tech-
nical development of the experiments.
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Mutualistic systems
The last system we discuss in this thesis consists of populations of plants
and animals (either pollinators or seed dispersals). In these systems there is
interspeciﬁc competition between species present in the same pool (plants or
animals), and mutualistic relationships between species belonging to diﬀerent
pools. The experimental data upon which we build our models are matrices
describing the mutualistic interactions observed between plants and animals.
The ecological concepts presented in the previous section are also perti-
nent here, given that we are also interested in the analysis of the diversity
of mutualistic communities and the role of ecological interactions. Nevert-
heless, in this system we have access to matrices describing the interactions
of mutualistic species found in very diverse environments all over the world
(please, visit www.web-of-life.es), which may be interpreted as an ensemble
of microstates in the evolutionary space. In this way, we will explore whether
it is possible to relate the conﬁgurations found in these matrices with the
biodiversity of ecosystems.
Given that we can explicitly consider interactions, we can assess an im-
portant relation between the interactions in a given ecosystem and its biodi-
versity, which is established invoking stability arguments and that has led
historically to the stability-complexity debate [Pimm (1984); Haydon (1994);
Ives and Carpenter (2007)]. This relation arises from the inﬂuence that a
particular conﬁguration of the species interactions has on the ability of the
system to maintain positive biomasses i.e. to avoid species extinctions,
when it is aﬀected by perturbations.
In Community Ecology there has been historically much interest on dy-
namical models such as Lotka-Volterra equations [Volterra (1926)]. In these
models the variables are the biomass abundances of the species, and we are
interested in understanding if there exists any stationary state for the abun-
dances such that every specie has positive biomasses, as a function of sets of
parameters such as the intrinsic growth rates and the type and strength of
the ecological interactions. In other words, which are the model parameters
that guarantee that all the species coexist.
Indeed, for these systems it is frequently assumed the existence of stable
ﬁxed points. A stable ﬁxed point is a solution of a system of ﬁrst order or-
dinary diﬀerential equations x∗ whose main feature is that, if the system's
values are ﬁxed at that solution and we modify these values with a small
enough perturbation, the system will return again to the same solution. If
we can determine that a ﬁxed point exists, we next wonder which is the
magnitude of the perturbations that the system can assume such that the
system still returns to the original ﬁxed point. This kind of analysis is what
is called dynamical stability analysis, and there are particular types of sta-
bilities that can be deﬁned. For instance, given a system modelled with a set
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Figure 9: Schematic representation of Lyapunov stability. The ﬁxed point
x∗ of the dynamical variables is said to be Lyapunov stable if, for ﬁxed
parameters {α}, for every positive  we can ﬁnd a number δ such that every
time that we perturb the dynamical variables at time t0 by less than delta,
|x(t0)−x∗| < δ, the evolution of the system remains close to x∗, |x(t)−x∗| < 
for t > t0.
of parameters {α} whose variables at the ﬁxed point are x∗ (see Fig. [9]), we
say that the system is Lyapunov stable in a region Ωx (x∗ ∈ Ωx ⊆ Ω) if and
only if [Justus (2008)]:
(∀ > 0)(∃δ > 0) / |x(t0)− x∗| < δ ⇒ (∀t ≥ t0)(|x(t)− x∗| < )
If the perturbation that the solution can assume is small, we will say
that the system is locally stable, and it is an interesting concept because
small perturbations are analytically easy to deal with. On the other hand
when variations can be arbitrarily large, we will say that the ﬁxed point is
globally stable.
The interest on this kind of models has been justiﬁed claiming that more
stable systems should be observed more often [Haydon (1994)], and that
their analysis would enable to disentangle the main determinants of natural
selection, in turn allowing for the incorporation of more complex evolutionary
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Figure 10: Illustrations of plant-pollinator interactions matrices for a com-
pletely nested pattern (left) and a random conﬁguration (right).
processes [Vellend (2010)].
One of the most important controversies existing in the literature around
the stability-complexity analysis has its origin on the diﬀerent results found
by MacArthur [MacArthur (1955)] and May [May (1972)]. On the one hand,
MacArthur pointed out that a perturbation in the abundances of a given
specie would be best corrected thus diminishing the negative eﬀects in the
rest of the system when the number of species and interactions increase.
He argued that an increasingly large number of available paths for the ﬂu-
xes of biomass in a trophic chain diminishes the probability to observe that
any specie becomes isolated from resources when any path is aﬀected by a
perturbation. On the other hand, May proposed to assess the stability of a
system computing the probability of ﬁnding a stable ﬁxed point when the in-
teraction parameters where randomly drawn, and reporting a negative trend
when the number of species and the connectance of the network increased.
Following this latter line of reasoning, models of mutualism have been
classically considered less stable. The reason is that non-saturating mutua-
listic interactions may lead to the divergence of the abundances of some
species, and in turn to the extinction of others. Unfortunately, these diﬃcul-
ties and an oversimpliﬁed view of these apparently negative results have
been reﬂected in a reduced interest for modelling mutualistic models in the
literature (reviewed in [Pascual-García (2009)]).
Indeed, it was only after the discovery of a nested pattern of mutualistic
interactions [Bascompte et al. (2003)], that renewed interest on mutualistic
models was generated. In a nested pattern, more specialist species interact
only with proper subsets of those species interacting with the more genera-
lists, leading to a characteristic pattern illustrated in Fig. [10].
In this way and similarly to the models that will be discussed in the
results section of microbial ecology, the earlier stages of research found in
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literature around this pattern were focused on the development of pattern-
based models. These models considered as a null hypothesis that the nested
pattern could be obtained with a random process subject to some constraints,
typically the conservation of row and column totals (exactly or on average)
reﬂecting the species eﬀects. The incorporation of more complex constraints
in the generation of the matrices (such as correlations between rows and
columns totals) aimed to evaluate the relevance of the nestedness pattern
[Jonhson et al. (2013)]. However, these ﬁndings do not represent a qualita-
tive advance unless the ecological meaning of the mathematical constraints
incorporated in the generation of the matrices is also clariﬁed.
Therefore, a more direct approach to the relevance of mutualistic inter-
actions and their conﬁgurations arises from the development of mechanistic
models. There are several possibilities to model these systems, being the clas-
sical Lotka-Volterra models a common choice. Models are built considering
systems of equations where the abundances of species are the variables to be
determined, and the growth rates and interactions parameters that must be
ﬁxed.
A step forward in our understanding of this kind of dynamical systems
has been the focus in other kind of stability, the structural stability. This
quest for structural stability, although common in other ﬁelds of compu-
tational biology is not so common in theoretical ecology, except for some
recent exceptions [Bastolla et al. (2005, 2009); Rohr et al. (2014); Pascual-
García and Bastolla (2015)]. In the analysis of structural stability, the focus
is on the stability of the system with respect to changes in the parameters
rather than changes in the dynamical variables. In the approach that we pro-
pose, stable ﬁxed points are obtained as a starting point in the model, and
then the model parameters are perturbed in order to see whether we still
reach another stable ﬁxed point compatible with the existence of positive
biomasses, i.e. thus sustaining the observed biodiversity (see Fig. [11]).
This shift from dynamical stability to structural stability is justiﬁed thin-
king that demographic variations are detected through changes in the popu-
lation values. But it is diﬃcult to think in external processes directly mo-
difying the abundances (examples may be the introduction of a disease or a
sudden environmental ﬂuctuation). Evolutionary or environmental changes
would rather aﬀect the parameters of the model namely their growth rates
or the strength of the interactions and these changes aﬀect, in turn, the
abundances of the populations.
Therefore and as we will explain in more detail in the results section,
in our work we developed a comprehensive analysis of a model of mutualis-
tic ecosystems to explore the relative role of competitive versus mutualistic
interactions in terms of structural stability. In addition, we will evaluate the
eﬀects that particular conﬁgurations of mutualistic interactions have on the
stability and biodiversity of ecosystems.
34 Introduction to specific systems
Figure 11: Illustrations of a structurally stable (above) and a structurally
unstable (below) system. Starting from the ﬁxed point x∗, the parameters
are perturbed α→ α+ δα, and we observe whether we obtain an equivalent
topology of the phase space in the example, another ﬁxed point where
all the species have positive biomasses. Below we observe that, after the
perturbation, the system attains another ﬁxed point which is not compatible
with positive biomasses for all the species, and there is a specie that takes
nonzero biomasses, thus becoming extincted.
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Part II
Objectives
We must walk consciously only part way toward our goal
and then leap in the dark to our success.
Henry David Thoreau

Objectives
1. For protein systems, we aim to investigate whether the space of pro-
tein structures is classiﬁable. In other words, if there is an objective
similarity threshold above which it is possible to deﬁne protein folds,
i.e. equivalence classes of protein structures, and its interpretation in
terms of evolutionary events.
2. We will also explore which is the relative role of protein function in the
evolutionary conservation and divergence of protein structures, and its
relation with protein sequence divergence.
3. For microbial systems, we aim to test whether it is possible to infer
ecological interactions from high-throughput sequencing data, further
exploring its relative role with respect to other selective processes such
as habitat ﬁltering, considering a large ensemble of samples from a
wide diversity of environments.
4. In addition, we will attempt to provide a more speciﬁc functional role
for the putative interactions, analysing the assemblage of bacteria in
the gut of a group of infants in their early stage of life, comparing them
with the communities found in their mothers.
5. For mutualistic systems of plants and pollinators, we aim to analyse
the relative role of competitive versus mutualistic interactions in the
structural stability of the model ecosystem and its relation with the
ability of the system to support biodiversity.
6. A second objective for these systems will focus on the eﬀect that dif-
ferent constraints in the conﬁguration of mutualistic interactions have
in the structural stability of the system.
7. The last objective is to incorporate the methods and concepts that
have been applied in the study of the diﬀerent systems within a com-
mon epistemological framework, in order to clarify some problematic
concepts arising in the analysis of complex biological systems and to
further delineate an appropriated modelling approach.
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Part III
Results
Buenos días Alberto, he estado pensando (...)
es que tengo la impresión de que seguimos sin entenderlo del todo (...)
y creo que podríamos hacer un último experimento...
Ugo Bastolla
(...) Così tra questa
immensità s' annega il pensier mio:
e il naufragar m'è dolce in questo mare.
Giacomo Leopardi

Chapter 1
Epistemology of complex
biological systems
Observation always involves theory.
Edwin Hubbel
Summary
In this chapter we present the results found for epistemological questions
related with the analysis of experimental data and modelization of complex
biological systems.
In this work, we proposed a novel approximation to these problems th-
rough the incorporation of a mathematical formalism [Sambin (2003)] that
allows for reaching more clear deﬁnitions of fuzzy concepts such as the con-
cept of emergence, whose diﬀerent notions have been presented in the in-
troduction. Our motivation to address this task has been that, during the
development of the thesis, we have worked with such a kind of concepts, and
thus we have felt that an epistemological clariﬁcation was required. In this
way the results found although obtained at the end of the thesis, refer to
the speciﬁc problems at which we worried. This fact, together with the more
precise deﬁnitions obtained for the diﬀerent concepts, are the reasons that
induced us to present these results in a ﬁrst place.
In brief, this epistemological formalism establishes a correspondence bet-
ween objects of observation and concepts through a function called the ex-
tension of the concept, i.e. a function that given a concept returns the set
of objects it refers to. It has been demonstrated that, through this map, the
space of subsets of concepts induces a topology (in a set theoretical sense) in
the space of objects [Boniolo and Valentini (2008)]. Therefore, the induced
topology allows us to obtain the tools for dealing with concepts that are
diﬃcult to sharply deﬁne otherwise.
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For instance, each concept has associated in the space of objects and open
set. Therefore, we can look for the closure of this set and, the intersection
between the closure and its complementary set determines the border of the
set. If there are objects within this border, it means that the meaning of
the starting concept extends somehow further than the limits of the open
set it deﬁnes. This is the rational followed to say that the concept is vague
and, interestingly, the formalism allows us to quantify the vagueness of the
concept following this deﬁnition [Boniolo and Valentini (2008)].
For instance, if we determine the organizational systems that the adjec-
tive democratic maps on the basis of the concepts contained in its deﬁnition,
some of these concepts will be present in other organizations that are not
considered fully democratic. Thus this concept is not sharply separated from
other concepts, containing an amount of vagueness that will lead to discre-
pancies. Similarly, we have used this deﬁnition of (extensional) vagueness to
investigate some of the concepts we have discussed in this thesis.
First, we provided a careful deﬁnition of system compatible with the
notation used in this topological formalism. From this starting point, we
observe that both the determination of system boundaries and that of an
optimal classiﬁcation, are conceptually related problems. In both cases it
is required to objectively determine a criterion to separate the system (or
each cluster) from the environment (or all the other clusters). Diﬃculties on
ﬁnding such a criterion are related with the existence of non-empty borders
for the sets of objects associated to those concepts involved in the deﬁnition of
the system (or the classiﬁcation). We analyse in more detail the classiﬁcation
problem taking as an example the classiﬁcation of protein structures, which
is one of the main tasks developed in this thesis. The example analysed is
very simple, and thus it facilitates the introduction to the articles discussed
in the proteins chapter.
We have shown that the extension map between concepts and objects
can be related with an important scientiﬁc activity: the identiﬁcation of the
information shared and the information transmitted between the compo-
nents of a system. We have shown that this map stands on the deﬁnition
of similarities and distances, which in turn are the basis of dimensionality
reduction techniques.
Next we show that this procedure can be used to compare microstates
in complex systems, being this the means by which we can decipher new
patterns and constraints in the dynamics. Making use of a suitable toy model
we are able to deﬁne concepts such as the traceability of the system i.e.
a minimum epistemic condition to consider that there is a correspondence
between the microscopic and the macroscopic description, or the deﬁnition
of emergence itself. We provide a deﬁnition of emergence strength which is
related with the information needed to describe the system relative to the
constraints acting on it.
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Given that, with our generic formalism, we can fairly compare diﬀerent
systems, we propose to measure the information content of the system and
its constraints in terms of logical propositions. In this way, we consider that
an epistemologically accessible emergent pattern should require less infor-
mation to describe the constraints acting on the system than to describe the
system itself, otherwise we would not be able to simulate the system beha-
viour following a bottom-up modeling approach. This is consistent with the
notion of weak emergence proposed by Bedau [Bedau (1997)]. On the other
hand, strong emergence would be a limiting case where we need the same
number of propositions and containing the same information than those
needed to describe the system, which would reﬂect the fact that the system's
components are constrained as a whole and that the observed behaviour is
hardly traceable from bottom-up approximations [Bar-Yam (2004)].
Nevertheless, we doubt on the practical viability of our proposal for real
systems, and then we consider another approximation for measuring the
emergence strength that considers the epistemological consequences derived
from the intervention of the observer in the output of the model [Boschetti
(2011)], a notion entirely compatible with Granger causality [Seth (2010)].
This is a methodological procedure which establishes the causality between
variables in a dynamical model through the systematic perturbation of single
variables, and a posterior measurement of the eﬀects of these perturbations
over the other variables.
These eﬀects that can be quantiﬁed through the relative performance
of the system with respect to the unperturbed behaviour. Therefore, if we
deal with a model explaining an emergent behaviour, we can measure its
emergence strength quantifying how the description is lost when we intervene
in the system, systematically neglecting variables.
We discuss that this procedure is very general, and it may be applied to
diﬀerent methodological procedures such as pattern-based (null) models (co-
rresponding to methods presented for microbial systems) or the development
of mechanistic models (developed for mutualistic systems).
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Abstract
Understanding complex processes requires to face essential epistemological problems aris-
ing at the different scientific stages, from the identification of relevant patterns to the devel-
opment of predictive models. In this paper, we introduce a novel perspective that considers a
framework founded on logical principles, what allow us to build a generic definition of complex
system. Following this conceptual setting, we aim to identify the origin of difficulties found
in the process of modelization attribuible to epistemological ambiguities or innacuracies in
the concepts defined.
We start defining the conceptual setting that describes a complex system from experimen-
tal measurements. The extension of these concepts over the physical space of objects induce
a concrete topology, an approximation that was previously used to propose a formal defini-
tion of vagueness. This formal setting allows for discussing important questions such as the
reduction of dimensionality or the determination of system boundaries, where the difficulties
we show are related with the existence of extensional vagueness. We next address the prob-
lem of the definition of emergent behaviour, and we find that it is possible to solve previous
controversies about the definition of weak and strong emergence focusing in the identification
of constraints in the system. Furthermore, we provide an operative definition based on the
concept of intervention, compatible with the scientific method and consistent with the notion
of Granger causality.
We hope that this novel approach estimulates both the application of this framework to
new epistemological problems, and the interest of complex systems scientist in the epistemo-
logical basis of their research.
1 Introduction
“What urges you on and arouses your ardour, you wisest of men, do you call it ”will
to truth”? Will to the conceivability of all being: that is what I call your will! You first
want to make all being conceivable: for, with a healthy mistrust, you doubt whether it
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is in fact conceivable. But it must bend and accommodate itself to you! Thus will your
will have it. It must become smooth and subject to the mind as the mind’s mirror and
reflection.“
Friedrich Nietzsche [1]
Scientific modeling is probably one of the best examples of a human activity fitting the words of
Zaratustra: it requires the generation of conceptual representations of processes which depend,
many times, on uncomfortable features such as measurement inaccuracy, constituents interdepen-
dence or the dynamical nature of the process observed. We further aim to incorporate these
representations within a mathematical or computational framework, which is nothing but a com-
fortable place where we reaffirm our confidence in the acquired knowledge. Indeed, building a
formal framework provides a favorable environment for reaching new analytical and computa-
tional results, thus accelerating the outcome of new predictions while building a solid structure for
those processes already accepted. Nevertheless, in comparison with the amount of results gener-
ated, there is relatively little attention given to the epistemological basis of scientific modeling and
its formalization. In this sense, modern scientific modelling –and, by extension, epistemology–,
faces with complex systems one of its most important challenges.
Complex systems are composed by a large number of entities and processes driven by non-
linear interactions between their components, which behaviour cannot be decomposed into the
sum of the individual behaviours of the components in isolation. This definition can be applied
to systems coming from a wide range of disciplines, being nowadays a central concept in inter-
disciplinary research. And we observe that, the most characteristic property of these systems, is
that they show a particular kind of collective behaviour. Among this kind of collective behaviours
we find phenomena such as magnetism, patterns observed in dissipative systems like hurricanes or
convenction cells or, in biological systems, patterns on animal skins or flocking behaviour. Look-
ing at these examples it seems that the particularity relies in an apparent discontinuity between
the macroscopic properties and the microscopic description, which has led to coin the adjective
emergent for these behaviours and to the correspondent patterns.
Since a basic tenet in scientific method is that macroscopic properties can be described starting
from microscopic descriptions a critical question arises here, namely how is it possible to obtain
a satisfactory conceptual representation of emergent behaviours when the definition of emergence
apparently implies a discontinuity between the microscopic and the macroscopic representation,
–thus it is hardly traceable from the analysis of lower level constituents–.
Here we will analyse the epistemological basis of different steps in the analysis and formalization
of complex systems. Questions such as the system definition, the identification of patterns and dy-
namical constraints or the definition of emergent behaviours, will be analysed within a topological
framework through simple examples. We reasoned that, if it is possible to provide a topological
description of the different stages in complex systems modelization, we should be able to identify
the origin of the different problems faced in this process. This means that we assume that complex
systems are epistemologically accessible and the associated problems scientifically tractable. In
particular, the framework we use establishes a topological linkage between the knowledge subject’s
conceptual setting and the objects observed. Analysing with simple examples how this conceptual
setting is built for complex systems, we aim to identify the causes of the arising difficulties. For
instance, if we find out a new property that we identify as emergent, we wonder whether it is ob-
servable any characteristic logical feature justifying the use of this adjective. Therefore, the novel
introduction of this framework will allow us to highlight the difficulties we face in the modeling
process, providing a more expressive perspective of the different problems.
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The manuscript is organized as follows. First we introduce the phylosophical context of our
proposal. Then we introduce the definitions and operations needed to understand how this proposal
is formally materialized within a topological framework. Three different results are then discussed
following this proposal. We will analyse in the first place the classification schemes in Biology –that
can be exposed more generally in terms of the dimensionality reduction techniques– providing as
an example the classification of protein structures. Making use of a toy model, we next discuss
a critical step in complex systems modelling, namely the identification of constraints, what will
lead us to introduce the concept of traceability. Using these new tools we will propose a formal
definition of emergent properties further identifying the source of vagueness arising from their
observation. Our extensive analysis allow us to establish correspondences with existing methods,
suggesting an epistemological program that we summarize in the end, where we also introduce as
an example the analysis of the nestedness pattern in mutualistic model ecosystems.
2 Methods
2.1 Phylosophical context
When the system under analysis is what we have called a complex system, it will be necessary to
reduce the level of detail that we consider in its representation, otherwise its complexity makes
any analysis unfeasible. The answers obtained from these models will typically lead to breadth
concepts, that can eventually exceed the knowledge boundaries of the specific discipline from which
the question originally arose. This is probably why controversies are found around this concepts,
given the intrinsic vagueness implicit, in a sense that we justify as follows.
For any concept we can distinguish between its intension and its extension [2, 3]. The intension
refers to the properties or characteristics connoted by the associated concept, whereas the extension
is the domain of applicability of the concept in the physical world, i.e. the actual objects it refers
to.
In our case we will depart from experimental data in our analysis. In an ideal scene, we
may think that we start with a one to one map between data and the intension of the concepts
built from this data. Moreover, we may consider that the extension is clearly set, given that the
objects we have measured directly provide the extension of the properties measured. However, it
is easy to find examples where this starting point is neither achieved. Let us consider for instance
a high-throughput sequencing experiment where we aim to recover the genes contained in an
environmental sample, and further consider that we intend to associate each gene found to a given
bacterial specie.
First, there is not an accepted definition of bacterial specie nowadays [4], and it is used instead
an operative definition which depends on arbitrary thresholds for its determination (the Operative
Taxonomic Units, (OTUs)). Second, even if a given gene is believed that it is found in a particular
OTU, we cannot assert that this gene was actually found in such OTU in the experiment. The
reason is that, in this kind of experiments, all the DNA found is fragmented, amplified and then
reconstructed on the basis of previous knowledge (unless we deal with de novo sequencing). In this
way, a gene which is believed to belong to an OTU a, will be assigned to that OTU. However, it
may happen that the target gene observed was actually horizontally transferred [5] to a different
OTU b, and it is from this OTU from which the gene was actually extracted. Therefore, in this
example we observe intensional uncertainty (in the definition of OTU) and extensional uncertainty
(in the incorrect assignation of the gene to OTU a when it was actually found in OTU b).
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Although in complex biological systems we do not consider concepts such as ghost, whose
intension can be expressed but whose extension is empty, we actually deal with concepts where we
can recognize vagueness in the definition, either intensional, extensional or both [2]. Intensional
vagueness arises when it is not possible to completely determine the properties constituing a given
concept, as it was the case for bacterial species in the previous example. Extensional vagueness
in the other hand arises when we are not able to sharply separate the objects of observation to
which a given concept is referring to, this was the case for the gene. Both types of vagueness are
interlinked, as it is not possible to rule out the intensional vagueness if there exist extensional
vagueness and viceversa. This typically happens with general concepts [6], which are a frequent
matter of debate in the scientific literature but which intrinsic vagueness may be even considered
an asset [7]. The difference between organism and machine [2], the different definitions of stability
[8] or the exact intension of concepts such as function, autopoiesis and complexity [9] are already
classical examples of such discrepancies.
Generality is not the single source of vagueness in concept analysis. Any change in the prop-
erties of the referred observational objects will be an important source of vagueness, as one must
determine the intension of concepts associated to variable properties. This is particularly chal-
lenging when it affects to the quantitative variables in such a way that a qualitative change is
observed. An accessible example may be the concept of phase transition, where the description
of these phenomena has generated great interest due to its difficulties. For instance, from the
macroscopic point of view there is a continuous interest in finding order parameters that may
allow us to monitor the transition from a given phase to the other. And finding a microscopic
correspondence has generated much attention with the development of important theories such
as the renormalization group theory [10], that predict universal patterns in these transitions that
allow us to predict critical changes [11].
Following the classification of concepts proposed by Georgescu-Roegen [12] we will refer to
concepts containing any source of vagueness as dialectic. The dialectic notion we propose is
compatible with the Hegelian notion of dialectics, where vagueness is implicit in the gradualness
transition from quality to quantity [13]:
“It is said, natura non facit saltum [there are no leaps in nature]; and ordinary
thinking when it has to grasp a coming–to–be or a ceasing–to–be, fancies it has done
so by representing it as a gradual emergence or disappearance. But we have seen that
the alterations of being in general are not only the transition of one magnitude into
another, but a transition from quality into quantity and vice versa, a becoming–other
which is an interruption of gradualness and the production of something”.
Dialectic concepts are even better understood in contraposition to arithmomorphic concepts, which
are those concepts that can be discretely differentiated. Following the words of Georgescu-Roegen:
“[arithmomorphic concepts] conserve a differentiate individuality identical in all aspects to that of
a natural number within the sequence of natural numbers”. Arithmomorphic concepts are suitable
for formal reasoning, and therefore compatible with a quantitative treatment.
Scientific modeling may be viewed as an activity aiming to construct arithmomorphic schemes,
and systems that must be described through dialectic concepts challenge scientific modeling. Con-
cepts such as the adjective democratic, being defined with a wide variety of implicit qualitative
variables changing in space and time, make difficult to propose an arithmomorphic scheme ori-
ented to provide an objective measure (therefore discretely differentiated) of this concept, and it
must be understood as dialectic. With objective we mean that it is possible to provide a logi-
cal or mathematical definition. Although, if it is not found, it does not exclude that there is an
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intersubjective definition compatible with the scientific method, but such an alternative will be
probably continuously revisited. An illustrative example of what is understood as arithmomorphic
scheme and its relation with dialectic concepts comes from the classification problem, that will be
discussed in detail below. When a classification is obtained it means that we find an extensionally
sharp conceptual scheme compatible with the mathematical definition of equivalence class. If we
do not find such an objective classification we can still obtain an intersubjective classification but
its extent and interpretation will be subject to continuous debate.
In this paper, we are going to deal with systems whose properties are well defined in an starting
ideal scenario –and then their description could be regarded as arithmomorphic–, but they lead
to new properties with either intensional or extensional vagueness. We will define what should
be understood as a vague concept from a logical framework that, after building a topology in
a classical sense, provides an extensional definition of vagueness. This definition, when applied
to the analysis of the system’s microstates, clarifies different concepts such as the ambiguity in
classification schemes, the identification of dynamical constraints or the vagueness associated to
the concept of emergence.
2.2 System definition: preliminaries
We start proposing a glossary of terms concerning the system definition, some of them close to those
definitions proposed by Ryan in [14]. We will call an (object of) observation oi, to a set of basic
magnitudes associated to a given entity. Each of this magnitudes is a function fM of the cartesian
product of a collection of M sets –where at least one of them is determined by an experimental
measurement–, onto real numbers R, i.e. fM : A×B× ...×M → R. The non measurable sets may
refer for instance to a set of measurement units (grams, meters,...) to a set of reference frameworks,
or any other set necessary to determine the final magnitude. For simplicity, we will consider that
any variation in the magnitudes is a consequence of a variation in the outcome of a measurement
and thus, in the following, we will not distinguish between magnitude and measurement when
objects of observation are discussed.
In this way, we will consider that our system is characterized by a bunch of M quantitative
and/or qualitative (i.e. binary) magnitudes X = {xk, k = 1, ..,M}. Given that we are interested
in complex systems, we will consider that our system consists on a large number of entities, that
we denote with N . We will call scope to this selection of objects whose size, N , will be very
relevant for us and it must be noted that this choice implicitly determines the spatial boundaries
of the system. Determining the scope is already a difficult task for large dynamical systems.
These difficulties arise, on the one hand, from the identification of these entities because, when
the number is large, a complete characterization may be unfeasible. On the other hand, it will be
also difficult to define the separation between system and environment, as this separation cannot
be achieved many times using strictly objective arguments [15, 16].
The bunch of variables selected X are intended to be sufficient to answer the questions that
will be addressed in the research, therefore fully describing the system. For simplicity in the
exposition, we start considering an ideal scenario where all these variables can be quantified for
any entity within the system, leading to N ×M specific values. This assumption will not affect
our conclusions, as we can assign a vanishing value to any variable from which the associated
magnitude is not observed for one or several entities.
Each of these variables have a resolution r(xk), which is the finest interval of variation that
we set for that variable, and it may be established from different arguments. For instance, the
resolution may be limited by the intrinsic error in the measurement (which is an ontological
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limitation). Another possibility arises when the expected influence of a given variable on the
system’s description is small for a given shift in the value, and a coarser discretization is then
justified (which would be an epistemological limitation). If we call I(xk) to the domain of a
variable, the number of possible values considered will be ζk = I(xk)/r(xk). We will call resolution
R of the system to the finest variation that allow us to distinguish two states of the system,
R = max({ζk}Mk=1).
This choice of variables together with the set of viable values will be called the focus F of the
knowledge subject, and we can provide an upper quantitative bound for the focus: F ∼M×R. We
finally call the scale to the set of specific values {N,M,R}. In this way a factor multiplying any of
these values will be understood as a change in the scale of the scope (if we modify N), or the focus
(if we modify M or R). We must additionally note that, following this definition, the scale is both
an ontological attribute as determined by N , but it also depends on the epistemological attributes
determined by M and R, and thus the breadth of the focus is essentialy set by epistemological
choices. Interestingly, it has been suggested that emergent behaviours are the consequence of a
change in the scope [14] and not in the focus [17].
2.3 Microscopic and macroscopic descriptions
Following the definitions introduced and inspired into Statistical Mechanics, we aim now to dif-
ferentiate two types of variables providing a microscopic versus a macroscopic description of the
system. A macroscopic property arises from the observed dynamical evolution of a system during
a certain period of time during which, even if the microscopic variables are continuosly changing,
the macroscopic variables remain invariant. In this way, the most important difference between
both description stands on the temporal scale and on the focus, but not essentially in the scope.
We call microstate µ to a vector where each cell contains the specific value of the microscopic
variable xk measured at a given time for the observed microscopic object o. Similarly, we will
call macrostate ξ to another vector where each cell contains the specific value of the macroscopic
variable yk measured for the observed macroscopic object oˆ. Taking the separation of scales between
the microscopic and macroscopic descriptions above mentioned, we observe that a macroscopic
description is obtained when a whole set of microstates is considered, i.e. measuring a single
macrostate ξ implies that we have considered a set {µ} of microstates, what is known as an
ensemble of microstates. In some cases, the macroscopic variables yk can be obtained applying
a surjective map f over the microscopic variables f(xik) → yk. For instance, if we deal with
an incomplete (statistical) microscopic description of an ensemble P (µ), we can obtain a coarse
determination of a macroscopic variable yk through a weighted averaging of the correspondent
microscopic variable, xk, over the ensemble 〈xk(µ)P (µ)〉.
Nevertheless, it is not always evident which is the microscopic property describing macroscopic
features of collective emergent behaviours. When the system is constrained to a certain region of
the phase space there is a breaking of symmetry, namely there is not equiprobability in the values
of the variables, thus losing ergodicity [18], p. 186. This is due to the existence of external or
internal constraints limiting the behaviour of the system. And, as we will attempt to clarify, a
necessary condition for determining a microscopic property associated to every microstate visited,
requires the determination of the existing constraints. We will see that the nature of the different
constraints acting on the system determine its epistemological accessibility and thus our ability
for providing a satisfactory explanation of an emergent behaviour.
To finish, we would like to underlie that, what is considered a macrostate and a microstate,
may change if we move from one scale of description to another scale. Let us consider for instance
6
54 Epistemology of complex biological systems
a system described within certain temporal scale by a set of microstates {µi} which are associated
to the observation of a single macrostate ξ. Let us now assume that the system evolves under a
longer path thus changing the macrostate, and that we store T snapshots of the dynamics, leading
to an ensemble of macrostates {ξu}Tu=1. It is possible to consider that each of these macrostates
is now a microstate µˆ for a new system with a larger scope and lower resolution ξu → µˆi. Given
that the scope of a macrostate will be always larger than that of a microstate (Nξ ≥ Nµ), whereas
it occurs the opposite with the resolution (Rξ ≤ Rµ), in this exercise we have increased the scope
and reduced the resolution. This movement along the different scales will be very relevant when
evolutionary systems are considered, given that we will need to distinguish at least two spatial and
temporal scales. For instance, a change in the scale of observation is needed if we move from the
analysis of a single individual to the analysis of a population of individuals.
Note that this change in the scale requires an effort to reduce the system description, but this
kind of reduction has been performed from the very first step in our definitions. For the definition of
scope, we have neglected entities. For the focus, we have neglected variables and probably restricted
their viable values assuming a lower resolution. Furthermore, any map between microstates and
macrostates again considers a reduction in the information provided by the microstates. In general,
for both very broad or very detailed questions the technical complexity increases and a reduction in
the description is unavoidable, and it is important to remark that this exercise does not mean that
the approach is reductionist. Reductionism should be considered an epistemological attitude where
it is accepted the assumption stating that any macroscopic description is a simple extrapolation
of the properties of the microscopic description [19]. Instead, we accept that in complex systems
there are discontinuities between the different levels of description and that, for each new level, new
properties may arise. We are interested here to understand which are the minimum epistemological
conditions in order to say that a microscopic description is a valid representation of an emergent
macroscopic observation.
2.4 A topological description of the phase space induced by measur-
able properties
In the following sections we introduce to the reader a novel application of topological notions
derived from logic, whose novelty relies on its ability to formally describe epistemological ques-
tions that are hardly addressed by other approximations. A nice introduction for computational
scientists to the generalization of the approach we introduce here, called formal topology, can be
found in [20], and a relevant application to the epistemological determination of what should be
understood as a vague concept is found in [21].
Indeed, we aim to show here that well known difficulties discussed around the concept of
emergence, emergent property, emergent behaviour or emergent theory [9, 14, 22, 23, 24, 17], can
be essentially attributted to an intrinsic vagueness arising from the simultaneous coexistence of a
microscopic and a macroscopic description, and the application of topological notions allow us to
clarify the different sources of vagueness. Thus, our effort in the application of a novel formalism
is primarly justified because we find a more expressive picture of the epistemological problems we
face when dealing with complex systems.
2.4.1 Measurable properties, concepts and their extension.
Let us start introducing some definitions, most of them already provided and justified in [21], that
we recover here for completeness –although we will not reproduce proofs and lemmas derived from
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these definitions given that can be found in the work of Boniolo and Valentini–.
For the shake of simplicity we will start considering that our objects of observation o ∈ O are
the components of a complex system at a given time, i.e. we focus on a single microstate µ with
N components described by M variables with resolution R. Each of these components is what we
consider for the moment an object of observation. We will move later towards a description where
each object of observation is a microstate, becoming the whole space of objects the observed phase
space. In general, all the definitions considered in the following for a single microstate are easily
generalized for other objects with a different scale.
Definition: We call a property or characteristic ca = x
∗
k to the specific value x
∗
k of
a variable xk, out of the ζk possible values, measured over an object of observation o.
In this way, if we consider two different measurements of our variables for the same entity, each
observation will constitute a different object (of observation).
Definition: We call focus F to the whole set of characteristics considered by the
observer: F = {xlk; k = 1, ..,M ; l = 1, .., ζk} = {ca; a = 1, .., M˜}, with M˜ = M ×
∑
k ζk.
We have made explicit here the discrete nature of the conceptual setting and we make more
precise the relation between resolution and focus, which achieves a suitable description in terms
of characteristics, in turn leading to the definition of concepts.
Definition: We call a concept ν to any non-empty finite subset of F : ν = {c1, ..., cP},
with P ≤ M˜ . Therefore we have defined here the intension of concepts. Given that a single
characteristic is indeed a concept, ν = {c}, in the following and for the shake of simplifying the
exposition, the terms concept, measurement, property or characteristic will be equivalent unless a
distinction is required.
2.4.2 Binary operations
From the previous definition it is immediate to propose binary operations to build new concepts.
Definition: (Conjuction of concepts). Let ν1 = {c1, ..., cP} and ν2 = {d1, ..., dQ} be two
concepts. Then the conjuction of v1and v2 is the concept:
ν1 ∧ ν2 = {c1, ..., cP , d1, ..., dQ} (1)
The conjuction of concepts is in turn a concept which consists on the set of all the characteristics
contained in both concepts. On the other hand we may aim to extract, given two concepts, the
common characteristics they share, which is expressed in the following binary operation:
Definition: (Disjunction of concepts). Let ν1 = {c1, ..., cP , b1, ..., bL} and ν2 = {d1, ..., dQ, b1, ..., bL}
be two concepts. Then the disjunction of v1and v2 is the concept:
ν1 ∨ ν2 = {b1, ..., bL} (2)
The disjunction of concepts is a concept which consists on the set of all common characteristics
contained in both concepts.
We note here that the definition of concepts arising from the basic characteristics and extended
through binary operations, readily leads to a focus partition. The exploration of this partition
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and how it in turn induces another partition on the set of objects, stands on the basis of our
epistemological approach. Understanding the relationship between this partition and the objects
of observation requires to first determine a constitutive relationship between any single charactersic
belonging to the focus F and the set of objects O, that we build invoking an extensionalist setting.
The constitutive relationship will express that the objects become cognitively significant by means
of the characteristics measured, and in turn by the concepts we build from them:
Definition: (Constitution relation). Let F be the focus over a set O of objects.
Given any o ∈ O and any ν ∈ F , we introduce a binary relation, , that we call
constitution relation, such that by o  ν we mean that ν is one of the concepts
constituting o.
With the constitution relation we establish the means by which the objects of observation are
expressed via the conceptual apparatus of the knowing subject. In addition, we would like to know
which objects are constituted by a given concept, what is provided by the following map:
Definition: (Extension of a concept). Let ν ∈ F be a concept. Then the extension
Ext of ν is the subset of objects of O constituted by ν, that is:
Ext(ν) = {o ∈ O | o  ν} (3)
We note here that an immediate consequence of the above setting is that any object of obser-
vation has associated necessarily a concept, i.e. it is just accessible by means of the conceptual
apparatus of the knowing subject. This assertion, if accepted in general, would lead to a Kantian
epistemological positioning [21]. In our case it should be seen as a simple consequence of the fact
that our objects of observation are built from the measurements of a reproducible experimental
setting, and thus this is true by construction. Finally, we aim to know what is the extension of a
subset U of concepts U = {{ν1}, ..., {νL}}.
Lemma: Let U be a subset of the set F of concepts. Then, the extension of U is
defined by setting
Ext(U) =
⋃
ν∈U
Ext(ν) (4)
We should not confuse a concept built by conjuction of different characteristics with a subset
of concepts containing the same characteristics (remember that a characteristic is itself a single
concept). In the former case we look for objects containing all the characteristics –and thus its
extension, as we will see below, is reduced by the fact that we consider objects that should contain
more and more characteristics–, whereas a subset of characteristics extends over objects containing
any of the characteristics, being its extension the union of the extension of characteristics.
2.4.3 Topological notions
From the previous definitions we can introduce a theorem and some more definitions that are on
the basis of our topological approach to the analysis of complex systems. Again, we remind that
most of these definitions are introduced and discussed in [21].
9
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Theorem 1: If the map Ext satisfies the extension condition, then the family
{Ext(U)|U ⊆ F} is a topology over the set O, where U is a subset of concepts of
the focus F .
This map is central in our arguments. The basic characteristics are defined in terms of measure-
ments over specific objects, and thus the extension provides a map between these characteristics
and the sets of objects. If we call power set ℘ to the set containing all the possible ways that an-
other set, in our case O, can be divided into, a topology will be a subset of the power set verifying
some particular properties. A topology is a collection of subsets called open sets, which include the
empty set and the whole set, verifying: 1) the arbitrary union of open sets is another open set in
the topology. 2) The binary intersection of open sets is also another open set in the topology. In
this way we say that a topology is a subset of ℘ which is closed under arbitrary union and binary
intersection.
What we are expressing here is that, once we have built our conceptual setting from measure-
ments, the extension function induces a partition in the set of objects, and this partition fullfills
the conditions for being a topology. In this way we can make profit of the topological notions of
open and closed sets that we will use along our exposition and whose definition will be made more
precise in the following.
Definition: (Open set) Let A be a subset of the set O of objects. Then A is an open
set if it coincides with its interior Int(A) where,
Int(A) = {o ∈ O | (∃ν ∈ F ) o  ν & ext(ν) ⊆ A} (5)
Definition: (Closed set) Let A be a subset of the set O of objects. Then A is a
closed set if it coincides with its closure Cl(A) where,
Cl(A) = {o ∈ O | (∀ν ∈ F ) o  ν ⇒ (∃o′ ∈ O) o′ ∈ ext(ν) & o′ ∈ A} (6)
Definition: (Border) Let A be a subset of the set O of objects. Then the border
Bd(A) of A is the set
Bd(A) = Cl(A) ∩ A¯ (7)
where A¯ stands for the complement of the set A with respect to O.
Definition: (Vagueness) Let ν be any concept and U be any set of concepts. Then
ν is a vague concept if Bd(Ext(ν)) is not empty, and U is a vague set of concepts if
Bd(Ext(U)) is not empty.
In this way and, as we anticipated in the phylosophical context, we are are able to work with an
extensionalist notion of vagueness. In the following results, we depart assuming that there is no
intensional vagueness arising from the experimental data, what allow us to focus on the extensional
vagueness. Then we will consider difficulties in our experimental setting, further discussing the
intensional vagueness.
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3 Results
3.1 The top-down approaches in complex systems: the reduction of
dimensionality
3.1.1 Extension of concepts obtained through binary operations: focusing on dis-
junction
We aim to explore how can be obtained the extension of those concepts built through binary
operations over sets of concepts. When we obtain a new concept τ via conjuction, for instance
τ = ν1∧ν2, the extension of the new concept will be the intersection of the sets of objects associated
to each of the starting concepts Ext(τ) = Ext(ν1) ∩ Ext(ν2). Aiming to fully identify a single
object requires to determine a sufficiently large number of concepts in order to sharply separate
it from the other objects, being conjuction the basic operation that permits to reach more precise
descriptions.
Let us take as an example the description of a set of proteins {oα} provided by the sequence
of their amino-acid composition, which is embedded within an evolutionary phase space. Each
amino-acid molecule in the protein is a component of the system which, considering the most basic
description, is described by its position in the sequence and by a single variable whose specific value
consists on one out of the 20 natural amino-acids encoded by DNA. In this way, an example of
concept within this description would be something like νi =“cysteine in position i” –which in turn
is built by conjuction of the more basic characteristics “cysteine” and “i”–. A protein sequence oα
will be subsequently built by conjuction of a set of such a kind of concepts describing the amino-acid
observed at each position, i.e α = (ν1 ∧ ν2 ∧ ...∧ νN) (see Fig. 1). The sequence becomes uniquely
determined under this description, i.e. the extension of the sequence maps exactly one object of
observation, namely, the protein under study: Ext(ν1 ∧ ν2 ∧ ...∧ νN) = Ext(α) = oα. In summary,
conjuction underlies bottom-up approximations, where we focus in an accurate description through
the compilation of concepts.
Let us now have a look to another kind of concepts λ, which are obtained via disjunc-
tion, λ = ν1 ∨ ν2. Following the equation 2, given that ν1 = {c1, ..., cP , b1, ..., bL} and ν2 =
{d1, ..., dQ, b1, ..., bL}, the extension of the concept λ = {b1, ..., bL} will be given precisely by
Ext(λ) = Exti<j(bi ∧ bj) (see Fig. 1). From this definition we note that Ext({{ν1}, {ν2}}) =
Ext(ν1)∪Ext(ν2) ⊆ Ext(ν1∨ν2) and thus this is an operation that allow us to look for commonal-
ties, which may be extended to objects that are not included in the sets of objects over which the
concepts ν1 and ν2 are extended. Disjunction stands out as a relevant operation to look for breadth
concepts, and it is consistent with the intuition stating that these concepts tend to overtake the
boundaries of our starting focus.
In addition, it is remarkable to observe that to obtain these concepts the basic operation arises
from comparison of objects. Indeed, since long it has ben recognized the importance of comparisons
for the proper determination of any object that may be viewed as a negative determination through
the exploration of the limits of the object, as was stated by Hegel [13]:
“the object, like any determinate being in general, has the determinateness of its
totality outside it in other objects, and these in turn have theirs outside them, and so
on to infinity. The return–into–self of this progression to infinity must indeed likewise
be assumed and represented as a totality, a world; but that world is nothing but the
universality that is confined within itself by indeterminate individuality, that is, a
universe.”
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Figure 1: Starting from the knowledge subject’s conceptual apparatus (left), two sequences α1
and α2 are built through conjuction of the basic concepts, being themselves concepts (center).
These sequences uniquely determine a single object, for instance a protein sequence, and thus
#(Ext(αi)) = 1. By comparison of both sequences we observe two common concepts (linked by
dotted lines) that we extract through binary disjunction leading to a concept α12 (right) containing
less basic concepts but whose extension is larger than the original sequences (#(Ext(α12)) = 2)
being its scope larger. In the case of proteins it may be understood as a signature of their common
ancestry, i.e. of their homology.
With disjunction we explore the progression of an object into other objects that may eventually
lead to the identification of new objects exceeding the individuality of the entities themselves, and
then back: the identification of these objects with a larger scope reinforce the individuality of the
starting objects. Recovering the example of the set of proteins sequences {oα}, given two protein
sequences α and α′ with N amino-acids, one of the questions we are typically interested to answer
is which is the percentage of sequence identity shared between both sequences, i.e. the fraction of
identical amino-acids that are similarly located in both sequences. The natural operation to obtain
this subset of common amino-acids is disjunction. Indeed, the number of shared concepts (in this
case amino-acids), normalized by the total number of amino-acids N leads to the sequence identity.
Extending the example to a larger set of proteins, if we find a common region of amino acids shared
by all of them, we are dealing with a new object that exceeds the sequences themselves. This new
concept, which represents a vestige of their common ancestor, is on the basis of a breadth concept,
namely the “homology” between these sequences, whose determination reinforce the identity of
the starting sequences.
Of course this operation may become much more complex if the length of the sequences is not
the same. When this happens, we need to solve a harder poblem that consists on identifying which
positions should be considered equivalent, which is the intended task for alignment algorithms
such as BLAST [25], but the essence of this new problem still relies on the aplication of concept
disjunction. In general, the search of similarity measures, dissimilarity measures or distances is an
essential task in Biology and Ecology [26] aiming to understand, following a top-down approach,
the information shared between the different objects of observation. And, in general, this operation
is on the basis of dimensionality reduction techniques such as principal components analysis [27].
Following our framework, these are techniques aiming to obtain a representation with the minimum
number of concepts explaining the maximum variability in the space of objects. In this way we
are able to talk about the set of objects using a subset of concepts, which is equivalent to the more
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traditional notion of dimensionality reduction.
3.1.2 The problem of classification and the determination of system boundaries
In order to better understand the application of disjunction and dimensionality reduction we pro-
vide a simple classification example, which is a critical activity in the earlier stages of development
of any science [28], and it is particularly challenging in Biology [29], where they are continuously
revisited. For instance, species definition is a classical example where discrepancies do exist nowa-
days, see for instance the differences between the Ecdysozoa and Coleomata hypothesis [30, 31],
or the difficulties in the definition of bacterial species [4]. The access to new quantitative data
such as whole genomes, open new opportunities to improve these schemes.However, the intrinsic
variability of the data is so prevalent that it is mandatory to consider the epistemological basis of
any proposal [29], what typically leads to vigorous debates, –see for instance the debate around
the classification of protein structures that we will treated in more detail below [32]–.
In general, when the entities considered in any attempt of classification contain an increasing
amount of dialectic concepts there are also increasing chances of dealing with a frustrated problem.
Frustration is understood here as an irreconciliable balance between two or more tendencies –in
this case between two or more classification schemes–, consistently with the notion considered in
physics [33].
In this section we analyse an example where the vagueness is attribuible to difficulties in the
extension of the different concepts, i.e. we address extensional vagueness. Let us consider that we
deal again with a set of entities {oα} described by a set of concept sequences {α} arising from four
variables {ν, τ, λ, δ} whose specific values lead to the concepts needed to fully specify any entity.
Two different values of the same variable will be differentiated by subindices, e.g. ν1 and ν2. Thus,
once we experimentally obtain the values of the variables we can build the concepts and uniquely
determine the sequences by concept conjuction. Let us start with the following example, focusing
in only three sequences (see Fig. 2):
α1 = ν1 ∧ λ1 ∧ τ1 ∧ δ1
α2 = ν1 ∧ λ1 ∧ τ1 ∧ δ2
α3 = ν1 ∧ λ1 ∧ τ2 ∧ δ3
To make more explicit the relation between the concepts and the sequences, we show in the
following the extension of these concepts. Given that each object of observation oα is uniquely
determined by a sequence α, for the shake of simplicity in the notation we will denote the object
with its sequence, i.e. with its formal counterpart1. We also consider the fact that there exist other
sequences, apart from those we are explicitly analysing, what we are going to specify in terms of
arbitrary subsets {αˆ} ⊂ {α}. Finally, we will denote with the subindex x to any other arbitrary
values for these variables. Keeping in mind these considerations, the extension of the different
concepts would read:
1A clarification following the notion of formal points should be included here
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Figure 2: Example of a classification scheme. Concepts are depicted as squares and objects as
circles, and we focus in the example on three specific entities αi (i = 1, 2, 3). Arrows indicate
the extension of the concepts and continuous lines the similarity among objects built by concept
disjunction, the number of lines indicate the number of concepts shared. Dotted lines crossing
over a question mark indicate the two possible thresholds that may be considered to determine
the classification (see main text for details).
Ext(ν1) = {α1, α2, α3}
Ext(νx) = {αˆ}
Ext(λ1) = {α1, α2, α3}
Ext(λx) = {αˆ}
Ext(τ1) = {α1, α2}
Ext(τ2) = {α3, {αˆ}}
Ext(δi) = {αi}
We remind that by {αˆ} we stand an arbitrary subset and thus we do not know for the moment
the actual extension of those concepts extending on such sets. Therefore we cannot build propo-
sitions such as Ext(νX) = Ext(λX) because we do not know the actual limits of their extensions,
we just know that these objects do not extend on the three sequences we are focusing in, although
they may do in others. For instance, the concept τ2 extends on the object described by α3 and on
an arbitrary set. We finally observe that there are concepts δi which guarantee the determination
of any sequence, given that these are extended only in unique entities.
The next step in order to formally get more insight into the conceptual structure of this system
will be to look for an appropriate similarity measure S for sequences’ comparison. We propose a
simple measure which is built on concepts’ disjunction:
S(αi, αj) = #(αi ∨ αj)
Where the function #(·) expresses the cardinality of the set being the result of concept dis-
junction, i.e. the number of concepts contained. Applying this measure to our example we get
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S(αi, αi) = 4
S(α1, α2) = 3
S(α1, α3) = S(α2, α3) = 2
S(α1, αi) = S(α2, αi) = 0 (αi 6= α3)
S(α3, αi) = 1 (αi ∈ {αˆ})
S(α3, αi) = 0 (αi /∈ {αˆ}
⋃
α2
⋃
α3)
The result of this analysis can be represented with a graph (see Fig. 2). A graph or network
represents a set of entities together with their relationships, where the entities are represented
as nodes in the network and their relationships as links between nodes. Given that the nature
of the entities and their relationships is not specified a powerful flexibility is conferred to this
kind of network representations, being the basis of complex networks theory [34]. In our case,
the sequences represent the nodes and the links represent their concepts’ similarities, and we are
going to see that this representation provides an immediate intuition of the topological notions
previously introduced.
We are already equipped with a formal setting to deal with the following question: Is it possible
to objectively find any concept describing the three sequences selected? In other words, we would
like to know whether, under this representation, these sequences are different enough from any
other sequence, and whether we can talk about their distinctive features using exclusively the
conceptual setting we constructed. Thus, starting from the rather rough information we handle
–given that we do not have information for all the relations in the space– we would like to propose a
suitable classification where our three sequences would belong to the same cluster. It is convenient
to remind here that a classification consists on a set of equivalence classes. Each class consists on
a set of elements linked by an equivalence relationship ∼ together with the following properties
that must hold for any three elements a, b and c belonging to the class:
a ∼ a (Reflexivity)
if a ∼ b then b ∼ a (Symmetry)
if a ∼ b and a ∼ c then b ∼ c (Transitivity)
(8)
It is easy to see that the similarity measure S we have proposed readily verify the requirements
of reflexivity and symmetry. In order to determine an equivalence class we need to further verify
that there exist a threshold S0 such that transitivity holds for the elements belonging to the class.
We can start in our example considering the trivial classifications, that would arise if we consider
either S0 = 0 and S0 = 4. If we consider S0 = 0 we deal with the whole set which, by definition
of topology, is both open and closed and it is a rather trivial classification, with all the elements
joined into a single cluster. If we consider instead S0 = 4, given that the concepts δi safely separate
any sequence from the others, we will obtain as many clusters as sequences, an exercise that we
have already performed to define the system and that do not provide further information about
the specific sequences of interest.
Thus, in order to extract common information it seems convenient to neglect the concepts δi
and then exploring the classifications arising from threshold values S0 = 2, 3 (see Fig. 2). Starting
with S0 = 3 we would join the sequences {α1} and {α2}, sharing the concept ν1 ∧ λ1 ∧ τ1. The set
{α1, α2} of sequences is an open set (by definition because there exist a concept whose extension
coincides with the set), but it is also closed because the other candidate that may belong to their
closure, {α3}, is safely separated by means of τ2, and thus Cl({α1, α2}) = {α1, α2} being a closed
set. Therefore the concept ν1 ∧ λ1 ∧ τ1 describes without vagueness this set and this threshold
seems to be optimal to obtain a proper classification.
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If we choose now the threshold S0 = 2 we consider the set of sequences {α1, α2, α3} described in
this case by the concept ν1∧λ1. This set is also an open set but its closure is the set {α1, α2, α3, {αˆ}}
, and ν1 ∧ λ1 is a vague concept given that the border of the set it extends over contains {αˆ}.
Therefore choosing this threshold would lead to an ambiguous classification.
Deciphering whether there exists an acceptable classification is not a trivial task and different
approximations have been proposed, but our formalism provides a clear picture of the problem and
its relation with complex networks. For instance, the fact that the set {α1, α2, α3} is not closed
can be understood in terms of the high betweeness [34] of the sequence {α3}, i.e. there is a large
number of paths joining {α1, α2} and {αˆ} passing through {α3}. Indeed, “cutting” the network
in {α3} may be the solution if we use an algorithm for the search of modules such as the one
proposed by Newman and Girvan [35], which is based on the interplay between betweeness [34]
and the existence of cores.
Another test may be performed invoking the definition of equivalence class. For instance,
even if transitivity is enforced once a given threshold is set, we can still test whether we deal
with a legitime classification looking at the similarity between the elements in the clusters with
respect to those elements that have been left aside. If we consider that {α1, α2} is a cluster
transitivity holds internally, but it seems also consistent with respect to the outer elements because
S(α1, αi) = S(α2, αi), (∀i 6= 1, 2). On the other hand, if we additionally include in the same cluster
to {α3} we observe that S(α3, αi) is not always equal to S(α1, αi) (nor to S(α2, αi) (∀i 6= 1, 2, 3)),
what may be considered an indirect evidence of a transitivity violation within the class (indirect
because we perform the test with the elements that are outside the class) [36].
Therefore the existence of disjoint clusters in a network together with the number of internal
links – and ideally the definition of cliques [34]– is concomitant with the notion of closed sets and
in turn with the absence of vagueness in the classification. Moreover, considering the relationships
between the elements in the set and those outside the set may allow us to evaluate the quality
of our selection. But it is important to remind that we have started with a reasonable definition
in terms of intension of our entities (at least for the three entities of interest). In this way, the
problems we find to establish an aritmomorphic scheme arise in this case from an extensionalist
vagueness.
We observe that the problem of classification is similar to the determination of system bound-
aries in a complex system, where there are particular difficulties in biological systems. The reasons
for these difficulties are, first, that living beings are open systems that exchange energy and matter
with the environment. Thus it is not easy to individuate the boundaries of the system when there
is not a clear physical separation with the environment –such as a membrane in the cells– [15].
In addition, what we consider the environment of the system –containing both biotic and
abiotic entities–, is sensitive to the system’s behaviour. Thus, even if the physical boundaries of
the system are well established, when the environment shows a relevant response according to the
system’s dynamics, an analysis of the system excluding the environment may be unfeasible, and
we may consider that our description of the system should be expanded to explicitly include some
parts of the environment.
The approximation to this problem is equivalent to the one followed for the classification
problem: we look for an objective threshold where the similarity between objects sharply determine
equivalence classes. But, in this case, instead of looking for similarities between the particular
values of the variables describing the objects, we should look for strengths in the interactions
between components. Looking for interactions we focus on how the values of the variables change
rather than in the particular values, and we may say that a system is sharply defined if the strength
of the interactions between its components is significantly higher than the interactions with respect
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to those objects that are left aside in the definition of system. If this description is not achieved,
we will observe a picture similar to the one found for an ecosystem, where the boundaries are
difficult to individuate and it should be considered a continuum of organisms and processes.
3.1.3 An example: The protein fold.
We would like to show now a real example mapping the toy example introduced above, where the
existence of ambiguities in the definition of a classification has motivated interesting research. Let
us consider that the concepts defined in the previous example correspond to sets of coordinates of
the α−carbons of the proteins considered, i.e. a coarse grained description of their structure. Under
this representation, sharing a concept means that we observe, for at least a couple of proteins, a
region of consecutive α−carbons (determined by their cartesian coordinates) arranged similarly
in the space, where the equivalence has been properly determined with an structural alignment
algorithm [37]. The question we aim to address is whether it is possible to find well defined clusters
of proteins sharing structural similarities, clusters that are known as protein folds2.
A canonical definition of fold was provided by Alexey Murzin [39] saying that two protein
domains belong to the same fold if they share “the same major number and direction of secondary
structures with a same connectivity”. This definition is rather loose, because it still needs to
specify which secondary structures must be considered major and which are simply embellishments,
otherwise it would open the door to rather subjective relationships. In our previous example, these
embellishments would correspond for instance to the concepts δi that were helpful to determine
each single object but could be neglected when looking for concepts mapping a larger scope. In
figure 3 we show two examples of real proteins illustrating the definition of protein fold, a concept
that has motivated the development of projects aiming to classify protein structures [40, 39, 41].
Is it justified to expect the existence of protein folds? The answer is yes, at least in principle. For
instance, the molecular clock hypothesis recognized that, after gene duplication, protein sequences
accumulate amino acid substitutions almost linearly in time. This means that, if we consider a
gene duplication event leading to two different branches a and b and, after this event, we observe
a new duplication event in the branch a leading to two sub-branches a1 and a2, we expect that
the similarity between these genes fullfills the relation S(a1, b) ≈ S(a2, b). What we obtain is
a transitive relation between a1, a2 and b, and we can say that these genes belong to the same
equivalence class. Indeed, we remind that the representation of homologous genes is typically a
phylogenetic tree which, in an ideal scenario of constant substitution rates it becomes ultrametric
[44], and thus its analysis would lead to an unambiguous classification.
In addition, it was shown in a seminal paper by Chothia and Lesk [45], that the protein
structures diverge linearly in time, what was further confirmed and quantified with larger sets of
proteins for different families [46]. Thus it may be expected that the space of protein structure
similarites ressembles the properties found in the space of protein sequence similarities. The
analysis of the protein structure space [47, 36], together with computational modelization of in
silico evolutionary processes [47, 48], seem to provide support to the existence of a finite number
of protein folds where any new structure should be included [49].
However, there are more evolutionary events to take into account apart from gene duplications
and substitutions, such as gene insertions or deletions. These events, although less frequent [50],
may have dramatic effects on the protein structures [51], increasing the number of local similarities
shared between proteins belonging to different putative folds and in turn becoming any attempt of
2We actually talk about protein domains, which are the minimum units which autonomously function and evolve.
Identifying the structural domains for a given protein is the aim of the domain decomposition problem [38].
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Figure 3: (Left). Example of three proteins with pdb id. 1ttf (green), 1ten (cyan) and 1cfb (pink)
belonging to the inmunoglobulin CATH superfamily. This superfamily has a low structural diver-
sity and, in this case, it seems justified to consider that all three proteins belong to the same fold.
(Right). The Bacterial Luciferase (1luc, in green and red) is represented with the Nonfluorescent
Flavoprotein (1nfp, cyan). Although both proteins are homologs (with a sequence identity around
the 30%), and they share an important fraction of their structure, the Nonfluorescent Flavoprotein
present a large deletion of the region depicted in red in the Bacterial Luciferase. Determining
whether both share the same fold or not with objective arguments would be a complex task where
the whole protein structure space should be considered. All the proteins have been aligned with
Mammoth Multiple [42] and represented with Pymol [43].
classification frustrated. This fact, together with a systematic finding of short regions of proteins
repeated among different folds [52] –in many cases functionally meaningful [53] and apparently
leading to a dictionary of short motifs that may even cover any protein structure [52]–, also
justifies the view claiming that the protein structure space should be considered continuous rather
than discrete [54].
Although one may think that the origin of this discussion stands on an intensional vagueness
associated to the determination of protein structures –given the multiplicity of evolutionary events,
the dynamical nature of the protein structures or the, sometimes low, experimental resolution–,
these difficulties still remain when a non redundant set of representative structures is considered
[36]. Thus, this discussion clearly stands on the extensional vagueness, as we have formally defined
in the conceptual setting we introduced. Any attempt for solving this discussion should consider
objective approximations as those suggested in our toy example, and we find some attempts in the
literature based on concepts such as the identification of a percolation transition [47] or the control
of transitivity violations [36], providing objective arguments to evaluate the extent by which we
can accept a discrete or a continuous view of the protein structure space [32].
The central biological result underlying this example, namely the existence of favored global
and local structural regions in the evolutionary process that may be related with the dominance
of either gene duplication or more dramatic events, can be re-read pointing towards the existence
of constraints, i.e. regions of the fold and sequence space that are not visited by the evolutionary
processes. We motivate this negative relecture appealing to a falsifiable positioning: we will work
starting from a model where the system is free of constraints and we will progressively incorporate
constraints –that will lead to the different null hypothesis–, that become in this way more and
more stringent and that we will attempt to reject.
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This epistemological positioning highlights the importance of the identification of constraints
as an starting point in the modeling process. And, in particular when we deal with complex
biological systems, these constrains arise from the interplay between physics –analysed in the
previous example from the ensemble of protein structures–, and evolution –that was given by the
protein sequences–, to maintain the biological function. Moreover, understanding this interplay has
motivated the development of new models of protein evolution that have “bring back molecules
into evolution” [55]. Therefore, in the following sections we will focus in the epistemological
problem arising around constraints identification and its linkage with interesting questions such as
the detection of emergent properties.
3.2 Identification of constraints
Computational modeling aims first to reproduce observed patterns through in silico experiments
and to further predict new ones that may be testable in wet labs, being this last step critical
within a scientific framework [29]. Building a formal model requires as a preliminary step the
identification of both the viable values and the constraints acting on the observed system. This
will be our focus in this section and we will not deal with other problems arising after this step,
such as observability [56].
The identification of viable values requires some prior knowledge on the performance of the
system in the absence of constraints. For instance, in the case of protein sequences, we know which
are the natural aminoacids or the typical lengths. In the case of trophic chains we know which are
the kind of interactions expected between any pair of animals considered. In this way, a constraint
should be understood as a set of values, belonging to any of the variables we have identified as
bein relevant in the description of the system, that are limited in the experimental data.
The procedure to identify these constraints relies on the application of disjunction over those
concepts describing the microstates. Looking for common properties in the ensemble, we will
decipher the biases that the performance of the system has with respect to its expected behaviour
when the constraints are absent. And the other way around, if some properties are found more
frequently than it was expected, a negative reading of this result leads to identify which values are
not observed. In this way, using the formalism followed, we will express the different constraints
talking about their effects, namely identifying any concept c such that it describes a viable value
of the system which extension is the emptyset, Ext(c) = ∅, i.e. it is not observed.
3.2.1 The three bits system
The toy model we are going to consider consists on a system of three entities which physical
state is described by a single binary variable, i.e. a system modelled with only three bits. From
an experimental point of view, there may be three distinguishable entities (from a molecule to a
population) described with binary variables. We can think in sets of genes that are considered
expressed (not expressed) when the amount of the correspondent protein is above (below) certain
threshold, species observed (absent) in certain environmental sample or, from a strictly computa-
tional experiment, the attractor of a boolean network. Each measurement performed over these
entities will be considered an observation, and each of them may take a value of one or zero. For
a system composed by three entities we can observe, given that there are no constraints, 23 = 8
microstates µk = (x1, x2, x3) associated to a three bits system (with k = 1, .., 8; and xi = {0, 1};
see table 1). If the three entities can be distinguished we are interested in the following focus:
c1 =
′ ON at object 1′; d1 =′ OFF at object 1′;
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Microstate
µ1 = (1, 1, 1) µ5 = (0, 1, 1)
µ2 = (1, 0, 0) µ6 = (1, 0, 1)
µ3 = (0, 1, 0) µ7 = (1, 1, 0)
µ4 = (0, 0, 1) µ8 = (0, 0, 0)
Table 1: Three bits microstates for a free system.
Microstate
µ1 = (1, 1, 1)
µ2 = (1, 0, 0)
µ6 = (1, 0, 1)
µ7 = (1, 1, 0)
Table 2: Three bits microstates for a system with a single constraint of scope one
c2 =
′ ON at object 2′; d2 =′ OFF at object 2′;
c3 =
′ ON at object 3′; d3 =′ OFF at object 3′;
Each microstate is defined in terms of this focus through concepts ek (k = 1, ..., 8) built by
conjuction of characteristics. For instance, the microstate µ7 = (1, 1, 0) is defined in terms of
the basic characteristics as e7 = c1 ∧ c2 ∧ d3, being in turn a concept.
We can define for this system
(
N
next
)
possible combinations of constraints involving next vari-
ables, and thus the number of final microstates will depend on the number of constraints and their
scope, i.e. the number of components influenced by the constraint. In the following, we are going
to consider examples with a different number and type of constraints, all resulting in the same
number of microstastes (four out of the eight viable states). We aim to explore the epistemological
procedure we would apply to get access to the constraints in the system following our formalism.
Given that we build our conceptual setting starting from the basic characteristics measured on the
system and then performing binary logical operations, we expect that the results obtained for the
different systems are fairly comparable –in terms, for instance of the informational content of the
propositions found–.
System with a single constraint of scope one. The first system we consider is a system
where the first bit is constrained to a fixed value (c1), leading to the following observations:
{µ1, µ2, µ6, µ7} that we explicitly show in table 2.
In order to find the system constraints we can start comparing the concepts ei, which determine
the different microstates, by disjunction. We provide a compact representation with a network in
Fig. 4 where each concept ei is linked with a concept ej if they share a basic concept, c or d.
Although the constraints determine the microstates, these act on the variables so that we need
one step further to identify them. Then, we move from a network of microstates to a network
of basic concepts, and we link two concepts ci or di if they extend on the same microstates (see
Fig. 4). More formally, we link two concepts ci and cj with a directed edge if Ext(ci) ⊆ Ext(cj),
and with an undirected edge if Ext(ci) ∩ Ext(cj) 6= ∅. In this way we compactly represent all the
dependencies present in the system, resembling for instance the information that we would recover
if we build a network of variables from a covariance matrix: positive (negative) correlation arises
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Figure 4: Graph of microstates for a three bits system with a single constraint of scope one
(left). Each node represent a microstate and it is linked with another microstate if they share the
same observation for any component,where the number of links represent the number of concepts
shared. (Right) Graph of the concepts extracted from the analysis of the microstates. Two links
ci and cj are linked with a directed edge if Ext(ci) ⊆ Ext(cj) and with an undirected link if
Ext(ci)∩Ext(cj) 6= ∅. The concepts are hierarchically ordered by the number of microstates they
map, naturally arising the single constraint on d1.
when similar (dissimilar) values are found between two objects. This fact is represented in our
representation by subordination (directed edges) coocurrence (undirected) or exclusion (absent
link).
From this second network it is easy to observe that one of the values of the first variable, d1,
is never observed, a fact that we can express with the proposition:
Ext(d1) = ∅
We confirm in this way that the system is topologically representable and, what this proposition
simply states is that, in order to identify that a given microstate belongs to this system, it is
necessary to evaluate that the value measured on the first component of the system is different
from zero.
A convenient description of the ensemble is given by its probability distribution:
P (µ) = δ(x1, 1)/2
n+1
where δ(a,b) is the Kronecker’s delta and n is the number of bits.
System with two constraints of scope two. We select now four microstates that are obtained
imposing one constraint among each pair of variables. Taking the microstates {µ1, µ4, µ5, µ8} that
are explicitly shown in table 3, and repeating the procedure done in the previous example (see Fig.
5), we observe that the disconnected components in the graph lead to the following constraints,
which can be expressed with the propositions:
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Microstate
µ1 = (1, 1, 1)
µ4 = (0, 0, 1)
µ5 = (0, 1, 1)
µ8 = (0, 0, 0)
Table 3: Three bits microstates for a system with two constraints of scope two.
Microstate
µ1 = (1, 1, 1)
µ2 = (1, 0, 0)
µ3 = (0, 1, 0)
µ4 = (0, 0, 1)
Table 4: Three bits microstates for a system with a single constraint of scope three.
Ext(c1 ∧ d2) = ∅
Ext(c2 ∧ d3) = ∅
Ext(c1 ∧ d3) = ∅
It is easy to observe that one of these constraints is redundant. Given that c2 and d2 cannot be
observed simultaneously, if c1 is observed it means that c2is also observed and thus d3 cannot be
observed. And the other way around, if d3 is observed c2 will not be observed and thus c1 cannot
be observed. Therefore, the third constraint Ext(c1 ∧ d3) = ∅, is a consequence of the other two.
The identification of these constraints allow us to write down the probability distribution of the
ensemble as:
P (µ) = δ(δ(H12 + 1, 1), H23 + 1)/2
n+1
where Hij = H(xi − xj − 1) is the Heaviside function, which reflects the interplay between the
variables, and introducing the delta function we sequentially impose the constraints. Note that the
redundancy of the third proposition can be also seen if we replace any of the Heaviside functions
by H13, as we do not recover the observed ensemble but a larger one.
System with a single constraint of scope three (the parity bit system). Our last example
consists on the set of microstates having an even number of ON bits, i.e. a single constraint
involving all three components. This system has been previously introduced by Bar-Yam as a toy
example of a particular type of emergent behaviour called strong emergence, that will be discussed
in detail later [57]. For this system, given that we find two random values in two randomly selected
bits, the third bit is constrained in such a way that the number of bits in the microstate is always
even. This rule is used in the control of message transmission, where the last bit (called the parity
bit) is used to monitor the presence of errors in the chain transmitted. The microstates we will
consider are {µ1, µ2, µ3, µ4}, explicitly shown in table 4
In this case the graph of concepts intuitively resembles an sphere in the sense that there are not
“borders” –i.e. disconnected concepts from which propositions about the constraints are simply
derived (see figure 6)–. Thus, the identification of constraints is possible only because we already
know the viable values. Indeed, a parallel analysis of the free system highlights a lower coocurrence
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Figure 5: Graph of microstates for a three bits system with a three constraints of extension two
(left). Each node represent a microstate and it is linked with another microstate if they share the
same observation for each component. (Right) Graph of the concepts extracted from the analysis
of the microstates. Two links ci and cj are linked with a directed edge if Ext(ci) ⊆ Ext(cj) and
with an undirected link if Ext(ci) ∩ Ext(cj) 6= ∅. The concepts are hierarchically ordered by the
number of microstates they map. We identify the constraints observing those links that being
viable are absent, for instance there is no link between d3 and c2.
of the different variable values but there will be no differences in the final graph we obtain. The
constraints cannot be inferred from the system itself but rather by comparison with respect to the
free system. The comparison with the free system bring to the surface the following propositions:
Ext(d1 ∧ c2 ∧ c3) = ∅
Ext(c1 ∧ d2 ∧ c3) = ∅
Ext(c1 ∧ c2 ∧ d3) = ∅
Ext(d1 ∧ d2 ∧ d3) = ∅
And what we observe is that the most compact way to talk about this system within this
formalism is to write down all the microstates that are not observed. From these constraints we
have no clue to write down the probability distribution of the ensemble that we obtain with a
rather ad hoc definition:
P (µ) = δ(mod2(
∑
i
xi), 1)/2
n+1
where mod2(·) is the module two function that allow us to test whether the sum of the bits is
odd or even.
23
Article [EPIS-1] 71
Figure 6: Graph of microstates for a three bits system with a single global constraint (left).
Each node represent a microstate and its linked with another microstate if they share the same
observation for each component. (Right) Graph of the concepts extracted from the analysis of the
microstates. Two links ci and cj are linked with a directed edge if Ext(ci) ⊆ Ext(cj) and with
an undirected link if Ext(ci) ∩ Ext(cj) 6= ∅. In this example we can just identify the existence of
constraints because we know the space of viable values. The graph of concepts is equivalent to the
graph we would obtain for a free system, being just observed a reduction in the number of objects
mapped by each concept (from #Ext(·)=4 towards #Ext(·)=2).
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3.3 Emergence
3.3.1 Weak and strong emergence
One of the most important questions being a matter of controversy in the analysis of emergent
properties, is whether there exist emergent behaviours that are not epistemologically accessible,
being probably the consciousness its most paradigmatic example. To answer this question we ob-
serve that there should be still a previous question to be answered, namely how the epistemological
accessibility can be quantified. Bedau proposed that this question could be solved if we consider
that an epistemologically accessible pattern should be reproduced with a computational model,
and he coined for the process leading to such patterns the term weak emergence [24].
Another interesting notion of emergence that has been considered fundamental as opposed to
epistemological, has been called strong emergence [57]. In Physics it is accepted that knowing
the positions and velocities of particles is sufficient to determine the pairwise interactions. This
assumption is frequently found in Physics-inspired models of collective behaviour, where individual
motion results from averaging responses to each neighbour considered separately. Nevertheless,
Bar-Yam argues that this assertion would not hold if the system is embedded in responsive media,
such as the motions of impurities embedded in a solid, or further in any process where global
optimization (instead of local) is involved.
In this way, if there is in the system a constraint acting on all the components simultaneously
and it is strong enough –i.e. it is a global constraint–, it is not possible to determine the state of the
system considering only pairwise interactions. In some sense the parts are determined downward
from the state of the whole, and the toy example he provides is precisely the parity bit system we
analysed in our previous examples.
The advantage of the formalism we introduced is that it allow us to explore from (logical)
first principles the constraints present in the system. Furthermore, given that we are limited
to the consideration of few binary operations, it is possible to fairly compare the complexity of
the constraints present in the different systems from the number of propositions found and the
number of concepts involved, what can be easily quantified in terms of the information content.
In particular, we observe that larger is the scope and/or the number of constraints, more difficult
will be to describe our system.
From the examples depicted, we have seen that in the first two examples, it is possible to identify
the constraints and from them we have proposed a model of the system through a probability
distribution, where each function used (either the Kronecker δ or the Heaviside function) have a
clear parallelism with the propositions found, in the sense that a sequencial application of these
functions allow us to build the description of the model following a bottom-up process. In some
sense, the top-down analysis of the system allowed us to propose a bottom-up process to reproduce
the observed behaviour. Therefore, from this model it would be easy to simulate the observed
behaviour and we would say –following the ideas of Bedau– that the system is epistemologically
accessible.
For the parity bit system, on the other hand, it was not possible to identify any proposition that
would allow us to express the constraints involved. Indeed, the propositions found have the same
information content than the definition of the system itself, and are rather of doubtful utility. In
addition, it is difficult to observe a clear parallelism between the probabilistic model proposed and
the propositions, we have provided instead an ad hoc definition that requires the global evaluation
of each microstate, which is difficult to see as a bottom-up process to describe this behaviour.
In summary, we observe that when a global constraint is present in the system, the top-down
approach we follow to discover the constraints fails to recover propositions from which we could
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build bottom-up models to reproduce the pattern. In this sense, it seems that the notion of strong
emergence is justified, maybe not as a kind of system which is not epistemologically accessible but
rather as a limiting case of weak emergence, where a bottom-up approximation to simulate the
system is not valid. We will discuss below which are the consequences of this fact in the simulation
of complex systems.
3.3.2 Quantification of emergent behaviours: scaling, intervention and Granger causal-
ity
The next question we aim to address is whether there exist any procedure to quantify the strength
of any observed emergent behaviour. From the formalism we followed a natural choice arise if
we consider the information needed to describe the system I(syst) and the different constraints
I(cons) in terms of number of propositions and the number of concepts contained, i.e. number of
constraints and their scope. In this way, we propose as a definition of emergence strength ES:
ES =
I(cons)
I(syst)− I(cons) (9)
Following this definition, if the constraints in the system can be characterized with a low
amount of information I(cons) I(syst) and ES → 0. On the other hand, if we need to describe
constraints as much is information as we need to describe the system I(cons) ≈ I(syst) then
ES →∞, reflecting the notion of epistemological inaccessibility claimed for strong emergence.
Note that, with this definition, any collective behaviour can be understood as an emergent
behaviour and, indeed, it is natural to say that it is. What differentiate one process from others is
how difficult is to characterize the process and the processes we typically understand as emergent
processes should have a large emergence strength.
Nevertheless, with this definition there are still several questions opened. First, which is the
appropriated description of the system over which this information should be quantified. Second,
how we know that we have achieved a complete characterization of the constraints of the sys-
tem and, as a consequence, third, which is the experimental procedure needed to achieve such
characterization.
The first question following our formalism seems easy to be answered, because we use similar
propositions for defining the system and expressing the constraints, and these are therefore easily
comparable. However, it is difficult to know whether this kind of approximation would be helpful
for real systems. A more realistic possibility could arise from the evaluation of the algorithmic
information content [58] of a program containing the expression of the constraints. For the parity
bit system, such a program would require the inspection of all the variables further applying two
functions, namely a sum and a division –within the module 2 function–. This program would be
algorithmically more complex than the evaluation of the previous examples. For instance, for the
system with a single constraint of scope one, we would need to evaluate a single variable with a
boolean function, which clearly requires a shorter algorithm.
But a more interesting alternative arises from the observation of the scaling behaviour of the
constraints, i.e. how the number of propositions needed to describe the constraints changes when
the system size increases. We observe that, when the number of bits N increases, for the first
example the number of propositions needed to describe the same constraints remains equal to one.
In the second example, this number increases proportionally to N2, and for the parity bit system
it increases as 2N . This fact is translated not in the complexity of the algorithm we develop to
evaluate the microstates, that would be exactly the same, but in the computational time needed to
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halt once it has identified the pattern. Whereas this time would be exactly the same for the system
with a single constraint of scope one, for the parity bit system we will need as much time as we
would need to identify a random chain. In this way the uncertainty we face in this experiment for
the parity bit system does not diminish by a previous knowledge of the constraints in the system,
whereas for the other systems may be much lower.
This perspective seems to provide an answer to the first question exposed above, because we
could consider the emergence strength taking as variables, rather than the information content,
the number of components ncons needed to evaluate that a microstate belongs to the ensemble with
respect to the total number of components N :
ES =
ncons
N − ncons (10)
equation having the same properties than Eq. 9. In addition, this procedure would allow us to
recognise whether we have a complete description of the system in terms of its constraints –as we
should recover the ensemble of observed microstates–. The remaining question is, if we still do not
deal with a complete description, which experimental procedure we may follow to achieve such a
description.
The observation that the scaling behaviour of the constraints seems to be related with the
emergence strength may provide an answer. Because there is an artificial manner for changing the
size of the system, which is neglecting components, i.e. reducing N . Therefore, we can intervene in
the system neglecting components and monitor which is the relative change in our knowledge of the
system arising from this intervention, that can be measured with the number of constraints lost.
Indeed, intervention has been highlighted as a basic ingredient to link computational modeling
with the scientific method [59]. Furthermore, the fact that the effects of our intervention can be
quantified through the observation of the constraints lost, means that we can relate the causal
effects that a component has on other components, which is entirely compatible with the notion
of Granger causality.
3.3.3 Traceability
We return to the formalism provided by concrete topology, to formalize the definition of emergence
strength integrating this notion within a methodology procedure compatible with the scientific
method. We first define what is considered a novel macroscopic property, which identification is
typically the starting point of any research.
Definition: (Novel macroscopic property). We will say that an observed macro-
scopic property is a novel property if it is observed only in the presence of certain
constraints limiting the viable values of the system.
Therefore, given that the phase space of the system Ω is restricted to a smaller observed region
ΩO ⊂ Ω, what we say is that there exists a macroscopic concept cˆ such that Ext(cˆ) = ΩO, and we
would like to explore this region both in terms of macroscopic {cˆ} and microscopic {c} concepts.
We now introduce the conditions that allow us to consider that a macroscopic description is in
correspondence with a microscopic description, leading to the concept of traceability.
Definition: (Traceability). Given a novel macroscopic property cˆ describing the
observed phase space ΩO, i.e. Ext(cˆ) = ΩO, we will say that the macroscopic descrip-
tion obtained is traceable if we find an appropriate function or algorithm applied on
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microscopic properties f : {c} → q such that the new concept q derived describes the
ensemble of microstates, i.e. Ext(q) = Ext(cˆ) = ΩO.
This definition provides the means by which we can quantify the correspondence between both
descriptions within the framework proposed. This definition does not require that we are able
to relate macroscopic and microscopic properties, but only to establish a correspondence between
microscopic and macroscopic variables describing the same region of the observed phase space
ΩO. This approximation is what allow us to talk about emergent properties circumventing any
epistemological discontinuity between both descriptions.
3.3.4 Intervention and loss of traceability
Our next objective is to incorporate the concept of intervention, namely how the phase space of
the observed system changes if we actively ignore any of the components of the system. Neglecting
variables in the observation process may imply that we are no longer able to identify any of the
constraints, and thus we would expect that the system is able to visit a larger region of the
phase space, gaining symmetry in the variable values. If we start with a situation where perfect
traceability exists this procedure would lead to a region larger than the one observed, being the
observed region covered in excess. This excess will be a measure of how far we are from perfect
traceability of the system, and we formalize it as follows.
Let us start considering a system with N components where has been observed a macroscopic
property cˆ whose traceability has not been properly determined through a microscopic concept q,
thus ΩO = Ext(cˆ) ⊂ Ext(q). As we said, this means that we have identified some constraints
but we are still not able to establish a perfect map between the microscopic and macroscopic
description.
Definition: (Coverage Excess). Given a complex system of N components where
a novel macroscopic property is described by cˆ and whose traceability is being ap-
proximated with the microscopic concept q, we call coverage excess to the fraction
of the phase space covered by q which is not representative of the novel macroscopic
property:
CE =
#(Ext(q))−#(ΩO)
#(Ω)−#(ΩO) (11)
Where in this case the function #(x) returns the number of objects (not the number of concepts)
contained in the set x. Following this definition we get a number between zero and one where,
if the microscopic property maps the whole ensemble, there will be no coverage excess and thus
CE = 0. But, if we are not able to find even a single property closely mapping the ensemble, the
coverage excess will be maximal and CE = 1. From this definition it is immediate to define the
degree of traceability of the system.
Definition: (Traceability Degree). Given a complex system of N components where
a novel macroscopic property is described by the macroscopic property cˆ and whose
traceability is being approximated with the microscopic concept q, we determine its
degree of traceability with the magnitude:
Trace = 1− CE (12)
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In this way we achieve perfect traceability when there is no coverage excess (Trace = 1) and
no traceability at all when the coverage excess is maximal and Trace = 0.
Next, we aim to quantify the loss of traceability we experience when the accessibility to the
system is lost in some degree. To address this task, we are going to consider that we are able
to obtain information from S components, a magnitude that we call the sampling effort of the
experiment, verifying that S ≤ N . This change may be enforced by any change in the experimental
conditions, or may be voluntarily generated through the intervention of the observer over the
information provided by the system. Assuming that we have achieved some degree of traceability,
we are interested in understanding whether the traceability is lost when we move to a situation
where either the number of components increases N → N ′ with N ′ > N , or the sampling effort
decreases S → S ′, with S ′ < S. The idea is that, under this new scenario and even if we are
able to derive a new concept q′ from the analysis of the microstates, it will typically happen that
Ext(q) ⊂ Ext(q′), because we will lose some constraints in our analysis.
Definition: (Relative Loss of Traceability). Consider a complex system of N com-
ponents and sampling effort S, with a given degree of traceability that has been
determined through the microscopic concept q that we assume it covers in excess the
observed phase space by a quantity CE. Let us further consider that there is a change
in either the number of components N → N ′, the sampling effort S → S ′, or both, i.e.
(N ′ − N) + (S − S ′) = ∆N + ∆S ≥ 1 and, under this new scenario, we identify a new
microscopic property q′ that covers in excess the phase space by a quantity CE ′. We
measure the relative loss of traceability of the system due to this change with the
magnitude:
rLT =
CE ′ − CE
∆N + ∆S
=
1
∆N + ∆S
#(Ext(q′))−#(Ext(q)))
#(Ω)−#(ΩO) (13)
With the above expression we measure the relative coverage excess increase for a given change
in the variables controlling our access to the system, N and S. But this measure still depends on
our current state of knowledge of the system. Thus we aim to establish an absolute value that can
be associated to the novel macroscopic property.
Definition: (Absolute Loss of Traceability). We call absolute loss of traceability aLT
to the relative loss of traceability obtained when there is perfect traceability, Trace = 1,
and we observe an unitary change in the variables N and S, i.e. ∆N + ∆S = 1. Given
that this measure may be still sensitive to the specific components over which we intervene, we
should consider a systematic procedure where we compute the measure for different realizations of
our intervention. For instance, in the above examples around the three bit systems, let us consider
that we decide to intervene over a randomly selected bit. In the first system, the one with a single
constraint of scope one, we will completely lose traceability each time we neglect the variable over
which the constraint is applied, but we will have no loss of traceability when we neglect any of the
other variables, and thus on average aLT = 1/3. For the second system, where we find pairwise
constraints, irrespective of the variable neglected we will expand the microstates from four to six
and thus aLT = 1/2. Last, for the parity bit system we find that the loss of traceability is maximal
for any variable selected aLT = 1.
3.3.5 Traceability and emergence strength
From the definition of aLT it is immediate to propose a positive definition.
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Definition: (Traceability strength). We define the traceability strength associated
to a novel macroscopic property as
TS = 1− aLT (14)
In this way we simply state that the traceability strength is obtained estimating the maximum
loss of traceability observed in a perfectly traceable system, which is a condition to assert that
our measure is associated to the macroscopic property, after an unitary change. We are already
equipped to introduce a class of novel macroscopic properties particularly interesting in complex
systems, namely the emergent properties.
Definition: (Emergent property). We will say that a novel macroscopic property
is an emergent property if its emergence strength ES is significantly different from
zero where:
ES =
1− TS
TS
(15)
This equation has the same behaviour than the equations 9 and 10: emergent behaviours with a
loss of traceability close to one will have a very high emergence strength (infinity if traceability has
been completely lost) and will be close to zero if there is almost no loss of traceability, what justifies
its exclusion from being classified as an emergent property. In our examples we get ES = 0.5 for
the system with a single constrain of scope one, ES = 1 for the system with three constraints of
scope two and ES =∞ for the parity bit system.
Following this definition we deal with the problem of emergence maintaining ourselves within
an epistemological framework, given that it is determined through changes in our experimental
setting, i.e. the sampling effort or the system size. In addition, we make expressive the limiting
case where we have no access to the underlying constraints in the system, which is understood
in this framework invoking to a lack of information. The current discussion around the definition
of weak and strong emergent properties [57] can be rationalized using the emergent strength: if
the emergence strength is infinite we deal with a strongly emergent pattern whereas if the value
is finite we deal with a weak emergent pattern with the associated strength as an indicator of its
traceability.
Note that we have also included the term significant, emphasizing that this measure requires
an statistical experimental setup, although this that not mean that they will not be observed in
a single microstate after its identification. For instance, it has been claimed that flocking is not
observed in a single microstate [14]. However, once we have characterized flocking with microscopic
variables, for example once we derive the pairwise distribution of interactions among neighbours
[60] we can also test whether any behaviour, even locally, is consistent with the model derived.
This fact already provides the means to build an hypothesis testing experiment where the null
hypothesis is that the group of birds do not present flocking behaviour.
3.3.6 Emergence and vagueness
The coexistence of the microscopic and macroscopic descriptions can be problematic when perfect
traceability is not achieved. Moreover, in this section we aim to show that a novel macroscopic
property is vague unless traceability is achieved. Let us start considering the following topologies
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Figure 7: Simultaneous representation of the macroscopic and microscopic descriptions (See text
for details).
described by macroscopic concepts cˆ0, cˆ1 and cˆ2 for a system composed by three sets of microstates
µ1, µ2 and µ3 (see Fig. 7).
In the first topology, the system is free of constraints and the extension of the concepts are:
Ext(cˆ0) = ∅
Ext(cˆ1) = {µ1, µ2, µ3}
whereas in the second case, there is some constraint limiting the observation of µ3, and a new
macroscopic property cˆ2 arises:
Ext(cˆ0) = ∅
Ext(cˆ2) = {µ1, µ2}
It is important to observe here that it is not possible to simultaneously observe both behaviours,
either we observe cˆ1 or we observe cˆ2. However, we can say that there is a novel behaviour just
if we know the viable values of the system in the absence of constraints, and thus it seems to be
justified the consideration of both topologies simultaneously to reach a complete understanding of
the system:
Ext(cˆ0) = ∅
Ext(cˆ1) = {µ1, µ2, µ3}
Ext(cˆ2) = {µ1, µ2}
Analysing this final topology we observe that, apart from the empty set and the whole set,
there is only one more open, which is {µ1, µ2}. And we observe that the closure of {µ1, µ2} is
{µ1, µ2, µ3}, and thus its border is {µ3}, from which we can say that the concept cˆ2 describing the
novel macroscopic property is vague.
Next, let us consider a microscopic description. As we have seen, the analysis of the microscopic
description requires looking for a characteristic property belonging to the ensemble of microstates of
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the phase space associated to the novel macroscopic property. Furthermore, there is an interesting
observation which is that, once we have identified a relevant property, this property is associated
to the microstates even if we observe the system free of constraints, whereas in the macroscopic
description the novel property is observed only when the constraints are present. Therefore,
what differentiates one macroscopic behaviour from the other is not a change in the microscopic
properties but rather the set of microstates observed, and thus the microscopic description remains
invariant. Following the example, if there is traceability we will deal with a microscopic description
such as:
Ext(c0) = ∅
Ext(c1) = {µ3}
Ext(c2) = {µ1, µ2}
where, what is meant, is that the microscopic property selected returns a value c2 for those
microstates represented in {µ1, µ2} and that, for those microstates not belonging to the phase space
observed in the presence of constraints, a value of c1 is obtained. In this case {µ1, µ2} and {µ3}
are sharply separated and the interesting observation arising here is that both cˆ2 and c2 describe
the same region of the phase space but the former is a vague concept. Nevertheless, as soon as we
simultaneously consider the macroscopic and microscopic description and traceability is proved,
the vagueness in the concept cˆ2 vanishes by means of its correspondence with c2, making possible
the determination of the emergence strength for the novel property.
4 Conclusions
The analysis of complex systems are nowadays increasingly considered with central questions such
as complexity [61], emergence [24], autopoiesis [15] or self-organization [62], becoming more and
more present in the literature. However, little attention has been made to the epistemological
challenges that these questions involve in scientific research. Here, we have introduced a novel link
between concrete topology and complex systems –with particular emphasis in biological systems–
in order to provide a more expressive analysis of these epistemological problems, where vagueness
has been identified at the heart of these problems.
First, we have related the concept of dimensionality reduction with concept disjunction. We
showed that, concept disjunction, is the logical operation underlying the development of similarities
and distances, and thus it is on the basis of the development of classification schemes. Indeed,
we have analysed the problem of classification, which is an important problem in biology [29],
and we found that extensional (and not intensional) vagueness is the source of frustration in
classification schemes. We have also seen that this problem is related with the determination of
system boundaries, although we must focus on the strength of the interactions instead on the
similarity between variables.
Next, we wondered whether disjunction allows for identifying constraints when an ensemble
of microstates is considered. Using a simple model of three bits, we observed that the number
of propositions needed to describe the constraints was related with the number and scope of the
constraints. This analysis already allowed us to propose a definition of emergence strength, that
integrates the notion of weak [24] and strong emergence [57].
Nevertheless, it seems difficult to apply this measure in real systems, and we explored a prac-
tical definition working around a central concept: the traceability of a system, which provides the
means to link the macroscopic and microscopic descriptions, and the problems arising from their
32
80 Epistemology of complex biological systems
coexistence. We have defined the traceability of the macroscopic description as a measure depen-
dent on our ability to determine the intension of a concept describing the microscopic ensemble. In
order to provide a definition of emergence, we have assumed perfect traceability and then we have
proposed a procedure, based in the intervention of the observer [59], to determine the emergence
strength of the system. The relative loss of traceability measured during this process allows for
driving any experimental procedure towards capturing the existing constraints, a proposal close
to the notion of Granger causality [22]. We close our exposition providing an argument to show
that the vagueness associated to the concept of emergence has its origin in the lack of traceability
between the macroscopic and microscopic descriptions.
Our analysis readily suggests the proposal of an epistemological program that will be pre-
sented elsewhere. Nevertheless, we would like to point out that the concept of strong emergence
implies an important challenge in the modelization of complex biological systems. Understanding
emergent properties in complex biological systems requires accounting for at least two different
spatio-temporal scales. First, an intrinsic scale where those processes considered essential to keep
the system far from equilibrium take place, what we call the physical scale. And second, an scale
where evolutionary events, that may modify the physical performance, become fixed in the popu-
lation (the evolutionary scale). This interplay between different spatio-temporal scales represent
a characteristic difficulty in the analysis of emergent properties in biological systems, where dis-
entangling the contribution of each kind of process in the observed pattern is often a matter of
intense conceptual research (see, for instance, [63, 64])
David Bohm pointed out that, in the earlier stages of any science, the interest is focused on
“the basic qualities and properties that define the mode of being of the things treated in that
science” [28], being tasks such as comparative analysis and classification the cornerstones in its
earlier development. It is just after a sufficient characterization of the entities under study where
we will find a growing interest on “processes in which things have become what they are, starting
out from what they once were, and in which they continue to change and to become something
else in the future” [28], i.e. in the evolutionary scale.
However, it is difficult in Biology to “define the mode of being” of biological entities without
taking into account the “processes in which things have become what they are” precisely due to this
interplay between the physical and evolutionary scales. The “basic qualities and properties” even
when they may be well defined for a given process within a physical scale, should be simultaneously
understood within an evolutionary context, what recalls why “nothing in Biology makes sense
except in the light of evolution”[65].
In this way, understanding emergent properties in complex biological systems requires to handle
both scales, and it may be interpreted that the determination of a given biological state depends
on the bottom-up processes taking place in the system, and in the top-down processes selecting
the system. Therefore, we could consider that understanding these behaviours requires to simulta-
neously face the existence of collective behaviours that are both weak and strong emergent. This
fact can be viewed in the problem of the determination of the object of selection.
On the one hand, each system may be determined taking into account the strength of the
interactions of the different components, as we explained. In this case, we are focusing in the
physical scale. On the other hand, the object of selection may be determined taking into account
the relative effects that the interactions have on the fitness of individuals. And, it may happen, that
there is not a perfect map between the object of selection and the physical systems, because the
effect of the interactions in the fitness of the individuals is so strong that their genomes coevolve
with individuals of other species [66]. If this were the case, we may observe that the physical
systems determine their states in the evolutionary scale downward, given that they have strong
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coevolutionary forces with other systems. Therefore, any observed collective pattern would reflect
the interplat between bottom-up physical behaviours and top-down evolutionary selection.
In summary, our exposition intends to reflect the constant will of human knowledge to handle
dialectic concepts within an arithmomorphic scheme. This contraposition between dialectic and
arithmomorphic concepts is well reflected in philosophical terms with the metaphor expressed
by Nietzsche [1] for the tragedy between Dionysus (dialectics) and Apollo (arithmomorphic). The
process by which we are able to reach an arithmomorphic scheme is well described by Hegelian logic,
where the thesis, being arithmomorphic, is challenged by the dialectical nature of the processes,
generating an antithesis until a new conceptual synthesis is reached.
We hope that our approach contributes to build the epistemological framework required for a
health growth of new disciplines such as Systems Biology, where there are several voices claiming
for a solid epistemological framework [67, 68]. We would like to remark again that, in these
disciplines, the fact that the description of the system is necessarily reduced does not imply that
it is a reductionist approach. It is rather a necessary epistemological exercise to deal with complex
systems what allows to the scientist to propose general questions, which otherwise would not be
possible to handle. We claim that these approaches circumvent those difficulties arising from
the study of systems with intrinsically dialectic concepts, opening a door to understand emergent
properties and the establishment of general laws. But it would be nothing but time and experiments
what will allow us to test both the predictive power of these new approaches and the skepticism.
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Chapter 2
Protein systems
We can never hope for a lasting peace
and better times till Botanists come to
an agreement among themselves about
the ﬁxed laws in accordance with which
judgement can be pronounced on names.
Carl Linneaus
Summary
In this chapter we present results related with the analysis of protein
systems, where we focus in the evolution of protein structures and its relation
with protein sequence and protein function.
In the ﬁrst article [Pascual-García et al. (2009)], we build relationships
between protein structures computing their structural similarities, through
the structural alignment algorithm developed in our laboratory MAMMOTH
[Lupyan et al. (2005)], reviewed in [Pascual-García (2014)]. From these rela-
tionships, we have designed a procedure to determine whether there exists
a similarity threshold that generates equivalence classes. Given three ob-
jects a, b, and c, an equivalence class is deﬁned when we ﬁnd an equivalence
relationship R endowed with the following properties:
1. Reﬂexivity : aRa
2. Symmetry : aRb⇒ bRa
3. Transitivity : if aRb and bRc⇒ aRc
We note that these three properties hold for the phylogenetic distance
(deﬁned as the time from last common ancestor) if the molecular clock hy-
pothesis holds. In this way, we look for an objective threshold monitoring
a measure that we call transitivity violations, which quantiﬁes whether the
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transitivity property in the deﬁnition of equivalence class is accomplished,
and that we justify as follows. If we consider a gene duplication event lea-
ding to two diﬀerent branches a and b and, after this event, we observe a
new duplication event in the branch a leading to two sub-branches a1 and
a2, we expect that the similarity between these genes fullﬁlls the relation
S(a1, b) ≈ S(a2, b) (if the molecular clock holds). The result we obtain is a
transitive relation between a1, a2 and b, and we can say that these genes
belong to the same equivalence class, i.e. to the same cluster, and thus a
classiﬁcation of genes would be possible. Following this reasoning, we clas-
sify protein structures with diﬀerent agglomerative clustering algorithms and
we measure whether transitivity is fullﬁlled quantifying the error we incur
joining clusters through the transitivity violations. We observe that the tran-
sitivity violations increase linearly until some clustering step after which it
starts growing exponentially. We identify this transition automatically and
this is the threshold selected to deﬁne an optimal classiﬁcation.
We compare our results with the expert classiﬁcations of protein struc-
tures SCOP [Murzin et al. (1995)] and CATH [Orengo et al. (1997)], and we
rationalize some discrepancies between both, and also between these classi-
ﬁcations and our results. The similarity between the potential classiﬁcations
obtained following our procedure and expert classiﬁcations is computed along
the clustering. It is shown that the maximum similarity with SCOP and
CATH is obtained at the fold level, but it is reached after the cross-over.
This indicates that joining clusters until the fold level generates large transi-
tivity violations. On the other hand, our results show that the classiﬁcation
at cross-over is more consistent with the superfamily level. Therefore, wit-
hin the high similarity region, proteins within the same cluster are homologs
which have diverged after gene duplication, which justiﬁes to classify related
domains on a tree. On the other hand, in the low similarity region, the rela-
tionships reﬂect either the occurrence of more dramatic evolutionary events
domains joined in the same cluster after cross-over diﬀer substantially in
size, or examples of functional convergence. For this region, it is not further
justiﬁed a tree representation and protein domains should be represented
rather as a network.
As it was previously mentioned, the existence of an intrinsic structural
threshold for the determination of equivalence classes has been interpreted
as a signature of the dominance of gene duplication events and subsequent
divergence in the high similarity region. This observation drove us to look
for a structural measure that would reﬂect a proportional relation with the
sequence divergence and thus it should be expected that this measure also
correlates with time of divergence, in a second paper [Pascual-García et al.
(2010)]. If such measure exists, we would further explore the role of protein
function in the conservation or divergence of protein structure.
Focusing on the interactions between the amino-acids, we worked around
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the number of native contacts (amino-acids physically interacting), and pro-
posed a measure quantifying the contact divergence between two proteins
which reﬂects the desired properties. Indeed, using this measure we observed
that the contact divergence increases linearly with the sequence identity until
a point after which the structural divergence abruptly explodes. After buil-
ding relationships based on sequence and functional similarities, the contact
divergence allowed us to quantify the rate of divergence of the structure with
respect to the sequence for four large superfamilies, ﬁnding that the struc-
ture is two to four times more conserved than the sequence. In addition,
we further explored the role of function change and function conservation in
these trends. Interestingly, function conservation goes together with a global
conservation of the structure, ﬁnding most of the pairs of proteins with the
same function constrained to the region of high structural similarity (befo-
re the contact divergence explosion). Nevertheless, it is possible to observe
function change with global conservation of the structure also within this
region. Both ﬁndings may reﬂect the existence of selection pressures acting
either over the whole structure for instance, favoring fast folding or over
a particular region that may be the case if a particular region, such as an
active site, performs a function in the protein.
In summary, in these works we shed some light on the complex relations-
hip between protein sequence, structure, function, and evolution.
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Cross-Over between Discrete and Continuous Protein
Structure Space: Insights into Automatic Classification
and Networks of Protein Structures
Alberto Pascual-Garcı´a, David Abia, A´ngel R. Ortiz{, Ugo Bastolla*
Centro de Biologı´a Molecular ‘Severo Ochoa’ (CSIC-UAM), Cantoblanco, Madrid, Spain
Abstract
Structural classifications of proteins assume the existence of the fold, which is an intrinsic equivalence class of protein
domains. Here, we test in which conditions such an equivalence class is compatible with objective similarity measures. We
base our analysis on the transitive property of the equivalence relationship, requiring that similarity of A with B and B with C
implies that A and C are also similar. Divergent gene evolution leads us to expect that the transitive property should
approximately hold. However, if protein domains are a combination of recurrent short polypeptide fragments, as proposed
by several authors, then similarity of partial fragments may violate the transitive property, favouring the continuous view of
the protein structure space. We propose a measure to quantify the violations of the transitive property when a clustering
algorithm joins elements into clusters, and we find out that such violations present a well defined and detectable cross-over
point, from an approximately transitive regime at high structure similarity to a regime with large transitivity violations and
large differences in length at low similarity. We argue that protein structure space is discrete and hierarchic classification is
justified up to this cross-over point, whereas at lower similarities the structure space is continuous and it should be
represented as a network. We have tested the qualitative behaviour of this measure, varying all the choices involved in the
automatic classification procedure, i.e., domain decomposition, alignment algorithm, similarity score, and clustering
algorithm, and we have found out that this behaviour is quite robust. The final classification depends on the chosen
algorithms. We used the values of the clustering coefficient and the transitivity violations to select the optimal choices
among those that we tested. Interestingly, this criterion also favours the agreement between automatic and expert
classifications. As a domain set, we have selected a consensus set of 2,890 domains decomposed very similarly in SCOP and
CATH. As an alignment algorithm, we used a global version of MAMMOTH developed in our group, which is both rapid and
accurate. As a similarity measure, we used the size-normalized contact overlap, and as a clustering algorithm, we used
average linkage. The resulting automatic classification at the cross-over point was more consistent than expert ones with
respect to the structure similarity measure, with 86% of the clusters corresponding to subsets of either SCOP or CATH
superfamilies and fewer than 5% containing domains in distinct folds according to both SCOP and CATH. Almost 15% of
SCOP superfamilies and 10% of CATH superfamilies were split, consistent with the notion of fold change in protein
evolution. These results were qualitatively robust for all choices that we tested, although we did not try to use alignment
algorithms developed by other groups. Folds defined in SCOP and CATH would be completely joined in the regime of large
transitivity violations where clustering is more arbitrary. Consistently, the agreement between SCOP and CATH at fold level
was lower than their agreement with the automatic classification obtained using as a clustering algorithm, respectively,
average linkage (for SCOP) or single linkage (for CATH). The networks representing significant evolutionary and structural
relationships between clusters beyond the cross-over point may allow us to perform evolutionary, structural, or functional
analyses beyond the limits of classification schemes. These networks and the underlying clusters are available at http://ub.
cbm.uam.es/research/ProtNet.php
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Introduction
Structural genomics projects [1] aim at an exhaustive
exploration of the space of protein structures realized in evolution
[2,3], speeding up considerably the rate at which new protein
structures are resolved. In this context, structural classification of
proteins [4–9] has become essential for uncovering remote
evolutionary relationship that can not be inferred from sequence
information alone, and it will have important consequences on our
understanding of protein evolution, the sequence to structure to
function relationships, the recognition of remote homologs and the
modelling of their structures.
This dramatic growth of the number of known protein
structures calls upon automatic classification methods that are
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objective and based only on structural information. The most used
structural classifications of proteins, such as SCOP [4] and CATH
[5], are manually curated, and therefore they are slow to update.
For instance, the last update of SCOP at the moment of writing
this paper took from october 2006 to november 2007 (13 months),
and the last update of CATH took from may 2006 to january 2007
(9 months). This makes automatic classifications with similar
quality to that of CATH and SCOP highly desirable.
However, this goal raises the question of whether, and up to
which point, the classification of protein structures is justified. This
question is addressed in this paper, where we ask whether an
automatic classification based on an objective similarity measure
can be uniquely defined.
Several authors studied the agreement between SCOP and
CATH classifications [10–13], concluding that an overall
agreement exists, but it is not satisfactory from a quantitative
point of view. This problem is partially due to the fact that SCOP
and CATH differ in the way in which they split the proteins into
domains [12], which are the units of protein classifications.
Nevertheless, they often classify differently even domains that are
defined in the same way. Sam and coworkers [13] found out that
more than 25% of the domain pairs classified in the same SCOP
fold are not significantly similar under two measures of structure
similarity.
The other side of the coin is that several structures classified in
different folds present a significant structural similarity due to the
presence of common substructures, a fact noted for instance by the
group of Orengo and later by other groups [14,15], which in
principle makes multiple classifications possible.
The first and most successful automatic classification of protein
domains is the database FSSP [8], which is based on the DALI
algorithm [9] and on its structure similarity measure. Though this
similarity measure is overall consistent with the CATH and SCOP
classifications important differences exist [11,12]. Other approach-
es aiming at the automatic classification of protein structures have
been recently proposed by Rogen and Fain [16], Sam et al. [17],
Zemla et al. [18] and by the group of Sippl [19]. However, the
FSSP database and its more recent followers do not address the
question to which extent structure classification is possible and
unique. This question is the subject of the present paper.
Is Protein Structure Space Discrete or Continuous?
Some of the above difficulties are related with the very essence
of protein classification schemes, which assume that it exists an
intrinsic level of structure similarity for defining equivalence classes
of protein structures. In SCOP, such an equivalence class is called
fold [20]. Two proteins are defined to belong to the same fold if
they share ‘‘the same major number and direction of secondary
structures with a same connectivity’’ [4]. In CATH, the
corresponding classification level is called topology, defined as
‘‘the overall shape and connectivity of secondary structures’’ [5].
These apparently clear definitions are in practice subject to
substantial arbitrariety, first because it is not always clear which
secondary structure elements belong to the structural core defining
the fold and which ones are regarded as optional ‘‘embellish-
ments’’, and second because one has to allow a certain extent of
structural divergence in the protein core.
The difficulties presented above have led several authors to
propose that the space of protein structures is continous
[13,21,22]. This view is supported by the studies that underline
the importance of substructures below the level of the globular
domain, such as the autonomously folding units of Tsai et al [23],
the loops of standard size (approximately 30 residues) of
Berezowski and Trifunov [24], or the recurrent fragments of
Tendulkar et al. [25] and Szustakowski et al. [26]. Expanding an
old idea by Ohno [27], Lupas et al. [28] proposed that the most
ancient folds have arisen through an evolutionary process
consisting in assembling polypeptide fragments together. These
and similar ideas have suggest that the basic unit of protein
classification should be substructures below the domain level,
defined by Shindyalov and Bourne [22] as ‘‘highly repetitive near-
contiguous pieces of polypeptide chain that occur frequently’’ in a
set of non-redundant protein structures. If protein domains can be
regarded as a combination of such substructures, the resulting
structure space should be seen as continuous rather than discrete.
A similar spirit is present in the approaches of Efimov [29] and
in particular Taylor, who proposed to enumerate in a kind of
periodic table all possible arrangements of secondary structure
elements compatible with simple stability rules [30], consistent
with the view that evolution of protein structures proceeds by
combining simpler modules, resulting in a continuous structure
space.
Homology and Structure Similarity Are Not Always
Consistent
Another basic assumption of CATH and SCOP is that
evolutionary relationships at the superfamily level imply structure
similarity at the fold level. Although this assumption is most of the
times correct, it was observed already in Ref. [31] that sequence
divergence beyond <40% identity sometimes implies large
structural variations. Grishin [32,33] has monitored several
examples in which proteins belonging to the same superfamily
diverged to the point where they do not share a common fold
under the loose definition given above. Interestingly, many of these
fold changes take place together with insertions or deletions of
Author Summary
Making order of the fast-growing information on proteins
is essential for gaining evolutionary and functional
knowledge. The most successful approaches to this task
are based on classifications of protein structures, such as
SCOP and CATH, which assume a discrete view of the
protein structure space as a collection of separated
equivalence classes (folds). However, several authors
proposed that protein domains should be regarded as
assemblies of polypeptide fragments, which implies that
the protein–structure space is continuous. Here, we assess
these views of domain space through the concept of
transitivity; i.e., we test whether structure similarity of A
with B and B with C implies that A and C are similar, as
required for consistent classification. We find that the
domain space is approximately transitive and discrete at
high similarity and continuous at low similarity, where
transitivity is severely violated. Comparing our classifica-
tion at the cross-over similarity with CATH and SCOP, we
find that they join proteins at low similarity where
classification is inconsistent. Part of this discrepancy is
due to structural divergence of homologous domains,
which are forced to be in a single cluster in CATH and
SCOP. Structural and evolutionary relationships between
consistent clusters are represented as a network in our
approach, going beyond current protein classification
schemes. We conjecture that our results are related to a
change of evolutionary regime, from uniparental divergent
evolution for highly related domains to assembly of large
fragments for which the classical tree representation is
unsuitable.
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large polypeptide fragments, although an interesting example of
secondary structure switching has been reported between two
homologues regions of distant related proteins [34,35]. Viksna and
Gilbert [36] recently quantified these fold changes in protein
evolution, finding that some of them are relatively common. The
occurrence of fold change implies that the classification level based
on evolution, as the superfamily, and the classification based on
structure, as the fold, should not be necessarily consistent, as
already recognized by the group of Orengo [14].
Results
Objective Fold Definition and Transitive Property
Given the above, one can ask whether protein classifications
entirely based on a quantitative measure of structure similarity are
possible at all, and if so to which extent.
In formal terms, a protein fold is an equivalence class of protein
structures. Mathematically, an equivalence relationship must
possess the three property of symmetry, reflexivity and transitivity.
Whereas symmetry and reflexivity are automatically fulfilled by
any relationship based on a similarity measure, transitivity is not.
For transitivity to hold, every time that a is similar to b and b is
similar to c, then a must also be similar to c. In other words, you
can not make a big step from a to c by making an intermediate
small step through b. Note that transitivity is not the same as the
familiar triangular inequality, dacƒdabzdbc, which characterizes
similarity measures obtained from a properly defined distance.
Rather, transitivity is guaranteed by the much stronger property of
ultrametricity [37], dacƒmax dabzdbcð Þ, i.e., the distance trav-
elled in two steps can not be larger than the longer of the two steps.
An ultrametric set can be uniquely classified in the form of a tree.
Uniparental evolution satisfies transitivity. The impor-
tance of gene duplication for protein evolution [27] is a reason to
expect that protein structural similarity fulfils the transitive
property. The distance across the gene tree, i.e., the time spent
since the divergence of two genes, is ultrametric (the time spent
from the divergence of a and c can not be larger than the time
either from the divergence of a and b or from the divergence of b
and c), and therefore it is naturally endowed with the transitive
property. Therefore, a phylogenetic tree naturally induces a
hierarchical classification for every similarity threshold. If pairs of
proteins are related through gene duplication, and if their
structural dissimilarity correlates with the time of divergence, as
it happens for suitable sequence dissimilarities when evolution is
neutral, the transitivity property will approximately hold.
However, directed evolution where new conformations are
positively selected, for instance to fulfill a new function, may
violate the last hypothesis.
Fragment assembly violates transitivity. Gene duplica-
tion is not the only possible mechanism for the evolution of protein
domains. Complex proteins are formed from a combination of
individual domains with independent evolutionary history. For this
reason, the domain and not the complete protein is the basic unit
for protein classification. However, there is increasing evidence
that globular domains may be formed by combining fragments
below the domain level [23–26,28], and it has been observed
that many structurally unrelated proteins share common
substructures [14,26,29]. If two domains a and b are similar
because of a partial substructure A, while b and c are similar
because of a different partial substructure C, then a and c are not
similar and transitivity is violated. Several authors refer to this kind
of situation by saying that protein space is continuous, since one
can connect two different structures a and c with two small steps
passing through b.
Transitivity Violation and Automatic Stop of the
Clustering
If b is similar to both a and c but a and c are not similar, there is
no classification simultaneously compatible with all the pairwise
similarity relationships. Borrowing a term from statistical physics,
we can say that the classification problem is frustrated [38] when
transitivity is violated. We expect that, if this situation is common
for many triplets, there is an exponentially large number of
substantially different classifications that are almost optimal, in the
sense that they violate a small and similar number of pairwise
relationships. Conversely, if the transitive property approximately
holds, we expect that a well-defined unique globally optimal
classification exists, and all sub-optimal classifications are very
similar to it.
We expect that the validity of the transitive property strongly
depends on structure similarity. Domain pairs with high similarity
share most of their structure, and we expect that transitivity
approximately holds for them, so that at high similarity the
structure space is made of discrete clusters. However, less stringent
similarities may be due to partial substructures, and we expect that
the transitive property will be violated, and the clustering will
strongly depend on the algorithm used.
We propose here a measure to quantify the violation of the
transitive property at each step of a hierarchical clustering
algorithm. In this way, we aim at detecting the minimum
similarity at which transitivity still holds and clustering is justified.
At lower similarity, the space should be regarded as continuous,
and the significant similarities between clusters should be
represented as a network rather than a tree.
Let us consider three elements or clusters ABC, with the
convention that S A,Bð Þ§S B,Cð Þ§S A,Cð Þ. Violation of the
transitive property occurs if S B,Cð Þ is large while S A,Cð Þ is small,
so that B is an intermediate point between A and C. Therefore it is
natural to define the transitivity violation of the triangle ABC as
S B,Cð Þ{S A,Cð Þ. Such a quantity depends on the absolute
scale and the offset of the similarity measure, i.e., it is not
invariant if we multiply all similarities times a scale factor or
we add to them a constant. To remove this dependency, we divide
S B,Cð Þ{S A,Cð Þ times the difference between the largest and
smallest similarities, S A,Bð Þ{S A,Cð Þ, defining the transitivity
violation associated to the triangle ABC as
TV ABCð Þ~S B,Cð Þ{S A,Cð Þ
S A,Bð Þ{S A,Cð Þ : ð1Þ
Notice that, by definition, Eq. (1) is comprised between zero and
one because S B,Cð ÞƒS A,Bð Þ The maximum violation TV~1
happens when S B,Cð Þ~S A,Bð Þ while S B,Cð ÞwS A,Cð Þ.
Another way to interpret this formula is the following. Because
of transitivity, only five clustering configurations of the elements A,
B and C are possible: all elements joined, all separated, two
joined and the third one separated. For a threshold S0, we say that
the link x,yð Þ is violated if either x and y are joined despite
S x,yð ÞvS0 (overunification) or x and y are separated despite
S x,yð ÞwS0 (oversplitting). For thresholds S0 such that
S0wS B,Cð Þ or S0vS A,Cð Þ there is one and only one
configuration that satisfies all links. However, if
S B,Cð ÞwS0wS A,Cð Þ, no one of the five possible configurations
satisfies all links, since either A and C are incorrectly joined, or B
and C are incorrectly separated. The volume in the space of the
threshold parameter S0 such that some links are violated quantifies
the violation of transitivity as S B,Cð Þ{S A,Cð Þ. On the other
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hand, if S0wS A,Bð Þ all elements are separated, and if
S0vS A,Cð Þ all elements are joined, so that only values of S0
such that S A,Bð ÞwS0wS A,Cð Þ correspond to non-trivial clus-
tering. Therefore, Eq. (1) represents the ratio between the volume
of parameter space for which transitivity is violated and the
volume for which non-trivial clustering exist.
Yet a third way to look at the above equation is the following.
Most hierarchical clustering algorithms join at each step t the two
most similar clusters A and B and then recompute the similarity of
the new cluster AB with any other one C. For the average linkage
algorithm, we use the formula S AB,Cð Þ~wAS A,Cð Þz
wBS B,Cð Þ, where wA and wB are proportional to the number of
elements in sets A and B. The error made by substituting the
original similarities S A,Cð Þ and S B,Cð Þ with the combined one
is d~wA S AB,Cð Þ{S A,Cð Þj jzwB S AB,Cð Þ{S B,Cð Þj j~wAwB
S B,Cð Þ{S A,Cð Þð Þ, and it is proportional to Eq. (1).
Finally, S B,Cð Þ{S A,Cð Þ also quantifies the violation of
ultrametricity, since in an ultrametric set the two longest sides of
any triangle must be equal [37], which implies that
S B,Cð Þ~S A,Cð Þ. Eq. (1) is normalized in such a way that the
value 1 corresponds to the maximum possible violation of
ultrametricity, S B,Cð Þ~S A,Bð Þ.
Now let us consider the step t of the clustering algorithm in
which clusters A and B are joined. We define the transitivity
violation at this step as the weighted sum of the transitivity
violations for all triangles involving A and B:
TV AzB?ABð Þ~
X
C=A,B
wCTV ABCð Þ, ð2Þ
where wC is proportional to the number of elements in cluster C,
and for each triangle we label as B the element such that
S A,Bð Þ§S B,Cð Þ§S A,Cð Þ.
Cross-Over in Transitivity Violations
The main result obtained in this study is the existence of a cross-
over in the behavior of transitivity violations. This cross-over point
determines an intrinsic condition for stopping the hierarchical
clustering algorithm. We call the classification obtained at this
point ‘‘automatic classification’’.
The results that we present here are based on a set of 2890
domains that are decomposed very similarly in the SCOP and
CATH databases (see Methods), so that the domain decomposi-
tions are more likely to be accurate and differences between
CATH and SCOP on this set can not be attributed to their
different ways of decomposing proteins into domains. We compute
structure similarities using the Mammoth-mult algorithm [39],
which is one of the fastest algorithms for such a purpose and is
comparable in accuracy to other state of the art algorithms [40].
The similarity measure that we use is based on the contact overlap,
normalized in such a way as to eliminate the dependence on the
domain size for pairs of unrelated domains, and for clustering we
use the average linkage algorithm (see Methods). These choices
yielded the best results, as described below, and the results
presented will refer to them unless otherwise stated.
We plot in Figure 1 the transitivity violations as a function of the
step t of the clustering algorithm. For large t the clusters joined are
less similar and the transitivity violations increase. The plot can be
divided into two regimes: an initial part with slow increase of
transitivity violations at large similarity and a final part with faster
increase and small similarity. The cross-over between these two
regimes can be detected through a two-pieces fit (see Methods).
The normalized error of the fit, plotted in Figure 1 versus the trial
cross-over point, allows us to detect at its minimum the optimal
cross-over point, depicted as a vertical line. The classification
obtained at this cross-over point is called here ‘‘automatic
classification’’, since the threshold similarity at which the clustering
algorithm is stopped is automatically determined. We find
t0~2111, corresponding to joining two clusters with similarity
S0~6:78. At the stopping point, the automatic classification has
779 clusters.
Robustness of the Method
In order to test the robustness of our method, we repeated the
numerical experiments changing all the relevant choices: The
alignment algorithm, the similarity measure and its normalization,
the clustering algorithm and the set of domains. In all cases, we
observed a clear cross-over in the behavior of the transitivity
violations, and the cross-over point could be automatically located
through our algorithm. Moreover, the cross-over point did not
vary very much for different choices (see Table 1).
In order to choose the best options, we measured the transitivity
violations, the clustering coefficient, which is the network
analogous of the transitive property (see Methods), and the
agreement of the automatic classification with SCOP and CATH
as assessed through the weighted kappa measure, which is a
normalized measure of consistency between two classifications (see
Methods). These measures tend to be consistent, i.e., choices
yielding larger clustering coefficient tend to yield smaller
transitivity violations and larger weighted kappa as well. This
justifies the use of the weighted kappa to assess the method, despite
the problems that we will discuss in the following and that limit the
best possible agreement between the automatic classification and
SCOP or CATH. In particular, we considered the following
options:
1. As structure alignment method, we used either the
multiple [39] or the pairwise [41] version of the MAMMOTH
algorithm. As it has been recently assessed through an extensive
test [40], MAMMOTH multiple is of comparable accuracy to
other state of the art structure alignment tools and faster than most
of them, while its pairwise version is even faster, but at the expense
of accuracy. Moreover, the two algorithms are based on different
principles, since Mammoth pairwise optimizes the local superim-
positions of heptamers whereas Mammoth-mult optimizes the
global superimposition of the two structures. Nevertheless, we
Figure 1. Violations of transitivity, Eq. (2), as a function of the
step of the average linkage algorithm. We also plot the mean
quadratic error of the two-piece linear fit, whose minimum identifies
the cross-over point, plotted as a vertical line;
doi:10.1371/journal.pcbi.1000331.g001
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obtained very similar results with the two algorithms, which shows
that the whole methodology is not very sensitive to the accuracy of
the alignment. We used the more accurate MAMMOTH-mult
algorithm as the standard option.
2. We used several different measures of structure simi-
larity. First, we used measures that require optimal rigid-body
superimposition of the aligned residues. Such is the the percentage
of structure identity (PSI), which counts the percentage of aligned
residues that superimpose within a given threshold after optimal
rigid body superimposition. In order to examine the influence of
this threshold, we used the standard value 4A˚ as used in the
standard MAMMOTH score and the larger tolerance 6A˚. We
normalized the PSI either through the length of the shorter
protein, Eq. (5), which does not penalize matches that are only
partial (we refer to it as the Partial PSI) or through the geometric
mean length, Eq. (6) (Total PSI). As an alternative to an arbitrary
tolerance parameter we tested the TM score [42], which uses a
length dependent threshold that makes this score almost
independent of the size of the aligned proteins. Second, we used
the contact overlap, Eq. (7), which does not depend neither on the
optimal rigid body superimposition nor on a tolerance parameter,
although it depends on the parameter used to define contacts, i.e.,
interatomic interactions in the native structure. Most of the results
presented here are obtained with the overlap as similarity score.
In order to remove the dependence on protein length for
unrelated proteins, we normalized the PSI and the overlap as in
Eq. (8). The parameters used in this expression were determined
by fitting mean and standard deviation of the similarity of
unrelated structures with respect to the length used to normalize
the PSI, using either Gaussian statistics Eq. (9), or extreme value
statistics, Eq. (10), as in the original Mammoth paper.
The best similarity score was selected based on the value of
transitivity violations and the clustering coefficient evaluated up to
the automatic cross-over point (see Methods). Using these criteria,
the best score was the contact overlap (see Figure S1).
The normalization with respect to domain size did not modify
the clustering coefficient considerably. However, measures that
omit the normalization yield much lower agreement with expert
classifications, and their cross-over points are rather distinct,
whereas all the normalized scores have almost the same cross-over
points. Therefore, normalized scores were used as the standard.
3. As clustering method, we considered average linkage
(AL), single linkage (SL) and complete linkage (CL). We also used
the neighbour joining algorithm (NJ), finding results very similar to
those with average linkage (data not shown). For this comparison,
we did not use the clustering coefficient, since it does not depend
on the clustering algorithm.
The plot of transitivity violations for the three algorithms is
shown as Figure S2, plot A. Not surprisingly, we found the best
results with the average linkage algorithm, which can be
interpreted as an algorithm trying to minimize the combination
of oversplitting and overunification transitivity violations. The
complete linkage only minimizes overunification errors, since it
separates all structures that are below the similarity threshold. Its
transitivity violations are only slightly larger than for the average
linkage, but its weighted kappa is much smaller. The single linkage
only minimizes oversplitting errors, since it joins all pairs above the
similarity threshold. Correspondingly, it generates larger clusters.
Its transitivity error is much larger than for complete and average
linkage.
Remarkably, single linkage clustering agrees much better than
average linkage with the CATH classification at topology (fold)
Table 1. Robustness of the automatic classification.
Set Ali Score Norm Cl. Al. N.Clu. Clus.co. T.V. WKSS WKSF WKCS WKCF
SCOP 2890 MM Cont. Gauss AL 779 0.90 0.072 0.54 0.69 0.58 0.32
SCOP 2890 MM TM No AL 740 0.87 0.101 0.59 0.60 0.55 0.22
SCOP 2890 MM PSI4-p EV AL 768 0.88 0.088 0.51 0.57 0.51 0.24
SCOP 2890 MM PSI6-p EV AL 855 0.87 0.113 0.54 0.58 0.52 0.27
SCOP 2890 MM PSI4-t EV AL 788 0.88 0.084 0.49 0.60 0.48 0.26
SCOP 2890 MM Cont. No AL 883 0.88 0.069 0.57 0.50 0.53 0.27
SCOP 2890 MP Cont. No AL 950 0.86 0.070 0.51 0.54 0.53 0.23
SCOP 2890 MP PSI4-p EV AL 797 0.77 0.089 0.47 0.44 0.49 0.19
SCOP 2890 MP PSI4-t EV AL 758 0.88 0.085 0.51 0.54 0.51 0.25
SCOP 2890 MM Cont. Gauss SL 876 0.90 0.167 0.24 0.48 0.54 0.69
SCOP 2890 MM Cont. Gauss CL 730 0.90 0.080 0.26 0.47 0.43 0.10
CATH 2890 MM Cont. Gauss AL 776 0.90 0.079 0.50 0.71 0.54 0.36
SCOP 5041 MM Cont. Gauss AL 1353 0.92 0.063 0.61 0.52 - -
CATH 7073 MM Cont. Gauss AL 2287 0.91 0.068 - - 0.51 0.14
The qualitative features of the classification at the cross-over point are robust with respect to different methodological choices. First column, set of domains at less than
40 percent sequence identity: either 2890 domains from SCOP, or the corresponding 2890 domains from CATH, or 5041 domains from SCOP, or 7073 domains from
CATH. The number of superfamilies and folds is, respectively: SCOP 2890: 779, 466; CATH 2890: 873, 473; SCOP 5041: 1094, 660; CATH 7073: 995, 1852. 2nd column,
alignment algorithm: either the multiple structure alignment algorithm MAMMOTH multiple (MM) or its pairwise version (MP), faster but much less accurate. 3rd
column, similarity measures: either Contact Overlap (Cont.) or TM score (TM) or percentage of structure identity (PSI). This can have a tolerance of either 4A˚ or 6A˚ , and it
can be normalized either with respect the length of the shortest domain, PSI partial (PSI-p), or with respect to the geometric average, PSI total (PSI-t). 4th column,
normalization with respect to length: either none, or Gaussian statistics (Gauss) or extreme value statistics (EV) 5th column, clustering algorithms: either average linkage
(AL), or single linkage (SL) or complete linkage (CL). The results presented are the following. Number of clusters at the cross-over point (6th column), clustering
coefficient averaged until the cross-over similarity (7th column), mean transitivity violations(8th column) and weighted kappa with respect to SCOP superfamilies (9th
column), SCOP folds (10th column), CATH superfamilies (11th column) and CATH topologies (12th column), The first line in bold face refers to the selected choices, used
in the presented results. In the following lines we evidence in bold face the variables that have changed with respect to the reference.
doi:10.1371/journal.pcbi.1000331.t001
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level. This is not surprising, since CATH uses single linkage
clustering, but it is an interesting observation, since it illustrate that
one basic difference between CATH and SCOP arises from their
reliance on different clustering procedures. However, superfamilies
agree much better with the average linkage classification for both
CATH and SCOP. More important, the transitivity violation is an
intrinsic criterion, not based on any reference classification, which
clearly favors the average linkage algorithm (see also the
Discussion).
4. As domain set, we used the consensus domains (2890
domains), the ASTRAL40 set of domains corresponding to SCOP
release 1.63 (5041 domains), and the set of non-redundant
domains at the 35 percent sequence identity threshold corre-
sponding to CATH release 3.1.1 (7073 domains).
The number of domains per fold as defined by SCOP (1.67,
2.05) and CATH (1.64, 2.30) increases with the size of the set, as
we would expect from the fact that the cluster size is power law
distributed, so that smaller samples are more likely to have smaller
averages. The same happens at the level of superfamily. In
contrast, the number of domains per cluster does not increase for
larger samples, being 3.71 and 3.73 for SCOP domains and 3.71
and 3.09 for CATH domains. This indicates that our method
tends to stop the clustering process relatively earlier for larger
samples. In fact, larger samples are more likely to contain proteins
that evidence transitivity violations. The plots of transitivity
violations are qualitatively very similar, and are represented in
Figure S2, plot B.
Length Differences
At each clustering step, we measure the difference between the
average domain length of the two joined clusters A and B,
Length difference~
P
a[A L að Þ
nA
{
P
b[B L bð Þ
nB

 ð3Þ
One can see from Figure 2 that the length difference is
significantly larger after the cross-over point when transitivity
violations increase faster. This observation is consistent with the
intepretation that the regime of large transitivity violations takes
place when the joined clusters are more likely to share only partial
substructures. This behavior of the length difference is very robust
with respect to changes in the clustering algorithm, similarity
score, or set of domains.
Statistics of the Cluster Size
At the cross-over point, we find a broad distribution of the
number of domains per cluster, with power-law probability
density, p nð Þ&n{2:4+0:1. This result agrees with the distribution
of the number of proteins predicted to belong to specific folds in
various genomes, which follow power-laws [43] with exponents
between 2.5 and 4.0, approaching 2.5 for large genomes [44]. It
also agrees very well with the automatic clustering by Dokholyan
et al. [45], who found an exponent of 2.5 using as similarity
measure the Dali score [9], with single linkage clustering and
threshold derived from the statistical analysis of the domain
similarity network. We also measured the cluster size distribution
in the SCOP classification with 40 percent sequence similarity
threshold to reduce redundancy, finding p nð Þ&n{2:1+0:3 for folds
and p nð Þ&n{2:0+0:1 for superfamilies.
Therefore, the exponent of the distribution of the number of
domains per cluster agrees reasonably between the SCOP and the
automatic classification. Nevertheless, this agreement is not an
evidence of the consistency between classifications, since the same
size distribution can be found also for clusters obtained from
random networks with the same statistical properties [45].
Comparison of Automatic and Expert Classifications
Weighted kappa. We compared the automatic classification
with SCOP and CATH measuring their weighted kappa, which is
plotted in Figure 3 versus the step of the average linkage. At first
kappa increases steadily, since most joined domains belong to the
same superfamily or fold, then it reaches a plateau and it decreases
steeply when most of the joined domains belong to different folds
or superamilies. The maximum of kappa is reached earlier, i.e., at
larger number of clusters, for superfamilies than for folds, as
expected since there are more superfamilies than folds. The
maximum kappa for folds is larger than for superfamilies, which
seem at first sight surprising, since structural similarity is on the
average larger within a superfamily than within a fold. However,
kappa can be decomposed into the contributions of related and
unrelated pairs, with weights proportional to the number of related
and unrelated pairs, respectively, see Eq. (20). For folds, the ratio
of related to unrelated pairs, and consequently the weight of
related pairs, is larger than for superfamilies. Therefore, kappa will
be larger when all domains in the same fold are joined than when
all domains in the same superfamily are joined.
The cross over point is located before the maximum weighted
kappa for folds, indicating that many clustering steps that join
clusters containing domains in the same fold imply large
transitivity violations. This suggests that these fold relationships
are more compatible with a network than with a classification. The
difference between the automatic classification and the classifica-
tion at the step where the kappa for folds is maximum becomes
larger when more domains are added to the set, which makes it
more likely to find transitivity violations that prevents clusters from
being joined.
These results are robust with respect to the different choices
mentioned above. In the following, we analyze in more detail the
instances of disagreement between the automatic and the expert
classifications.
Splitting of SCOP and CATH superfamilies. At the cross-
over point, the great majority of the clusters only contain domains
Figure 2. Difference between the mean lengths of the two
joined clusters, Eq. (3), versus the average linkage step. The
cross-over of transitivity violations is depicted as a vertical line. One can
see that length differences are significantly larger after the cross-over.
To improve the representation, we performed running averages with
window size of 30 steps.
doi:10.1371/journal.pcbi.1000331.g002
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in the same SCOP or CATH superfamily. Their number is 632 for
CATH superfamilies, 664 for SCOP superfamilies, and 673 over
779 (more than 86 percent) for either SCOP or CATH
superfamilies (see Table 2).
Several superfamilies are splitted in various clusters of the
automatic classification. This is one of the most common
disagreement between the automatic and the expert classifications.
This is however not surprising, since it is well known that
evolutionarily related proteins may diverge structurally. The
number of splitted superfamilies is 115 over 779 (almost 15%)
for SCOP and 87 over 885 (less than 10%) for CATH, which splits
several superfamilies that are unique in SCOP.
To analyse these splittings, we measured the distribution of
structure similarity between each pair of domains in the same
SCOP superfamily, distinguishing split superfamilies from super-
families contained in just one cluster of the automatic classifica-
tion. The two distributions are shown in Figure 4A. Similarities in
split superfamilies show a bimodal distribution, with one peak at
low similarity corresponding to pairs of domains belonging to
different clusters and one peak at high similarity corresponding to
pairs in the same cluster. This indicates that the splitting is not an
artifact of the method, but it reflects a significant difference
between split and unsplit superfamilies.
For some cases, the difference between domains in the same
superfamily appears to be due to large insertions or deletions of
secondary structures, which may produce fold changes in protein
evolution [32,33,36]. In fact, we measured the difference in length
between proteins in the same superfamily, distinguishing split and
unsplit superfamilies. The median size difference is 41 residues for
splitted superfamilies, as compared with 22 residues for unsplitted
ones. One such example of split superfamilies is shown in
Table 2. Detailed comparison between automatic and expert
classifications.
Reference
classification Num. clust. Homogeneity
Joining
probability
SCOP SF 779 85.2 68.0
CATH SF 885 81.1 66.4
SCOP or CATH SF - 86.3 69.1
SCOP folds 466 92.0 44.5
CATH folds 473 91.4 10.7
SCOP or CATH folds - 95.4 45.0
First column: reference classification. Second column: Number of clusters in the
reference classification. Third column: Percentage of the 779 clusters in the
automatic classification that are pure with respect to the reference classification
(in case of CATH or SCOP, it is the fraction of clusters that are pure with respect
to either CATH or SCOP). Fourth column: Percentage of the pairs joined in the
reference classification that are joined in the automatic classification. In the case
of folds, only pairs in different superfamilies are counted.
doi:10.1371/journal.pcbi.1000331.t002
Figure 4. Distributions of intra-superfamily and intra-cluster similarity scores. (A) Distribution of the normalized total similarity score,
Eq. (6) and (8), for domain pairs in the same superfamily. The grey bars are obtained for superfamilies that are not split, whereas the white bars are
obtained for splitted superfamilies. One can see that splitted superfamilies present a bimodal distribution, with a peak with very small structure
similarity. (B) Distribution of the mean intracluster similarity in the automatic classification, Eq. (11). The white bars are obtained for domains in
clusters that contain only proteins of the same SCOP fold. The orange bars are obtained for minority domains in clusters containing domains that are
mostly of a different SCOP fold.
doi:10.1371/journal.pcbi.1000331.g004
Figure 3. Weighted kappa measuring the agreement the
average linkage classifications with step represented in the
horizontal axis and SCOP and CATH superfamilies and folds.
Notice that the cross-over point, depicted as a vertical line, lies between
the maximum agreement with superfamilies and the maximum
agreement with folds.
doi:10.1371/journal.pcbi.1000331.g003
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Figure 5A, showing domains 1c7ka_ and 1e1h.1, both from the
SCOP superfamily of metalloproteases (55486). The first domain
has 132 residues, and it is automatically classified in a cluster of 5
domains from the same superfamily with average length 163. The
second domain has 399 residues and it is not joined with any other
domain. Only three of the five beta strands in the main sheet of the
large domain superimpose with the corresponding strands in the
small domain. The large domain has several additional beta
strands and alpha helices. CATH also separates the two domains.
It includes the cluster containing 1c7ka_ in the superfamily
collagenase, and the domain that we separate in the superfamily
metalloproteases.
Another example is the superfamily lambda repressor-like
DNA-binding domains (47413). We separate this superfamily in
two clusters, one containing the domains with ASTRAL id.
1lmb3_ and 1r69__ and another one containing domain 1d1la_.
This is consistent with the CATH classification, which separates
them in two different topologies, and even two different secondary
structure classes (all alpha and alpha+beta). Domains 1lmb3_ and
1d1la_ constitute possibly a very interesting example of evolu-
tionary secondary structure switch between proteins that could be
demonstrated to be homologues [34,35]. Placing both structures in
the same fold puts in shadow this very interesting example of
divergent structure evolution.
A number of splittings is due to the limited ability of the
similarity score to assign significant similarity to short proteins In
fact, the average overlap or PSI of unrelated structures is larger for
short proteins, and therefore a larger overlap or PSI is required to
judge it as significant (see Eq. (8)). As a consequence, there is a bias
to split superfamilies with small domains: The mean length of
splitted superfamilies is 165 residues versus 180 residues for
superfamilies that are not splitted. We show one such example in
Figure 6, which represents three short domains of the homeodo-
main-like superfamily that would be joined at a similarity value
Figure 5. Examples of splitted SCOP superfamilies with large structural changes. Above: Two domains classified in SCOP in the
metalloproteases superfamily, but splitted in CATH. Their codes are 1c7ka_ (A) and 1e1h.1 (B), with lengths of 132 and 399 residues respectively. Most
of the secondary structure elements in the long protein are not matched in the short one. Below: Lambda repressor-like DNA-binding domains
1lmb3_ and 1r69__ (C) and 1d1la_ (D), which represent a well studied example of possible secondary structure switch in evolution.
doi:10.1371/journal.pcbi.1000331.g005
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slightly below the cross-over (at Z-score 6.1). A possible solution
would be to modify the score so that the similarity does not depend
on chain length neither for closely related nor for unrelated
proteins. We will study such a modification in following work.
Fold unification. The automatic classification disagrees with
CATH or SCOP when two domains in the same cluster belong to
different folds. This kind of disagreement is rather rare. Only 142
domains over 2890, i.e., less than 5 percent, are contained in
clusters where the majority of domains is from another SCOP fold,
and they are distributed in only 63 clusters, so that 92 percent of
the clusters contains only domains from the same fold. Similarly,
124 CATH domains over 2890 are minority domains, distributed
in 67 clusters. However, these do not coincide with the 62
homogeneous clusters according to SCOP. Only 36 clusters (less
than 5 percent) are not homogeneous according to both SCOP
and CATH, indicating a very high agreement in cluster
composition with the expert classifications (see Table 2).
For analyzing these disagreements, we computed the mean
similarity score of each domain with the other domains in the same
cluster, distinguishing domains in homogeneous clusters from
minority domains in clusters with a majority of domains of a
different fold. As one can see in Figure 4B, the two distributions
overlap quite considerably, but their median values are signif-
icantly different, which means that it may be possible to distinguish
some minority domains and ‘‘clean’’ some clusters from them.
This possible refinement of the clustering will be studied
elsewhere.
Some examples of fold unification are represented in Figure 7.
One such case involves SCOP folds Tim Beta/Alpha Barrel
(51350) and 7-stranded beta/alpha barrel (51988). They corre-
spond to two distinct CATH topologies with the same names as in
SCOP. However, the distribution of domains in the two folds is
not the same in SCOP and CATH. We split these two folds into
seven clusters. Four clusters are pure for both SCOP and CATH,
which agree in classifying them as TIM barrels, two clusters only
contain 7-stranded barrels according to SCOP but all domains but
one are classified as TIM barrels in CATH, and the last cluster
contains, together with 12 TIM barrel domains, one domain,
1m65a_ that is considered 7-stranded in SCOP and TIM barrel in
CATH. Visual inspection supports the 7-stranded classification, in
agreement with SCOP, but the structure similarity inside the
cluster is very high.
In another example, the automatic classification joins domains
from the SCOP folds Spectrin repeat-like (46965, corresponding
to CATH topology 12058) and STAT-like (47654, corresponding
to CATH topology 1201050) in three different clusters. However
CATH classifies domain 1lvfa_, which is STAT-like according to
SCOP, in the Spectrin repeat-like fold, while a paper of the SCOP
team reports that the SCOP release 1.53 changed the classification
of domain 1br0 from spectrin repeat to STAT-like, showing that
even experts can confound these two folds [46]. Visual inspection
shows that the domains that we unify are indeed very similar.
The third example corresponds to two domains from SCOP
folds PIN domain-like (PDB code 1o4wa_) and Adenine
Nucleotide alpha Hydrolase-like (PDB 1jmva_), which are
automatically classified in the same cluster. Besides a very high
structure similarity, these folds have an almost identical description
in the SCOP database (beta-sheet of 5 strands, order 32145).
Splitting of folds. Another possible disagreement happens
when superfamilies that are joined together in the same SCOP fold
or CATH topology are splitted in different clusters. This is very
frequent: 55.5 percent of the domain pairs in the same SCOP fold
but distinct superfamilies are separated. For CATH, this
percentage raises to 89.2%. This is not likely to be an artifact of
the automatic classification, since the automatic classification
agrees with SCOP or CATH at the fold level better than they
agree with each other, as discussed in next section. The transitivity
analysis suggests that this happens because SCOP and CATH join
superfamilies into folds at a similarity level for which transitivity
violations are rather large, so that clustering is not justified and
unique. At this similarity level different clustering algorithms yield
radically different classifications. In contrast, the pairs of domains
of the same superfamily that are separated in the automatic
classification is significantly smaller, 32% for SCOP and 34% for
CATH.
Analysis of Expert Classifications
Comparison between SCOP and CATH. The expert
classification schemes CATH and SCOP split proteins into
domains differently. Domains in the CATH classification are
typically smaller than those in the SCOP classification, with an
average of 155 residues compared to 179 residues for SCOP
domains (the standard deviations are 88 and 120 respectively).
Comparison with a set of expert curated domain decompositions
[47] shows that SCOP undercuts domains, whereas CATH
decompositions are usually in good agreement with experts [48].
We used here 2890 domains similarly defined in both SCOP and
CATH. For this consensus set, we measured the agreement
between the SCOP and the CATH classification through the
weighted kappa (see Methods). The values found are reported in
Table 3, where the automatic classification is also shown for
comparison.
There is rather good agreement, k~0:84, between CATH and
SCOP at superfamily level. The 779 SCOP superfamilies become
885 with CATH (almost 14 percent more), but CATH
superfamilies are larger, so that 26320 pairs of domains are in
the same CATH superfamily versus 22937 for SCOP, of which 90
percent (i.e., 20695) are common.
The agreement with the average linkage clustering is signifi-
cantly weaker. Around 68 percent and 66 percent of pairs in the
same SCOP and CATH superfamily are in the same automatic
cluster, since many superfamilies are split in the automatic
classification.
Figure 6. Three small domains of the Homeodomain-like
superfamily, with PDB codes 1bl0a1, 1bl0a2 and 1d5ya2 are
splitted in two clusters despite very high similarity. These
clusters would be joined with S~6:1, short after the cross-over. This is
an example of the limitation of the similarity measure in recognizing
significant similarity when dealing with small structures.
doi:10.1371/journal.pcbi.1000331.g006
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In contrast, the agreement between CATH and SCOP at fold
level is much poorer, with k~0:48. This suggests that the fold is
more subjectively defined than the superfamily. The disagreement
comes mainly from the fact that CATH joins many more pairs
than SCOP at fold level: there are 3.9 times as many pairs
classified as same fold and different superfamily by CATH than by
SCOP (137608 versus 35428). More than 94 percent of the
domain pairs defined by SCOP in the same fold are joined by
CATH, but these commonly joined pairs represent only one third
of the pairs in the same CATH topology.
Interestingly, at the fold level the similarity based clustering
agrees with the two manual classifications better than they agree
with each other, with maximum agreement k~0:79 and k~0:63
for SCOP and CATH, respectively. At the cross-over point, the
agreement between the automatic classification and SCOP is
k~0:69, much larger than with CATH k~0:32ð Þ.
If we perform the clustering using single linkage instead of
average linkage, the agreement between the automatic clustering
and CATH becomes much better (k~0:80 at the maximum and
k~0:74 at the stop point), whereas the agreement with SCOP
becomes much poorer. Indeed, CATH uses single linkage
clustering, i.e., a new domain is joined to the cluster containing
the most similar domain if similarity is above a threshold. This
explains why CATH joins more pairs of domains than SCOP at
the topology level.
If we compare the average linkage with the single linkage
clustering as a function of the clustering step, we find that the
single linkage joins many more pairs than the average linkage for
the same number of clusters, as expected from the fact that it does
not penalize the overunification. The weighted kappa between the
two algorithms decreases as the clustering proceeds, as shown in
Supporting Figure S3. The disagreement between the two
classifications is already important before the cross-over point.
These findings shed light on the comparison between CATH
and SCOP. Despite their good agreement at the level of
superfamily, CATH and SCOP use different criteria for clustering
Figure 7. Examples of fold unifications. (A) Domain 1o4wa_ from SCOP fold PIN domain-like and domain 1jmva_ from fold Adenine Nucleotide
alpha Hydrolase-like. They have a nearly identical description in the SCOP database in terms of secondary structure elements. (B) The 7-stranded
barrel with code 1m65a_ is unified to a cluster with 12 TIM barrel, one representative of which, with code 1j6oa_, is shown for comparison. (C)
Unification of two domains from the SCOP folds STAT-like (PDB 1lvfa) and spectrin repeat-like (PDB 2e2aa).
doi:10.1371/journal.pcbi.1000331.g007
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superfamilies. They would nevertheless agree better if the
clustering would be stopped at large similarity, where transitivity
is approximately fulfilled. Therefore, the discrepancy between
CATH and SCOP at fold level has two roots (besides the different
in domain decompositions): (1) They use different clustering
methods, a procedure effectively similar to average linkage for
SCOP and single linkage for CATH. which yields a much larger
number of pairs classified as the same fold, despite the number of
folds is practically the same. (2) They push the clustering up to a
low similarity level at which the two clustering methods diverge
considerably.
Classification criteria may vary with time. Another
possible source of subjectivity in the definition of the fold is the
amount of biological knowledge that the expert curators use. To
test the influence of this factor, we analyzed how SCOP folds and
superfamilies changed through time. We labelled the age of a
SCOP fold or superfamily through its SCOP index. Since the
SCOP index depends on the secondary structure class, we
normalized separately the index for different secondary structure
classes, so that a value of 1 means that the index lies within the first
10% of its class and so on. We measured the mean similarity score
for pairs of proteins in the same fold or superfamily. The
MAMMOTH similarity score of related domains depends on their
length. For superfamilies, we find that the average score depends
on the average length of the superfamily, L, as S&L0:586. Since
the folds and superfamilies with index in the 7th and 8th interval
are characterized by much longer domains (the average length is
270, compared with average lengths between 131 and 188 for all
other intervals), we normalized the MAMMOTH similarity score
dividing it by L0:586, where L is the average length in the cluster.
One can see from Figure 8 that folds classified since longer time
(smaller index) tend to be structurally more diverse. They also
contain more domains and more superfamilies (data not shown).
There are two possible interpretations of these findings. It is
possible that some folds are intrinsically more diverse, and that
they are more likely to be discovered and studied first, since they
contain a larger number of proteins. But it is also possible that the
greater biological knowledge available for older folds makes it
easier to classify domains in these folds even in the absence of a
large structure similarity.
To distinguish between these two interpretations, we measured
structure similarity within superfamilies, see Figure 8. Similar as
for folds, older superfamilies contain more domains than the more
recent ones (11.662.2 for the most ancient and 4.160.9 for the
most recent index interval), but they are not more structurally
diverse. This suggests that: (1) Ancient folds are structurally more
diverse because they join superfamilies that are more diverse
between each other but not within each other. Consistently,
ancient folds contain more superfamilies: 3.760.8 for folds with
the most ancient labels, less than 1.960.3 for SCOP labels above
the third interval; (2) When there is sequence information to guide
the classification, as in the case of superfamilies, the structural
diversity remains stable with time, and it does not depend on the
size of the superfamily, whereas it changes with time in the case of
folds, for which no sequence information is used. This may suggest
the existence of a bias to join new superfamilies to a fold known
since long time even if the structure similarity is small.
Summarizing, the structure similarity within SCOP superfam-
ilies remained stable through time, whereas the similarity of
superfamilies classified into the same fold tends to be lower for
ancient folds.
Beyond the Classification: Protein Similarity Network
The cross-over point of transitivity violations determines an
intrinsic threshold beyond which protein similarity is better
represented as a network rather than as a tree. Protein similarities
have been previously represented as a network by other authors.
Dokholyan et al. [45] generated the protein domain universe
graph using as similarity measure the Z score of the structure
alignment program Dali [9]. They found out that, for proper
thresholds, the network is scale-free, i.e., the number of links per
node is power-law distributed. Performing single linkage clustering
over this network, they obtained clusters whose size distribution is
also a power-law, reminiscent of the distribution of protein
domains per SCOP fold in a genome [43,44]. Krishnadev et al.
[49] performed a similar study for the similarity graph of protein
Table 3. Comparison of the agreement between different
classifications.
Superfam. Folds
SCOP vs. CATH 0.84 0.48
Automatic (AL) vs. SCOP 0.54 0.69
Automatic (AL) vs. CATH 0.58 0.32
AL (max) vs. SCOP 0.65 0.79
AL (max) vs. CATH 0.64 0.63
Automatic (SL) vs. SCOP 0.24 0.48
Automatic (SL) vs. CATH 0.28 0.70
SL (max) vs. SCOP 0.51 0.67
SL (max) vs. CATH 0.51 0.80
The agreement is evaluated through the weighted kappa parameter, Eq. (19).
The first line compares superfamilies and folds from SCOP and CATH. In the two
following lines, the automatic classification at the stop point obtained with
average linkage (AL) is compared with SCOP and CATH, respectively, at the
levels of superfamilies and folds. The two following lines compare the expert
classifications with the AL classification at the points where their weighted
kappa is maximum. The four last line are the same, but using as clustering
algorithm single linkage (SL), which gives a much stronger agreement with
CATH than with SCOP at the fold level, consistent with the fact that CATH uses
single linkage.
doi:10.1371/journal.pcbi.1000331.t003
Figure 8. Normalized structural similarity score of the program
MAMMOTH (A) and standard deviation of domain length (B)
versus the date of the oldest PDB file included in the SCOP
fold. Older folds appear to be significantly more structurally diverse, as
assessed both through the MAMMOTH score and their length
difference.
doi:10.1371/journal.pcbi.1000331.g008
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chains instead of protein domains. They also found scale-free
behavior at large enough similarity threshold. They used spectral
analysis of the adjacency matrix to partition the graph into
clusters.
In contrast to these previous approaches, the graph presented
here is not a preliminary step for clustering, but it represents the
significant similarity relationships for which clustering is not
justified. These relationships not only allow to recover relation-
ships present in expert classifications, such as splitted superfamilies
and folds, but also allow to treat on the same ground the cross-fold
relationships discussed by several authors, which go beyond expert
classifications.
We construct the similarity network by connecting the clusters
of the automatic classification that have significant structural
similarity. As the similarity threshold is decreased, more and more
clusters are connected. Pairs of clusters containing structures from
a superfamily splitted in the automatic classification get unified in
the network. We measured the probability that a pair of domains is
joined in the network as a function of the similarity threshold,
distinguishing pairs of domains from the same superfamily, from
the same fold, or from different folds. (see Figure 9). Only for
similarities as low as S0&2:5, more than 90% of the domains in
the same superfamily are joined. However, already for similarities
S0v3:5 the majority of the joined domains are from different
folds. A reasonable threshold for significant structure similarity,
mostly corresponding to pairs of different folds, seems to be S0
between 3 and 4. Results presented here are obtained using S0~4
as threshold for significant structure similarity.
A visual representation of such a network is shown in
Figure 10B. One can see that almost all of the structure space is
connected, but there is still some structure appearing. If we use a
higher similarity threshold but still below the cross-over, such as
S0~6, the resulting network contains several linear motifs clearly
expressing transitivity violations, with a connected to b, b to c, c to
d , and so on, but without direct connection between a and c or a
and d. For comparison, we also show in Figure 10A the network
constructed joining clusters at high similarity before the cross-over
point (S0&10) using as threshold the cross-over similarity,
S0~6:78. This network presents many regions with high density
of links, representing clusters that have still to be joined,
In the context of network analysis, the transitive property
studied in this paper is analogous to the clustering coefficient
(see Methods). Clustering coefficient equal one means that the
network is transitive, i.e., if a is connected with b and b is
connected with c, also a is connected with c. The high siilarity
network obtained before the cross-over point has a high
mean clustering coefficient equal to 0.69, which decreases to
0.36 for the network after the cross-over. In general, as one could
expect, the clustering coefficient increases with the similarity
threshold S0 (see Figure S1). However this increase is smooth, so
that we can not use the clustering coefficient to detect the cross-
over point.
Interestingly, the network allows not only to recover similarity
relationships at the superfamily and fold level that are below the
threshold for clustering, but it may also help to discover new
evolutionary or functional relationships that are not contained in
SCOP or CATH. For instance, in a recent paper Xie and Bourne
proposed a new method to detect remote evolutionary relation-
ships based on the structure similarity of the active site [50]. Using
this method, they confirm a previously proposed evolutionary
relationship between SCOP superamily Phosphoenolpyruvate
carboxykinase (PCK) and the P loop containing nucleotide
triphosphate hydrolase (NTH) superfamily. The PCK domain
1ayl_1 used as a seed by Xie and Bourne is joined in the automatic
classification with domains 1knxa2 and 1ko7a2, which are
classified in SCOP in the PCK superfamily but are classified in
CATH in the NTH superfamily. The automatic classification
supports the CATH classification. This cluster has a single
significant structural link, with average similarity S~5:0, with a
cluster containing only domains classified in the NTH superfamily
in both CATH and SCOP, and through this link another step
connects it to many other clusters in the NTH superfamily or in
the NTH fold. The relevant part of the network is represented in
Figure S4, from which it is clear that the structurally consistent
clusters joined in a network give a richer evolutionary information
than a unique fold.
Figure 9. For networks of clusters in the automatic classification joined with the similarity threshold represented in the horizontal
axis, we plot in (A) the fraction of links joining clusters that contain two proteins from the same SCOP superfamily (a), the same
SCOP fold (b), or different folds (c), respectively; in (B) we plot the probability that a link exists for a pair of clusters of type (a), (b),
and (c). In (A), we see that, for S0v3:5, the majority of links are from clusters unrelated in SCOP.
doi:10.1371/journal.pcbi.1000331.g009
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In order to complement structure information with sequence
information, we constructed the network connecting clusters that
have members belonging to the same superfamily. The networks
based on sequence and structure similarity can be accessed at the
url http://ub.cbm.uam.es/research/ProtNet.php
Transitivity violations and protein modularity. To
investigate protein modularity, we studied the triangles that
violate transitivity for a specific threshold S0, in the sense that
S a,bð ÞwS0, S b,cð ÞwS0, but S a,cð ÞvS0. For such triangles, we
tested whether the regions of the intermediate structure b having a
good match with structures a and c are the same or they are
different, by measuring the overlap between these two regions as
Qbca~
min endba,endbcð Þ{max iniba,inibcð Þ
min endba{iniba,endbc{inibcð Þ ð4Þ
where the initial and final residues of the matching regions are
denoted as iniba, endba, inibc and endbc, respectively. The value
Qbca~1 means that all three structures all share the same core
over which they are similar. In contrast, the value Qbca~0 means
that the intermediate structure b shares completely different
fragments with structures a and c. This is the most dangerous case
for clustering algorithms, which can run the risk to join two
structures that do not share any common region. One such
example, with ASTRAL codes d1mt5a_, d1bif_1 and d1b3qa1, is
shown in Figure 11.
The distribution of the fragment overlap Qbca is bimodal, with
peaks at Qbca~1 and Qbca~0 (see Figure 12). However, triangles
with Qbca~0 are very rare for large similarity S0~10, where they
may correspond to errors in domain decompositions, whereas they
become more frequent for similarities below the cross-over point.
Thus, beyond the cross-over point it is likely to find severe
violations of transitivity in which two significant matches ab and bc
fall in two completely different regions of protein b, consistent with
the idea that transitivity violations and the consequent continuity
of protein structure space stem from the modularity of proteins.
These significant and disjoint partial matches offer a way to
operatively define substructures below the domain level. A more
detailed study of substructures based on their recurrence will be
presented elsewhere.
Discussion
Transitivity Violations
As for all problems for which hierarchical clustering algorithms
are applied, for clustering protein structures it is of key importance
to determine up to which point the clustering is justified. We
propose to test the internal consistency of a clustering method
based on a similarity measure by testing the transitive property,
which requires that whenever a is similar to b and b is similar to c,
then a must be similar to c. Only if the transitive property holds a
hierarchical classification can be unambiguously built. If the
transitive property is violated for an extensive number of triangles,
hierarchical clustering is frustrated [38], and we expect that there
is a very large number of unrelated and almost optimal
classifications, in each of which a similar number of similarity
relationships are violated. We proposed here Eq. (1) to quantify the
violations of transitivity of a group of three elements, and Eq. (2) to
quantify the violation of transitivity when two clusters are joined.
Transitivity violations as defined here occur either when a pair
of domains is joined below the similarity threshold, or when a pair
is separated above the same threshold. Another definition,
common in the context of sequence comparisons, considers that
transitivity is violated only when pairs are separated above
threshold. This definition is motivated by the fact that significant
sequence similarity demonstrates almost certainly an evolutionary
relationship, whereas the lack of similarity does not exclude it.
With this definition, the single linkage algorithm does not produce
any transitivity violation, since it joins all pairs above threshold. In
fact, the term transitivity is often used as a synonymous of single
linkage clustering.
Nevertheless, several reasons make the definition of transitivity
adopted here more suitable in the context of structure classifica-
tion. The first reason also applies to sequence comparisons, and it
is based on protein modularity. If a domain b is made of two
fragments A and C, with A similar to domain a and C similar to
domain c, single linkage will infer a non existing relationship
between a and c. Indeed, for applying single linkage clustering to
the triangle abc, one has to check whether the fragment overlap
Qbca, Eq. (4), is also significant. Secondly, single linkage joins many
structures that are not significantly similar, producing clusters that
are not structurally consistent. These clusters may lack a common
core, as it is often found applying multiple structure alignment
algorithms to SCOP and even more CATH superfamilies. For the
goal of modelling, it may not be convenient to join structurally
dissimilar domains in the same fold, since this would increase the
likelihood of selecting wrong templates. The study of structure
evolution is made more difficult when structural variation is
hidden inside a very diverse cluster, whereas well defined
clusters connected by links expressing evolutionary relationships
may represent a better framework for the study of structure
divergence.
Figure 10. Networks of protein clusters similarities. (A) High similarity clusters (S~10) linked using as a threshold the cross-over similarity,
S0~6:78. (B) Cross-over clusters (S~6:78) linked below the high transitivity regime, up to S0~4.
doi:10.1371/journal.pcbi.1000331.g010
Can Protein Folds Be Objectively Classified?
PLoS Computational Biology | www.ploscompbiol.org 13 March 2009 | Volume 5 | Issue 3 | e1000331
Article [PROT-1] 103
Cross-Over from Discrete Sets to Continuous Space
We have observed that the transitivity violations grow while the
clustering algorithm joins protein domains into clusters. Interest-
ingly, in all instances that we studied we have found a cross-over
between two regimes of slow and fast increase of transitivity
violations.
1. At high similarity, transitivity violations grow slowly as the
clustering algorithm proceeds, and domain size does not vary
very much within a cluster. Clusters in this regime mostly
correspond to subsets of SCOP superfamilies. Therefore, most
domains in the same cluster are related through gene
duplication and subsequent divergence, which justifies to
classify related domains on a tree.
2. At low similarity, transitivity violations grow rapidly as the
clustering algorithm proceeds, and domains in the same cluster
differ substantially in size. Many pairs in the same cluster are
related through partial substructures.
We propose that the cross-over in transitivity violations is an
intrinsic point to stop the automatic classification. Lower similarity
relationships should be represented as a network rather than a
tree.
Influence of the Methodology
The method that we presented requires several arbitrary
choices. In order to test its robustness, and the influence of the
parameters, we have studied at least two alternatives for each of
these choices. Qualitatively similar results were obtained for
several similarity scores computed on two different alignments
obtained with a local and a global version of the MAMMOTH
algorithm. Both alignment algorithms were developed at our
group. We did not test whether alignments obtained with
algorithms developed by other groups, such as DALI, yield
different conclusions, as they might do.
In all cases that we tested, we have observed a cross-over in
transitivity violations, finding that most of the clusters at the cross-
over point correspond to subsets of SCOP or CATH superfam-
ilies. However, the exact location of the cross-over point and the
quality of the clustering, as assessed through the clustering
coefficient and through the mean value of the transitivity
violations, varies for different choices.
Although we do not aim at reproducing SCOP or CATH,
which we believe is impossible, we recognize that these expert
classifications have important merits. It is therefore noteworthy
that the highest clustering coefficients and lowest transitivity
violations tend to be associated with scores that are better
compatible with SCOP or CATH classifications.
The first important choice is the structure alignment algorithm.
Computationally, structure alignment is an NP-complete problem,
and even if it were exactly solved different algorithms would differ,
since they optimize different scores. We used two versions of the
algorithm MAMMOTH that are quite different, since one
optimizes local superimmposition of heptamers whereas the
second one, MAMMOTH-mult, otpimizes the global structure
superimposition, achieving alignments with better PSI and contact
overlap. Despite this important difference, the results obtained
with the two methods are rather similar.
The similarity measure used is probably the most relevant
choice, and we tried several of them. We obtained better results
with the contact overlap than with measures that score the optimal
spatial superimposition of the two structures, which are used in the
standard MAMMOTH score. We conjecture that the contact
overlap is a better measure than the PSI for clustering protein
structures because of three reasons: (1) It does not assume that
there is an optimal rigid body superimposition between the two
structures. In doing so, it implicitly allows for flexible superimpo-
sitions, which might be better suited for detecting evolutionary
relationships [51–54]. (2) It weights the residues in the core of the
protein more than loop residues, since the former have a larger
number of contacts. (3) The parameter it depends on, i.e., the
threshold at which two residues are considered in contact, has a
physical meaning in terms of interatomic interactions, and it is
therefore less arbitrary than the tolerance parameter of the PSI,
Figure 11. Example of three domains that violate transitivity
with Q~0. They are joined after the cross-over point in the network
built using similarity threshold S0~5. The ASTRAL codes are d1mt5a_
(a), d1bif_1 (b) and 1b3qa1 (c). The bigger domain d1mt5a_ (red) links
in the network the two smaller domains, which deviate considerably
from each other as they don’t share any significant part of structure
between them. It holds S a,bð Þ~5:75 (red and blue), S a,cð Þ~5:95 (red
and green) and S b,cð Þ~2:8 (blue and green), which violates transitivity.
doi:10.1371/journal.pcbi.1000331.g011
Figure 12. For networks defined through the condition
S a,bð ÞwS0, with S0~10 and S0~4, respectively, and for all
triangles that violate the transitive property, i.e., S a,bð ÞwS0,
S b,cð ÞwS0 and S a,cð ÞvS0, we measured the overlap Qabc
between the two relevant matches of the intermediate
structure b, Eq. (4). The peaks of the distribution at Q~0 and
Q~1 correspond to matches over completely different and exactly the
same region of protein b, respectively.
doi:10.1371/journal.pcbi.1000331.g012
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i.e., the threshold below which two residues are considered to be
superimposed.
Similarity scores based on structure superimposition typically
need a tolerance threshold to decide whether two residues
superimpose. We tested the TM score [42], which uses a length
dependent threshold that makes this score almost independent of
the size of the aligned proteins. The results obtained with this score
are very similar to those obtained with the contact overlap. In
contrast, the percentage of structure identity (PSI) adopts a fixed
tolerance threshold, usually chosen as 4A˚ . To study the effect of
this parameter, we repeated our numerical experiments with a
more tolerant threshold of 6A˚ . Not surprisingly, the more tolerant
similarity measure makes the space more continuous, decreasing
the clustering coefficient and increasing the transitivity violations.
Therefore, the cross-over from the discrete to the continuous
regime occurs at higher similarity, which means that protein
domains are splitted into a larger number of clusters. In this case as
well, the cross-over is clear and the clusters at the cross-over are
mainly subsets of superfamilies.
All measures, except the TM score, must be normalized in order
to make them independent of the length of the aligned proteins.
We implemented this through a length dependent Z score, as in
the original MAMMOTH score. The drawback of the Z score is
that not only it makes the similarity of unrelated proteins almost
independent of length, but at the same time it reduces the
similarity of related proteins with short length. In this way, the
similarity of related proteins depend on their length and not on
their evolutionary divergence, which makes the Z score an
unsuitable measure for evolutionary analysis. This drawback does
not occurr with the TM score, although this does not necessarily
imply that it is a suitable measure for evolutionary analysis.
Last, we have to decide which clustering algorithm we use. If we
adopt the definition of transitivity proposed in the present work,
the average linkage algorithm has to be preferred over both single
linkage and complete linkage. In fact, average linkage reduces the
combination of splitting and overunification errors, whereas single
linkage only eliminates splitting errors, since it joins all pairs above
the similarity threshold, and the complete linkage eliminates
overunification errors, since it separates all structures that are
below the similarity threshold. Interestingly, from our analysis it
turns out that the main difference between SCOP and CATH is
that the latter uses single linkage, while the former uses some
procedure effectively similar to average linkage.
As a last remark, we note that there is some analogy between
our method, which uses transitivity violations to detect the point at
which hierarchical clustering is not justified, and the bootstrap
method that scores the significance of each cluster in a tree.
Nevertheless, there are also important differences. Besides the fact
that bootstrap is computationally much more cumbersome than
our method, for obtaining a classification with the bootstrap
method we would have to fix a threshold bootstrap probability to
accept one cluster, whereas the cross-over that we obtain with our
method arises in a natural way without fixing an arbitrary
threshold.
Perspectives for the Automatic Classification of Proteins
The existence of two regimes of transitivity violations, and the
fact that the automatic classification at the cross-over point mostly
consists of sets of SCOP or CATH superfamilies are the main
results of this work. They are robust with respect to changes in the
clustering algorithm, the similarity measure, the set of protein
domains that we automatically classify, and the accuracy of the
alignment algorithm. These results suggest that it is possible to
automatically and objectively define an equivalence class for
protein domains up to the similarity corresponding to the cross-
over point.
Clusters in the automatic classification are structurally more
consistent than SCOP folds or CATH topologies, mainly because
of two reasons. (1) In the automatic classification, almost 15
percent of superfamilies are split into structurally divergent
clusters, indicating that there can be important structural changes
in protein evolution [32,33,36]. Interestingly, domains in split
superfamilies tend to have larger size difference between each
other, suggesting that insertions and deletions play an important
role for structural divergence, consistent with recent analysis
[55,56]. (2) Only 44 percent of the pairs of domains in different
SCOP superfamilies and the same SCOP fold are joined in the
automatic classification. This percentage becomes much smaller
for CATH (less than 11 percent), whereas 68 and 66 percent of the
pairs in the same SCOP or CATH superfamily are joined in the
automatic classification The similarity between most of the pairs
that are not joined is significant, but it is at the level where
transitivity violations are large and a network fits the data better
than a classification. Our analysis thus suggests that CATH and
SCOP classify proteins up to similarities that are below the cross-
over of transitivity violations. The same is possibly true for the
automatic FSSP classification as well, where proteins are classified
in the same fold if the Z score of their similarity is above 2. This is
the smallest threshold at which the structures compared are
significantly related. Here we also use a Z score, but we find that
the cross-over point is at Z0~6:78 implying that the transitive
property is severely violated at the similarity level Z~2.
An indication that the fold defined in expert classification may
not correspond to an intrinsic similarity level is that CATH and
SCOP neatly agree at the level of superfamily, as assessed through
the weighted kappa measure, but they disagree between each
other at the level of fold even more than they disagree with the
automatic classification, when the proper clustering algorithm is
used. Indeed, the main difference between SCOP and CATH at
fold level is that SCOP uses a procedure effectively similar to the
average linkage algorithm, whereas CATH uses the single linkage
algorithm, which does not penalize the joining of structurally
distinct domains, resulting in clusters that are structurally very
diverse.
Furthermore, we have shown that the structural diversity within
a SCOP fold is larger if the fold was defined since longer time,
suggesting that the criteria underlying the definition of fold may
change through time. Classifications are very useful, but the
present analysis supports the view that the low similarities at the
fold level are better represented as a network rather than as a tree.
Possible Improvements of the Automatic Classification
The comparison between the automatic and the expert
classifications also indicates that the automatic classification can
be improved along three lines.
First, in the present study we considered protein domains as
defined in the SCOP and CATH classifications. However,
proteins are split into domains in the two schemes in a rather
different way. In particular, some domains defined in the SCOP
classification appear by visual inspection to consist of more than
one domain. An incomplete domain partition can be an important
source of transitivity violations and consequent errors in an
automatic classification of protein structures. We are developing a
new automatic method for decomposing proteins into domains
based on their recurrence in a database of unrelated structures,
similar to the method proposed by Holm and Sanders [57]. The
domains obtained in this way will be subject to further
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decomposition based on their structure, to obtain a set of domains
to which we will apply our clustering procedure.
Secondly, our method tends to split superfamilies constituted of
short domains. Some of these splitting appear to be due to the
dependency of the similarity score on the protein length. The raw
similarity score, either PSI or contact overlap, is transformed into
a Z score in order to reduce as much as possible the dependency of
the score of unrelated structures on their size. Our results show
that the classification deteriorates if this normalization is not
properly performed. However, due to this normalization the
similarity score corresponding to identical structures decreases for
decreasing domain size, which makes it more difficult to cluster
together short proteins. In order to overcome this problem, it
would be very helpful to define a similarity score that is
independent of domain size both for unrelated and for closely
related structures. This will be presented in a forthcoming work.
Third, we found 63 over 779 clusters that contain protein
domains defined by SCOP curators as different folds (although 27
of these clusters are homogeneous in terms of CATH topologies).
The distribution of structure similarity suggests that several of the
foreign domains appearing in clusters that are mostly from another
fold are characterized by low mean similarity, and that it could be
possible to ‘‘clean’’ the clusters of the automatic classification.
Preliminary results indicates that this strategy is promising.
Protein Domain Networks
Significant sequence or structure similarity below the threshold
for clustering [14,15] constitutes a very valuable information for
evolutionary or functional studies. In the CASP and SCOP
database, these significant cross-fold similarities are not available.
We present this information in the form of two networks with
structure-based and sequence-based links between the clusters of
the automatic classification. In this way, we can recover not only
superfamily and fold relationships that are not present in the
automatic classification, but also new relationships that are not
reported in expert classifications.
Two Modes of Protein Evolution?
As a concluding remark, we note that the two regimes of
transitivity violations that we found can be related with two modes
of protein domain evolution. In the regime of large structure
similarity, transitivity violations are small, related domains are
similar in size, and 95 percent of them contain domains from a
single CATH or SCOP fold, whereas 86 percent contain
evolutionarily related domains from the same superfamily. These
results indicate that most of the domains with structure similarity
above the cross-over are evolutionarily related through gene
duplication and divergent evolution. Moreover, domains in
different superfamilies but same fold can not be excluded to be
evolutionarily related, and some careful studies have been able to
demonstrate this common origin also in the absence of a clear
signal from sequence similarity, as in the case of the study of TIM-
barrels conducted by Nagano et al. [58]. This view also agrees
with the results by Deeds et al. [59], who tested models of
convergent and divergent evolution using statistical properties of
protein structural clusters, finding that the data support divergent
evolution [60]. We summarize these findings saying that, for large
similarity, protein domain evolution is mostly uniparental.
On the other hand, similarities below the cross-over of
transitivity violations are often due to partial substructures, and
the typical size difference between related domains raises from 20
to 40 residues, indicating the occurrence of large insertions and
deletions when the related domains belong to the same
superfamily. These are clues of multi-parental evolution, proceed-
ing through the assembly of new polypeptide fragments. This
hypothetical mechanism has been proposed by Lupas et al. for the
evolution of early protein domains through assembly of small
peptide fragments [28]. Our findings suggest that it can also be
extended to more recent evolution, consistent with another recent
study [15]. In this regime the domain structure space should be
regarded as continuous, and significant structure similarity should
be described as a network rather than a tree.
These considerations parallel recent considerations about the
classification of organisms on the tree of life [61]. Speciation and
evolutionary divergence generate a tree of species, which can be
reconstructed by estimating the time of divergence from the
molecular sequences of their genes. In order to do this, one has to
use a proper sequence distance, approximately ultrametric, which
makes species classification possible on a rigorous basis. Never-
theless, this view of the tree of life has been recently challenged by
the discovery of the high rate of horizontal gene transfer in
genome evolution. Due to horizontal gene transfer, genome
evolution is multiparental, and genes that have been subject to
gene transfer can not be used to reconstruct the phylogenetic tree.
The extensive presence of horizontal gene transfer in evolution has
led Doolittle to propose that the evolutionary relationships
between organisms should be regarded as a net of life rather than
a tree [61]. The present work suggests that, in the context of
protein domain evolution, a tree scenario of uniparental divergent
evolution is suitable to represent high similarity relationships, but a
pluriparental network emerges for more remote relationships.
Methods
Datasets
We have used two non redundant sets of protein domains. The
first set was obtained from the ASTRAL 40 database, in which no
pair has sequence similarity larger than 40%. We used the SCOP
version 1.65 and selected only domains from the four main SCOP
classes, all a, all b, a=b and azb. The second set is the non
redundant set of domains from the CATH classification, with
sequence similarity smaller than 35%. Also in this case we
excluded domains outside the four main classes. The final number
of domains was 5041 for the SCOP set and 7073 for the CATH
set.
Consensus Set between CATH and SCOP
In order to select a set of domains consistently defined in SCOP
and CATH, we aligned with BLAST [62] the sequences of
domains in the non redundant ASTRAL40 database against
domains in the non redundant CATH database at 35% sequence
identity. We identified two domains to be equivalent if their
BLAST evalue was smaller than 1023, with sequence identity
larger than 75%, and their size differed by less than 10%. In this
way we have obtained a set of 2890 non redundant domains
classified in 779 SCOP superfamilies, 466 SCOP folds, 885
CATH superfamilies and 473 CATH topologies.
Similarity Scores
We performed pairwise structure alignments using either the
program MAMMOTH [41], which is the fastest program of
protein structure alignment that we know, or its multiple
alignment version MAMMOTHmult [39], which is a bit slower
but much more accurate.
The MAMMOTH similarity score is based on the number of
aligned residues that are closer than 4A˚ after optimal spatial
superimposition of structures a and b, Lmatchedab . This is
transformed into a percentage of structure identity (PSI) dividing
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it by the length of the shortest structure,
PSI
partial
ab ~
Lmatchedab
min La,Lbð Þ : ð5Þ
PSIpartial equals one if the two structures coincide over the
length of the shorter one. There is no penalization for addi-
tional residues in the longer structure, i.e., the score is sensitive
to good partial matches and we call it partial PSI. However, the
fact that the score does not penalize inserted regions may lead to
join domains with very large length difference. To tackle this
problem, we also defined the total similarity score, which penalizes
regions in the larger structure that are not matched by the short
one:
PSItotalab ~
Lmatchedabﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
LaLb
p ð6Þ
PSItotalij equals one only if the match completely covers the longer
protein.
Third, we adopted the contact overlap, which counts the
fraction of contacts in common between two aligned structures a
and b. Also this score is normalized in such a way to penalize
partial matches. We defined the contact matrix C
að Þ
ij of protein a
such that C
að Þ
ij equals one if two heavy atoms of residues i and j are
closer than 4.5A˚ and i{jj j§l, and zero otherwise. We considered
two cases, l~4 and l~6. In this last case, intrahelical contacts are
not considered. Denoting by A ið Þ the residue in structure b aligned
with residue i in structure a, the contact overlap can be written as
qab~
P
ij C
að Þ
ij C
bð Þ
A ið ÞA jð ÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
ij C
að Þ
ij
P
ij C
bð Þ
ij
q : ð7Þ
The main qualitative difference between the contact overlap
and the PSI is that in the contact overlap superimposed residues in
the core of the protein, which form many contacts, receive a larger
weight.
It is crucial for protein structure classification that the
distribution of the similarity score used is almost independent of
the length for comparisons of unrelated proteins. The MAM-
MOTH score takes care of this by normalizing the PSI in such a
way that the distribution of the normalized PSI is almost
independent of size for unrelated pairs:
Sab~
PSIab{AL
{a
ab
BL
{b
ab
zC ð8Þ
where Lab~min La,Lbð Þ in the case of the partial PSI, and
Lab~
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
LaLb
p
in the case of the total PSI. In the case of the
overlap, we also used Lab~
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
LaLb
p
as a normalization. The
exponents a and b depend on the raw similarity score and on the
alignment algorithm used, and they were determined by fitting the
mean and standard deviation of the PSI of unrelated structures
having Lab in some given interval, using the best fit between a
Gaussian fit or an Extreme Value statistics fit (see Table 4).
Using Gaussian statistics, we fit
SPSIT&AL{a sPSI&BL{b, ð9Þ
and using Extreme Value statistics, we fit
SPSIT{
6|0:5772
p
sPSI&AL{a sPSI&
p
6
BL{b, ð10Þ
The domain similarity score of domain a in cluster A is defined
as the average pairwise similarity between domain a and all other
domains in the cluster,
S a,Að Þ~ 1
nA{1ð Þ
X
b[A,b=a
Sab ð11Þ
Clustering Algorithms
We programmed and tested three hierarchical clustering
algorithms: average linkage [63], single linkage and complete
linkage. Starting from each element being a separate cluster, at
each step t all algorithms join the two most similar clusters A and
B, and compute the similarity between the new combined cluster
and all other clusters in a way that depends on the clustering
algorithm.
With average linkage, the combined similarity is computed
as the average similarity with the two joined clusters,
Stz1 AB,Cð Þ~ nAS
t A,Cð ÞznBSt B,Cð Þ
nAznB
, ð12Þ
where t labels the step of the algorithm, A and B are the clusters
that are joined, nA and nB is the number of elements they contain,
AB denotes the new composite cluster, and C is any other cluster.
Note that this updating rule is equivalent to computing the new
similarity score as the average between the similarity between all
pairs of elements from the cluster C and the cluster AB.
With single linkage, the combined similarity is the largest
similarity in the set, so that two sets are joined if at least one pair of
elements is above threshold
Stz1 AB,Cð Þ~max S A,Cð Þ,S B,Cð Þð Þ ð13Þ
With complete linkage, the combined similarity is the
smallest similarity in the set, so that two sets are joined if all
pairs of elements are above threshold
Table 4. Size normalization of similarity scores.
Score Normalization Alignment A a B b
PSI partial EV Pair 5.97 0.720 0.920 0.634
PSI partial EV Mult 5.73 0.714 0.860 0.622
PSI total EV Pair 6.48 0.722 0.972 0.662
PSI total EV Mult 5.62 0.729 0.961 0.659
Overlap Gauss Pair 0.375 0.535 1.340 0.676
Overlap Gauss Mult 0.752 0.576 1.874 0.773
The reported parameters were used to normalize the raw scores according to
Eq. (8).
doi:10.1371/journal.pcbi.1000331.t004
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Stz1 AB,Cð Þ~min S A,Cð Þ,S B,Cð Þð Þ ð14Þ
Ultrametricity
An ultrametric set is a set X with an associated distance measure
d a,bð Þ§0 where every triplet of points a, b and c fulfils a property
stronger than the ordinary triangular inequality: each side of a
triangle is smaller than the larger between the other two sides, i.e.,
d a,cð Þƒmax d a,bð Þ,d b,cð Þð Þ. This implies that the two longer
sides must be equal. In particular, for an ultrametric set and for
every threshold cw0, it holds that if d a,bð Þƒc and d b,cð Þƒc,
then d a,cð Þƒc. Consider now the cluster containing all elements
within a distance c from element a, Cc að Þ~ b[X d a,bð Þƒcjf g. It is
easy to see that, for every pair of points a and b, either Cc að Þ and
Cc bð Þ coincide, or they do not share any point. Therefore,
d a,bð Þƒc is an equivalence relationship, since if c[Cc að Þ then it
must also be c[Cc bð Þ, and the set of points can be considered
discrete.
Clustering Coefficient
A concept related to transitivity in the context of networks is the
clustering coefficient, which can be computed through the formula
Clustering coefficient~
1
N
X
i
2
P
jvkAijAikAjk
ni ni{1ð Þ ð15Þ
where N is the number of nodes in the network, labelled as i, j and
k, Aij is the adjacency matrix (one if i and j are joined, zero
otherwise), ni~
P
j Aij is the number of neighbors of node i, and
the clustering coefficient of node i is the fraction of pairs of its
neighbors j and k that are neighbors between each other. If the
clustering coefficient is one for all nodes, connections on the
network define an equivalence relationship.
We have computed the clustering coefficient for the network
obtained by joining domains with similarity SijwS0, for various
values of S0. To compare different similarity measures, we have
plotted the clustering coefficient versus the number of clusters
obtained through single linkage clustering with the same threshold
S0.
Detecting the Cross-Over Point
For detecting the cross-over point of transitivity violations (TV),
we first measure TV at each step of the clustering algorithm using
Eq. (2). We then perform two-pieces exponential fits of TV versus
the step t, as TV&f t,t0ð Þ~h t0{tð Þexp a1tzb1ð Þzh t{t0ð Þ
exp a2tzb2ð Þ, where h xð Þ is zero for negative x and one otherwise.
Fits are performed for all possible cross-over points t0, and their
quadratic error is measured as
Error t0ð Þ~
P
t TV tð Þ{f t,t0ð Þð Þ2P
t TV tð Þ{TV tð Þ
 2 , ð16Þ
where TV tð Þ is the mean value of TV. To find the optimum
t0 in a robust way, we perform a cubic fit of the error func-
tion in an interval I centered around the step tmin yielding
the minimum error, and such that Error t0ð ÞƒError tminð Þz0:005
for all t0[I . The analytic minimum of this cubic fitting is
then selected as the best first estimate of the cross-over
point.
The last points in the TV tð Þ curve, where the transitivity
violations approach the maximum possible value, are very badly
fitted through the two-pieces fit. Therefore, we refined the
estimate of the cross-over point by removing the outliers of the
optimal fit, with the conditions that a point is removed if its
residual with respect to the optimal fit is more than three times
larger than the median, which is the condition used to define type-
1 outliers. We then apply the procedure described above to the
reduced set of points, and we determine the cross-over point at
which the clustering is stopped.
Weighted Kappa
We assessed the agreement of two classifications through the
weighted kappa measure [64], which uses as reference the
expected agreement for two independent classifications with the
same number of relationships. We define NA (NB) the number of
related pairs in classification A (B) of the same N objects, with
Ntot~N N{1ð Þ=2 pairs in total. If A and B are independent, the
number of pairs that are either related or unrelated in both A and
B is given by
Ne~
NANBz Np{NA
 
Np{NB
 
Ntot
ð17Þ
We compare this number to the observed number of pairs that
agree,
No~NABz Ntot{NA{NBzNABð Þ, ð18Þ
where NAB is the number of pairs that are related in both
classifications. .From this number, the weighted kappa is
computed as
k~
No{Ne
Ntot{Ne
: ð19Þ
A value of zero means that two classifications are as related as
independent classifications, one means that the two classifications
coincide. Using the weighted kappa, we have compared the
classification obtained at every step of the clustering algorithm
with the manual classifications of CATH and SCOP at the
superfamily and the fold level.
Notice that the weighted kappa can be decomposed into the
contributions of related and unrelated pairs as follows:
k~wrel
NAB{N
rel
e
NA{Nrele
zwunrel
Ntot{NA{NBzNABð Þ{Nunrele
Ntot{NA{Nunrele
: ð20Þ
where Nrele ~NANB=Ntot is the number of pairs related in both
classifications expected by random, Nunrele ~Ne{N
rel
e , and the
weights are wrel~ NA{N
rel
e
 
Ntot{Neð Þ and wunrel~
Ntot{NA{N
unrel
e
 
Ntot{Neð Þ for related and unrelated pairs,
respectively.
Network Analysis
For the sake of illustration, we have represented two domain
similarity networks obtained before and beyond the stopping point
of the automatic classification.
Two networks were constructed by considering each cluster as a
node, and connecting nodes with SwS0. In the first case, we used
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clusters obtained before the cross-over point of the average linkage
algorithm using a high similarity threshold S~10, and we
connected them if S0w6:78, which is the similarity at the cross-
over point. In the second case we used clusters generated at the
cross-over point and we connected them with S0~4. The
networks have been visualized using the Pajek software [65].
Other Methods
To visualize spatial superimpositions, we used the multiple
structure allignments program MAMMOTHmult [39] in combi-
nation with the Pymol software.
Supporting Information
Figure S1 Clustering coefficient for three different similarity
measures. The clustering coefficient is computed for networks in
which domains with similarity above S0 are connected, and it is
plotted as a function of the number of clusters obtained with single
linkage clustering of the same network.
Found at: doi:10.1371/journal.pcbi.1000331.s001 (0.02 MB PDF)
Figure S2 Transitivity violations versus the step of the clustering
algorithm for three different clustering algorithms. The smallest
violations are obtained with the average linkage algorithm.
Found at: doi:10.1371/journal.pcbi.1000331.s002 (0.19 MB PDF)
Figure S3 Agreement between the classifications obtained with
different clustering algorithms at the same step. The best
agreement is between single linkage and complete linkage.
Found at: doi:10.1371/journal.pcbi.1000331.s003 (0.05 MB PDF)
Figure S4 Network of protein clusters joining superfamilies
NTH and PCK. Xie and Bourne confirmed a previously proposed
evolutionary relationship between a member of SCOP superamily
Phosphoenolpyruvate carboxykinase (PCK), with code 1ayl_1, and
the P loop containing nucleotide triphosphate hydrolase (NTH)
superfamily. PCK domain 1ayl_1 is joined in the automatic
classification with domains 1knxa2 and 1ko7a2, which are
classified in SCOP in the PCK superfamily but are classified in
CATH in the NTH superfamily. The automatic classification
supports the CATH classification. This cluster has a single
significant structural link, with average similarity S = 5.0, with an
cluster containing only domains classified in the NTH superfamily
in both CATH and SCOP, and through this cluster another step
connects it to many other clusters in the NTH superfamily or in
the NTH fold. Here we represent the relevant part of the network.
The hybrid cluster containing domain 1ayl_1 is close to the upper
left corner. Links denote significant structure similarity between
clusters (S.4.0), and they are coloured red if the two joined
clusters contain domains in the same superfamily according to
both SCOP and CATH, green if they are in the same superfamily
only according to CATH, blue if they are in the same fold
according to either SCOP or CATH, and black if there is no pair
in the same fold. The figure supports the view that the structurally
consistent clusters joined in a network give a richer evolutionary
information than a unique and structrally diverse fold.
Found at: doi:10.1371/journal.pcbi.1000331.s004 (0.02 MB PDF)
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INTRODUCTION
The molecular clock hypothesis1 played a fundamental role in
the early days of molecular evolution studies after Zuckerkandl
and Pauling recognized that protein sequences accumulate amino
acid substitutions almost linearly in time, with a rate that varies
with the protein family but is almost constant in different line-
ages.2 The neutral theory, proposed almost simultaneously by
Kimura3 and King and Jukes,4 interprets the constancy of the
evolutionary rates as the result of neutral substitutions,5,6 i.e.,
substitutions that have very little effect on fitness and are fixed in
natural populations through random genetic drift instead of posi-
tive selection. This theory was subsequently generalized by Ohta
to include nearly neutral substitutions for which either the selec-
tive effect or the effective population size is small.7 The nearly
neutral theory can be derived from standard population genetics
models8 and it is formally equivalent to equilibrium statistical
mechanics, since molecular properties arise from a balance
between mutational entropy in sequence space and fitness, where
population size plays the role of inverse temperature.9 In particu-
lar, protein folding stabilities in bacterial genomes are predicted to
be smaller for bacteria with low effective population size.10
Though controversial in a first time,11 the neutral and nearly
neutral hypothesis had the great merit to give theoretical support
to the molecular clock hypothesis, which is still of fundamental
importance for methods that reconstruct evolutionary trees from
molecular data.12 Moreover, the neutral hypothesis also predicts
that we should find violations of the molecular clock in the inter-
esting cases when adaptive evolution takes place, for instance
when new molecular functions emerge.
The quantitative study of the rate of protein structure evolution
has received comparatively less attention. A milestone was the
1980 paper by Chothia and Lesk, who showed that the Root
Mean Square Deviation (RMSD) between different globins
diverges regularly with the number of amino acid substitutions,
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ABSTRACT
The molecular clock hypothesis, stating that protein
sequences diverge in evolution by accumulating
amino acid substitutions at an almost constant rate,
played a major role in the development of molecu-
lar evolution and boosted quantitative theories of
evolutionary change. These studies were extended
to protein structures by the seminal paper by Cho-
thia and Lesk, which established the approximate
proportionality between structure and sequence
divergence. Here we analyse how function influen-
ces the relationship between sequence and structure
divergence, studying four large superfamilies of
evolutionarily related proteins: globins, aldolases,
P-loop and NADP-binding. We introduce the con-
tact divergence, which is more consistent with
sequence divergence than previously used structure
divergence measures. Our main findings are: (1)
Small structure and sequence divergences are pro-
portional, consistent with the molecular clock. Ap-
proximate validity of the clock is also supported by
the analysis of the clustering coefficient of structure
similarity networks. (2) Functional constraints
strongly limit the structure divergence of proteins
performing the same function and may allow to
identify incomplete or wrong functional annota-
tions. (3) The rate of structure versus sequence
divergence is larger for proteins performing differ-
ent functions than for proteins performing the
same function. We conjecture that this acceleration
is due to positive selection for new functions. Accel-
erations in structure divergence are also suggested
by the analysis of the clustering coefficient. (4) For
low sequence identity, structural diversity explodes.
We conjecture that this explosion is related to func-
tional diversification. (5) Large indels are almost
always associated with function changes.
Proteins 2009; 00:000–000.
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up to a limit of low sequence identity where the RMSD
explodes.13 Although this result suggests a generalization
of the molecular clock hypothesis to the evolution of
protein structure, it is limited by the fact that the RMSD
can be used as a measure of structure divergence only for
aligned residues that have a good spatial superimposition.
We will propose here a measure of structure divergence
based on evolutionary considerations, which is more suit-
able for such a quantification.
Together with the clock-like divergence of protein
structures, the results by Chothia and Lesk also suggested
that protein evolution conserves the fold, an equivalence
class of protein structures defined as a spatial arrange-
ment with ‘‘the same major number and direction of sec-
ondary structures with a same connectivity’’.14 This view
strongly influenced the classification of protein structures
in databases such as SCOP14 and CATH,15 where pro-
teins recognized as evolutionarily related (i.e., homolo-
gous) are classified in the same structural fold. However,
the accumulation of protein structure data has revealed
that ‘‘fold change’’ is relatively frequent in the evolution
of proteins16–18 and that folds or topologies as defined
in SCOP and CATH fail to pass tests of consistency with
respect to structure similarity measures.19
Protein classification and molecular clocks are inti-
mately related. The very possibility to objectively classify
protein structures requires that the structure similarity
measure is transitive, i.e., similarity between a and b and
between b and c must imply similarity between a and c.
This property is guaranteed by the phylogenetic trees
underlying the gene duplication process. Therefore, if
protein sequences or structures diverge regularly in evo-
lution (the molecular clock hypothesis), their divergence
can be used for objective and consistent classification.
However, if divergence is accelerated for instance through
positive selection, function diversification or large inser-
tions and deletions (which are not mutually exclusive
processes), we expect that the transitive property is vio-
lated and consistent classification is not possible. We will
test here the molecular clock through a quantitative
study of structural and functional divergence in the evo-
lution of four large superfamilies: Globins, Aldolases,
P-loop containing nucleotide triphosphate hydrolases,
and NADP-binding Rossmann-like domains.
The relationship between protein function on one
hand, and sequence and structure on the other hand, has
been subject to intense investigation. For instance, Devos
and Valencia20 and Wilson et al.21 independently con-
cluded that protein function, assessed through the
Enzyme Commission (EC) classification, is generally con-
served above 40 percent sequence identity. Using the
CATH classification of proteins, Todd, Orengo and
Thornton22 found that function divergence is common
in homologous superfamilies, although the extent of this
divergence varies from one superfamily to the other.
Lecomte et al.23 studied the divergence of protein
sequences, structures and functions in the globins super-
family, and Sangar et al.24 found that, for proteins with
more than 50% sequence identity, function assigned
through homology is correct in 94% of the cases. It has
been found through these studies that structure similarity
at the fold level is compatible with a multiplicity of func-
tions. It has been proposed that these multiple functions
originated from divergent evolution followed by structure
and function diversification,25 a view that we adopt in
this analysis, examining proteins in the same superfamily
that are believed to share a common ancestor. This mul-
tiplicity of functions makes function prediction from
sequence and structure a difficult problem, because
homologous proteins often have different functions.22,26
And yet it is a more and more urgent problem, due to
the accumulation of huge sequence data waiting for
annotation.27 Despite the ambiguity of the structure-
function relationship, it has been found that structural
information provides added value for function prediction
with respect to plain sequence information.28,29 We can
shed light on the structure-function uncertainty30 using
evolutionary information, since phylogenetic, structural
and functional distance are correlated.31 These consider-
ations motivated us to undertake a study of how func-
tion change and function conservation influence the evo-
lutionary divergence of protein structures.
RESULTS
Contact divergence: a new measure
of structure divergence
In their seminal paper, Chothia and Lesk quantified
protein structure divergence through the RMSD. How-
ever, this measure can be computed only for aligned resi-
dues that are well superimposed in space. In practice, it
is necessary to fix a cut-off distance that specifies which
residues are well superimposed, and the RMSD increases
with the cut-off. A more robust measure of structure
similarity is the number of superimposed residues within
this cut-off, called percentage of structure identity (PSI).
This and other measures of structure similarity have to
be normalized in such a way that the comparison
between two unrelated proteins is not trivially correlated
with their size. To achieve this normalization, one typi-
cally uses the mean and standard deviation of the simi-
larity of unrelated proteins of similar length, assuming ei-
ther Gaussian statistics (the Z score) as in the Dali pro-
gram,32 or extreme value statistics, as in the significance
score of the program Mammoth.33 However, this nor-
malization has the drawback that the similarity of related
proteins becomes strongly dependent on their length. For
instance, the Z score of 100 percent PSI increases as a
power law of protein length. Therefore, this significance
can not measure the evolutionary divergence. A possible
solution to this problem is a new type of normalization,
A. Pascual-Garcı´a et al.
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such as the TM-score proposed by Zhang and
Skolnick.34 Proteins with 100 percent structure identity
have TM score equal to one and unrelated proteins have
TM score that uncorrelated with their length.
We have recently observed that the contact overlap
(see Materials and Methods) performs better than the
number of superimposed residues for the sake of classify-
ing protein structures based on their similarity.19 There
are two reasons for this: (1) The contact overlap weights
more the aligned residues in the core of the protein,
where the number of contacts is large or, equivalently, it
penalizes less the non-superimposed residues with few
contacts, such as those in loops; (2) Relative motions of
two subdomains, such as hinge motions, are much less
penalized by the contact overlap since intra-subdomain
contacts are conserved in the two conformations. There-
fore, we look here for a way to normalize the contact
overlap making it independent of protein length both for
related and unrelated proteins.
To this aim, we will use the analogy with an evolutio-
narily motivated measure of protein sequence divergence.
Consider two proteins related by gene duplication that
diverged during t years. We assume that the probability
that no substitution happens in the time t decays expo-
nentially with rate 1/s as exp(2t/s). The conditional
probability that two amino acids are equal given that at
least one change happened at their common position is
p 5
P
a f(a)
2, where f(a) is the frequency of amino acid
a. Using the frequencies f(a) measured by Jones et al.35
on the SwissProt database, we get p 5 0.058. Therefore,
the probability to observe the same amino acid at an
aligned position i in two proteins that diverged for a
time t is
P A1i ¼ A2i
  ¼ et=s þ pð1 et=sÞ: ð1Þ
We can estimate the probability that two amino acids
are equal as the sequence identity between the two pro-
teins, SI. This estimate is only rigorous if the substitution
process is independent at each protein position, which is
clearly not true, but this is an almost unavoidable
assumption. Using P{Ai
1 5 Ai
2}  SI, we can solve Eq.
(1) finding the evolutionary divergence time t as
t=s ¼ log SI p
1 p
 
: ð2Þ
(from here on, log indicates the Neperian logarithm).
When SI  p, this formula coincides with the standard
Poisson formula used to estimate evolutionary distan-
ces.36 Equation (2) is also in fair agreement with simula-
tions of protein sequence evolution subject to the global
constraint of folding stability,37 provided that SI is not
close to p, in which limit the evolutionary information is
wiped out. The formula is not defined if SI  p.
We generalize Eq. (2) to the evolutionary divergence
of the inter-residue contacts in a protein structure.
Given two proteins with contact overlap q (see
Materials and Methods), we define their contact diver-
gence as
Dcontðq; LÞ ¼ log
q q1ðLÞ
1 q1ðLÞ
 
if q > eðLÞ
D0  q  qðLÞð Þ=rqðLÞ otherwise
(
ð3Þ
The upper line of the aforementioned equation defines
the contact divergence of related proteins, in analogy to
how sequence identity is tranformed to estimate evolu-
tionary divergence in Eq. (2), so that Dcont 5 0 for pro-
teins having identical contact matrices and Dcont ? 1
for q ? q1(L). Therefore, the parameter q1(L), which is
the analogous of p for protein structures, represents the
asymptotic limit of the contact overlap after a very long
evolutionary time. For q  q1(L) the logarithm in the
upper line is not defined, and we define in the lower line
the contact divergence of unrelated and distantly related
proteins. The cross-over takes place at q  e(L) >
q1(L), and after this point contact divergence is given by
a linear function of the Z score of the overlap,
Z ¼ ðq  qÞ=rq. We have tested in previous work that
the Z score is a convenient similarity measure for unre-
lated proteins. As for other structure similarity measures,
the mean and standard deviation of the overlap of unre-
lated proteins, qðLÞ and rq(L), depend on protein length.
To simplify this dependence, we parameterize the size of
the protein pair as the geometric mean of the length of
the two proteins, L ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃL1L2p , and we measure qðLÞ and
rq(L) for unrelated protein pairs of length L in the rep-
resentative set of structural domains ASTRAL40 (see
Materials and Methods).
The formula (3) depends on the parameters q1(L)
(asymptotic overlap), e(L) (threshold overlap) and D0.
To reduce the number of free parameters, we make the
following assumptions. First, we assume that the asymp-
totic overlap q1(L) is a linear function of the mean and
standard deviation of the overlap of unrelated proteins:
q1ðLÞ ¼ qðLÞ þ ArqðLÞ: ð4Þ
Since qðLÞ and rq(L) depend on length, so does q1(L)
as well. A is a free parameter whose positive value means
that the asymptotic overlap of homologous proteins sep-
arated by a very long evolutionary distance is larger than
the mean overlap of unrelated proteins, i.e., the memory
of the relatedness is never lost. Second, we fix the param-
eter e(L) by imposing continuity of Eq. (3) at q 5 e(L)
Quantifying Protein Structure Divergence
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(see Materials and Methods). This continuity condition
can be imposed only if the parameter D0, which is inde-
pendent of length, is large enough. We therefore decided
to take the smallest value of D0 such that the continuity
condition is met for all protein pairs in our representa-
tive data set of single domain proteins (see Materials and
Methods). With these choices, the only free parameter in
the definition of the contact divergence is the parameter
A in Eq. (4). We chose A by testing the consistency
between the new measure and evolutionarily grounded
classifications of protein structures. We clustered 2890
nonredundant protein structures with less than 40 per-
cent pairwise sequence identity using the average linkage
algorithm applied to different similarity scores, and com-
pared the corresponding classifications with the SCOP
and CATH classifications at superfamily level using the
weighted kappa measure.38 This level was chosen because
superfamily relationships reflect common evolutionary
origin, and because SCOP and CATH agree with each
other at the superfamily level much more than at the
fold level.19 We also compared our structural clusters to
the ones obtained using as similarity the sequence iden-
tity after optimal structure alignment (see Supporting
Information Fig. 1). Notice that, since protein structure
is used for the alignment, this measure is much more
reliable than the sequence identity obtained through
sequence alignment. At large identity, corresponding to
the initial steps of the clustering algorithm, sequence
identity is believed to yield reliable phylogenetic trees.
Therefore, this comparison tests the ability of the struc-
tural score to yield trees that are consistent with the pro-
cess of evolutionary divergence for closely related pro-
teins, whereas the superfamily comparison addresses far-
ther evolutionary relationships. For each comparison, we
selected the maximum weighted kappa for all threshold
structure similarities.
The results of these tests (see Table I) show that the
contact divergence score outperforms both the Z score of
the contact overlap and the TM score regarding its con-
sistency with evolutionary based classifications, such as
SCOP superfamilies, CATH superfamilies, and sequence
identity based trees. All three evolutionary classifications
give very similar rankings, despite the sequence identity
measure has a low agreement with the superfamily classi-
fications. This is not surprising, since most pairs have
sequence identities below 25 percent (the so-called twi-
light zone) that would not be significant in the absence
of structure information, which is used for superfamily
assignment in both CATH and SCOP. We found the
worst agreement with sequence identity using the Z score
of the overlap. The latter measure reduces as much as
possible the length dependence for unrelated protein
pairs but it is strongly length dependent for closely
Figure 1
Structure divergence versus sequence divergence for proteins in the aldolase superfamily. Left plot: Contact divergence. Right plot: natural logarithm
of the TM score. The linear fits are restricted to the largest region in which the intercept of the fit does not differ significantly from zero. [Color
figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
Table I
Consistency Between the Clusters Obtained Through Different
Similarity Measures and Evolutionary Based Classifications
Score Parameter WK SCOP S.F. WK CATH S.F. WK Seq. Id.
Seq. Id. — 0.48 0.48 —
Z-Score — 0.63 0.61 0.562
TM-Score — 0.59 0.58 0.720
Cont. Divergence A 5 0 0.56 0.58 0.723
Cont. Divergence A 5 2 0.58 0.58 0.745
Cont. Divergence A 5 3 0.62 0.60 0.749
Cont. Divergence A 5 4 0.64 0.62 0.753
Cont. Divergence A 5 5 0.66 0.64 0.754
Cont. Divergence A 5 6 0.64 0.62 0.750
Cont. Divergence A 5 8 0.63 0.61 0.692
As a test set, we used a consensus set of 2890 nonredundant domains classified in
779 SCOP superfamilies and 885 CATH superfamilies. Consistency was assessed
through the maximum weighted kappa measure38 obtained for all threshold simi-
larities. We did not perform computations for A 5 1 since, interpolating results
with A 5 0 and A 5 2, it is clear that this value is suboptimal. The same holds
for A 5 7.
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related proteins. For instance for q 5 1, corresponding to
Dcont 5 0, we have Z ¼ ð1 qðLÞÞ=rqðLÞ. The worst
agreement with the superfamily classifications was found
for the TM score, confirming that scores based on the
number of superimposed residues perform worse than
scores based on contacts for detecting distant evolutionary
relationships. The best consistency with all evolutionary
classifications was found for the contact divergence mea-
sure with A 5 5. In the following, when we mention con-
tact divergence we will mean this choice of parameters.
Molecular clock for structure divergence
We now analyse four large superfamilies, each contain-
ing more than thousand crystallized structures: Globins,
Aldolases, P-loop containing nucleoside triphosphate
hydrolases and NADP-binding Rossman-fold. The list of
domains and their definition were taken from the CATH
database.15 The list of the corresponding SCOP domains
is very similar, but their definition is somewhat different,
since SCOP domains are typically larger than CATH. We
eliminated NMR structures, chains with more than one
domain, for which function assignment is problematic,
and redundant domains almost identical both in
sequence and in structure. Identical sequences with
slightly diverged structures were retained in order to
have a glimpse at conformation changes. For each pair of
domains in the same superfamily we measured pairwise
dissimilarities in structure, sequence, function and length
(see Materials and Methods). In particular, structure
divergence was measured through the contact divergence
score Dcont defined earlier, sequence divergence was
measured as 2log(SI), where SI is the sequence identity
obtained through structure alignment, and function simi-
larity was defined to be one if all GO terms39 of the two
proteins coincide, zero otherwise. For globins we also
used InterPro signatures40 to complement GO terms.
First, we examined the relationship between sequence
and structure divergence. One can see from Figure 1 that
structure divergence increases almost linearly with
sequence divergence when this is not too large. If the
sequence diverges in a clock-like manner, this result is
consistent with the extended molecular clock hypothesis
that structure divergence accumulates linearly with time.
Figure 1 represents the Aldolase superfamily. In the left
plot we measure structure divergence through the contact
divergence measure. We linearly fitted contact divergence
versus sequence divergence up to the point where the
intercept of the fit differs significantly from zero (i.e.,
where the intercept becomes larger than its standard
error). This point corresponds to SI 5 0.115, and the
correlation coefficient of the fit is r 5 0.918. We repeated
the same procedure using the TM score, measuring TM
score divergence as 2log(TM score). Also in this case the
molecular clock hypothesis holds, but its range of validity
is narrower (it is SI  0.187) and the correlation coeffi-
cient is smaller, r 5 0.847. If we assume that the
sequence divergence 2log(SI) evolves approximately
clockwise, the fact that contact divergence is approxi-
mately linearly related to sequence divergence over a
broader range suggests that this measure evolves more
clockwise than the TM score and it is more convenient
for quantifying the evolutionary divergence of protein
structures.
The other superfamilies yielded similar results, except
for the Globin superfamily for which several proteins
with conformation changes and unchanged sequences are
present. In this case, the intercept of the linear fit is sig-
nificantly different from zero also for very small diver-
gence, and we could not apply the aforementioned
method to determine the range of validity of the molecu-
lar clock. These results confirm that contact divergence is
a convenient measure for quantifying protein structure
change in evolution.
Structure diversity explosion
For small sequence identity (large divergence), the
approximate proportionality between structure diver-
gence and sequence divergence disappears and one can
see an explosion of structure diversity. One possible ex-
planation to this spectacular explosion, observed for all
structure divergence measures and in all four superfami-
lies with very similar characteristics, is the attenuation of
functional constraints, since almost all of the strongly
diverged pairs have different function (see below).
Strongly diverged pairs also tend to have large insertions
and deletions, which may be responsible for the increased
structure divergence. As we will see in the following, our
analysis supports both interpretations. However, an even
simpler interpretation is also possible.
As expressed in Eq. 1, after a very long divergence
time multiple substitutions have occurred at most sites,
and the sequence identity of two homologous proteins
reaches an asymptotic distribution where aligned residues
may become identical by chance rather than by common
origin and all evolutionary information is lost. This sit-
uation can be studied by simulating protein sequence
divergence through random mutations that are fixed if
they do not appreciably modify the stability of the target
protein structure, assessed through an effective free
energy function.37 Using these simulations, the mean
number of attempted mutations, which is related with
the evolutionary divergence time, may be represented
versus 2log(SI) as in Figure 2. We can see from this plot
that the sequence divergence 2log(SI) is a reliable esti-
mate of the divergence time only for large enough
sequence identity (small divergence), whereas large
sequence divergences tend to strongly underestimate the
divergence time. After a very long time all evolutionary
information is lost, and sequence identity reaches an
asymptoyic distribution centered around the small value
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SI 5 p  0.058. The largest sequence identity found with
non negligible probability in this asymptotic ensemble
determine the cross-over, since smaller identities do not
allow to estimate the divergence time. Both probabilistic
arguments and simulations37 suggest that the sequence
identity at the cross-over decreases with protein length L
approximately as L21/2. For the four superfamilies stud-
ied in Figure 3, we estimated the sequence identity at the
cross-over by plotting the standard deviation of contact
divergence versus sequence identity. This quantity makes
a jump at the cross-over that allows to identify it with
reasonable accuracy (data not shown). For the Aldolases
and NADP superfamilies, which do not present impor-
tant conformation changes, the cross-over estimated in
this way is in very good agreement with the limit of
validity of the molecular clock estimated in the previous
section through the condition that the intercept of the
linear fit should be zero. We found that the cross-over
identity decreases as L20.55 when the mean length L of
the superfamily increases (see Fig. 2, right plot), consist-
ent with the aforementioned interpretation. Therefore,
the apparent explosion of structure divergence at the
cross-over might be a simple consequence of the fact that
sequence identity below the cross-over strongly underesti-
mates the divergence time, coupled with the relaxation of
functional constraints on protein structure that will be
discussed below.
Functional constraints on protein evolution
We represent in Figure 3 structure divergence versus
sequence identity, distinguishing protein pairs that per-
form the same function (i.e., all their GO terms regard-
ing the Molecular function are equal) from those with
different functions. We only consider in this analysis pro-
teins whose GO terms have been manually curated, as
indicated by their evidence code. As one can see from
this figure, proteins sharing the same function are more
conserved in sequence and in particular in structure with
respect to pairs with different functions. This result is
expected, since protein function is known to constraint
sequence and structure. Nevertheless, the strength of
these constraints is surprising, since we found very few
pairs with different functions having contact divergence
larger than 2, and almost all of them can be attributed to
conformation changes rather than evolutionary diver-
gence (see below). Structure divergence is very limited
even for pairs with sequence identity lower than the
cross-over of structural explosion, for which the evolu-
tionary divergence time may be very large. Moreover, as
we will see later, several pairs with very large structure
divergence have been electronically annotated as having
the same GO terms. Both our results and the InterPro
annotations suggest that these electronic annotations may
be incomplete. Therefore, using the knowledge of the
strength of functional constraints on protein structure
would have avoided these incomplete annotations.
Conversely, we observed many pairs of proteins with
different function and very similar structure, confirming
the known fact that even small structure divergence may
be sufficient to change protein function. In other words,
structure divergence is a very strong indication of func-
tional change, but structure conservation does not always
imply function conservation.
Electronic annotations
We now plot in Figure 4 structure divergence versus
sequence identity also for proteins that have been elec-
tronically annotated, according to the evidence codes in
Figure 2
(A) Results from a simulation of protein sequence evolution with
conservation of the folding stability of the target structure. The mean
number of substitutions, measuring the divergence time, is plotted
versus the sequence divergence 2log(SI). Data modified from.37 (B)
For the four superfamilies studied, we plot the sequence similarity at
which the structural explosion occurs versus the average length of the
superfamily. The error bars indicate the uncertainty on the cross-over
point and the standard deviation of protein length. [Color figure can be
viewed in the online issue, which is available at www.interscience.wiley.com.]
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the GO. For the Aldolases and the NADP superfamilies
the plots are very similar to Figure 3, and they are not
shown. However, for the P-loop and in particular the
Globins superfamilies, we found a very large number of
pairs annotated as having the same function but with
very large contact divergence. Most globins that are elec-
tronically annotated are classified as having the heme
binding, oxygen binding, and oxygen transporter func-
tion. We then adopted the InterPro classification (see
Materials and Methods), which distinguishes different
types of Hemoglobin chains (alpha, beta, zeta, pi), and
lamprey and annelid globins. Although all of them are
involved in oxygen transport, they may have rather dif-
ferent affinity for oxygen and regulation mechanisms41
and may perform secondary functions,42 which makes it
reductive to classify all of them under the same func-
tional class. Besides, paralog genes are believed to per-
form different functions in order to be retained in evolu-
tion, so that classifying all hemoglobin types under the
same function is likely to reduce too much the resolution
at which we can look at protein function. We found the
surprising results that no protein pair with the same
InterPro signature has contact divergence larger than 2
(see Fig. 4), except for a pair involved in a large confor-
mation change, in perfect agreement with the result that
we obtained for manually annotated GO terms. This
result suggests that proteins with contact divergence
larger than 2 with respect to manually annotated proteins
with the same function may be incompletely or wrongly
annotated. For the P-loop superfamily all such outliers,
i.e., the dark points in Figure 4 with contact divergence
larger than 2, are explained by only 5 domains (PDB
codes 1xjcA, 1gvnB, 1gvnD, 1y63A and 1ghhA), for the
NADP superfamily we identified two proteins that may
be incompletely annotated (1jax and 1jay), and no one
for the Aldolases superfamily, whereas most globins are
insufficiently annotated electronically, as discussed earlier.
Global structure conservation and
function prediction
As expected, the results presented in the previous sec-
tion show that large sequence and structure divergence are
strong predictors of function change, and sequence and
structure conservation are (weaker) predictors of function
conservation. To quantitatively assess the performances of
Figure 3
For each of the four superfamilies we plot contact divergence versus sequence identity, distinguishing protein pairs performing the same function
according to all of their GO terms (dark points). Only proteins with manually annotated GO terms are represented. [Color figure can be viewed in
the online issue, which is available at www.interscience.wiley.com.]
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contact divergence and other sequence and structure simi-
larity measures under this respect, we measured the sensi-
tivity and selectivity (see Materials and Methods) for pre-
dicting function conservation using different thresholds
on structure similarity. The corresponding ROC plots
show almost perfect Area Under the Curve (AUC), tabu-
lated in Table II (see Supporting Information Fig. 2). AUC
of one means perfect prediction, 0.5 indicates a random
prediction. All scores perform very similarly but, surpris-
ingly, the sequence identity score is an even better predic-
tor than actual structure similarity measures. Notice, how-
ever, that we measure sequence identity after optimal
structure alignment, so that the performances of this mea-
sure would not be possible if we did not dispose of struc-
tural information.
Structure evolution is accelerated upon
function change
To characterize more quantitatively the effect of
function on structure divergence, we quantified the
relationship between sequence and structure divergence.
For sequence identities above the cross-over, we can esti-
mate the divergence time either through sequence diver-
gence as t  2log(SI) or through structure divergence as
t  Dcont. These two estimates are proportional, which
means that the molecular clock based on sequence and
the one based on structure are consistent.
However, a closer look shows that the two molecular
clocks present discrepancies when functional changes
occur. Through a linear fit, we computed the slope of
Dcont versus 2log(SI) before the cross-over, distinguish-
ing protein pairs with the same function (see Table III).
One can see that all of these slopes are smaller than one,
confirming that protein structure diverges more slowly
than sequence, and they are all in a relatively limited
range, from 0.25 for P-loops to 0.48 for Aldolases.
For all four families, protein pairs with different func-
tions present significantly larger slopes (in the range
0.29 to 0.48) than those with the same function (from
0.25 to 0.37). Although not unexpected, this is a rather
interesting result, since it demonstrates a quantitative
Figure 4
For the Globins and P-loop superfamilies we plot contact divergence versus sequence identity, distinguishing protein pairs sharing the same
function according to the GO terms. Also electronically annotated proteins are considered in these plots. For the Globins superfamily we represent
on the lower right panel the same plot where we identify proteins with the same function as those with the same InterPro signatures. Notice that
we find several pairs with the same electronically annotated function but very large contact divergence. Such pairs are not found in case of manual
annotations and InterPro signatures. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
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influence of protein function on the sequence to struc-
ture relationship. Moreover, it suggests possible improve-
ments to protein function prediction. In fact, it is known
that very small changes in sequence and structure are
sufficient to modify protein function, so that sequence
and structure conservation are not a sufficient indication
of function conservation. Our observation that function
change modifies quantitatively the sequence to structure
relationship suggests that this information could be used
in order to predict function conservation more reliably.
This influence of function change on the sequence to
structure relationship can be interpreted either as due to
the fact that function change relaxes the constraints on
protein structure (negative selection) or due to positive
selection for modified structure to perform the new func-
tion. We think that the latter mechanism is more relevant.
In fact, we observed this behavior while structure diver-
gence is still within the range Dcont < 2 typical for pro-
teins with the same function, so that structural constraints
imposed by function conservation would be fulfilled.
Evolutionary rates and clustering
We have seen earlier that, for sequence divergence below
the cross-over, sequence divergence and structure diver-
gence are approximately proportional. This implies that
the divergence times estimated through sequence diver-
gence and through structure divergence are proportional,
so that the molecular clock based on sequence and the one
based on structure are consistent. This approximate clock-
wise evolution of protein structures has an important
implication for protein structure classification. In fact, if
the molecular clock approximately holds, structure diver-
gence is expected to be able to reconstruct the phyloge-
netic tree underlying protein evolution, similar to how
this is done with sequence divergence. Given a phyloge-
netic tree, the time distance from the leaves of the tree
passing through their closest common ancestor is ultra-
metric,43 i.e., if C is the outgroup of the triple A,B,C it
holds tAC 5 tBC > tAB. This relationship is valid for all tri-
ples, and it guarantees that the transitive property holds
for all distance thresholds, i.e., if A and B are related and B
and C are related also A and C must be related. Therefore,
relatedness along the tree induces an equivalence relation-
ship whose equivalence classes are the phylogenetic
groups. If the molecular clock approximately holds, the
divergence DAB  ktAB can be used to estimate the diver-
gence time and to reconstruct the tree.
To test the clustering properties of the divergence
measures studied here, we measured the clustering coeffi-
cient (see Materials and Methods) of the networks
constructed by joining together proteins with DAB smaller
than some threshold. If the clustering coefficient is one,
all related proteins share all their neighbors and transitiv-
ity exactly holds. Ultrametricity implies clustering coeffi-
cient equal to one for all thresholds. The validity of the
molecular clock hypothesis therefore implies that the
clustering coefficient is close to one for all thresholds.
Figure 5 shows the clustering coefficient of the net-
works obtained with a given distance measure and given
threshold versus the number of connected components
of the same network (i.e., the number of clusters
obtained with single linkage clustering). The larger this
number, the smaller the distance threshold. There is a
range of distance thresholds such that the clustering coef-
ficient is close to one, consistent with the molecular
clock hypothesis. The clustering coefficient is larger using
Table II
AUC (Area Under the Curve) of the ROC Plots of Function
Conservation Predictions Using Different Structure Similarity Measures
Superfamily Seq. Id. Cont.Div. Z-Score TM-Score
Aldolases 0.988 0.980 0.979 0.988
Globins 0.977 0.984 0.979 0.982
P-loop 0.978 0.973 0.977 0.974
NADP 0.840 0.812 0.809 0.833
Table III
Slope of Contact Divergence Versus Sequence Divergence for Protein
Pairs Sharing the Same Function and for all Possible Protein Pairs
Superfamily Slope (all pairs) Slope (same function)
Aldolases 0.4830  0.0007 0.3733  0.0006
Globins 0.3912  0.0003 0.3572  0.0007
P-loop 0.2888  0.0008 0.2529  0.0011
NADP 0.3914  0.0005 0.3245  0.0007
Figure 5
For the NADP superfamily and for each different divergence measures
and distance thresholds, we constructed a network by joining all pairs
of proteins closer than the threshold. For each network, we plot the
clustering coefficient versus the number of connected components, i.e.,
the number of clusters obtained with single linkage, which decreases
with increasing distance threshold. One can see that there is a range of
optimal similarity threshold such that the clustering coefficients are
close to one, as expected from the molecular clock hypothesis. Also
notice that the clustering coefficients present dips that suggests that the
evolutionary rate is not constant in this region.
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sequence identity measured with the optimal structure
alignment than using structure similarity measures. This
suggests that protein sequences evolve in a more clock-
like fashion than protein structures. Among structure
similarity measures, the contact divergence yields the best
clustering coefficient for NADP and P-loop whereas the
TM score is the most clock-like for globins and aldolases.
Notice that in Figure 5 the clustering coefficients pres-
ent dips suggesting that the evolutionary rate is not con-
stant for some values of the thresholds, corresponding to
some typical evolutionary distance. We conjecture that
this phenomenon is related to the rate acceleration when
the protein function changes. This interpretation is sup-
ported by the fact that we measured a significantly larger
rate of structure divergence for proteins with different
function. We will analyse this issue in future work.
Conformation changes
Figures 3 and 4 show some outliers, i.e., protein pairs
with large sequence identity whose structures diverge
much more than expected. These are often examples of
conformation changes, i.e., proteins that change confor-
mations while performing their biological activity. We
discuss in this section the examples that produce the
most severe outliers in Figure 4, i.e., pairs whose struc-
ture divergence is much larger than expected based on
their sequence identity. The conformation changes dis-
cussed below are represented in Supporting Information
Figure 4.
Globins
Many proteins in this superfamily have been crystal-
lized with different co-factors (mostly oxydized and
reduced Heme) that give raise to small scale conforma-
tion change. Engineered mutants as well are associated to
small conformation changes. The strongest conformation
change involves hemoglobin crystallized together with
the alpha-haemoglobin-stabilizing protein (AHSP), which
inhibits its capacity to react with oxygen (PDB code
1z8u). ‘‘The structure of AHSP bound to ferrous alpha-
HB is thought to represent a transitional complex
through which alpha-Hb is converted to a nonreactive,
hexacoordinate ferric form (. . .) The structure of the
complex shows significant conformational changes
involving translocation of main chain atoms by as much
as 10 A˚’’.44 This structure is responsible of the most seri-
ous outliers in Figure 3, in particular an almost vertical
line of outliers at sequence identity  0.22, a large blob
of outliers at sequence identities between 0.30 and 0.40,
and a long horizontal line of outliers with SI > 0.4.
Aldolase
The most relevant conformation change in this super-
family involves a mutant (Y24F) of the protein glicolate
oxidase, PDB code 1gylB. This mutant could not be crys-
tallized with its natural cofactor FMN. According to the
authors, ‘‘the absence of the cofactor FMN and differen-
ces in packing of the subunits give raise to much larger
differences in the structure than the mutation per se’’.45
This structure is involved in most outliers with sequence
identity larger than 0.5.
NADP
In this superfamily, the largest conformation change
involves the protein Abeta-binding alcohol dehydrogenase
(ABAD), PDB code 1so8A which displays substantial dis-
tortion of the NAD-binding pocket and the catalytic
triad.46 Other smaller conformational changes involve
the Enoyl-acyl carrier reductase of Plasmodium falcipa-
rum crystallized with different ligands.47
Ploop
In this superfamily, the most severe outliers (in partic-
ular, those with SI > 0.6) involve three structures of the
protein p21(H-ras) studied at different time points along
the GTPase reaction with the synchrotron Laue
method48 (PDB codes 1plj, 1plk and 1pll).
Relationship between length divergence
and structure divergence
Finally, we studied how length divergence (defined in
Materials and Methods) influences sequence and structure
divergence and is influenced by it. Large length differences
between two proteins are an indication that large inser-
tions and deletions have occurred in their evolution. How-
ever the contrary does not hold, i.e., even proteins of the
same length may undergo multiple insertions and dele-
Figure 6
For the case of globins, we show the effect of sequence and structure
divergence on the average length divergence. [Color figure can be
viewed in the online issue, which is available at www.interscience.wiley.com.]
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tions in their evolution. We show in Figure 6 results for
the case of Globins. Other superfamilies yield qualitatively
similar pictures. As expected, length divergence increases
more or less gradually with sequence and structure diver-
gence. It then reaches a plateau, more or less corresponding
to the cross-over of the structural divergence explosion.
Beyond the cross-over, most protein pairs differ signifi-
cantly in length. Interestingly, large length divergence
strongly predicts function change (see Supporting Informa-
tion Fig. 3). On the other hand, similarity in length is a
weak predictor of sequence, structure and function conser-
vation (data not shown). In this case, the four superfamilies
yield different pictures: whereas for Globins proteins with
similar length tend to be similar in sequence, structure and
function, this is less true for the other superfamilies.
DISCUSSION
In this study, we examined how protein function
change and protein function conservation quantitatively
influence the relationship between sequence and structure
divergence in evolution. We quantified structure diver-
gence through a novel measure, the contact divergence,
which is based on the similarity of contact matrices. This
measure is evolutionarily motivated, since it is con-
structed in analogy with a sequence divergence measure
grounded in molecular evolution studies, and it is prop-
erly normalized both for related and for unrelated pairs,
in such a way that it is suitable both for evolutionary
analysis and for protein structure classification. We tested
that this measure is more consistent with evolution based
classifications than other previously proposed measures
of structure divergence, and that it allows to better repre-
sent the molecular clock of protein structure divergence.
Our first qualitative conclusion confirms that, for
small divergence, structure divergence and sequence
divergence are proportional, as previously shown by Cho-
thia and Lesk using as structure divergence measure the
RMSD.13 This implies that the molecular clock hypothe-
sis approximately holds also for protein structure diver-
gence if it holds for sequence divergence. The approxi-
mate validity of the molecular clock is also supported by
our finding that networks constructed using structure
similarity have clustering coefficient close to one, so that
they are consistent with phylogenetic trees. Therefore, we
can use structure similarity to reconstruct evolutionary
trees for protein structures.
Secondly, our results show that proteins that perform
exactly the same molecular function are limited in their
sequence and, even more, structure divergence. Although
this result is expected as a consequence of functional con-
straints on protein structure, the strength of these con-
straints is somewhat surprising. Notice that conservation
seems to act on global structure similarity measures, not
only on the active site. This is at first surprising, but it is
consistent with the idea that allosteric effects at the level
of the whole structure are important for protein function.
This finding may have important consequences both for
protein structure and for protein function prediction.
Concerning structure prediction, if two proteins perform
the same function they will have very similar structures
even if their sequence identity is below the twilight zone,
and the known structure of one of them will be a good
template for homology or threading based modeling of
the other one even at very low identity. Concerning func-
tion prediction, we have seen that structure divergence
larger than a threshold is an almost certain indication of
some (possibly subtle) function change. We have also
shown that this observation can be used to identify elec-
tronically annotated functions that are likely to be incom-
plete or wrong. This observation can be therefore used to
improve automatic annotation methods. The complete
linkage clustering method, which forbids to join in the
same cluster any two proteins with divergence larger than
a threshold, should be the natural way to exploit structural
information for automatic function prediction. We found
that the ROC plot for predicting protein function from
structure similarity have an area under the curve very
close to one, meaning that it is possible to achieve very
good prediction accuracy if the structure is known, or if it
can be predicted through threading methods.
Third, we have found that the rate of structure versus
sequence divergence is larger for proteins performing dif-
ferent functions than for proteins performing the same
function. This acceleration may be attributed either to
positive selection for new function or to relaxation of
negative selection for structure conservation upon func-
tion change. We prefer the first interpretation, since the
acceleration is also observed for low structure divergence,
which is compatible with function conservation. The
accelerations of the rate of structure divergence are also
supported by the observation that the clustering coeffi-
cient of networks constructed with measures of sequence
and structure divergence present significant dips, indicat-
ing violations of the molecular clock hypothesis, and by
the finding that protein sequence evolution is more
clock-like than structure evolution, also based on the
analysis of the clustering coefficient. We conjecture that
this is due to the acceleration of the rate of structural
evolution in the presence of positive selection for func-
tional changes. We will test this hypothesis in future
work. In any case, this finding also suggests a way to
improve protein function prediction when structure
information is available. In fact, sequence and structure
conservation is not sufficient to unambiguously decide
that two proteins perform exactly the same function.
Complementing structure similarity with a test of the
constancy of the evolutionary rate may improve the accu-
racy of function prediction.
Fourth, we have observed that, below a cross-over value
of sequence identity, there is an explosion of structural di-
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versity, which may increase much faster than linearly with
sequence divergence for proteins with different functions.
This finding extends the previous finding of Chothia and
Lesk based on the RMSD as divergence measure. The sim-
plest explanation for such an explosion is that, below the
cross-over, sequence identity does not allow to estimate
the evolutionary divergence time, so that protein pairs
with identity below the cross-over may have diverged for a
time much longer than what is inferred from their
sequence identity, allowing them to reach very different
conformations. Despite this simple explanation is sup-
ported by the observed relationship between the cross-
over values and the protein length, it is interesting that a
qualitatively similar explosion of structural diversity has
been found in a recent study of protein sequence design.49
In this study, protein sequences were designed by optimiz-
ing the folding stability of a target structure. It was found
that, when the target structure and the reference structure
in the PDB are very similar, the designed sequence has a
rather large identity with the reference sequence. However,
when the target and the reference structure become more
different, as it would be in case of selection for new func-
tion, designed and reference sequence only share very low
identity, of the order of twenty percent, i.e., slightly more
than the average identity of unrelated protein pairs. This
phenomenon has the appearance of a cross-over in the
relationship between sequence divergence and structure
divergence, very much reminiscent of the one that we
observed, and it may provide an alternative explanation
for it: When two proteins perform the same function, nat-
ural selection targets very similar structures, determining
sequence and structure conservation, whereas for proteins
with significantly different function natural selection tar-
gets different structures, whose typical sequence identities
are below the cross-over region. This interpretation is con-
sistent with the findings, here reported, that protein func-
tion influences evolution by limiting the extent of
sequence and structure divergence in case of function con-
servation, and by accelerating structure divergence with
respect to sequence divergence in case of function change.
Finally, we observed that large length divergence,
which is an indication of insertions and deletions, are
almost always associated with functional changes (see
Supporting Information Fig. 3), but length conservation
is not an indicator of functional conservation. In other
words, large differences of length of homologous proteins
are a strong hint of functional change, i.e., large length
differences are hardly neutral under a functional point of
view.
MATERIALS ANDMETHODS
Protein sets
In this work, we used five protein domain sets. (1) A
representative set of protein domains having less than
40 percent sequence identity, which are decomposed
almost identically in the CATH and SCOP database (con-
sensus set available at the URL: http://ub.cbm.uam.es/
research/ProtNet.php). (2) Four superfamilies: Globins,
Aldolases (TIM barrel fold), P-loop containing nucleoside
triphosphate hydrolases and NADP-binding Rossman-
fold domains. The list and the definition of domains in
each superfamily were taken from the CATH database.15
From all sets, we eliminated NMR structures, domains
extracted from multi-domain chains, for which the func-
tion assignment is problematic, and domains with both
very high structure and sequence identity (the product of
sequence identity times contact overlap must be smaller
than 0.98). The sequence identity and contact overlap,
respectively, took values in the ranges (0.01, 1.00) and
(0.13, 1.00) for Globins, (0.01, 1.00) and (0.08, 1.00) for
Aldolases, (0.00, 1.00) and (0.04, 1.00) for P-loop, (0.00,
1.00) and (0.00, 1.00) for NADP.
Function characterization
We retrieved Gene Ontology (GO)39 terms for PDB
chains from the web page of the Structure integration
with function, taxonomy and sequence (SIFTS) initiative
(http://www.ebi.ac.uk/msd/sifts/). To avoid wrong assign-
ments of GO terms to CATH domains, we removed
those cases were more than one CATH domain corre-
spond to the same PDB chain. From GO terms, we used
only the molecular function annotation and we removed
annotations contained in paths already assigned to the
same PDB chain.
For globins, GO terms were not specific enough, so we
also used InterPro Signatures.40 Notice that InterPro sig-
natures do not necessarily yield a classification, but we
verified that they do in the case of Globins, i.e., that in
this set having the same InterPro signature is an equiva-
lence relationship. To retrieve these signatures, we used
the SSMap tool50 that relating PDB chains with UniProt
accessions, which also include InterPro Signatures.
We considered GO terms to be manually assigned if
their evidence code was EXP (Inferred from Experiment),
IDA (Inferred from Direct Assay), IPI (Inferred from
Physical Interaction), IMP (Inferred from Mutant Pheno-
type), IGI (Inferred from Genetic Interaction), IEP
(Inferred from Expression Pattern) or TAS (Traceable
Author Statement). All other evidence codes, such as for
instance ISS (Inferred from Sequence or Structural Simi-
larity), were attributed to computational analysis. The
number of manually annotated domains is dramatically
reduced: 92 over 676 for NADP, 533 over 1209 for P-loop,
272 over 1341 for Aldolases, 702 over 1313 for Globins.
Divergence measures
For each pair of domains in the same superfamily
structure alignments were computed using a new version
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of the program Mammoth33 which was improved
performing the same two steps dynamic programming
procedure implemented in the multiple alignment ver-
sion Mammoth-mult,51 and optimizing the correspond-
ing parameters (UB, APG, Florian Teichert and Markus
Porto, unpublished). We measured pairwise dissimilar-
ities in structure, sequence, function and length.
1. Sequence divergence Dseq was computed from the
sequence identity SI [ [0, 1] measured from the opti-
mal structure alignment as
Dseq ¼ logðSIÞ: ð5Þ
Here and in the following, log indicates Neperian log-
arithms.
2. Function similarity was based on GO terms52 or on
InterPro signatures40 in the case of Globins. Two pro-
teins where considered to perform the same function
(Dfun 5 0) if all of their GO terms or InterPro signa-
tures coicided, otherwise they were regarded as per-
forming different functions (Dfun 5 1).
3. For two proteins A and B, we measure their length
difference and define the dimension-less variable
dlen(A, B) as
dlenðA;BÞ ¼ LA  LBj jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
LALB
p ð6Þ
We observed that dlen < 1 for all pairs of proteins in
the superfamilies that we examined. We therefore
defined the corresponding length divergence as Dlen 5
2log(1 2 dlen), in analogy with sequence or structure
divergence (notice that this variable is not defined if
dlen  1, i.e., if LA/LB > 2.6).
4. The contact overlap is a convenient measure of pro-
tein structure similarity, which counts the fraction
of contacts in common between two aligned protein
structures A and B. The contact matrix of protein
A, Cij
(A), is defined such that Cij
(A) equals one if two
heavy atoms of residues i and j are closer than
4.5 A˚ and |i 2 j|  5, and zero otherwise, so that
we do not consider short range contacts. As the
same short range contacts are formed with higher
probability in unrelated structures, eliminating them
has the effect to reduce the mean overlap of unre-
lated structures. We expect in this way to increase
the signal to noise ratio of the contact overlap.
Denoting by a(i) the residue in structure B aligned
with residue i in structure A, the contact overlap
can be written as
qAB ¼
P
ij C
ðAÞ
ij C
ðBÞ
aðiÞaðjÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
ij C
ðAÞ
ij
P
ij C
ðBÞ
ij
q : ð7Þ
where summation runs over all pairs of residues in
protein A.
5. The contact overlap of unrelated proteins depends on
their length. We characterize the length of the protein
pair as the geometric mean of the two lengths,
L ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃLALBp : ð8Þ
The mean qðLÞ and standard deviation rq(L) were
computed by performing pairwise alignments for the
ASTRAL40 set of domains having less than 40%
sequence identity, using the program MAMMOTH33
and considering only pairs in different SCOP folds. In
this case, only short regions of the two proteins super-
impose in space, typically consisting of one or few sec-
ondary structure elements. For each length in the
range 40 to 800 residues, qðLÞ and rq(L) were well fit-
ted by the power laws
qðLÞ ¼ 0:386L0:547 ð9Þ
rqðLÞ ¼ 1:327L0:673 ð10Þ
To eliminate the length dependence, we used the Z
score of the overlap, subtracting the average value of
the overlap of unrelated protein pairs with the same
length, qðLÞ, and dividing times the corresponding
standard deviation, rq(L), to obtain
Z ¼ q  qðLÞð Þ
rqðLÞ ð11Þ
6. As explained in the main text, the overlap q was trans-
formed to obtain a measure of contact divergence
Dcont, defined as
Dcontðq; LÞ ¼  log
q q1ðLÞ
1 q1ðLÞ
 
if q > eðLÞ
D0  q  qðLÞð Þ=rqðLÞ otherwise
(
ð12Þ
The upper line of the aforementioned equation defines
the contact divergence of related proteins, in analogy
to how sequence identity is tranformed to estimate
evolutionary divergence, Eq. (2). It is such that
Dcont 5 0 for proteins having identical contact matri-
ces and Dcont ? 1 for q ? q1(L). The lower line
defines the contact divergence of unrelated or distantly
related proteins as Dcont 5 D0 2 Z, where Z is defined
in Eq. (11). The aforementioned equation depends on
three parameters, the asymptotic overlap q1(L), the
cross-over overlap e(L) and the parameter D0. They
are fixed as follows. First, we make the ansatz
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q1ðLÞ ¼ qðLÞ þ ArqðLÞ; ð13Þ
which means that the asymptotic overlap of distantly
related proteins is larger than the mean overlap qðLÞ
of unrelated proteins Since both qðLÞ and rq(L)
depend on protein length, so does q1(L). The param-
eter A in the aforementioned equation was fixed to
the value A 5 5 by assessing the contact divergence
measure through the clustering experiments described
in the main text.
The cross-over e(L) is fixed imposing that Eq. (12) is
continuous for q 5 e(L). To this end, we introduce the
variable z 5 (e(L) 2 q1(L))/rq(L). The continuity
condition reads
z  logðzÞ ¼ D0  Aþ logrqðLÞ  log 1 q1ðLÞð Þ;
ð14Þ
The function z 2log(z) takes values between one, for
z 5 1, and infinite, for z tending to zero and to infi-
nite. Therefore, two solutions of the aforementioned
equations exist if and only if the right hand side is
larger than one, i.e., D0 2 A 1 log rq(L) 2 log(1 2
q1(L)) > 1. We decided to take the smallest value of
D0 such that solutions exist for all protein domains
contained in our set, i.e.,
D0 ¼ 1þ A logrqðLmaxÞ þ log 1 q1ðLmaxÞð Þ ¼ 10:2
ð15Þ
where Lmax 5 880 is the length of the longest domain
in all sets that we used and A 5 5. We then numeri-
cally solved Eq. (14) for each L, taking the solution
with z < 1, which corresponds to an e with small Z
score, and we obtained e(L) 5 q1(L) 1 rq(L)z(L). In
this way, the only free parameter in the definition of
the contact divergence is the parameter A that
expresses the extent to which homologous proteins
keep memory of their evolutionary relatedness. This
parameter was fixed to the value A 5 5 by performing
the clustering tests described in the main text.
Classification analysis
We assessed the agreement of two classifications
through the weighted kappa measure,38 which uses as
reference the expected agreement for two independent
classifications with the same number of relationships.
We define NA (NB) the number of related pairs in classi-
fication A (B) of the same N objects, with Ntot 5
N(N 2 1)/2 pairs in total. If A and B are independent,
the number of pairs that are either related or unrelated
in both A and B is given by
Ne ¼ NANB þ Ntot  NAð Þ Ntot  NBð Þ
Ntot
ð16Þ
We compare this number to the observed number of
pairs that agree,
No ¼ NAB þ Ntot  NA  NB þ NABð Þ; ð17Þ
where NAB is the number of pairs that are related in both
classifications From this number, the weighted kappa is
computed as
j ¼ No  Ne
Ntot  Ne : ð18Þ
A value of zero means that two classifications are as
related as independent classifications, one means that the
two classifications coincide.
Clustering coefficient
The clustering coefficient of node i in a network is
defined as the fraction of pairs of its neighbors j and k
that are neighbors between each other, and the clustering
coefficient of the network is the average clustering coeffi-
cient of its nodes. Formally, this is defined as
Clustering coefficient ¼ 1
N
X
i
2
P
j<k AijAikAjk
ni ni  1ð Þ ð19Þ
where N is the number of nodes, Aij is the adjacency
matrix (one if nodes i and j are joined, zero otherwise),
ni 5
P
j Aij is the number of neighbors or degree of
node i If the clustering coefficient is one for all nodes,
connections on the network define an equivalence rela-
tionship.
We have computed the clustering coefficient for the
network obtained by joining domains with similarity
Sij > S0, for various values of S0. To compare different
similarity measures, we have plotted the clustering coeffi-
cient versus the number of disjoint components found in
the network.
ROC plots
Given a binary classifier (predictor) assigning positive
and negative values, and a test set of examples whose
positive and negative values are considered true, the re-
ceiver operating characteristic (ROC) plots the sensitivity,
or true positive rate, defined as sensitivity 5 TP/P versus
the false positive rate or 1-specificity, FPR 5 FP/N, for
different thresholds used for classification. The perform-
ance of the classifier is evaluated through the area under
the curve (AUC) of the ROC plot, which is 0.5 for ran-
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dom classifiers and 1 for a perfect classifier having sensi-
tivity one for all thresholds.
Conditional averages
For studying the relationship between different types
of divergence measures, we measured the conditional av-
erage of one variable conditioned to values of the other
variable in a given interval.
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Chapter 3
Microbial systems
A great truth is a truth whose opposite is
a great truth.
Niels Bohr
Summary
In this chapter we present the results found for bacterial systems, where
we investigate the determinants inﬂuencing the distribution of bacterial taxa
observed in diﬀerent samples. As it was outlined in the introduction, we aim
to infer whether there is any role for the ecological interactions to explain
this distribution.
It is interesting to infer interactions from this kind of data, because we
consider many diﬀerent environments and it is known that interactions bet-
ween bacteria may change under diﬀerent environmental conditions [Klitgord
and Segrè (2010)]. Therefore, if it is possible to justify that inferred relations-
hips are actual ecological interactions, these may be interactions conserved
during the evolutionary process, similarly to the structural cores found for
proteins.
The global strategy relies also in the comparison of microstates (bacterial
samples, whereas we compared protein structures in the previous section),
searching for similarities that may be a consequence of underlying ecological
interactions. Given the nature of our data, patterns of co-occurrence (ag-
gregation) and exclusion (segregation) between the diﬀerent taxa may arise
from these comparisons, from which we must address their signiﬁcance, and
then further interpret the results in terms of ecological interactions.
The procedure we designed to assess the signiﬁcance of these comparisons
consists on the application of pattern-based (null) models aiming to repro-
duce the observed distribution of taxa, which is a characteristic approach
in classical Biogeography. We consider as a null hypothesis that species do
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not interact, and therefore the patterns obtained from the random procedure
do not contain information about species interactions. In this way, patterns
identiﬁed in the observed data departing signiﬁcantly from those obtained
for random data, could be interpreted as a signature of an interaction. We
generated these random patterns through generalized linear models [Bolker
et al. (2009)]. In these methods, the average of a statistical distribution se-
lected from the exponential family is estimated through a regression, where
the predictors are related to the constraints found.
In the ﬁrst work presented here [Pascual-García et al. (2014b)] we adap-
ted the proposal of Navarro-Alberto and Manly [Navarro-Alberto and Manly
(2009)] to consider environmental information. We dealt with a large compo-
sitional matrix, recovered from experiments sequencing the 16S rRNA gene
of bacterial taxa a gene which is in principle characteristic for each specie,
and thus it is often used to build Operational Taxonomic Units, which result
in more than two thousand samples from almost ﬁfty diverse environments.
Moreover, we proposed a measure that allowed us to estimate the probability
that an observed aggregation or segregation of two taxa could be obtained by
chance although we must remember that this is not a completely random
process, given that several constraints are implicitly considered.
The results revealed a surprisingly large number of signiﬁcant relations-
hips, being most of them aggregations. Taking into account the coarse grai-
ned nature of our data, we cannot conclusively reject the null hypothesis,
given that we cannot include explicitly in the null model all the environmen-
tal features that may inﬂuence the outcome of these communities. Whether
the patterns found actually reﬂect ecological interactions or a more simple
hypothesis such as habitat ﬁltering, must be further veriﬁed through expe-
riments handling indirect evidences to support one or the other hypothesis.
We found that many aggregations take place in a wide variety of en-
vironments, which makes unlike any underlying habitat preference driving
their appearance. Many of them are cosmopolitan taxa without well deﬁ-
ned habitat preferences. Indeed, cosmopolitan taxa have stronger propensity
to aggregate than specialists, a result opposite to what is found following
the null model. In addition, we have built a network considering the sig-
niﬁcant aggregations, and it has a marked structure with high clustering
coeﬃcient and nestedness, in analogy with mutualistic networks of plants
and pollinators. Last, but not least, we veriﬁed that several of the signiﬁcant
aggregations found are indeed known cooperative relationships.
Altogether, these results suggest that mutualistic associations are com-
mon in the bacterial world, and they are key to explain the remarkable
cosmopolitanism of bacteria and the diversity of their communities. Moreo-
ver, we ﬁnd that phylogenetically related taxa have a strong tendency to
aggregate and avoid segregation, and this signal is stronger for closer taxa.
This observation is consistent with an evolutionary scenario where metabo-
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lic syntrophy and interchange of genetic material would have a relevant role
in the adaptation of taxa to the diﬀerent environmental conditions. Under
this scenario, phylogenetic similarity would facilitate the success of events
such as horizontal gene transfer, challenging a paradigm where competitive
exclusion would be the main driver in bacterial speciation.
In the second work [Vallès et al. (2014)] we applied a generalized linear
model to deal with matrices of taxa and samples where also their abundances
are considered, and we measure taxa aggregation and segregation considering
classical ressemblance measures [Legendre and Legendre (2012)]. The expe-
rimental data was obtained from metagenomics experiments where faeces
from a group of infants were sampled during their ﬁrst year of life, together
with those of their mothers before and after their children's birth. From these
samples microbial genes were sequenced and associated to bacterial taxa in
order to estimate the putative bacterial diversity in the gut, from which we
inferred signiﬁcant relationships at the diﬀerent stages.
Two clearly diﬀerentiated trends were found, mainly determined by the
diet of the infants, being the ﬁrst trend related with milk intake and the
second one with the introduction of solid food. Nevertheless, the bacterial
assemblage reﬂected a systematic increase in the ressemblance of the in-
fants'communities with respect to those observed in the mothers. Interestin-
gly, the information obtained allowed us to understand which relationships
are more important for the gut bacterial development, identifying a core of
bacterial taxa with signiﬁcantly positive relationships. This core may play a
critical role in the assemblage of other taxa and, in turn, in the structural
outcome of the community. Indeed, the comparison of these relationships
with those obtained from the previously discussed work are consistent [Va-
llès et al. (2014)], further facilitating the identiﬁcation of the environmental
preferences of the diﬀerent microbes. Moreover, an important question to
start building a picture of the ecological dynamics in gut is whether each mi-
crobe can be identiﬁed as an obligatory or facultative guest. As a result, the
core inferred from the infants'samples seems to be embedded within a larger
core of obligatory bacteria, providing further support to its interpretation
as a scaﬀold in gut development. On the other hand, most of the bacterial
species that dissapeared during the infants'development were rare species,
and its environmental aﬃnities revealed a rather facultative role.
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Bacteria dialog with Santa Rosalia: Are
aggregations of cosmopolitan bacteria mainly
explained by habitat filtering or by ecological
interactions?
Alberto Pascual-García1, Javier Tamames2 and Ugo Bastolla1*
Abstract
Background: Since the landmark Santa Rosalia paper by Hutchinson, niche theory addresses the determinants of
biodiversity in terms of both environmental and biological aspects. Disentangling the role of habitat filtering and
interactions with other species is critical for understanding microbial ecology. Macroscopic biogeography explores
hypothetical ecological interactions through the analysis of species associations. These methods have started to be
incorporated into microbial ecology relatively recently, due to the inherent experimental difficulties and the coarse
grained nature of the data.
Results: Here we investigate the influence of environmental preferences and ecological interactions in the tendency
of bacterial taxa to either aggregate or segregate, using a comprehensive dataset of bacterial taxa observed in a wide
variety of environments. We assess significance of taxa associations through a null model that takes into account
habitat preferences and the global distribution of taxa across samples. The analysis of these associations reveals a
surprisingly large number of significant aggregations between taxa, with a marked community structure and a strong
propensity to aggregate for cosmopolitan taxa. Due to the coarse grained nature of our data we cannot conclusively
reject the hypothesis that many of these aggregations are due to environmental preferences that the null model fails
to reproduce. Nevertheless, some observations are better explained by ecological interactions than by habitat
filtering. In particular, most pairs of aggregating taxa co-occur in very different environments, which makes it unlikely
that these associations are due to habitat preferences, and many are formed by cosmopolitan taxa without well
defined habitat preferences. Moreover, known cooperative interactions are retrieved as aggregating pairs of taxa. As
observed in similar studies, we also found that phylogenetically related taxa are much more prone to aggregate than
to segregate, an observation that may play a role in bacterial speciation.
Conclusions: We hope that these results stimulate experimental verification of the putative cooperative interactions
between cosmopolitan bacteria, and we suggest several groups of aggregated cosmopolitan bacteria that are
interesting candidates for such an investigation.
Keywords: Bacterial ecology, Habitat filtering, Biodiversity, Cooperation, Syntrophy, Bacterial speciation, Black queen
hypothesis, Ecological null-models, Ecological networks
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Background
In his seminal paper Homage to Santa Rosalia orWhy are
there so many kinds of animals? [1], George E. Hutchinson
addressed the determinants of biodiversity in light of a
renewed concept of niche. Hutchinson’s question has an
interesting challenge in the microbial world. Understand-
ing the determinants of bacterial niches can open new
perspectives on plant and animal evolution as well, since
bacteria co-evolved withmulticellular eukaryotes for hun-
dreds of millions of years mutually influencing each other
[2], and it may have important biomedical applications.
An increasing quantity of data from high-throughput
experiments is now available for large scale ecological
studies of bacterial communities, in particular for the
human microbiome [3-6]. Early analysis suggested that
ecological patterns are qualitatively similar for macro- and
microorganisms [7] and allowed identifying taxa-area and
distance decay relationships [8,9] and the influence of
environmental variables such as depth [10] or salinity [11],
stimulating the emergence of prokaryotic biogeography
[12,13].
Data on presence or absence of species in different
locations are used by biogeographists to infer ecologi-
cal processes [14]. Similarly, presence-absence matrices
obtained by sequencing environmental samples or by
mining abstracts of scientific papers [15] offer new oppor-
tunities to shed light son bacterial ecology. Recently, sev-
eral groups used large-scale data to study bacterial asso-
ciations [16-24], reviewed in [25]. In the present work,
we analyse bacterial species associations for a compre-
hensive collection of samples from a large variety of
environments classified at the three hierarchical levels
of environmental subtype, type and supertype [26]. We
assess the significance of their associations by means
of a recently proposed null-model [27] that optimally
reproduces the global distribution of taxa across samples,
and that we modified to take into account environmen-
tal preferences. To this end, we exploited the hierarchi-
cal classification of samples into environmental groups
developed by Tamames et al. [26] (see Additional file 1:
Figure S1 and Table S1) and developed a new analytical
pairwise score.
We are interested in pairs of taxa that aggregate and
segregate, which means that they co-occurr significantly
more often and less often than expected based on the null
model. Aggregations and segregations can be attributed
to habitat preferences, to direct ecological interactions
(cooperative interactions, commensalism and parasitism
for aggregation, competitive interactions for segregation)
or to indirect interactions with another species or group
of species. We consider environmental preferences in
our null model, with the aim to reduce the number of
aggregations that are due to common preferences. We
try to estimate how many aggregations may be due to
environmental preferences that are not removed by the
null model by differentiating associations that occur in
a specific environment from those that are not specific.
Another way to perform this analysis consists in focusing
on cosmopolitan taxa that do not show apparent environ-
mental preferences but are found inmany diverse environ-
ments. The previous work of Tamames et al. [26] found
that, at the genus level that we consider here, cosmopoli-
tanism is not rare among bacteria. We aim at investigating
in which way ecological associations may contribute to
this property.
In this work, we assess all possible segregations and
aggregations of 1187 bacterial taxa corresponding to the
genus level, observed in 2322 samples from different envi-
ronments, and we analyse the relationship between these
environmental associations on the one hand and cos-
mopolitanism and known ecological associations on the
other hand.
Results
Constructing networks of bacterial associations
Our first aim is to construct a null model that optimally
represents the global distribution of taxa across sam-
ples, considering their habitat preferences at the level of
environmental subtypes, but assuming that taxa do not
interact between themselves. This approach is different
from most current approaches to microbial community
studies in that it explicitly considers habitat preferences,
and in that the association score of a pair of taxa depends
on the observed distribution of all other taxa.
Since for many samples abundance information is not
present, the 2322 samples were transformed into the
binary presence-absence matrix Xia ∈ {0, 1}, where i
labels one of the N taxa and a labels one of the M sam-
ples. To limit the bias caused by the choice of primers
in sequencing experiments, we excluded experiments tar-
geted at detecting specific taxa (see Methods). We adopt
the probabilistic null model proposed by Navarro-Alberto
and Manly [27], in which the probability πia that taxon
i is observed at sample a in the absence of taxa interac-
tions is parametrized as πia = 1 − exp(−piqa) where the
parameter pi is related with the abundance of taxon i and
qa is related with the biodiversity supported by sample a,
respectively.
TheM+N parameters pi and qa are determined bymax-
imum likelihood, so that the resulting null model is most
difficult to reject. We take into account that each taxon
has a preference for some habitat by assuming that the
taxa parameters pi(A) are specific for each environmental
subtype A (see Methods). If taxon i is never found in envi-
ronmentA, then pi(A) = 0, implying that πia = 0 if a ∈ A,
i.e. the taxon is never found in samples of environment A
simulated through the null model either.
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The significance of the observed co-occurrences is
analytically assessed through the aggregation score
SAij = − log Pij
(
n ≥ nij
)
, where nij is the observed num-
ber of samples where taxa i and j co-occur and Pij(n)
is the null-model probability that taxa i and j co-occur
at n locations (see Association scores in Methods).
Similarly, we compute the segregation score as
SSij = − log Pij
(
n ≤ nij
)
. These computations are per-
formed analytically and they last few minutes on an
ordinary computer even for large systems.
We compute the significance of N(N − 1)/2 = 703891
potential associations between all pairs of taxa for the
observed matrix as well as for 100 random realizations
generated through the null model. To correct for mul-
tiple testing and reduce the dependence on the number
of samples where i and j are present, scores are trans-
formed into Z scores over random realizations of the
null model. (see Additional file 1: Figure S2). Large Z
scores are found with the observed matrix but not with
realizations.
Number of aggregations and segregations for comparable
significance thresholds
The reconstructed association network depends on the
threshold above which associations are considered signif-
icant. In order to choose these thresholds in a comparable
way for aggregations and segregations, we generate ran-
dom realizations of presence-absence matrices using the
null model πia, and we treat them in the same way as
the observed matrix, computing their null model π ′ia, the
association scores and the number of inferred associations
for given threshold. Since in the null model taxa do not
interact, these inferred associations represent false posi-
tives. In this way, we estimate the false positive rate (FPR)
and the positive predictive value (PPV) as a function of the
threshold.
We plot in Figure 1 the number of inferred associations
versus the PPV. For equal PPV, the number of aggregations
is larger than the number of segregations. The same quali-
tative result is found using the FPR as control variable (see
Additional file 1: Figure S3).
A possible artefact that can produce this result is that
our method does not allow to detect significant associa-
tions for all pairs of taxa. For instance, if two taxa never
co-occur in the same environmental subtype, they never
co-occur in the null model as well and their segregation
score is zero. In general, two taxa can have a significant
aggregation (segregation) score only if the probability that
they always (never) co-occur is smaller than the chosen
threshold. To take this into account, for each threshold
we consider only pairs of taxa for which both segrega-
tion and aggregation can be detected (consensus set).
Also in this case aggregation prevails over segregation: for
PPV=0.96, which represents a good compromise between
completeness and accuracy, we find 2313 aggregations and
628 segregations (see Table 1). The results shown in the
following are obtained using these thresholds but consid-
ering also pairs for which only one association type can be
detected.
We compared our predicted associations with those
obtained by Freilich et al. [28]. These authors predicted
potential cooperative and competitive interactions of bac-
terial species based on the simulation of their metabolic
networks in different environments, and complemented
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Figure 1 Number of significant aggregations (black) and segregations (red) found in the observed presence-absence matrix versus the
positive predictive value (see Methods).
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Table 1 Properties of networks obtained with Positive
Predictive Value 0.96
Type Pairs Threshold FPR Associations
Aggregation All 5.75 4.1 · 10−4 3394
Segregation All 5.75 2.4 · 10−4 632
Aggregation Cons. 4.75 2.0 · 10−4 2313
Segregation Cons. 5.75 6.2 · 10−5 628
these associations through the analysis of pairs of species
that co-occurr in metagenomic experiments more and
less often than expected by chance. This study differs
from ours in three important ways: (1) It assesses the sig-
nificance of aggregations and segregations through the
hypergeometric distribution, which only depends on the
pair of taxa examined, instead of using a global null model
that also accounts for the absence/presence of other taxa;
(2) More importantly, it only examines pairs of species
that show the same environmental preferences, while our
method takes care of removing environmental preferences
through the null model (3) Finally, it considers the species
level, whereas we detect associations between genera.
Despite these differences, the results are strikingly
similar. Out of 62 genera for which we could identify
a correspondence with 73 species studied by Freilich
et al., we found 26 aggregations and 16 segregations over
1891 possible associations (1.4 % and 0.8%, respectively)
and they found 49 aggregations and 16 segregations over
2628 possible associations (1.9% and 0.6%, respectively).
Nine of our aggregating taxa were associated with dif-
ferent environments, so that their co-occurrence was not
tested by Freilich et al. Of the remaining 17, 11 were co-
occurring also in Freilich et al. study (65%). This is a very
significant overlap, since the overlap expected by chance
is 17 × 49/2628 = 0.32. Note that 38 out of 49 pairs
co-occurring in their study were not significantly aggre-
gated in ours, presumably because they are associated to
the same environment and were filtered out by our null
model. None of the segregating pairs coincided in the two
studies. We conclude that our method is effective in fil-
tering out pairs that aggregate because of environmental
preferences, and that most of the aggregating pairs that it
identifies agree with Freilich et al.’s method. On the con-
trary, segregations do not agree between the two methods
(the overlap expected by chance is 0.1, and we find zero),
perhaps because they are more difficult to detect.
Control network
To take into account possible biases caused by our com-
putational procedures, we constructed a control network.
We used as the starting point a random presence/absence
matrix extracted with the probabilities computed with the
null model for each combination of samples and taxa. We
computed association scores for all pairs of taxa exactly
as for the observed matrix and we assigned associations
using thresholds lower than for the observed network
(T = 3.34 instead of 5.75 for aggregation, and T = 4.60
instead of 5.75 for segregation) in such a way that the
number of associations is the same for networks obtained
from the two matrices. One should keep in mind that this
control network is not a random network, since its con-
struction produces correlations. For instance, since taxa
appearing in many samples tend to co-occur with many
other taxa, when we decrease the significance thresh-
old they tend to form many aggregations, which produce
aggregation propensity (see below).
Community structure
Association propensity. We investigate the community
structure of the observed and the control network by
measuring the propensity (see Methods) that two taxa
associate given that they both associate with a third taxon
k. This measure is analogous to the clustering coefficient,
but it is clearer to interpret since it is negative if the asso-
ciation with k disfavors the association between i and j.
There are two types of associations, aggregation (A) and
segregation (S), and three conditioning associations: both
i and j aggregate with k (AA), both segregate (SS), and one
aggregates and the other segregates (AS). We obtain six
propensities, which are reported in Table 2. Even the con-
trol network generates significant propensities, since taxa
present in many samples tend to form many associations
and produce positive propensities. However, propensities
are much stronger for the observed network, suggesting
that they provide non-trivial information on the commu-
nity structure. The favored triangles are AAA and ASS,
whereas it is disfavored that two segregating taxa aggre-
gate with the same taxon (triangle AAS). These patterns
are compatible both with the ecological and with the envi-
ronmental interpretation of aggregations, and they sug-
gest the existence of separate communities such that taxa
of the same community aggregate between themselves
and segregate from taxa in other communities.
Table 2 Association propensities for the observed and a
random network
Propensity Observed network Control network
(A | AA) 3.59 ± 0.04 1.82 ± 0.10
(S | AA) −1.83 ± 0.27 −0.71 ± 0.13
(A | AS) −1.91 ± 0.12 −0.42 ± 0.12
(S | AS) 4.45 ± 0.09 1.32 ± 0.17
(A | SS) 3.24 ± 0.04 0.42 ± 0.14
(S | SS) 1.93 ± 0.11 0.62 ± 0.42
(A | AA) represents propensity of aggregation given two aggregations, and so
on (see text).
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Nestedness ν (see Methods) is a property related with
the aggregation propensity that has been shown to be
enhanced in mutualistic networks [29], although it may
also arise from habitat filtering. Strongly nested pairs
share many common aggregations, and they are more
frequently observed in the observed than in the control
network, see Additional file 1: Figure S5. The medians of
the two distributions are different at the 1% significance
level (Wilcoxon rank sum test).
Habitat filtering or ecological interactions?
Significant associations may be attributed either to eco-
logical interactions or to habitat preferences. The null
model reduces the second possibility by taking habitat
preferences into account, since the taxon-specific param-
eter pi(A) vary for each subtype A of the environmental
classification so that preference for the same subtype
would not necessarily result in significant aggregation.
Nevertheless, the environmental classification is necessar-
ily coarse, and we cannot exclude that aggregations are
due to habitat preferences that the null model fails to
reproduce, such as for instance pH, oxygen or light. Disen-
tangling environmental and ecological preferences is very
difficult, since interactions in large natural communities
of bacteria cannot be directly observed on a large scale.
Therefore, in the following we examine indirect evidences
that support one or the other interpretation.
Environmental and phylogenetic relatedness favor
aggregation and disfavor segregation
Firstly, we examined the propensity (see Methods)
between aggregation and shared habitat preferences. A
positive propensity means that pairs of taxa that share
the same habitat preference tend to aggregate more
often than generic pairs of taxa or, conversely, that
aggregated taxa tend to share habitat preferences. This
relationship is expected even for a random presence-
absence matrix. Therefore, we compared the observed
aggregation network with the control network described
above.
Figure 2 (top panel) shows the propensity for aggrega-
tion versus the environmental relatedness at the level of
subtype, type and supertype. We consider a taxon associ-
ated with an environment if more than 50% and at least 3
of the samples in which it is observed belong to this envi-
ronment. We distinguish three types of environmental
relatedness for each level, in decreasing order of similarity:
Same, if the two taxa are associated with the same envi-
ronment, Und, if one or both of them are not associated
with any specific environment, and Diff if they are asso-
ciated with different environments. For instance, (Same,
Diff, Und) means that the preference is the same at the
supertype level, different at the type level and undefined at
the subtype level. We represent in the plot only points for
which there are at least 10 pairs, for instance no point is
shown for same family and same order and (Same, Same,
Diff ) habitat preferences.
As expected, one can see from Figure 2 that envi-
ronmentally related taxa have a strong propensity to
aggregate. Nevertheless, in the control network (black
curve) the maximum environmental relatedness (same
subtype, type and supertype) does not produce signifi-
cant propensity for aggregation, indicating that the null
model is effective in reducing aggregations caused by
environmental preferences at the subtype level. At the
type and supertype level, small but significant propensi-
ties arise even in the control network. Similarly, different
supertypes generate a small but negative propensity to
aggregate.
These propensities are much stronger for the observed
network (red curve) than for the control network, in
particular taxa with the same habitat preferences at
the supertype level are more prone to aggregate. The
most parsimonious interpretation of this observation
is that these aggregations are caused by habitat filter-
ing, through environmental preferences that the null
model does not take into account. Under this respect,
habitat filtering is the preferred explanation for the
two points corresponding to share subtype and shared
type. Nevertheless, the possibility that some aggrega-
tions come from ecological interactions cannot be con-
clusively rejected either, as discussed in the following
sections.
Furthermore, the aggregation propensity is significantly
larger for pairs of taxa that are both environmentally
and phylogenetically related. This relationship between
aggregations and phylogeny goes beyond shared habitat
preferences, since pairs of taxa belonging to the same
order (blue curve) and family (orange curve) are prone to
aggregate even in the absence of a common environmental
preference. The propensity for aggregation increases with
the phylogenetic relatedness (root, phylum, class, order
and family) and the propensity for segregation decreases
(see Figure 2, bottom panel), in agreement with the results
by Chaffron et al. [17], and also reminiscent of the results
by Tamames et al. [26], who found that the environments
can be classified based on the affinities that different phyla
have with different environments.
The propensity for segregation gives little informa-
tion, since the number of significant segregations is
small. Although we require that significantly segregat-
ing taxa co-occur in at least one subtype, we do not
find any pair of segregating taxa with the same habi-
tat preference at subtype level, which suggests that the
data that we use cannot effectively identify competing
taxa. However, most of the segregating pairs that we
identify coexist in at least one sample, and the fact
that their preferences are different can be also due to
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Figure 2 Propensity to association versus environmental relatedness (top) and versus phylogenetic relatedness (bottom). In the top figure
the x axis labels environmental relatedness at the three levels of subtype, type and supertype. For each level, three values of relatedness are
possible: ’Same’ if the preferred habitat is the same, ’Und’ if it is undetermined for one or both taxa, and ’Diff’ if it is different.
the high threshold that we choose to assign habitat
preferences.
Aggregated taxa co-occur in very different environments
To distinguishing habitat filtering from ecological interac-
tions, we envisage two scenarios in which an association
due to environmental preferences is not recognized by our
null model. The first scenario is that aggregated taxa share
a preference for a habitat that occurs in different envi-
ronmental subtypes, such as nitrite rich habitats found in
wastewater treatments and agricultural samples classified
in different subtypes, so that the preference is underes-
timated by the null model. We would expect that this
scenario is more likely if the habitat occurs in similar sub-
types belonging to the same type (for instance, human gut
and mouse gut), rather than in different supertypes (for
instance, forest and hydrothermal). The second scenario
is that the same sample contains many micro-habitats (for
instance, the human gut hosts different environments that
cannot be resolved in the most common experimental
settings), and the apparent aggregation stems from spe-
cialization to different habitats found in the same sample.
If this is the case, most of the samples where the taxa co-
occur should contain the same micro-habitats, which is
more likely if the samples belong to the same subtype or
the same type (for instance, human and mouse gut), but
not if they come from different supertypes (for instance,
open sea and rhizosphere). In both cases, taxa that co-
occur in similar samples are more likely to aggregate
because of habitat filtering.
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To test these scenarios, for each pair of significantly
aggregated taxa wemeasured the number of different sub-
types, types and supertypes to which the samples where
they co-occur belong. This number was measured as the
exponential of the Shannon entropy,−∑i fi log fi, in order
to reduce the impact of unfrequent environments. We
found that 77% of the significantly aggregated pairs co-
occur in samples from more than two different subtypes,
60% from more than two types, and 57% from more than
one supertype. These data support the view that most
aggregations cannot be explained by habitat preferences.
The distribution of the number of different environments
shared by each pair of significantly aggregated taxa is
shown in Figure 3.
Cosmopolitan taxa are prone to aggregate
The study of Tamames et al. [26] found that cosmopoli-
tanism, i.e. the fact that some taxa occurr in very diverse
environments, is relatively common in the bacterial world,
in particular if higher order taxonomic groups are con-
sidered. We set up to further investigate the relationship
between cosmopolitanism and aggregations because of
two reasons: first, since cosmopolitan taxa do not possess
environmental specificity, they may allow distinguishing
between habitat filtering and ecological interactions; sec-
ond, this investigation may give hints on whether aggrega-
tions play a role in the cosmopolitanism of some bacterial
taxa.
We measured taxa cosmopolitanism in two ways: (1)
As environmental cosmopolitanism, i.e. the number of
different environmental subtypes in which a taxon is
present, and (2) As community cosmopolitanism, i.e. the
number of different communities in which a taxon is
present (see Eq.(1) in Methods). To investigate possible
methodological artefacts, we compared the observed
aggregation network and the control network.
The number of aggregations of a taxon is positively
correlated with its cosmopolitanism both for the con-
trol and for the observed network, but in the latter case
the correlation is much stronger (r = 0.64 instead of
r = 0.35). If we normalize the number of aggregations
dividing it by the number of samples in which the taxon
is present, called prevalence, the relationship with cos-
mopolitanism remains positive for the observed network
whereas it becomes negative for the control network (see
Figure 4 for community cosmopolitanism and Additional
file 1: Figure S4 for environmental cosmopolitanism).
This qualitative difference suggests that the observed
relation between aggregations and cosmopolitanism goes
beyond the trivial effect that more common taxa are
more likely to co-occur. Since cosmopolitan taxa do not
present well-defined preferences, it seems unlikely that
the excess aggregation is due to habitat filtering. For
instance, Flavobacterium and Pseudomonas are present
in 36 different subtypes such as Arctic, Mouse Gut, Food
Treatment or Mines among others. The hypothesis that
their cooccurrence is explained by habitat preferences
would imply that these hypothetical preferred properties
co-occur in such a wide variety of environments. A more
economical hypothesis is that the excess of co-occurrence
is explained by cooperative interactions. Another possi-
ble hypothesis is that two cosmopolitan have an indirect
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Figure 3 Distribution of the number of significantly aggregated pairs of taxa that coexist in n different subtypes, types and supertypes.
The number of environments is computed as the exponential of the Shannon entropy. The maximum possible number of environments is 5 at
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relationship, due to the fact that there are specialist
taxa that, if present, exclude both of them. Our data
do not allow distinguishing between direct and indirect
relationships, therefore we cannot judge how likely is this
hypothesis.
Known cooperative pairs are found to aggregate
The hypothesis that some of the aggregations that we find
are due to cooperative interactions can be tested examin-
ing pairs of taxa for which such interactions are known.
They fall into three main cathegories: Syntrophy [30], in
which one taxon is metabolically dependent on reactions
carried out by a different taxon; Biofilms [31], in particu-
lar those formed by pathogenic bacteria, which cooperate
to promote the chronic nature of the infection [32]; Mutu-
alistic interactions with a shared host [33]. Many pairs of
taxa for which there are hints of a cooperative relationship
show significant aggregation, as described below.
An important example of syntrophy are methanogenic
environments in which organic acids are degraded by syn-
trophic associations of acetogenic bacteria and methano-
genic archaea. Hydrogen consumption by methanogens
allows acetogenic bacteria to convert organic acids to
acetate and hydrogen [34]. Consistently, we find sig-
nificant aggregations between Acetobacterium and the
methanogen archaea Methanolobus and Methanocal-
culus. In a similar context, an experimental study of
methanogenesis from ethanol identified a three species
mutualistic coculture with Desulfovibrio as the ethanol-
degrading species producing acetic acid and hydrogen,
which was converted to methane by a Methanobacterium
sp. while the pH was maintained by the acetate-utilizing
Methanosarcina mazei [35]. The two latter taxa show
significant aggregation. In another study it was demon-
strated that “the coexistence of two types of methanogens,
i.e. hydrogenotrophic (Methanoculleus receptaculi) and
acetoclastic (Methanosarcina thermophila) methanogens
is necessary to respond successfully to perturbation and
leads to stable process performance” [36]. These taxa are
significantly aggregated. Similarly, the persistence of Pseu-
domonas putida in an environment with benzyl alcohol
as the sole carbon source is dependent on the presence
of Acinetobacter. Experimental evolution of this com-
munity in a biofilm lead to establish a structured com-
munity in which interactions between the two species
evolved, enhancing productivity and stability [37]. This
is the strongest association that we detect. Nitrosomonas
and Nitrospira are two significantly aggregated nitrifying
bacteria frequently found in wastewater treatment plants,
where they oxidize ammonia and nitrite, respectively [38].
In this case, the aggregation seems to result from habitat
preferences and specialization rather than syntrophy.
Another very interesting example of syntrophy are
chemolithotrophic bacterial communities that oxidize
iron and sulfur leading to the formation of metal-rich
acidic water. In these peculiar ecosystems, whose best
known example is the acidic river Rio Tinto in Spain, the
energetic cycle is characterized by several types of bacteria
that act cooperatively [39,40]: sulfur- and iron-oxidizing
bacteria, such as Acidithiobacillus ferrooxidans and Lep-
tospirillum ferrooxidans, Acidiphilium, which removes
organic compounds toxic for Leptospirillum and reduces
iron even in the presence of oxygen, and Acidithiobacillus
spp. and members of the Acidimicrobiacea family, which
can facultatively reduce iron under anoxic conditions.
These taxa have large aggregation scores.
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Other interesting examples are related to the ability of
bacteria to adapt to environmental conditions that change
due to human activity. For instance, Sphingomonas sp.
TFEE and Burkholderia sp. MN1, isolated in soils treated
with the pesticide fenitrothion, were shown to be able to
degrade the pesticide jointly but not alone [41], and they
aggregate.
Another important class of examples concern biofilms
of pathogenic bacteria. Pseudomonas aeruginosa and
Burkholderia, the main pathogens in cystic fibrosis, form
mixed biofilms in the lungs of patients. They have
frequently exchange genetic material and communicate
through a common quorum-sensing system [42]. Their
aggregation score is lower than the conservative thresh-
old that we adopt, but it is large (Z = 3.8). Other
associations between pathogenic bacteria are frequently
observed in chronic wounds biofilms, in which bacteria
cooperate to promote the chronic nature of the infec-
tion [32]. The seven taxa most frequently observed in
these biofilms break down in two communities, one in
which Pseudomonas and Enterobacter are significantly
aggregated with Serratia although they are not aggre-
gated between themselves (Z = 1.5) and another one in
which Staphylococcus and Stenotrophomonas are signif-
icantly aggregated with Finegoldia and marginally aggre-
gated between themselves (Z = 4.9), while Peptoniphilus
is marginally aggregated with both Finegoldia and
Streptococcus.
Finally, an important type of indirect interactions are
mutualistic interactions with a common host. Such aggre-
gations can be viewed both as an example of habitat
filtering and as an indirect cooperative interaction over
evolutionary time scales mediated by the host. Gut and
root microbiota constitute the most studied examples and
present interesting common features [33]. For instance,
Rhizobium tropici and Devosia form a symbiosis with the
same aquatic legume host, they have been shown to have
interchanged symbiotic genes by horizontal transfer [43]
and they are significantly aggregated. Photobacterium and
Vibrio, two taxa present in the light organs of some fishs
[44], are significantly aggregated.
Summarizing, excluding nitrifying bacteria that are a
likely example of habitat filtering, we have examined 26
pairs of experimentally known associations that have dif-
ferent feature that suggest a synergistic relationship, find-
ing that 18 of them (69%) show significant aggregations.
Note that twomore pairs have large aggregation scores but
smaller than our chosen threshold, which indicates that
the threshold that we have chosen is strict.
Network analysis
We now concentrate our attention on a portion of the
aggregation and segregation network (the full network
of 1187 taxa is too large to be visualized) related with
animal Guts, given the major interest on understanding
the ecological determinants underlying the assemblage of
Human Gut communities. Indeed, it has been suggested
that a better understanding of Gut communities may be
achieved considering samples from environments differ-
ent than Human Gut in order to identify the facultative
or obligatory nature of the different taxa [4]. With this
motivation, we selected a subnetwork containing taxa that
has been observed not just in the Human Gut, but also in
other guts such as Cattle orMouse (seeMethods). In addi-
tion, and for the sake of comparison, we also selected two
more subnetworks related with the Saline and Plants envi-
ronments (see Methods), which are shown in Additional
file 1: Figure S8 and briefly commented in Additional
file 1: Supplementary text S2.
The gut related network shown in Figure 5 comprises
5 subtypes, and we require taxa to be present in at least
3 of them. This condition selects 141 taxa, which are not
necessarily preferentially associated with the gut environ-
ment. For most of them the association is strong, since
87% are found in at least 5 gut-related samples and 58%
in at least 10 samples. Note that, selecting taxa that are
observed in at least three Gut subtypes, we underscore
ecological relations that may prevail in the Gut indepen-
dently of the host at the expense of losing some taxa only
found in the HumanGut. The 141 selected taxa are related
through 468 aggregations and 146 segregations that are
computed from the entire data set, so they may co-occur
in environments different from the Gut. We can visually
distinguish two large groups of strongly aggregated taxa
(solid lines) and an intermediate group that links them
through transitive aggregations. One of the large groups
is constituted by taxa preferentially found in the super-
type “host” (red circles), and the other is constituted by
generalist taxa (white circles: no supertype accounts for
more than 50% of the samples). The two groups are mostly
related through segregations (dashed lines) in Figure 5.
To quantitatively confirm this structure, we have analysed
the modularity of the aggregation network with the mod-
ularity algorithm proposed in Ref. [45] implemented in
the program Gephi [46]. This algorithm subdivided the
Gut related network into five communities: the two large
groups clearly seen in the main figure, two intermedi-
ate communities connected to both of them and between
themselves, and a small community (Enterobacter,
Citrobacter and Klebsiella) only connected to the general-
ist community. They are represented in Additional file 1:
Figure S7. There are two possible interpretations of this
pattern: associations may be mainly attributed to habitat
filtering, which would explain why generalist taxa tend to
segregate from gut taxa. Alternatively, associationsmay be
attributed to ecological interactions, and in this case the
observed pattern would suggest antagonistic interactions
between the gut community and opportunistic invaders.
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Figure 5 Networks obtained for taxa present in a group of samples related with animal guts. Solid lines represent aggregations, dashed lines
represent segregations. Circles represent taxa, coloured according to the supertype to which at least 50% of the samples belong. (red = host,
green = terrestrial, blue = aquatic, magenta = thermal, yellow = other, white = undefined). Red lines connect taxa belonging to the same family.
The graphs have been plotted with the program Pajek [47].
Finally, we have also compared the network in Figure 5
with independent data obtained sampling the gut micro-
biota at 5 time points during the first year of life of 13
infants [48]. Interestingly, members of the host-related
group appear and remain until the last time point, whereas
generalist taxa are intermittently observed at different
time points, supporting their interpretation as oppor-
tunistic invaders.
Discussion
Bacterial communities can be very diverse. Hundreds of
species have been found in animal gut [49], vagina, mouth,
and other organs. However, the global extent of bacterial
diversity is currently debated. Estimates based on species-
area curves [50] and on the depth of bacterial divisions
on the rRNA tree of life [51] anticipated a huge number
of bacterial species, but extrapolations from higher taxo-
nomic levels were much lower than expected [52,53]. This
discrepancy is due at least in part to the fact that the
definition of bacterial species is artificial [54], and very
important differences in gene content may exist between
individuals classified as the same species, so that the con-
cept of ecotype may be more relevant for bacteria than
the rRNA-based species definition [55]. Unfortunately,
the resolution of the data does not allow us to address
the ecotype level, and we had to conduct this study at
the somehow artificial genus level (98% identity in rRNA).
It is therefore reassuring that a recent study argued that
the bacterial genus level is ecologically coherent [56],
supporting the approach undertaken here.
We performed a large scale survey of significant aggre-
gations and segregations of bacterial taxa, adopting a
maximum likelihood null model that takes into account
environmental preferences at the environmental subtype
level. We found a large number of significant aggrega-
tions, which may be attributed either to shared habi-
tat preferences that are not taken into account by the
null model or to cooperative ecological interactions.
Both explanations are at least partially valid. The null
model almost eliminates the aggregation propensity of
pairs of taxa that share habitat preferences at the sub-
type level, but not at the type and supertype level
(see Figure 2). On the other hand, 18 out of 26 (69%)
known examples of cooperative interactions are recov-
ered by our analysis as significant aggregations, and
some others have large scores that fall below our cho-
sen threshold, suggesting that the threshold that we use
is strict.
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In order to quantitatively assess the two kinds of expla-
nation, we examined two main mechanisms that may lead
to environmentally driven aggregations: (1) The preferred
habitat may be distributed between several environmental
subtypes so that the null model does not detect this pref-
erence; (2) The same sample may contain several micro-
niches, so that the taxa aggregation is only apparent. Both
mechanisms are plausible if the aggregated taxa co-occur
in very similar environments. Therefore, we conserva-
tively attribute to habitat filtering the aggregation or pairs
of taxa with shared environmental preferences. However,
we found that most significantly aggregated pairs coexist
in more than two different subtypes (77%) and types (60%)
and more than one supertype (57%) of the environmental
classification, and in these cases habitat filtering appears a
less likely explanation of the aggregation.
Cosmopolitanism offers another indirect evidence of
the mechanism underlying aggregation. Cosmopolitan
taxa, which live in very diverse environmental condi-
tions and communities, present many more aggregations
than specialist taxa. The number of aggregations increases
with cosmopolitanism faster in the real network than in
the network that we use to control methodological arte-
facts. If shared habitat preferences are the main source
of aggregation, we would expect fewer aggregations for
cosmopolitan taxa, which lack well defined preferences.
Thus this result is consistent with the view that many
aggregations are due to ecological interactions.
Cosmopolitanism is apparently at odds with the view
that biodiversity is maintained by distinct ecological
niches that avoid the competitive exclusion of species. The
fact that cosmopolitan taxa tend to aggregate suggests the
interesting possibility that cooperative interactions may
favor the remarkable cosmopolitanism of some bacterial
taxa. Of course, this hypothesis needs to be tested exper-
imentally. We hope that the statistical signal presented
here will stimulate such a test. To this end, we provide
here examples of groups of cosmopolitan taxa that show
strong aggregations between themselves in many diverse
environments and can be interesting candidates for
experimental studies. (1) The four taxa Pseudomonas,
Acinetobacter, Stenotrophomonas and Sphingobium
strongly aggregate; interestingly, cooperative interac-
tions between Pseudomonas and Acinetobacter have
been observed in experimental evolution [37]. (2)
The group of the plant-associated taxa Rhizobium,
Arthrobacter, Sphingomonas and Nocardioides, which
also co-occur within several scientific papers; (3) The
group Devosia, Rhizobium, Lysobacter and Sphingopy-
xis, the first two associated with plant symbiosis; (4)
Streptococcus, Staphylococcus and Propionibacterium,
associated with many infectious processes; (4) The
aquatic genera Flavobacterium, Acidovorax, Rhodoferax
and Polaromonas; (5) The soil bacteria Bradyrhizobium,
Rhodoplanes, Conexibacter, Gemmata, Isosphaera and
Stella. Some of these taxa, like Nocardioides, Conexibac-
ter, Rhizobium or Byssimonas, are highly promiscuous,
forming more than 30 aggregations each.
The aggregation network identified in this work has a
marked community structure, in particular it is signifi-
cantly clustered and nested. The triangles where all three
taxa aggregate (AAA) and those where two aggregated
taxa segregate from another one (ASS) are statistically
favored, suggesting the existence of different communi-
ties characterized by intra-community aggregation and
inter-community segregation. These data are compatible
both with ecological interactions and habitat filtering as
the basis of the community structure. Similarly, pairs of
aggregated taxa share more common aggregations than
expected at random (nestedness). Although habitat fil-
tering can explain this property, it is interesting to note
that nestedness is also observed in mutualistic networks
of plants and pollinators [29], and it has been suggested to
reduce effective competition and favor structural stability
and biodiversity [57].
When we compared significant aggregations and seg-
regations, taking care that the comparison is performed
at equal false positive rate, we obtained the surprising
result that aggregations are more frequent than segre-
gations in the bacterial world. This comparison may be
biased by the fact that sparse binary data are little effective
at detecting segregation, or that the broad phylogenetic
range of bacteria genera makes it difficult to detect com-
petitive exclusion, as it has been recently suggested [58].
Moreover, many of the aggregations that we find must
be attributed to habitat filtering. Nevertheless, in most
cases this explanation does not appear as the most likely,
which opens the way to the surprising ecological interpre-
tation that cooperative interactions between bacteria may
be very widespread.
This interpretation is worth investigation. Several other
works studied bacterial communities on a large scale,
emphasizing the role of either habitat filtering or compet-
itive exclusion or cooperative interactions.
Chaffron et al. [17] performed a study very sim-
ilar to ours, detecting numerous significant aggrega-
tions from bacterial co-occurrence in environmental sam-
ples. The main differences with respect to our study
are that their null model does not take into account
environmental preferences, so that these aggregations
must be conservatively attributed to habitat filtering,
and segregation was not assessed. The study of Faust
et al. examined the microbiome of several body sites
with high spatial resolution, finding a comparable num-
ber of positive and negative associations within body
site [24], but another recent study of the human gut
microbiome did not find significant negative associ-
ations [23]. Arumugam et al. provided evidence for
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the existence of three distinct types of composition of
the gut microbiome called enterotypes [18]. However,
even in distinct enterotypes one does not observe com-
plete exclusion of any common bacterial taxon, except
Prevotella.
In an interesting study, Freilich et al. studied the ability
of pairs of bacterial species to interact competitively or
synergistically by predicting their metabolic growth in
isolation and in the presence of the other species on differ-
ent media [28]. Interestingly, in most cases both outcomes
are possible depending on the growth medium. They also
performed a co-occurrence analysis similar to ours, but
with the important difference that it did not adopt any
null model and it did not attempt to eliminate pairs that
are associated due to common environmental prefer-
ences, but instead focused on such pairs. Nevertheless,
the qualitative incidence of aggregations and segregations
is similar to the one that we found, and 65% of the sig-
nificantly aggregated genera that we could compare were
also co-occurring in their analysis. The co-coccurrence
analysis shows that pairs of taxa that are ecologically
related through co-occurrence or exclusion tend to have
larger competition and cooperation scores than unrelated
taxa, which supports the idea that ecological interactions
lie behind many aggregation and segregation events.
Horner-Devine and coworkers examined 86 matrices of
presence-absence of bacterial taxa and computed their
C-score [59], finding that all but one significant C-scores
were positive, which suggests prevalence of segregation
over aggregation [16]. However, the C-score is a global
measure that may be positive even in the absence of sig-
nificant segregations if the majority of pairs co-occur less
than expected, which is very likely due to the discretiza-
tion of presence-absence matrices. Gotelli and Ulrich
found that the C-score may be highly significant even
if the number of significantly aggregated pairs is larger
than the number of significantly segregated pairs [60].
Levy and Borenstein recently studied through metabolic
models the complementarity and competition of pairs of
bacterial taxa, predicting that taxa that co-occur in the
gut microbioma tend to compete more than those that
exclude themselves [61]. This prediction suggests that
microbiome assembly is dominated by habitat filtering.
We also consider habitat filtering as the most economic
explanation for the aggregation of taxa that co-occur in
one or few environmental subtype, but not for those that
co-occur in a wide range of environments. One should be
cautious in using metabolic predictions, since the differ-
ence between metabolic competition and syntrophy may
depend on a small number of key enzymes: The intro-
duction of just one engineered gene in strains of the same
bacterial species can turn their competition into a strong
synergistic interaction [62]. Moreover, using metabolic
predictions it has been shown that it is possible to identify
putative media that induce commensalism or mutualism
for all the examined pairs of seven bacterial species[63].
There is an increasing number of experiments that
attempt to investigate ecological interactions between
bacteria on a large scale. A recent experiment measured
the overall respiration of assemblies of species and
attributed competitive interactions to assemblies in which
the total respiration was less than the sum of the res-
piration of individual species, concluding that compe-
tition, not cooperation, dominates interactions among
culturable bacteria [64]. However, respiration does not
measure biomass production but production plus dis-
sipation, which is expected to increase in the absence
of ecological partners [65]. In contrast, another recent
experiment found the seemingly opposite result that bac-
terial taxa have lower growth rate when assayed in the
absence of other taxa in their natural community [66],
suggesting that cooperative interactions are common.
Moreover, a recent experiment found that environmen-
tal bacteria are organized into socially cohesive units
in which cooperation mediated by antibiotic resistance
tends to occur within each ecologically defined population
while antibiotic-mediated antagonism occurs between
populations [67].
In addition, it is relatively easy to set up experiments
in which cooperative interactions evolve or are main-
tained [68-72], or to find growthmedia compositions such
that the two species are predicted to grow synergistically
[28]. A recent work has realized synthetic communities
of engineered strains of the same bacterial species linked
through the metabolic exchange of amino acids, finding
that biosynthetically costly amino acids tend to promote
strong cooperative interactions and presenting genomic
evidence that suggests that amino acid crossfeeding and
synergistic growth are common in bacteria [62].
Last, we discuss the interesting observation that phylo-
genetically related taxa have large aggregation propensity.
This result was also found in Ref. [17,61], where it was
attributed to habitat filtering. Nevertheless, this tendency
exist also for cosmopolitan bacteria and for pairs that
co-occur in many different environments, which suggests
that some of these aggregations may be due to coopera-
tive interactions. This hypothesis is puzzling. Since closely
related taxa are expected to have large metabolic overlap
and to compete strongly, as predicted by the metabolic
models of Ref. [61], specialization into different niches
or physical separation as in allopatric speciation may be
expected to be a likely outcome of a speciation event,
leading to segregation between related taxa, which is the
contrary of what we observe here. This interpretation
is consistent with the recent experiment by Mee et al.,
who turned strains of the same bacterial species from
competitors to cooperators by engineering metabolic
dependencies[62].
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The recently proposed Black Queen Hypothesis [73]
postulates a process in which the evolutionary loss of a
gene whose product leaks out of other cells is selectively
advantageous for the acceptor strain, which looses the
gene and reduces its genome, and neutral for the donor
strain, which disposes the gene without additional costs.
This model has been proposed as a general mechanism
for the establishment of cooperative bacterial communi-
ties [74], and its paradigmatic example is thought to be
the evolution of genome reduction in several strains of the
marine cyanobacteria Prochlorococcus [75].
The observation that phylogenetically related taxa are
prone to aggregate may suggest that cooperative inter-
actions played a role in their differentiation. A possible
scenario, consistent with the Black Queen Hypothesis and
the experiment of Mee et al., who turned strains of the
same bacterial species from competitors to cooperators
by engineering metabolic dependencies [62], is that one
strain lost some genes not needed in its new dominant
environment and established an enviroment-dependent
metabolic dependency on a sister strain that disposes the
products of these genes. This scenario may be testable. In
the absence of a direct test, it is just a speculation, and the
interpretation that the aggregation between related taxa is
mainly due to habitat filtering should be preferred as more
economic.
Conclusions
In conclusion, our results show that aggregations are
frequent in the bacterial world, and they occur more
frequently for cosmopolitan taxa and for phylogeneti-
cally related taxa. Our data support the view that a large
number of these aggregations may be due to cooperative
interactions. 57% of the aggregations occur in at least two
different supertypes, and in our view they are more likely
explained by cooperative interactions than habitat filter-
ing, although the latter cannot be ruled out and indirect
interactions with a third taxon can offer another possi-
ble explanation. Aggregations are particularly common
for cosmopolitan taxa that are found in very different
environments and for phylogenetically related taxa, which
leads us to conjecture that cooperative interactionsmay be
key for the remarkable cosmopolitanism of some bacterial
taxa, and they may influence the mechanisms of bacterial
differentiation.
Methods
Data set
The taxa presence-absence matrix was derived from the
data presented in Ref. [26]. Briefly, 3,502 samples of 16S
rDNA sequencing experiments were classified into envi-
ronmental subtypes, types and supertypes and 1187 taxa
were identified from the 16S rDNA sequence clustered
at 98% sequence identity. Restricted samples, analysed
with specific primers with the objective of studying the
presence and/or abundance of particular taxa, were iden-
tified either from the presence of taxonomic names in the
title of the article or identifying samples that contain a sin-
gle taxon and eliminated from the data set, leaving us with
2322 samples.
Null model
We implemented the null model proposed in [27], sum-
marized here for completeness. Our data consist ofN taxa
i = 1 . . .N observed at M locations a = 1 . . .M, stored
in the binary presence-absence matrix Xia ∈ {0, 1}. We
want to determine probabilities πia that generate random
presence-absence matrices X˜ia as similar as possible to the
observed one under the assumption that species do not
interact and all X˜ia ∈ {0, 1} are independent. We assume
that there is no preferential association between taxa and
locations, an assumption that we will relax later.
We parametrize πia = f (piqa) so that the probabil-
ities depend on N taxon-specific parameters pi and M
location-specific parameters qa. Gilpin and Diamond [76]
proposed the ansatz πia = piqa and determined pi and
qa such that the mean of the sum of rows and columns
is the same in random matrices as in the observed
one. However, as they noted themselves, their model
can give probabilities πia ≥ 1. To avoid this prob-
lem, Navarro-Alberto and Manly proposed the ansatz
πia = 1 − exp(−piqa), justified assuming Poisson dis-
tributed species abundances, and determined the param-
eters that maximize the likelihood of the observed matrix
given the model. The resulting log-likelihood function is
L = ∑ia
[
Xia log(πia) + (1 − Xia) log(1 − πia)
]
. Maxi-
mizing this function, we obtain N + M equations that
we solve with a globally convergent Newton method with
analytically computed gradients.
An important drawback of this model is the assumption
that taxa do not have habitat preferences. We relax this
assumption grouping locations into environmental sub-
types and allowing the taxon-specific parameters pi(A) to
depend on the subtype A to which the sample belong. We
then solve the maximum likelihood equations separately
for samples of each subtype A. If taxon i is never seen in
subtype A, then pi(A) = 0 and πia = 0 for all a ∈ A.
Association scores
The null model allows us to iteratively compute the prob-
ability that two taxa i and j co-occur at n locations overm,
Pij(n|m):
Pij(n|m) =Pij(n|m − 1)(1 − πimπjm)
+ Pij(n − 1|m − 1)(πimπjm)
This equation, with initial conditions Pij(0|0) = 1 and
Pij(0|1) = 0, yields the probability Pij(n|M) that the two
taxa co-occur at n over M samples under the null model.
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We then define the taxon aggregation (TA) and the taxon
segregation (TS) scores as
STAij = − log
(
Pij(n ≥ nij|M)
)
STSij = − log
(
Pij(n ≤ nij|M)
)
where nij is the observed number of co-occurrences. Sam-
ple aggregation (SA) and segregation (SS) are defined in a
similar way from the probability that two samples share n
taxa. These scores are correlated with the number of sam-
ples in which individual taxa are present. To eliminate this
correlation, we transform them into Z scores as follows.
We extract 100 random matrices with the null model of
the observed matrix, we compute their null model and,
through it, we compute the scores Sij for all pairs in the
random matrix. Finally, we obtain mean and standard
deviation of the observed Sij over the random matri-
ces, and we normalize the observed score subtracting the
mean and dividing by the standard deviation.
Thresholds
In order to choose the significance threshold in an objec-
tive way, we estimate the false positive rate FPR (ratio
between false positives and total number of pairs), and
the positive predictive value PPV (true positives divided
by total positives) by generating random association net-
works with the null model. Namely, we extract a random
presence-absence matrix, determine its associated null
model and compute aggregation and segregation scores
for all pairs. The associations detected in the random net-
work are considered as false positives, and their number is
recorded versus the threshold.
Cosmopolitanism
The environmental cosmopolitanism of a taxon is the
number of different environmental subtypes in which it
is present, according to the hierarchical classification of
Tamames et al. [26]. The community cosmopolitanism is
defined as the number of samples in which the taxon is
present counting only samples with significantly different
communities. We adopt for such a purpose the sample
aggregation score SSA)ab that characterizes pairs of sam-
ples ab that contain more common species than expected
by chance, defined similarly as the taxa aggregation score
STA)ij. We perform a similar analysis to choose the signifi-
cance threshold SSA0 = 4.92 such that the PPV is 0.96. The
community cosmopolitanism of a taxon i is defined by
counting all pairs of samples in which the taxon is present
that are below the significance threshold and dividing by
all the samples in which the taxon is present:
(Comm.Cosm.)i = 1 +
2
∑
a<b XiaXibϑ
(
SSA0 − SSAab
)
∑
a Xia
(1)
The sum in the numerator runs over all pairs of samples
where taxon i is present, and the theta function selects
only significantly different pairs (SSAab < SSA0 ). Eq.(1) equals
one if all of the communities in which taxon i is present
are significantly similar, and it equalsmi = ∑a Xia if they
are all different.
Association between taxa and environments
We associate a taxon with its favored environment at sub-
type, type or supertype level if more than 50%, and at least
3 of the samples where the taxon is found belong to that
environment.
With these criteria, we could assign the dominant envi-
ronment of 10% of the taxa at subtype level, 30% at type
level and 51% at supertype level.
Propensity
The propensity that two random variablesA and B assume
the values a and b is defined as the logarithm of the
ratio between the conditional probability of a given b
and the probability without any condition: Prop(a, b) =
log [P{A = a|B = b}/P{A = a}] = log P{A = a,B = b} −
log P{A = a} − log P{B = b}. The propensity is symmetric
exchanging a and b, it is positive when property b favors a
or the other way round, and negative if the contrary holds.
Nestedness
In analogy with the definition in [57], we define the nest-
edness of two nodes i and j in a network with adjacency
matrix Aij as the fraction of links that they share:
νij =
∑
k AikAjk√∑
k Aik
∑
k Ajk
. (2)
The nestedness is one if i and j share all of their links,
which implies that the clustering coefficient is also one.
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Abstract
In spite of its major impact on life-long health, the process of microbial succession in the gut of infants remains poorly
understood. Here, we analyze the patterns of taxonomic and functional change in the gut microbiota during the first year of
life for a birth cohort of 13 infants. We detect that individual instances of gut colonization vary in the temporal dynamics of
microbiota richness, diversity, and composition at both functional and taxonomic levels. Nevertheless, trends discernible in
a majority of infants indicate that gut colonization occurs in two distinct phases of succession, separated by the
introduction of solid foods to the diet. This change in resource availability causes a sharp decrease in the taxonomic richness
of the microbiota due to the loss of rare taxa (p = 2.06e-9), although the number of core genera shared by all infants
increases substantially. Moreover, although the gut microbial succession is not strictly deterministic, we detect an
overarching directionality of change through time towards the taxonomic and functional composition of the maternal
microbiota. Succession is however not complete by the one year mark, as significant differences remain between one-year-
olds and their mothers in terms of taxonomic (p = 0.009) and functional (p = 0.004) microbiota composition, and in
taxonomic richness (p = 2.76e-37) and diversity (p = 0.016). Our results also indicate that the taxonomic composition of the
microbiota shapes its functional capacities. Therefore, the observed inter-individual variability in taxonomic composition
during succession is not fully compensated by functional equivalence among bacterial genera and may have important
physiological consequences. Finally, network analyses suggest that positive interactions among core genera during
community assembly contribute to ensure their permanence within the gut, and highlight an expansion of complexity in
the interactions network as the core of taxa shared by all infants grows following the introduction of solid foods.
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Introduction
The gastrointestinal tract (GIT) is a complex ecosystem where
many factors, biotic and abiotic, play essential roles in reaching
and maintaining a homeostatic equilibrium. The gut is endowed
with the most diverse and dense microbiota of the human body,
which plays fundamental roles in gut maturation, angiogenesis,
immune system modulation, digestion, and protection from
pathogens [1,2]. Given such important roles for health, the
inter-individual variability of the human gut microbiota in
adulthood and at any stage of development still defies our
expectations. This variability is shocking in light of the ecological
assumption that community composition and dynamics respond to
and are structured mostly by the environment, ‘‘everything is
everywhere but the environment selects’’ [3,4]. The GIT
environment, although subject to inter-individual variation in diet
and physiological parameters such as motility and transit time,
presents a number of physical, chemical and mechanical
properties that are mostly similar across individuals, including
temperature, pH and surface tension values bound within limited
ranges [5]. Consequently, we would expect a substantial degree of
inter-individual convergence of GIT bacterial communities as a
response to common selective pressures. Therefore, many studies
have concentrated their efforts in the detection of a taxonomic
core that would be shared by all individuals [6–10]. In that this
search has been difficult, this view has recently evolved towards
defining a few types of compositional profiles for the GIT
microbiota. For example, Arumugam et al. [11] have stipulated
that there are three universally distributed clusters of well-
balanced host-symbiont states named enterotypes, driven mainly
by bacterial composition, and that every individual’s microbiota
pertains to one of these enterotypes. However, the existence of
such well-defined clusters of microbiota composition has been
contested because their detection is highly dependent on the
PLOS Genetics | www.plosgenetics.org 1 June 2014 | Volume 10 | Issue 6 | e1004406
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methodology employed. Instead, Koren et al. [12] propose that gut
microbiota composition across individuals is better represented by
a series of gradients of taxon abundances that result in a bimodal
distribution, where the ends of the spectrum harbor markedly
different relative abundances of taxa.
Moreover, theoretical and experimental community ecology
indicate that different communities can assemble under identical
selective pressures. With basis on the neutral theory of community
ecology [13] and on the metacommunity concept [14], each
human gut can be considered to harbor a local microbial
community, the composition of which will be driven essentially
by the stochastic processes associated with resampling from the
metacommunity of all gut microbiotas to which it is linked by
organismal dispersal. If there are limitations to the dispersal
capacities of different species, such processes could result in the
assemblage of substantially different communities in spite of the
physical, chemical and mechanical characteristics shared by all
guts. In addition, within the context of neutral theory, the
functional equivalence hypothesis proposes that multiple species
may possess similar functional attributes, and it has been shown
that species-rich communities are particularly prone to the
evolution of functionally equivalent species [15]. This functional
equivalence hypothesis is appealing in regards to the inter-
individual variation in composition of the GIT microbiota. Under
functional equivalence, the taxonomically different assemblages in
different individual guts could present similar overall functional
profiles, so that the inter-individual variation would have no
impact on the host. Metagenomic and metatranscriptomic
functional studies indicate that this scenario is plausible, since, in
contrast to taxonomic variability, there seems to be conserved
functional profiles among the microbiotas of different individuals
[8,16–18]. Furthermore, this adds to the growing consensus that
ecological community structure and function are better described
by functional diversity (i.e. diversity of species traits [19]) rather
than by taxonomic diversity [20], and that it is the alteration of
functional diversity that will perturb the functioning of the
ecosystem. The latter is further strengthened for microbial
communities, as quantitative gene content analysis reveals specific
fingerprints characterizing particular environments in spite of the
substantial number of shared essential functions among bacteria
[21].
In the case of human-associated microbiotas on which the host
relies for specific functions, the alteration of functional diversity
within the community can affect health status. Following this,
several metagenomic studies have emphasized assessment of the
functional diversity present in the GIT microbiota of healthy
individuals, so as to be able to detect potential deviations in
individuals affected by different diseases [2,8,9,22–25]. Most of
these efforts have concentrated on adult individuals, while the
assessment of functional capabilities in the GIT microbiota of
infants has remained underexplored. However, infancy is the
critical period for gut microbiota assembly, during which a
constant dialogue with immune and metabolic development is
established. Consequently, epidemiological and experimental lines
of evidence indicate that the microbe-host interactions set in place
during infancy represent a main determinant of life-long health or
disease [26–28]. Despite its importance, the process of gut
microbiota development in infants is still poorly understood, and
has been mostly surveyed at the level of taxonomic succession by
means of culture or of molecular analyses based on the 16S rRNA
gene. These studies have shown that the differential exposure of
the infant to vaginal, fecal and skin bacteria from the mother
depending on the mode of birth (i.e., vaginal vs. C-section), as well
as the type of feeding during the first months of life (i. e., breastmilk
vs. formula), are main factors influencing the richness, diversity
and composition of the gut microbial community [29–32]; that the
earlier stages of infant gut microbiota development are character-
ized by high levels of inter-individual variability and a very uneven
distribution of taxa; and that, as infant development progresses,
microbial assemblages converge towards an adult-like composition
with a more even taxa distribution [6,33,34]. On the other hand,
to date, functional diversity in infants has mostly been explored in
cross-sectional studies [23,25], and in a few longitudinal studies
that have been limited to one [16,35] or a handful of infants [18].
It is important to keep in mind that cross-sectional studies do not
follow individuals through time, but rather reflect single snapshots
of the microbiota of different individuals of varying ages, and,
therefore, cannot inform on the extent of inter-individual variation
in microbiota dynamics. Thus far, the functional capabilities of the
microbiota in infants have been shown to broadly mirror those of
the mother from very early on, in spite of large taxonomic
differences, although functions such as vitamin biosynthesis and
xenobiotic degradation increase with time. However, much
remains to be learnt about the process of functional development
of the microbiota during colonization of an infant’s GIT.
Taking into account all of the above, the present study explores
the patterns of taxonomic and functional change along time
during GIT microbiota development in a birth cohort of 13
infants. With this aim, we have collected fecal samples from
healthy infants throughout the first year of life, and have obtained
metagenomic sequence to characterize the phylogenetic compo-
sition and genetic repertoire of the microbiota present in each
sample. In addition, in order to assess the progression of the
infant’s microbiota towards an adult-like state, we have also
collected and sequenced the microbiota present in the mother
before and one-year after childbirth. Because we obtain both
taxonomic and functional data, we can evaluate the functional
development of the GIT microbiota and its interactions with
taxonomic community assembly, in the context of the dietary and
physiological changes that characterize the first year of life.
Author Summary
Although knowledge of the complex community of
microbes that inhabits the human gut is constantly
increasing, the successional process through which it
develops during infancy remains poorly understood.
Particularly, although gut microbiota composition is
known to vary through time among infants, the effect of
this variability on the functional capacities of the commu-
nity has not been previously explored. We simultaneously
analyze the taxonomic and functional development of the
gut microbiota in a birth cohort of healthy infants during
the first year of life, showing that individual instances of
gut colonization vary in their temporal dynamics and that
clear parallelisms exist between functional and taxonomic
change. Therefore, taxonomic composition shapes the
functional capacities of the microbiota, and, consequently,
successional variability may affect host physiology, me-
tabolism and immunity. Nevertheless, we detect some
overarching trends in microbiota development, such as the
existence of two distinct phases of succession, separated
by the introduction of solid foods, and a strong direction-
ality of change towards the taxonomic and functional
composition of the maternal microbiota. Understanding
the commonalities and differences among individual
patterns of gut colonization in healthy infants will enable
a better definition of the deviations in this process that
result in microbiota imbalances and disease.
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Furthermore, because our analyses involve the prospective follow
up of 13 infants, they allow us to evaluate several previously
unexplored aspects of the GIT microbial succession process.
Specifically, the availability of longitudinal data for several
individuals sheds light on basic questions such as 1) whether
taxonomic composition and functional development follow similar
trends across individuals, 2) whether succession follows a strictly
deterministic course, whereby early microbial assemblages set the
stage for the next ones to come, 3) whether taxonomic variation
among individuals during succession has an impact on the
functional capabilities of the microbiota, and 4) whether commu-
nity assembly is shaped by relationships of co-occurrence among
taxa and how these evolve throughout succession. Overall, our
data enable the characterization of microbial succession in the
infant gut at unprecedented levels and, in particular, allow us to
investigate whether the functional equivalence hypothesis can
explain the inter-individual variability observed for this process.
Results/Discussion
Cohort, samples and sequencing
Given that our goal was to investigate the inherent variation in
the process of microbial succession in the gut, rather than the
specific alterations caused by factors such as type of delivery or
infant feeding, we recruited to the study women having healthy
pregnancies and stating their intention to exclusively breastfeed
their infants during at least three months. We initially recruited 21
women, all residents of the city of Valencia, who were contacted
during midwife visits. Due to various factors, we were able to
obtain series of 4–5 infant fecal samples during the first year for
only 13 of the enrolled women. At the moment of delivery, these
women were between 29 and 42 years of age and had not taken
antibiotics in at least three months before the onset of labor. Seven
women received antibiotic during delivery and an eighth woman
did so during the first week after. All 13 infants were born at term
(.37 weeks of gestation), ten of them by vaginal delivery and three
by C-section. Nine infants were exclusively breastfed during at
least three months, three received a few formula feedings during
the first days of life, and one was partially breastfed during the first
month and formula-fed thereafter (Table 1). In addition to fecal
samples, throughout the 12-months sampling period we obtained
information regarding the infants’ diet, general health and intake
of antibiotics and other drugs (Table 1, Table S1), by means of
specifically designed questionnaires that were given to the infants’
parents. This information allowed us to establish that all infants
remained healthy throughout most of the sampling period and that
solid foods were introduced into their diets between the 3- and 7-
months samplings, following patterns typical of Spanish Mediter-
ranean infant diets [36].
Infant samples were collected at one week (I1), one month (I2),
three months (I3, before introduction of solid foods), seven months
(I4, after introduction of solid foods) and one year after birth (I5),
and maternal samples were collected within one week prior to
delivery (MA) and one year after (MB). We obtained 13 samples at
each infant and maternal timepoint except for I2, for which only 9
samples were available, for an overall total of 87 samples that were
processed for metagenomic pyrosequencing. After quality filtering,
we obtained a total of 5,500,784 reads with a mean of 64,119
reads per sample and an average length of 348 bp (range 263–
446 bp). For many reads, more than one Open Reading Frame
(ORF) was recovered with a total of 9,968,776 ORFs and an
average of 114,584 ORFs per sample. Annotation allowed for
taxonomic assignment of 9,014,059 ORFs (103,610 per sample)
and functional assignment of 675,141 ORFs (7760 per sample).
Sequencing and annotation details as well as abundance tables for
taxa and functions on a per sample basis are provided in the
Supporting Information (Table S2, Table S3, Table S4). All
sequences have been deposited in the IMG/M database [37]
under the project name ‘‘Gut Microbiota of Spanish Mother-
Infant Pairs’’.
The maternal microbiota changes between the perinatal
period and one year after childbirth
Several changes are detected between the mother’s gut microbiota
days before childbirth and that present one year later. MA samples
show a higher taxonomic richness (p = 0.002), due to a higher
representation of rare taxa (abundance under 1% in all samples), but
their functional diversity is lower (p = 0.009), indicating that they are
functionally more redundant than MB samples (Figure 1C–1F). In
addition, in clustering analyses based on similarity of microbiota
composition, arbitrary clustering patterns are obtained where the MA
and MB samples of the same woman do not group together, neither
for taxonomic nor for functional composition (Figure S1). MA
samples also present a larger range of inter-individual variability at
both the taxonomic and functional composition levels (Figure 2A,
2B). These changes suggest a decrease in the host’s capacity to
regulate microbiota composition and function during late pregnancy,
perhaps related to the low-grade inflammation of GIT mucosal
surfaces and to the other immune, physiologic, hormonal and
metabolic changes that occur during this period. Moreover, our
results are in agreement with the recent demonstration that the
maternal gut microbiota is dramatically altered between the first and
third trimesters of pregnancy [38].
The composition of the maternal GIT microbiota during the
perinatal period could be of great importance to the microbial
colonization of the infant. Although the in utero environment has
been considered sterile under normal conditions [30], culture-
dependent and 16S rRNA gene pyrosequencing analyses have
detected microorganisms in human meconium, amniotic fluid and
umbilical cord, even when no rupture of membranes has occurred
and in elective Cesareans [39–44]. The suite of changes that occur
during late pregnancy [45,46] may facilitate the transport of
maternal bacteria to the fetal GIT. In mice, translocation of live
intestinal bacteria to mesenteric lymph nodes increases in late
pregnancy [47,48], and dendritic cells have been shown to
mediate increased bacterial translocation from the gut to blood
and adipose tissue in obesity and diabetes [49], conditions similar
to late pregnancy in terms of metabolic changes and the presence
of a low-grade inflammatory state. Following translocation,
intestinal bacteria could be transported in a controlled manner
through lymph and blood, potentially reaching sites from which
they could be transferred to the offspring, such as the placenta and
the mammary glands. In support of this possibility, 16S rRNA
gene pyrosequencing has detected very similar communities of
organisms in meconium and in colostrum [41,50]. The taxonomic
composition of these communities, which are most often
dominated by Lactic Acid Bacteria (LAB), does not correspond
to the bacterial abundances in maternal perinatal fecal samples
[41], suggesting that the mother is able to regulate which bacteria
reach the fetus, and/or that a restricted set of bacteria can survive
in the fetal GIT to serve as a first inoculum and initiate the GIT
colonization process.
Early colonizers and role of maternal transmission in the
initial development of the GIT microbiota
The taxonomic composition detected in infants at the first
timepoint analyzed, I1, is shown in Figure S2A. At this timepoint,
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Table 1. Information regarding mothers and infants obtained from questionnaires answered by the infants’ parents.
Sample Age Sex Delivery Antibiotics Mothera Antibiotics Infant Diet
MIP01-MA 29 - - No - -
MIP01-I1 1 Week Male Vaginal - - Breast milk
MIP01-I2 1 Month - - - - Breast milk
MIP01-I3 3 Months - - - - Breast milk
MIP01-I4 7 Months - - - - Solid foods
MIP01-I5 1 Year - - - - Solid foods
MIP02-MA 36 - - No - -
MIP02-I1 1 Week Female Vaginal - - Mixed
MIP02-I2 1 Month - - - - Breast milk
MIP02-I3 3 Months - - - - Breast milk
MIP02-I4 7 Months - - - - Solid foods
MIP02-I5 1 Year - - - - Solid foods
MIP03-MA 30 - - No - -
MIP03-I1 1 Week Female Vaginal Amoxicillin Oftalmowellb Breast milk
MIP03-I2 1 Month - - Amoxicillin - Breast milk
MIP03-I3 3 Months - - Cefuroxime - Breast milk
MIP03-I4 7 Months - - - - Solid foods
MIP03-I5 1 Year - - Amoxicillin Cefuroxime Solid foods
MIP06-MA 42 - - Amoxicillin - -
MIP06-I1 1 Week Female C-section - - Breast milk
MIP06-I2 1 Month - - - - Breast milk
MIP06-I3 3 Months - - - - Breast milk
MIP06-I4 7 Months - - - - Solid foods
MIP06-I5 1 Year - - - Amoxicillin Solid foods
MIP07-MA 31 - - Amoxicillin - -
MIP07-I1 1 Week Male C-section - - Breast milk
MIP07-I3 3 Months - - - - Breast milk
MIP07-I4 7 Months - - - - Solid foods
MIP07-I5 1 Year - - - - Solid foods
MIP08-MA 30 - - No - -
MIP08-I1 1 Week Female Vaginal - - Breast milk
MIP08-I2 1 Month - - - - Breast milk
MIP08-I3 3 Months - - - - Breast milk
MIP08-I4 7 Months - - - - Solid foods
MIP08-I5 1 Year - - - - Solid foods
MIP09-MA 30 - - No - -
MIP09-I1 1 Week Male Vaginal Amoxicillin - Mixed
MIP09-I2 1 Month - - Amoxicillin - Mixed
MIP09-I3 3 Months - - - - Formula
MIP09-I4 7 Months - - - - Solid foods
MIP09-I5 1 Year - - - - Solid foods
MIP12-MA 31 - Amoxicillin - -
MIP12-I1 1 Week Female C-section - - Mixed
MIP12-I2 1 Month - - - - Breast milk
MIP12-I3 3 Months - - Cefixime - Breast milk
MIP12-I4 7 Months - - - - Solid foods
MIP12-I5 1 Year - - - - Solid foods
MIP13-MA 31 - - Benzylpenicillin - -
MIP13-I1 1 Week Male Vaginal Amoxicillin - Mixed
MIP13-I3 3 Months - - - - Breast milk
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the GIT microbiota of different infants is quite divergent, since in
each one of them a single genus dominates extensively. Bacteroides
dominance is the most prevalent, being detected in 5 of the
neonates, followed by Clostridium (3 neonates), Veillonella (2 neonates),
Bifidobacterium (2 neonates), and Escherichia (1 neonate). Among the 9
infants who were born vaginally and were breastfed exclusively
(MIPs —Mother-Infant Pairs— 1, 3, 8, 16, 17, 19 and 21) or
received a little amount of formula early on (MIPs 2 and 13), all five
dominance patterns can be found, although Bacteroides is the most
common. Bifidobacterium dominates in one exclusively breastfed
infant (MIP17) and in the infant who was only partially breastfed
(MIP9), both of whom were vaginally born. On the other hand, the
three infants born by C-section had I1 microbiotas dominated by a
Firmicutes genus, i. e., Clostridium (MIPs 6 and 12) or Veillonella
(MIP7). This is in agreement with previous studies indicating that C-
section delays the establishment of Bacteroides, Bifidobacterium and E.
coli [31,51]. The Canonical Correspondence Analysis (CCA) in
Figure S3 shows that C-section does influence the taxonomic
composition of the infant microbiota at I1, although it only explains
16% of the total variability. Antibiotic use during delivery and
supplementation of the infant’s diet with formula (Table 1) play a
more limited role, as they explain 11% and 7% of the total
variability at this timepoint, respectively (Table S5).
The five genera that dominate the I1 microbiota in different
neonates may have had an important head start for GIT
colonization, as all of them have been identified in meconium,
although they were not the most common taxa revealed by 16S
rRNA pyrosequencing in term infants [41]. Moreover, we have
previously shown that the meconia passed by two of the infants in
this cohort (MIPs 2 and 21) contain 16S rRNA gene sequences,
including sequences from Bacteroides and Clostridium, that are also
recovered at 100% identity from the corresponding maternal
samples and infant samples from different timepoints [41]. This
suggests that these bacteria can be acquired in utero and then
maintained in the infant for long periods of time. In addition, here
we detect that one-week-old infants share a substantial, but highly
variable among individuals, percentage of GIT microbiota genera
with their respective mothers prior to giving birth (between 26%
and 88%, average 71%). These taxa could have been acquired in
utero, during delivery or through breast milk.
The early colonizers of a given environment can have crucial
consequences for the further development of the community.
Theoretical models of succession differ on whether they consider
that those organisms able to establish themselves in a long-term
manner in a given environment will be able to colonize it from the
start, or, rather, that early succession will be dominated exclusively
by ‘‘opportunists’’ or ‘‘pioneers’’ adapted to the transient
conditions common to all recently opened spaces. Pioneers are
expected to have cosmopolitan distributions, broad dispersal and
rapid growth capabilities in order to arrive first and quickly occupy
Table 1. Cont.
Sample Age Sex Delivery Antibiotics Mothera Antibiotics Infant Diet
MIP13-I4 7 Months - - - - Solid foods
MIP13-I5 1 Year - - - - Solid foods
MIP16-MA 39 - - Amoxicillin - -
MIP16-I1 1 Week Male Vaginal - - Breast milk
MIP16-I2 1 Month - - - - Breast milk
MIP16-I3 3 Months - - - - Breast milk
MIP16-I4 7 Months - - - - Solid foods
MIP16-I5 1 Year - - - - Solid foods
MIP17-MA 39 - - No - -
MIP17-I1 1 Week Male Vaginal - - Breast milk
MIP17-I3 3 Months - - - - Breast milk
MIP17-I4 7 Months - - - - Solid foods
MIP17-I5 1 Year - - - - Solid foods
MIP19-MA 33 - - No - -
MIP19-I1 1 Week Female Vaginal - - Breast milk
MIP19-I3 3 Months - - - - Breast milk
MIP19-I4 7 Months - - - - Solid foods
MIP19-I5 1 Year - - - - Solid foods
MIP21-MA 35 - - Amoxicillin - -
MIP21-I1 1 Week Male Vaginal - - Breast milk
MIP21-I2 1 Month - - - - Breast milk
MIP21-I3 3 Months - - - - Breast milk
MIP21-I4 7 Months - - - - Solid foods
MIP21-I5 1 Year - - - - Solid foods
MIP: Mother Infant Pair.
aFor MA samples we report whether antibiotics were given during childbirth and the specific antibiotic given. In the case of C-sections, we report administration of
amoxicillin, which is the standard practice in Spanish hospitals. None of the mothers had taken antibiotics before childbirth for at least three months.
bOftalmowell is a combination of gramicidin, neomycin and polymyxin B.
doi:10.1371/journal.pgen.1004406.t001
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an empty space [52,53]. Most of the genera that we find
dominating at I1 hardly correspond to this definition. Except for
Clostridium and Escherichia, the remaining genera (Bacteroides,
Veillonella and Bifidobacterium) are intermediate or slowly growing
species with known optimal generation times ranging from one to
three hours [54,55]. Moreover, their metabolism is strictly
anaerobic, their environmental distribution is not cosmopolitan
but host-associated [56], and they can be found at high
abundances in later stages of succession. These observations
suggest that these organisms are not opportunists taking advantage
of a newly available habitat, but rather GIT-specialists, highly
competitive in this particular environment. Therefore, the GIT
microbial succession does not seem to follow a ‘‘facilitation’’
model, in which pioneers colonize an open space and create the
necessary conditions for more specialized late-coming organisms
[52]. Although it is possible that a facilitation phase may have
taken place at a very rapid pace during the first days after birth, it
is still noteworthy that, with the exception of one infant whose
microbiota consisted almost exclusively of Escherichia and other
enterobacteria, all infants at I1 had a microbiota that was already
dominated by a strict anaerobe, contrary to the common
assumption that early colonizers must be facultative anaerobes
[57]. Rather, it suggests that anaerobic conditions are quickly
established, and that the strict anaerobes have strong competitive
Figure 2. ANOSIM comparison of timepoints. Overall analyses for taxonomic (A) and functional (B) Bray-Curtis distances among all samples. The
length of the bows indicates the level of heterogeneity and the width the number of compared samples. Statistically significant differences among
timepoints are detected for both taxonomic and functional data. Note the decrease in heterogeneity with time in infants and the larger
heterogeneity in MA compared to MB samples. (C) Representation of pairwise ANOSIM analyses between timepoints. Each timepoint is represented
by a color and is linked by lines of this color to all timepoints from which it is not significantly different. For functional composition, significant
differences appear between timepoints that are more separated in time, indicating directionality along infant development, but no such pattern is
detected at the taxonomic level.
doi:10.1371/journal.pgen.1004406.g002
Figure 1. Different behaviors of taxonomic and functional richness and diversity through infant gut microbiota development.
Hierarchical clustering of temporal profiles for (A) taxon richness (Chao1 estimator) and (B) taxon diversity (Shannon index), showing the extent of
variation among the 13 infants. Values are centered at the mean of all samples and scaled by the standard deviation. Colored profile clusters have .
95% support based on multiscale bootstrap resampling. The boxplots in (C) and (D) summarize the general behavior of taxon richness and diversity
for all infants. Taxon richness (C) shows an increase in median values with time interrupted by the introduction of solid foods (I4), when a decrease in
richness is observed. Taxon diversity (B) shows an increase in median values from I1 to I4 followed by a decrease between I4 and I5. Functional
richness (E) and diversity (F) show no specific pattern but rather fluctuate with time.
doi:10.1371/journal.pgen.1004406.g001
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advantages that allow them to rapidly dominate over any
facultative anaerobes that could have been present during the
very first days after birth, such as the vaginal Lactobacillus acquired
through the birth canal [29].
If the I1-dominating genera were present in the GIT before the
moment of birth, even if at very low abundances, a rapid
expansion may have occurred as soon as conditions became
favorable. The start of breastfeeding should select for organisms
able to grow in its main constituents, such as lactose and Human
Milk Oligosaccharides (HMOs). These oligosaccharides are the
main growth factors for Bifidobacterium [58], but recent work has
shown that they can also sustain the efficient growth of Bacteroides
[59]. Remarkably, although Bacteroides has often been reported to
be uncommon during the neonatal period, we detected a
microbiota dominated by this genus in five of the 13 one-week-
old infants. In fact, it should not be surprising that Bacteroides might
quickly establish, given that it is the only genus besides
Bifidobacterium known to efficiently grow on HMOs and that it is
also one of the most efficient utilizers of the mucin molecules that
line the intestinal epithelium [60]. Many species of Bifidobacterium,
Escherichia and Clostridium can also utilize mucin, in addition to
lactose [61]. Veillonella, on the other hand, can’t metabolize
carbohydrates and requires short-chain fatty acids (SCFA), such as
lactate or pyruvate, for growth [62]. Its dominance in two of the
one-week-old infants suggests that a short food chain had already
been established whereby Veillonella could have access to SCFA
produced by other GIT genera, for instance by lactose fermen-
tation. In this regard, it can be noted that, in the infants having a
high abundance of Veillonella, genera that can ferment lactose to
SCFA, such as Clostridium or Streptococcus, were indeed also
abundant.
Dynamics of taxonomic and functional richness and
diversity during the first year of life
In order to characterize the dynamics of richness and diversity
in the infant microbiota from the first week to the one-year mark,
we computed the Chao1 estimator [63] and the Shannon index
[64], for both taxa and functions (Table S6). Chao1 estimates
richness, i. e., the number of taxa or functions present in a
community, whereas the Shannon index of diversity takes into
account both richness and evenness, i. e., how similar the
abundances of the different taxa or functions are. The dynamics
of taxon richness along time are presented in Figure 1 for
individual infants (A) and across all individuals (C). Chao1 values
increase overall between I1 and I5 (p = 6.18e-18), an increase that
is present in most of the infants. However, the increase is not linear
(linear regression p = 0.205, Figure S4A), nor continuous. In most
infants, richness is under two thirds of the maternal value (MB) at
I1, and then increases from I1 to I2. Although change across all
infants is not significant for this first interval (p = 0.139), the
tendency to increase is reflected in median values (Figure 1C). In
the I2–I3 interval, even though richness increases or decreases in
similar numbers of infants, overall it is higher at I3 than at I1
(p = 2.33e-38) and I2 (p = 3.70e-24), partly due to the presence of
three outliers having very high I3 values (MIPs 7, 13 and 17).
Then, from I3 to I4, the interval in which solid foods were
introduced, most infants present a decrease in richness, which is
significant across individuals (p = 2.06e-09). This decreasing trend
may or may not reverse from I4 to I5, so that the change in this
interval does not reach significance (p = 0.107) and richness values
at I5 remain significantly lower than those that had been attained
by I3 (p = 1.13e-05), before the introduction of solid foods.
Richness at I5 is also significantly lower than that of the mothers
(p = 2.76e-37 vs. MB), although by this final timepoint most infants
have already surpassed two thirds of the MB richness value.
Hierarchical clustering analysis of the temporal profiles of richness
change for individual infants retrieves three significant clusters,
one including infants 6, 8 and 9, another including infants 13 and
17, and a last cluster including infants 19 and 21 (Figure 1A).
These clusters do not associate with delivery type, antibiotic use or
formula supplementation.
The taxon diversity changes undergone by the different infants
during the year are as variable as those seen for taxon richness, but
some trends can also be discerned (Figure 1B, 1D). These trends
mirror the behavior of richness in some time intervals, but not in
others. As seen for richness, taxon diversity increases significantly
between I1 and I5, and, in this case, regression analysis indicates
that the increase can be considered linear when this entire period
is considered (p-value = 0.024; Figure S4B). The pattern of change
is similar to that of richness throughout the first three months;
however, trends that are opposite to those observed for richness
are present after the three months mark, as, in most cases, the
Shannon index increases in I3–I4 and decreases in I4–I5. In terms
of median values, there are increases between all consecutive
timepoints except I4–I5, when the median diversity decreases to a
value similar to that attained by I3 (p = 0.053; Figure 1D). By I5,
taxon diversity is still significantly lower than that of MB
(p = 0.016) but most infants have reached a Shannon index value
that surpasses two thirds of that of their mother, a situation that is
again comparable to that of taxon richness. Hierarchical clustering
groups the diversity temporal profiles of the infants into two
significant clusters, one including infants 2, 12, 17, 19 and 21, and
the other, in which the trend towards a linear increase in diversity
with time is more pronounced, including infants 1, 3, 6, 7, 8, 9,13
and 16 (Figure 1B). Clustering patterns differ then for taxonomic
richness and diversity, with only infants 6, 8 and 9, on one hand,
and infants 19 and 21, on the other, clustering together for both
parameters.
The opposite trends in taxon richness and diversity from I3 to I5
suggest that changes in richness correspond to the appearance and
disappearance of rare taxa, which, if substantial, would respec-
tively result in lower and higher degrees of evenness in the
distribution of taxa abundances in the community, captured in the
Shannon diversity index. Indeed, rank abundance curves confirm
that richness changes are driven mainly by the removal of rare
genera in I3–I4, followed by the addition of different rare genera
in I4–I5 (data not shown).
Regarding functional richness and diversity in the infant
samples (Figure 1E, 1F), their behavior is in sharp contrast to
that observed at the taxonomic level, as these functional
parameters fluctuate through time across a relatively narrow
range of values, with no clear trends to increase or decrease along
development (Table S6, Figure S4C, S4D). In fact, even at the
earliest sample collection times, the median values of functional
richness and diversity in infants are already similar or higher than
those obtained for the mothers, particularly in the perinatal
samples (MA), which present the lowest values. This indicates that
the infant microbiota attains a level of functional complexity
similar to that of the mothers from very early on, possibly due in
part to the general presence of essential bacterial functions and of
those specifically needed for survival in the gut environment.
Succession in infants does not follow a strictly
deterministic course
Whether ecological successions are deterministic processes is still
a matter of contention. In microbial communities, this question
has rarely been explored. Our prospective cohort analysis enables
us to address this issue in several complementary ways. We have
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already described the lack of a common successional pattern across
individuals in terms of the magnitude and direction of taxon richness
and diversity changes between timepoints. Clustering analysis of
individual samples using the Bray-Curtis distance [65] provides other
means of assessing the degree of determinism in the infants’
successional paths. Firstly, we analyzed the clustering patterns within
each MIP to determine whether they all share the same topology. For
both taxonomic and functional composition, MIPs have seemingly
idiosyncratic clustering patterns (Figure S5). The most marked
tendency is the grouping of I5 with maternal samples, observed in
31% and 62% of the MIPs at the taxonomic and functional levels,
respectively, independently of the mode of birth. The lack of a
common clustering pattern across the different MIPs reinforces the
notion that the infants’ successional paths follow non-deterministic
dynamics, although a trend of convergence towards the maternal
functional composition by the end of the year is suggested.
Global comparisons of all infant and maternal samples at the
taxonomic and functional levels also point in this direction. Such
comparisons reveal no clear pattern of sample clustering, neither
by individual nor by timepoint (Figure 3A–B). The fact that
samples from the same timepoint do not cluster together indicates
that the microbiota present at each timepoint can not be defined
as a well-differentiated, discrete and predictable community, such
as the seral communities postulated in some models of vegetational
succession [66]. Nevertheless, some degree of unevenness can be
observed in the distribution of samples across clusters, pointing
towards an effect of age on microbiota composition. The
taxonomic heatmap in Figure 3A shows a large cluster (a) that
contains 30 infant samples but only one maternal sample, as well as
two clusters (b and c) that contain nearly all of the maternal samples
and some I4–I5 infant samples. A similar effect can be seen in the
functional heatmap (Figure 3B), where a single cluster contains the
26 maternal samples, most of the I5 samples and only a few of the
samples from other infant timepoints. In other words, as in the MIP-
based analyses, I5 shows here a clear tendency to cluster with the
maternal samples, for both taxonomy and function.
Finally, comparison of the heatmaps corresponding to each
timepoint in the series (Figure S2) enables us to evaluate whether
early microbial assemblages determine the nature of the next ones
to come. Rather, it can be seen that the patterns of association
among samples from different individuals change through time.
For instance, infants 2 and 16 have very similar taxa composition
profiles at I1, while they differ widely at all subsequent timepoints.
Conversely, infants 17 and 19 are the most similar one-year-olds,
whereas at earlier timepoints they had microbiotas dominated by
Bifidobacterium and Bacteroides, respectively. The varying patterns of
association among samples through time indicate that early
similarity among infants does not predict similar developmental
paths or one-year mark outcomes.
Is there directionality in taxonomic and functional
change along development?
We next set out to investigate whether, in spite of the lack of
determinism in successional paths, an overall pattern of directional
Figure 3. Heatmaps and clustering of individual gut microbiota samples for taxonomic (A) and functional composition (B). Clustering
was based on Bray-Curtis distances. (A) Only the genera above 1% abundance in at least one sample are depicted. (B) Functional composition was
established based on TIGRFAM main functional roles. Each sample is identified at the bottom of the heatmaps by a code that specifies the MIP to
which it belongs and the corresponding timepoint. Maternal samples are additionally highlighted by means of black bars. Colors on top of each
heatmap represent the timepoints to which samples belong. Pink circles identify specific clusters referred to in the text.
doi:10.1371/journal.pgen.1004406.g003
Microbial Succession in the Infant Gut
PLOS Genetics | www.plosgenetics.org 9 June 2014 | Volume 10 | Issue 6 | e1004406
158 Microbial systems
change through time towards an adult-like microbiota can be
discerned, as suggested by global and MIP-based clustering
analyses. To this aim, we employed several multivariate analyses
based on the Bray-Curtis distances among samples. We first
examined whether there are significant overall differences among
the entire set of analyzed timepoints. Comparison of distances
between and within timepoints revealed that significant differences
exist at both the taxonomic and functional levels (ANOSIM:
taxonomic R = 0.30, p = 0.001 & functional R = 0.27, p = 0.001).
The plots in Figure 2A–B display the amount of variation among
samples within and between timepoints and allow us to appreciate
the wider divergence between samples in earlier timepoints and
the progressive increase in homogeneity as the gut microbiota
develops, as previously noted [6]. This can be considered a first
clearly directional trend in the data, observable at both the
taxonomic and functional levels. We then performed a series of
Figure 4. Directionality in taxonomic and functional change through time. Canonical Correspondence Analysis (CCA) of taxonomic (A) and
functional (B) data, showing that the main axis (CCA1) separates infant timepoints I1, I2, I3 and I4 from I5, MA and MB. The percent variation explained
by the main axis is 60.22% in A and 81.57% in B, while CCA2 explains 14.20% variation in A and 6.99% in B. The direction of the timepoint arrows
indicates the main axis of deviation from the reference maternal timepoint (MA). Taxonomic (C) and functional (D) Principal Coordinates Analyses
(PCoA) depicting convex hulls enclosing all samples pertaining to a determined timepoint. The percent variation explained by the main axis is 46.60%
in C and 30.28% in D, while PCoA2 explains 23.00% variation in C and 16.04% in D. Heterogeneity within timepoints is represented by arrow length
(CCA) or convex hull area (PCoA). All analyses identify a progressive change from timepoint to timepoint with clear directionality towards the
composition of the mothers.
doi:10.1371/journal.pgen.1004406.g004
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pairwise ANOSIM analyses in order to detect where the main
differences among timepoints lie. All infant samples, including
those from the one-year timepoint, are distinguishable from
maternal samples both by taxonomy and by function (Table S7).
The results obtained for comparisons between infant samples are
illustrated in Figure 2C, where each timepoint is represented by a
color and is linked by lines of this color to all timepoints from
which it does not differ significantly. At the taxonomic level, no
pairwise comparison for timepoints I1 to I4 identifies significant
differences, whereas each of these timepoints is distinguishable
from the I5 timepoint. In other words, this analysis reveals no
progressive increase in taxonomic composition distance along
time. In contrast, at the functional level, although none of the
infant timepoints is significantly different from its immediate
neighbor, differences become significative for timepoints that are
separated by one or two intermediate timepoints. That is, in this
case, larger functional differences appear between timepoints that
are more separated in time, indicating a clear directionality along
infant development. Nevertheless, this type of analysis does not
show a progression in microbiota composition towards the adult
state, as all infant timepoints remain distinguishable from those of
the mothers, for both taxonomy and function.
In order to further visualize how the compositional variation
among samples is distributed, we performed multivariate statistical
techniques that provide the coordinates of the samples in a
reduced space representing the main variation components. In
contrast to the ANOSIM analyses, Canonical Correspondence
Analyses (CCA; Figure 4A, 4B) identify a progressive change from
timepoint to timepoint with clear directionality towards the adult
state for both taxonomy and function. The taxonomic and
functional CCAs recover the same pattern, with a slight difference
in terms of the proximity between timepoints I2 and I3, which are
closer for the functional data set. Although discrete clusters of
samples by timepoint are not present, the CCA plots show an
orderly displacement from I1 to I5, clearly observed in the
changing direction of the timepoint arrows, which indicates the
main axis of deviation from the reference maternal timepoint
(MA). Moreover, in both cases the first axis of the CCA graph
separates the majority of infant samples (I1, I2, I3 and I4) from the
one-year-old and maternal samples (I5, MB and MA), indicating
that progressive change throughout the first year has resulted in a
microbiota that is more similar to that of the mothers. We also
analyzed the taxonomic and functional datasets with Principal
Coordinates Analyses (PCoA) performed on matrices of Gower
distances [67], followed by the drawing of convex hulls enclosing
all samples pertaining to a particular timepoint [68]. It can be seen
in Figure 4C and 4D that, for both taxonomy and function, there
is a general decrease of the area of the convex hulls with age,
indicating again a decrease in heterogeneity among coetaneous
samples, as well as a time-ordered displacement of the infants’
convex hulls towards those of the mothers. We calculated the
taxonomic and functional dissimilarities between two timepoints
by estimating the non-overlapping areas of their convex hulls
(Table S8). As expected, in both cases dissimilarity is lowest
between maternal samples and between infant timepoints that are
close in time, and is at its peak when I1 convex hulls are compared
to the maternal ones. So, both CCA and PCoA coincide in
showing a clear time-ordered displacement of taxonomic and
functional composition whereby each successive infant timepoint
becomes more similar to the mothers.
However, the convex hulls in Figure 4C and 4D point out an
interesting difference between taxonomic and functional compo-
sitional change. In the case of taxonomic composition, the
maternal convex hulls are enclosed within the space occupied by
the infant timepoints, which seem to close in around the maternal
hulls as time progresses. In contrast, in the case of function, the
maternal hulls occupy the rightmost part of the graph and the
infant samples progressively shift in that direction, so that some
degree of overlap with the maternal hulls is only observed from the
I3 timepoint onwards. This suggests that the GIT microbiota
undergoes a more pronounced directional shift during succession
at the functional than at the taxonomic level.
Parallelisms between taxonomy and function counter the
functional equivalence hypothesis
In spite of some differences, we have just shown that the
changes in taxonomic and functional microbiota composition with
time are similar both in terms of the directionality of change
toward the maternal profile and of the progressive reduction of
heterogeneity among individual samples. This argues for an effect
of the taxonomic composition of the microbiota on its functional
gene repertoire. In order to further investigate the relationship
between taxonomy and function, we analyzed the functional
similarities among GIT microbiota genera. For this, we deter-
mined and compared the functional profiles of all genera that
reached 1% abundance in at least one sample. Because not
enough information was available in a sample per sample basis for
each genus, functional profiles were established after pooling all
samples for a given timepoint. Functional profiles were defined as
vectors containing the relative abundances of each TIGRFAM
subrole within a particular genus and timepoint. We then
constructed a dendrogram clustering genera by functional profile
similarity as measured by the Bray-Curtis distance (Figure 5). The
resulting dendrogram mainly follows phylogenetic relationships,
suggesting that each phylogenetic group has a characteristic set of
functional profiles. At the genus level, the functional profiles
computed for the different timepoints generally form an exclusive
group, suggesting that either the same species of the genus are
present along development or that all members of the genus share
similar sets of genes. Moreover, clustering by phylogenetic
affiliation also occurs at higher taxonomic ranks, as functional
groups comprising only members of specific families and orders
are recovered. Six major functional groups are obtained: Group 1,
enclosing all Enterobacteriales; Group 2, enclosing all Bacteroi-
dales and Verrucomicrobiales; Group 3, comprising all Seleno-
monadales, plus the Clostridiales genera Pseudoflavonifractor and
Subdoligranulum and the d-proteobacteria Desulfovibrio; Group 4,
enclosing all Pasteurellales; Group 5, comprising most of the
Clostridiales, and Group 6, enclosing the Clostridiales genera
Anaerostipes and Faecalibacterium, the Lactobacillales and all
Actinobacteria. Interestingly, only members of the phyla Firmi-
cutes (Clostridiales, Lactobacillales and Selenomonadales) and
Proteobacteria (Enterobacteriales, Pasteurellales and the genus
Desulfovibrio) are present in multiple major functional groups. In
particular, the order Clostridiales is the most functionally diverse,
as it is the only order split into several of the major groups, even
though a large majority of genera are found in functional group 5.
Although the general topology of the dendrogram in Figure 5
implies that the functional profile of taxa is strongly related to
phylogenetic affiliation, some particular groupings indicate that
functional convergence may occur among distantly related taxa.
Most remarkable is the clustering in functional group 6 of the
Bifidobacteriales and other less abundant Actinobacteria with the
Firmicutes order Lactobacillales, which comprises the Lactic Acid
Bacteria (LAB). Bifidobacteria are known to share many metabolic
properties with the LAB, notably the production of lactic acid as a
main endpoint of carbohydrate fermentation. In addition, group 6
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also contains two Clostridiales genera, the acetate-requiring
butyrate-producers Faecalibacterium and Anaerostipes. Faecalibacterium
can also produce lactate, whereas Anaerostipes rather consumes it to
produce butyrate. Another interesting grouping is that of the
Verrucomicrobiales and the Bacteroidales, mainly represented by
Akkermansia and Bacteroides, two genera that share important
metabolic functions in the gut, as both are acetate and propionate
producers and highly adept at mucin degradation [60].
Nevertheless, the observed groupings among phylogenetically
distant taxa do not indicate functional equivalences that could
account for the inter-individual variation in patterns of taxon
dominance. This is most evident for timepoint I1, in which the
taxonomic discrepancy among samples is maximal and the
microbiotas of each individual are mostly dominated by a single
genus (Figure S2A). Under the functional equivalence hypothesis,
we would expect that the most abundant taxa present in the
different samples would have similar functional profiles, indepen-
dently of their phylogenetic lineage affiliation, and would cluster
together into specific functional groups. Rather, the five genera
that dominate the microbiota in different I1 infants (Bacteroides,
Clostridium, Veillonella, Bifidobacterium or Escherichia) are found in
deeply separated groups of the functional profile tree. This
suggests that their functional capabilities are vastly different, and
therefore that functional similarity and the functional equivalence
hypothesis can’t explain their presence as dominating taxa in the
microbiotas of different infants.
Dynamics of specific taxa and functions along
development
Figures 3A and S2A show that, overall, the infants’ samples can
have high abundances of bacteria such as Escherichia, Citrobacter,
Bifidobacterium, Veillonella and Streptococcus, in addition to Clostridium
and Bacteroides, which are also common in adults. Venn diagrams
allowed us to visualize details of the dynamics of taxa acquired or
lost at each particular timepoint and of those that were maintained
throughout the whole process of development. We identified a
small core of ten genera that are present at all timepoints, in all
infants and adults, although at very different abundances,
Figure 5. Dendrogram showing six main groups of gut microbiota genera based on functional profile clustering. Functional profiles
were defined as the relative abundances of TIGRFAM subroles in a given genus. Only genera present in any sample at .1% abundance and having
genes representing at least 50% of the 108 subroles detected in our complete data set were included. Clustering was based on the complete linkage
method applied to a matrix of pairwise Bray-Curtis distances between the functional profiles of genera. Branches in the resulting dendrogram were
collapsed when genera on the tips pertained to the same order. Orders of the same phylum have different shades of the same color.
doi:10.1371/journal.pgen.1004406.g005
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comprised of Bacillus, Bacteroides, Clostridium, Enterococcus, Escherichia,
Eubacterium, Lactobacillus, Prevotella, Streptococcus and Vibrio. Of note,
this global core of 10 genera includes members of four of the
functional groups defined above (Group 1: Escherichia; Group 2:
Bacteroides and Prevotella; Group 5: Clostridium and Eubacterium; and
Group 6: Enterococcus, Lactobacillus and Streptococcus). Bacillus (order
Bacillales) and Vibrio (Vibrionales) are not represented in the
functional profiles dendrogram because their low abundances
precluded the computation of reliable functional profiles.
We also identified separately the core genera of every timepoint
(Table S9), and the Venn diagram in Figure 6A shows the
intersections of the different infant ‘‘timecores’’. New genera
appear at every timecore, some of which remain in all subsequent
timecores and are also present in those of the mothers. This is the
case of Bifidobacterium and Ruminococcus, which join the core at
timepoint I2, and of Pseudoflavonifractor, which joins at I3. At I4
there is an input of 12 new core taxa that will remain in the I5
timecore, including Anaerostipes, Blautia, Coprococcus, Dorea, Fusobac-
terium and Roseburia, and 16 new core genera make their
appearance at I5, including Acidaminococcus, Alistipes, Butyrivibrio,
Parabacteroides and Subdoligranulum. All of the core genera that are
introduced in I4 and I5 are also present in the MB, and, with few
exceptions, in the MA maternal timecores. In contrast, several
genera of enteric bacteria appearing in the I2 timecore only
remain through I3, or are maintained until I5 but are not present
in the maternal timecores. Furthermore, all infant timecores
except I1 include genera not present in any other infant timecore
(in pale yellow in Figure 6A), pointing towards a continuous
acquisition and loss of taxa throughout succession. Finally,
Desulfovibrio and Dialister, as well as 17 rare genera, are present in
both the MA and MB cores but not in those of any of the infant
timepoints.
We also analyzed taxon dynamics by means of abundance plots
of specific genera through time (data not shown) and with a Self-
Organizing Map approach (SOM) that classified genera into
groups with distinct abundance profiles along development. Figure
S6A shows the three clusters of distinct temporal profiles
(decreasing, increasing or peaking at I3) with .80% support in
a bootstrapped SOM procedure. Only 18 genera, including
Klebsiella and 10 other Proteobacteria, significantly grouped in the
decreasing profile cluster, although the individual profiles of
numerous other genera, such as Bifidobacterium, Citrobacter, Clostrid-
ium, Enterococcus, Escherichia and Streptococcus, also followed decreas-
ing trendlines. A cluster including 11 genera whose abundances
significantly peaked at I3 was also recovered. These genera were
all rare, even at I3. Finally, the largest cluster grouped 31 genera
that significantly increased after the I3 timepoint, mainly
belonging to the Firmicutes.
At the functional level, Figure 3B shows that, for the
TIGRFAM main functional roles, all samples have rather similar
profiles, reflecting the fact that substantial functional requirements
are likely shared among the different bacterial communities.
Nevertheless, chi-square tests identify highly significant differences
in the distribution of all main functional roles across timepoints
(p#0.001), except for ‘‘central intermediary metabolism’’
(p = 0.02) and ‘‘unclassified proteins’’ (p = 0.4). ‘‘Protein synthesis’’,
‘‘transport and binding proteins’’ and ‘‘energy metabolism’’
predominate across all samples, with ‘‘protein synthesis’’ being
the most abundant role in most cases and one or the other of the
latter two roles being the most abundant in a small fraction of the
Figure 6. Timecore Venn diagrams. Changes in the core sets of genera (A) or functions (B) present at each infant timepoint. In both cases, areas
representing the different timecores are enclosed by lines of the corresponding colors. The red central circles represent the genera or functions
present in all five infant timecores; areas filled in dark orange, medium orange, light orange and yellow represent features present in four, three, two
or one infant timecores. The number of features included in each section of the diagram is shown and areas are approximately proportional to these
numbers.
doi:10.1371/journal.pgen.1004406.g006
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infants’ samples. Analyses at the TIGRFAM subrole level enable a
better differentiation of the functional capacities present in the
microbiota at different timepoints. Of the 116 subroles established
in the TIGRFAMs database, 108 are detected in at least one of the
samples, and 69 represent core functions detected in all. Two
additional functions, ‘‘nitrogen metabolism’’ and ‘‘one-carbon
metabolism’’, are only absent in some maternal samples, elevating
the number of core functions present in all infants to 71. In
contrast, there are no functions that are absent from all infant
timecores but present in all MA or MB samples. The Venn
diagram in Figure 6B displays the intersections of the different
infant timecores (Table S10), showing that very few functions
beyond those of the common core are present in individual infant
timecores or combinations thereof. The timecore of I1 is the most
reduced, but is lacking only seven functional subroles that appear
in the I2 timecore and remain thereafter. These subroles are those
involved in the biosynthesis of polyamines, biotin and pyridoxine,
in the transport and binding of nucleosides, purines and
pyrimidines, in the tricarboxylic acid cycle of aerobic metabolism,
and in cellular chemotaxis and motility, as well as one of the
subroles related to mobile and extrachromosomal element
functions. In addition, only 12 more functional subroles are
present in one or a few of the infant timecores, including ‘‘cell
envelope surface structures’’, which is present in timecores I1 to I3,
and ‘‘nitrogen fixation’’ and ‘‘DNA restriction/modification’’,
which only appear in the I5 and maternal timecores.
The SOM approach also identifies a few temporal trends in the
abundance dynamics of TIGRFAM subroles, although with a
bootstrap support lower than that obtained for the clustering of
taxonomic profiles (Figure S6B). In particular, several subroles
follow a sustained decrease from I1 to I5. These include several
aerobiosis-related functions, such as the biosynthesis of lipoate and
heme, essential cofactors of aerobic metabolism, and the Entner-
Doudoroff pathway, an alternative to glycolysis used mostly by
Enterococcus, Escherichia and other Proteobacteria during aerobic
conditions. The decrease in this pathway is then concordant with
the taxonomic trends described above. Other decreasing subroles
are related to cell envelope surface structures and to pathogenesis,
although toxin production and resistance functions fluctuate
throughout the year without an increasing or decreasing trend.
Potential patterns of association during community
assembly based on presence/absence of taxa in diverse
environments
To explore how positive and negative associations among taxa
may have contributed to shape the gut’s ecological succession, we
investigated how the main genera detected in the infant and
maternal gut microbiota relate within a network based on a wider
environmental framework. We employed a previously constructed
network based on presence/absence of taxa across a large variety
of environments [56], the significance of which has been assessed
by means of an appropriate null model (see Materials and
Methods; Pascual-Garcı´a A, Tamames J, Bastolla U, personal
communication). For each infant and maternal timepoint, we
extracted from this parent network the relationships of the
timecore taxa. The subnetwork in Figure 7 represents the
ensemble of these relationships for MB and all of the infant
timepoints, color-coded according to whether or not they are
present at MB and, for those that are, according to the first
timepoint in which they appeared (see Figure Legend).
The overall topology of the subnetwork clearly delineates a
central cluster populated by numerous links representing signifi-
cant aggregations, surrounded by a much sparser peripheral
‘‘shell’’. Remarkably, the central cluster exclusively contains taxa
and relations that appeared from I1 to I5 and that are also present
in the MB timecore (links colored in red, blue, purple or orange),
while the outer shell is mainly formed by taxa and relations
restricted to the MB timecore (links colored in brown). Network
theory indicates that the existence of a central and densely
connected set of nodes in a network facilitates system robustness
and evolvability, helping adaptation to large fluctuations of the
environment and to noise of intrinsic processes [69]. Regarding
the temporal assembly of this central cluster, examination of the
time of appearance of the different aggregations reveals that few of
them existed at I1 (in red), although Bacteroides, Clostridium and
Enterococcus formed a transitive aggregation already at this point.
Transitive aggregations, where three or more taxa are linked to
one another, are highly unlikely to occur by chance and their
existence suggests that the involved taxa may sustain mutualistic
relationships. In addition to this main triangle, a single other
aggregation appears within the central cluster at I1, linking
Prevotella to Bacteroides.
Following with the assembly of the central cluster, several new
aggregations are formed at I2 (in blue) enabled by the appearance
of Ruminococcus, Faecalibacterium and Collinsella, which are linked into
a triangle. In addition, Ruminococcus and Faecalibacterium form
another triangle with Eubacterium – which was already present at
the I1 timecore without being linked to other genera. These two
new triangles are linked to the Bacteroides-Clostridium-Enterococcus
triangle through a single aggregation between Faecalibacterium and
Bacteroides. Remarkably, in contrast to I2, no new aggregation is
formed within the central cluster, or in the surrounding shell, at
the I3 timepoint. Although this difference could be influenced by
the fact that only 9 samples were available for the I2 timepoint,
which could artefactually inflate the I2 timecore, the same result is
obtained in a subnetwork based on timecores for the 9 infants who
were sampled at all timepoints. This suggests that a stable stage of
community assembly had been reached in the infants’ gut by one
month of age, at least with respect to the core taxa of the
microbiota, which was not altered during the remaining months of
exclusive milk feeding.
At I4, after the introduction of solid foods, a large number of
novel aggregations (in purple) are again enabled by the appear-
ance in the timecore of several Firmicutes genera. In particular,
Dorea establishes a large number of links at this point, including
numerous triangles and several larger cliques (subgraphs in which
all nodes are connected to each other) that link different Firmicutes
genera, as well as a triangle formed by Dorea, Faecalibacterium and
Bacteroides. At I5, another Clostridiales genus, Anaerotruncus, and two
Bacteroidales, Parabacteroides and Alistipes, join the central cluster
forming numerous aggregations. Anaerotruncus links with the
Bacteroidales genera Alistipes and Prevotella, and with nearly all of
the Firmicutes genera that appeared at I4, forming numerous
triangles and one clique. On their part, Parabacteroides and Alistipes
are also involved in several links and transitive aggregations,
including a clique with Acetivibrio and Bacteroides.
It is worth noting the abundance of transitive relations that are
enabled in the central cluster at I4 and I5, consolidating its
structure and indicating that the introduction of solid foods to the
infants’ diet likely promoted an increase in the complexity of
community assembly. Moreover, as already mentioned, the genera
restricted to the MB timecore do not join the central cluster of the
subnetwork, and rather form a surrounding ‘‘shell’’ that is
connected with this cluster through a moderate number of
aggregations. This suggests that, although community assembly
was still not complete by the one-year mark, the main nucleus of
the gut community was already established at this point.
Interestingly, network theory indicates that core/periphery struc-
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tures may form at times of environmental stress, leading to the
development of more condensed network structures and the
segregation of a network core [69]. In the infant gut, the
introduction of solid foods between I3 and I4 represented a major
disturbance that must have permanently altered the conditions of
the gut environment, and the resulting stress in the subsequent
months may have promoted the consolidation of the central
cluster.
Besides those that form the central cluster of the subnetwork,
several genera appear during infant development that only
connect to this cluster through a limited number of direct links
or longer paths. In fact, most of the genera present at the I1
timecore are located outside of the central cluster. Remarkably,
these include a small (red) star-shaped subgraph with the global-
core genus Streptococcus at its center, which aggregates Escherichia
and Lactobacillus, also members of the global core, and Staphylococcus
and Veillonella, which appear at I1 but are not maintained in all
infant timecores. This subgraph is only connected to the central
cluster through a (red) link between Escherichia and Enterococcus.
Several other peripheral genera directly join this subgraph at other
timepoints. These additional genera enable a few more aggrega-
tive links with the central cluster, as well as several paths linking
the subgraph to other peripheral genera, mostly appearing at I5 or
MB. On the other hand, the subgraph genera are also involved in
several segregative relations appearing at different timepoints, with
Streptomyces, Desulfovibrio, Fibrobacter and the central cluster genus
Alistipes.
Other peripheral genera appearing early on during infant
development include Bifidobacterium, which is only connected to the
central cluster through links to Collinsella and Enterococcus (in blue),
and a series of Proteobacteria. Among these, we find the global
core genus Vibrio, which never connects to the central cluster, and
directly segregates from it through the genus Dorea. Several other
peripheral genera appear at the I4 and I5 timecores, connecting to
the central cluster through direct links (in purple or orange) or
aggregative paths. Interestingly, these include the spirochaete
Treponema, which is considered atypical in urban populations and
had until now mostly been detected in rural populations of Africa
and South America and in ancient mesoamerican remains [25,70].
In addition, two enteric Proteobacteria, Citrobacter and Klebsiella,
are present as a separate component of the subnetwork, linked to
each other but involved in no other relationship. Citrobacter and
Klebsiella are restricted to the I2–I5 and I2–I3 timecores (Table S9),
respectively, although they can also reach high abundances in
individual infants at other timepoints (Figure S2). This scenario
suggests that these taxa, along with Shigella and Shewanella that only
Figure 7. Potential taxon interactions during assembly of the gut microbiota. The represented subnetwork links all genera present in the
different infant timecores and in the MB timecore, showing relationships inferred in a parent network based on presence/absence of taxa in multiple
environments. We show with continuous lines those relations that have been identified as significant aggregations in the parent network, and with
dotted lines the significant segregations. Relations are color-coded according to whether or not they are present in the maternal MB timecore and,
for the relationships that are present at MB, according to the first timepoint in which they appeared. Relations that are not observed in the MB
timecore are shown in grey; relations present only in MB are colored brown; relations appearing at I5 are colored orange; relations appearing at I4 are
purple; relations appearing at I3 are green; relations appearing at I2 are blue; and relations appearing at I1 are red. Nodes are additionally colored
according to their dominant environment in the original classification of Tamames et al. [56]. A dominant environment was assigned for a given
genus when more than half of the samples where it was detected belonged to that environment. Red: host environments; Green: terrestrial
environments; White: no particular preference for any environment (i.e., cosmopolitan taxa). The thickness of the network edges represents the
significance of the association (z-score).
doi:10.1371/journal.pgen.1004406.g007
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momentarily join the subnetwork, are not permanent residents of
the microbiota, but perhaps opportunists that take advantage of
transient conditions in the infant gut.
Regarding the genera that join the periphery of the subnetwork
as part of the MB timecore, Desulfovibrio and Oxalobacter are the
ones showing the larger number of aggregations to the central
cluster. The aggregations detected for Desulfovibrio are of note,
since they reflect experimentally established cross-feeding rela-
tionships of this H2-consuming, sulfate-reducing bacterium with
the H2-producer Collinsella and the sulfatase-encoding Bacteroi-
dales genera [71]. On the other hand, there is on the right side of
the subnetwork a series of MB genera that clearly segregate from
the central cluster, mainly through direct segregative links
sustained by Pseudomonas and Pedobacter. Interestingly, most of
these genera have been classified as cosmopolitan rather than
mainly host-associated [56], and none of them ever reaches
abundances of 1% in any sample. In addition, approximately half
of these genera are absent from the MA timecore (Table S9),
suggesting that they can be easily displaced when there are
alterations of the gut environment. This scenario suggests that
these late-appearing taxa might be facultative members of the gut
microbiota or allochthonous species that frequently make their
way to the gut without establishing as main components of the
community.
Putting it together: Overall patterns of microbiota
development delineate a successional process redirected
by the introduction of solid foods
The various patterns of microbiota development described in
the preceding sections suggest that during the time-course
analyzed we are likely observing two major, distinct colonization
phases, separated by the introduction of solid foods to the infants’
diets. The first colonization phase would encompass the period
during which infants were fed only milk, i. e., timepoints I1 to I3.
During this period, the richness, diversity and complexity of
interactions among taxa tend to increase in I1–I2, indicating that
the relatively simple bacterial communities present by one week
can tolerate the arrival and establishment of new species, to which
the infants would undoubtedly be exposed during their first weeks
of life. The variable behavior of taxon richness and diversity
observed across infants during the I2–I3 period suggests that, by
three months of age, different infants were at different stages of
community development, with some still incorporating new
species while others were starting to loose species, most likely
due to interspecific competition. In the infants that underwent
decreases in richness during this period, changes in Shannon
values were not concomitant (Table S6), supporting the notion
that interspecific competition purged the community of rare taxa,
presumably not well adapted to thrive during this milk-feeding
period. Accordingly, Bifidobacterium or Bacteroides, the only genera
capable of thriving on both lactose and HMOs [59], dominated
the I3 microbiota in nearly all infants, with the exception of those
born by C-section (Figure S2), which supports the notion that C-
section delays the establishment of these genera [51]. Moreover,
among vaginally delivered infants, Bacteroides or Bifidobacterium
dominated when mothers did or did not receive antibiotics during
delivery, respectively. The I3 CCA (Figure S3) confirms that
delivery type and use of peripartum antibiotics explain 22% and
12% of the taxonomic composition variation of the infant
microbiota at this timepoint (Table S5).
Classical models of succession posit that, after a period of
competition leading to species loss, community stability will
eventually increase in late successional stages, after which major
community shifts will not occur unless a significant disturbance
affects the ecosystem [52]. In our data, no such stabilization is
observed, as the variable I2–I3 period is followed by a strong
decrease in richness in I3–I4, followed by a trend towards richness
recovery in I4–I5 (Table S6, Figure 1A, 1C). As stated earlier,
these richness changes are mainly due to the loss and gain of rare
genera, and are accompanied by opposite trends at the level of
diversity (Table S6, Figure 1B, 1D). In addition, the number of
core microbiota genera shared by all individuals increases
importantly at I4 and I5 (Table S9, Figure 6A), with substantial
repercussions on the configuration of relationships among taxa
(Figure 7). Most likely, the introduction of solid foods between I3
and I4 contributed importantly to prevent the stabilization of the
community, as this chronic disturbance altered the resources
present in the gut environment. With solid foods, the variety of
nutrients that become available to the infant gut microbiota clearly
expands, potentially providing a larger number of niches for
different organisms and contributing to the increase in diversity
observed at I4. In particular, carbohydrates will now be available
in a larger variety of forms, including numerous complex
molecules found in cereals, fruits, vegetables and tubers (Table
S1), providing a selective challenge for the milk adapted resident
community.
Our observation that solid food introduction is followed by a
purge in rare taxa is consistent with the idea that fewer species will
persist in the face of intense disturbances [72]. In the 7-months
infant, the genera that thrived in the milk-adapted microbiota - i.
e., Bifidobacterium and Bacteroides - continue to dominate, with the
latter genus being now the most abundant in a majority of
individuals. The rise of Bacteroides following the introduction of
solid foods has been observed in previous studies [34] and is likely
due to its large versatility for complex carbohydrate degradation.
Nevertheless, some genera that had not been previously detected
at high abundances (or only in very few individuals) expand now in
the gut microbiota, in agreement with the notion that disturbance
should facilitate invasion of the community by new species [73].
This is the case of Ruminococcus, which is now found among the
most frequent genera in nearly all infants. Ruminococcus thrives on
oligosaccharides such as raffinose and sucrose that constitute the
most abundant soluble saccharides in plant tissues and is capable
of partially degrading insoluble plant fibers such as lignin and
cellulose [74], which likely explains its competitive advantage after
the introduction of cereals, fruits and vegetables into the diet.
Another genus that reaches high abundances for the first time in
some 7-months-olds is Akkermansia, one of the main mucin-
degraders in the gut microbiota [60,75]. Mucin production is
dependent on the availability of dietary amino acids and should
increase with the higher protein content of solid foods, enabling
the growth of mucin-specialized bacteria. On the other hand, the
disturbance created by solid foods does not seem to enable
invasion of the gut community by opportunistic species, as fast
growers such as Escherichia rather decrease in abundance from I3 to
I4. Moreover, the ‘‘pathogenesis’’ functional subrole also decreases
markedly after the I3 timepoint, indicating that opportunistic
pathogens are not taking advantage of the disturbance.
In the last time interval analyzed, I4–I5, taxon richness tends to
increase again mainly due to the acquisition of new rare taxa. This
indicates that succession has now entered a second period of net
species recruitment, although most incoming taxa have not been
able to reach substantial frequencies, suggesting that the pre-
established populations retain a competitive advantage. Neverthe-
less, substantial shifts occur during this period in relative taxon
abundances. Several of the most abundant genera at I4 - i. e.,
Bifidobacterium, Veillonella, Escherichia - decrease substantially in I5.
At the same time, the main butyrate producers of the gut
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microbiota, i. e., Faecalibacterium, Eubacterium and Roseburia, rise in
abundance at this timepoint, with Faecalibacterium becoming the
second most abundant genus overall (after Bacteroides). In addition,
other SCFA producers, such as Blautia and Butyrivibrio, reach
frequencies above 1% for the first time in I5. Between I4 and I5,
the diet of Spanish Mediterranean infants changes substantially, as
it becomes progressively similar to that of adults [36]. During this
period the general consumption of animal protein increases
importantly, as meats, fish, eggs and dairy products become more
prevalent (Table S1). At the same time, the contribution of cereals
continues to increase, probably enabling the rise of genera adept at
fermenting starches and fiber, such as Bacteroides and the butyrate
producers Faecalibacterium, Eubacterium and Roseburia.
As a result of these changes, the ranking of taxon abundances
observed in the one-year-old infants becomes remarkably similar
to that of the mothers, with Bacteroides, Faecalibacterium, Clostridium
and Ruminococcus present among the five top genera in I5, MA and
MB (Figure S2). However, differences exist in the relative
abundances of Bifidobacterium and Eubacterium between mothers
and one-year-olds, with the first genus remaining more common in
I5 while the latter has not yet reached the high levels at which it is
found in MA and MB. Moreover, the richness (Figure 1C),
diversity (Figure 1D) and complexity of interactions among taxa
(Figure 7) at the one-year mark are still far from those observed in
the maternal samples. Similarly, pairwise ANOSIM analyses
(Table S7) and ordination techniques (Figure 4) detect differences
in taxonomic and functional composition between I5 and the
maternal samples, further corroborating that succession was
incomplete at the one-year mark. In agreement, recent cross-
sectional studies have suggested that an adult-like gut community
may not be reached before three years of age [25].
In conclusion, our analyses of GIT microbiota development
during the first year of life reveal an incomplete successional
process, strongly marked by the introduction of solid foods to the
infants’ diets. Therefore, important questions regarding microbial
succession in the infant GIT still remain for further analysis. A
longer sampling period would be necessary to reveal the final
progression of the gut microbiota towards an adult-like stage, and
a tighter sampling around the time of introduction of solid foods
would be required to clarify the transition that accompanies this
event. On the other hand, in order to gain an in depth
understanding of the ecological and evolutionary processes at
play in this environment, we will need to focus on the genetic
structure and demographic dynamics of microbial populations as
they settle within the gut.
Materials and Methods
Ethics statement
This study was approved by the Ethics Committee of the Center
for Public Health Research (CSISP), Valencia, Spain. All women
participating in the study read and signed forms of informed
consent specifically approved for this project by the Ethics
Committee.
Sample collection, pyrosequencing and initial processing
of sequencing reads
Fecal samples were collected by the mothers and stored in home
freezers until brought to the laboratory, where they were stored at
280uC until processing. Samples were homogenized in a 50%
RNA later/phosphate saline buffer solution and centrifuged for
two minutes at 2000 rpm. Only the supernatant resulting from the
latter spin was used for further processing. DNA was extracted
using the Epicenter Master Pure Complete DNA & RNA
Purification kit following manufacturer’s specifications, except
for an additional digestion step at the beginning of the extraction
protocol with lysozyme for 30 minutes at 37u. Samples were then
prepared for 454 pyrosequencing by adding a barcode and pooling
them in groups of 20 samples per run, which provided between
35000 and 70000 reads per sample. Only reads that passed quality
controls (average base score quality per read .20) were further
analyzed after elimination of read replicates by means of CD-HIT-
454 [76]. We addressed downstream analysis at read level rather
than at contig level based on the prior assessing of the complexity
of our communities, as simulation studies have determined that
chimeras are particularly prevalent among contigs lower than
10 kbp in size [77,78]. High-complexity microbial communities
lacking dominant populations rarely produce contigs larger than
10 kbp, prompting the recommendation that such data sets should
not be assembled at all.
Gene calling, taxonomic assignment and functional
annotation
We used a combination of evidence-based and ab initio gene
calling. In the first step, coding regions were identified based on
homology searches at read level via BLASTX [79] against the
NCBI-nr protein database considering an e-value cutoff of 0.001.
Subsequently, we used GLIMMER3 [80] to identify any coding
regions that were missed in the previous step by means of a fine-
tuned IMM (Interpolated Markov Model). We used the ‘-X’
GLIMMER3 option, allowing fragmented ORF (Open Reading
Frame) identification, and default settings for other options. In
order to build the IMM we chose eight complete bacterial
genomes from NCBI spanning the main gut microbiome phyla
(Firmicutes, Bacteroidetes, Actinobacteria and Proteobacteria) and
then extracted the reported ORFs to train the model.
Taxonomic classification was only performed on coding regions
found by BLASTX, by using Blast2.lca (https://github.com/
emepyc/Blast2lca#readme). This methodology is based on a Last
Common Ancestor (LCA) algorithm, which retrieves the most
specific taxon associated with the complete set of sequences that
hit a certain query, instead of only considering the taxon
associated with the closest BLASTX hit, thereby reducing false
matches. Eukaryota-related coding regions were filtered out from
the analysis based on superkingdom LCA annotation, or on
BLASTN searches (0.001 e-value cutoff) against the NCBI-nt
eukaryotic subset in the case of those regions identified by the ab
initio approach. Finally, to functionally annotate the identified
coding regions we used HMMER2 [81] against the TIGRFAMs
(9.0 release) database of prokaryotic models [82], considering an e-
value cutoff of 0.1. HMMER is a protein profile aligner based on
hidden Markov models, with high sensitivity for classifying remote
homologs [83].
Microbiota richness and diversity
We assessed the taxonomic and functional richness and diversity
of the microbiota by means of several estimators. In order to
eliminate possible artifacts introduced by read count differences
between samples, we first used QIIME [84] for resampling an
equal number of reads per sample. The richness estimators N and
Chao1 [63] and the Shannon diversity index [64] were then
calculated using the library ‘vegan’ from the R package [85]. The
Chao1 estimator was chosen because it has been shown to be one
of the most reliable non-parametric estimators of species richness
in species-rich samples [86]. The Shannon index was preferred for
species diversity because of its use of natural logarithms of relative
species abundances, which reduces the weight of the more
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abundant species and renders it sensitive to the changes in rare
species, which are common in infant gut microbiota samples.
Linear regression analyses were executed to determine the
statistical significance of the changes in richness and diversity
through time, both over all timepoints and in pairwise compar-
isons for specific time intervals. Because taxon richness is assumed
to follow a Poisson distribution, we employed the ‘glm’ function
implemented in the ‘stats’ R package to fit generalized linear
models. On the other hand, values of the Shannon diversity index
were parameterized in the standard unit interval (0, 1) and
assumed to follow a Beta distribution; therefore we applied the
Beta regression model, as implemented in the ‘betareg’ [87] R
package. Hierarchical clustering analysis of the temporal profiles
of richness and diversity change for individual infants was
performed in the ‘pvclust’ R package, which assesses clustering
uncertainty by means of multiscale bootstrap resampling [88].
Microbiota composition clustering, directionality and
dynamics
The R package was employed for comparative analyses of
taxonomic and functional microbiota composition. Heatmaps and
clustering analyses were based on the Bray-Curtis distance as a
measure of dissimilarity [65]. Directionality in taxonomic and
functional composition change through time was assessed by
means of various multivariate analyses. First, we employed global
and pairwise analyses of similarities (ANOSIM) adjusted for
multiple testing to detect whether there were significant differences
between taxonomic or functional profiles per timepoint. ANOSIM
tests whether there is a significant difference between two or more
groups of samples by comparing distances between sample groups
to those within groups. In addition, we also performed ‘‘Permu-
tational Multivariate Analysis of Variance Using Distance
Matrices’’ (PMANOVA or ADONIS), which yielded similar
results to the ANOSIM (data not shown). Both analyses used the
Bray-Curtis distance to measure dissimilarity in taxonomic or
functional microbiota composition between samples. To explore
further the pattern of similarities among timepoints we performed
Canonical Correspondence Analysis (CCA) and Principal Coor-
dinates Analysis (PCoA) using Gower distances [67], for both
taxonomic and functional data sets. Once the PCoA analyses were
executed, we drew convex hulls enclosing all samples pertaining to
a particular timepoint and calculated the area of overlap of the
polygons representing each timepoint.
The dynamics of individual genera and functions through time
were also examined within R. The behavior of different genera
was analyzed by means of regression analyses using the Poisson
model and the ‘GeneFamilies.regression’ function from the
‘ShotgunFunctionalizeR’ library, and also through the drawing
of Venn diagrams containing the taxa per individual, MIP or
timepoint, using the ‘venn’ function in the ‘gplots’ library. Venn
diagrams were also constructed to identify taxonomic and
functional ‘‘timecores’’ containing the taxa or functions shared
across all individuals at a given timepoint using the ‘compute.-
Venn’ function in the ‘Venerable’ library, and to identify those
features restricted to single timecores or combinations thereof.
Self-Organizing Maps (SOM) [89] were constructed for both
taxonomic and functional data sets, using the function ‘som’ from
the ‘som’ library. These maps are artificial neural networks that
use a neighborhood function to separate a complex, high-
dimensional input space into a reduced number of discrete groups
with unique behaviors through time. In order to get reliable SOM-
based clusters we used the bootstrap method. Firstly, we built 200
different sets of resampled temporal profiles for each feature (genus
or function) by resampling entire profiles of randomly selected
individuals. Then, we carried out a SOM-based clustering over
this 200-fold-sized data set. To build clusters at different support
levels, we retrieved only those features whose profiles were
classified into the same cluster in at least 60% or 80% of the
resampling sets.
Constructing a dendrogram of genus-level functional
profiles
Functional profiles were determined for those genera present in
any sample at .1% abundance in addition to having genes
representing at least 50% of the 108 TIGRFAM functional
subroles detected in our complete dataset. Because not enough
information was recovered in a sample per sample basis for each
genus, the functional profile was established by pooling all the
samples of a timepoint. Functional profiles were defined as vectors
containing the relative abundances of each one of the 108
TIGRFAM subroles in a particular genus and timepoint. Bray-
Curtis distances between functional profiles were computed using
the ‘bcdist’ function from the R ‘ecodist’ library, and dendrograms
based on these distances were drawn using the ‘hclust’ function
from the R ‘stats’ library with the complete-linkage method.
Extracting gut microbiota taxa co-occurrence networks
from a parent network based on diverse environments
We analyzed the relations of the main gut microbiota genera
detected in our study within a parent network previously
constructed based on the presence/abscence of taxa across a
large variety of environments (Pascual-Garcı´a A, Tamames J,
Bastolla U., personal communication). For each infant and
maternal timepoint, we considered the group of N taxa observed
in all samples of the timepoint (the timecore). For each group we
had then N(N-1)/2 putative interactions and we determined those
that were present in the parent network, which includes all
significant associations among 1187 different genera observed in
2322 samples from very different environments. Details about the
environments and their classification can be found in [56]. The
parent network was obtained from an adaptation of the null model
proposed by Navarro-Alberto and Manly [90] where environ-
mental preferences are considered in order to avoid trivial
associations. The null model allows for the generation of random
realizations of the original data assuming that taxa are not
associated. The significance of putative associations can then be
assessed by comparing the results obtained from the observed data
versus those obtained from the random ensemble. As the random
realizations do not contain information about real associations,
any signal coming from the random ensemble is considered a false
positive, serving to establish a restrictive threshold for the
estimated false positive rate.
Supporting Information
Figure S1 Heatmaps and clustering of MA and MB maternal
samples according to taxonomic composition (A) and main
TIGRFAM functional roles (B) based on Bray-Curtis distances.
(A) Only the genera above 1% abundance in at least one sample
are depicted. Each sample is identified at the bottom of the
heatmaps by a code that specifies the MIP (Mother Infant Pair) to
which it belongs and the corresponding timepoint.
(PDF)
Figure S2 Heatmaps and clustering of the samples for each
timepoint according to taxonomic composition (A) and TIGR-
FAM main functional roles (B) (details as in Figure S1).
(PDF)
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Figure S3 Canonical Correspondence Analyses (CCA) showing the
effect of C-section on the taxonomic composition of the microbiota at
different timepoints. The proportion of variability explained by C-
section delivery is highest at I1 (16%), I2 (22%) and I3 (22%) and
decreases at I4 (10%) and I5 (10%), and is always below the
proportion of variability explained by the first unconstrained axis.
(PDF)
Figure S4 Linear regressions of richness (Chao1 estimator) and
diversity (Shannon index) vs. time (A–B taxonomy, C–D function).
(PDF)
Figure S5 Heatmaps and clustering of the samples for each MIP
according to taxonomic composition (A) and TIGRFAM main
functional roles (B) (details as in Figure S1).
(PDF)
Figure S6 Self-Organizing Maps (SOM) of taxon and function
dynamics. SOMs identify patterns of abundance dynamics in the
infants throughout development at both taxonomic (A) and
functional (B) levels. The number of genera (A) or functions (B)
included in each represented cluster is indicated (cluster size).
Clusters have 80% and 60% bootstrap support for taxa and
functions, respectively. For each cluster, average values on each
timepoint along with their corresponding 95% confidence
intervals are shown, in a scale centered at the mean of all samples
and scaled by the standard deviation.
(PDF)
Table S1 Information on consumption of different foods,
obtained from questionnaires answered by the infants’ parents.
(DOCX)
Table S2 Details of pyrosequencing reads and annotation per
individual sample.
(DOCX)
Table S3 Taxon abundances per sample. Numbers correspond
to raw sequence counts.
(TXT)
Table S4 Function abundances per sample. Numbers corre-
spond to raw sequence counts.
(TXT)
Table S5 Variability explained by constrained (CCA1) and
unconstrained (CA1 and CA2) axes in Canonical Correspondence
Analyses when the constraining variable is delivery type, use of
peripartum antibiotic or exclusivity of breastfeeding.
(DOCX)
Table S6 Richness (N and Chao1 estimator) and diversity
(Shannon index) for taxonomic and functional data in individual
samples.
(DOCX)
Table S7 p-values of ANOSIM pairwise comparisons between
timepoints. Statistically significant values (p,0.05) are shown in
red.
(DOCX)
Table S8 Taxonomic and functional dissimilarities between
timepoints estimated as the non-overlapping areas of the convex
hulls representing them in the PCoAs of Figure 4C–D.
Dissimilarity values above 0.80 are shown in red.
(DOCX)
Table S9 Taxonomic timecores. Timecores are defined as lists
of genera present in all individuals at a given timepoint. All genera
present in at least one timecore are listed and their presence (1) or
absence (0) at each timecore is reported.
(TXT)
Table S10 Functional timecores. Timecores are defined as lists
of functions present in all individuals at a given timepoint. All
functions present in at least one timecore are listed and their
presence (1) or absence (0) at each timecore is reported.
(TXT)
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Chapter 4
Mutualistic systems
Scientists too often know little about the
cultural and historical context of their
ideas (...) They rarely acknowledge that
their theoretical frames derive from an
Anglophone-capitalist model (...)
Concepts such as the validity of
cost-beneﬁt and competition vs.
co-operation terminology, or the
superiority of mathematical analysis are
uncritically assumed.
Lynn Margulis
Summary
In the results shown for microbial systems, we inferred interactions bet-
ween microbes. For proteins, we represented the interactions between amino-
acids with contacts'matrices, and we developed a procedure to identify global
patterns of contacts shared between proteins. In this section we explore mu-
tualistic systems, where we know from experiments the interactions between
plants and animals. Our approximation in this case goes an step further
modeling the dynamical behaviour of the sytem, thus providing more direct
answers to the questions we investigate.
In our work, we consider a dynamical model with within-group competi-
tion of Lotka-Volterra type and between-group mutualistic interactions that
saturate for large abundance [?]. We started reconsidering the assumptions
typically made in stability analysis. It is known that, when the interaction
matrix has the mathematical property called diagonal stability [Goh (1979)],
every feasible equilibrium where all species have positive abundances is dyna-
mically stable. Furthermore, this equilibrium is globally stable, and we note
that, in this case, the question about stability translates into the question
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of the parameters that guarantee positive abundances, i.e. in its structural
stability. In this way, we move from the classical dynamical stability analysis,
where the abundances are perturbed for ﬁxed model parameters, to an analy-
sis where the growth rates are perturbed for a given feasible equilibrium.
Analytically, the structural stability analysis is performed after transfor-
ming the system. As previously stated, we consider non-linear terms in the
mutualistic interactions to avoid divergences in the populations, and we re-
quire to transform the system into an eﬀective Lotka-Volterra model. This
means that we approximate the non-linear behaviour of the system consi-
dering an equivalent linear model, which further allows us to get analytical
insight. Indeed, from the ﬁxed point equations of this eﬀective model, it is
possible to reduce a system which contains arbitrary interactions into an
eﬀective competition system [Bastolla et al. (2005, 2009)]. This transforma-
tion facilitates the interpretation of the eﬀects of the diﬀerent interactions
just in terms of competitive interactions relative to a purely competitive
model, through a parameter called eﬀective interspeciﬁc competition. In
other words, a higher (lower) value of this parameter with respect to the
bare interspeciﬁc competition means that the specie feels a higher (lower)
competitive load with respect to a system were only competitive interac-
tions are present. Moreover, the relative eﬀect of the speciﬁc conﬁguration of
mutualistic interactions can be also quantiﬁed through this parameter. Furt-
hermore, it is possible to relate the value of the interspeciﬁc competition
parameter with both dynamical and structural stability [Pascual-García et
al. (2015); Ferrera et al. (2015)] and, in turn, with the biodiversity that the
system can host [Bastolla et al. (2009); Pascual-García and Bastolla (2015)].
This reasoning allowed us to show that mean ﬁeld models of mutualism,
i.e. systems with fully connected mutualistic interactions, are able to sup-
port a higher biodiversity than purely competitive models [Bastolla et al.
(2009)]. Moreover, when we relaxed the mean ﬁeld condition and particular
conﬁgurations were considered, the nestedness pattern appeared as parti-
cularly relevant in the reduction of the eﬀective competition, being other
conﬁgurations such as those compartimentalized, even detrimental.
Our results were vigorously challenged by James et al. claiming that ot-
her matrix property, the connectance, was more relevant than the nestedness,
and further questioning the actual role of mutualistic interactions [James et
al. (2012)]. We have shown that the discrepancies were easily rationalized,
given that the procedure proposed by James et al. generates unfeasible equi-
libria with high probability [Pascual-García et al. (2014a)], a result that
motivated us for further research.
We modeled several mutualistic regimes where the relative strength of
the competition to mutualism ratio and the facultative or obligatory mutua-
listic behaviour of insects heavily determine the structural stability of the
system [Pascual-García and Bastolla (2015)]. We also found that the struc-
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tural stability can be predicted through two parameters. First, the above
mentioned eﬀective interspeciﬁc competition. And second, the propagation
of perturbations in the eﬀective productivities of the system. The eﬀective
productivities reﬂect the eﬀective behaviour of the growth rates when we
include mutualistic terms. Since the growth rates are the parameters pertur-
bed in the analysis of structural stability, we measure how perturbations in
the growth rates are propagated into the eﬀective productivities.
Using both parameters, we can predict the structural stability and ve-
rify our predictions with numerical simulations. Notable results are found
for diﬀerent mutualistic regimes [Pascual-García and Bastolla (2015)], either
highlighting the role of connectance or the nestedness. Whereas connectan-
ce seems to be always beneﬁcial to reduce the propagation of perturbations
a result strongly reminiscent of the arguments of MacArthur, the nested-
ness rather aﬀects the eﬀective interspeciﬁc competition, although in some
regimes it is insensitive. In this way, the relevance of connectance versus
nestedness is translated into physical magnitudes, namely the relevance of
the eﬀective interspeciﬁc competition or the propagation of perturbations,
in the structural stability of ecosystems. Whether any of these topological
properties is more relevant for sustaining biodiversity depends in turn on
which magnitude either the eﬀective interspeciﬁc competition or the propa-
gation of perturbations, dominates the regime's behaviour [Pascual-García
and Bastolla (2015)]. Interestingly, this behaviour also depends on the spe-
ciﬁc value of the bare interspeciﬁc competition which, if it is high enough,
limits the positive eﬀects that can be obtained from mutualistic interactions
when it is low.
In summary, working with this system we established a correspondence
between the system behaviour and the microscopic observed properties 
speciﬁed in terms of constraints in the interaction pattern, such as the
nestedness and the connectance. From the point of view of the physical
behaviour of the system, we shed some light on how to understand what are,
from an evolutionary perspective, the main determinants.
Indeed, our results are consistent [Pascual-García and Bastolla (2015)]
with an evolutionary model aiming to explain these microscopic patterns
[Suweis et al. (2013)]. We observe that the maximization of biomass of the
individual species as an evolutionary target is reached through a minimi-
zation of the eﬀective interspeciﬁc competition. Furthermore, our modelling
approach readily provides theoretical estimations for some constraints that
may be experimentally veriﬁed. For instance, we found out that, in order to
deal with an obligatory mutualistic regime, it is necessary to establish that
the biomass of plant species must be more than one million times that of
animal species. Therefore, these results conﬁrm that we are actually dealing
with a theoretical modeling setting which provides predictions that may be
tested through empirical work.
 1) Bastolla U, Fortuna MA, Pascual-García A, Ferrera A, Luque B, Bascompte J. (2009) The architecture of mutualistic networks minimizes competition and increases biodiversity. Nature. 458(7241):1018-20 2) Pascual-García A ., (2010) Explorando el rol de la Competición, el Mutualismo y la Arquitectura en Redes Ecológicas: ¿Qué podemos decir sobre la Biodiversidad? Published in: Evolución y Adaptación: 150 años después del origen de las especies. Editors: Hernán Dopazo and Arcadi Navarro. ISBN 978-84-92910-06-9 3) Pascual-García A., Ferrera A., and Bastolla, U. (2014) Does mutualism hinder biodiversity? arXiv preprint arXiv:1409.1683 4) Pascual-García A ., Ferrera A., and Bastolla, U. (2015) Effective competition determines the structural stability of model ecosystems. Under revision. 5) Ferrera A., Pascual-García A ., and Bastolla, U.  (2015) Effective competition determines the global stability of model ecosystems. Under revision. 6) Pascual-García A., Bastolla U., (2015) The complexity-stability relation of mutualistic systems reconciles MacArthur and May. Under revision.  
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4.1. Article [MUT-1]
LETTERS
The architecture of mutualistic networks minimizes
competition and increases biodiversity
Ugo Bastolla1, Miguel A. Fortuna2, Alberto Pascual-Garcı´a1, Antonio Ferrera3, Bartolo Luque3 & Jordi Bascompte2
The main theories of biodiversity either neglect species interac-
tions1,2 or assume that species interact randomlywith each other3,4.
However, recent empirical work has revealed that ecological
networks are highly structured5–7, and the lack of a theory that
takes into account the structure of interactions precludes further
assessment of the implications of such network patterns for bio-
diversity. Here we use a combination of analytical and empirical
approaches to quantify the influence of network architecture on
the number of coexisting species. As a case study we consider
mutualistic networks between plants and their animal pollinators
or seed dispersers5,8–11. These networks have been found to be
highly nested5, with the more specialist species interacting only
with proper subsets of the species that interact with the more
generalist. We show that nestedness reduces effective interspecific
competition and enhances the number of coexisting species.
Furthermore, we show that a nested network will naturally emerge
if new species are more likely to enter the community where they
have minimal competitive load. Nested networks seem to occur in
many biological and social contexts12–14, suggesting that our
results are relevant in a wide range of fields.
A long-held tenet in ecology is that the structure of an ecological
network can largely affect its dynamics3,6,7,15,16. Recent work has
unravelled the structure of plant–animal mutualistic networks5,8–11,
but little is known about the implications of these network patterns
for the persistence of biodiversity. Previous theory has analysed the
dynamics of mutualistic communities without considering their
structure3,17–20. More recently, ecologists have started numerically
to explore the robustness of mutualistic networks10,21–25, but no study
has yet determined how the size of the network depends on its
structure. However, understanding the factors determining the num-
ber of coexisting species is possibly themost fundamental problem in
ecology and conservation biology. Here we analytically quantify
whether and to what extent the architecture of mutualistic networks
enhances the number of species that can stably coexist in a commu-
nity (Fig. 1). Also, we explore the emergence of this network archi-
tecture through the assembly process. Our analytical approach
provides general, insightful results about the equilibrium behaviour
instead of simulating the dynamics of our system before such an
equilibrium (Supplementary Fig. 1).
We must first derive a baseline biodiversity that will occur in the
absence ofmutualistic interactions.We therefore begin by considering
previous theory that predicts the number of coexisting species when
there are only competitive interactions26,27. Nextwe build a generalized
model ofmutualisms inwhich species in the same group competewith
each other and interact mutualistically with species in the other group
(Methods). For direct competition for resources without mutualism,
previousworkhas shown that the largest eigenvalueof the competition
matrix limits themaximumbiodiversity that the system can attain26,27.
This predicted maximum number of plant species (similar for
animals) can be expressed as
S(P)~
1{~r(P)
~r(P)
ð1Þ
where ~r(P) is the normalized effective interspecific competition para-
meter, which can be computed from the main eigenvalue, l1, of the
normalized competition matrix (Supplementary Methods) as
1Centro de Biologı´aMolecular, Universidad Auto´noma deMadrid – CSIC,Madrid 28049, Spain. 2Integrative Ecology Group, Estacio´n Biolo´gica de Don˜ana, CSIC, c/ Ame´rico Vespucio
s/n, Sevilla 41092, Spain. 3Departamento de Matema´tica Aplicada y Estadı´stica, ETSI Aerona´uticos, Universidad Polite´cnica de Madrid, Plaza Cardenal Cisneros 3, Madrid 28040,
Spain.
+ +
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a b c
Figure 1 | The structure of mutualistic networks determines the number of
coexisting species. Each panel represents a plant–animal network with
different structures: a, fully connected; b, nested; c, compartmentalized.
Two plants and their respective interactions are highlighted. They compete
for resources such as nutrients (red arrow), but also have indirect
interactionsmediated by their common pollinators (blue arrow), whichmay
change in sign andmagnitude (indicated by arrow line style). As the number
of shared pollinators is higher, positive effects outweigh negative ones, and
the theory predicts a higher number of coexisting species as indicated by the
size of the matrices.
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~r(P)~
l1{1
S(P){1
ð2Þ
Here S(P) is the observed number of plant species, which gives the
dimensions of the interaction matrices. Qualitatively, the larger is
~r(P), the smaller is the number of species that can stably coexist in a
purely competitive system. To obtain explicit analytical formulae, we
will henceforth consider direct competition ofmean-field type assum-
ing that all species within a set compete with each other with identical
intensities (this can be relaxed in numerical simulations; Supple-
mentaryMethods). In this case, the quantity computed using equation
(2) is equal to the direct competition parameter, r(P).
Now thatwehave set up the baseline limit to the number of coexisting
species defined by equation (1), we can incorporatemutualism between
plants and animals and quantify the new limit to biodiversity. It is still
possible to derive an effective competitionmatrix that includes the effect
of mutualism. The maximum eigenvalue of this matrix limits biodiver-
sity through equations (1) and (2).We first consider the fully connected
mutualisticnetwork inwhichall plants interactwithall animals (Fig. 1a).
Thenormalized effective interspecific competition, ~r(P)mut, is related to the
direct competition without mutualism as follows, where a(P) is a para-
meter (Supplementary Informationequation (7)) that is proportional to
the strength of mutualistic interactions:
~r(P)mut~
r(P){a(P)
1{a(P)
ð3Þ
Stable solutions exist fora(P),r(P).We can see fromequation (3) that
~r(P)mut is smaller than r
(P). This means that mutualism always reduces
the effective interspecific competition in a fully connected plant–
animal network. The predicted maximum number of plant species
in thepresence ofmutualism,S(P)mut, becomes (SupplementaryMethods)
S(P)mut~
1{~r(P)mut
~r(P)mut
~
S(P)
1{a(P)=r(P)
ð4Þ
which is strictly greater than S(P), proving that fully connected mutua-
listic networks increase thenumberof coexisting species by reducing the
effective interspecific competition.
Having quantified the increase in biodiversity due to mutualism in
the fully connected case, we proceed by assessing how this mutualistic
effect is shapedby the structure ofmutualistic networks (Fig. 1b, c).We
will repeat the above arguments relaxing the assumption that plant and
animal species interact with all species in the other group.Whereas the
effective competitionmatrix in the case of mean-fieldmutualism con-
tained terms describing an average identical effect of one species on
another, now the elements of the effective competitionmatrix,C
(P)
ij , are
different andhave to bewritten explicitly as (SupplementaryMethods)
C
(P)
ij ~dijz
1
S(P)
zR 1
S(A)zS(A)
n
(P)
i n
(P)
j {n
(P)
ij
 
ð5Þ
where dij is theKronecker delta function (1 if i5 j, 0 otherwise),R is the
mutualism-to-competition ratio (Supplementary Information equa-
tion (23)),n
(P)
i is the number of interactionsof plant species i andn
(P)
ij is
the number of shared interactions between species i and j. Importantly,
the right-hand side of equation (5) decreases with the nestedness of the
mutualistic network (as defined in Methods). As a consequence, by
inspection nestedness reduces the effective interspecific competition
for a given distribution of number of interactions across plant species
and fixed parameters. Because the predicted maximum number of
plant species (equation (4)) increases with decreasing effective com-
petition, the model predicts that the more nested is the matrix, the
higher is the maximum biodiversity.
To explicitly quantify the increase in biodiversity (from the base-
line of an exclusively competitive system) due to the nested architec-
ture of mutualistic networks, we computed the derivative of the
predicted maximum number of plant species (equation (4)) with
respect to the mutualism-to-competition ratio:
1
S(P)mut
LS(P)mut
LR

R~0
~ 1z
1
S(P)
 
hn(P)i S(P) g^(P){ hn
(P)i
S(A)zS(A)
 
{(1{g^(P))z
h(n(P))2i{hn(P)i2
hn(P)i(S(A)zS(A))
S(P)zS(P)
S(P){1
# ð6Þ
Here hn(P)i~
X
i
n
(P)
i =S
(P) and h(n(P))2i~
X
i
(n
(P)
i )
2=S(P) are the
mean andmean-square number of mutualistic interactions per plant
species, respectively. This derivative increases with the parameter
g^(P)~
X
i=j
n
(P)
ij
.
(S(P){1)
X
k
n
(P)
k
 
, which is highly correlated
with the measure of nestedness defined in Methods. As seen above,
mutualism of the fully connected type always increases the number of
coexisting species, setting a maximum limit to biodiversity (fully
connected networks have the maximum numbers of absolute and
shared mutualistic interactions; Fig. 1a). Structured networks,
however, may increase the effective competition and reduce bio-
diversity if there are not enough shared interactions (that is, for
low nestedness; Fig. 1c), or if direct competition is strong so that
the predicted maximum numbers of species in the absence of mutu-
alism, S(A) and S(P), are small. Therefore, the architecture of mutua-
listic networks highly conditions the sign andmagnitude of the effect
of mutualism on the number of coexisting species. Nestedness pro-
vides the maximum number of species given a certain number of
interactions (Fig. 1b). The next question is to unravel how nested
mutualistic networks arise in the first place. In Supplementary
Methods, we analytically show that a new species entering the com-
munity will experience the lowest competitive load, and will there-
fore be most likely to be incorporated into the community, if it
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Figure 2 | The nested architecture of real mutualistic networks increases
their biodiversity. a, The increase in the predicted maximum biodiversity
(sum of plant and animal species) of a mutualistic network as a function of
its value of nestedness. Each symbol represents a real network.
b, Relationship between the increase in the predictedmaximumbiodiversity
for real networks versus randomizations. All significantly nested networks
(filled symbols) show a higher increase in biodiversity. The increase in
biodiversity is calculated as a numerical approximation to equation (6). The
observed numbers of species (S(P) and S(A)) are given in Supplementary
Table 1. Other parameters are S(P)~S(A)~50 and R5 0.005.
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interacts with the most generalist species. This naturally leads to a
nested network.
To illustrate the predicted effect of network architecture on bio-
diversity, we incorporate the structure of each one of 56 real mutua-
listic networks (Supplementary Table 1) intoour analytical expression
(equation (5)). In Fig. 2a, we plot the increase in biodiversity in rela-
tion to thebaseline limitwithoutmutualism (equation (6)) against the
level of nestedness. As can be seen, real communities that are more
nested show higher increases in biodiversity. It is possible, however,
that this increase is mediated by a covariant variable such as the
number of species or interactions. To rule this out, we use an alterna-
tive way of exploring the role of network structure that keeps constant
all variables but nestedness. Figure 2b shows the comparative increase
in biodiversity for both real and randomized networks (Methods). In
the bulk of communities (45 of 56, P5 2.03 1026, binomial test), the
real architecture induces a higher increase in biodiversity than the
randomization. More importantly, all networks that are significantly
nested (Methods; filled symbols in Fig. 2b) have a greater increase in
biodiversity than do their randomizations. Nestedness may be corre-
lated with other properties of network structure such as degree distri-
bution or disassortativity, and the overall contribution to biodiversity
increasemay therefore be a composite of all these properties that shape
the architecture of mutualistic networks.
Our analytical framework can complement previous non-interacting
or mean-field approaches to ecology1,2, by quantifying the importance
of network structure for biodiversity. Ideally, this could provide an
assessment of the relative contributions of different mechanisms to
biodiversity maintenance, a critical task at present in the face of global
change. A variety of systems can be described as similar cooperative
networks12–14. The dynamics of such systems can be captured by
appropriate versions of the mutualistic model studied here.
Therefore, our analysis can be extended to address questions such as
to what extent systemic risk depends on the structure of the financial
systems13, how the optimum number of companies is determined by
the architecture of contractor–manufacturer networks14, and to
what degree the structure of social networks favours the evolution of
cooperation28.
METHODS SUMMARY
We used a mutualistic model defined as a system of differential equations. It
describes the dynamics of a community of nplant species andm animal species as
a function of their intrinsic growth rates, interspecific competition, and mutua-
listic effects represented as nonlinear, saturating functional responses (Holling
type II). We controlled the structure of the plant–animal mutualistic network
and were able to analytically solve the model for several network architectures.
We analytically estimated nestedness by averaging the number of shared inter-
actions between two given plants relative to their respective numbers of inter-
actions. In a completely nested matrix, the sets of interactions overlap, therefore
maximizing the above quantity. This analyticalmeasure of nestedness allowed us
to directly relate nestedness to the effective competitionmatrix, and to write our
analytical solutions as a function of nestedness.
We assessed the significance of nestedness by estimating the probability, p,
that a randomization of the network is equally or more nested than the real
matrix5. Our randomizations assumed that the probability of an interaction
was proportional to the generalization level of both the plant and the animal
species5.
Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
The mutualistic model. The dynamical equation for the population of plant
species i is
dN
(P)
i
dt
~a
(P)
i N
(P)
i {
X
j[P
b
(P)
ij N
(P)
i N
(P)
j
z
X
k[A
c
(P)
ik N
(P)
i N
(A)
k
1zh(P)
P
l[A c
(P)
il N
(A)
l
ð7Þ
where upper indices (P) and (A) denote ‘plant’ and ‘animal’, respectively, Ni
represents the number of individuals of species i and P and A indicate the sets
of plant and animal species, respectively. The parameter ai represents the intrinsic
growth rate in the absence ofmutualism, and bij represents the direct interspecific
competition for resources between species i and j (for example light and nutrients
in the case of plants, and breeding sites in the case of animals). The last term
describes the mutualistic interaction, through nonlinear functional responses
representing a saturation of consumers as the resources increase. The parameter
cik defines the per capita mutualistic strength of animal k on plant i, and h can be
interpreted as a handling time. The equations for animal populations can be
written in a symmetric form by interchanging the indices (A) and (P).
Equation (7) incorporates all elements recently adduced as necessary ingredients
for a realistic model of facultativemutualism17,29, plus additional ones such as the
explicit interspecific competition term. It generalizes previousmutualisticmodels
and allows the reconciliation of previous results on particular cases
(Supplementary Methods).
Fixed points of the model.We can analytically obtain the fixed points of model
(7) through some algebraic transformations and Taylor expansions (see
Supplementary Methods for the full analytical development). There are two
different solutions. The first is characterized by small equilibrium biomasses,
N= 1/hc. Because the mutualistic strength, c, has to remain small for this to be
stable, we call this regime weak mutualism. A second type of fixed point, which
we refer to as strong mutualism, corresponds to equilibrium biomasses, N, of
order 1/hc. As soon as the weak-mutualism fixed point becomes unstable, the
strong-mutualism fixed point becomes stable. Because mutualistic networks are
built upon weak dependences10, the weak-mutualism solution seems the most
plausible; it is the one considered in themain text, whereas the strong-mutualism
regime is described in Supplementary Methods.
The weak-mutualism fixed-point equations can be written in the form of a
linear system,
X
j
C
(P)
ij N
(P)
j ~p
(P)
i , where p
(P)
i are the entries of the effective
productivity vector (Supplementary Methods). We show in Supplementary
Methods that the necessary and sufficient condition for dynamic stability in
the weak-mutualism regime is that all equilibrium biomasses are positive and
the effective competition matrix is positive definite (that is, all eigenvalues are
real and positive).
Measuringnestedness.The level of nestedness of themutualisticmatrix is usually
estimated by means of appropriate software5,12,30. Here we introduced an explicit
definition of nestedness that makes the calculationmore straightforward and had
the advantage of being related to the form of the effective competitionmatrix. For
plant species, it reads
g(P)~
P
ivj n
(P)
ijP
ivj min (n
(P)
i ,n
(P)
j )
Here min(n
(P)
i , n
(P)
j ) refers to the smaller of the two values n
(P)
i and n
(P)
j . A sym-
metric definition holds for animal species. This nestedness index ranges from zero
to one, and is highly correlated with previous measures of nestedness.
To assess the significance of nestedness in a real community, we used a popu-
lation of randomizations of the real community. Our nullmodel randomized the
interaction matrix probabilistically maintaining the generalization level of both
the plant and the animal species. Specifically, the probability of an interaction
between plant i and animal j, pij, is given by the following expression
5, where pi
and qj are the fractions of occupied cells in row i and column j, respectively:
pij~
pizqj
2
As a statistic indicating significance, we estimated the probability, p, that a
randomization was equally or more nested than the real matrix5.
doi:10.1038/nature07950
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The complexity-stability relation of mutualistic
systems reconciles MacArthur and May
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Abstract
Which properties of ecosystems favour stability against environmental perturba-
tions and help maintening biodiversity is a key question of theoretical ecology that
has recently reconsidered mutualistic systems, generating intense controversy. De-
spite adopting similar models, some works found that mutualism increases species
persistence while others found the opposite result, and there is disagreement on
which properties have the strongest influence. Here we address this debate under
the point of view of structural stability against global perturbations. We show
that structural stability can be predicted through two quantities, the effective inter-
specific competition ρeff and the propagation of perturbations η′. The mutualistic
network architecture and parameters affect these control variables in a complex
way that rationalize previous contradictory results. In particular, mutualism de-
creases the effective competition ρeff , thereby enhancing structural stability and
persistence, only when the direct interspecific competition is weak. In the weak
mutualistic regime, mutualistic interactions reduce ρeff when networks are nested.
Strong mutualistic interactions close to saturation and obligatory mutualism in the
weak-strong regime influence structural stability mainly by reducing the propaga-
tion of environmental perturbations in highly connected networks. This mechanism
is reminiscent of MacArthur’s proposal that ecosystem complexity enhances stabil-
ity. We note that predatory interactions influence the propagation of perturbations
in the same way as mutualistic interactions, but their influence on ρeff is the op-
posite one. In conclusion, the relationship between the architecture of mutualistic
networks and their persistence is complex, but analytic theory allows to predict sim-
ple trends that shed new light on the debate on the relationship between mutualism
and biodiversity.
Which properties of ecosystems enhance their stability against environmental pertur-
bation, favouring the maintenance of biodiversity, is a key question of theoretical ecology.
1
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In this context, the concept of complexity had a preeminent role [1], starting from the
inspiring proposal by MacArthur that it favours the stability of ecosystems [2] and its
apparent falsification in the model of May [3]. Nowadays, ecologists prefer to talk about
ecosystem architecture [4], but the essence of the question remains the same. Much of this
recent theoretical work on ecosystem stability addressed mutualistic networks of plants
and pollinators and plants and seed dispersers [5–11], which had been overlooked in previ-
ous years partly because of the lack of field data and partly because they become rapidly
unstable if modelled with simple Lotka-Volterra models [12, 13], a difficulty that was
overcome implementing non-linear functional responses [14]. Despite intense work, these
theoretical investigations disagree on the effect of mutualism on persistence. Whereas
some studies indicated that, in some conditions, mutualism increases the persistence of
model ecosystems [6, 7, 9, 11], others reached the opposite conclusion [8], and different
studies highlighted either nestedness [6, 7, 11] or connectance [8] as the network property
that most influences persistence.
The classical approach to the stability debate pioneered by May [3] assumes that the
equilibrium is feasible (i.e. all abundances are positive), randomly extracts the interaction
parameters, and tests the resulting dynamical stability. Nevertheless, if the interaction
matrix has a mathematical property called diagonal stability, every feasible equilibrium is
globally dynamically stable [15], so that the study of dynamical stability can be generalized
to quantifying the perturbations of parameters that maintain feasibility, i.e. structural
stability. Despite the structural stability of ecosystems against environmental perturba-
tions is arguably a main determinant of the maintenance of biodiversity, its study is less
common in theoretical ecology than in other fields of computational biology [16], with
some recent exceptions [6, 9, 11,17].
We found that structural stability can be analytically predicted based on two quanti-
ties: the effective interspecific competition parameter [17] and the propagation of pertur-
bations, a quantity strongly related with the ideas put forward by MacArthur [2]. This
framework rationalizes the contradictory results of earlier analysis, and it also encom-
passes the recent proposal by Suweis et al. that the main effect of mutualism consists in
enhancing species abundances [10], which are largely determined by the effective compe-
tition.
Our numerical experiments place the model ecosystem in a feasible and stable equilib-
rium and globally perturbate the intrinsic growth rates. The dynamics is then simulated,
extinctions are recorded, and the structural stability is measured as the relative perturba-
tion ∆c above which half of the simulations result in the extinction of at least one species.
Following previous work [6, 8, 9], we model two groups of species (plants and animals,
denoted by the superscripts P and A) that interact through within-group competition
of Lotka-Volterra (LV) type and between-group mutualistic interactions that saturate for
large abundance [18] (see Methods and [19]). We report here only the equations for plants,
since those for animals can be obtained interchanging the superscripts P and A.
We compare different parameter regimes and network architectures by choosing the un-
2
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perturbed growth rates αi in an equivalent way for different interaction matrices, such that
the equilibrium is feasible for large perturbations. The αi that maximize this structural
stability can be analytically computed when the mutualistic growth rates are linear [17].
This procedure has been recently proposed [11], but it cannot be applied if mutualism
approaches saturation. Here and in previous work [9] we choose αi imposing that the
resulting equilibrium abundances are almost equal for species in the same guild, which
maximizes the abundance of the rarest species. These ideal growth rates α
(P)
i are given
by
α
(P)
i =
∑
j∈P
β
(P)
ij N
(P)
j −
∑
k∈A
γ
(P)
ik N
(A)
k
1 + h
(P)
i
∑
l∈A γ
(P)
il N
(A)
l
(1)
With the above ansatz, the α
(P)
i are negatively correlated with the number of mutual-
istic interactions, establishing a trade-off between the number of interactions and their
metabolic cost. On the other hand, the α
(P)
i of a system with pure competition and fully
connected competition matrix are identically distributed. In the simulations of James et
al. [8] the growth rates were identically distributed also for sparse mutualistic networks,
producing unfeasible equilibria with high probability. This explains why they found that
mutualistic interactions modelled in this way hinder biodiversity. Choosing growth rates
that are almost ideal both for pure competition and for mutualism provides a fairer com-
parison [9].
Depending on the sign of the intrinsic growth rates, mutualism can be obligatory, if the
αi are positive for plants and negative for animals, or facultative if they are all positive. A
natural way to achieve obligatory mutualism is to choose equilibrium abundances larger
for plants than for animals and large maximum mutualistic growth rates 1/h
(A)
i for animals
(see Extended Data).
Once a feasible equilibrium is set, we test its dynamical stability by considering the
equivalent Lotka-Volterra system with effective mutualistic interactions γ
(eff,P)
ik (see Box).
The equilibrium is locally stable if these effective interactions are small, which happens
both for γ0 < γ
(1)
0 (weak mutualism, zi ≪ 1) and γ0 > γ(2)0 (strong mutualism, zi ≫ 1),
see Extended data Fig.S2. Plots of the critical mutualistic strengths γ
(1)
0 and γ
(2)
0 for
different network architectures are reported in the Extended Data, Fig.S7.
Structural stability can be analytically predicted through the effective competition
matrix C(P), Eq.(B2) [17], which represent the direct competition between species in the
same guild plus their indirect interactions through species in the other guild, and allows
separating the equilibrium equations of the two groups as
∑
j C
(P)
ij N
(P)
j = p
(P)
i , where p
(P),
Eq.(B6) is the effective productivity vector. While the complete interaction matrix has
both positive and negative signs, we expect that the components of C(P) are positive, so
that the Perron-Frobenius theorem implies that its main eigenvector has only positive
components [22]. As shown elsewhere [17, 23], the optimal distribution of productivities
p(P) that provide maximal structural stability must be directed along the main eigenvector
v(P ),1 of C(P). For large systems, the equilibrium is feasible only if p(P) is almost parallel
3
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Equation (1) 
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Figure 1: Flux of the computation of the interspecific effective competition parameter ρeff
and the propagation of perturbations η′.
to v(P ),1, which implies that the equilibrium abundances are also almost parallel to v(P ),1
and are given by
N
(P)
i ≈
v
(P ),1
i
(ρ(eff,P)(S(P) − 1) + 1) (∑iCii/S) , (2)
where ρ(eff,P), Eq.(B4), represents the mean effective competition between different species
of the same guild. The smaller ρ(eff,P), the larger species abundances.
As previously shown [17], the smaller is ρ(eff,P) the easier it is to fulfill the condition
for feasibility, which is expressed as an inequality on η(P), Eq.(B7). In our model, global
environmental perturbations of relative size ∆ affect the intrinsic growth rates α and
through them the productivities pi and the feasibility factor η. The term η′ Eq.(B8)
expresses the rate at which a perturbations of the αi tends to increase η. Combined with
the feasibility condition Eq.(B7), this leads to the following analytic expression of the
critical relative perturbation of growth rates ∆
(P)
c above which extinctions occurr:
∆(P)c =
1
η′(P)
[(
S(eff,P)
S(P) + S(eff,P)
)(
1− f (P)1
n
(P)
c
〈N (P)〉
)]
, (3)
where S(eff,P) =
(
1− ρ(eff,P)) /ρ(eff,P) sets a biodiversity scale that is larger the smaller
ρ(eff,P), S(P) is the number of species, the term f
(P)
1 is the fraction of plant species that
are the only connection of at least one animal species in obligatory mutualism, and
4
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Figure 2: Structural stability ∆c, defined as the relative perturbation of intrinsic growth
rates such that the probability that at least one species gets extinct is 0.5. The fig-
ures represent observed versus predicted ∆c in eight different mutualistic regimes and in
pure competition. Each point represent one different mutualistic network. The direct
competition parameter is ρ = 0.05 (left) and ρ = 0.23 (right).
n
(P)
c /〈N (P)〉 =
(
1 + γ0
(
h(A)
)2√
Nˆ (P)/Nˆ (A)
)−1
is the minimum plant abundance that
maintains an animal species (zero for facultative mutualism). ∆
(A)
c is analogous, with
n
(A)
c = 0, and the critical perturbation ∆c is the smaller between ∆
(A)
c and ∆
(P)
c . We
tested the above equation with simulations in several regimes, presented in Fig.2. The
figure also shows purely competitive systems (γ0 = 0), evidencing that mutualism en-
hances structural stability for some regimes and networks but not for others. The good
agreement between predicted and measured ∆c shows that ρ
eff and η′ are sufficient to
predict structural stability.
For purely competitive systems η′(P) ≈ 1, whereas for mutualistic systems it can be
estimated as the ratio between the standard deviation of the productivity under pertu-
bations of the growth rates, which is proportional to the square root of the number of
mutualistic links, and the average productivity, which is proportional to the number of
links (see Extended Data). Therefore, the larger the number of links is, the smaller η′(P)
and the larger structural stability.
A simple computation, reported in the Extended Data, shows that mutualistic inter-
actions reduce the effective interspecific competition ρ(eff,P), i.e. ρ(eff,P) < ρ(P), only if
the direct interspecific competition ρ(P) is weak, otherwise mutualism increases ρ(eff,P). In
particular, in the weak mutualistic regime in which all zi ≪ 1 (small γ0, small N and
5
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Figure 3: Structural stability ∆c, effective interspecific competition parameter ρ
eff and
propagation of perturbations η′ versus nestedness and connectance of mutualistic networks
for two of the regimes of Fig.2 representing facultative weak mutualism. Note that the
effective competition is smaller than the direct competition for small ρ = 0.05 while the
opposite occurs for large ρ = 0.23.
small connectance) it holds
ρ(eff,P) =
(γ0)
2
(1− ρ(P)) 〈µii〉
(
ρ(P) − ρ(P ),c) , (4)
where the critical competition parameter ρ(P ),c only depends on the mutualistic network
and on the competition ρ(A) between animals (see Extended Data, where µii is also de-
fined). From now on we omit the superscripts to simplify the notation. For fully connected
networks it always holds ρc = 1, therefore mutualism always reduces ρeff as previously
shown [6]. For sparse networks, ρc and consequently ρeff decrease with the nestedness
(Extended Data section 10.1, Fig.S3 and Fig.S4). At the same time, the propagation of
perturbations η′ increases with nestedness, giving the opposite effect on structural stabil-
ity, and it decreases with connectance, as expected. When the effect of ρeff prevails, as
in regime A of our simulations, structural stability is positively influenced by nestedness
(Fig.3A). When the effect of η′ prevails, as in regime B, structural stability increases with
connectance (Fig.3B), as previously reported by James at al. [8].
The situation is different for strong mutualism with saturated interactions (γ0 > γ
(2)
0 ,
large N or large connectance). In this case, for small connectance and large S/S0 it holds
ρc < 0, i.e. mutualism increases ρeff , in particular for less connected networks (Fig.3
and Extended Data Eq.(S35), while η′ decreases with connectance, enhancing structural
stability (Extended Data Fig.S5). For obligatory mutualism that is weak for plants and
6
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Figure 4: Graphical summary of the studied regimes, described in the first three columns.
The arrows indicate the influence of network architecture, connectance κ and nestedness
ν, on 1ρeff , 1/η′ (the inverse variables are used because they are positively related with
structural stability) and ∆c. The tenth column cites the publication where qualitatively
similar results were reported.
strong for animals ρeff does not depend on γ0 and is almost equal to ρ. In this case,
network architecture influences structural stability mainly through the decrease of η′ with
connectance. A graphical summary of these different regimes is presented in Fig.4.
Effective competition also determines dynamical stability. We conjecture that the
linearised interaction matrix is diagonally stable, and therefore the linearised dynamical
system is globally stable [15], if C(P) and C(A) are positive definite [21]. This conjecture
is justified in the Extended Data, and it is supported by simulations (Extended data
Fig.S2). Since 1− ρ(eff,P) is proportional to the average of the minor eigenvalues of C(P),
the smaller ρ(eff,P) is, the less likely it is that C(P) has a negative eigenvalue and the
equilibrium is unstable. This argument predicts a negative correlation between ρ(eff,P)
and the critical mutualistic strength γ
(1)
0 , supported by Extended data Fig.S6. Thus we
expect that γ
(1)
0 is positively correlated with structural stability, see Fig. S8, and it is
inversely correlated with nestedness in the weak mutualistic regime, 1/γ
(2)
0 is positively
correlated with connectance in the strong mutualistic regime (Extended data Fig.S7),
and mutualism is dynamically stable for all values of the mutualistic strength γ0 in the
weak–strong regime, as confirmed by our simulations.
Taking all these results together, we see that the relationship between network ar-
chitecture and structural stability is complex and changes in different regimes, which
explains why previous works that studied only one regime obtained qualitatively different
results [6–8,11]. In particular, mutualistic interactions decrease the effective competition
for weak direct competition, otherwise they increase it. It would be interesting to in-
vestigate this interplay between competition and mutualism in economic systems. When
mutualism is far from saturation nestedness is the property that most influences struc-
tural stability, whereas at saturation, in particular for weak-strong obligatory mutualism,
connectance has the strongest influence. The negative correlation between the propaga-
tion of perturbations and the connectance is highly reminiscent of the argument used by
7
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MacArthur to argue that ecosystem complexity favours stability [2]. However for some
regimes of parameters the connectance hinders biodiversity and the effective competition
is the relevant variable, a result closer to the perspective of May [3]. While the propagation
of perturbations behaves equally in predatory ecosystems as in obligatory mutualism, we
can analytically see that predatory interactions reduce the effective competition for strong
direct competition and increase it for weak direct competition, opposite to mutualistic
interactions (see Extended Data).
Interestingly, the feasibility condition induces constraints on ecological parameters,
such as the trade-off between the number of mutualistic interactions and the dissipa-
tion rate of animals. Moreover, for obligatory mutualism the ratio between plant and
animal abundances must be N (P)/N (A) > 2 · 105, consistent with the empirical estimate
N (P)/N (A) ≈ 5 ·106 (see [24] and Extended Data). The framework of effective competition
can also integrate the recent proposal that the ecological effect of mutualistic interactions
is mainly due to their influence on species abundances [10], since feasibility induces an in-
verse relation between ρeff and abundance, so that when ρeff is reduced structural stability,
dynamical stability and species abundance increase at the same time.
In conclusion, the study of the structure and dynamics of complex ecological systems,
though still in its infancy, is already giving important insights, allowing computational
models to detect different regimes that facilitate the comparison with field data and may
enhance their predictive power [25].
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Methods
The mutualistic networks studied in this paper have S(A) = 46 animal and S(P) = 47 plant
species, as found in a field study at Cainama, Venezuela (Ramirez 1989). We randomly
generate 125 networks with different combinations of connectance and nestedness (see
Extended Data).
For each network, we model the multi-species population dynamics through the equa-
tions
1
N
(P)
i
dN
(P)
i
dt
= α
(P)
i −
∑
j∈P
β
(P)
ij N
(P)
j +
∑
k∈A
γ
(P)
ik N
(A)
k
1 + h
(P)
i
∑
l∈A γ
(P)
il N
(A)
l
. (5)
[6, 8, 9], where N
(P)
i denotes the abundance of plant species i, α
(P)
i is its intrinsic growth
rate in the absence of other species, β
(P)
ij is the direct competition matrix and γ
(P)
ik is the
mutualistic matrix. The equations for animals can be obtained interchanging the super-
scripts P and A, and they will be omitted in the rest of this section. For simplicity, we
assume that equivalent interaction parameters are identically distributed. The parameters
Nˆ (P) and Nˆ (A) set the scale of carrying capacity for plant and animal populations, respec-
tively, and the parameters ρ(P), ρ(A) ∈ [0, 1] set the interspecific competition measured in
units of intraspecific competition, yielding the direct competition
β
(P)
ij =
bij
Nˆ (P)
(
ρ(P) + δij(1− ρ(P))
)
, (6)
where δij is Kronecker’s delta and bij are dimensionless numbers uniformly distributed in
[1− δb, 1 + δb]. We parameterize mutualistic interactions as
γ
(P)
ik = aik
γ0c
(P)
ik√
Nˆ (P)Nˆ (A)
(7)
where γ0 measure the strength of mutualism with respect to competition, aik is the adja-
cency matrix of the mutualistic network, the dimensionless parameters c(P) are uniformly
distributed between 1−δc and 1+δc if aik = 1 and are zero if aik = 0. The maximum mutu-
alistic growth rates 1/hi are chosen equal to 1/H
(P) for plants, and 1/H(A) for animals. Fi-
nally, we uniformly extract the equilibrium abundances in [NNˆ (P)(1−δN), NNˆ (P)(1+δN)].
Growth rates α
(A)
i are determined such that the equilibrium abundances satisfy the fixed
point equations i.e. Eq.(1) of the main text. With these assumptions, the dynamical equa-
tions depend on the mutualistic network and on seven meta-parameters that determine
the interaction matrices (ρ(A), ρ(P), H(A), H(P), γ0 and Nˆ
(A)/Nˆ (P)) and the equilibrium
abundances N and through them the αi, and on the 3 parameters δb, δc and δN that
control the broadness of the distributions. We present results for several regimes of meta-
parameters, described in the table below.
For each network and each set of metaparameters, we randomly draw 50 realizations
of the interaction matrices and the equilibrium abundances, and we determine the critical
11
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Parameter A B C D E F G H
S(A), S(P) 46, 47
α Facultative Obligatory
ρ(A), ρ(P) 0.05 0.23 0.05 0.23
γ0 0.15 0.05 100 0.15 10
3
N 1 100 1 1000 1
H(A) 0.1 0.23 0.066
H(P) 0.1 0.25
Nˆ (P)/Nˆ (A) 1 7 · 107
δb 0.15
δc 0.15
δN 0.15
Table 1: Metaparameters regimes presented in the figures.
values of γ0 at which the system looses dynamical stability (see below). Computations are
only performed for γ0 in the allowed range. Subsequently, we generate 100 random pertur-
bations of all the intrinsic growth rates, αi = αi (1 + ∆ri), where ri is a random number
extracted in [−1, 1], we integrate ecological dynamics with the Bulirsch-Stoer algorithm
with adaptive step until convergence, considering extinct species whose abundance falls
below 10−8 of the initial value. For each value of ∆ we record the fraction of simulations
in which at least one species got extinct and through interpolation we obtain the critical
perturbation ∆c at which this fraction equals 0.5.
To assess dynamical stability, we take the derivatives of Eq.(5) close to the fixed point
and we transform the dynamical system into an equivalent Lotka-Volterra system, ob-
taining the effective mutualistic interaction Eq.(B1) and effective growth rates Eq.(B5).
Any species can have either weak mutualism, if its equilibrium mutualistic growth rate
is far from saturation (zi ≪ 1), or strong mutualism (zi ≫ 1). The effective mutualis-
tic interactions increase with γ0 in the weak regime and decrease in the strong regime,
reaching a maximum in between. The equilibrium is locally stable if the eigenvalues of
the community matrix have negative real parts, which happens if the mutualistic matrices
γeff of Eq.(B1) are small, i.e. both for γ0 < γ
(1)
0 and γ0 > γ
(2)
0 .
The effective competition matrix [17] must be computed from the linearized system as
Eq.(B2) Its main eigenvalue allows to compute the effective competition ρ(eff,P), Eq.(B4).
It is easy to see that ρ(eff,P) represents the effective competition between different species,
averaged with weights given by the main eigenvector of C(P) (see also Extended Data).
Since 1− ρ(eff,P) is proportional to the average of the minor eigenvalues, positivity of C(P)
requires that ρ(eff,P) < 1.
From the equilibrium equation
∑
j C
(P)
ij N
(P)
j = p
(P)
i , where the effective productivity
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vector p(P) is given by Eq.(B6), we obtain the following necessary condition for feasibility
[17,23]:
η(P) ≡ maxi
(
1− p
(P)
i
v
(P ),1
i p
(P ),1
)
≤ S
(eff,P)
S(P) + S(eff,P)
(
1− n
(P)
c
〈N (P)〉
)
, (8)
where S(P) is the number of species, v(P ),1 is the main eigenvector of C(P), v(P ),1 is the
main eigenvector of C(P), p(P ),1 =
∑
j p
(P )
j v
(P ),1
j and nc is the critical abundance below
which extinctions take place.
To predict structural stability, we have to compute how the relative perturbation
of intrinsic growth rates αi affects the quantity η defined above. This computation is
complicated by the fact that a change in αi modifies the equilibrium abundances, and
consequently the effective growth rates and mutualistic interactions through Eq.(B0). We
can simplify the result by noting that, when mutualistic interactions are far or close to
saturation, the change in γ(eff,P) and α(eff,P) due to a change in equilibrium abundances is
small and it can be neglected, except for obligatory mutualism (see below). Thus, we fix
γ(eff,P) and the effective competition matrix C(P) and we compute the perturbed α(eff,P) as
α
(eff,P)
i (∆) = α
(eff,P)
i (∆ = 0)+∆αi and from them we obtain the perturbed productivities
p(P)(α(∆)) we project them onto the main eigenvector of the competition matrix (assumed
unchanged), and we compute the perturbed η according to Eq.(8). From this we obtain
η′(P) = η(P)(∆)/∆.
13
192 Mutualistic systems
Part IV
Discussion
We have inherited from our forefathers the keen longing for uniﬁed, all-
embracing knowledge. (...) But the spread, both in and width and depth, of
the multifarious branches of knowledge by during the last hundred odd years
has confronted us with a queer dilemma. We feel clearly that we are only now
beginning to acquire reliable material for welding together the sum total of
all that is known into a whole; but, on the other hand, it has become next to
impossible for a single mind fully to command more than a small specialized
portion of it. I can see no other escape from this dilemma (lest our true who
aim be lost for ever) than that some of us should venture to embark on a
synthesis of facts and theories, albeit with second-hand and incomplete kno-
wledge of some of them and at the risk of making fools of ourselves. So much
for my apology.
Erwin Schrödinger

Discussion
A person who never made a mistake
never tried anything new.
Albert Einstein
In this thesis, we focused on emergent patterns in diﬀerent complex biolo-
gical systems. Our work is motivated by the observation of novel microscopic
evolutionary patterns, which are the consequence of an unknown behaviour.
We developed methods to characterize quantitatively these patterns and to
address their signiﬁcance with statistical and mechanistic models.
The characterization of these patterns is made taking into account that
an emergent behaviour is associated with a restriction in the regions of the
phase space that the system visits. This implies that there are some values
of the variables that are not observed, due to the existence of internal or
external constraints limiting the dynamics.
However, identifying the mechanisms leading to the observed patterns is
a diﬃcult challenge. Some of them may be directly traceable from the envi-
ronment, whereas others would be rather the consequence of the interaction
between the components of the system, or of the evolutionary events taking
place in the population. We have focused on the interactions between compo-
nents because they represent a description of the ﬂuxes of information in the
system. These ﬂuxes determine the viable values of the variables monitoring
the state of the components, thus limiting the observation of other values.
Nevertheless, an exhaustive exploration of the interactions'conﬁgurations
is unfeasible for large systems, and our strategy to reduce this search focuses
on interaction patterns emerging from the evolutionary process. This choice
is justiﬁed after observing that changes in the evolutionary scale take place
after longer periods of time than in the physical scale. Thus it may be con-
sidered that the patterns that become ﬁxed are the consequence of the long
term performance of the system.
In this sense, the evolutionary constraints would reﬂect the dynamics
performance under the most representative environmental ﬂuctuations wit-
hin the evolutionary scale, where the environment should be considered here
in its widest acceptation thus including ecological interactions or any other
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relevant ingredient external to the organism. On the other hand, other ob-
served constraints would be rather a consequence of the intrinsic variability
within the physical scale, and they should be viewed as more contingent.
Altogether, evolutionary constraints represent primary constraints, and this
assertion should hold unless the amplitude of unexpected ﬂuctuations in the
physical scale becomes so large that the organism is no longer viable in such
environment.
The identiﬁcation of evolutionary patterns of interactions is achieved th-
rough the analysis of microstates within the evolutionary space. This means
that we look for systems containing the same components or equivalent in
some sense, evolving in diﬀerent environments. We expect that the patterns
commonly found are the consequence of their adaptation to some subset of
underlying environmental or evolutionary features, which are shared in spite
of the particular environment where each system inhabits.
In addition, interaction patterns are interesting because it is diﬃcult to
demonstrate that they are the main drivers of the observed behaviour un-
less the dynamics can be modeled explicitly. For instance, the composition
of bacterial taxa in diﬀerent environments could be the consequence of un-
derlying physico-chemical conditions such as light, temperature or salinity,
that readily favour the presence of certain taxa. If this were the case, the
observed composition of taxa would be perfectly traceable from the environ-
mental features, and thus it can hardly be considered an emergent property,
or its emergence strength should be considered very weak, following the
deﬁnition provided in the ﬁrst manuscript [Pascual-García (2015)]. If the
composition was instead the consequence of ecological interactions, the tra-
ceability between the microscopic description and taxa composition would
be very diﬃcult, and the emergence strength would depend on the scope of
the constraints present in the system [Pascual-García (2015); Ryan (2007)].
Methodological comparison between the systems
This methodological perspective has been applied to systems where the
experimental information available is very diﬀerent. Therefore, we will ex-
plore diﬀerences and similarities between the systems we have presented in
this thesis and the methodologies followed through a series of concepts that
we label and summarize in Tab. 4.1, and brieﬂy explain.
The experimental data we considered (Tab. 4.1 (a)) provide a represen-
tation of microstates in the evolutionary space. In the case of proteins each
microstate is a model of a protein structure, represented through its native
amino-acids contacts [Pascual-García et al. (2009, 2010)]. Next, we dealt with
metagenomic samples found in diﬀerent environments, where bacterial genes
were sequenced and classiﬁed in the analysis of microbial communities. In
this case, each sample should be considered as a microstate in the evolutio-
nary space. Finally, we considered a description of mutualistic communities
Methodological comparison 197
Protein
structures
Microbial
communities
Mutualistic
communities
(a)
Experimental
microstates
representation
Protein
structures
Compositional
/ abundances
samples
Interaction
matrices
(b) Pattern
observed
Common
native contacts
Aggregation /
segregation
Nestedness /
connectance
(c) Procedure
to identify
patterns
Protein
structure
alignment
Pairwise
aggregation /
segregation
measures
Network
analysis
(d) Null model
to address
signiﬁcance of
the patterns
Similarity
between
unrelated
proteins
Network built
under
independence
assumptions
Matrix
randomization
with
constraints
(e) Working
hypothesis
Folds can be
objectively
deﬁned
Ecological
interactions
are prevalent
Role of
mutualistic
conﬁgurations
on structural
stability
(f) Working
procedure
Classiﬁcation
monitoring
transitivity
violations
Evaluation of
indirect
evidences
Mechanistic
models
Table 4.1: Comparison of the three systems considered at the diﬀerent re-
search stages.
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in terms of their composition, and further in experimental data describing
the mutualistic interactions between plants and animals.
Our starting point in the analysis of these systems was the identiﬁcation
of relevant interaction patterns (see Table 4.1 (b) and (c)). These patterns,
when observed through the microstates, are interpreted in terms of evolutio-
nary and physical constraints, what allows us to rationalize their eﬀect on
the behaviour of the system. Therefore, to address this point we focus on the
comparison of microstates. We discussed in the epistemological section that
the generation of distances or (dis)similarities is a critical exercise in scienti-
ﬁc research, being the basis of dimensionality reduction techniques and the
identiﬁcation of constraints [Pascual-García (2015)].
For protein structures, we searched for similarities through a protein
structure alignment algorithm aiming to ﬁnd conserved interactions irres-
pective of the sequence of amino-acids of the diﬀerent proteins, thus just on
the basis of α−carbons similarly arranged in the space. For microbial sam-
ples, we searched for signiﬁcant aggregation or segregation between taxa, i.e.
the systematic presence (absence) of pairs of taxa along the diﬀerent sam-
ples, which is reminiscent of the search of conserved inter-residues contacts
in proteins. We addressed this task both with classical measures of ecological
ressemblance [Legendre and Legendre (2012)] and with a novel probabilistic
measure we developed [Pascual-García et al. (2014b)]. For mutualistic sys-
tems, it may be thought that the approximation could be similar and we
should also look for common properties comparing the interaction matri-
ces. However, mutualistic interaction matrices depend on the speciﬁc species
sorting which is not the case for protein structures, where interactions are
built following the order imposed by the backbone. Thus, we characterized
the matrices with measures accounting for the diﬀerent patterns that may
be found in a matrix, namely number of observations, degree, assortativity,
etc. We further addressed the signiﬁcance of these measures in the whole
ensemble, and then we compared the matrices looking for any measure that
is systematically signiﬁcant.
The statistical signiﬁcance of these comparisons was established in all
cases with respect to a statistical null model (Tab. 4.1 (d)). The simila-
rity between protein structures was determined analysing a set of unrelated
protein structures from which we obtained an extreme value distribution.
Comparisons departing signiﬁcantly from this distribution were considered
a signature of structural ressemblance which is compatible with an evolu-
tionary interpretation. Signiﬁcant aggregation and segregation in microbial
data were obtained invoking a null model were independence between species
was considered, i.e. it was assumed that the species do not interact. From
this model, we generated sets of artiﬁcial matrices with the same row and
column totals and further reﬂecting coarse grained environmental features.
Then, we recomputed the aggregation and segregation measures from these
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artiﬁcial matrices. With this procedure, we were able to build again statisti-
cal distributions, from which we tested the signiﬁcance of our observations.
For mutualistic systems, the signiﬁcance of interaction patterns was addres-
sed generating artiﬁcial matrices where both the number of observations and
the row and column totals were conserved on average. This is how we we-
re able to test the signiﬁcance of global properties of the networks, such as
nestedness.
Once we tested the signiﬁcance of the observed patterns, we built a null
hypothesis encompassing the ensemble of microstates, aiming to link it with
the observed emergent property, and which rejection may lead to accept an
alternative hypothesis (what we call working hypothesis Tab. 4.1 (e)). From
the space of protein structures, we considered as null hypothesis that the
similarities between proteins are so pervasive that we deal with a continuous
space, and therefore it is not possible to ﬁnd discrete folds. With bacte-
rial samples, the most economic hypothesis is that the observed signiﬁcant
aggregations and segregations are a consequence of habitat ﬁltering. In mu-
tualistic systems, we considered that competition is the main driver of the
system's stability, and in turn of its biodiversity. In addition, we considered
that global network properties in the interactions are not relevant to explain
these system's biodiversity.
We tested these hypotheses designing computational experiments for each
system (Tab. 4.1 (f)). For the space of structures, the main hypothesis was
challenged imposing a classiﬁcation scheme based on the formal deﬁnition of
equivalence class, and by monitoring the error we incur in this process. The
relative role of habitat ﬁltering versus ecological interactions in microbial
communities was examined through several experiments which results would
support the null or the alternative hypothesis. For mutualistic systems, we
tested our hypothesis with mechanistic models that directly measure the
role of the diﬀerent conﬁgurations on the system's stability. One may won-
der again why we did not follow a similar mechanistic approximation in the
analysis of protein structures, namely, evaluating the relevance of the pat-
terns found in the protein folding properties, given that we also know the
interaction patterns. The answer is simple: protein folding dynamics is much
more complex than populations dynamics. However there is no doubt that
the combination of evolutionary patterns obtained from protein structures
with dynamical models is a promising area of research. Indeed, as we said
in the introduction of protein systems, the modelization of unknown pro-
tein structures considering the structures already solved for their homologs
is probably the most succesful modeling technique up to date.
Predictive power of results
The outcome of the diﬀerent experiments has been explained in the re-
sults, and they will not be repeated here. But it is important to say that
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the value of the results arises from its predictive power, and not from a
self-referential reading of the similarities between the diﬀerent models.
For protein structures, we predicted that the deﬁnition of equivalence
classes should be possible if the molecular clock hypothesis approximately
holds. This hypothesis was veriﬁed with the representative data set we consi-
dered. Furthermore, the classiﬁcation found was cross-validated with existing
classiﬁcations (in the case of SCOP, manually curated by experts). We also
found that the distribution of protein structures follows a power law distri-
bution, conﬁrming that most of the new folds that may be discovered will
be singletons. These results provide the basis for the development of compu-
tational models that automatically classify protein structures, and to develop
methods for predicting new ones.
For microbes, we predicted several aggregations that correspond with
known mutualistic interactions. In addition, the analysis was consistent with
an independent analysis performed on the assemblage of bacteria in gut for
infants during their ﬁrst year of life. It may be also possible to validate the-
se interactions with experimental and computational data. For instance, it
could be used to guide the development of bottom-up approaches for bui-
liding bacterial communities with computational models, considering ﬂux
balance analysis [Orth et al. (2010)]. Using these models, a coexisting com-
munity of three species with spatially explicit interactions has already been
built [Harcombe et al. (2014)], but increasing this number would require
to consider a combinatorial number of species conﬁgurations that could be
reduced following our predictions.
For plant-pollinator communities, we explicitly provided an expression
for structural stability that has been numerically validated. In addition, we
predicted the ratio between plant and animal biomasses for the feasibility of
obligatory mutualism, which is consistent with estimations computed from
experimental data. More accurate predictions require the existence of new
experimental data to ﬁx other parameters such as the interaction strengths,
which are very diﬃcult to obtain for this kind of systems and we would like
to acknowledge here the important work performed by ﬁeld scientists. An
experimental alternative arises from setups working with bacterial species,
where the experiments are increasingly controlled and it is much faster to
obtain results. For instance, an approximation has already been proposed
on which the Lotka-Volterra models were inferred from time-series analyses
of metagenomic data with low, but signiﬁcant, predictive power [Stein et al.
(2013)].
In summary, it is possible to make a positive reading of the predictive
power of our results. A positive reading arises when we highlight predictions
to emphasize our ﬁndings. Nevertheless, along this thesis we have stated
the importance of a methodological approximation. This is not because we
think that the models are important in themselves, but rather because these
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methods are powerful for hypothesis rejection.
And, whereas predictions made with coarse evolutionary data are many
times limited, the number of hypothesis rejected may be huge. For instance,
when we talked about the importance of evolutionary conserved interactions,
we pointed out that they may be considered a scaﬀold over which the system
has organized its dynamics due to the presence of long-term constraints. And
thus, with this approach we reduce the number of microstates that we need
to consider to understand the dynamical behaviour of the system.
Therefore, a negative reading i.e. when we highlight the results rejected
is readily valuable, given that it has already been achieved considering ex-
perimental data and it rejects a large amount of possibilities. In this sense,
we should also evaluate these models considering their ability to provide a
solid scaﬀold, following top-down approaches, to facilitate the development
of new bottom-up models and experiments.
It may be pertinent to ask ourselves whether a negative reading of results
should be a standard for a fair development of scientiﬁc knowledge, given that
we avoid any bias to reach a positive interpretation of results.
Emergence and evolution
We would like to ﬁnish this thesis discussing the interpretation of results
from an evolutionary perspective. In the articles, we already discussed the
interpretation of the results in terms of evolutionary events. For proteins,
we pointed out that the existence of both global and local similarities may
reﬂect the relative dominance of gene duplication versus more dramatic evo-
lutionary events. For bacteria, we conjectured that the high number of aggre-
gations we found could be a signature of prevalent syntrophic relationships.
For mutualistic communities, we explored the inﬂuence of mutualism and of
interactions architectures for the system's stability. We made an evolutionary
interpretation relating the stability of the system with assemblage processes,
where some conﬁgurations would be more beneﬁcial for the establishment of
new species.
Nevertheless, if we explore the evolutionary mechanisms through which
these patterns were selected, we observe several diﬃculties to provide a clear
answer. For instance, for protein structures we observe that the existen-
ce of both global and local similarities can be explained saying that these
are traits selected for proper protein function. In this sense, the mechanism
is clearly explained because there is supervenience i.e. a clear bottom-up
causal relationship between correct protein function and the individuals se-
lected in the evolutionary process. However, a pattern such as the nestedness
reﬂects a selected trait in the pool of species, and it is diﬃcult to interpret
this fact within an evolutionary context taking the individual as the unique
object of selection. Given that the eﬀect of the pattern on individuals is a
downward eﬀect, it should be considered how any beneﬁt provided by a co-
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llective pattern is incorporated in the genetic pools of diﬀerent populations
of species, if the selection process acts on single individuals independently.
A solution to this question may be found broading the concept of object
of selection, in a sense that we justify as follows. Let us consider that the
ﬁtness of any individual fi can be decomposed in two components, where the
ﬁrst component reﬂects the ﬁtness f intij of the individual as a consequence
of its ecological interactions with other species j, and the second its ﬁtness
f inti due to any other process, thus fi = f
int
i + f
int
ij .
Now consider a particular example of two individuals belonging to two
diﬀerent species, a and b, which interact mutualistically. Further consider
that there is any evolutionary event aﬀecting the ﬁtness f → fˆ , for instance
of the species a, and its eﬀect is negative for the species. If the evolutionary
event aﬀects to some gene directly involved in the correct performance of the
interaction with b, we will get fˆ inta = f
int
a and fˆ
int
ab < f
int
ab . In this situation, if
this evolutionary event aﬀects the outcome of the interaction for the species
b, the decrease in the ﬁtness that the species a experiences will also aﬀect the
ﬁtness of the species b. In this way, the regions of the genome of the species
b involved in the interaction, will be subject to a change in the selection
pressure. In this example, there will be regions of the genomes of a and b
with some degree of evolutionary coupling, i.e. they coevolve. In addition,
if f intab >> f
int
a and f
int
ba >> f
int
b the importance of this tandem in the
evolutionary process would be even larger than that of the individuals, and
we should talk about a new object of selection, namely the regions of the
genomes of both species that are coupled.
It is important to emphasize that the selection process over these expan-
ded objects of selection can be described in the same terms as for individuals:
there is a relative competition between all the objects of selection found in
the system at the diﬀerent scales. Indeed, this reasoning could be scaled up
towards larger objects of selection. However, it is expected that the selective
eﬀects be weaker for larger objects, given that the strength of long-range
interactions should decay with distance.
Therefore, we ﬁnd a picture where diﬀerent regions of the genome in a gi-
ven species are coupled with regions of other species with diﬀerent strengths,
dependent on the relative eﬀect of interaction on the ﬁtness of the indivi-
duals. It is important to note that this picture stands on a rather artiﬁcial
assumption, namely that there is a clear separation in two components of
the ﬁtness. Instead, genes are typically involved in several processes, and de-
ciphering their contribution to any of these components would be diﬃcult, if
not impossible. But what we would like to emphasize is that, as soon as there
is signiﬁcant coevolution, it is diﬃcult to accept the classical view stating
that the individual is the unique object of selection.
For instance, in the discussion of our ﬁrst work on Microbial Ecology
[Pascual-García et al. (2014b)], we observe a large number of aggregations
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that could be explained through syntrophic relationships, i.e. a metabolic
coupling between species of bacteria that would be beneﬁcial for both spe-
cies. This kind of interactions may have notable consequences for bacterial
speciation, given that the selection process is heavily inﬂuenced by inter-
actions, and it should be considered as obligate mutualism [Morris et al.
(2013)]. Furthermore, it could be a mechanism to explain the large varia-
tions in the length of genomes observed in bacteria, because some necessary
functions in a given individual could be performed by mutualistic partners
and, eliminating these genes, the species would avoid its energetic cost. For
mutualistic communities of plants and pollinators, the patterns analysed in-
volve the whole community; but, given that interactions are weaker than in
bacterial communities and generation times longer, we would expect a lower
selective eﬀect.
Broadening our notion of object of selection allow us sto rationalize the
role that concepts such as stability of communities may have in evolution.
More stable communities, would favour the selection of those traits more
competent to sustaining the interactions, what should be considered as a
mechanism of downward selection. Indeed, the relevance of group selection
would prevail if the ﬁtness of the group is larger than the sum of the ﬁtness
of the individuals due to the interactions [Mayr (1997)], what reﬂects the
popular notion around emergent properties stating that the whole is more
than the sum of the parts.
This kind of higher level organizations may help organisms to buﬀer cer-
tain environmental conditions, and thus the next question would be which
kind of stability is favoured and why in each situation. An interesting theo-
retical framework summarizing this triplet between ﬁtness, stability and en-
vironment was proposed by Demetrius [Demetrius (2013)]. He identiﬁes two
types of stability strategies starting from age structured populations [De-
metrius et al. (2004)] and further generalizing to other systems [Demetrius
and Manke (2005)], based on the abundance and degree of hetereogeneity
of resources.
In our case, we also dealt with types of stability in our work which optimi-
zation cannot be simultaneously maximized such as stability against unfol-
ding or misfolding in protein structures [Bastolla (2014); Nido et al. (2015)],
or dynamical versus structural stability in ecosystems [Pascual-García and
Bastolla (2015); Bastolla et al. (2005, 2009)], and that may be dependent on
environmental features. For instance, we conjecture that dynamical stability
would be favoured when the environment is relatively stable, thus facilitating
the increase in abundances of few species. On the other hand, when large
ﬂuctuations are prevalent in the environment, the system rather needs to be
stable against changes in those parameters more directly aﬀected by the en-
vironment such as growth rates and interactions, thus favouring structural
stability. Similarly, in a plain environment, stability against unfolding would
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be selected, given that the protein has a lower probability of being inﬂuen-
ced by perturbations that may lead to a misfolded conﬁguration. Stability
against misfolding would be favoured instead in crowded environments as
the cell, through negative selection [Bastolla (2014)].
In this way, it seems plausible to think that the consequences derived
from the appearance of an emergent group behaviour increase the ﬁtness
of the group of components involved in the interaction processes given so-
me environmental conditions and, if this increase is large enough, it may
represent a powerful mechanism for accelerating evolutionary processes.
This perspective would allow us to think in more speciﬁc emergent ma-
croscopic properties linking the extended objects of selection with the bio-
logical function performed. The macroscopic emergent property will be any
function associated to the whole group, emerging from certain microscopic
behaviour.
As we said, the net eﬀect of these new functions over the individuals
would be a reduction in any negative eﬀects that environmental ﬂuctuations
may have on individual ﬁtness. In this way, individuals would be subjec-
ted to a lower selective pressure, what may allow the populations involved
to increase genetic diversity. For instance, for mutualistic systems, we have
shown that an increase in structural stability was related to a decrease in
the eﬀective competition that each specie feels. And, in turn, a reduction in
the eﬀective competition can be related to a higher capacity of the system to
host more coexisting species, i.e. with an increase in its biodiversity [Bastolla
et al. (2009); Pascual-García and Bastolla (2015)]. Certainly, understanding
in which conditions an increase of diversity is favoured is an urgent task,
and the perspective obtained from the analysis of complex biological sys-
tems within the evolutionary process seems to provide new insights to this
question.
Therefore, the discovery and analysis of emergent patterns in complex
biological systems, although still in its infancy, already provides interesting
results. In this thesis, we have addressed the epistemological questions su-
rrounding this kind of research, and patterns which belong to very diﬀerent
systems. We have seen that it is possible to answer interesting questions
about the emergence and evolution of biological systems working around the
identiﬁcation of microscopic evolutionary patterns. And, also importantly,
we showed that these questions open speculative hypotheses for future work.
Considering some general concepts is necessary to provide the means
to build general theories in biological systems, which sometimes come from
very diﬀerent areas of knowledge, obiously surpassing the capability of any
scientist to know in detail each of these areas [Schrödinger (1992)]. This
represents a challenge that should not be considered as dangerous for the
development of science, as long as we acknowledge where are the limits of the
conclusions derived from the starting assumptions. However, we observe that
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this kind of approximation is sometimes seen with suspicion by specialists in
the diﬀerent areas. This many times founded suspicion is useful, and it is a
responsability for those scientists who aim to link new areas to demonstrate
the validity of their approximations.
This should not be a limitation to enrol ourselves in this adventure ai-
ming to establish long-range linkages in human knowledge. In the end, these
linkages are precisely interactions between mankind's components, that will
aﬀect the cultural microscopic dynamics and may lead to new collective
behaviours. It is a matter of time that we observe the consequences of the-
se interactions and, although the current situation in the world leaves little
room for optimism, we believe that these consequences will be positive for
the ﬁtness of our planet whatever that means.

Part V
Conclusions
It looks strange
and it looks strange
and it looks very strange;
and then suddenly
it doesn't look strange at all
and you can't understand what made
it look strange in the ﬁrst place.
Gertrude Stein

Conclusions
Protein systems
1. Transitivity violation, a measure arising from the mathematical deﬁ-
nition of equivalence classes, allow to determine a similarity threshold
above which protein structures can be objectively classiﬁed into folds.
In the region of high similarity, protein structure space is discrete and
the proteins are related through global structural similarity. In the
region of low similarity, there exist still signiﬁcant local structural si-
milarity, but the space is continuous. We speculate that the main evo-
lutionary event which drove the existence of folds is gene duplication
and subsequent structure divergence, whereas local similarities reﬂect
more dramatic events, such as large insertions or deletions.
2. We proposed a new measure of protein structure divergence based on
the number of shared native contact that we called contact divergen-
ce. This measure has a deep analogy with sequence divergence, thus
allowing to conclude that structure is two to four times more conser-
ved than sequence. We further evaluated the role of protein function,
ﬁnding that function conservation strongly constrains the structural di-
vergence, whereas it is possible to observe function change with global
structural conservation.
Microbial systems
3. We inferred a large number of signiﬁcant aggregations and segrega-
tions between bacterial taxa from data obtained from samples sub-
ject to next generation sequencing experiments classiﬁed into diﬀerent
environments. Many of these aggregations are diﬃcult to explain th-
rough habitat ﬁltering since the number of diﬀerent environments in
which aggregating taxa coexist is large, and cosmopolitan taxa have
a strong propensity to aggregate. Furthermore, aggregation present a
marked community structure. We retrieved known cooperative interac-
tions among these aggregations, which, together with the higher pro-
209
210 Conclusions
pensity to aggregate for closely related species, allow us to conjecture
an important role of mutualistic relationships in bacterial speciation.
4. The analysis of the ecological succession in microbial taxa sampled
from infant guts during their early development reveals a systematic
convergence in terms of function and composition of taxa of the com-
munities towards those found in their mothers. Although the process
must be divided in two trends related with the diﬀerent diets (milk
versus solid-food intake), there is a detectable core of bacteria growing
in time. Comparing this core with the results found in our previous
work, we identify these species as obligatory bacteria in the gut, being
the excluded taxa rare facultative bacteria.
Mutualistic systems
5. We analysed the structural stability of mutualistic communities, which
is a key determinant for sustaining biodiversity. We showed that the
structural stability can be predicted quantifying two quantities: the
propagation of perturbations and the eﬀective interspeciﬁc competi-
tion. This prediction is in good agreement with numerical simulations.
In this way, we identiﬁed the regimes where mutualism increases the
structural stability, ﬁnding that reduced interspeciﬁc direct competi-
tion is a necessary condition for mutualism having a stabilizing eﬀect.
Furthermore, we rationalized the eﬀects that speciﬁc architectures of
the mutualistic interactions have on the structural stability, solving
previous discrepancies found in the literature.
Epistemology
6. We analyzed concepts arising from the analysis and modelization of
complex biological systems from a novel topological perspective, sho-
wing that diﬃculties in the determination of the system's boundaries
and classiﬁcation schemes have their origin in the extensional vague-
ness contained in the conceptual setting of the models. Furthermore,
we suggested how to quantify the emergence strength of a pattern by
assessing the traceability of the corresponding behaviour and we rela-
ted it to the scope of the constraints existing in the system.
Conclusiones
Proteínas
1. Las violaciones de transitividad, una medida basada en la deﬁnición
matemática de clases de equivalencia, permite determinar un umbral
de similaridad sobre el cual las estructuras de proteínas pueden ser
clasiﬁcadas objetivamente en folds. En la región de alta similaridad,
el espacio de estructuras de proteínas es discreto y las proteínas están
relacionadas a través de similaridades globales. En la región de baja
similaridad, aún existen relaciones signiﬁcativas que reﬂejan similari-
dades locales, pero el espacio es continuo. Especulamos que el principal
evento evolutivo que explica la existencia de estos conjuntos es la dupli-
cación génica, y la subsiguiente divergencia estructural, mientras que
las similaridades locales reﬂejan eventos más dramáticos, tales como
grandes inserciones y deleciones.
2. Hemos propuesto una medida de divergencia estructural entre proteí-
nas basada en el número de contactos nativos compartidos, que llama-
mos divergencia de contactos. Esta medida tiene una profunda analogía
con la divergencia en secuencia, y permite concluir que la estructura es
de dos a cuatro veces más conservada que la secuencia. Además eva-
luamos el rol de la función de las proteínas, y encontramos que la con-
servación en función constriñe fuertemente la divergencia estructural,
mientras que es posible encontrar cambio de función con conservación
global de la estructura.
Sistemas microbianos
3. Hemos inferido un gran número de agregaciones y segregaciones sig-
niﬁcantivas entre taxones bacterianos, para datos obtenidos mediante
experimentos de secuenciación masiva clasiﬁcados en ambientes distin-
tos. Muchas de estas agregaciones son difícilmente explicables conside-
rando el ﬁltro ambiental, dado que el número de ambientes distintos
en los cuales taxones que agregan coexisten es elevado. Además, las
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agregaciones presentan una estructura clara de comunidad. Recupera-
mos interacciones cooperativas conocidas entre estas agregaciones, las
cuales, junto con la alta propensidad a agregar para especies estrecha-
mente emparentadas, nos permite conjeturar sobre un rol importante
de las relaciones mutualistas en la especiación bacteriana.
4. El análisis de la sucesión ecológica en taxones microbianos muestrea-
dos en intestinos de bebés durante su desarrollo temprano revela una
convergencia sistemática en términos de función y composición de
los taxones de las comunidades hacia aquéllas obtenidas de sus ma-
dres. Aunque el proceso puede ser dividido en dos tramos relacionados
con las diferentes dietas (consumo de leche versus alimentos sólidos),
hay un núcleo detectable de bacterías que crece a lo largo del tiempo.
Comparando este núcleo con los resultados que encontramos en nuestro
trabajo anterior, identiﬁcamos estas especies como bacterias obligato-
rias en el intestino, siendo las especies excluídas bacterias facultativas
raras.
Sistemas mutualistas
5. Hemos analizado la estabilidad estructural de comunidades mutualis-
tas, la cual es clave en el sostenimiento de la biodiversidad. Hemos
mostrado que la estabilidad estructural se puede predecir cuantiﬁcan-
do dos magnitudes: la propagación de perturbaciones y la competición
efectiva interespecíﬁca. Obtenemos un buen acuerdo entre esta predic-
ción y las simulaciones numéricas. De este modo, hemos identiﬁcado los
regímenes en donde el mutualismo incrementa la estabilidad estructu-
ral, y encontramos que una condición necesaria es que la competición
directa interespecíﬁca sea moderada. Es más, hemos racionalizado los
efectos que tienen las arquitecturas especíﬁcas de las interacciones mu-
tualistas en la estabilidad estructural, resolviendo discrepancias previas
encontradas en la literatura.
Epistemología
6. Hemos analizado distintos conceptos que surgen en el análisis y mo-
delización de sistemas biológicos complejos desde una novedosa pers-
pectiva topológica, mostrando que diﬁcultades en la determinación de
los límites de los sistemas y en los esquemas de clasiﬁcación, tienen su
origen en la vaguedad extensional del aparato conceptual de los mo-
delos. Es más, sugerimos cómo cuantiﬁcar la fuerza emergente de un
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patrón a través de la trazabilidad del comportamiento correspondien-
te, que relacionamos con el alcance de las restricciones existentes en el
sistema.

Part VI
Appendix

Appendix A
Supplementary Materials
Mutualistic Systems
217
 1) Bastolla U, Fortuna MA, Pascual-García A, Ferrera A, Luque B, Bascompte J. (2009) The architecture of mutualistic networks minimizes competition and increases biodiversity. Nature. 458(7241):1018-20 2) Pascual-García A ., (2010) Explorando el rol de la Competición, el Mutualismo y la Arquitectura en Redes Ecológicas: ¿Qué podemos decir sobre la Biodiversidad? Published in: Evolución y Adaptación: 150 años después del origen de las especies. Editors: Hernán Dopazo and Arcadi Navarro. ISBN 978-84-92910-06-9 3) Pascual-García A., Ferrera A., and Bastolla, U. (2014) Does mutualism hinder biodiversity? arXiv preprint arXiv:1409.1683 4) Pascual-García A ., Ferrera A., and Bastolla, U. (2015) Effective competition determines the structural stability of model ecosystems. Under revision. 5) Ferrera A., Pascual-García A ., and Bastolla, U.  (2015) Effective competition determines the global stability of model ecosystems. Under revision. 6) Pascual-García A., Bastolla U., (2015) The complexity-stability relation of mutualistic systems reconciles MacArthur and May. Under revision.  
Microbial 
Systems 
Mutualistic 
Systems 
General aspects 
Particular systems 
Epistemology 
Protein 
Systems 
218 Supplementary Materials Mutualistic Systems
A.1. Supplementary Material Article [MUT-1]
SUPPLEMENTARY INFORMATION
1www.nature.com/nature
doi: 10.1038/nature07950
1 Community model
We consider here model communities of plants and pollinators or seed dispersers where
species in the same group are in competition between each other and interact mutualis-
tically with species in the other group. We represent through N (P)i and N
(A)
k the species
abundance density of the i-th species of plant and the k-th species of animal respectively,
and with S(P) and S(A) the observed number of such species. The intrinsic growth rates
in the absence of competition and mutualism are represented as α(P)i for plants and α
(A)
k
for animals. In the latter case, they may be either positive or negative, representing the
diﬀerence between the growth rate in the absence of any plant and the death rate. This
choice has no relevant eﬀect on the qualitative results.
For the sake of mathematical simplicity, we represent direct competitive interactions
between species i and j through a linear functional response, −β(P)ij N
(P)
j in the case of
plants and −β(A)kl N
(A)
l for animals. The competition matrices β
(P,A)
ij are assumed to be
symmetric and positive, with all positive or zero elements, both for plants and for animals.
The mutualistic interactions between plants and animals are modeled through non-
linear functional responses of Holling Type II1, f (N) = (γN) / (1 + hγN). The denomi-
nator of the Holling term slows down the functional response when the densities are large,
N ≈ 1/hγ, limiting the maximum growth rate as 1/h and preventing it from diverging
in the large N limit. The parameter h can be interpreted as a handling time. The mu-
tualistic interactions network is described by a matrix γ(P)ij whose non-negative elements
represent the increase of the growth rate of the plant species i per unit of animal biomass
j, in the limit of very small animal biomass. Similarly, γ(A)ji has all non-negative elements
that represent the increase of the growth rate of the animal species j per unit of plant
biomass i.
2
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The resulting dynamical equations for the plant populations are
1
N (P)i
dN (P)i
dt = α
(P)
i −
�
j∈P
β(P)ij N
(P)
j +
�
k∈A
γ(P)ik N
(A)
k
1 + h(P)
�
l∈A γ
(P)
il N
(A)
l
. (1)
The equations for animal populations can be written in a symmetric form interchanging
the indices A and P. When not otherwise stated, we will in the following only write down
equations for plants.
In the next section we analyze the ﬁxed points and dynamical stability of the model,
leaving for section 3 the interesting problem of how the eﬀective competition limits the
structural stability of the model, and correspondingly its maximum biodiversity. Section
4 is a summary of the main results of the stability analysis. This is followed in Section
5 by an analysis of an assembling network, showing that a new species entering the
community is favored by interacting with the most generalist species. Section 6 explores
the robustness of our analytical results when other interaction types are included (6.1) and
when departing from the mean ﬁeld assumptions using numerical simulations (6.2). We
conclude this online material with three appendices, one with the proof of the dynamical
stability condition, the second with the numerical calculation of the predicted maximum
biodiversity, and the last one presenting the mutualistic networks analyzed in this paper.
2 Fixed points and dynamical stability
We will consider here the ﬁxed points of the dynamical system, deﬁned by the equations
dN (A,P)i /dt = 0, and analyze their stability. In order to get analytic expressions, we will
exploit the fact that the handling time h is small compared with the typical intrinsic time
of growth 1/α. We ﬁnd two diﬀerent types of solution. The ﬁrst one is characterized
by small equilibrium biomasses, N � 1/hγ. In this limit, we can expand the functional
3
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response in a Taylor series, whose dominant term yields a linear system of ﬁxed point
equations. We call this regime weak mutualism. A second type of ﬁxed points correspond
to equilibrium biomasses N of order 1/hγ. In this case the linear system is not a valid
approximation, but it is now possible to get analytic insight by neglecting the terms hα
with respect to hγN . We call this regime strong mutualism.
Furthermore, in order to simplify the analytic expressions, we will consider mainly
direct competition matrices β(P)ij of mean ﬁeld type, with β
(P)
ij = β
(P)
0
�
ρ(P) + (1− ρ(P))δij
�
(see ref. 2), where δij is Kronecker’s delta (one if i = j and zero otherwise). The
dimensionless parameters ρ(P) < 1 measure the extent of interspeciﬁc competition between
diﬀerent species of the same group.
2.1 Pure competition
For a purely competitive system, i.e., γik ≡ 0, the ﬁxed point densities {Ni} satisfy the
system of equations
�
ij
β(P)ij N
(P)
j = α
(P)
i . (2)
The analytical expressions are symmetrical for the case of the animals. The necessary
and suﬃcient conditions for dynamic stability are that (i) all equilibrium biomasses must
be positive; and (ii) the direct competition matrix β must be positive deﬁnite.
2.2 Weak mutualism: mean ﬁeld
We now integrate mutualistic interactions into the competitive community. If the equi-
librium densities are small, N � 1/hγ, which is a valid approximation within the weak
mutualism regime, the ﬁxed point equations for the plant communities at the dominant
order in h can be written in the form of a linear system,
4
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�
j
C(P)ij N
(P)
j = p
(P)
i . (3)
These equations are mathematically equivalent to the ﬁxed points of a purely competi-
tive system, Eq.(2). We call the vector pi eﬀective productivity and the matrix Cij eﬀective
competition. We will prove in Appendix A that, in analogy with the purely competitive
system, the equilibrium ﬁxed point is stable if and only if the eﬀective competition matrix
is positive (i.e., all of its eigenvalues are positive) and all the equilibrium densities are
positive.
At zero order in h, the eﬀective productivity and the eﬀective competition are given
by the expressions
p(P)i = α
(P)
i +
�
k,l
γ(P)ik
�
β(A)
�(−1)
kl α
(A)
l , (4)
C(P)ij = β
(P)
ij −
�
k,l
γ(P)ik
�
β(A)
�(−1)
kl γ
(A)
lj . (5)
First order corrections in h are straightforward to compute, and do not change the qual-
itative picture. They will be omitted in the following.
We ﬁrst consider mean ﬁeld mutualist interactions, with all species of plants and an-
imals interacting between each other with equal per capita mutualistic eﬀect, γ(A,P)ik =
γ(A,P)0 . We will relax this assumption later on. With this assumption, the eﬀective com-
petition matrix turns out to be of mean ﬁeld type,
C(P)ij = β
(P)
0 (1− a(P))
�
δij
�
1− ρ(P)mut
�
+ ρ(P)mut
�
, (6)
a(P) = γ
(P)
0 γ
(A)
0
β(A)0 β
(P)
0
S(A)
(S(A)ρ(A) + (1− ρ(A))) . (7)
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The eﬀective interspeciﬁc competition is given by
ρ(P)mut =
ρ(P) − a(P)
1− a(P) < ρ
(P). (8)
We see from the above expression that, for the mean ﬁeld system and for values of the
parameter a(P) ∈ [0, ρ(P)], the eﬀective interspecies competition ρ(P)mut is smaller than the
bare competition ρ(P), i.e., mutualistic interactions of mean ﬁeld type reduce the eﬀective
interspecies competition. Eq. (8) is valid for a(P) < ρ(P) + (1− ρ(P))/S(P). At this point,
the main eigenvalue λ1 of the eﬀective competition matrix becomes negative and the
community enters into the strong mutualism regime.
Stability of the weak mutualism ﬁxed point requires that the eﬀective competition
matrix is positive. The eigenvalues are λ1 = (1−a)
�
Sρ(P)mut + (1− ρ(P)mut)
�
= S(ρ(P)−a)+
(1− ρ(P)) and λk = (1− a)(1− ρ(P)mut) = (1− ρ(P)) (k > 1). Positivity of the competition
matrix requires that S(ρ(P) − a) + (1− ρ(P)) > 0, which in turn yields the condition
γ(P)0 γ
(A)
0 < β
(P)
0 β
(A)
0
�
ρ(A) + 1− ρ
(A)
S(A)
��
ρ(P) + 1− ρ
(P)
S(P)
�
, (9)
which generalizes the result presented in ref. 3 to the case where the interspeciﬁc com-
petition is not zero. Notice that, if ρ(P) and ρ(A) are not zero, the maximum value of
mutualistic interactions in the weak mutualism regime does not vanish for large ecosys-
tems (large S(P) and S(A)), but it is limited as γ(P)0 γ
(A)
0 < β
(P)
0 β
(A)
0 ρ(A)ρ(P).
2.3 Strong mutualism: mean ﬁeld
For mutualistic interactions stronger than Eq.(9) the weak mutualism ﬁxed point is not
stable, and we have to consider the strong regime in which the equilibrium biomasses are
of order 1/h. In order to get analytic results, we neglect higher order terms in h, such as
6
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hα. We consider mean ﬁeld systems in which all pairs of species interact with the same
strength. In this case, positivity of the equilibrium biomasses requires that
γ(P)0 γ
(A)
0 > β
(P)
0 β
(A)
0
�
ρ(A) + 1− ρ
(A)
S(A)
��
ρ(P) + 1− ρ
(P)
S(P)
�
. (10)
Therefore, we see from Eq.(9) that, as soon as the weak mutualism ﬁxed point ceases
to be stable, the strong mutualism ﬁxed point becomes stable. For the mean ﬁeld case,
the strong mutualism ﬁxed point allows coexistence of an arbitrary number of species,
independent of the values of the intrinsic growth rates α(P,A)i .
2.4 Strong and weak mutualism can not coexist
In the general case, stability of the strong mutualism ﬁxed point with positive densities
requires that the eﬀective competition matrices C(A) and C(P) are not positive deﬁnite,
i.e., at least one of their eigenvalues is negative or zero. The proof goes like this. In the
strong mutualist regime we can neglect the terms hαi and the ﬁxed point equations are
N (P) =
�
j
�
β(P)
�−1
ij
�
k
γ(P)ik N
(A)
k
1 + h(P)
�
l∈A γ
(P)
il N
(A)
l
. (11)
Since γN/(1 + hγN) ≤ γN , it follows that, in the strong mutualism regime,
N (P)i ≤
�
j
��
β(P)
�−1 γ(P)
�
β(A)
�−1 γ(A)
�
ij
N (P)j ≡
�
j
M (P)ij N
(P)
j . (12)
We have deﬁned here the mutualistic matrix M (P) ≡
�
β(P)
�−1 γ(P)
�
β(A)
�−1 γ(A). The
eﬀective competition matrix C(P) can be written in matrix notation as C(P) ≡ β(P) (I −M),
where I is the identity matrix. Since the direct competition matrix β(P) is positive, if C(P)
is positive then all eigenvalues of M must fulﬁll λ(M) < 1 (see Appendix A). Together
with Eq.(12), this implies that the solutions of the ﬁxed point equation must have N (P)i ≤ 0
7
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for all i. The same applies to N (A) if C(A) is positive. Therefore, if the weak mutualism
ﬁxed point is stable, no stable strong mutualism ﬁxed point can exist.
If we relax the mean ﬁeld assumption, the behavior of the strong mutualism regime
changes dramatically. To get some ﬂavour of this, we examined the simplest possible
system, where all species are below the weak mutualism threshold and interact with
coeﬃcients γ(P)0 and γ
(A)
0 such that γ
(P)
0 γ
(A)
0 < β
(P)
0 β
(A)
0 ρ(P)ρ(A), but one pair of species,
animal species 1 and plant species 1, have a strong mutualistic interaction with interaction
coeﬃcients γ(P)1 γ
(A)
1 > β
(P)
0 β
(A)
0 . Solving the ﬁxed point equations and considering all
possible cases, it can be shown that in this case there is no possible ﬁxed point where the
species below the strong mutualism threshold have positive biomass. It follows from this
analysis that, if one pair of species overcomes the strong mutualism threshold, no other
species below the threshold can coexist with them at any ﬁxed point. Notice that we have
considered the best possible interaction matrices γij , since all species below the threshold
are assumed to interact with all other species, including the strong interacting ones. To
allow coexistence, it would be necessary to relax the hypothesis that all other species are
directly competing with the strong interacting species.
Therefore, the model predicts that, when a pair of species overcomes the strong mu-
tualism threshold while the other species remain below it, all species below the threshold
become extint, pointing out the interesting possibility of mutualism-induced extinctions.
We will analyze this regime in more detail in a forthcoming work.
3 Structural stability and biodiversity
Dynamic stability is an important requirement for the ﬁxed point of a model ecosystem
to represent properties of a real ecological community. Despite being neither a necesary,
nor a suﬃcient requirement, local dynamic stability is a simple analytic criterion that has
8
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been widely used in theoretical ecology, giving very interesting insights on the properties
of real communities. However, we believe that other interesting insights can be gained
by considering structural stability, i.e., the stability with respect to modiﬁcations in the
parameters of the dynamical system. In this section, structural stability is meant as the
volume in parameter space compatible with positive densities at the ﬁxed point. Interest-
ingly, for competitive systems structural stability in this meaning is negatively correlated
with the number of species in the system, so that, by considering a minimum variance of
the parameters compatible with the environmental variability, we can predict the maxi-
mum number of species that can coexist in the system4. We show here that it is possible
to extend this analytic insight also to communities in which competition and mutualism
coexist. Notice that the existence of a direct term of interspeciﬁc competition, ρ(P), is an
essential characteristic of our model with respect to other models in the literature, which
alters completely its properties of structural stability.
3.1 Eﬀective competition and structural stability
We consider here a species community in which the ﬁxed point equations can be written in
the form
�
j CijNj = pi. We refer to Cij as the eﬀective competition matrix and pi as the
eﬀective productivity vector. This formulation is rather general. It is suitable to represent
a purely competitive system, in which Cij = βij and pi = αi, a system with predation
(see ref. 4) or a system with weak mutualism, in which the eﬀective competition matrix
and the eﬀective productivity vector are given by equations (5) and (4), respectively.
It is convenient to normalize the eﬀective competition matrix as
Bij =
Cij�
CiiCjj
, (13)
in such a way that Bii = 1. From the main eigenvalue of this matrix, λ1(B), we can derive
9
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the eﬀective interspeciﬁc competition parameter ρ˜ as
ρ˜ ≡ λ1(B)− 1S − 1 . (14)
If the eﬀective competition matrix is a direct competition matrix of mean ﬁeld type,
Bij = ρ + (1− ρ)δij , it holds λ1(B) = Sρ + (1 − ρ) and, consequently, ρ˜ = ρ. Thus, the
quantity ρ˜ measures the eﬀective interspeciﬁc competition, generalizing the mean ﬁeld
parameter ρ. Positivity of all equilibrium densities imposes more and more stringent
conditions on the eﬀective productivity parameters {pi} for increasing number of species
and interspeciﬁc competition ρ˜ (see ref. 4). This result generalizes the mean ﬁeld result
in refs. 2, 5 and 6. In other words, the larger is ρ˜, the less structurally stable the
system is, in the sense that the productivity vectors must be ﬁne tuned in order to get
positive equilibrium densities. Assuming that the ﬂuctuations of the productivity vector
are limited from below by the environmental variability ∆, we obtain the following limit
to the maximum biodiversity S (ref. 4)
S ≤ 1 +
�1− ρ˜
ρ˜
��λ2(B)/(1− ρ˜)−∆
∆
�
. (15)
For mean ﬁeld competition matrices, it holds ρ˜ = ρ and λ2(B) = 1 − ρ, whence S ≤
S(1−∆)/∆. Therefore, we deﬁne the maximum biodiversity parameter
S ≡ 1− ρ˜ρ˜ (16)
which sets the scale for the maximum biodiversity that a competitive community can
host.
In this work, since we use direct competition matrices of mean ﬁeld type, we will use the
notation S = (1− ρ)/ρ for the maximum biodiversity for the purely competitive system,
10
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ρmut for the eﬀective interspeciﬁc competition in the presence of mutualistic interactions,
and Smut = (1− ρmut)/ρmut for the maximum biodiveristy in the presence of mutualistic
interactions.
3.2 Weak mutualism: mean ﬁeld
The above calculations remain valid in the weak mutualist regime. As we have seen, if
the mutualistic interactions and the direct competition matrix are of mean ﬁeld type, the
eﬀective competition matrix is also mean ﬁeld, and the eﬀective interspeciﬁc competition
parameter can be analytically computed as in Eq.(8). We see from this equation that mean
ﬁeld mutualism reduces the interspeciﬁc competition, thereby increasing the number of
species that can stably stay in the system, which is now given by
S(P)mut ≡
1− ρ(P)mut
ρ(P)mut
= S
(P)
1− a(P)/ρ(P) . (17)
3.3 Weak mutualism beyond the mean ﬁeld: nestedness
Now we relax the mean ﬁeld assumption that plant and animal species interact mutual-
istically with all species in the other group, but for mathematical simplicity, we mantain
the assumption that the strength of all existing mutualistic interactions are equal. We
will refer to this model as the soft mean ﬁeld. Therefore, we can deﬁne a binary matrix gik
whose elements are one if the link is present and zero otherwise, such that γik = γ0gik. It
holds that g(P)ik = g
(A)
ki . We further denote the number of links of plant i as n
(P)
i =
�
k g
(P)
ik
and the number of common links of plants i and j as
n(P)ij ≡
�
k
g(P)ik g
(P)
jk (18)
which we call the overlap matrix.
11
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The elements of the overlap matrix fulﬁll the inequalities nij ≤ min (ni, nj). We say
that the interaction matrix g is maximally nested if all the elements of the overlap matrix
take their maximum possible value, namely if nij = min (ni, nj). This deﬁnition coincides
with the deﬁnition of a maximally nested matrix in terms of the nesting algorithm7. This
algorithm proceeds by what we will refer to from now on as nesting steps. Each nesting
step tries to exchange two matrix elements with a common index, either a column or a
row, for instance γik and γjk. The move is accepted if the nonzero element is moved to
a row (column) whose number of links after the move is larger than the number of links
in the original row (column). No row (column) is allowed to be left without any link.
A maximally nested matrix is a matrix which can not be changed anymore through this
algorithm. This is the case when nij = min (ni, nj). We therefore deﬁne the nestedness
of the matrix g with respect to plants as
η(P) =
�
i<j n
(P)
ij
�
i<j min
�
n(P)i , n
(P)
j
� . (19)
The symmetric deﬁnition holds for the nestedness with respect to animals. It is easy
to see that the nestedness deﬁned above is zero if n(P)ij ≡ 0, which we deﬁne as anti-
nested interactions, and one for perfect nestedness n(P)ij ≡ min
�
n(P)i , n
(P)
j
�
. For random
networks with the same number of independent interactions as in the real network, the
average nestedness is η(P)rand =
�
i n
(P)
i /
�
S(P)S(A)
�
.
3.4 Weak mutualism beyond the mean ﬁeld: soft mean ﬁeld
In order to get a simple analytical formula that explicitates the inﬂuence of the network
architecture, we introduce here the soft mean ﬁeld model, in which all parameters are
equal but the mutualistic network is not fully connected as in the mean ﬁeld case. In this
model, the direct competition matrix βij is of mean ﬁeld type and all non-zero mutualistic
12
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interactions are equal, γ(P)ij = γ
(P)
0 g
(P)
ij , where the binary matrix g
(P)
ij is the adjacency
matrix of the mutualistic network and g(A)ij is the transpose of g
(P)
ij .
We still have to specify the intrinsic growth rates αi (or death rates, if they are
negative). For this purpose, we explicitate the eﬀective productivity vector from Eq. (4),
p(P)i = α
(P)
i +
�
γ(P)0
β(A)0 (1− ρ(A))
��
�
j
g(P)ij α
(A)
j −
S(A)
S(A) + S(A)
α(A)
�
, (20)
where α(A) is the average growth rate (or death rate, if α is negative) of species of type
(A).
As we have seen, a necessary condition for species coexistence under competition is
that the eﬀective productivity vector has a narrow distribution. Therefore, we assume
that the evolutionary process building the community leads to a narrow distribution of
eﬀective productivities, and that its dispersion ∆, which appears in Eq. (15), is the
smallest one compatible with the unavoidable environmental variability, and it does not
change in the presence or in the absence of mutualism. This assumption, which has to
be justiﬁed through an explicit model of network assembly, implies that the αi must
be chosen negatively correlated to the number of mutualistic links, and it allows us to
concentrate the focus of our analytic computation on the eﬀective competition matrix
This depends on the network architecture but it does not depend on the αi, which will
not play any role in the following analytic computation.
Alternatively, we could formulate the soft mean ﬁeld model in such a way that the
more mutualistic links a species has, the weaker these links are, deﬁning the mutualistic
parameters as γij = γ0/f(ni)gij, where f(ni) is a growing function of the number of
links. This equation assumes that specialist species are more eﬃcient than generalist
species in dealing with their mutualistic partner, which is a quite plausible assumption. In
13
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this formulation, the function f(n) should be chosen such that the eﬀective productivity
vector given by Eq.(4) is uncorrelated with the number of mutualistic interactions ni.
This formulation of the soft mean ﬁeld model would lead to diﬀerent expressions for the
eﬀective competitivity matrix from the one that we present below, and we will study this
formulation in following work.
In the weak mutualism regime, the normalized competition matrix B(P)ij is deﬁned
through
C(P)ij
β(P)0 (1− ρ(P))
= δij +
1
S(P)
+R
�
n(P)i n
(P)
j
S(A) + S(A)
− n(P)ij
�
, (21)
B(P)ij =
C(P)ij�
C(P)ii C
(P)
jj
, (22)
where
R = γ
(P)
0 γ
(A)
0
β(P)0 β
(A)
0 (1− ρ(P))(1− ρ(A))
. (23)
Notice that the matrix B(P) depends only on three numerical parameters, R, S(P) and
S(A).
To get more analytic insight on how mutualism inﬂuences biodiversity, we computed
the derivative of the main eigenvalue of the normalized eﬀective competition matrix,
λ1
�
B(P)
�
, with respect to the mutualistm-to-competition ratio R at the point R = 0
(absence of mutualism) This calculation shows that the eﬀective interspeciﬁc competition
decreases with the nestedness of the mutualist interaction matrix for a given distribution
of number of links {n(P)i } and ﬁxed parameters. Since the maximum predicted biodi-
versity S(P)mut increases with decreasing eﬀective competition, the model predicts that, for
perfectly nested mutualist networks, the eﬀective competition is weakest and the maxi-
mum biodiversity is largest. Therefore, nested mutualist interactions favor biodiversity.
14
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Speciﬁcally, calculating the derivative of λ1
�
B(P)
�
, we can easily obtain the derivative
of the maximum biodiversity S(P)mut =
�
1− ρ(P)mut
�
/ρ(P)mut, where ρ(P)mut =
�
λ1
�
B(P)
�
− 1
�
/(S(P)−
1) is the eﬀective interspeciﬁc competition parameter, with respect to the mutualism-to-
competition ratio. This measures the relative increment of the maximum biodiversity due
to mutualism, and is equal to
1
S(P)mut
∂S(P)mut
∂R
�����
R=0
=
�
1 + 1
S(P)
�
�n(P)�
�
S(P)
�
ηˆ(P) − �n(P)�
S(A)+S(A)
�
− (1− ηˆ(P))
+ �(n(P))2�−�n(P)�
2
�n(P)�(S(A)+S(A))
�
S(P)+S(P)
S(P)−1
��
, (24)
where �n(P)� =
�
i n
(P)
i /S(P) and �
�
n(P)
�2 � =
�
i
�
n(P)i
�2
/S(P) are the mean and mean
square number of mutualistic interactions per plant species. The parameter ηˆ(P) =
�
i�=j n
(P)
ij /
�
(S(P) − 1)
�
i n
(P)
i
�
is very strongly correlated with the nestedness deﬁned
in Eq.(19) (for real networks, the correlation coeﬃcient between nest and the nestedness
parameter is 0.97).
The derivative in the above equation is not bound to be positive. In particular, the
derivative is typically negative if there are few shared interactions (small ηˆ) together with
strong direct competition (small S(A)), so that the term ηˆ−�n(P)�/(S(A)+S(A)) is negative.
This result shows that mutualism can also increase the eﬀective competition and hinder
biodiversity. Although it looks counter-intuitive, this result can be easily understood by
considering that, if plant species i and j do not share any animal species (n(P)ij = 0),
the direct competition between the animals interacting with them has the net eﬀect to
increase the eﬀective competition that i and j experience. This illustrates how the direct
competition for resources explicitly described by the βij terms in Eq. (29) is now mediated
by the use of a common set of mutualismstic partners.
A second more stringent condition for mutualism to enhance the maximum biodiver-
sity is that the reduction in interspeciﬁc eﬀective competition Ci�=j must be larger than
15
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the reduction in intraspeciﬁc eﬀective competition Cii. This condition requires that the
parameter S(P) must be large enough so that the denominator of Eq.(24) is positive. No-
tice that, for networks in which ηˆ attains the maximum possible value ηˆ = 1, as the fully
connected mean ﬁeld network, the increment of biodiversity Eq.(24) is always positive,
independent of the parameters S(A) and S(P).
4 Summary of the stability analysis
We have shown here that (1) the weak mutualism ﬁxed point is stable if and only if all
equilibrium densities are positive and both matrices C(A) and C(P) are positive deﬁnite;
(2) the strong mutualist ﬁxed point can not have positive densities if the matrices C(A)
and C(P) are positive deﬁnite; (3) when the system is in the weak mutualism regime, λ1(B)
is positive. The limitation to biodiversity imposed by competition becomes less stringent
as λ1(B) decreases, and they disappear when λ1(B) = 1, implying through Eq.(14) that
ρmut = 0. The maximum biodiversity that each group (plants or animals) can attain is
controlled by the main eigenvalue of the normalized eﬀective competition matrix B, and
it is larger, the smaller is this eigenvalue, λ1(B). As soon as λ1(B) becomes negative,
the weak mutualism ﬁxed point looses its stability, and the strong mutualism ﬁxed point
can become stable. However, if only one pair of species overcomes the strong mutualism
threshold while the other species still remain below it, the model predicts that only the
species above threshold will eventually survive, whereas the other species will go extinct,
thus suggesting the interesting possibility of massive extinctions caused by mutualism.
16
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5 Assembly of mutualistic networks
Consider the arrival of a new animal species into a community in the weak mutualism
regime (for plants, the mathematical treatment would be exactly symmetric). We will
assume that the new species, labelled as 1, is specialist, i.e., it can interact only with one
plant species, also labeled as 1. We will show that, if plant species 1 is generalist, the
animal species 1 will experience the lowest competitive load, and it will be incorporated
most likely in the community.
To prove our thesis, let us consider the eﬀective competition matrix elements for the
new animal species 1:
C(A)1j = β
(A)
1j − γ
(A)
11
�
k
�
β(P)
�(−1)
1k γ
(P)
kj , (25)
where we have explicitly used the fact that the new insect species 1 is specialist. Let
us now consider for the sake of simplicity a direct competition matrix β(P) of mean
ﬁeld type. The analytic expression for the inverse matrix is
�
β(P)
�−1 = 1/β(P)0 (1 −
ρ(P))
�
δij + 1/(S(P) + S
(P)�, whence
C(A)1j = β
(A)
1j −
γ(A)11
β(P)0 (1− ρ(P))
�
γ(P)1j −
1
S(P) + S(P)
�
k
γ(P)kj
�
. (26)
Summing over all animal species j, we ﬁnd
�
j
C(A)1j =
�
j
β(A)1j −
γ(A)11
β(P)0 (1− ρ(P))
�
�
j
γ(P)1j −
1
S(P) + S(P)
�
jk
γ(P)kj
�
. (27)
The only term that depends on the plant species 1 with which the new animal interacts
is �j γ
(P)
1j . The larger is this term, the smaller the competition experienced by the new
species. Now, although we expect that individual interaction coeﬃcients γ(P)1j tend to be
larger for specialist species than for generalist species, we also expect that the sum of all
17
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interactions
�
j γ
(P)
1j is largest if plant species 1 is generalist. Therefore, a specialist species
is favoured if it interacts with a generalist species, producing nested interaction patterns.
This result conﬁrms a recent suggestion that we have to move beyond competition to
predict ecosystem invasibility8, and provides an analytical framework to quantify such an
eﬀect of positive interactions.
6 Robustness of our analytic results
Our previous results are based on an analytical solution of our model, i.e., on an anal-
ysis of the equilibrium. To obtain such analytic results we have had to make a series
of assumptions. To begin with, the model only considers mutualistic and competitive
interactions, and therefore one can wonder how robust are our results when other in-
teraction types such as predation are considered. Second, our analyses are based on a
mean ﬁeld assumption whereby the values of competitive coeﬃcients (β), for example,
are the same across species. Similarly, we use a soft mean ﬁeld approach to deal with
mutualistic coeﬃcients: while we address the real network of interactions, and therefore
some interactions are zero, the observed interactions have the same value of mutualistic
strength (γ). Finally, the emphasis on equilibrium precludes an analysis of the transient
time before reaching this solution or other dynamic properties. In this section we explore
the robustness of our results when these assumptions are relaxed and brieﬂy address these
other questions.
6.1 Introducing predation
The formalism of the eﬀective competition matrix allows an analytic treatment of a gen-
eralized system including predation. This will allow us to test whether our results are
qualitatively unchanged when another interaction type is considered.
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We consider four groups of species: plants (P), animal pollinators or seed dispersers
(A), herbivores (H) and consumers that predate animal mutualists (e.g., insectivorous
birds that predate over pollinator insects) (C). The groups A and P are related through
mutualistic interactions, the groups A and C are related through prey-predator interac-
tions, and the same holds for the groups P and H. To simplify the mathematical treatment,
we assume that no inteaction occurs between groups C and H (this assumption can be
easily relaxed). Species within each group compete between each other. Assuming for
simplicity a linear predator functional relationship of Lotka-Volterra type, the dynamic
equations for plants and herbivore species are
1
N (P)i
dN (P)i
dt = α
(P)
i −
�
j∈P
β(P)ij N
(P)
j +
�
k∈A
γ(P)ik N
(A)
k
1 + h(P)
�
l∈A γ
(P)
il N
(A)
l
−
�
k∈H
δ(P)ik N
(H)
k (28)
1
N (H)i
dN (H)i
dt = α
(H)
i −
�
j∈H
β(H)ij N
(H)
j +
�
k∈P
δ(H)ik N
(P)
k . (29)
The equations for mutualistic insect populations and for insectivorous can be written
in a symmetric form interchanging the indices A and P and C and H, respectively. Here we
use the same notation as in the paper: superscripts indicate the group of species, α is the
vector of intrinsic growth rates, positive for plants and negative for animals, the matrix β
represents intra-group competition, the matrix γ represents mutualistic interactions, and
the matrix δ represents predator-prey relationships. Notice that in this way all possible
kinds of pairwise ecological interactions are represented in the model.
In the weak mutualism regime, and in the small h approximation, the ﬁxed point
equations can be written, after some algebra, in the form
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�
ij
C(P)ij N
(P)
j = π
(P)
i , (30)
�
ij
C(H)ij N
(H)
j = π
(H)
i , (31)
again, we only show plant and herbivore species since the equations for insects and car-
nivors can be obtained by permutation of indices. In matrix notation, the eﬀective com-
petition matrices C are given by
�C(P) = I(P) + �δ(P)�δ(H) − �γ(P)
�
I(A) + �δ(A)�δ(C)
�−1
�γ(A) (32)
�C(H) = I(H) + �δ(H)
�
I(P) − �γ(P)
�
I(A) + �δ(A)�δ(C)
�−1
�γ(A)
�−1
�δ(P) , (33)
where �C = β−1C, �γ = β−1γ and �δ = β−1δ are competition reduced interaction matrices.
Through a development similar to the case of mutualism without predation it is possible to
show that the equilibrium points are stable if and only if (1) all the equilibrium biomasses
are positive, and (2) the eﬀective competition matrices are positive deﬁnite for all four
groups of species.
Furthermore, the structural stability is related to the eﬀective interspeciﬁc competition
parameter (which in turn can be obtained from the maximum eigenvalue of the normalized
eﬀective competition matrix, as discussed in the paper). This relationship determines that
a system with a smaller interspeciﬁc competition parameter will be more structurally
stable and it will sustain stable equilibrium points for a broader range of productivity
parameters πi. This, in turn, will allow on average a larger number of coexisting species.
Through Taylor expansion, we can compute the eﬀective competition matrix C(P) as
follows:
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C˜(P) = I(P) + �δ(P)�δ(H) − �γ(P)�γ(A) −
∞�
k=1
(−1)k�γ(P)
�
�δ(A)
�k ��δ(C)
�k
�γ(A) . (34)
The terms in the sum are sub-dominant, since stability of the ﬁxed points requires that
the matrices �γ(P)�γ(A), �δ(P)�δ(H) and �δ(A)�δ(C) have eigenvalues smaller than one. Taking
into account only the dominant terms, i.e., omitting the sum, and using the soft mean
ﬁeld approximation in which the elements of the mutualistic interaction matrix γ and
the predatory interaction matrix δ are either zero or they are all equal, it is possible to
relate structural stability with the architecture of ecological interactions. In particular,
by analogy with the case with mutualism and competition, we see that the eﬀective in-
terspeciﬁc competition parameter is reduced if mutualistic interactions are nested and
predatory interactions are antinested, therefore increasing structural stability and favour-
ing biodiversity. The correlations between the mutualistic network and the predatory
network introduces another interesting level at which we can study the architecture of the
community.
6.2 Numerical results
We tested our analytic theory through numerical simulations. In particular, we wanted
to test the following key aspects: whether the model ecosystems attain ﬁxed points,
how rapidly they reach equilibrium and whether some interesting dynamical behavior
is observed in the transients. These issues were examined considering fully connected
ecosystems. We chose the growth rates α from uniform distributions with variable width,
in order to test our predictions that the width of the growth rates distribution limits the
maximum possible biodiversity. The competition and mutualistic coeﬃcients β, and γ
were also chosen from a uniform distribution, in order to test the robustness of our mean
ﬁeld results with respect to noise in the parameters. Simulations were performed by
21
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integrating the system of ordinary diﬀrential equations using a fourth-order Runge-Kutta
method with small integration step.
For purely competitive systems, it can be shown analytically that the stable equilib-
rium points are also globally stable, in the sense that all initial conditions converge to the
equilibrium point. In the presence of mutualistic and predatory interactions global stabil-
ity can not be proven in general, and interesting dynamical behaviors like limit cycles or
even chaos may in principle occurr. Therefore, we tested numerically the convergence to
equilibrium. Our numerical results suggest that the direct competition matrix favors fast
convergence to the equilibrium points even in the presence of mutualism and predation.
In all cases that we simulated, including those with predatory interactions, the system
attained a ﬁxed point after a short transient, in which extinction of some species can
occurr. Supplementary Fig. 1 below shows an example of the dynamics of this system.
These results were robust with respect to ﬂuctuations in the α, β, and γ parameters and
conﬁrmed the expected dependence of biodiversity on the width of the distribution of α
and the expected increase of species abundance due to mutualism. The simulations not
only conﬁrmed our analytic mean ﬁeld results, but also provided the new observation that
the convergence to equilibrium becomes faster for a mutualistic system with respect to a
purely competitive one.
Simulating ecosystems that are not fully connected requires further choices of the
parameters, which we will explore systematically in future work. As a preliminary obser-
vation, we notice that in this case there must be a trade-oﬀ between the three types of
parameters present in our model, i.e. the growth rates αi, the direct competition coeﬃ-
cients βij and the mutualistic interactions γij. This can be seen in the following way: The
coexistence condition imposes that the main eigenvector ci of the eﬀective competition
matrix, Eq.(5), must be almost parallel to the eﬀective productivity vector, Eq.(4), which
22
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Figure 1: Temporal dynamics of the abundance of plants (a) and animals (b) in a fully connected
mutualistic community with 50 plant species and 25 animal species. The same system without
mutualism leads to the extinction of one animal and 17 plant species. Parameter values are
as follows: αi are taken from a uniform distribution (0.85, 1.1); βii and βij are taken from a
uniform distribution (0.99, 1.01) and (0.22, 0.24), respectively; γij are taken from a uniform
distribution (0.19, 0.21). h(P) = h(A) = 0.1. Initial population densities are taken from a
uniform distribution (0, 1). This parameter combination corresponds to the weak mutualism
regime. Qualitatively similar results are obtained for the strong mutualism regime, in which
transients are even shorter and abundances higher.
means that species that eﬀectively compete more should be able to eﬀectively grow faster
in the absence of competition in order to survive. We veriﬁed through simulations (not
shown here) that mutualistic interactions favour biodiversity when such correlations are
implemented in the model, even if the number of mutualistic links is broadly distributed,
provided that mutualism is weak enough to remain in the weak mutualistic regime.
We can think of these correlations either as the product of some physiological trade-oﬀ
or as the product of an evolutionary process in which the ecosystem is slowly assembled.
They may be achieved in real ecosystems in various ways, for instance through a trade-
oﬀ between the number and the strength of mutualistic interactions, which decrease the
eﬀective competition and at the same time increase the eﬀective productivity. In other
words, specialist species must interact more strongly than the generalists. Another way
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to obtain suitable correlations is a compensation between the growth rates and the mu-
tualistic coeﬃcients, so that species that interact mutualistically with more species have
a smaller growth rate
In order to study the eﬀect of mutualism systematically in networks with broad degree
distributions, we will adopt in further work the following procedure: (1) Consider direct
competition of mean ﬁeld type, which is more demanding for allowing coexistence; (2)
Extract the mutualistic strengths in such a way that there is a trade-oﬀ between the
number of links and their strength; (3) Compute the eﬀective competition matrix and
its main eigenvector ci; (4) The optimal distribution (i.e. the one that best promotes
coexistence) of eﬀective productivities Pi is predicted to be proportional to the eigenvector
ci. (5) From this optimal Pi, we can compute analytically the bare growth rates αi that
best favour coexistence. Our analytic prediction is that weak mutualism makes the system
more structurally stable, in the sense that it allows more noise on the parameters αi with
respect to their optimal value. We will test this prediction in future extensive numerical
work.
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Appendix A: proof of the stability of the weak mutu-
alism ﬁxed point
We prove here that the ﬁxed point in the weak mutualist regime is stable if and only if
the eﬀective competition matrices C(P) and C(A) are positive deﬁnite and all densities are
positive.
If there is a ﬁxed point of Eq. (29), at order zero in h, with all positive densities, it
will be stable if and only if its Jacobian matrix J is negative deﬁnite, i.e., for any vector
z one must have (z, Jz) < 0, where the brackets denote scalar product, and (z, Jz) is a
generic quadratic form of the matrix J
J =
�
−β(P) γ(P)
γ(A) −β(A)
�
. (35)
We use here the matrix notation for the complete community, where the diagonal elements
β(P) and β(A) are matrices acting on plant indices and animal indices, respectively, the
upper right element γ(P) is a matrix going from plant to animal indices, and the lower
left element γ(A) is a matrix going from animal to plant indices. With this notation, the
notation C will denote the matrix formed with the two matrices C(P) and C(A) as diagonal
elements.
We now show that positivity of C(P) and C(A) is necessary for the stability of the
ﬁxed point. More precisely, we will show that if J is negative deﬁnite then C must be
positive deﬁnite. In order to do this, let us introduce two column vectors x = (x(P), x(A))
and y = (y(P), y(A)) (here x(P) (x(A)) denotes the projection of the vector x on the P (A)
subspace respectively), such that x(A) = γ(A)x(P), and y(P) = γ(P)y(A). These vectors have
the property that (Jx)(P) = −C(P)x(P), (Jx)(A) = 0, Jy(A) = −C(A)y(A), (Jy)(P) = 0.
Using these properties, we can see that for a generic vector z = x+ y, it holds
−(z, Jz) =
�
x(P), C(P)x(P)
�
+
�
y(A), C(A)y(A)
�
+
�
x(A), C(A)y(A)
�
+
�
y(P), C(P)x(P)
�
. (36)
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From this it is immediate to see that if J is negative deﬁnite C must be positive. In fact,
if C(P) is not positive, there is a vector such that
�
x(P), C(P)x(P)
�
≤ 0. Choosing y(A) = 0,
we ﬁnd (z, Jz) = −
�
x(P), C(P)x(P)
�
≥ 0, contrary to the assumption.
We now show that the positivity of C is also a suﬃcient condition for stability, i.e., if
C is positive then J is negative. For this proof it is convenient to rewrite the Jacobian
matrix in terms of the competition reduced Jacobian �J ,
J =
�
β(P) 0
0 β(A)
��
−I(P) �γ(P)
�γ(A) −I(A)
�
≡ β �J. (37)
where I(P,A) denotes the identity matrix in the plant (animal) space, respectively, and
�γ(P) = (β(P))−1γ(P), �γ(A) = (β(A))−1γ(A). We similarly deﬁne the matrix �C, satisfying
C =
�
β(P) 0
0 β(A)
�� �C(P) 0
0 �C(A)
�
≡ β �C , (38)
where �C(A) = I(A) −M (A), �C(P) = I(P) −M (P), and the mutualistic matrix M can be
written as
M =
�
�γ(P)�γ(A) 0
0 �γ(A)�γ(P)
�
. (39)
Since β is positive, J (C) will be positive deﬁnite if and only if �J ( �C) is positive
deﬁnite. We now proceed to show that the statements
1. The eﬀective competition matrix �C is positive deﬁnite.
2. The reduced Jacobian �J is negative deﬁnite.
are equivalent. It is crucial to note that M can be written as the square of a matrix,
M =
√
M
√
M , with
√
M ≡
�
0 �γ(P)
�γ(A) 0
�
. (40)
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Therefore
√
M and M will have the same basis of eigenvectors and their eigenvalues
will be related by λ(M) =
�
λ
�√
M
��2
. Furthermore note that the competition reduced
matrices can be written as
�J = −I +
√
M , (41)
�C = I −M . (42)
Thus �J , �C, M and
√
M can be diagonalized in the same basis, and their eigenvalues
satisfy
λ( �J) = −1 +λ(
√
M)
λ( �C) = 1 −λ(M) . (43)
If λ(
√
M) is imaginary then it must be pure imaginary since the λ( �C) are real and positive
by hypothesis. Therefore, in this case it must follow that Re(λ( �J)) < 0, so that the ﬁxed
point is stable. On the other hand, if λ(
√
M) is real, it follows that λ(M) can not be
negative. If we now assume that �C is positive deﬁnite, it follows that 0 ≤ λ(M) < 1,
which implies −1 < λ
�√
M
�
< 1 and consequently λ( �J) < 0, i.e., the ﬁxed point is
stable.
In this way, we have demonstrated that positivity of the eﬀective competition matrix
and the equilibrium biomasses are necesary and suﬃcient conditions for stability of the
weak mutualism ﬁxed points.
As a corollary, we see that if C is positive deﬁnite then λ(M) < 1, a result that was
used in a previous section.
27
244 Supplementary Materials Mutualistic Systems
27www.nature.com/nature
SUPPLEMENTARY INFORMATIONdoi: 10.1038/nature07950
Appendix B: numerical calculation
For a given mutualistic interaction network {gik} and given parameters R, S
(P) and S(A),
we can compute numerically the eﬀective competition coeﬃcient ρ(P)mut through Eq.(21),
Eq.(22) and Eq.(14), where λ1(B(P)) is the main eigenvalue of the normalized competition
matrix B(P). The corresponding maximum predicted biodiversity is given by S(P)mut =
(1− ρ(P)mut)/ρ(P)mut, and it characterizes the biodiversity of the model ecosystem. For R = 0
(pure competition) it holds that ρ(P)mut = ρ(P) and S
(P)
mut = S
(P),which can be interpreted as
the maximum biodiversity of the system in the absence of mutualism
For this computation, we use the same parameters R, S(A), S(P) for all systems. The
parameters S(A), S(P) are chosen large enough so that mutualism favors biodiversity in
all real networks, i.e., ρ(P)mut decreases with the mutualism-to-competition ratio R when
this is close to zero. The parameter R should be small enough so that all real networks
are in the weak mutualism regime (the matrix B(P) is positive for all real networks). To
eliminate the dependence on this parameter, we compute numerically the derivative with
respect to R of the relative increase in biodiversity due to mutualism, using a very small
value of R:
r(P) ≡ 1
S(P)
∂S(P)mut
∂R
�����
R=0
≈
S(P)mut
�
R, S(P), S(A), {gik}
�
− S(P)
RS(P)
. (44)
We veriﬁed that this computation agrees within the numerical precision with the analytical
calculation reported in Eq.(24).
For each model constructed from a real mutualist network {gik} we considered an
ensemble of random networks with the same number of species and the same number of
mutualistic links and diﬀerent overlap matrix nij , so that their nestedness is diﬀerent, and
we computed r(P) both for the real network and for the ensemble of random networks.
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Appendix C: Supplementary Table 1. Real networks
Pollination networks
Network Plants Animals Links Connectivity Latitude
Arroyo et al 1982 84 101 361 0.0426 Temperate
Arroyo et al 1982 43 64 196 0.0712 Temperate
Arroyo et al 1982 36 25 81 0.09 Temperate
Elberling & Olesen 1999 24 118 242 0.0855 Arctic
Elberling & Olesen 1999 31 76 456 0.1935 Arctic
Hocking 1968 29 81 179 0.0762 Arctic
Kakutani et al l990 113 315 772 0.0217 Temperate
Kato & Miura 1996 64 187 430 0.0359 Temperate
Kato et al 1990 91 679 1193 0.0193 Temperate
Kato et al 1993 90 356 865 0.027 Temperate
Kevan 1970 20 91 190 0.1044 Arctic
McMullen 1993 10 22 27 0.1227 Tropical
Mosquin & Martin 1967 11 18 38 0.1919 Arctic
Percival 1974 61 36 178 0.0811 Tropical
Primack 1983 49 118 346 0.0598 Temperate
Primack 1983 41 139 374 0.0656 Temperate
Primack 1983 18 60 120 0.1111 Temperate
Petanidou 1991 131 666 2931 0.0336 Mediterranean
Ramirez 1989 47 46 151 0.0698 Tropical
Schemske et al 1978 7 33 65 0.2814 Temperate
Herrera 1988 26 179 412 0.0885 Mediterranean
Olesen unp. 10 12 30 0.25 Tropical
Olesen unp. 10 40 72 0.18 Temperate
Olesen unp. 8 42 79 0.2351 Temperate
Olesen unp. 29 55 145 0.0909 Tropical
Olesen unp. 26 82 248 0.1163 Temperate
Inoue et al 1990 112 840 1872 0.0199 Temperate
Inoue & Pyke 1988 36 81 252 0.0864 Temperate
Eskildsen et al unp. 14 13 52 0.2857 Tropical
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Seed dispersal networks
Network Plants Animals Links Connectivity Latitude
Baird 1980 21 7 50 0.3401 Temperate
Beeheler 1983 31 9 119 0.4265 Tropical
Jordano unp. 25 33 154 0.1867 Mediterranean
Crome 1975 71 7 142 0.2857 Tropical
Frost 1980 16 10 110 0.6875 Subtropical
Guitian 1983 12 7 40 0.4762 Temperate
Jordano unp. 16 17 121 0.4449 Mediterranean
Kantak 1979 5 27 86 0.637 Tropical
Lambert 1989 25 61 511 0.3351 Tropical
Wheelwright et al. 1984 169 40 666 0.0985 Tropical
Jordano unp. 18 28 129 0.256 Mediterranean
Tutin et al 1997 19 8 75 0.4934 Tropical
Noma 1997 15 8 38 0.31367 Temperate
Sorensen 1981 7 6 22 0.5238 Temperate
Galetti & Pizo 1996 7 18 38 0.3016 Tropical
Galetti & Pizo 1996 35 29 146 0.1438 Tropical
Snow & Snow 1971 50 14 234 0.3343 Tropical
Herrera 1984 14 10 65 0.4643 Mediterranean
Silva et al 2002; unp. 207 110 1120 0.0492 Tropical
Snow & Snow 1988 11 14 47 0.3052 Temperate
Jordano unp. 3 3 6 0.66667 Mediterranean
Jordano unp. 12 4 31 0.64583 Mediterranean
Jordano unp. 8 5 26 0.65 Mediterranean
Jordano unp. 21 6 58 0.4603 Mediterranean
Jordano unp. 11 6 36 0.5455 Mediterranean
Jordano unp. 4 5 10 0.5 Mediterranean
Jordano unp. 5 4 11 0.55 Mediterranean
For the list of references of Table S1 see ref. 9.
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Supplementary figures
1. Nestedness versus connectance for the pool of simulated networks.
2. Dynamical stability: Maximum eigenvalue of the Jacobian matrix of the dynamical
equations at the equilibrium point (green line) and minimum eigenvalues of the
effective competition matrices for plants (black) and animals (red) as a function of
the mutualistic strength γ0.
3. Interspecific effective competition parameter ρeff versus nestedness for various values
of γ0 and ρ.
4. Critical interspecific competition of plants versus nestedness in the weak mutualistic
regime for facultative mutualism.
5. Structural stability, effective interspecific competition parameter and propagation of
perturbations versus network architecture (connectance and nestedness) in various
regimes.
6. Lower critical mutualistic threshold γ
(1)
0 versus the effective competition parameter.
7. Critical mutualistic threshold γ
(1)
0 and γ
(2)
0 versus nestedness and connectance, re-
spectively.
8. Structural stability ∆c versus dynamical stability γ
(1)
0 for facultative weak mutualism
with weak competition ρ = 0.05 (left) and strong competition ρ = 0.23 (right). Each
point represents a network with different connectance and nestedness.
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1 Model
1.1 Dynamical system
As in Refs. [1–3], the multi-species population dynamics is governed by the equations
1
N
(P)
i
dN
(P)
i
dt
= α
(P)
i −
∑
j∈P
β
(P)
ij N
(P)
j +
∑
k∈A
γ
(P)
ik N
(A)
k
1 + h
(P)
i
∑
l∈A γ
(P)
il N
(A)
l
. (1)
where N
(P)
i denotes the abundance of plant species i, α
(P)
i is its bare growth rate in the
absence of other species, β
(P)
ij is the direct competition matrix and γ
(P)
ik is the mutualistic
matrix, which vanishes if the link aik is absent. The equations for animals are obtained
interchanging the superscripts P and A and they will not be presented.
We adopt the so-called soft mean field model, which assumes that all equivalent in-
teraction parameters are uniformly distributed. This is the simplest assumption that
one can make without additional hypothesis. The competition parameters are uniformly
distributed within two classes, intraspecific and interspecific. We consider two scales of
biomass, Nˆ (P) for plants populations and Nˆ (A) for animal populations. The biomass scale
of competition is determined by the biomass scale of the corresponding guild, and the
intraspecific competition is chosen as 1/Nˆ , i.e. the time scale is set by the intraspecific
competition:
β
(P)
ij =
bij
Nˆ (P)
(
ρ(P) + δij(1− ρ(P))
)
, (2)
where 0 ≤ ρ(P) ≤ 1 is the interspecific competition parameter, δij is Kronecker’s delta and
bij are dimensionless numbers uniformly distributed in [1− δb, 1 + δb].
We then parameterize the mutualistic interactions as
γ
(P)
ik = aik
γ0c
(P)
ik√
Nˆ (P)Nˆ (A)
(3)
where aik is the binary adjacency matrix of the mutualistic network, the dimensionless
parameters c
(P)
ik are uniformly distributed between 1− δc and 1+ δc if aik = 1 and are zero
if aik = 0. The handling times are set to hi = H
(A) for animals and hi = H
(P) for plants.
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1.2 Feasibility condition
For each realization of the ecological interactions βij and γik, the initial growth rates α
(A)
i
are chosen in such a way that the equilibrium abundances are equal to N i > 0, which
automatically guarantees the feasibility of the equilibrium:
α
(P)
i =
∑
j∈P
β
(P)
ij N
(P)
j −
∑
k∈A
γ
(P)
ik N
(A)
k
1 + h
(P)
i
∑
l∈A γ
(P)
il N
(A)
l
. (4)
1.3 Obligatory and facultative mutualism
We define obligatory mutualism when the growth rates are always negative for animals
and positive for plants, and facultative mutualism when all growth rates are positive.
From Eq.(4), this implies that the inverse of the handling time of animals, which is the
maximum mutualistic growth rate, must be larger than the abundance loss at equilibrium
due to competition,
1
h
(A)
i
> (S(A) − 1)ρ(A) + 1 . (5)
However, hi must be limited, otherwise the equilibrium would be dynamically unstable [4],
and it produces an important trade-off between the number and the strength of mutualistic
interactions, since when the number of mutualistic interaction is large they saturate and
their effective strength is reduced. To fulfill these conditions, for obligatory mutualism we
set H(A) = 0.75/
(
S(A)ρ(A) + 1− ρ(A)) for animals and H(P) = 0.25 for plants, for which
there is not such a constraint.
Assuming that all equilibrium abundances are equal and using Eq.(3), the conditions
that growth rates are positive for plants and negative for animals translate into the in-
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equalities
γ0
√
Nˆ (A)
Nˆ (P)
∑
k
c
(P)
ik <
S(P)ρ(P) + 1− ρ(P)
1− h(P)i (S(P)ρ(P) + 1− ρ(P))
∀i
γ0
√
Nˆ (P)
Nˆ (A)
∑
k
c
(A)
ik >
S(A)ρ(A) + 1− ρ(A)
1− h(A)i (S(A)ρ(A) + 1− ρ(A))
∀i
that require that the ratio of the abundances between plant and animal populations
Nˆ (P)/Nˆ (A) must be large,
√
Nˆ (P)
Nˆ (A)
> max
γ0 max
(
d
(P)
i (1− h˜(P)i )
)
(S(P)ρ(P) + 1− ρ(P)) ,
√
Nˆ (P)
Nˆ (A)
>
1
γ0
(
S(A)ρ(A) + 1− ρ(A))
min
(
d
(A)
i (1− h˜(A)i )
)
 . (6)
where d
(A)
i =
∑
k c
(A)
ik is the weighted degree of animal i and equivalent for plants, and
h˜
(A)
i = hi/
(
S(A)ρ(A) + 1− ρ(A)) < 1. The most stringent condition is the second one,
imposed by animal growth rates. If the smallest mutualistic degree is one, the number
of animal species is S(A) = 50, the competition is strong (ρ(A) = 0.25) and the system is
in the weak mutualist regime (γ0 = 0.1) we obtain Nˆ
(P)/Nˆ (A) > 2.5 · 105. This value is
consistent with empirical estimates [5]. Nevertheless, to achieve obligatory mutualism in
a large range of parameters, we use Nˆ (P)/Nˆ (A) = 7 · 107.
1.4 Metaparameters
With these assumptions, the dynamical equations depend on the mutualistic network, in
particular its number of species S(A) and S(P) and the adjacency matrix, which we char-
acterize in terms of its connectivity and its overlap (related to the nestedness measure),
on six meta-parameters that determine the average values of the interaction parameters:
ρ(A), ρ(P), γ0, H
(A), H(P), and the ratio Nˆ (A)/Nˆ (P), on two parameters that determine the
equilibrium abundances N
(P)
and N
(A)
and, through Eq.(4), the ideal growth rates, and
5
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Parameter A B C D E F G H
S(A), S(P) 46, 47
α Facultative Obligatory
ρ(A), ρ(P) 0.05 0.23 0.05 0.23
γ0 0.15 0.05 100 0.15 10
3
N 1 100 1 1000 1
H(A) 0.1 0.23 0.066
H(P) 0.1 0.25
Nˆ (P)/Nˆ (A) 1 7 · 107
δb 0.15
δc 0.15
δN 0.15
Table 1: Metaparameters regimes presented in the figures.
on the 2 parameters δb and δc that control the broadness of the distributions of interaction
parameters, which we assume to be the same for plants and animals.
Since a systematic exploration of all combinations of meta-parameters is unaffordable,
we studied several distinct regimes whose properties are summarized in Table 1. To
reduce the number of combinations, we use the same metaparameters for plants and
animals except for the H and Nˆ parameters in obligatory mutualism.
1.5 Construction of mutualistic networks
For each set of meta-parameters we consider 125 mutualistic networks with different com-
binations of connectance and nestedness. The properties of the simulated networks are
depicted in Fig.1, where one can see that almost all networks have nestedness larger than
connectance.
The definitions of these structural properties are reported here for completeness. De-
noting by aik the adjacency matrix for plants, whose transpose is the adjacency matrix
for animals, and by d
(P)
i =
∑
k aik the degree (number of mutualistic interactions) of plant
species i, and analogous for animal, the connectance κ of the network is the number of
6
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Figure 1: Nestedness versus connectance for the pool of simulated networks. The number
of species is S(P) = 46, S(A) = 47. The observed network from which the simulated
networks are derived has connectance 0.073 and nestedness 0.149.
links L divided by all possible links,
κ =
L
S(A)S(P)
=
1
S(A)
∑
i
d
(A)
i
S(P)
=
1
S(P)
∑
k
d
(P)
k
S(A)
. (7)
We adopt the definition of nestedness ν proposed in [1], namely the average number
of shared links between species of the same group normalized such that the maximum
possible nestedness is one. It is easy to see that the nestedness is correlated with degree
heterogeneity:
ν(P) =
∑
i<j
∑
k aika
T
kj∑
i<j min
(
d
(P)
i , d
(P)
j
) = 1S(A) ∑k
(
d
(A)
k /S
(P)
)2
− κ/S(P)
1
S(P)
∑
i
d
(P)
i
S(A)
i
S(P)
− κ/S(P)
. (8)
The simulated networks are generated as follows. We start from an observed mutualistic
network with S(A) = 46 animals and S(P) = 47 plants present at Cainama, Venezuela [6],
and obtain different connectances by extracting links at random with a modification of
7
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the null model proposed by Bascompte et al [7], in which the probability that there is a
link between animal i and plant k is modelled as
pik = f
dP,obsi + d
A,obs
k
S(A) + S(P)
(9)
Networks extracted with f = 1 have an average connectance equal to the one of the ob-
served network and a degree distbution that interpolates between the one of the observed
network and the one of a random network with uncorrelated links. The average con-
nectance can be changed by modifying the parameter f . For each value of connectance,
we obtain different values of the nestedness by applying the algorithm by Medan et al. [8]
that swaps links maintaining the degree. Each swapping is selected with a Metropolis cri-
terion that enforces the target value of the nestedness. Convergence is typically achieved
after 20, 000 swaps.
1.6 Numerical experiments
Our numerical experiments proceed through the following steps: First, we set the system
at a feasible and stable equilibrium; Second, we randomly perturbate the intrinsic growth
rates, so that feasibility is not guaranteed anymore; Third, we simulate the ecological
dynamics untill a new equilibrium is reached and record extinctions if any. For each set
of metaparameters and each network, we determine the critical perturbation ∆c as the
perturbaiton such that the probability that there is at least one extinction is equal to 0.5.
These steps are briefly detailed below.
First of all, for each set of metaparameters and each network we determine the max-
imum and minimum values of γ0 such that the equilibrium is locally stable (see below).
For the weak-strong regime of obligatory mutualism the equilibrium is stable for all values
of γ0, as analytically predicted (see section 10). For each combination of metaparameters
and each one of the 125 networks, we randomly generate 50 realizations of the interaction
8
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variables bij and cik and the equilibrium abundances N i. For each realization, we deter-
mine initial intrinsic growth rates αi through Eq.(4). We then consider several values of
the perturbation parameter ∆. For each value of ∆, we generate 100 random perturba-
tions of the growth rates as αi = αi (1 + ∆ri), where ri is a random number uniformly
distributed between −1 and 1, we draw the initial condition and and integrate the eco-
logical dynamics Eq.(1) with the Bulirsch-Stoer algorithm with adaptive step [9] until a
new equilibrium is reached, considering extinct species whose abundance falls below 10−8
of the initial value. In this way, for each set of metaparameters and each network we
compute the probability that at least one species is extinct as a function of ∆. The value
of ∆c is obtained through interpolation.
2 Types of stability
There are several types of stability of the dynamical system Eq.(1). Dynamical stability
refers to perturbations in the dynamical variables Ni, and it can be can be local or global.
Local stability against small perturbations of the dynamical variables around their equi-
librium values is analytically studied considering the linearized dynamical system Eq.(10).
Global stability refers to perturbations of whatever size of the dynamical variables. Goh
has shown that, if an interaction matrix A is diagonally positive, meaning that there is
a diagonal and positive matrix D such that the symmetric matrix DA+ATD is positive
definite, then the Lotka-Volterra system defined by this matrix, 1
Ni
dNi
dt
=
∑
j AijNj+αi is
globally stable provided that the equilibrium is feasible, N i > 0∀i [12]. This implies that,
for whatever perturbation of the dynamical variable, no species will get extinct provided
that the parameters of the system allow feasibility. In this situation a more interesting
type of stability is structural stability.
A dynamical system is said to be structurally stable if its qualitative properties do not
9
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change when its parameters suffer a perturbation. If the interaction matrix is diagonally
stable, then structural stability against perturbations of the growth rates can be defined
as the maximum perturbation that maintains a feasible equilibrium. We can define in an
analogous way the structural stability with respect to changes in the interaction matrix,
but in this case we have also to test that the matrix remains diagonally positive.
3 Equivalent Lotka-Volterra system and local stabil-
ity
Close to a dynamical equilibrium, the dynamical stability for small perturbations of the
abundances is determined by the equivalent Lotka-Volterra system
1
N
(P)
i
dN
(P)
i
dt
= α
(eff,P)
i −
∑
j∈P
β
(P)
ij N
(P)
j +
∑
k∈A
γ
(eff,P)
ik N
(A)
k . (10)
The effective interaction and growth rates parameters are obtained by differentiating the
full dynamical equations (1) at the equilibrium point, and they are
γ
(eff,P)
ik =
γ
(P)
ik
(1 + zi)
2 (11)
α
(eff,P)
i = α
(P)
i + h
(P)
i
(
zi
1 + zi
)2
. (12)
zi = h
(P)
i
∑
l∈A
γ
(P)
il N
(A)
l
We see from this equation that for each species there are two regimes of parameters: weak
mutualism, in which the equilibrium mutualistic benefit is far from saturation (zi ≪ 1) and
strong mutualism, in which the saturation is reached (zi ≫ 1). The effective mutualistic
strength increases with γ0 in the weak mutualistic regime and decreases in the strong
regime, reaching a maximum in between.
The local stability of the equilibrium point can be tested from the linearized system
Eq.(10), which we rewrite as 1
Ni
dNi
dt
=
∑
j AijNj + αi. The equilibrium is locally stable if
10
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and only if all eigenvalues of the Jacobian matrix Jik = N iAik have negative real part. This
requires that the matrices γeff are small. From Eq.(11), it is clear that this happens both
for small and for large values of γ0, i.e. the equilibrium is stable if γ0 < γ
(1)
0 or γ0 > γ
(2)
0 ,
which define the lower and upper critical mutualistic strengths and the weak and strong
mutualistic regimes, respectively. We determine numerically the critical strengths for
each given network and given realization of the interaction parameters by diagonalizing
the matrix Jik, and obtain analytic insight on them using the effective competition matrix
defined below.
4 Effective competition
The effective competition matrix represents the interactions between species in the same
group, either P or A, both due to their direct interaction (in this case, competition) and
to their interaction with species in the other group (in this case mutualism). It allows to
decouple the equations for computing equilibrium abundances as
N
(P)
=
(
C(P)
)−1
p(P) N
(A)
=
(
C(A)
)−1
p(A) (13)
where the effective competition matrices C and the effective productivity vectors p are
defined as
C(A) = β(A) − γ(eff,A) (β(P))−1 γ(eff,P) , p(A) = α(eff,A) + γ(eff,A) (β(P))−1 α(eff,P) (14)
and analogous for plants [10].
4.1 Effective interspecific competition parameter
The usefulness of the effective competition matrix stems from the fact that, while the full
interaction matrix A has both positive and negative components, we expect that most
elements of the matrix C(P) and C(A) are positive in the regime in which the system is
11
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dynamically stable (for simplicity, we omit here the superscripts since the properties that
we describe are common to both matrices). In particular, we assume that the components
of C are non-negative and that the matrix is irreducible, i.e. the complete space is the
only spaces that is invariant under the action of C, so that we can apply the Perron-
Frobenius theorem [11] that states that each matrix C has a dominant eigenvalue λ1 of
order S (the dimension of the space) associated with left and right eigenvectors u1 and v1
whose elements are all positive, while all other eigenvectors have at least one negative or
complex component.
The main eigenvalue λ1 can be interpreted as the weighted average of the matrix C
with weights given by the main eigenvectors, λ1 =
∑
ij Ciju
1
iu
1
j =
∑
ij Cijv
1
i v
1
j . Although
in previous publications we normalized the effective competition matrix in such a way
that the intraspecific competition is equal to one, i.e. C˜ij =
Cij√
CiiCjj
and p˜i =
pi√
Cii
,
which is equivalent to changing the units of abundance and productivity of each species
in such a way that N˜i =
√
CiiNi, here we found that the numerical results are slightly
more accurate without this normalization. Possibly this happens because the equilibrium
abundances are chosen to be uniform, while the rescaled abundances N˜i are not uniform.
Therefore, we provide here more general equations that hold for non normalized effective
connectivity. The formulas reported in [10] are recovered as a special case when Cii = 1.
The main eigenvalue λ1 =
∑
ij C˜ijv
1
i v
1
j represents the average competition in the system,
weighting each species with weights v1. We express it in the form
λ1(C) =
(∑
i
Cii/S
)
((S − 1)ρ+ 1) , (15)
where the interspecific competition parameter ρeff represents the ratio between interspe-
cific and intraspecific competition, and is given by
ρeff =
1
S − 1
(
λ1(C)∑
iCii/S
− 1
)
. (16)
12
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Since the sum of the eigenvalues is equal to the trace,
∑
α λα(C) =
∑
iCii, 1 − ρeff is
related with the average value of the minor eigenvalues,
1
S − 1
∑
α>1
λα
(
C˜
)
=
(
1− ρeff) S∑
iCii
. (17)
The effective interspecific competition parameter plays a key role in determining the
dynamical stability, structural stability and abundance of the model ecosystem, as shown
in previous works [10,13,14] and reminded below for completeness.
5 Effective competition and dynamical stability
The effective competition matrix C provides analytic insight on dynamical stability. Di-
agonal positivity of the matrix C, i.e. the fact that we can find a positive diagonal matrix
D such that DC+CTD is positive definite, is a necessary condition for diagonal stability
of the linearized dynamical system Eq.(10) [13], which is in turn a sufficient condition
for its global stability [12], i.e. for stability with respect to whatever perturbation of the
dynamical variables N
(P)
i and N
(A)
i . Global stability of the linearized system is necessary
for global stability of the complete dynamical system, and we conjecture that it is even
sufficient, given that the non linear terms have a stabilizing effect. Furthermore, diagonal
positivity of C plus a mild symmetry condition is sufficient for global stability of the lin-
earized system [13]. We conjecture that, for the class of systems that we study, for which
the direct competition matrix is close to symmetric, diagonal positivity of C is necessary
and sufficient for global stability, which means that no species will get extinct provided
that the growth rates guarantee that the equilibrium is feasible (all N i are positive), as
Eq.(4) guarantees by construction.
Diagonal positivity is not simple to test numerically, because we have to find a suitable
matrix D or to rule out its existence. However, for the model that we simulated the inter-
action matrix is almost symmetric, since the direct competition matrices are symmetric
13
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Figure 2: Maximum eigenvalue of the Jacobian matrix of the dynamical equations at
the equilibrium point (green line) and minimum eigenvalues of the effective competition
matrices for plants (black) and animals (red) as a function of the mutualistic strength
γ0. The system is dynamically unstable when the eigenvalue of the Jacobian is positive.
Each point represents the average over 50 realizations of the interaction parameters bij,
cij and ei for one particular network with S
(P) = 46, S(A) = 47, connectance 0.073 and
nestedness 0.149, Nˆ (A)/Nˆ (P) = 1, ρ(P) = ρ(A) = 0.23.
and the mutualistic interaction coefficients are the same for plants and animals. In case of
a symmetric interaction matrix, positivity of C and not diagonal positivity is a necessary
and sufficient condition for positivity of the interaction matrix. Therefore, we conjecture
that for our model positivity of C is almost necessary and sufficient for global stability.
We tested numerically that the threshold value of γ0 obtained through the condition that
C is positive almost coincides with the threshold value obtained from the local stability
condition that Re (λ (Jik)) < 0 (see Fig.2).
14
Supplementary Material Article [MUT-2] 263
Because of Eq.(17), the smaller is ρeff , the larger is the average of the minor eigenvalues
of C and the less likely it is that the minimum eigenvalue λS is negative and the system
is dynamically unstable. Therefore, dynamical stability is inversely related with ρeff , in
particular the lower mutualistic threshold γ
(1)
0 is inversely related with ρ
eff .
6 Effective competition and structural stability
The structural stability with respect to changes in the productivities is in large extent
determined by the effective interspecific competition ρeff [10,14] (in this section, we omit
the superscripts P and A to simplify the notation). Necessary condition for all species
having positive abundance is that all productivities fulfill the inequality
η ≡ maxi
(
ηi ≡ 1− pi
v1i p
1
)
≤ S
eff
S + Seff
(
1− nc〈N〉
)
, (18)
In this section we omit superscripts to simplify the notation. Here v1 is the main eigenvec-
tor of the effective competivity matrix C, p1 =
∑
i piv
1
i is the projection of the productivity
vector onto v1 (note that the weighted average of ηi with weights (v
1
i )
2 is one) and Seff is
a natural biodiversity scale set by the effective competition,
Seff =
1− ρeff
ρeff
. (19)
If Seff/S is small (either large ρeff or large S) all of the ηi must be close to one, i.e. the
productivity vector must be almost parallel to v1, so that the feasibility condition is very
demanding and even small perturbations of the productivities can violate it.
7 Effective competition and equilibrium abundances
In the limit of vanishing Seff/S, the productivity vector must be directed along v1, pi =
p1v1i , which implies, through the equilibrium equation N = (C)
−1 p, that the optimally
15
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stable equilibrium abundances are also directed along v1:
N
(P)
i =
v1i p
1
ρeff(S(P) − 1) + 1
S∑
iCii
. (20)
Thus for large systems with large S/Seff whose productivities are strongly constrained,
the equilibrium abundances are inversely related with ρeff .
8 Critical perturbation
The structural stability of the system with respect to changes in the intrinsic growth
rates αi depends on how these changes propagate into changes of productivities and, from
them, changes in the ηi. This computation is complicated by the fact that a change
in αi modifies the equilibrium abundances, and consequently the saturation factors zi
and, through them, the effective growth rates and mutualistic interactions, Eq.(12) and
Eq.(11). Therefore, we would need to explicitly compute the perturbed abundances and
zi, which would make the feasibility condition Eq.(18) useless.
Nevertheless, we can get analytic insight by noticing that, when mutualistic interac-
tions are far or close to saturation (zi = hi
∑
l γilN l either small or large), the change
in γ(eff,P) and α(eff,P) due to a change in equilibrium abundances is small and it can be
neglected, except for obligatory mutualism (see below). Thus, we assume that the per-
turbation of growth rates does not modify γ(eff,P) and the effective competition matrix
C(P) and that the perturbed α(eff,P) is simply given by α
(eff,P)
i (∆) = α
(eff,P)
i (∆ = 0)+∆αi.
Consequently, we compute the perturbed productivity vector p(P) (α(∆)) from Eq.(14), we
project it onto the main eigenvector of the effective competition matrix and we compute
the perturbed η as
η(P)(∆) = min
i
(
p
(P)
i (α(∆))
v
(P ),1
i p
(P ),1(α(∆))
)
. (21)
Since the perturbation of the productivity is not correlated with the value of the produc-
tivity of the uperturbed system with ∆ = 0, when ∆ is large enough we expect that the
16
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minimum over i of pi(∆) only depends on ∆ and not on the unperturbed value pi(∆ = 0),
i.e.
η(P)(∆) ≈ ∆η′(P) . (22)
so that we can compute η′(P) ≈ η(P)(∆)/∆. This equation clearly fails for ∆ = 0,
since η(P)(∆ = 0) 6= 0, but it is sufficiently accurate for large ∆, and we perform the
computation at the critical value of ∆ expected for pure competition, ∆(P) = (1 −
ρ(P))/
(
ρ(P)(S(P) − 1) + 1).
Nevertheless, the assumption that we can neglect the change in equilibrium abun-
dances is not justified for obligatory mutualism. We consider the worst case of a plant
species k that is the only feeding of the animal species i. Positivity of N
(A)
i requires that
N
(A)
i =
1
β0
[
α
(A)
i +
1
hi
(
z′i
1 + z′i
)
− β0
Nˆ (A)
(S(A) − 1)ρ(A)
〈
N
(A)
〉]
> 0 (23)
where z′i = hiγ
(A)
ik N
′(P)
k is the saturation factor after the perturbation. We now assume
that the term α
(A)
i − (β0/Nˆ (A))(S(A) − 1)ρ(A)
〈
N
(A)
〉
does not change significantly from
its value before the perturbation, which can be estimated as (1/hi) (zi/(1 + zi))+
〈
N (A)
〉
,
and obtain the inequality
−β0h(A)i
〈
N (A)
〉
<
z′i
1 + z′i
− zi
1 + zi
≈ n
(P)
c −
〈
N (P)
〉
n
(P)
c 〈N (P)〉
(
1
h
(A)
i γik
)
,
where the abundance after the perturbation is the minimum plant abundance that can
maintain the animal species, n
(P)
c , and the abundance before the perturbation is the
average plant abundance
〈
N (P)
〉
. Thus, using γik = γ0/
√
Nˆ (A)Nˆ (P) we can estimate the
minimum plant abundance as
n
(P)
c
〈N (P)〉 =
1
1 + β0γ0
√
Nˆ(P)
Nˆ(A)
(h(A))
2
(〈N(A)〉
Nˆ(A)
)(〈N(P)〉
Nˆ(P)
) = 1
1 + γ0
√
Nˆ
P l/Nˆ(A)
(h(A))
2
, (24)
since we choose units such that β0 = 1 and we set the unperturbed abundances such
that
〈
N (A)
〉
/Nˆ (A) =
〈
N (P)
〉
/Nˆ (P) = 1. Putting everything together, we obtain that
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the maximum perturbation of growth rates compatible with the persistence of all species
is the value of ∆ that generates the minimum allowed perturbed η, Eq.(18), where the
critical abundance is zero in the case of animals and it is Eq-(24) in the case of plants.
Given that η = ∆η′, we find
∆(A)c =
1
η′(A)
[(
S(eff,A)
S(A) + S(eff,A)
)]
, (25)
∆(P)c =
1
η′(P)
[(
S(eff,P)
S(P) + S(eff,P)
)(
1− f (P)1
n
(P)
c
〈N (P)〉
)]
, (26)
where f
(P)
1 is the fraction of plant species that are the only connection of at least one
animal species in obligatory mutualism, and ∆c = min
(
∆
(A)
c ,∆
(P)
c
)
.
9 Propagation of perturbations
In the above formula, the propagation of perturbations η′ is numerically computed through
Eq.(22). We can predict it analytically in the same approximation used above that the
effective mutualistic interactions do not change after the perturbation. We consider rel-
ative perturbations of growth rates of size ∆, αi → αi(1 + ∆ri), where ri are inde-
pendent normal Gaussian variable. The effective growth rate is αeffi = αi + mi with
mi = (1/hi) (zi/(1 + zi))
2. Under our assumption, the mutualistic growth rate mi does
not change upon perturbation. The productivity Eq.(14) resulting from the perturbation
is also a Gaussian variable with the same mean p
(A)
i as the unperturbed productivity and
variance (
∆p
(P)
i
)2
= ∆2
[(
α
(P)
i
)2
+
∑
k
(
Gikα
(A)
k
)2]
(27)
where Gik = γ
(eff,P)
(
β(A)
)−1
. To compute the term η in Eq.(21) we still need the unper-
turbed productivity v1i p
1 ≈∑i pi/S, and we have to take into account that it depends on
18
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the effective growth rates α
(eff,A)
i = α
(A)
i +m
(A)
i . We obtain
η(∆) ≡ mini
(
pi
p1v1i
)
≈ ∆
S(P)
√(
α
(P)
i
)2
+
∑
k
(
Gikα
(A)
k
)2
∑
j
[
α
(P)
j +m
(P)
j +
∑
kGjk
(
α
(A)
k +m
(A)
k
)] (28)
This formula is complex, and we prefer to compute η′ numerically; however, it makes
clear two important qualitative points: (1) η′ decreases with the number of links in the
mutualistic network (i.e. the number of non-zero components Gik), and (2) η′ is larger
for obligatory mutualism, in which the terms α and m have opposite sign.
10 Interspecific competition and network properties
The effective interspecific competition can be analytically estimated at first order in the
effective mutualistic strengths Eq.(11), which must be small to guarantee dynamical sta-
bility. We also assume that the direct competition matrix is fully connected and described
by the mean-field matrix βij = ρ+(1−ρ)δij. Under these assumptions, the effective com-
petition can be explicitly computed. We only give expressions for plants, since those for
animals can be obtained interchanging the superscripts.
C
(P)
ij = (1− ρ(P))δij + ρ(P) − µ(P)ij
with
µ
(P)
ij =
(
γ(eff,P)
(
β(A)
)−1
γ(eff,A)
)
ij
=
Nˆ (A)Nˆ (P)
(1− ρ(A))
[∑
k
γ
(eff,P)
ik γ
(eff,A)
kj −
1
S(A) + S
(A)
0
∑
kl
γ
(eff,P)
ik γ
(eff,A)
lj
]
.
where
S
(A)
0 = (1− ρ(A))/ρ(A) (29)
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is the biodiversity scale set by direct competition. Using the approximation λ1(C) ≈
1
S
∑
ij Cij, the effective interspecific competition Eq.(16) can be computed as
ρ(eff,P) − ρ(P) ≈ 1
S(P) − 1
[
1 + (S(P) − 1)ρ(P) −∑ij µij/S(P)
1−∑i µii/S(P)
]
= ρ(P) −
∑
i6=j µij
S(P)(S(P) − 1) + ρ
(P)
∑
i µii
S(P)
. (30)
This formula shows that mutualistic interactions reduce the effective interspecific com-
petition between plants, i.e. ρ(eff,P) < ρ(P), only if the direct interspecific competition
parameter ρ(P) is smaller than the critical value ρ(P), c given by
ρ(P),c =
∑
i6=j µ
(P)
ij
(S(P) − 1)∑i µ(P)ii . (31)
We can explicitly compute the matrix µ
(P)
ij in three situations: when mutualistic inter-
actions are far from saturation for all species, close to saturation for all species, or close to
saturation for animals and far from plants, as in obligatory mutualism. Two parameters
that define the architecture of mutualistic networks, the connectance κ Eq.(7) and the
degree heterogeneity
〈(
d
(P)
k /S
(A)
)2〉
, which is related to nestedness Eq.(8), play a major
role in determining the effective competition of mutualistic networks. For simplicity in
this computations we neglect the variability of the interaction coefficients cik, and instead
of them we use the binary adjacency matrix aik.
10.1 Weak mutualism
If all mutualistic interactions are far from saturation (zi ≪ 1, see Sec.3) we approximate
the effective mutualistic strengthsas γ
(eff,P)
ik ≈
(
γ0/
√
Nˆ (A)Nˆ (P)
)
a
(P)
ik . This is valid if the
degree d
(P)
i is smaller than the value d
(P)
c = 1/ (γ0hi)
√
Nˆ (A)/Nˆ (P), and equivalent for
animals. If all species are in the weak regime, it holds
µ
(P)
ij =
(γ0)
2
1− ρ(P)
[∑
k
aika
T
kj −
d
(P)
i d
(P)
j
S(A) + S
(A)
0
]
,
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and a straightforward computation yields
ρ(eff,P) − ρ(P) ≈ (γ0)
2S(A)
1− ρ(A)
κ− F (A)〈( d(P)i
S(A)
)2〉(ρ(P) − ρ(P),c) (32)
where κ = L/(S(A)S(P)) is the connectance, with L the total number of links, 〈x2k〉 =∑
k x
2
k/S and
F (A) =
S(A)
S(A) + S
(A)
0
(33)
with S0 as in Eq.(29). F
(A) ≤ 1 is a measure of the richness of animal species with respect
to the biodiversity scale S
(A)
0 of the direct competition, and the critical competition above
which mutualism increases the effective competition is
ρ(P),c =
〈(
d(A)/S(P)
)2〉− F (A)κ2
κ− F (A)
〈
(d(P)/S(A))
2
〉 ( S(P)
S(P) − 1
)
− 1
S(P) − 1 . (34)
Comparing this equation with Eq.(8), we expect that the critical competition increases
with the nestedness. For fully connected networks, κ = 1, the mean square of the degree
distribution is one, and ρ(P),c = 1. Thus, we recover the result of [1] that fully connected
mutualistic networks always decrease the effective competition, and ρ(eff,P) = ρ(P)−γ20(1−
ρ(P))S(A)(1 − F (A))/(1 − ρ(A)) = ρ(P) − γ20(1 − ρ(P))F (A), which coincides with the result
reported in [1].
10.2 Strong mutualism
In the strong mutualism limit zi ≫ 1 the effective mutualistic interactions are approxi-
mately given by γ
(eff,P)
ik ≈ 1Nˆ(P) 1γ0(h(P))2
(
Nˆ(P)
Nˆ(A)
)3/2
a
(P)
ik“
d
(P)
i
”2 . In this regime, the mutualistic
matrix is given by
µ
(P)
ij =
1
(γ0h(P)h(A))
2
(1− ρ(A))
1(
d
(P)
i
)2
∑
k
a
(A)
ik a
(P)
kj(
d
(A)
k
)2 − d(P)i
S(A) + S
(A)
0
∑
l
a
(A)
lj(
d
(A)
l
)2
 ,
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which yields the effective competition
ρ(eff,P) − ρ(P) ≈ 1
(γ0h(A)h(P))
2
(1− ρ(A)) (35)
· 1
S(P)
∑
ik
aik(
d
(P)
i d
(A)
k
)2
(
1− F (A) d
(P)
i
S(A)
)(
ρ(P) − ρ(P),c)
wher F (A) is given by Eq.(33) and the critical competition parameter is
ρ(P),c =
1
S(P)
∑
ik
1“
d
(P)
i
”2 1
d
(A)
k
(
aik − F (A) d
(P)
i
S(A)
)
∑
ik
aik“
d
(P)
i d
(A)
k
”2
(
1− F (A) d
(P)
i
S(A)
) ( S(P)
S(P) − 1
)
− 1
S(P) − 1 . (36)
Once again, for fully connected networks it holds ρ(P),c = 1, so that mutualism always
decreases the effective competition. For sparse networks, the term at the denominator is
always positive. Using the approximation aik ≈ d(P)i d(A)k /L, we see that the term at the
numerator is proportional to
〈
d
(A)
k /S
(P)
〉−1
− F (A)
〈(
d
(A)
k /S
(P)
)−1〉
, which is negative
unless κ = 1 or F (A) is small. This implies that in the strong mutualism regime mutualistic
interactions often increase the effective interspecific competition.
10.3 Obligatory (weak-strong) mutualism
Finally, in obligatory weak-strong mutualism animals are in the strong regime and plants
are in the weak regime and it holds
µ
(A)
ij =
Nˆ (A)
Nˆ (P)
1
(h(A))
2
(1− ρ(P))
1(
d
(A)
i
)2
[∑
k
akiakj −
d
(A)
i d
(A)
j
S(P) + S
(P)
0
]
,
µ
(P)
ij =
Nˆ (A)
Nˆ (P)
1
(h(P))
2
(1− ρ(A))
[∑
k
aikajk
(d
(A)
k )
2
− d
(P)
i
∑
k ajk/(d
(A)
k )
2
S(A) + S
(A)
0
]
,
We see from this equation that the mutualistic matrix does not depend on γ0 for weak-
strong mutualism, and therefore the effective competition parameter does not depend on
22
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γ0 either,
ρ(eff,A) − ρ(A) ≈ Nˆ
(A)
Nˆ (P)
1
(h(A))
2
(1− ρ(P))
· 1
S(A)
∑
i
1
d
(A)
i
[
ρ(A)
(
1− F (P) d
(A)
i
S(P)
)
+ κF (P) −
∑
k
akid
(P)
k
d
(A)
i S
(A)
]
ρ(eff,P) − ρ(P) ≈ Nˆ
(A)
Nˆ (P)
1
(h(A))
2
(1− ρ(A))
· 1
S(P)
[(
ρ(P) + κF (A)
)∑
k
1
d
(A)
k
− S
(A)
S(P)
− ρ(P)F (A)
∑
ik d
(P)
i aik
S(A)(d
(A)
k )
2
]
(37)
The deviation from pure competition is proportional to Nˆ (A)/Nˆ (P), and therefore it is
very small.
10.4 Other ecological interactions
The computations presented above can be repeated in the same way for other types of
ecological interactions. If the two groups of species compete with each other, the sign of
the interaction parameter γ0 would be negative, however γ
2
0 would not change. Therefore,
all the results presented above also hold for competitive interactions.
On the other hand, if the two groups of species represent predators and preys, the
interaction is positive for one group and negative for the other group, so that we have
to substitute γ20 with −γ20 . In particular, the expressions for the critical mutualistic
strength remains the same, but its meaning changes: predatory iteractions reduce the
effective competition, ρeff < ρ, if the direct competition is above the critical value, ρ > ρc,
thereby exerting a stabilizing effect, and they increase the effective competition if the
direct competition is weak, ρ < ρc, which is exactly the opposite of what happens with
mutualistic interactions.
Therefore, for weak direct competition mutualistic interactions decrease the effective
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Figure 3: Interspecific effective competition parameter ρeff versus nestedness for various
values of ρ and γ0 = 0.1 (left) and 0.2 (right). If γ0 < γ
(1)
0 , the absolute value of the
difference ρeff − ρ increases with γ0 but the critical interspecific competition at which
ρeff = ρ does not depend on γ0.
competition and predatory interactions increase it, while the opposite holds for strong
direct competition.
10.5 Numerical results
We show in Fig.3 the effective competition parameter ρeff versus nestedness for different
values of γ0 and ρ. In the weak mutualism regime ρ
eff decreases with nestedness, in
agreement with the results of the previous section. The critical competition is given by
the point where ρeff = ρ. We show in Fig.4 that the critical competition increases with
nestedness in the weak mutualistic regime.
We show in Fig.5 how structural stability ∆c, effective interspecific competition ρ
eff
and propagation of perturbations η′ depend on network properties for some regimes of
parameters that are not represented in the main text.
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Figure 4: Critical interspecific competition of plants versus nestedness in the weak mutu-
alistic regime for facultative mutualism. The connectance is κ = 0.19. Computations are
performed at γ0 = 0.1, which is not expected to influence ρ
c.
11 Relation between structural and dynamical sta-
bility
Finally, we look at the relationship between structural stability and dynamical stability.
Dynamical stability is fulfilled when the mutualistic strength γ0 is below and above the
two critical mutualistic thresholds, γ0 < γ
(1)
0 and γ0 > γ
(2)
0 . Note that the two thresholds
can also be interpreted as a measure of structural stability with respect to changes of the
strength of mutualistic interactions.
As discussed above, we conjecture that γ
(1)
0 can be estimated as the minimum value
of γ0 at which the effective competition matrix has a vanishing eigenvalue. Since the
average of the minor eigenvalues of the normalized effective competition matrix is equal
to 1 − ρeff , we expect that the larger is ρeff , the smaller is γ(1)0 . This relationship is
well fulfilled numerically, comparing different network architectures (see Fig.6 and Fig.7,
where we see that γ
(1)
0 is positively related with nestedness, and the inverse of the upper
threshold 1/γ
(2)
0 is positively related with connectance). Therefore, in the regime A in
which ∆c is negatively influenced by ρ
eff , we expect a negative correlation between γ
(1)
0 ,
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Figure 5: Structural stability, effective interspecific competition parameter and propaga-
tion of perturbations versus network architecture (connectance and nestedness) in various
regimes. Top line: facultative mutualism, large equilibrium abundance, strong (left) and
weak (right) direct competition. Intermediate line: obligatory mutualism, weak mutual-
istic strengths, strong (left) and weak (right) direct competition. Bottom line: obligatory
mutualism, large mutualistic strength, strong (left) and weak (right) direct competition.
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Figure 6: For facultative mutualism, the critical mutualistic threshold γ
(1)
0 decreases with
the effective competition parameter ρeff .
which measures dynamical stability, and ∆c, which measures the structural stability with
respect to fluctuations of the intrinsic growth rates. Conversely, in the regimes in which ∆c
is mainly influenced by the propagation of perturbations, both ∆c and γ
(1)
0 increase with
the connectance of the mutualistic network and we expect that they are positively related.
This implies that the structural stability with respect to variation in the mutualistic
interactions and with respect to variations in the intrinsic growth rates go in the same
direction in these regimes (see Fig.8).
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I know all about entropy, said Adell, standing on his dignity.
The hell you do.
I know as much as you do.
Then you know everything's got to run down someday.
All right. Who says they won't?
You did, you poor sap. You said we had all the energy we needed, forever. You
said "forever".
It was Adell's turn to be contrary. "Maybe we can build things up again some-
day", he said.
Never.
Why not? Someday.
Never.
Ask Multivac.
You ask Multivac. I dare you. Five dollars says it can't be done.
Adell was just drunk enough to try, just sober enough to be able to phrase
the necessary symbols and operations into a question which, in words, might have
corresponded to this: Will mankind one day without the net expenditure of energy
be able to restore the sun to its full youthfulness even after it had died of old age?
Or maybe it could be put more simply like this: How can the net amount of
entropy of the universe be massively decreased?
Multivac fell dead and silent. The slow ﬂashing of lights ceased, the distant
sounds of clicking relays ended.
Then, just as the frightened technicians felt they could hold their breath no lon-
ger, there was a sudden springing to life of the teletype attached to that portion of
Multivac. Five words were printed: insuﬃcient data for meaningful answer.
The last question
Isaac Asimov
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