Abstract Real-world systems present a variety of challenges to the modeller, not least of which is the problem of uncertainty inherent in their operation. In this research, an Interval Type-2 Fuzzy model is applied to a real-world problem, the goal being to discover a suitable optimisation configuration to enable a search for an inventory plan using the model. To this end, a series of Simulated Annealing configurations and the Interval Type-2 Fuzzy model were used to search for appropriate inventory plans for a large-scale real-world problem. A further set of tests were conducted in which the performance of the Interval Type-2 Fuzzy model was compared with a corresponding Type-1 Fuzzy model. In these tests the results were inconclusive, though, as will be discussed there are many ways in which Type-2 Fuzzy Logic can be exploited to demonstrate its advantages over a Type-1 approach. To conclude, in this research we have shown that a combination of Interval Type-2 Fuzzy Logic and Simulated Annealing is a logical choice for inventory management modelling and inventory plan search, and propose that the bene-
Introduction
Optimising inventory levels within a supply chain is an area of ongoing interest for supply chain managers. Planning the allocation of resources within a supply chain has been critical to the success of manufacturers, warehouses and retailers for many years. Poorly managed resources result in two main problems:
(a) Stock outs, where a node within the chain is unable to satisfy the demand placed on it. (b) Surplus stock or carry over, where stock is stored from one period to the next.
The consequence of stock outs is lost sales, and potentially lost customers. Surplus stock results in added cost of storing stock and the possibility of stock losing value as it becomes obsolete. Holding some surplus stock is advantageous however; safety stock (stock held as contingency) can be used in the event of an unexpected increase in demand or to cover lost productivity.
Various degrees of uncertainty are present in the different data sources used in supply chain management. This uncertainty is exacerbated in demand forecasts by applying methods of analysis which have varying degrees of inherent uncertainty within themselves. Furthermore, other data that is often used in resource planning such as transportation and other costs, customer satisfaction information, etc. is also uncertain. Therefore, Fuzzy Logic and especially Type-2 Fuzzy Logic (T2FL) are particularly appropriate for this problem. While traditional (or Type-1 (T1)) Fuzzy Logic (T1FL) has successfully been used many times for modelling supply chain operation (e.g., Petrovic et al. (2008) and Aliev et al. (2007) ), T2FL has been shown to offer a better representation of uncertainty on a number of problems (e.g., Hagras (2004) and Karnik and Mendel (1999) ) as it is able to retain more information about uncertainty and, unlike T1, represent the linguistic uncertainty and multiple perceptions of realworld terms. Both of these advantages are particularly appropriate to the problem of inventory management. The authors believe that T2FL offers a better method of representing the uncertainty within a supply chain, and that its advantages can be beneficial to supply chain managers. In this research an Interval Type-2 Fuzzy Logic (IT2FL) model is used, as it benefits from some of the advantages of T2FL, while incurring considerably less computation.
The search spaces involved in inventory management are often very large even for a relatively simple problem. As such, it is often not possible to carry out an exhaustive search to find a resource plan; a more efficient method needs to be selected. To address this, Simulated Annealing (SA) is evaluated for the task of finding appropriate resource plans in this work. Initially, Evolutionary Algorithms (EAs) and hybrid methods were also considered, however, early testing showed that these methods were not able to achieve results comparable to SA, which then this became the focus of the research. This method is able to search a large solution space, without the need to evaluate a high proportion of the possible solutions. One difficulty in using SA is the identification of an appropriate configuration, as it presents a significant configuration space. Here, a series of SA configurations were evaluated for this purpose using the IT2FL model mentioned previously as a cost function.
This paper is structured as follows: Section 2 contains background information on Fuzzy Logic, SA and related work in the problem domain. Section 3 provides an overview of the real-world test scenario that is being tackled and Section 4 gives details of how the chosen method is being employed to this end. Section 5 describes the experiments that have been conducted, along with the results. Finally, Section 6 considers the conclusions that can be drawn from the work, and what form future work might take.
Preliminaries
This section will provide an introduction to the techniques that have been used in this research, and a look at related existing work in the literature.
Fuzzy Logic
Traditional fuzzy logic (Zadeh, 1973) , also referred to as 'Type-1 fuzzy logic', is based on fuzzy set theory (Zadeh, 1965) which extends classical (or crisp) set theory. In a crisp set, boundaries are sharp, an element either belongs to a set or it does not. With fuzzy sets an element may belong to one or more sets to a varying degree. In Mendel (2001) a fuzzy set F is described as:
"...a generalization of a crisp set. It is defined on a universe of discourse X and is characterized by a membership function µ F (x) that takes on values in the interval [0, 1] . A membership function provides a measure of the degree of similarity of an element in X to the fuzzy set."
A common example when considering the difference between crisp sets and fuzzy sets is that of classifying people by height (e.g., Klir et al. (1997) ). With crisp sets we might say that a person over 190cm is tall, and anyone under this height is short. Figure 1a shows how these crisp sets might look. If a person is 189cm, this classical set definition would classify them as short as they are under 190cm, a human however would probably still call them tall as they would be almost indistinguishable from someone who is 190cm tall. Clearly, these two crisp sets are not adequate for describing whether a person is tall or not, as the boundary creates a situation where a very small difference in height can result in a completely different classification. Fuzzy sets allow us to represent these uncertain boundaries by using varying degrees of membership, usually in the range [0, 1] . In this case, for example, a person who is over 190cm could belong to the set tall to the degree 1 and the set short to the degree 0. Then, if a person who is 189cm is to be classified, they might be tall to the degree 0.99 and short to the degree 0.01 (the membership grades do not have to add up to 1). As we move down the height scale, individuals would have a lower degree of membership to the set tall and a greater degree of membership to the set short. Figure 1b shows how the fuzzy sets short and tall might look.
Type-2 Fuzzy Logic
Later in this section (see Section 2.3) it will be shown that previous work using fuzzy logic to model inventory planning problems has been limited to T1FL (e.g., Petrovic et al. (2008) , Aliev et al. (2007) and Wang and Shu (2005) ). However T1 fuzzy sets represent the fuzziness of the particular problem using a 'non-fuzzy' (or crisp) representation -a number in [0, 1] .
As Klir and Folger (1988) point out:
"..it may seem problematical, if not paradoxical, that a representation of fuzziness is made using membership grades that are themselves precise real numbers."
This paradox leads us to consider the role of Type-2 (T2) fuzzy sets as an alternative to the T1 paradigm. T2 fuzzy sets (Mendel and John, 2002) 
and later added (Mendel et al., 2006) :
This definition provides an extra dimension over that seen in a T1 fuzzy set, making a T2 fuzzy set 3D. In a Generalised T2 fuzzy set (GT2), the secondary membership functions are T1 fuzzy sets. The area in the primary domain covered by a T2 fuzzy set is called its 'footprint of uncertainty' (FOU), this is the union of all primary memberships. In an Interval Type-2 (IT2) fuzzy set, the FOU is representative of the whole set, as all secondary memberships are equal to 1. Figures  2a and 2b show how the IT2 and GT2 fuzzy sets short and tall might look.
The authors go on to list four sources of uncertainty that are present in the real-world, that are not represented by T1 fuzzy systems (Mendel and John, 2002 ):
1. The meanings of words that are used in the antecedents and consequents of rules can be uncertain (words mean different things to different people). 2. Consequents may have a histogram of values associated with them, especially when knowledge is extracted from a group of experts who do not all agree. 3. Measurements that activate a T2FL system may be noisy and therefore uncertain. 4. The data that are used to tune the parameters of a T1FL system may also be noisy T2 fuzzy sets address these problems by offering added degrees of freedom that may provide a more complete model of uncertainty.
In John and Coupland (2007) the authors state that: "The more imprecise or vague the data, then type-2 fuzzy sets should offer a significant improvement on type-1 fuzzy sets."
They then suggest that while T1FL can be used to represent the linguistic uncertainty associated with words, the perception of words (i.e., what words mean to different people) can be better represented with T2FL.
T2 fuzzy sets have been widely used in a number of applications (see John and Coupland (2007) and Mendel (2007) for examples), and on a number of problems T2FL has been shown to outperform T1FL (e.g., Hagras (2004) and Karnik and Mendel (1999) ). T2FL is able to represent uncertainty better by retaining more information and, unlike T1, is able to represent linguistic uncertainty and varying perceptions of realworld terms. Both of these advantages have applications in the type of model presented here. Supply chain operation contains a great deal of uncertainty which can benefit from the extra dimension of fuzziness offered by T2FL. Also, the use of words can provide a more natural interface for supply chain managers allowing them to describe numerical information linguistically.
Optimisation
A wide variety of optimisation techniques have been used to search for solutions to operations management problems. This section will provide an overview of SA as this is the method we have used in this study. The goal in this work is to find an inventory plan, not to optimise the model itself. Some work has been done regarding the use of optimisation methods to design 2011)) however, optimising the sets themselves is not appropriate for this problem, as there is no ground truth and therefore no basis for comparing one set of fuzzy sets with another. Also, the sets are constantly being created and deleted, there is not a fixed set of fuzzy sets used in the model. In this work we do not optimise the sets; we use an IT2 fuzzy model as a cost function for evaluating potential inventory plans.
Simulated Annealing
SA (Kirkpatrick et al., 1983 ) is inspired by a real-world phenomenon, in this case the heating and cooling (annealing) of metals to reduce defects. An initial solution is created, then a neighbouring solution is selected and compared with it. The probability of the algorithm accepting the neighbour as the current solution is based upon a parameter value 'temp' (representing the temperature) and the difference in quality between the two solutions. The higher the value of 'temp', and the closer it is to the current solution, the more likely it is that the algorithm will accept an inferior solution (that is, one with a lower fitness value). The process is then repeated using the selected solution as a starting point. Over the course of a run 'temp' is gradually reduced making it less likely that an inferior solution will be accepted. SA has been successfully applied to a number of optimisation problems. For example, in Garibaldi and Ifeachor (1999) SA was used to tune a fuzzy Umbilical Acid-Base assessment model for determining information about a newborn infant's health, and Tang (2004) conducted a series of experiments that show SA to be a good choice for optimising a production/inventory system. Melouk et al. (2004) and Bouleimen and Lecocq (2003) use SA to solve production scheduling problems. The SA algorithm used in this research is detailed in Section 4.3
Resource Optimisation with Fuzzy Models
A number of research projects have explored the use of optimisation techniques and T1FL models, to search for good solutions to manufacturing and inventory problems. The nature of these problems means that there are no direct methods of calculating an appropriate solution, and the solution spaces are so large that a method that evaluates all possible solutions is prohibitive. To perform a search for ideal solutions in this situation, we can look to the stochastic search methods considered for this paper: EAs and SA. In this section we will look at how EAs and SA have been used in existing research work.
EAs are a popular method of optimising fuzzy resource models. In Aliev et al. (2007) a T1 fuzzy system was used with a GA to model a supply chain. The GA searches for a configuration that maximises profit, while meeting a target service level (percentage of customer orders satisfied) specified by the user; fuzzy sets were used to describe costs, returns, production capacities, storage capacities and forecasts. The proposed fuzzy method, and a crisp method were compared. The crisp system was unable to produce a feasible configuration if the actual demand was lower than the forecast demand. In contrast, the fuzzy model presented was robust and able to cope with fluctuation in demand and production capacity with little impact on profitability.
A similar approach was presented by Wang and Shu (2005) . T1FL was used to represent customer demand, processing time and delivery reliability; a GA found order-up-to levels which were used to decide how much stock should be ordered (what level to 'order-up-to') in the next time period. The system attempted to find the configuration that incurred the minimum cost. An optimism-pessimism index was set by the user and passed to the system. When optimistic, the model assumed the best case scenario for material response time. A pessimistic attitude presumed the worst. The results showed that more pessimistic strategies increased the service level, reducing the sales lost through stock outs, and incurring higher inventory holding cost as more stock was kept. More optimistic strategies resulted in a drop in service level and an increase in sales lost, though the cost of holding inventory was also reduced. Fayad and Petrovic (2005) carried out work using a T1FL job scheduling model with a GA to find nearoptimal solutions. In this case, a real world example (a printing company) was used to demonstrate the model. Fuzzy sets were used to describe due dates, processing times and the level of customer satisfaction. The experiments described show that the GA was able to find good solutions.
Earlier work by Sakawa and Mori (1999) also described a method of scheduling jobs that have a T1 fuzzy due date and processing time. A GA was used to find schedules. The GA took into account the similarity of the solutions in a given population. When the initial individuals were created they had a similarity of 0.8 or less to ensure diversity. It was shown that ensuring diversity in this way led to the GA finding an optimal solution on more occasions than a GA without a similarity measure. In testing, the GA was shown to work well, finding solutions with a large correlation between the processing time and the due date. For comparison, a SA process was used, the GA was shown to consistently outperform the SA method. Not only were the solutions better, but the results were more stable. The variance in the best solutions found with SA from test to test was much larger than that of the GA. The computation time for the GA was also shown to be faster.
Problem Scenario
In this section the problem that was tackled is described. The data set was provided by one of the industrial partners, Unipart Expert Practices Ltd.
The supply chain consists of three tiers, in the first is a manufacturing distribution centre based in Newquay, and the second contains distribution centres in Stockport (England), Dublin (Ireland) and Orléans (France). The final tier contains customers spread over the UK, Ireland, France and Spain.
Early testing with the model showed that it was not possible to use the whole test scenario for evaluation purposes because of the size of the problem. For these experiments, a subset of the whole problem containing 100 customers and 100 products was chosen, this reduced problem is still considerably larger than any of the fuzzy inventory models seen in the literature (see Table 2 ). The customers were evenly distributed among the three distribution centres in the second tier, and the products were chosen to represent those stocked at all three distribution centres. An overview of the test scenario used can be seen in Table 1 . 
Cost values
The aim of the research is to find an inventory plan for this scenario using the IT2 model and SA. In order to calculate the cost of a potential plan, the following values are used.
(a) The cost of setting up an order is called the batch cost. This represents the cost of administration, setting up any machines that are required, and picking the items for dispatch. There is a flat fee for each batch (that can vary by node) which is charged once at each warehouse for the production of a particular item for a particular customer. (b) Products have a production cost. The total production cost for each batch is calculated by multiplying the number of items by the production cost. (c) Transport cost represents the cost of carrying an item between nodes and customers. The product of the transport cost and distance gives the overall transport cost for a batch of product. (d) A holding cost is charged if a product is kept at a node for more than one period. The cost is calcu-lated by taking a specified percentage of the purchase price of the goods held, for items carried over from one period to the next. The purpose of the charge is to represent the cost of storing items, the depreciating value of stock and the losses incurred by tying up capital in unsold stock. (e) A stock out cost is charged for the shortfall of a product in a particular period. In this model we make the assumption that the end customer is always provided with an item. If it is not in the warehouse, it is obtained at purchase price from a competitor. The stock out cost is the sum of the value of items that had to be purchased. To discourage discovery of solutions that have a shortfall of stock, a stock out penalty is added by taking the product of the stock out cost and a multiplier provided by the user. Stock out penalty is applied to all but the final echelon, which supplies the end customer. In the final echelon, service level is used to determine how good a solution is. To administer a stock out penalty as well would be to penalise a solution twice for the same shortfall, leading to the SA algorithm being pressured to find solutions that satisfy 100% of customer demand, regardless of the service level required by the user. (f) To discourage solutions that do not meet service level requirements, a service penalty is added to the cost of poor solutions in proportion to a solution's distance from a specified target service level. Service level is calculated by taking the percentage of customer demand that is completely satisfied. To measure satisfaction the fuzzy sets for the current stock level and the forecast are compared. An agreement index is calculated by looking at where the sets intersect, or is set to 1 if the inventory level exceeds the forecast. As stated before, stock out penalties are not applied here. It may appear that a more satisfactory solution would be to simply measure service level throughout the chain and not use stock out penalties. However in practice applying service penalty throughout the model results in SA finding solutions in which the nodes within the chain place little or no orders on each other, enabling solutions to achieve a good service level without satisfying a significant amount of customer demand. Stock outs need to be charged within the chain however, else SA finds solutions in which only the final echelon before the customer supplies any product.
Additional data
It became clear early on in the research that some values were missing from the data set that had been provided, and the missing data proved to be unavailable for our experiments. To remedy this, a number of methods were agreed with the industrial partner to generate the data, while maintaining the integrity of the data. The data did not state which distribution centre supplied each customer; as stated previously, customers were served by one fixed distribution centre. To deduce the supply relationships, the products being demanded by each customer were examined. The distribution centre that supplied the most of these was then assigned to the customer. Products that appear in the forecast but were not listed as supplied by any distribution centre were allocated to the distribution centre of the customer demanding the product and given a lead time, minimum order quantity and unit of order that were an average of all products listed. For the Newquay and France distribution centres, there was some information missing regarding lead times; after discussing this with our industrial partner, the missing information was taken from the Stockport distribution centre. Capacities, minimum order quantities and order quantities were not explicitly given in the test data; to derive these, the forecast was examined, and the smallest order (capped at 1,000) for a product at a node was used to represent both the minimum order quantity and order quantity. For Newquay, the minimum orders and units of order were calculated by multiplying the Stockport numbers by 35, which is in line with the demand that it could reasonably expect. The capacities were set to 20 times the minimum order quantity. A flat batch cost of £100 was applied across all distribution centres. Table 2 shows various aspects of the problem being tackled in this work, the proposed solution, and those of other projects described in the literature. Though these are all different problems, with different models (and therefore not directly comparable), the table does illustrate the difference in size of the problem being tackled in our research.
Comparison

Proposed System
This section will focus on the model that has been created and the implementation of the optimisation methods that are used. 
Model
The proposed model represents the interaction of nodes within a multi-tier supply chain. Figure 3 provides an example of a typical supply chain. In each tier (or echelon) there are one or more nodes that supply the subsequent tier with one or more products, and receive stock from the preceding tier. The first tier receives goods from an external supplier which for the purpose of these experiments is assumed to have infinite capacity, the final tier supplies the customer. Below the first tier, capacity is limited by node and product. If the external supplier were not able to supply 100% of the first tier's requirements, the external supplier would need to become part of the model, allowing us to represent the limitations of their supply. Customer demand is provided by a forecast which is given to the model at run-time. This forecast represents the demand placed upon the final tier in the supply chain. Tiers above this can see their own demand by looking at the suggested inventory levels in the succeeding tier, as they will be required to supply these items.
In order to use the model, the following information must be provided:
-Number of echelons (not including the end customer) -Number of nodes in each echelon -Number of end customers -Number of products -Number of periods -Service level required (as a percentage of orders filled completely)
-Capacities for each product at each node (amount that can be produced in one period) -Lead time (in periods) for production/supply of each product at each node -Minimum order and unit of order quantities for each product at each node -Initial stock levels for each node -Distance between nodes in successive echelons -Forecast of customer demand -Suggested inventory levels -Costs including:
-Batch cost -Production cost -Transport cost -Holding cost (as a percentage of purchase price) -Purchase price This information is provided using a series of .csv files, which are loaded into the model before it is executed. As will be shown in Section 4.1.1 some of these values are represented using IT2 fuzzy numbers to account for the uncertainty they present. Using this information the model will calculate the cost of the given resource plan as shown in Equation 1 where F (x) is the fitness of the solution x and:
-T = total number of periods to be evaluated -I = total number of inventory locations -b = batch cost -p = production cost -tr = transport cost -h = holding cost -s = stockout cost -sr = service level -tsr = target service level
The resource plan is provided by the SA algorithm, and takes the form shown in Section 4.3.
Interval Type-2 Fuzzy Numbers
In this model, IT2 fuzzy numbers (represented using IT2 fuzzy sets) are used to represent some values, and fuzzy arithmetic is used to calculate costs using a method seen in Kaufmann and Gupta (1985) and Hamrawi and Coupland (2009) . Fuzzy sets are represented using a series of α-cuts, each set is an array of pairs of intervals. Each pair shows the area of values in x covered at a particular value of µ, the first interval is the left hand side of the set, and the second the right. Operations on the IT2 fuzzy sets are performed at the interval level, corresponding intervals (at the same µ) are taken from two sets, the operation performed and the result stored in a third fuzzy set. Four interval level operations were required to compute the fitness of solutions as shown in Equation 1; sum, subtract, multiply and maximum intersection.
Algorithms 1, 2, and 3 describe the addition, subtraction and product processes respectively where: -x = first IT2 fuzzy number -y = second IT2 fuzzy number -z = resulting IT2 fuzzy number -x i = i th pair of intervals in x -y i = i th pair of intervals in y -z i = i th pair of intervals in z -at = temporary interval a -bt = temporary interval b for each i in I: Expressing variables in this way offers supply chain managers the means to state the uncertainty associated with a particular variable, and their confidence in their appraisal, this is not possible when using a T1 system without discarding some of the information.
In order to produce an output that can be applied to a real-world supply chain, some of the IT2 fuzzy numbers need to be defuzzified. Defuzzification is the process of taking a fuzzy set and deriving a crisp value from it. To do this, the Karnik-Mendel method (Karnik and Mendel, 2001 ) is used. This is a widely used method that finds an interval representing the centroid of an IT2 fuzzy set. The interval can then be used to obtain a crisp number by finding its centre.
In the literature, other than the author's previous work (e.g., ), fuzzy systems that address inventory management problems have been restricted to T1FL systems that represent relatively small supply chain networks. This work proposes that such an approach limits the value of a model, and that T2FL may provide a better solution. IT2FL has been used because it is computationally cheaper than general T2FL as it restricts the additional dimension, referred to as the secondary membership function, to only take the values 0 or 1. We believe that the extra degree of freedom offered over a T1FL model will allow a better representation of the uncertain and vague nature of data used in supply chain management. All of the data in the real-world scenario is crisp, to reflect the uncertainty in the data some values were fuzzified. The following values were represented using IT2 fuzzy numbers.
For each of these values we can use the linguistic term 'about n', e.g., forecast demand of product a for customer b in period c may be 'about 200'.
The forecast was fuzzified using a primary and secondary fuzzification factor, a primary fuzzification factor of 10% of the value (representing uncertainty) and a secondary fuzzification factor of 2% of the value (representing confidence) were chosen for the forecast. For these experiments the values chosen are somewhat arbitrary, though the primary fuzzification value should be larger than the secondary fuzzification value. The primary fuzzification factor creates the principle membership function (which can be thought of as a T1 set that the IT2 set is based around), and the secondary fuzzification factor is used to produce the FOU. Larger or smaller values can be chosen to reflect an expert's opinion of the margin of error of a forecast and their confidence in their opinion.
Inventory Plan Optimisation
The purpose of these experiments is to evaluate the performance of a set of optimisation configurations.
Initially, EAs, SA and a hybrid method were chosen to conduct the search for inventory plans as these have been shown to work well in previous experiments using earlier versions of the model, and simpler problems than the one used in this research. In Miller et al. (2009) experiments were performed with 5 methods: EAs, SA, the Great Deluge Algorithm (GDA) and hybrids of an EA and SA and an EA and the GDA. The results of the experiments showed that SA was able to find the best inventory plans, but that by combining an EA with SA, comparable costs could be achieved in less than half the time. Subsequent work in showed how varying the configuration of an EA with variable mutation and uniform crossover could improve results gained using the method. In this paper, a large-scale real-world problem is modelled, presenting additional problems (e.g., scaling issues) during optimisation. This work focuses on discovery of an ideal optimisation method and configuration for use with such a problem.
In preliminary experiments however, it quickly became apparent that the EA and hybrid algorithm (a combination of EA and SA) were performing significantly worse than SA. For this reason, we chose to focus our work on the SA algorithm.
Simulated Annealing Implementation
In this implementation, SA consists of the following components:
(a) The representation used to describe potential resource plans is a three dimensional matrix of inventory levels. The following pseudocode describes the array.
float PLAN[Periods][Nodes][Products]
Each element of the matrix contains a floating point value (between 0 and 1) representing the number of items held in a time period, by a source node of a particular product. For example if
held a value of 0.5, this would indicate that in period 1, node 2 is holding 50% of its capacity of product 25. Using the capacity in this way limits the values that can be created, it is not possible to overload a node. In addition to this values are restricted by minimum order quantities, and order quantities. For example, there may be a minimum order quantity of 500 for a particular product, and then orders restricted to 100s above that (e.g. 500, 600, 700, 800 etc.). (b) The initial solution is randomly generated, containing only valid inventory levels between the minimum order quantity and the capacity, in units that comply with valid order quantities.
(c) Fitness is evaluated using the IT2FL model described. A solution's fitness is judged by the cost and service level achieved, Equation 1 describes how this is computed. For those solutions that meet the service level requirement specified by the user, the fitness is the cost of the solution; for those that do not a penalty is added to the cost as discussed in Section 4.1. This encourages SA to find low cost solutions, that meet a target service level. (d) Selection of a new solution is based on its fitness and the current temperature. If the perturbed solution is better than the current solution it is selected, if it is not, then its distance from the current solution and the temperature are used to produce a probability of selection. The closer it is to the current solution, and the higher the temperature, the more likely it is to be selected. (e) Perturbation takes a selected solution and then replaces a variable amount of elements with other valid values to create a child. Elements are selected for replacement at random, the number of changes is decided using a fitness ranking proportionate method similar to roulette wheel selection, the difference being that the chance of selection is rank proportionate rather than fitness proportionate. For example, in a population of 100, the individual ranked 1st is twice as likely to be chosen as the individual ranked 50th. In this case, it means that it is more likely that a smaller number of perturbations will be chosen, though it is possible that a large number will be made. (f) Temperature is reduced after a given number of iterations with improvements have passed, or if a number of iterations without improvements (usually less) have passed. The reduction is made by subtracting the decrement value from the current temperature. (g) Termination of the algorithm occurs when the temperature reaches zero.
Experimental Methods
Three stages of experiments have been conducted, these are:
1. Identification of a suitable configuration (Section 5.1) -The size of the problem prohibits the running of in-depth tests on a range of configurations. This initial set of experiments aims to discover a configuration that can be used in further, more extensive tests, in a reasonable time frame. 2. Performance evaluation (Section 5.2) -Once we have a suitable configuration, we will perform a more extensive set of sets to evaluate the performance of SA and our IT2FL model on the real-world problem that has been selected. 3. Comparison with T1 system (Section 5.3) -The final set of tests will use the SA configuration found in the first stage to search for inventory plans using a corresponding T1 model. The purpose of this stage is to identify differences in performance between T1 and IT2, and decide whether one model can be said to be better than the other for this problem.
Identification of a suitable configuration
The first stage of testing aimed to identify an appropriate area of the configuration space that was suitable for further experimentation. It was shown in Miller et al. (2009) that SA setup is entirely dependent upon the problem domain, so the temperature and the rate of decrement were varied. In all tests 100 iterations were allowed to pass with improvements and 50 iterations without improvement before the temperature was reduced by the decrement value. Table 3 shows the base configuration used. In this first set of tests, configurations of SA were explored; the configurations can be seen in Table 4 along with the results. For these exploratory tests, time was a factor; only a single test was executed for each configuration. Early tests showed that runs took a very long time to complete with the test scenario. It was also with time in mind that the configurations have been chosen, far fewer individuals were evaluated than in previous work in order to allow these preliminary tests to be completed within a reasonable time frame. Configurations were chosen to result in a comparable number of evaluations in each, to avoid a situation where more and more iterations were performed. When a suitable configuration was discovered for this problem, longer tests were executed to take advantage of multiple runs.
Results
The best results came from in test 3 when a starting temperature of 25,000 was used, Table 5 shows the attributes of the plan found. It was promising that less than 1% of the total cost was incurred through stockouts. As should be expected, the majority of the cost was production/procurement costs. Holding cost, however, was a concern, in this plan as 29.4% of the total cost came from holding stock in warehouses. This suggests that too much stock was being allocated to the warehouses. As stated before, this can result in products losing value and means that capital is unnecessarily tied up in stock. For seasonal products, it can mean that stock is being held while it is out of season. In all subsequent tests in this stage, the result produced using the configuration in test 3 was never bettered. This is the configuration that was used in the next stage of testing for a more extensive look at performance.
Performance Evaluation
With the best configuration found in the first stage, extra tests were completed. Table 6 shows the setup used, where stalls refers to the number of iterations that were allowed to pass without improvement. In all, 30 tests were run with differing random seeds. The purpose of these tests was to give a more complete picture of the performance of the model and optimisation with the settings found, enabling a comparison with a corresponding T1FL system in the next stage of testing. Table 7 provides a summary of the results.
Results
The results showed that there was a spread of £40,183,616 between the most expensive and cheapest solutions found. In real terms this represents a significant amount, though, relative to the costs themselves the best is just 6.4% cheaper than the most expensive; along with the standard deviation, this suggests that that SA is finding relatively stable solutions. In the next stage of testing, a corresponding T1 fuzzy system was compared with the IT2 system to see if there was any difference in the results, and whether one system could be said to be better than the other. 
Comparison with T1 System
In this stage a T1 system was created that represented how the IT2 system would be, if it were implemented using T1FL. To create a T1 system, the intervals in the IT2 system were reduced to zero width eliminating their FOUs. Both IT2 and T1 tests use the same model, because of this, their execution times are the same as the computation is not reduced for the T1 version of the model. The tests performed in Stage 2 were run again. The purpose of these tests was to see the difference made by using IT2 over T1, and whether it could be demonstrated that one approach worked better than the other. Table 8 provides a summary of the results.
Results
The results appeared to be similar on first inspection. The cost of solutions found by the T1 system were marginally more expensive, and had slightly more deviation. A range of £43,756,032 existed between the cheapest and most expensive solutions found; the best was 7% cheaper than the worst. The attributes of the resource plans found in the best of the T1 and IT2 tests are provided in Table 9 , in both cases 99.9% of customer demand was satisfied. Analysing the best solutions it is apparent that the solution found using the T1 model saved money by achieving lower production and stockout costs, but incurred higher holding costs. The best solution was found using T1 fuzzy logic, however, on average the IT2 solutions were slightly better, and more stable. We can speculate as to the reason for the difference in results, for example, a likely explanation seems to be that the extra uncertainty afforded by the IT2 model leads to a smoother cost function, this could potentially result in less variation between results, as the 'steps' are smaller. However, the resulting cost of a solution is not necessarily an accurate guide to the quality of a solution. It may be possible to produce a model that results in the discovery of a cheaper solution; however, if these solutions do not produce the same results in the real-world then the quality of the solution is in doubt.
The next step was to examine the results to ascertain whether there were any significant differences between the T1 and IT2 tests. Table 10 shows the absolute value of the mean difference between tests, the standard deviation of differences, the maximum and minimum differences (where the IT2 results are subtracted from the T1 results), and the test statistic and two-tailed p values produced by performing a ttest on the two sets of results with α=0.05. The ttest is used to test the hypothesis that there is no difference between the means of two samples of data. A test statistic and a p value are produced that can be used to determine whether the mean difference between two samples of data is statistically significant. Typically (and in this case) a p value of less than 0.05 is taken as evidence of there being a statistically significant difference between the two sets of data. The Test Critical Two Tail column shows the value that the test statistic must be greater than in order to be statistically significant. In this test it was shown that neither a p value of less than 0.05, nor a test statistic greater than 2.05 (test critical) were produced. From this, it was deduced that there was no appreciable difference between the mean results of the T1 and T2 tests. When considering reasons for this we should note that the IT2 fuzzy sets were created in a symmetrical manner, that is, by taking a T1 set and shifting the boundaries. It may be that in this case the approach taken has resulted in an IT2FL system that is roughly equivalent to the T1FL system it was compared with, reducing the advantage IT2FL can provide. To tackle this shortcoming, an approach that aims to model the actual uncertainty in the data (which is significantly more complex), rather than applying a uniform uncertainty should be adopted. By doing this, the extra information that the model represents would be based only on actual information provided by the user, providing a more accurate description of uncertainty.
One possible view is that this is a positive result with regard to the fact that the IT2FL model has the advantages that IT2FL brings, while matching the performance of a T1 model. In Section 6, the meaning of these results is considered in more detail, and courses of action for fully exploiting the advantages of T2FL are proposed.
Conclusion
A large-scale real-world case study was collected from a UK supply chain design and management consultancy, and a series of experiments was conducted to discover a suitable method and configuration to determine nearoptimal resource plans using an IT2 fuzzy supply chain model. The tests showed that using the model, SA was able to find realistic solutions to the real-world scenario, satisfying 99.9% of customer demand. As the algorithm was guided purely by the model, this suggests that the IT2FL model is a valid representation of the problem. If this were not the case, they may have been guided towards solutions that were unfeasible. However, all of the tests gave results with high holding costs, showing that there are some limitations that could be considered in additional research. The size of the problem tackled posed problems for the algorithm used, this led to the algorithm being restricted in order to allow them to run in a reasonable time, on the hardware available, limiting performance. Future work could look at how resource plans could be encoded to reduce the resources required to process them.
In an extra set of tests comparing the IT2 system with a corresponding T1 system it was demonstrated that there was no statistically significant difference in the results produced. On reflection, perhaps this is not surprising. Uncertainty was applied in a symmetrical, uniform manner; in reality, the uncertainties involved are much more varied and complex. To address this IT2FL (or T2FL) should be used in a way that takes advantage of its strengths. Using an IT2 approach to this problem allowed the user to specify both the uncertainty of supply chain variables, and their confidence in their assessment. This was then represented without compromising the information gathered, unlike a T1 approach. Further to this, a generalised T2 methodology could allow the representation of the uncertainty and confidence levels associated with a group of experts opinions (as seen in Wagner and Hagras (2010) ) while preserving all of the information gathered including where there was agreement, something not possible in an IT2 approach. Although some work has been done here, further exploiting these advantages could form an important part of future work with the model. These improvements would thoroughly demonstrate the advantage of the method chosen over using T1FL, as correctly modelling words and maintaining all information from a group of experts, can only be achieved at this level using T2FL. This makes T2FL a logical choice when modelling systems that contain a great deal of uncertainty, as we can produce a more complete model of the uncertainty present.
