Abstract: This paper uses synchronization as a tool for further validating a circuit (HR-PWL circuit) recently proposed in the literature and based on a piecewise-linear (PWL) approximation of the Hindmarsh-Rose (HR) neuron model. The accuracy of the single neuron hardware implementation has been already validated through bifurcation analysis tools. Here, the synchronization behavior of networks formed by HR neurons is simulated and compared to that of companion networks of PWL neurons, with the purpose of validating the HR-PWL circuit also from a collective behavior point of view. In the considered cases, the neurons are connected either by linear diffusive or by nonlinear sigmoidal coupling, with different topologies. The analysis is based on the Master Stability Function approach and is verified by extensive numerical time-domain simulations. The synchronization properties of the PWL neuron networks turn out to be qualitatively very similar to those of the companion HR networks, confirming the validity of the proposed hardware-implemented neuron.
Introduction
The general problem of studying the behavior of relatively large networks of neurons and modeling/emulating such networks involves several disciplines such as biology, neuroscience, physics, mathematics, computer science, and electronics.
Beside a number of more or less sophisticated software neuron models proposed in the scientific literature [1] and the availability of software simulators [2, 3] , a completely different approach has attracted the attention of many scientists: the hardware implementation of neurons and of neuron networks.
However, circuit implementations of neurons (see, e.g., [4] [5] [6] [7] and references therein) exhibit behaviors only partially similar to those of real neurons. Furthermore, it is not trivial to tune the circuit parameters in order to tailor the circuit behavior to specific neuron behaviors. Recently, a new promising hardware realization of a neuron based on a piecewise-linear (PWL) approximation of the Hindmarsh-Rose (HR) mathematical model [8] has been proposed in the literature [9] . Starting from the original HR model, a PWL model and then its electronic implementation (henceforth called HR-PWL circuit) have been obtained by applying a PWL approximation/synthesis technique [10] [11] [12] . The same technique can be applied to implement any (at least in principle) nonlinear dynamical system described by a continuous ODE (Ordinary Differential Equation) system. The (simulated) dynamics of a single PWL model has been verified to be qualitatively and quantitatively very similar to that of the corresponding HR model [9] . Moreover, the circuit implementation of a single neuron is now available and has been proved to agree with the performed software simulations [13] . Even if this artificial neuron is too complex to be used in large networks, its more biologically plausible behavior makes it useful for implementing smaller (with few up to tens of neurons) but more specialized networks, such as central pattern generators. Furthermore, its interesting tuning capabilities allow the researcher, with the aid of experimental bifurcation diagrams [13] , to change its behavior to get the desired dynamics.
The next step would be the hardware implementation of small networks of neurons. The main advantage of a hardware realization is its intrinsically parallel structure. Besides, hardware neuron networks can be interconnected either among them, to realize more complex networks, or with real neuron networks [14] . However, before going on, it would be desirable to have reasonable evidence that the considered HR-PWL circuits, beside accurately mimicking the behavior of an isolated HR neuron, continue to behave properly also when interconnected to form a network.
Generally, synchronization is considered one of the best way to explore the collective behavior of networks [15] . Indeed, many works highlight the importance of synchronization among neurons as a way of communicating, processing information [16] , and filtering noise [17] . As a consequence, to prove the feasibility of networks formed by HR-PWL neurons, in this paper we compare (by software simulations) the synchronous behavior of companion networks having the same topology and built using as neurons respectively: (a) the PWL model used for building the HR-PWL neuron and (b) the HR neuron model. The key idea is that i) the behavior of a single HR-PWL circuit is accurately described by the corresponding software PWL model, allowing to infer the behavior of a real hardware network from computer simulations and that ii) similar values of critical parameters in the synchronization and desynchronization processes should be observed if the companion networks are qualitatively equivalent.
To examine a large number of possibilities, a simple and effective tool exists, namely the Master Stability Function (MSF) [18, 19] . Basically, the matrix describing the connections in the network is diagonalized, obtaining uncoupled systems, and the stability of the synchronous state is studied as a function of the resulting eigenvalues. This approach permits to separate the contribution of an isolated neuron from that of the network topology, to get synchronization conditions for a large variety of network topologies.
We expect to obtain similar behaviors (in particular, transitions between stable and unstable synchronous states) for identical topologies (i.e., similar eigenvalues) and similar control parameters.
Some preliminary results were presented in [20] , in the case of linear diffusive coupling. In this paper, after briefly recalling the underlying theory, we first examine and give more extensive results (1); left, bottom: first state variable x(t) for a typical trajectory of (1). Right, top: typical trajectory of the same system, using the PWL approximation (4); right, bottom: first state variable x(t) for a typical trajectory of (4).
in the case of linear diffusive coupling. Then, we extend our analysis to the other interesting case of nonlinear sigmoidal coupling. The obtained results show that the synchronization properties of the HR networks are preserved in the companion PWL networks. At last, these results are validated through extensive time-domain simulations.
The paper is organized as follows. Sections 2 and 3 summarize the considered neuron models and the MSF approach, respectively. In Sections 4 and 5 we apply the MSF to the study of the synchronization properties of networks with two different synaptic couplings. Finally, in Section 6 we draw some conclusions.
The Hindmarsh-Rose model and its PWL approximation
In this Section, we present briefly the HR neuron model and describe its PWL approximation.
The HR model
The HR model is one of the most widely studied parametrized three-dimensional systems of ODEs that arises as a reduction of the conductance-based Hodgkin-Huxley neuron model [21] . Its success comes from both its simplicity and its ability to qualitatively capture the three main dynamical behaviors displayed by real neurons, namely quiescence, tonic spiking and bursting. The HR model is described by the following set of nonlinear ODEs with polynomial nonlinearity
where x represents the membrane potential in a biological neuron, y is a recovery variable, z an adaptation variable, and μ, s, x 0 are constants. The parameters b and I allow one to switch between different asymptotic behaviors. Moreover, I represents an external input membrane current. Parameter values such that a single neuron exhibits a bursting behavior are given by μ = 0.01, s = 4, x 0 = −1.6, b = 2.96 and I = 2.5. These values will be used in the rest of the manuscript. We show in Fig. 1 , left panel, a typical trajectory and its first state variable x(t), obtained by numerically integrating (1) starting from random initial condition and discarding the transient.
To set the proper notation when considering networks of identical neurons, let
T be the state of the i-th neuron in the network (i = 1, . . . , N, superscript T denotes transpose); the equations governing the system evolution are, with i ∈ {1, . . . , N},
A ij is the generic element of the adjacency matrix (A ij = 1 if nodes i and j are connected, 0 otherwise). The coupling h(·) is on variable x and in general is nonlinear. Then, h(x j ) is a function defining the synaptic coupling among neurons. As mentioned in the introduction, in this paper we examine two kinds of coupling: linear diffusive coupling [22] and sigmoidal coupling [23] .
The PWL model
We now consider a model of bursting neurons derived from Eq. (2) by approximating the nonlinear part of the vector field on the right-hand side with PWL functions [9] . This model turns out to be particularly well suited for hardware implementation [10, 11, 13] . The approximation is obtained with respect to x and b, in order to use b as a control parameter also in the circuit implementation of the model. The PWL approach we use is based on an a priori domain partition through a simple type-1 triangulation called simplicial partition.
T , we may call
the compact domain over which the approximation is defined. Each dimensional component v i of the domain S is subdivided into m i sub-intervals of amplitude (q i − p i )/m i . By approximating the nonlinear part of the HR vector field through a basis of PWL functions
where M = Figure 1 , right column, shows a typical trajectory and its first state variable x(t), obtained numerically integrating the ODE system (1) approximated according to (4) , starting from a random initial condition and discarding the transient. As a consequence, the PWL model for the i-th neuron in a network of N identical neurons becomes
Model identification
For a given basis of functions {ϕ}, the PWL model identification consists in obtaining the coefficients {w} that minimize the distance between f andf according to a given metrics.
Since we deal with continuous real functions, we refer to the metrics induced by the usual inner product for L 2 spaces of real functions, i.e., This inner product induces the norm
where · denotes the Euclidean norm in R n , and dS = dx 1 · · · dx n . According to the method described in [12] , to derive the vector fieldf aiming to preserve the dynamical properties of the original system, a proper functional F can be defined whose minimization yields an optimum set of coefficients w * to be used in the approximation.
The functional F can be defined as follows:
where is a positive constant. As discussed in detail in [12] , the term F 1 usually measures the distance between the original vector field, f , and the approximated one,f , over the domain S in terms of the norm specified in Eq. (7); the term F 2 is tailored to the original system and takes into account its salient dynamical features. In other words, the minimization of F 1 tends to provide approximations of the vector field almost uniformly accurate all over the domain, whereas the minimization of F 2 forces the approximating vector field to be particularly accurate over some significant subsets of the domain. The regularization parameter balances the effects of the two terms. It should be noticed that, according to the definition off , the functional F (f ; ) is actually a cost function E(w(m); ) dependent on the real vector w of the PWL approximation coefficients, the scalar real parameter , and the integer vector m, whose components m i define the simplicial partition of the domain. Moreover, by fixing the domain partition m and the regularization parameter , the cost function E depends on w only, and the optimal weight vector w * can be obtained by solving a linear algebraic system of M equations obtained by imposing ∂E ∂w = 0 [12] . In other words, we can say that the weights are the parameters of the optimization, while the number of subdivisions and the coefficient are hyper-parameters, since for every set (m; ) there is a corresponding optimal set of weights w * . Then, in order to estimate the optimal values also for the hyper-parameters, we resort to a second cost function (henceforth called quality factor) Q(w * (m; )) to be minimized with respect to m and . The quality factor must be defined to take into account some of the main features of the original system, such as relevant bifurcation curves.
To summarize, the minimization of E(w(m); ) which is intrinsically a mixed-integer problem, can be split into two subproblems, one concerning only real variables -to minimize E(w(m); ) for fixed values of m and -and a mixed-integer one -to minimize Q(w * (m; )) for a fixed (optimal) value of w * . To perform this two-stage optimization, we have used a genetic algorithm, since its classical binary representation of solutions allows one to codify mixed-integer problems. The approximation we have used to obtain the results shown in this paper is the simplest one presented in [9] , which is suitable for circuit implementation and where m 1 = 7, m 2 = 1 (then, M = 16) and = 0.034. We refer the reader interested in the PWL approximation to papers [9, 12, 25] and references therein. We just remark that parameters and hyper-parameters are chosen using a genetic algorithm [25] and that only the hyper-parameter m (i.e., the number M of weights) affects the corresponding circuit.
The Master Stability Function method
We briefly summarize the MSF approach developed in [18] to study identical synchronization in networks of coupled oscillators. To highlight the main ideas, we start with a general formulation, which has to be slightly modified to be used for the two particular cases of interest in the present work.
We consider a network of N identical systems, whose state is ξ i ∈ R Q (i = 1, . . . , N). The evolution of the global system is described by the following set of equations:
where g s is the overall coupling strength and A ij is the adjacency matrix describing the network. We look for conditions on the matrix g s A = {g s A ij } in order to obtain identical synchronization among the subsystems, i.e., in order to get
For the synchronous manifold described by Eq. (10) to be invariant, we need the row sum of A to be constant, j A ij = k, ∀i = 1, . . . , N, where k is the so-called connectivity degree of the network.
The master stability equation/function approach [18] permits to separate the contribution of the identical isolated cells from that of the topology of the network to infer synchronization conditions. More precisely, a linear transformation is applied to the variational equation of system (9) on the synchronous manifold described by Eq. (10) to decompose it in N uncoupled systems with evolution given by ξ = f (ξ) + g s kh(ξ)
where n = 1, . . . , N, Df (ξ) and Dh(ξ) are the Jacobian matrices of f (ξ) and h(ξ), respectively, and (α 1 + i β 1 ), . . . , (α N + i β N ) ∈ C are the eigenvalues of g s A. We restrict our study to symmetric coupling, then all the eigenvalues of the coupling matrix are real. Henceforth, we assume the following ordering for the real eigenvalues:
Moreover, denoting the product g s k as η, it turns out that α 1 = η [24] . The motion along the eigendirection corresponding to α 1 is the motion on a linear manifold tangent to the synchronous manifold, so in order to study its stability we can focus on the remaining eigenvalues, which take into account the orthogonal modes. Since the N systems of Eq. (11) are uncoupled, we can drop the index and call Λ(η, α) the maximum Lyapunov exponent of system (11) . This is called the MSF and can be numerically evaluated by using, for instance, the algorithm proposed in [26] . A given coupling scheme described by a symmetric adjacency matrixĀ and coupling strength g s determines a valueη and a spectrumᾱ 1 , . . . ,ᾱ N . If these values are such that the previously computed MSF gives Λ(η,ᾱ n ) < 0 for all 2 ≤ n ≤ N , then the considered coupling scheme will lead to a locally stable synchronous manifold, as all the small variations perpendicular to the synchronous manifold will fade exponentially. 
Results with linear diffusive coupling
In this Section we describe the results obtained for networks of linearly coupled neurons for different topologies. The linear synaptic coupling is usually adopted to model the so-called gap junctions [22] . Some partial results were presented in [20] (see, for example, Fig. 4 and related results). We report them for completeness, with some developments (see, for instance, Fig. 3 ). Moreover, we add an example with a network characterized by a small-world topology [27] , as a more realistic scenario than the already considered 2-ring and fully connected networks.
To check if synchronization is achieved, we resort to the Global Quadratic Error (GQE), defined as
. . , y N (t)] T , and z(t) = [z 1 (t), . . . , z N (t)] T and with std(x(t)), std(y(t)), and std(z(t)) denoting the standard deviation of the sequences x(t), y(t), and z(t), respectively. If the network reaches identical synchronization at time t 0 , then e
2 (t) = 0 for any t ≥ t 0 , as this condition implies that the dispersion is zero in each of the three dimensions. As a figure of merit for this behavior, we use the time average of the GQE e 2 (t):
We approximate (13) with a time average over an interval large enough after the initial transient has been discarded. More precisely, we used t 0 = 10 4 , T = 2 · 10 3 , and sampling time Δt = 0.1.
MSF for HR and PWL models
As stated in Section 2, we set the parameters to values which lead to a bursting behavior in both the HR and PWL models [9] . In the diffusive linear case, the coupling between neuron j and neuron i is just (x j − x i ) and then Eq. (9) takes the following forṁ
where L is the Laplacian matrix associated to the network:
where deg(i) is the degree of neuron i, i.e., the number of incoming connections. Given this peculiar formulation, we have three important consequences: (1) the row sum of L (that is k) is always zero, no matter the number of inputs a neuron has; (2) the MSF Λ(η, α) is just a function of α, which we indicate as Λ(α); (3) the motion on the synchronization manifold is governed bẏ
and so it is equal to that of an isolated neuron. In Fig. 3 . To achieve identical synchronization, we must have α < −0.5 approximately, in both cases. To validate this result we consider 3 kinds of networks of 100 neurons: a two-nearest-neighbors ring (2-ring), a fully connected network, and a network with a small-world topology obtained by applying the rewiring procedure described in [27] .
2-ring topology
In the case of the 2-ring, the coupling is given by 
Fully connected topology
In the case of the fully connected network, the matrix L is described by
for i, j = 1, . . . , N, then the eigenvalues of L are γ 1 = 0, γ 2,...,100 = −100. The condition to obtain identical synchronization is again g s γ 2 < −0.5, namely g s > 0.5/100 = 0.005.
Small-world topology
In the case of the small-world topology, the Laplacian matrix L has no compact expression, but we give a pictorial representation of the nonzero entries in Fig. 5 . The eigenvalues of this matrix are γ 1 = 0, γ 2 = −0.0283, . . . , γ 100 = −6.2286. The condition to obtain identical synchronization is g s γ 2 < −0.5, which gives g s > 0.5/0.0283 ≈ 17.68. 
Time-domain simulations
We considered three networks of 100 neurons -with the same coupling matrices previously describedto confirm the obtained results. In Fig. 6 , the averages e 2 of GQE for different values of g s for the 2-ring (upper panel), the fully connected network (middle panel), and the small-world network (lower panel) are shown. Again, solid (dashed) line plots refer to networks of HR (PWL) neurons. Each vertical dashed gray line highlights the critical value found with the MSF approach for each of the three cases, and indeed there is an abrupt decrease of the mean value e 2 for g s on the right of these critical values. It is worth noticing that, in all simulations, when synchronization is achieved, there is a significant difference in the values of the average GQE for HR or PWL neurons: in the latter case, the mean GQE is always around 10 −8 , a value which seems to constitute a "boundary" that the GQE for PWL networks cannot break. At present, we are not able to give a rigorous explanation to this phenomenon, but we believe that it may be linked to the non-smoothness of the PWL model. However, we remark that this value is sufficient to achieve identical synchronization, as can be seen in the lower-right panel of the raster plots shown in Fig. 7 . Figure 7 provides further qualitative comparisons between the HR network (left column) and the PWL network (right column) with 100 neurons in networks with the small-world topology described in Fig. 5 . The raster plots show the variable x(t) (coded by a gray level) for the 100 neurons (with random initial conditions) in each network: darker gray levels correspond to the presence of spikes. The three rows correspond to three different coupling strengths: g s = 0 (upper row), g s = 5 (middle row), g s = 30 (lower row). The vertical patterns in the third row evidence that, after a transient, synchronization on an identical state is achieved in each network. 
Results with sigmoidal coupling
In this Section, we consider a network of N neurons, in which the coupling is modeled as a static sigmoidal nonlinear function with a threshold:
where x is the membrane potential of the presynaptic neuron, and the parameter values are ν = 6 and θ v = −0.25. This kind of coupling is usually adopted to model chemical synapses [23] . By applying the PWL technique, we could approximate also this nonlinear function, but it depends on one variable only and can be circuit implemented as described in [28, 29] : therefore, for the simulations we use the original sigmoidal function.
The evolution of the i-th neuron in the network is then governed by a slightly different version of Eq. (2):ξ
where i = 1, . . . , N, V s = 2 (i.e., all synapses are excitatory), ξ = [x, y, z] T and U (ξ) = [u(x), 0, 0] T . For the synchronous state to be invariant, as stated in Section 3, it is required that j A ij = k for each i. The Master Stability Equation associated to system (19) is, in matrix form (for details see [30] )
where n = 1, . . . , N, α 1 + i β 1 , . . . , α N + i β N are the eigenvalues of g s A ij , and
As stated above, we restrict our study to symmetric coupling, then all the eigenvalues of the coupling matrix are real (α 1 ≥ α 2 ≥ . . . α N ) and the greatest one is equal to η = g s k. Since the N systems of (20) are uncoupled, we can drop the index n and study the maximum Lyapunov exponent of
which is now a function of α and η = kg s . The behavior on the synchronous state is governed bẏ
and hence depends on the parameter η, differently from the linear diffusive case. Here, the synchronous state may be different from that of an isolated neuron and η can be seen as a bifurcation parameter, because it can change the qualitative behavior of the synchronous state [30] .
In Fig. 8 (left plot) the sign of the MSF for the HR model for different values of η and α is represented: light gray indicates a negative value, white indicates positive values or a zone which cannot be reached, as α has to be lower than or equal to η [24] . The solid black line denotes the change of sign of the MSF. The right plot displays the same information for the PWL model. The two plots are, albeit not identical, similar; moreover, and more important, they lead to nearly identical critical values. To check and validate these plots, we consider fully connected networks of N = 11 and N = 21 neurons, and networks of N = 9 neurons connected with a 2-ring topology. The small-word topology of Section 4.1.3 is not considered. Indeed, its synchronization properties cannot be estimated resorting to the Master Stability Function approach when the coupling is nonlinear, as the degree is not guarantee to be the same for every node. Each topology determines the value of k and the spectrum γ 1 , . . . , γ N . Then, changing the coupling strength g s corresponds to moving on the parametric curve η = kg s and α = γ 2 g s , namely on the line α = (γ 2 /k)η. In Fig. 8 , we plot three such lines, corresponding to the three configurations studied.
For the fully connected configuration, the spectrum of the adjacency matrix is γ 1 = N − 1, γ 2 = . . . = γ N = −1 and the degree of each neuron is N − 1. The value of η where the straight lines α = −η/(N − 1) (lower dashed lines in Fig. 8) cross the boundary where the MSF changes sign determines a critical value η * : for coupling strength g s such that η > η * , the fully connected network synchronizes. From Fig. 8 we see that the critical value is η * ≈ 1.5 for both the real and the approximate neuron and for both N = 11 and N = 21. In the first case (N = 11), it means that Fig. 8) cross the boundary where the MSF changes sign determines a critical value η * : for coupling strength g s such that η > η * , the 2-ring network synchronizes. From Fig. 8 we see that the critical value is η * ≈ 1.65, so that the critical value for the coupling is g s ≈ 0.83. Time domain simulations confirm this result: in Fig. 9 (lower panel), the means of the GQE against different values of g s are plotted for the case of 2-ring network. The vertical dashed gray line highlights the critical values found with the MSF approach for the two cases, and again there is an abrupt decrease of the mean of GQE when g s crosses these values both for the real (solid line) and the PWL (dashed line) networks. As a further qualitative comparison, in Fig. 10 we plot with different colors the waveform of the first state variable (namely x(t)) of the neurons in networks of N = 11 elements, with a fully connected topology and g s equal to 0.05 (left panel) and 0.17 (right panel). The MSF method predicts that synchronization is achieved only in the second case, and visual inspection of the waveforms confirms the result. Moreover, note the different behavior of the systems as η varies.
Conclusions
We used synchronization as a tool for validating the PWL approximation of HR neuron model also when a collective behavior is concerned. Due to its generality, the MSF approach was used to get the critical parameter values for synchronous states in a variety of network topologies, focusing on diffusive and sigmoidal coupling. The obtained results show that the considered PWL networks exhibit collective properties similar to the original HR counterpart, giving credit to the possibility of using the considered HR-PWL circuit (and more generally the PWL approximation synthesis technique) for building artificial bio-inspired networks.
