For the nonlinear classes of filters based on the median archetype, e.g. stack, Weighted Order Statistics (WOS), morphological filters the techniques exploiting recursiveness of embedded structures were not used yet.
INTRODUCTION
The linear filtering literature is very reach in techniques used for exploiting the recursiveness of the model parameter estimates for embedded structures.
approximations, the recursive in order structure plays a significant role in improving the efficiency of the estimation algorithms which would otherwise require a high computational effort.
For the stack type nonlinear filters the "order" of the filter can be defined as the parameter(s) which characterize the shape of the processing window around the current sample while the set of parameters, which can be modified when the shape of the window is fixed, will be called model parameters. These algorithms fall
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We investigate here the algorithmic aspects of setting in an embedded structure the problem of optimal nonlinear Boolean and stack filter design in the threshold domain. We also give examples showing the solution of optimal structure selection problem which can be seen as a side benefit, virtually with no extra-cost, of the current optimal design recursive in order procedures.
OPTIMAL BOOLEAN FILTER DESIGN
We elaborate here on the procedure presented in [5], [6] for computing the cost coefficients associated with the MAE of the signals modelled by a Markov chain.
The number of operations required for computing the cost coefficients c N , N , with the fixed order algorithm is 0(2"n2), while using the order recursive algorithm we will obtain all the cost coefficients fS : Q -+ {0,11 ; S(t) = f"(q(t + N c ) )
The following vectors will be used in the sequel (note that all vectors will be underlined):
The limiting probabilities of the Markov chain, E = [x(ql), x ( q 2 ) , . . . , ir(qn)lT, result as the solution of the system n (3)
and correspond to the stationary probability distribution of the states of the MC model. The structure of the filter is determined by the processing window of the filter, which will be denoted by
(the subscript 1 : m will be used to specify the length, m, of the vector, while the subscript k will specify the k-th entry of the vector). 
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for all integers i = 0,. . . , 2m -1. The solution of the embedded problem will be shown to be more effective than solving individually each optimal problem, due to the order recursive procedure for the cost coefficients, which is the main computational task in deriving the optimal filters.
In order to derive recursive formulas, some auxiliary variables will be introduced (which are similar to standard variables used in Hidden Markov Model estimation algorithms 
which can be used to compute the cost coefficients as follows which is a straightforward restating of (7) (1 denotes the vector having all the entries equal to 1). The following notation will be useful for stating the recursions for the auxiliary variables: 
(logic coincidence function between the vector 2 and the binary scalar b E (0, l}), and we will denote The proof is omitted due to space limitation. Now let us group in matrices the auxiliary vectors for all integers i = 0, . . . ,2" -I and similarly define Then straightforward computations lead to the formulas presented algorithmically in Table 1 . This algorithm exploits the "right concatenation" recursive structure of the processing window gl:m+l = kl :,b] used in (13). Since a recursion similar to (13) can be obtained for "left concatenation" structures, various algorithms can be obtained, using combinations of the right and left enlarging of the processing window (which will correspond to different descending paths in the tree in Table 2 .
OPTIMAL STACK FILTER DESIGN
The cost coefficients found using the algorithm in Table l can now be used to design the optimal stack filter using the stacking matrix concept presented in [4]. The modular and recursive in order structure of the stacking matrix can be efficiently combined with the stages Table l to obtain a procedure which is recursive-in-order for stack filter design.
STRUCTURE SELECTION USING THE RECURSIVE IN ORDER PROCEDURES
There is an intensive effort in solving theoretically the problem of best structure selection for embedded structure in the signal processing area. The basic rationale under most of the methods proposed is to combine the performance criterion which must be minimized at each order stage of the optimal design (criterion which is obviously decreasing with the increase of the "order") with a penalty term which is increasing with the order. This is also equivalent to finding a way to evaluate when the decrease in the performance criterion is too small to justify the increasing of the cost due to the use of a larger filter structure.
We illustrate by means of an example the ease of structure selection when using the fast order-recursive procedures.
In Table 2 we show the performance criterion for embedded structures starting from a window of size 3 samples around the central sample and ending with structures having 7 samples. It is obvious that the best structure for the optimal filter is (5,3) (5 samples, the current sample in the middle), because enlarging it, no increase in the performance cost can be gained, in the case of stack filters.
The saturation effect in increasing the size of the window is obvious. Also it is interesting to note the effect on the criterion value caused by the position of the current pixel inside the processing window. 
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