Diminishing natural gas resources has increased incentive to develop cleaner
Introduction
The increasing demand for clean energy in a world with decreasing natural gas resources has focused recent attention on developing power generation turbines to operate alternative fuels such as coal-derived synthesis gas ͑syngas͒. Projects funded by the U.S. Department of Energy have set goals to achieve 45-50% efficiency and near-zero emissions from integrated gasification combined-cycle ͑IGCC͒ power plants by 2010 ͓1͔. One of the major disadvantages of using alternative fuels is that they contain impurities that become entrained in the hot gas path of the turbine. Even with modern systems capable of filtering particles larger than 10 m, impurities from the fuels combined with impurities from the air can amount to 2 tons of ingested material in 8000 h of operation for a utility gas turbine ͓2͔. Because of the high operating temperatures, pressures, and velocities that exist in gas turbines, the particulate matter deposits on turbine component surfaces. These turbine surfaces are highly dependent on sophisticated external cooling methods, such as film cooling, to prevent thermal fatigue. Deposition can increase surface roughness and in some cases block film cooling holes on first stage vane and endwall surfaces where cooling is most critical.
Little is known about the effects of particle deposition on turbine cooling because deposition is a complex process involving a three phase flow: solid and molten particles being convected by the hot gas exiting the combustor. In addition, the turbulent mixing between a coolant jet and the mainstream crossflow make deposition near film cooling holes a challenging process to predict. With a better understanding of deposition on cooling, new strategies can be developed to mitigate the negative effects of deposition on cooling.
The objective of the current study is to develop a method to simulate deposition and observe its effects on film cooling as it evolves. Infrared ͑IR͒ thermography was used to measure wall temperatures to characterize adiabatic effectiveness as particles deposited in the vicinity of a row of film cooling holes at various momentum flux ratios. This paper describes the methods associated with simulating gas turbine particle deposition in a low speed wind tunnel. A discussion of the adiabatic effectiveness results and their relationship with deposition will then be presented.
Review of Relevant Literature
After the oil embargo of 1973, interests were focused on developing alternative fuels for gas turbines. The foundation was laid for research related to deposition, erosion, and corrosion ͑DEC͒ in turbomachinery between the early 1970s and the early 1990s before the focus shifted toward optimizing natural gas fueled plants.
Research conducted during this time period explored the dominant mechanisms of particle delivery to turbine surfaces that include inertial impaction, turbulent diffusion/eddy impaction, Brownian diffusion, and thermophoresis ͓3͔. Dring et al. ͓4͔ conducted an analytical study to determine the nature of particle trajectories through turbine airfoils based on applied drag forces alone. They found that the trajectory of a particle is primarily dependent on the Stokes number, St k , as defined in the nomenclature. Dring et al. ͓4͔ determined that particles having Stokes numbers less than 0.1 followed fluid streamlines, while particles with Stokes numbers greater than 10 impacted airfoil surfaces. In an earlier study, Friedlander and Johnstone ͓5͔ proposed that deposition involving particles with St k Ӷ 1 is associated with eddy impaction because of turbulent diffusion in near wall regions.
Hamed et al. ͓3͔ utilized a particle delivery model to determine the relative rates of delivery for each of the dominant deposition mechanisms. The model showed that turbulent diffusion was the dominant delivery mechanism for particles smaller than 1 m and was enhanced by eddy impaction as the particle size increased. As particle size increased further, inertial impaction became the dominant mechanism for delivery. Hamed et al. ͓3͔ found that, in general, delivery rate decreased as particle size decreased. Below 0.1 m, where Brownian diffusion is the dominant delivery mechanism, deposition rate remained constant.
Multiple studies have been conducted to explore the effects of gas temperatures and surface temperatures on particle deposition. Wenglarz and Fox ͓6͔, Walsh et al. ͓7͔, Richards et al. ͓8͔ , and Wenglarz and Wright ͓9͔ all conducted studies relating deposition sticking mechanisms to gas and surface temperatures.
Wenglarz and Fox ͓6͔ conducted DEC experiments using coalwater fuels in a small scale turbine combustor. They observed that deposition rates increased with an increase in gas temperature. They attributed these increased deposition rates to the increased fraction of molten particulate that existed at elevated gas temperatures. Walsh et al. ͓7͔ studied the deposition of bituminous coal ash on a heat exchanger tube and observed the sticking process over time. They found that, initially, only molten particles would stick to the clean surface solidifying soon after deposition. As the thickness of the deposition increased, the temperature of the deposition surface exposed to the hot gases became hot enough that it remained sticky allowing both molten and solid particles to deposit. They found that, eventually, the rate that incoming particles deposited on the surface equaled the rate that particles detached because of erosion from incoming particles. Richards et al. ͓8͔ studied the deposition of bituminous coal ash in a reactor specifically designed to measure deposition at different gas and surface temperatures. They determined that a decrease in gas temperature increased ash particle size and resulted in increased sticking fraction. Richards et al. ͓8͔ also determined that increasing surface cooling decreased sticking fraction when particles were small enough to be sufficiently cooled by the thermal boundary layer prior to impaction. In their study, evaluating alternative fuels for gas turbines, Wenglarz and Wright ͓9͔ concluded that the gas temperature relative to the melting temperature of an entrained particulate was the relationship that best determined the sticking probability of particles that deposited by inertial impaction. This means that molten particles are more likely to stick to a surface than solid particles.
The idea of shifting to alternative fuels has led to numerous studies related to the effects of deposition on cooling effectiveness. Highlighted here are a few studies conducted to determine the effects of idealized deposits on endwall film cooling. Goldstein et al. ͓10͔ simulated roughness using cylindrical elements, which were sized and located based on turbine blade inspection. They measured a 10-20% decrease in wall effectiveness caused by roughness at low blowing ratios and a 40-50% improvement in effectiveness caused by roughness at high blowing ratios.
Bons et al. ͓11͔ measured surface roughness and generated detailed three-dimensional maps of in-service turbine components. They found that deposition created surfaces made up of random combinations of peaks, valleys, and plateaus. In regions downstream of film cooling holes, they observed a periodic distribution of furrows suggesting that coolant jets prevented deposition in the wakes of holes.
Cardwell et al. ͓12͔ and Sundaram et al. ͓13͔ simulated uniform roughness on a film-cooled endwall using sandpaper. Cardwell et al. ͓12͔ found that roughness caused a decrease in cooling effectiveness at high blowing ratios. They attributed the decreased effectiveness to coolant jet separation caused by a roughness induced thicker boundary layer. In a later study, Sundaram et al. ͓13͔ conducted a study to determine the effects of deposition on endwall film cooling near the leading edge of an inlet guide vane. In addition to the sandpaper, Sundaram et al. ͓13͔ manufactured deposits of ideal shapes and sizes based on measurements made by Bons et al. ͓11͔. Sundaram et al. ͓13͔ found that when placed downstream of leading edge cooling holes, small deposits actually enhanced cooling effectiveness by 25% because of the jet interaction with the idealized deposit.
There have been few studies that have attempted to accomplish the task of actually simulating the process of particle deposition. Jensen et al. ͓14͔ operated the Turbine Accelerated Deposition Facility ͑TADF͒, which was designed to simulate deposition in an accelerated manner. By increasing the concentration of particulate matter in the hot gas path, they could simulate 10,000 h of turbine operation in a 4 h test. The deposition simulation was carried out by injecting particles into a natural gas combustion process. The particle-laden exhaust gases impacted onto a removable coupon that could be analyzed following testing. The simulation methodology was validated using scanning electron microscope and x-ray spectroscopy analyses, which showed similarities to deposits found on actual turbine hardware.
Bons et al. ͓15͔ studied the evolution of deposition over time in the TADF by injecting particulate matter in different stages called "burns." They measured the surface topology after every stage and recreated roughness models out of acrylic. Heat transfer coefficients were measured on each model to determine how deposition affected heat transfer as it evolved. They observed an initial increase in Stanton number after the first burn. Stanton number then leveled off through the third burn before increasing again after the fourth burn. Crosby et al. ͓16͔ studied the independent effects of particle size, gas temperature, and surface temperature on deposition in the TADF. They found that deposition rate increased with an increase in particle size, an increase in gas temperature, and an increase in surface temperature.
Ai et al. ͓17͔ conducted a study using the TADF to investigate the effects of deposition on a film-cooled coupon. The coupon was oriented such that particle-laden exhaust flow impacted the surface at a 45 deg angle simulating deposition by inertial impaction. In addition to measuring surface coverage, they measured surface temperatures using an RGB camera and were able to conclude that increased deposit height resulted in increased surface temperatures. By observing deposition behavior over time, they concluded that increased surface temperatures accelerated deposition resulting in a nonlinear deposit growth rate with time. They also observed the effects of film cooling blowing ratio on deposition growth and surface temperature. They concluded that an increase in blowing ratio resulted in a decrease in surface temperatures, which reduced deposition in coolant wakes.
The studies described above revealed much about the deposition process; however, there has never been a study versatile enough to both simulate the deposition process and closely observe the deposition process in the vicinity of film cooling holes. The goal of the present study is to simulate the deposition process in a way that allows for a close observation of the interaction between particle-laden flow and a film-cooled endwall.
Experimental Methods
Deposition simulations and film cooling effectiveness tests were conducted in a low speed open loop wind tunnel shown in Fig. 1 . Room air was heated by space heaters at the suction side of the blower at the inlet to the plenum. Upon entering the plenum, the heated air impinged onto a splash plate, which prevented the air from propagating through to the tunnel without mixing.
The flow developed in a duct with a height of 6.9 cm ͑10.8d͒, a width of 41.7 cm ͑65.6d͒, and a hydraulic diameter of 11.8 cm 
, and ␣ = 30 deg was drilled in a removable endwall plate. Placed 130d ͑7D h ͒ upstream of the holes at the tunnel entrance was a rounded inlet, a section of honeycomb, a double layer of screens, and a 2 mm trip wire. The endwall plate was constructed from a 2.5 cm thick low thermal conductivity polyvinyl foam block ͑k = 0.025 W / m K͒ that minimized conduction losses to create an adiabatic wall condition. The surface of the film cooling plate exposed to the flow was covered by a thin layer of black contact paper. The contact paper provided a smooth surface that was easily replaceable between test cases. The mainstream flow continued 15D h ͑279d͒ downstream from the film cooling plate before exiting through two particle filters. Laser Doppler velocimetry and particle image velocimetry were both used to measure turbulence intensity, Tu, with and without the honeycomb and screens installed. The freestream turbulence intensity was 4.6% with the honeycomb and screens installed and 12.3% without the honeycomb and screens. All baseline and deposition tests were conducted at high freestream turbulence ͑Tu= 12.3%͒, while only the baseline that provided a benchmark was completed at low freestream turbulence.
Adiabatic Effectiveness Measurements.
Adiabatic effectiveness was quantified by heating the mainstream air to approximately 315 K and injecting coolant air at approximately 295 K. The mainstream velocity was set at 8 m/s, while the coolant flow was manually controlled to set the momentum flux ratio for a given test. Compressed air was used as the coolant and was routed through a plenum located beneath the film cooling plate as seen in Fig. 1 . The coolant volumetric flowrate was measured using a laminar flow element ͑LFE͒.
A FLIR P20 IR camera was used to acquire a temperature map over the entire film-cooled endwall. Compared with conventional methods in which measurements could only be acquired where thermocouples were located, the spatially resolved technique used in this study allowed for adiabatic effectiveness to be calculated with 875 m resolution everywhere on the film-cooled surface. A removable zinc selenide ͑ZnSe͒ window served as the top wall located above the film cooling plate. This ZnSe window allowed for maximum transmission to the IR camera, which was mounted above the test section in a box to minimize radiation from the surroundings. A series of five IR images was taken upon reaching a steady state condition for each test. Three calibration thermocouples were located on the surface of the film cooling plate in locations having different temperatures to cover the entire range measured by the IR camera for a given test. With the use of FLIR systems software, image calibration was performed by adjusting the background temperature and emissivity to match image temperature values with corresponding thermocouple measurements.
Uncertainty Analysis and
Validation. An uncertainty analysis was performed for the momentum flux ratio, blowing ratio, and adiabatic effectiveness measurements using the method described by Moffat ͓18͔. The blowing ratio uncertainty was calculated as Ϯ0.015 ͑3.13%͒, while the momentum flux ratio uncertainty was calculated as Ϯ0.010 ͑4.42%͒. The maximum bias and precision uncertainties of the wall temperatures measured by the IR camera were Ϯ0.528°C and Ϯ0.222°C, respectively. Uncertainties in adiabatic effectiveness were calculated as Ϯ0.037 at an value of 0.3 and Ϯ0.040 at an value of 0.9. Uncertainties of major parameters and associated temperature bias and precision values are presented in Table 1 .
To validate the measurement technique, adiabatic effectiveness for a single row of cylindrical film cooling holes was measured at Tu= 4.6% and Tu= 12.3%. Figure 2 shows the centerline effectiveness plotted with respect to dimensionless downstream distance for a row of cooling holes having a momentum flux ratio of I = 0.23. The Tu= 4.6% case was measured to compare with literature data and the Tu= 12.3% case was measured as a baseline for deposition studies. Both cases are shown in Fig. 2 . Note that the measurements in Fig. 2 were made on an endwall without deposition. Table 2 shows the test conditions for the literature results used for comparison in Fig. 2 . For the present cases, centerline effectiveness increases with a decrease in freestream turbulence. The Tu= 4.6% case converges with most of the literature between 4d and 12d downstream of the cooling row, while the Tu = 12.3% case falls below most of the literature and is in agreement with the data by Kunze et al. ͓19͔ . The range of data that could be acquired was limited to 12d downstream of the cooling holes because of visual access for IR measurement. Figure 3 shows the laterally averaged effectiveness with respect to dimensionless downstream distance compared with the results from the literature. In contrast to the centerline data, the laterally averaged effectiveness decreases with a decrease in freestream 
Deposition Simulation and Analysis.
The objective of the current study was to develop a methodology that could be used in a laboratory setting to simulate deposition using a low speed wind tunnel. The method was developed so that adiabatic effectiveness tests could be conducted on a surface of interest following the deposition simulation. It was necessary to inject particles into a hot gas path that could simulate the deposition of both solid and molten materials. It is important to note that all deposition tests were conducted at high freestream turbulence ͑Tu= 12.3%͒, which was necessary to simulate the turbulence levels exiting a gas turbine combustor. Prior to the film cooling studies, various types of particles were injected into a flow with a cylindrical obstacle to observe the deposition behavior. Initially, sand was injected to simulate the deposition of solid particulate. Then, multiple waxes having different melting temperatures were injected to observe their deposition behavior. For the initial tests, red dye was added to the wax to make deposition easier to observe. Photos of sand deposition and wax deposition are shown in Fig. 4 . Both materials deposited in a manner that illustrated the horseshoe vortex and saddle point locations on the endwall. The photos in Fig. 4 show examples of large particle deposition by inertial impaction on the cylinder and small particle deposition by turbulent diffusion and eddy impaction on the endwall. Ultimately wax was chosen to simulate both solid and molten particles under the assumption that only the largest particles would be in molten form upon reaching the deposition test surface. Calculations were performed to determine the distance a particle could travel before solidification ͓23͔. For a particle with a given melting temperature and latent heat of fusion, solidification time was directly dependent on the initial wax temperature and the mainstream temperature, and particle size. Based on the achievable test conditions in the low speed wind tunnel, wax having a melting temperature of 328 K was chosen as the material for injection.
To simulate particle trajectories, it was necessary to match the wax Stokes number range to the Stokes number range that exists in actual engine conditions ͓23͔. Table 3 shows the engine conditions and the simulation conditions used for the current study to calculate Stokes numbers. Figure 5 shows the wax particle size necessary to match Stokes number for a given engine particle size. The wax particle diameter required to match the engine condition Stokes number is approximately 13 times the diameter of a coal ash particle in actual engine conditions.
The wax particle size distribution in the low speed wind tunnel was measured using a Malvern Spraytec particle analyzer capable of characterizing aerosol droplets in the size range 0.1-2000 m. Figure 6 shows the size distribution and corresponding Stokes numbers for the wax particles in the low speed wind tunnel facility. Recall from Fig. 5 that a 130 m wax particle in simulation conditions is scaled by Stokes number to match the trajectory of a 10 m coal ash particle in engine conditions. In Fig. 6 , there is a vertical line at 130 m which intersects the % mass passing curve at approximately 90% ͑as shown on the secondary y-axis͒ indicating that approximately 90% ͑by mass͒ of the wax particles are smaller than 130 m in diameter. Figure 7 indicates temperatures of wax particles that are and are Transactions of the ASME not exposed to the film cooling jet relative to convective distance for a 13 m particle and a 130 m particle. The particle temperature relationship to travel distance was calculated using a simple lumped mass approximation. Initially, all particles are in molten form and are losing heat to the mainstream while they cool. The heat loss rate is shown by
By assuming the particle moves at the same velocity as the mainstream, the heat transfer coefficient can be calculated from the analytic solution for conduction from a sphere ͓24͔. The particle temperature as a function of time is shown by
When the temperature of a given particle reaches the material solidification temperature, the phase change process begins. During the phase change process, the particle continues to lose heat to the surroundings; however, the particle remains at the solidification temperature of the material. The time that the phase change process takes to complete is calculated using
When the particle is exposed to the film coolant, the governing equations remain unchanged; however, the temperature of the surroundings changes to the coolant temperature. As seen in Fig. 7 , the 13 m particle cools faster than the 130 m particle and is at the same temperature as the mainstream upon reaching the film cooling row. When the 13 m solid particle enters the coolant, the particle temperature quickly drops to the coolant temperature further reducing its chances of depositing. The 130 m particle does not solidify prior to reaching the coolant jets and is in the process of solidifying when it becomes entrained in the coolant flow. The coolant does increase the rate of heat loss from the particle but does not reduce the particle temperature until the phase change process has completed. When exposed to the coolant gases, the 130 m particle would be in solid form 370d downstream of the cooling row. If the 130 m particle was not exposed to the coolant flow, it would not solidify until it reached a distance of 940d downstream of the cooling row. Because the 130 m particle is in molten form upon reaching the cooling row, it has a greater chance of depositing just downstream of the coolant holes than the 13 m particle. Figure 8 shows photographs of coal ash ͓2͔ and wax deposits taken using an environmental scanning electron microscope ͑ESEM͒. The photos show that wax deposits are spherical like the coal ash particles but are much larger.
Deposition tests were carried out by injecting molten wax particles using a spray gun especially designed for high viscosity fluids. The spray gun was attached to the particle injection port located on the side of the mainstream plenum downstream of the splash plate. A resistance heater was used to heat the wax reservoir that was instrumented with a thermocouple to control the initial wax temperature prior to injection. For each test case, 400 g of wax was injected eight times. The initial temperature of the molten wax was set so that particles greater than 50 m in diameter would remain in molten form for a distance of 100 cm allowing them to reach the film-cooled endwall. After each injection cycle, a series of IR images of the film-cooled endwall was taken and calibrated using the method described in Sec. 2. Initial tests indicated that during deposition there were no significant changes to the emissivity of the surface, which verified the typical calibration procedure for a surface with deposits.
In addition to acquiring IR images, digital photographs were taken between each injection cycle. Digital photos were taken using a Nikon D40x 10.2 megapixel camera that was mounted in the same way as the IR camera. Surface lighting was provided by two fluorescent lamps mounted at opposing angles. To reduce surface glare, a polarizing filter was used with the Nikon D40x. The digital photographs were postprocessed using IMAGEJ software to determine the endwall area fraction covered by wax deposits after each injection. Figure 9 illustrates the postprocessing procedure to capture the deposit sizes starting with an image of the surface without deposition and an image of the surface with deposition. For the postprocessing, each digital image is converted to an 8 bit image to which each pixel is assigned a gray value between 0 and 255 corresponding to its brightness. After an image is converted to 8 bit, it can be treated as a two-dimensional matrix. The background is then subtracted by taking the difference between an image of the surface with deposition and an image of the surface without deposition. The resulting image showing only pixels representing deposition is then converted to a binary image. Conversion to binary is accomplished by setting pixels with low gray values to 0 and pixels with high gray values to 1 resulting in a black and white picture in which black pixels represent deposits. At this point, it is necessary to remove any background noise that was not eliminated by the initial background subtraction. To do this, a median filter is used, which effectively removes any pixel grouping that is smaller than a user-defined pixel value. Then, the deposition area fraction is represented by the ratio of black to white pixels.
Discussion of Results
In their study evaluating the independent effects of density ratio, blowing ratio, and momentum flux ratio on film cooling, Thole et al. ͓25͔ concluded that a coolant jet will either remain attached, separate and reattach, or separate and remain detached from the endwall depending on momentum flux ratio. In the present study, adiabatic effectiveness tests were conducted at momentum flux ratios of I = 0.23, I = 0.5, and I = 0.95 to observe the effects of deposition for the three different regimes described by Thole et al. ͓25͔ . Table 4 shows the conditions for each adiabatic effectiveness test conducted for the deposition study. Figure 10 shows the contour plots of adiabatic effectiveness for each momentum flux ratio tested prior to deposition. The contours illustrate the effectiveness characteristics of each flow regime. As the momentum flux ratio increases from 0.23 to 0.5, laterally averaged effectiveness decreases implying that separation may be occurring at I = 0.5. When momentum flux ratio is increased to 0.95, the contours illustrate low effectiveness laterally and along the centerline implying that separation is occurring. Figure 11 shows centerline and laterally averaged effectiveness with respect to dimensionless downstream distance for all three momentum flux ratios. Figure 11 shows that centerline and laterally averaged effectiveness decreases with an increase in momentum flux ratio when separation occurs. Figure 12 shows effectiveness contour plots and corresponding deposition photographs at I = 0.23. The appearance of the deposition in each photograph depends on the state of a particle when it impacts the surface. The deposits caused by molten particles show up as black splats, while deposits caused by solid particles show up as white spots. For the initial injection, only molten particles appear to deposit on the surface. Eventually, molten deposition increases the surface roughness to a point that solid particulate begins to deposit. As more injections occur, solid and molten particles deposit and further increase surface roughness. Although endwall temperatures were measured after all eight injection Fig. 9 Photographs illustrating the surface "a… without deposition, "b… with deposition, "c… after background subtraction, "d… after binary conversion, and "e… after median filter cycles, the effects of deposition are well represented by the data taken after 1200 g ͑3 cycles͒, after 2400 g ͑6 cycles͒, and after 3200 g ͑8 cycles͒, as seen in Fig. 12 . Close inspection of each deposition photograph reveals that deposition concentration appears to be lower directly downstream of the film cooling holes, implying that the coolant jets themselves help prevent deposition. It can also be seen that solid particles build up over time inside the trailing edge of the film cooling holes. Figure 13 shows the centerline effectiveness at I = 0.23 after each wax injection cycle. Centerline effectiveness is affected by deposition after the first three to four injections shown and begins to reach a steady level between five and eight injection cycles. This pattern supports the observation made by Walsh et al. ͓7͔ that the deposition process eventually reaches an equilibrium state where the rate of deposition equals the rate that existing deposits are eroded by incoming particles that do not stick. Figure 14 shows the laterally averaged effectiveness after each wax injection cycle for I = 0.23. As deposition increases, laterally averaged effectiveness decreases at all downstream locations but appears to have a greater impact on effectiveness in regions within 3d of the cooling hole trailing edge than in regions farther downstream.
The deposition development was quantified by counting deposits using IMAGEJ software. For a binary image, the software counts the pixel groupings and categorizes them based on area coverage. An equivalent deposit diameter was then calculated for each pixel grouping. Figure 15 shows a histogram of deposit size as it developed with increased injection for I = 0.23. It is important to note that Fig. 15 does not show the histogram of particle sizes but rather deposit sizes. Each deposit could be made up of an agglomeration of many individual particles. The figure shows that as more wax is injected, both the size and number of deposits increase because of new particles adhering directly on the surface and onto existing deposits. The histograms indicate that the amount of deposit on the surface approaches an equilibrium state after eight injection cycles ͑3200 g͒. Histograms of deposit size for I = 0.5 and I = 0.95 showed a similar development trend as the histogram for I = 0.23 implying that the time to reach a deposition equilibrium state is independent of momentum flux ratio. Figure 16 shows the effectiveness contour plots and corresponding deposition photographs at I = 0.5. The well defined wake region indicates that deposition is mitigated by the coolant jets immediately downstream of the film cooling holes. There also appears to be more deposition of solid particles at I = 0.5 than at I = 0.23, which could be caused by particles solidifying in the coolant layer prior to impacting the surface. This cooling effect would be enhanced by the higher coolant flow at I = 0.5. The contour plots show that effectiveness decreases with an increase in deposition. From the contours, it is evident that deposition shortens the downstream influence of each coolant jet. Figure 17 shows the effectiveness contour plots and corresponding deposition photographs for I = 0.95. Similar to the two previous cases, the photographs show that deposition in regions near the cooling hole trailing edge are mitigated by the coolant jet itself. Deposition in these near wake regions is mitigated for two reasons. First, the coolant jets cool the large molten particles causing them to solidify prior to impacting the surface. Second, the trajectories of the small solid particles are greatly influenced by the coolant jets preventing them from impacting the surface in near wake regions. The only particles that deposit in near wake regions are particles that are large enough to maintain their trajectories and withstand solidification by coolant jets. Figure 17 shows that deposition has less of an effect on cooling at I = 0.95 than it does at the lower momentum flux ratios. This lesser effect is because the jet separation at I = 0.95 prevents high levels of adiabatic effectiveness downstream of the coolant holes even without deposition on the surface. Because of coolant jet separation at I = 0.95, deposition has less of an effect at that momentum flux ratio than for I = 0.5 or I = 0.23. From the contours, the deposition enhances jet interaction, which ultimately improves lateral spreading of the coolant in far wake regions. The conduction effect of the wax is very small given it has a relatively low thermal conductivity ͑k = 0.24 W / m K͒. Because the conduction effect can be neglected, the improved lateral spreading is attributed to the roughness created by large deposits in far wake regions rather than a conductive effect. Figure 18 shows the area-averaged effectiveness reduction with respect to deposition area coverage. For I = 0.23 and I = 0.5, areaaveraged effectiveness is reduced sharply through the first three injection cycles. For I = 0.23 and I = 0.5, the reduction in effectiveness approaches 20% as deposition area coverage increases. On the other hand, at I = 0.95, the reduction in effectiveness reaches a maximum of 6% before actually improving to 2% after the final injection cycle. The reduction in effectiveness was low at I = 0.95 because the initial cooling provided by these separated jets was very low prior to deposition.
Conclusions
A methodology was determined to observe the effects of simulated deposition on film cooling through the use of a low melting temperature wax injectant. Cooling effectiveness was quantified by obtaining spatially resolved temperatures to calculate adiabatic effectiveness in the vicinity of a row of film cooling holes. The method for quantifying cooling effectiveness was validated by comparison with adiabatic effectiveness results from the literature.
Deposition was simulated by injecting molten wax particles into the mainstream. Simulation conditions were controlled so that the size range of injected wax particles scaled with Stokes number to the size range of coal ash particles in engine conditions. The present study focused on simulating deposition by inertial impaction and turbulent diffusion enhanced by eddy impaction.
Deposition was simulated for three different momentum flux ratios: I = 0.23, I = 0.5, and I = 0.95 to observe the effects of deposition on cooling for three different jet conditions. For all momentum flux ratios, deposit coverage appeared to be less concentrated in near wake regions of each film cooling hole. Deposition in near wake regions was prevented because coolant jets solidified large particles and changed the trajectories of small particles preventing both from adhering to the surface. Large particles in molten form were the only particles found to have deposited in the near wake of the jets.
As deposition developed, the deposit sizes and total number of deposits increased implying that incoming particles adhered to the surface creating new deposits and to existing deposits increasing their size. Based on deposit size histograms and reductions in adiabatic effectiveness, the deposition process seemed to approach an equilibrium state after eight injection cycles. For I = 0.23 and I = 0.5, the effectiveness was reduced by 20% as deposition approached an equilibrium state. For I = 0.95 effectiveness reached, a maximum reduction of 6% and a final reduction after eight injection cycles of 2%. There was a different effect on cooling at I = 0.95 because the coolant jets were separated from the surface prior to deposition, which inhibited cooling even without the existence of deposits. Because deposition had a similar effect on the reduction of cooling at I = 0.23 and I = 0.5, the results indicated no significant advantage of deposition on cooling for these flow regimes.
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