While communication, in an ideal sense, may improve team performance in general, it is unIikely to be true for all cases of a real system. This is the due to the typical control algorithm design practice of initially ignoring communication issues EO reduce complexity. Thus, it is necessary to study the impact a posteriori.
I, INTRODUCTION
ooperative control of uninhabited aerial vehicles C (UAVs) continues to be of significant interest as a means to improve mission performance. The ability to communicate information necessary to cooperatively execute the tasks of search, detect, classify, attack, and verify is an essential element in enhancing team performance.
While communication, in an ideal sense, may improve team performance in general, it is unIikely to be true for all cases of a real system. This is the due to the typical control algorithm design practice of initially ignoring communication issues EO reduce complexity. Thus, it is necessary to study the impact a posteriori.
Previous work 11-31 investigating communication effects on cooperative control has focused on target distributions that were uniformly distributed spatially within an area of responsibility (AoR). In this work, we investigate communication effects arising from a temporal target distribution within the AoR.
BACKGROUND
We begin with a short description of MultihW including the general mission scenario architecture. This is followed by a brief summary of the data common to each mission scenario.
A. Simulation Framework
The MultiQV2 simulation package [4] , [5] is capable of simulating multiple uninhabited aerial vehicles (UAV) that cooperate to accomplish a predefined mission. Individually, the vehicles are capable of searching for, recognizing, attacking, and verifying the destruction of targets.
The purpose of the simulator is to provide an environment in which researchers can implement and analyze cooperative control algorithms. MultiQV2 is built using a hierarchica1 decomposition where inter-vehicle communication is explicitly modeled. The package includes visualization tools and provides links to extemal programs far post-processing analysis. Each of the vehicle simulations include six-degreeof-freedom dynamics and embedded flight software (EFS). The EFS consists of a collection of managers or agents that control situational awareness and responses of the vehicles. In addition, the vehicle model includes an autopilot that provides waypoint navigation capability. The individual managers contained within the vehicles include: Tactical Maneuvering, Sensor, Target, Cooperation, Route, and Weapons. At the top level, these managers are coded as SIMULINK models, with supporting code written in both MATLAB script and C++.
B. General Scenario
Let us consider a set of N simultaneously deployed vehicles indexed by i E Z+[l,N]. The targets, which may be found by searching, are categorized according to the value associated with their destruction. The individual targets are indexed by j as they are found, so that we find j E Zf[l,M] with V, as the value of target j.
The vehicles are provided no precise a priori information about the total number of targets or their initial locations.
This information can only be obtained by the vehicles searching for and finding potential targets via Automatic Target Recognition (Am) methodologies. The ATR process is modeled using a system that provides a probability that the target has been correctly classified. The probability of a successful classification is based on the viewing angle of the vehicle relative to the target, Rasmussen et At each solution depth, it is not possible to simultaneously assign multiple vehicles to a single target, or multiple targets to a single vehicle due to the integrality property of the network flow. However, using the single assignment process iterativeIy, tours of multiple assignments can be generated [I 11. This is done by solving the initial assignment problem once, and only finalizing the assignment with the shortest estimated arrival time. The problem can then be updated assuming that the allocated task is executed, updating target and vehicle states, and running the assignment again. This iteration can be repeated until all of the vehicles are assigned terminal tasks, or until the target assignment pool is fully exhausted. The target assignments are complete when classification, attack, and verification tasks have been assigned for all known targets.
B. Communicafion
The effects based communication simulation used here is that found in Mitchell et 
C. Arrival Process
Target detection interanival times are represented as a stationary Poisson process of constant rate A. To increase the likelihood that targets will appear within the AoR, they are required to appear only after a minimum time offset, taken as t-= 30s. Our choices for the constant amval rates A i E {2,10,20} s are motivated by a desire to detect all targets within the team's initial pass into the AoR, which has a one-way transit time of tm w 70 s.
Since both the number of events N E that will occur within the AoR and the maximum time t f are known as part of the simulation truth information set, we model the interarrival times as a sorted NE-tuple of uniformly distributed random variates xj E U(0,l) with j E 9 + [ 1 , N~] [IZ, p. 3691. Thus, the IC* event time is prescribed by
where 1x1 is the largest integer y such that y I x. The amval times t k are restricted to occur as integer multiples of the major model update.
I)
Assumptions: Before proceeding further, we address the assumptions necessrvy to select this arrival process model. There are several modeling assumptions that must be considered here. First is the requirement of event serialization.
By selecting stationary Poisson process model, we enforce a sequence of single events separated by the modeled interamval times. Previous work t31 using targets distributed spatially in a uniformly random fashion indicates that simultaneous detections occur, and inflict a worst case strain on communication network capacity. Clearly such detection event sequencing is not passible with the chosen model. This would seem to indicate that a better modeling choice would have been a batch or compound Poisson process [13] . However, the communication of the simultaneous detection of k targets is a subset of a larger group of simultaneous communication events that can be triggered by multiple simultaneous classification, attack or verification of targets in addition to multiple simukaneous task failures. Since there appears to be a sufficiently large set of these batch communication events, the current arrival model should not exclude such events entirely. An additional assumption to consider is the homogeneity of the selected arrival process model.
The stationary Poisson processes assumes that the number of events occurring in disjoint intervals are independent, i.e. possesses independent incremenrs. If is unlikely that, once a target has been detected, an adversary would distribute assets both independently and identically. Considering the nature of integrated air defense systems, detection of additional assets would seem more likely after the discovery of certain specific asset types, e.g. early waming radar. This could create an arrival rush that would invalidate the assumption of homogeneity. In this case, a better choice may have been a nonstationary Poisson process that more realistically considered the correlation of interarrival times for individual target types. Unfortunately, this requires specific data to construct X(t) that is generally security sensitive and so not typically available.
Defending the assumption of homogeneity brings into focus the primary motivation for selecting the current arrival process models: in the absence of specific data to support a particular amval distribution, the stationary Poisson is a commonly preferred process model.
IV. TERMINATION ANALYSIS
When using Monte-Carlo methods to observe a performance measure, ensuring a sufficient statistical weight by performing an adequate number of replications is essential. In previous work [l-31, [8], we chose to look at the weight provided by the cumulative average, jjj = zk, of the measure of interest. As in Ref. [3] , our fundamental measure is the maximum data rate. Considering the first data set in Fig. 1 , we see a slightly more useful form of the maximum data rate cumulative average, viz. g j j l g b~, than that used in Ref. [3] . This provides a clearer indication of yj's relative weight for each Xi. We notice from Fig. 1 that we remain within approximately 2% of the final cumulative average gso for Xz! X3 after only slightly less than 30 and 20 replications, respectively. However we must continue to nearly 40 replications to remain within 1% of 5 5 0 for each.
The cumulative average for XI is less well behaved, and begins to stabilize after 45 replications. Similar results are found in the remaining data sets.
In addition to the above, we would like to consider the Communication data rate of each replication as a random variable Xj, and determine the relative dependence of X i , X j for i # j and i , j E Z+[l, 501. Our interest here is to verify that the data rates observed in the replications are, at worst, only weakly correlated, and thus sufficiently independent to be useful. Such a determination would lend credence to the notion that the maximum data rate could be treated as an independent and identically distributed 0 ) random variable, since it is one particular observation of an independent random process.
The scenario data rate correlation coefficients p i j from the first data set can be seen in Figs. 2-4 . From this, we see that the data rate is weakly positively correlated for Xz,X3, Figs. 3 and 4 , with relatively few exceptions. Although it is difficult to determine from the figures, the negatively correlated coefficients reside in the uncolored contour space and are valued such that p~j < -0.01.
The correlation coefficients for XI are seen in Fig. 2 . Here, we see larger positive correlation, than for the Xz, A3
cases. However, given the comparatively small interval size, this is not unexpected. Fortunately, the increased positive correlation remains relatively small. As with the other cases, the negative correlations were p i j < -0.01. Similar results are found in the remaining data sets.
In support of the IID nature of the maximum data rate, we perform a Kruskal-Wallis test of the maximum data rate over all data sets for each Xi. From Table I , we see that the computed P-values are sufficiently far away from zero to establish process commonality. However, we note that PA, is considerably smaller than PA,, Phg, suggesting a trend where in faster amval rates may frustrate our desire for an !ill3 random variable. Nevertheless, with the current data, we conclude that the scenario data rate maintains sufficient replication independence. 
Arrival Rate P-value

V. RESULTS
To begin, we examine the number of plan execution defects encountered for each arrival rate Xi. In a single data set, there are, nominally, 600 tasks to perform per arrival rate, given that there are a minimum of three (3) target states to process for each of four (4) targets in each of the fifty (50) replications. This is the minimum number of transitions that must occur since poor look-angles can cause classification failures, and inability to meet timing windows may cause verification failures. In the case of stolen tasks, we imply that the plan did not react quickly enough to the changing environment. In the case of classification, as a result of vehicle positions, a vehicIe is able to increase the ATR value of a target as a task that it was not assigned. Fig. 5 , presents a visual summary of the plan execution defects encountered. Were, we are interested in comparing the total number of defects occurring for a given arrival rate Xi. For this, the notched and whiskered box-plots in Fig. 5 Maximum data rate frequency distribution for xi. stolen tasks associated with arrival rate XI . We reason that stolen tasks occur as targets arrive faster because there is increased target crowding compared to the sensor footprint size, so that it is more likely that a stray sensor will unintentionally increase a target ATR value or complete an unassigned verify. For failed and stolen verification, the increased arrival spacing provides better matching of maximum data rate distribution comprises slightly more than 50% of the replications. This low maximum data, rate corresponds to the idea1 operational mode, were all communication events are serialized with relatively little sustained bursting. We also note from Fig. 6a that an operational mode more frequently occurs that requires a slightly higher maximum data rate. Thus, in general, as the arrival rate becomes faster, the maximum data rate is more likely to shift higher.
Figs. 7-9 represent the communication data rate history, of the first data set, containing each arrival rates' X i maximum data rate. We notice that as the anival rate slows, the duration of communication bursts decreases and becomes more widely spread over the mission time, as expected. We note that the peak rate increases from A 1 and is nearly identical between A 1 and X3. It is surprising, however, that the least maximum data rate seen in Fig. 7 to the fastest arrival rate, A l . To understand this, we must recdl our previous statement that a faster arrival rate merely makes it statistically more likely that the maximum data rate will be higher; there is no guarantee.
VI. CONCLUSIONS
In this work, the effect of the target arrival rate on the communication and mission performance of cooperatively controlled uninhabited aerial vehicles with task allocation performed by iterative network flow was investigated. In general, the mission performance with respect to plan execution defects was similar for each of the two slowest arrival rates, with the exception of failed classificationsthe reason for the failed classification behaviour is as yet unclear. The fastest arrival rate did have a significant and measurable effect on plan execution defects, generalIy driving them higher, where as before, failed classification remained the exception. Regarding communication, in general, faster arrival rates drove the maximum communication data rate higher. It also caused significantly more burst communication as compared to the slower amval rates.
Regarding the actual magnitudes of the maximum data rates, these should not be taken as exact requirements or
