We consider a type of heavy random censoring where the number of uncensored observations still tends to infinity. Under natural conditions the life distribution can be locally analyzed by generalizing tail empirical processes to the heavily censored case. A uniform central limit theorem for the tail product-limit process and the tail empirical cumulative hazard process is established. Statistical applications include a local confidence band for the cumulative life distribution and a test concerning the value of its density at the origin.
INTRODUCTION AND PRELIMINARIES
Most extensively studied in the random censoring literature is the situation where the distribution of the censoring variables is fixed. A fundamental result on the weak convergence of empirical processes under fixed censoring was first obtained in Breslow & Crowley (1974) .
Besides this standard case extremely heavy censoring is considered in Wellner (1985) where the distribution of the censoring variables tends to the degenerate distribution at 0 at such a high rate that the number of uncensored observations remains bounded and the usual asymptotics cannot be performed. In this note we consider a type of censoring that still will be called "heavy" in the sense that the censoring distribution is again degenerate at 0 in the limit but at a sufficiently slow rate to ensure that the number of uncensored observations tends to infinity so that asymptotic considerations remain possible. Practically such censoring might provide a realistic alternative to Wellner's (1985) model when items are tested for a certain defect that is only likely to occur in the long run and when a relatively short amount of time is available for testing. Mathematically the ensuing theory is based on the tail empirical process (see, e.g., Einmahl (1992) ) generalized so as to allow for censored observations. The weak convergence of the thus obtained processes will be presented in Section 2. Two statistical applications are considered in Section 3. First we construct a confidence band for the cumulative life distribution function of interest, locally, near O. Asymptotically the data contain information about the density of the life distribution only at the origin. Next we consider estimation of the density at the origin and the related problem of testing on the slope of the cumulative life distribution at the origin. We conclude this introduction with a specification of the assumptions. For each n E IN let (X}, Ynd, ... , (X n , Y nn ) be independent random vectors with XillYni for
The Xi represent the life time of interest and are consequently nonnegative; moreover, they are i.i.d. with common continuous cumulative distribution function (c.d.f.) F that does not depend on n. For one of the applications in Section 3 it will be required that F has a continuous second derivative in a right neighborhood of O. The censoring variables Yni are also nonnegative and i.i.d. but with a common continuous c.dJ. G n that does depend on n. More specifically we assume the existence of a. continuous c.dJ. G such that for some sequence of strictly positive numbers (an)nEN satisfying (1.2) an -+ 0 and nF(a n ) -+ 00, as n -+ 00 .
A further condition, rather natural in this context, is that F be regularly varying at 0, meaning that 
WEAK CONVERGENCE OF CENSORED TAIL PROCESSES
We need to start this section with a short review of some basic concepts and relations and some further notation for which the reader is referred to Shorack & Wellner (1986 In order to describe a natural estimator of A let us introduce the notation and the empirical processes
1-H;;(s) a
Note that, indeed, fin and fi~are known from the data.
We are now ready to introduce the tail product-limit process 
provided that an ::; Znn. The obvious relation H n = 1-(1-F)(I-G n ) and (1.1) and (1.2) 
where IV is a standard Wiener process. This implies
Using (2.15) again we see that (2.18) 
Finally, routine considerations show that the process I3n(t) replaced by 13;(') = JF~n)I 3n(')' From (2.12) we obtain tbat tbe three terms in (2.25) with f3n replaced by f3: converge to 0 in probability, so that (2.23) holds true with f3~instead of f3n, and hence (2.26) follows. Now (2.24), and hence (2.11), easily follows by combining (2.26) and the facts that sUPo<t<llf3n(t)1 = Op(l), and F(a n ) -+ 0, as n -+ 00. Q.E.D.
--
A CONFIDENCE BAND AND A TEST
For the construction of a confidence band for F near 0 it turns out that we need to estimate the value of the function D in (2.10) at the point t = 1. For this purpose we estimate the c.d.f. G(s) = Gn(sa n ) by Gn(san),O~s~1, where G n is the product-limit estimator of 3.2) 9n -p "f, as n -00 .
For us 9n is just any estimator satisfying (3.2). Finally we propose (3.3) as an estimator of D(I). As before let lV be a standard Wiener process and let c = c(a) be such that (3.4) 1P{suPo$t9IW(t)1~c} = a, 0< a < 1 . Consequently, to prove the second part of (3.8) it suffices to show that for arbirary € > 0 and n sufficiently large 
Since fin -p 0, as n -00, for any 0 < 6 < 1 we also have with arbitrary high probability for sufficiencly large n that'
This completes the proof of (3.11) and hence of (3.5). Q.E.D. For practical purposes it is interesting to know that failure is unlikely to occur immediately.
Consequently for some 0 < c < 00 we are interested in testing the null hypothesis 
If f(O) = c we have 
