A degree sum condition for long cycles passing through a linear forest  by Fujisawa, Jun & Yamashita, Tomoki
Discrete Mathematics 308 (2008) 2382–2388
www.elsevier.com/locate/disc
A degree sum condition for long cycles passing through a linear
forest
Jun Fujisawaa, Tomoki Yamashitab
aDepartment of Computer Science, Nihon University, Sakurajosui 3-25-40, Setagaya-Ku, Tokyo 156-8550, Japan
bDepartment of Mathematics, Asahi University, Gifu 501-0296, Japan
Received 5 June 2006; received in revised form 18 March 2007; accepted 9 May 2007
Available online 18 May 2007
Abstract
Let G be a (k +m)-connected graph and F be a linear forest in G such that |E(F)| =m and F has at most k − 2 components of
order 1, where k2 and m0. In this paper, we prove that if every independent set S of G with |S| = k + 1 contains two vertices
whose degree sum is at least d , then G has a cycle C of length at least min{d −m, |V (G)|} which contains all the vertices and edges
of F .
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we only consider ﬁnite undirected graphswithout loops ormultiple edges. For standard graph-theoretic
terminology not explained in this paper, we refer the reader to [3]. We denote the degree of a vertex x in a graph G by
dG(x). Let (G) and (G) be the connectivity and the independence number of a graph G. We deﬁne
k(G) =
{
min
{∑
x∈X
dG(x) : X is an independent set of G with |X| = k
}
if (G)k,
+∞ if (G)< k.
For S ⊂ V (G) with S = ∅, let k(S) denote the maximum degree sum of a subset of S of order k:
k(S) = max
{∑
x∈X
dG(x) : X ⊂ S, |X| = k
}
.
We deﬁne
rk(G) =
{
min{k(S) : S is an independent set of G with |S| = r} if (G)r,
+∞ if (G)< r.
We often simply write , , k and rk instead of (G), (G), k(G) and 
r
k(G), respectively.
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In 1984, Enomoto gave a degree sum condition that guarantees a long cycle passing through a path. We say a cycle
C passes through a subgraph H if H ⊂ C.
Theorem A (Enomoto [4]). Let m1. Let G be an (m + 2)-connected graph and P be a path of length m. Then G
has a cycle of length at least min{2 − m, |V (G)|} passing through P .
The degree condition of this theorem is weakened as the following theorem.
Theorem B (Hirohata [6]). Let k2 and m1. Let G be a (k + m)-connected graph and P be a path of length m.
Then G has a cycle of length at least min{2k+1/(k + 1) − m, |V (G)|} passing through P .
Since 2k+1/(k + 1)2, this result is an improvement of Theorem A. On the other hand, Hu et al. considered a
long cycle passing through a linear forest, a graph in which every component is a path. They proved the existence of
such cycles by using the k+1-type condition, as follows. We denote by 1(G) the number of components of order 1
in G.
Theorem C (Hu et al. [7]). Let k2 and m0. Let G be a (k + m)-connected graph and F be a linear forest with
|E(F)|=m and1(F )k−2. ThenG has a cycle of length at least min{2k+1/(k+1)−m, |V (G)|} passing through
F .
Because a path is a special linear forest, this result is a generalization of Theorem B.
In both of the degree conditions of Theorems B and C, the invariant 2k+1/(k + 1) occurs. This invariant is used for
the degree conditions of many results which deal with long cycles in graphs, though this value is fractional. Since the
length of a cycle is always integer, as pointed out in [1], we naturally guess that these fractions can be eliminated. In
this paper, we do this elimination for Theorem C, and prove the following theorem.
Theorem 1. Let k2 and m0. Let G be a (k +m)-connected graph and F be a linear forest with |E(F)| =m and
1(F )k − 2. Then G has a cycle of length at least min{k+12 − m, |V (G)|} passing through F .
This theorem suggests that the degree sum of two vertices is important to guarantee a long cycle passing through a
linear forest.
We shall show that the conditions in Theorem 1 are best possible, and Theorem 1 is stronger than Theorem C.
(1) The bound min{k+12 −m, |V (G)|} is sharp in the following sense. Let G1 =Kk+m +Kk+1 and let P1 be a path
of length m in Kk+m. Then G1 is a (k + m)-connected graph with k+12 = 2(k + m) and the length of a longest
cycle passing through P2 is 2k + m = k+12 − m.
(2) The bound 1(F )k − 2 is sharp in the following sense. Let G2 = Kk+m + (2Kl ∪ Kk−1) and S2 = V (Kk−1),
and let P2 be a path of length m in Kk+m. Then G2 is a (k +m)-connected graph with k+12 = 2(k + l +m− 1),
and the length of a longest cycle passing through P2 ∪ S2 is 2k + l + m − 1< k+12 − m.
(3) Theorem 1 is stronger than Theorem C, and the condition k+12 cannot be replaced by 2k+11 . It is easy to see that
k+12 2k+1/(k + 1). Let G3 = Kk+m + (Kl ∪ Kk) and let P3 be a path of length m in Kk+m. Then G3 is a
(k+m)-connected graph with k+12 = 2(k+m)+ l− 1, k+11 = k+ l+m− 1 and k+1 = (k+ 1)(k+m)+ l− 1.
Then k+12 − m is larger than 2k+1/(k + 1) − m. Moreover, the length of a longest cycle passing through P3 is
2k + l + m − 1 = k+12 − m, which is smaller than 2k+11 − m.
2. Notation and preliminaries
For standard graph-theoretic terminology not explained in this paper, we refer the reader to [3]. For a subgraph H
of G and a vertex x ∈ V (G), we also denote NH(x) := NG(x) ∩ V (H), dH (x) := |NH(x)|, H (H) := min{dH (x) :
x ∈ V (H)} and G(H) := min{dG(x) : x ∈ V (H)}. For X ⊂ V (G), NG(X) denotes the set of vertices in G − X
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which are adjacent to at least one vertex in X. Furthermore, for a subgraph H of G and X ⊂ V (G), we write
NH(X) := NG(X) ∩ V (H). If there is no fear of confusion, we often identify a subgraph H of a graph G with its
vertex set V (H).
We write a cycleC with a given orientation by
→
C . For x ∈ V (C), we denote the successor and the predecessor of x on→
C by x+ and x−, respectively. For a cycle
→
C andX ⊂ V (C), we deﬁneX+ := {x+ : x ∈ X} andX− := {x− : x ∈ X}.
For x, y ∈ V (C), we denote byC[x, y] a path from x to y on →C . The reverse sequence ofC[x, y] is denoted by ←C [y, x].
We also write C[x, y] − {x, y} by C(x, y) and similarly C[x, y] − {x} =C(x, y] and C[x, y] − {y} =C[x, y). A path
P with endvertices x and y, denoted by P [x, y], is called an (x, y)-path. For a subgraph H of G, an (x, y)-path P is
called an H -path if V (P )∩V (H)={x, y} and E(H)∩E(P )=∅. We call M ⊂ E(G) an m-matching if M is a set of
m independent edges of G. If m = 0, we call M a 0-matching.An endblock is a block that has at most one cut vertex.
(For covenience, we call a 2-connected graph itself an endblock.) For a block B, we write by IB the set of vertices of
B which are not cut vertices.
In the rest of this section, we shall show some lemmas. We need the following two theorems to prove the ﬁrst two
lemmas.
Theorem 2 (Bondy and Jackson [2]). LetG be a 2-connected graph with |V (G)|4 and u, v,w ∈ V (G). If dG(x)d
for any vertex x ∈ V (G)\{u, v,w}, then there exists a (u, v)-path of length at least d.
Theorem 3 (Häggkvist and Thomassen [5]). Let k2. Let G be a k-connected graph and M a (k − 1)-matching of
G. Then G has a cycle passing through M .
By Theorem 2, the following lemma is obvious.
Lemma 1. Let G be a connected graph, B be an endblock of G and u ∈ IB . Then for any v ∈ V (G)\{u}, G has a
(u, v)-path of order at least G(G) + 1.
By Theorem 3 and Menger’s Theorem, we can easily obtain the following lemma.
Lemma 2. Let k2 and m0. Let G be a (k +m)-connected graph, M be an m-matching of G and S ⊂ V (G) with
|S|k. Then G has a cycle passing through M ∪ S.
LetG be a graph,C be a cycle ofG,H be a component ofG–C andB be an endblock ofH . For two distinct vertices
u, v ∈ NC(H), (u, v) is called a good pair for B if NIB (u)∪NIB (v) = ∅ and |NH(u)∪NH(v)|2, that is, there exist
x ∈ NH(u) and y ∈ NH(v) such that x = y and {x, y} ∩ IB = ∅. We call S a good set for B if (u, v) is a good pair
for B for any two distinct vertices u, v in S.
Lemma 3. LetG be a k-connected graph (k2),C be a longest cycle ofG,H be a component ofG–C with |V (H)|2,
B be an endblock of H and X := {x ∈ V (C) : dIB (x)2}. If |B| + |X|k or |NC(H)| = k, then there exists a good
set for B of order k.
Proof. Suppose that |X|k − 1. Let Y be a subset of X ∪ {w}with |Y | = k, where w ∈ NC(H). Then Y is a good set
for B of order k. Hence assume that |X|k − 2. Let X′ = NC(H)\X.
Case 1: |B| + |X|k.
SinceG–X is (k−|X|)-connected and |X′|, |B|k−|X|, there exist k−|X| disjoint pathsP [ui, vi]whereui ∈ V (B)
and vi ∈ X′ for 1 ik−|X|. Without loss of generality, we may assume that P [ui, vi] contains no cut vertex ofB for
every i with 1 ik−|X|−1. Then we can ﬁnd a (k−|X|−1)-matching between IB and X′, hence {v1, . . . , vk−|X|}
is a good set of order k − |X|. Therefore X ∪ {v1, . . . , vk−|X|} is a good set for B of order k.
Case 2: |NC(H)| = k.
If B has a cut vertex c, then let X∗ = X ∪ {c} and otherwise let X∗ = X. Since G–X∗ is (k − |X| − 1)-connected,
|X′ ∩ NC(IB)|k − |X| − 1. Because |X′| = k − |X|, NIB (x1) ∪ NIB (x2) = ∅ for any x1, x2 ∈ X′. Now assume
that |NH(x1) ∪ NH(x2)| = 1 for some x1, x2 ∈ X′. Let u ∈ NH(x1) ∪ NH(x2) and Y = (NC(H)\{x1, x2}) ∪ {u}.
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Then |Y | = k − 1 and G–Y is disconnected, contradicting that G is k-connected. Hence |NH(x1) ∪ NH(x2)|2 for
any x1, x2 ∈ X′. Thus X′ is a good set for B, and so X ∪ X′ is a good set for B of order k. 
3. Proofs
First, we give a proof of the following theorem. For a matching M of a graph G, let V (M) be the set of vertices
which are incident to an edge of M .
Theorem 4. Let k and m be integers with k2, m0. Let G be a (k +m)-connected graph, M be an m-matching of
G, and S ⊂ V (G) with |S|k− 2. If 2(T )d for every independent set T of G–V (M) with |T | = k+ 1, then G has
a cycle of length at least min{d − m, |V (G)|} passing through M ∪ S.
Proof of Theorem 4. By Lemma 2, G has a cycle passing through M ∪ S. Let C be a longest cycle passing through
M ∪ S. Assume that |V (C)|<min{d − m, |V (G)|}. Then there exists a component H0 of G–C. Choose H0 such that
G(H0) is as large as possible. Let NC(H0) = {v1, v2, . . . , vt }. Note that tk + m since G is (k + m)-connected.
We may assume that v1, v2, . . . , vt appear in this order along
→
C . Let vt+1 = v1 and L = {0} ∪ {i : NG–C(v+i ) = ∅}.
For each i ∈ L\{0}, let Hi be a component of G–C such that v+i ∈ NC(Hi). Let B and B ′ be endblocks of H0 with|B| |B ′| (possibly B = B ′).
Claim 1. For every i ∈ L, G(Hi)< d/2.
Proof. By the choice of H0, it sufﬁces to prove G(H0)< d/2. Suppose that G(H0)d/2. By the choice of C,
d − m> |V (C)|2t − m. Therefore d/2> tk + m and |V (H0)|2.
Subclaim 1. |B|3.
Proof. Suppose that there exist two vertices u1, u2 ∈ V (H0) such that dH0(u1)=dH0(u2)=1. Then dC(ui)=dG(ui)−
1d/2 − 1 for any i = 1, 2. Since |NC(u1) ∪ NC(u2)| t < d/2, we obtain NC(u1) = NC(u2) and td/2 − 1.
Because |NC(H0)| − (|M| + |S|)2, there exist two indices r , s such that |V (C[vr , vr+1))|, |V (C[vs, vs+1))|3. If
C[vi, vi+1] ∩ M = ∅, then |V (C[vi, vi+1))|2. Thus we obtain
|V (C)|
t∑
i=1
|V (C[vi, vi+1))|
3 + 3 + 2(t − m − 2) + m
= 2t − m + 22(d/2 − 1) − m + 2d − m.
This contradiction implies that there exists at most one vertex u with dH0(u) = 1. Since |B| |B ′|, we
have |B|3. 
Subclaim 2. Let X := {x ∈ V (C) : dIB (x)2}. Then |B| + |X|k + m.
Proof. Since G(H0)d/2, we obtain∑
u∈IB
dG(u)(|B| − 1)d/2. (1)
By the deﬁnition of X,
∑
u∈IB
dC\X(u) t − |X|. Hence we have
∑
u∈IB
dG(u)(|B| − 1)max
u∈IB
(dB(u) + dX(u)) + t − |X|
< (|B| − 1)(|B| − 1 + |X|) + d/2 − |X|. (2)
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Thus, it follows from (1) and (2) that (|B| − 2)(|B| + |X|) + 1>(|B| − 2)d/2. By Subclaim 1, |B| + |X|>d/2 −
1k + m − 1 and so |B| + |X|k + m. 
By Subclaim 2 and Lemma 3, there exists a good set for B of order k + m. Since k + m − |M| − |S|2, there
exist two good pairs (vh1 , vi1), (vh2 , vi2) such that 1hj < ij  t and C[vhj , vij ] ∩M =∅ and C(vhj , vij )∩ S =∅ for
j = 1, 2.
Subclaim 3. For each j with j = 1 or 2, there exists an index lj with hj  lj < ij such that (vlj , vlj+1) is a good pair
for B.
Proof. Since (vhj , vij ) is a good pair for B, NIB (vhj )∪NIB (vij ) = ∅. Without loss of generality, we may assume that
NIB (vhj ) = ∅. If |NH0(vhj )|2, then (vhj , vhj+1) is a good pair, hencewemay assume that |NH0(vhj )|=1.Nowchoose
lj , hj  lj < ij as small as possible such that (vhj , vlj+1) is a good pair. By the choice of vlj , |NH0(vhj )∪NH0(vlj )|=1,
that is, NH0(vhj ) = NH0(vlj ). Therefore (vlj , vlj+1) is a good pair for B. 
By Subclaim 3, Lemma 1 and the choice of C, |V (C[vlj , vlj+1))|H0(H0) + 2 for j = 1, 2. Thus, we have
|V (C)|
t∑
i=1
|V (C[vi, vi+1))|
2(H0(H0) + 2) + 2(t − m − 2) + m
= 2(H0(H0) + t) − m
2G(H0) − md − m,
a contradiction. This completes the proof of Claim 1. 
Claim 2. Let i, j be integers with 1 i < j t such that i, j /∈L and viv+i , vj v+j /∈M . Then dG(v+i ) + dG(v+j )< d.
Proof. Let P [vj , vi] be a C-path such that P [vj , vi] ∩ H0 = ∅. In case of v+i v+j ∈ E(G), since viv+i , vjv+j /∈M , the
cycleC[v+i , vj ]P [vj , vi]
←
C [vi, v+j ]v+j v+i passes throughM∪S and its length is greater than the length ofC. This contra-
dicts the choice ofC, hencewe have v+i v
+
j /∈E(G). LetM={whw+h : 1hm} and |M∩E(C[v+i , vj ])|=m′.Without
loss of generality, we may assume that wh ∈ V (C[v+i , vj )) for 1hm′. Assume that w ∈ NG(v+i )− ∩ NG(v+j ) ∩
V (C[v+i , vj )) and ww+ /∈M . Then, since viv+i , vjv+j /∈M , the cycle v+i w+C[w+, vj ]P [vj , vi]
←
C [vi, v+j ]v+j w←
C [w, v+i ] passes through M ∪ S and its length is greater than the length of C. This contradicts the choice of C, hence
we have NG(v+i )
− ∩ NG(v+j ) ∩ V (C[v+i , vj ]) ⊆ {w1, . . . , wm′ }. Similarly, NG(v+i ) ∩ NG(v+j )− ∩ V (C[v+j , vi]) ⊆{wm′+1, . . . , wm}. Therefore,
d − m> |V (C)|
 |V (C[v+i , vj ])| + |V (C[v+j , vi])|
 |(NG(v+i )− ∪ NG(v+j )) ∩ V (C[v+i , vj ])| + |(NG(v+i ) ∪ NG(v+j )−) ∩ V (C[v+j , vi])|
 |NG(v+i )− ∩ V (C[v+i , vj ))| + |NG(v+j ) ∩ V (C[v+i , vj ))| − m′
+ |NG(v+i ) ∩ V (C[v+j , vi))| + |NG(v+j )− ∩ V (C[v+j , vi))| − (m − m′)
dC(v+i ) + dC(v+j ) − m
dG(v+i ) + dG(v+j ) − m.
Thus we obtain dG(v+i ) + dG(v+j )< d. 
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Now, for 0 i t , we choose a vertex ui as follows: if i ∈ L then ui ∈ V (Hi) with dG(ui) = G(Hi); otherwise
ui = v+i . Let U := {u0} ∪ {ui : C[vi, vi+1] ∩ M = ∅, 1 i t}. Since C is a longest cycle passing through M ∪ S, U
is an independent set of G − V (M).
Claim 3. |NC(H0)| = k + m.
Proof. Suppose that |NC(H0)|k+m+1. SinceC is a longest cycle passing throughM∪S and |NC(H0)|−|M|k+1,
we have |U |k + 2. Take ui, uj ∈ U so that dG(ui) + dG(uj ) is as large as possible. Applying the degree condition
to U\{ui} and U\{uj }, we have dG(ui), dG(uj )d/2. Then it follows from Claim 1 that ui = v+i and uj = v+j , but
this contradicts Claim 2. 
By Claim 3, we have |U | = |NC(H0)| − |M| + 1 = k + 1. It follows from the degree condition that there exist two
indices r, s with dG(ur) + dG(us)d . By Claims 1 and 2, one of r, s is in L and the other one is not in L. Without
loss of generality, we may assume that r /∈L and s ∈ L. By the choice of H0, we obtain d(ur) + d(u0)d. For every
i = r with 1 ik+m, let wi ∈ (NC(ur)∩V (C(vi, vi+1)))∪{vi+1} such that |V (C[vi, wi])| is as small as possible.
Because |NC(H0)| − |M| = k, there exist k integers ij such that 1 ij k + m, 1jk and C[vij , wij ] ∩ M = ∅.
Moreover, since |NC(H0)| − |M| − |S|2, we may assume that C(vi1 , wi1) ∩ S = ∅ for i1 = r .
Claim 4. |V (C(vi1 , wi1))|H0(H0) + 1 and |V (C(vij , wij ))|1 for 2jk.
Proof. Let
C′j =
{
C[wij , vij ]P1[vij , wij ] if wij = vij+1,
C[wij , vr ]P2[vr , vij ]
←
C [vij , ur ]urwij if wij = vij+1,
where Pl is a longest C-path such that V (Pl) ∩ V (H0) = ∅ (l = 1, 2). Suppose ﬁrst that |V (H0)|2. It follows from
Lemma 3 that NC(H0) is a good set for B. Note that Lemma 1 implies that |V (Pl)|H0(H0) + 3. Since C′1 passes
through M ∪ S, C′1 is not longer than C. Hence we obtain
|V (C(vi1 , wi1))| = |V (C[vi1 , wi1 ])| − 2
 |V (Pl)| − 2H0(H0) + 1.
For every j , 2jk, since C′j passes through M , we have C(vij , wij ) ∩ S = ∅ or |V (C(vij , wij ))|H0(H0) +
1. Hence |C(vij , wij )|1 for 2jk, which implies the assertion. Next suppose that |V (H0)| = 1. Because C′j
passes through M for every j , we obtain |V (C(vij , wij ))|1 or C(vij , wij ) ∩ S = ∅. Therefore, since H0(H0) = 0,|V (C(vij , wij ))|H0(H0) + 11 for 1jk. 
Let W =⋃l =rV (C(vl, wl)). Note that NW(ur) ∪ NW(H0) = ∅. By Claim 4, we have
|V (C)| = |W | + |V (C)\W |
 |V (C(vi1 , wi1))| +
∑
l =r,i1
|V (C(vl, wl))| + |N(ur) ∪ {ur}|
H0(H0) + 1 + k − 2 + dG(ur) + 1
= H0(H0) + dG(ur) + k
dG(u0) + dG(ur) − md − m.
This contradiction completes the proof of Theorem 4. 
Finally, by using Theorem 4, we shall prove Theorem 1.
Proof of Theorem 1. Let P1, P2, . . . , Pl be components of F , each of which has order at least 3. Let xi and yi be the
endvertices of Pi and Qi =Pi − {xi, yi} for 1 i l. Now make a new graph G∗ =G−⋃li=1V (Ql)+⋃li=1xiyi and
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F ∗ =F −⋃li=1V (Ql)+⋃li=1xiyi . Let n=|V (G∗)−V (G)|. ThenG∗ is (k+m−n)-connected, |E(F ∗)|=m−n and
k+12 (G∗)
k+1
2 (G)− 2n. By Theorem 4, G∗ has a cycle of length at least k+12 (G∗)− (m− n)k+12 (G)−m− n
passing through F ∗. By replacing F ∗ with F , we obtain a cycle in G of length at least k+12 (G) − m passing through
F . 
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