The rings of excitable systems can phase lock to periodic forcing. In many situations however, the rings are separated by a random number of forcing cycles, even though they occur near a preferred phase of the forcing. Also, the associated interspike interval histograms display peaks over a continuous range of integer multiples of the forcing period, and the peak heights are a unimodal function of increasing multiples of the period. This paper focusses on these patterns of stochastic phase synchronization and their alteration by physiologically relevant stimuli that modulate the amplitude of the periodic forcing. Specically, two regimes of the FitzHugh-Nagumo system exhibiting stochastic phase locking are considered. We discuss how internal noise, originating from e.g. synaptic or conductance uctuations, must interact with either suprathreshold or subthreshold dynamics, and in some instances with subthreshold chaos, to produce such ring patterns. These responses to constant amplitude "carriers" are then compared to those from carriers with random band-limited amplitude modulations (AM's). The comparison is based on the mean ring rate, as well as phase synchronization computed using a suitably dened input-output phase dierence. Further, using the stimulus reconstruction technique to characterize synchrony between random AM's and spikes, the internal noise is shown to help transmit information about random carrier AM's in the subthreshold and slightly suprathreshold cases. This transmission also depends non-monotonically on the carrier frequency. Our results provide biophysical insight into the dynamics of neural signal encoding that combines a mean rate code on long time scales and a precise temporal code based on phase-locking on the shorter time scale of the carrier period.
INTRODUCTION
There has been much interest over the past two decades in the nonlinear dynamical properties of excitable systems. Studies of single cells and networks of cells have revealed such diverse properties as phase locking, chaos, bursting patterns, and a variety of collective oscillations and travelling waves. In many cases, there is also a signicant "noisy" component to the underlying dynamics. This noise can interact with the aforementioned phenomena, making aperiodic an otherwise periodic ring pattern. The noise can also induce new patterns that have no deterministic counterpart.
One important aspect of the dynamics of excitable systems is the way in which they respond to variations in periodic forcing. This occurs for example when cells are stimulated by a collective oscillation of a network (to which they may or may not belong). It is particularly true for sensory neurons that must deal with oscillatory physical stimuli such as pure sound tones and other vibrations (see e.g. [33] ), or electric elds [41] . In those cases, it is often the modulations of the "carrier" oscillation that convey an important part of the relevant signal. Such modulations usually occur on a slower time scale than the period of the carrier itself.
It is an interesting question to ask how carrier amplitude modulations (AM's) are converted to "spike trains" or sequences of "action potentials" or "rings", the output of excitable systems. What are the phase locking properties of the spikes to the carrier, how are they modied by the AM's and by sources of internal noise in the cell?
One popular approach to this problem is the "black box" transfer function, where one characterizes the linear properties of the cell in the frequency domain (see e.g. [27] ). Another approach is based on modulated point processes, wherein the dynamical equations that lead to spikes are inaccessible, and the cell is characterized by the statistics of a spike generator which generates spikes randomly but at a rate dependent on the input [12] . A more recent approach, relevant in the context of randomly varying signals, is the stimulus reconstruction technique ( [32] -see Sect.2). This technique calculates, using the stimulus and the output spike train, an optimal lter which, when convolved with the spike train, creates a linear estimate of the stimulus. This approach allows the computation of signal-to-noise ratios and information transfer rates from stimulus to spike train.
The transfer function approach can take into account the often present noisy uctuations of the responses to repeated deterministic input, e.g. by averaging the ring rate over some temporal window before comparing the gain and phase of this averaged waveform to those of the input. The point process approach in fact takes the intrinsic variability in spike times of the cell, due to internal noise or synaptic input [35] , as its starting point. The reconstruction technique does not make any assumptions about the internal dynamics of the cell, as long as the input is a stochastic process.
On the other hand, much is also known about deterministic phase locking in periodically forced excitable or autonomously oscillating systems (see e.g. [31, 10, 9, 29] ). There has also been much recent interest on the eect of noise on phase locking and signal transduction in such systems [8, 17, 15, 19, 24] . This is relevant, given that often noise is either present in the cell (e.g. channel conductance uctuations), or arises from the random component of synaptic release and re-uptake mechanisms, or is a manifestation of chaotic behavior at the single cell or network level.
In this paper, we focus on two dynamical mechanisms that produce stochastic phase synchronization to a carrier, and study how these mechanisms are altered by amplitude modulations of the carrier. We consider the FitzHugh-Nagumo system as a generic excitable system, and the two mechanisms refer to supra-and subthreshold regimes of this system (dened below). This system is generic in the sense that it captures many features of the ring dynamics of so-called type II membrane dynamics. For these, the frequency of action potentials is nonzero at the onset (via a Hopf bifurcation) of autonomous oscillation, this onset resulting from a change in the bias parameter in the current balance equation. Results on type I dynamics, associated with saddle-node bifurcations, are forthcoming. We note here that the FHN model diers from the often-studied integrate-and-re-type models, mainly because it has a deterministic resonance and a built-in refractory period. It has also been used in recent studies of ring variability in excitable systems [2, 18, 29, 6, 19, 37, 5] . It thus serves as a starting point to investigate more detailed excitable cell models, especially as in many circumstances, such details are not available due to the unavailability of intracellular potential measurements.
We expect that our study is relevant to the processing of amplitude modulations in many receptors, such as auditory and mechanoreceptors [33] . The shape of the interspike interval histograms (ISIH) generated by the FHN model in the regimes studied below belongs to the class of gamma-type distributions, which have a unimodal envelope and an exponential decay at long intervals. Because of this, our analysis is relevant only to a subset of electroreceptors of weakly electric sh. The probability of ring per carrier cycle of so-called P-units encodes amplitude modulations of the carrier; this carrier, which oscillates as high as 900 Hz in certain species, is generated by the sh; environmental stimuli generate band-limited AM's. Our results would be relevant to the subset of those receptors which possess gamma-type (rather than approximately Gaussian) ISIH's, i.e. to those which have a high-probability of ring per carrier cycle [41, 39] .
In the rst part of the paper, we consider the problem of obtaining smooth ISIH's from the FHN model in the excitable regime in the presence of constant amplitude 1) subthreshold and 2) suprathreshold sinusoidal forcing. We also discuss the so-called "subthreshold chaos" regime, and characterize phase synchronization as a function of noise. The second part of the paper considers the encoding of time varying signals into spike trains in both the subthreshold and suprathreshold regimes, with the associated modication of phase synchronization properties. We conne our study to the vicinity of threshold, specically on carriers that are slightly below and slightly above threshold. This is because many neural systems, especially at the sensory periphery, adapt their threshold over time so that incoming signals lie in the vicinity of threshold (see e.g. [40] ). Note that, in the context of amplitude modulations, the model studied here has two distinct and uncorrelated stochastic forcing terms: one for the input amplitude modulations, and the other for the internal noise in the cell (mainly synaptic noise and conductance uctuations).
The outline of the paper is as follows. In Section 2, we present the dynamical equations of interest, and describe the numerical integration and the stimulus reconstruction technique. Section 3 examines how noise enables the production of the smooth multimodal ISIH's seen experimentally in response to deterministic periodic forcing, using the FitzHugh-Nagumo model in both the subthreshold and suprathreshold regimes. It also studies phase synchronization properties of these regimes as a function of internal noise, using ISIH's, mean ring rates and input-output phase dierence behavior. Section 4 considers the eect of random amplitude modulations on the stochastic phase locking in the subthreshold regime. Section 5 considers the eect of random AM's in the suprathreshold regime. In both Sects.4 and 5, ISIH's are presented along with ring rate and phase-dierence behavior, since the spikes still exhibit phase synchronization to the carrier on a short time scale. However, we show how this phase-locked ring allows a "representation" of the random stimulus that evolves on a slower time scale, and study how this representation depends on the intensity of the internal noise. We will show that the internal noise helps the encoding of AM's in the subthreshold case, a consequence of stochastic resonance exhibited by this model. This is similar to stochastic resonance with random signals [6, 16] , except for the presence of a carrier which maintains, by virtue of the phase synchronization, a temporal neural code rather than only a mean rate code [36] . This temporal code is maintained below and abovethreshold in our model study. The paper ends with a discussion in Section 6.
METHODS

Dynamical equations
We consider the FHN model with sinusoidal forcing and additive noise, as in [19] 
ds dt 
The EOD frequency is = 2=T. The fast membrane potential dynamics dv(t)=dt are driven by two independent zero-mean noise sources. The Gaussian stochastic process s(t) used to mimick amplitude modulations of the carrier is obtained by lowpass ltering OrnsteinUhlenbeck noise from a second independent source. The response function of this lter is chosen as H() = 4 =(j + ) 4 . This lter with a fourth-order pole closely approximates that used to create band-limited carrier uctuations in [39] . Here we use the same basic FHN parameters as in previous work [6, 3] , namely a = 0:5, b = 0:15, d = 1, I = 0:04, and = 0:005. We also set the cuto frequency at = 0:5. The amplitude modulations represent realistic signals to be encoded by the excitable system. The term s(t) appears at rst glance to be a multiplicative noise; however, its intensity is independent of the state variables, so it is in fact additive noise. Nevertheless, it is multiplied by the mean carrier amplitude r. The noise 2 (t) used here is actually an OU process with adjustable correlation time 01 s and variance D s s . Gaussian white noise would have suited our purpose here as well. For all simulations presented below, this correlation time is 0.001 sec, much shorter than the inverse of the bandwidth of the lter H(). A value of D s = 0:2 yields AM's with a standard deviation of 15 percent, which is physiologically realistic (see e.g. [39] ).
The internal noise 1 (t) may come from many sources. For example, a primary sensory neuron is generally composed of a receptor cell, that transduces a physical stimulus into a voltage, plus nerve endings that connect to this receptor to higher brain structures. The receptor releases a chemical ("neurotransmitter") onto these nerve endings. This is usually described as a stochastic release mechanism that is modulated by the receptor potential. The uctuations produced at this level, along with conductance uctuations in the cell, can be lumped together in a rst approximation as an "internal" noise source. This band-limited internal noise uctuates on a time scale commensurate with or faster than those associated with neural spiking. We model it here as additive OU noise on the fast voltage variable, with correlation time 01 = 0:001 and variance D. One issue that will considered below is the eect of this internal noise on neural rings that are phase-synchronized to the carrier; another is its eect on the information about the random signal (i.e. about random amplitude modulations caused by objects in the environment) that is conveyed by the output spike train.
For all our simulations with amplitude modulation, we have chosen D = 0:2, which yields AM's with standard deviation 0:15. Numerical integration of this stochastic model is as in [19] (an order-1 algorithm) with an integration time step of 0.001 . As the FHN system is a reduced description of a conductance-based model, some of its parameters do not have straightforward biophysical interpretations; nevertheless, the lumped eect of dierent noise sources can, to a rst approximation, be studied via the additive dynamical noise used in Eq.(7) (see also [38] and references therein).
Quantifying the information transfer
There are two aspects of phase synchronization that can be investigated in the presence of amplitude modulations of the sinusoidal forcing. The rst aspect concerns the eect of the AM's on the synchronization between the rings and the modulated carrier itself, as well as on the mean ring rate. The second aspect concerns how well the rings are synchronized to the uctuations that make up the AM itself, and which are the important relevant signal. We address the rst question by recomputing the behavior of the mean ring rate and input-output phase dierence in the presence of the AM, and this, for varying amounts of internal noise. As for the second question, we use an information theoretic measure of synchrony between spikes and AM's [39, 32] . We adopt this scheme because it is becoming one standard tool of spike train analysis in the neurosciences. Also, since the AM's are manifestations of a bandlimited noise, the notion of phase is not the most natural for it, even though a phase could be extracted from such a signal using the Hilbert transform (i.e. analytic signal techniques). We note that the more common denition of phase based on the angle of the phase point in a two-dimensional phase space (such as x 3 (t) versus x 4 (t)) leads to phase ambiguities, as revolutions do not always encircle the origin. We use the stimulus reconstruction technique in the implementation of [39] . The goal of this algorithm is to nd a response lter h(t) which, when convolved with the spike train, gives a "reconstructed stimulus" that is closest, in the least squares sense, to the original stimulus that elicited the spike train. In the context of our study, the stimulus to be reconstructed is only the amplitude modulation. Let s(t) be the input to the neuron (corresponding to s(t) in Eq.7). We then dene the zero-mean spike train: (8) where x(t) is the temporal average of the sum of delta functions over one realization, and the t i are the spike times. A linear estimate of s(t) is given by
The reconstruction lter is chosen to minimize the mean square error
It is given by [39] h(t) = Z fc 0fc df S sx (0f) S xx (f) exp 02ift (11) where f c is the cuto frequency of the lter H(!), and S xx and S sx are, respectively, the auto-spectrum of the output spike train and the cross-spectrum of the input signal and spike train. Once this lter h(t) has been estimated, it is convolved with the whole spike train to yield an "estimated signal" or "reconstructed signal" s est . The dierence between the real input and s est is known in that method as the "noise" in the system; it does not have a direct biophysical interpretation; it is in fact "reconstruction noise" and depends on system properties and those of the input and internal noises. This noise is:
The mean square error is then:
where S nn is the auto-spectrum of the reconstruction noise. The coding fraction is nally dened as = 1 0 (14) where is the standard deviation of the AM signal. A coding fraction of 1 is the best possible (linear) coding of the signal into the spike train; = 0 is the worst coding, where the mean square error is on average equal to .
\SMOOTH SKIPPING" FROM PERIODIC FORC-ING
In this section, only sinusoidal forcing with constant amplitude r is considered; this corresponds to s(t) = 0 in Eq.7. We begin by making a clear distinction between the subthreshold and suprathreshold regimes referred to throughout this paper. The distinction relies on the deterministic properties of the model, i.e. on its properties in the absence of stochastic forcing. The model is said to be in the subthreshold regime if, in the presence of sinusoidal forcing, it does not generate spikes in the asymptotic regime (although it may generate one or more spikes during a short transient evolving from the initial condition). Otherwise, it is in the suprathreshold regime. Dierent neuron models have dierent types of phase space boundaries which determine whether or not a spike occurs. Certain models have a true threshold, and spikes are an allor-nothing event, while others have a pseudo-threshold, and the spike size is a continuous, although usually steep function of stimulus amplitude. The FHN model studied here admits such graded spike responses [5] . Also, in the presence of stochastic forcing on the dynamical variables, as occurs in the real system, there is always a nite probability that a noise-induced spike could occur, regardless of the threshold type. We choose a minimal value of spike size (0.5 in the models' units); a positive-going excursion of the fast voltage variable that reaches beyond this value, and which is separated from the previous spike by at least the absolute refractory period (corresponding to the width of spike, i.e. 0:4 sec in the model's units) is considered here as a spike.
Deterministic case
Sinusoidal forcing in the subthreshold regime produces no spikes in the steady state. In contrast, spikes occur periodically in the suprathreshold regime. For the suprathreshold case of concern in our paper, the resulting pattern is actually 2:1 ring, i.e. one spike for every two forcing cycles. This pattern is visible in one spiking portion of Fig.5B . The precise ring pattern depends on the Arnold tongue structure of the system [22, 23] . Another eect which also underlies the Arnold tongue structure is the fact that the amplitude of the voltage response to sinusoidal input depends on the frequency of this sinusoid, via the deterministic resonance of the FHN oscillator [23] . In particular, for the parameters of our study, the forcing frequency is very close to the deterministic resonance of the FHN model, i.e. to the frequency which requires the least amplitude to produce 1:1 ring. It is known that, for certain senses that encode time-varying stimuli using a periodic carrier, a carrier frequency close to the resonance of the receptor is often used [41] . There is also another regime which has been investigated in the noiseless case in [19, 13, 4] . Certain combinations of frequency and amplitude of forcing lead to chaotic spiking that shows phase preference; in other words, spikes occur always near a preferred phase of the forcing, but not at every cycle. This is the kind of ring pattern that concerns us in this paper; we will be especially concerned with its alteration by random amplitude modulations. In [19] , such chaotic "skipping" occurs with sinusoidal forcing. In [13, 4] , it is obtained by forcing with periodically repeating rectangular pulses. The latter paper describes the resulting ring pattern as "subthreshold chaos", although clearly, this "subthreshold" chaos can produce "suprathreshold" responses (spikes). The interspike interval histograms produced by this chaotic spiking have peaks near integer multiples of the driving period.
However, the "chaotic" ISIH's typically lack peaks at certain integers, and one can often see ner structure within these peaks due to the chaotic dynamics [19, 13, 4] . Interesting as they are, those kinds of chaotic patterns do not have the smooth peaks and continuous sequence of peaks seen in many senses, such as those for auditory neurons [33] which are very similar to those presented in Fig.1. 
Stochastic case
Addition of dynamical noise to such chaotic skipping models washes out the ner structure within ISIH peaks, yields a sequence of peaks over a contiguous range of multiples of the driving period [21] , and the envelope of the peaks is unimodal -all characteristics of histograms seen e.g. in auditory physiology. This suggests that, if subthreshold chaos underlies such ring patterns, then it must be accompanied by a signicant amount of noise; a likely origin for this noise is the synaptic noise onto the aerent nerve ber that innervates the receptor cell.
In this paper, we focus on the ring patterns for sinusoidal stimuli in the vicinity of threshold. It is known that many cells adapt their threshold in order that the signals of interest are in the vicinity of this threshold (see e.g. [40] and references therein). We consider rst the eect of internal noise on the response to subthreshold and suprathreshold sinusoidal forcing (Fig.1) . The only dierence between Fig.1A and B is the carrier amplitude and the sequence of internal noise values. Without noise, there would be no spikes in Fig.1A , and there would be a periodic 2:1 pattern in Fig.1B . These results are known from previous studies (see e.g. [19] ), and are meant here to set the stage for studying the eect of amplitude modulations. They are also shown because we will investigate phase synchronization in the context of these skipping patterns.
We note that the mean ring rate follows an Arrhenius law hfi exp(0U=D) except at higher noise levels; here U is an eective barrier height [23] . The suprathreshold case corresponds to a lower barrier, thus to a smaller mean ISI or larger mean ring rate (the reciprocal of the mean ISI). This mean rate is plotted versus the internal noise D in Fig.2B and Fig.3B (solid curves).
3.3
Phase Synchronization
Let the phase of the input signal at the time of a spike be in = 2t=T + o (15) where o is the initial phase of the forcing, and T the forcing period. We can also associate a phase to the output of the neuron, as in [26] : we simply increment the output phase out by 2 whenever a spike occurs; this corresponds to a "loop" in the phase space of the excitable system. The output phase is thus out (t) = 2i + o , where i corresponds to the number of spikes that have occurred up to time t (it is the same index as in the t i ). While the input phase increases at a constant rate for sinusoidal forcing, the output phase behaves as a birth process, where the time intervals between "births" are distributed according to the ISIH. Given that the intervals are not distributed exponentially, as for a Poisson process, this is not a standard birth process. We veried however that the intervals have negligeable serial correlations, and thus the ISI's (i.e. the renewal process) extracted from this birth process are independent, as for a Poisson process. We can then dene the phase dierence (t) out 0 in (16) . Figure 2A shows the behavior of this relative phase as a function of time for the subthreshold case, and Fig.3A for the suprathreshold case. This relative phase evolves linearly in time at a rate that depends on the internal noise intensity. Thus, we have plotted this rate, which corresponds to a relative angular frequency between system and input, as a function of D, both without and with amplitude modulations. We see that the slope increases monotonically past zero. When the phase dierence is zero, one can say that the input and output are synchronized. However, due to the lack of a plateau, i.e. of a range of D over which the mean relative frequency is constant, one can not stricly speak of nonlinear synchronization here.
Other quantities such as the eective phase diusion [26] may reveal such synchronization, and will be investigated elsewhere.
Simple Statistical Model
A simple statistical model of the spiking reveals that this denition of phase dierence is directly related to the mean ring rate, even though the two quantities are computed dierently. This would explain the similarity between the two curves, in both the sub-and suprathreshold cases, since the model does not distinguish between these cases. Because of its non-dynamical nature, the model is also not expected to yield information on nonlinear phenomenon such as phase locking regions. Let t i be a sequence of ring times. We can write t i = n i T + i where n i is a random integer variable that increases monotonically with the index i, and a continuous random variable; i is Gaussian to a good approximation, since it describes the jitter in the phase locking. The intervals i can then be written ISI i = t i 0 t i01 m i + i 0 i01 (17) where m i n i 0n n01 . The quantity m i corresponds to the nearest integer number of forcing periods correspoding to ISI i . Its distribution P (m), which corresponds to the envelope of the ISIH, follows typically a gamma distribution (see Fig.1 ). The m i and i are approximately independent and identically distributed random variables. As D increases, we know from our simulations of the FHN system that the mean of P (m) decreases, while the variance of increases. The phase dierence is:
The average of this phase dierence at the time t i of the i-th spike is: h(t i )i = 2(hii 0 hn i i) (19) On the other hand we have hISIi = hmiT, where hmi is the mean of P (m 
We thus see that the mean ring rate and the slope of the phase dierence are proportional to one another. In particular, this slope is zero when the mean ring rate is the reciprocal of the forcing period T ; this is clearly seen in Figs.2 and 3.
4 CODING AM's FROM THE SUBTHRESHOLD REGIME 4.1 Deterministic case Figure 4B shows the voltage response of the FHN model to an amplitude-modulated input in the absence of internal noise for the subthreshold case. Spiking occurs only rarely on the occasional large positive uctuations of the Gaussian AM (none are seen in Fig.4B ). The magnitude of the voltage response to the AM's depends on the frequency of the carrier. If this frequency is near the resonance frequency of the FHN model, as is the case for T = 1, the AM's also have a large magnitude. Thus, the tuning characteristics of the FHN model with respect to carrier frequency [11, 23] will directly impinge on the ability of the model to generate spikes in response to the AM's. This eect will studied elsewhere.
Stochastic case
The eect of internal noise on the ring patterns is shown in Fig.4C ,D. The internal noise increases the probability of ring in response to positive uctuations of the voltage. As Fig.6 shows, the eect of D on the ISIH is thus to produce shorter intervals, both in the absence and presence of AM's. The AM's also increase the mean ring rate, even though the AM's are zero-mean uctuations. This is because the AM's carry the system near and above threshold, increasing the ring probability per forcing cycle proportionally to the instantaneous AM height. This is further substantiated in Fig.2 where it is seen that the eect of the AM (dotted line) is to increase the mean ring rate, and consequently, the slope of (t). The eect of the AM is negligeable at higher D, as the dominant eect on the increase of the ring rate is D itself; the variance of the AM becomes relatively smaller than the noise uctuations produced by the internal noise.
Coding fraction
The AM's elicit a pattern of spikes in which the mean spiking frequency, averaged over a few carrier cycles, follows the bandlimited AM's. This is clear from Fig.4 . This is a consequence of the linearization of the abrupt threshold, i.e. of the ring rate versus input curve [3] . In other words, because of the noise, an increase in input signal (such as in the mean bias parameter I in Eq.7 produces a proportional increase in ring rate, even in the range of the AM uctuations where no spikes are elicited. Figures 8 and 9 study the coding fraction as a function of internal noise D for dierent values of the mean carrier amplitude r (Eq.7). Note that the variance of the AM's which drive the voltage dynamics eectively increase with r because of the multiplication rs(t) in Eq.7. These are called \constant contrast" simulations, i.e. the ratio of AM variance to carrier mean amplitude is constant throughout our work.
We rst note that, for all r values considered, the coding fraction is greater than zero. This is true even though the unmodulated EOD is subthreshold for r < 12:8, and is due to the random nature of the AM: certain uctuations of the AM go above threshold, and thus are encoded even without internal noise (i.e. even with D = 0). Also, in this subthreshold regime, increasing D rst increases the coding fraction, i.e. the quality of the encoding (Fig.8,9 ). In this region, greater internal noise such as synaptic noise raises the ring rate; this amounts to a higher sampling of the underlying AM waveform, thus improving information transfer. This is true even though most of the dynamic range of the AM uctuation is subthreshold, a consequence of the aforementioned linearization. The coding fraction then goes through a maximum. For larger D, spikes start occurring more randomly, i.e. at irrelevant times, and the coding fraction decreases. This is a form of stochastic resonance [8, 6, 3] . The novelty here is that the forcing is done with an amplitudemodulated carrier, the AM's time scale being longer than the carrier period.
As the mean carrier amplitude gets closer to threshold (12.8 for T = 1), the noise amplitude that maximizes the coding fraction becomes smaller, as is seen in Fig.9 . This occurs because less noise is now needed to signicantly increase spiking, due to the reduced eective barrier height. Figure 9 also shows that is proportional to r for values of r well into the suprathreshold regime, but not for r > 0:018. Figure 10 presents preliminary results on the eect of the EOD frequency on the coding fraction. The same noise realization was used for each value of EOD frequency, and was the same as that used for Figs.8 and 9. This implies that the actual physical time of the physical random AM stimulus was also the same in each case. Also, all other parameters of the simulations were held xed, the stimulus amplitude was r = 0:011, a value in the subthreshold regime, and the noise intensity was set to D = 8210 08 . This value of D yields the maximum coding fraction for this value of r (see Fig.8 ).
The coding fraction is seen to go through a maximum as a function of EOD frequency. This can be explained as follows, based on our knowledge [23] of the tuning curves of the FHN model for these parameters, and their modication by noise. The left part of Fig.10 corresponds to higher forcing periods; at these periods, the deterministic dynamics are subthreshold. Thus, for the small noise used here, there is very little ring, and less so as the forcing period increases. This causes the coding fraction to be low.
The shape of the 2:1 boundary in the forcing amplitude-forcing period subspace [23] is roughly a horizontal line over the region where the coding fraction is around 0.3 in Fig.10 ; its shape is not altered much by internal noise of the magnitude used here. In other words, over the approximate range of EOD frequencies (1:0; 2:5) Hz, the ring in the absence of AM's and of internal noise follows a 2:1 pattern that varies little with EOD frequency; adding a small amount of internal noise does not alter this pattern much either. Thus, the coding fraction is not expected to vary much over this range of EOD frequencies, as Fig.10 conrms. However, beyond an EOD frequency of 2.5 Hz, the deterministic pattern has less spikes per unit time (such as a 3:1 pattern), i.e. a smaller ring rate. With internal noise, the coding fraction drops accordingly. Further analysis of this dependence of the coding fraction on the EOD frequency, and its implications for the tuning of electroreceptors to the EOD, will be discussed in greater detail elsewhere.
5 CODING AM's FROM THE SUPRATHRESHOLD REGIME
Deterministic case
In the suprathreshold regime without internal noise but with AM's, there are many rings whenever the AM's bring the voltage above threshold, as shown in Fig.5 . Note that without AM's, there is continuous ring at a constant frequency (2:1); segments of such patterns are visible in Fig.5B . Decreases in the carrier amplitude interrupt this relatively constant ring rather abruptly; this is a consequence of the behavior of the ring frequency near a Hopf bifurcation. It is interesting to note that, in this noiseless case, the AM by itself (i.e. without internal noise) can generate a multimodal ISIH as seen in Fig.1D . This is true even though the carrier alone (without AM's) generates a periodic ring pattern, thus a singular ISIH with only one peak. It is also the case that the lower parts of the AM uctuations are not encoded by spikes, because they are subthreshold.
Stochastic case
In the suprathreshold case with AM's, the eect of noise on the mean ring rate depends on the intensity D. At low D, the mean ring rate actually decreases when AM's are present (see also Fig.3 ). Negative AM uctuations deleted spikes from an otherwise almost periodic pattern; in other words, the small internal noise slightly disturbs the periodically ring solution above the Hopf bifurcation, and negative AM uctuations delete spikes from this pattern. The eect of internal noise and AM's on the ISIH's is shown in Fig.7 . The mean intervals printed in the insets show that the AM's decrease the ring rate. This was anticipated in Fig.3 at low noise. At mid to high noise, the AM makes little dierence on the mean ring rate. However, with or without AM's, increasing the internal noise D increases the ring rate, a consequence of the Arrhenius factor and its modication by small signals [8, 23] .
Coding fraction
Just above threshold, for r = 0:013, it is seen from Fig.8 that the internal noise still increases the coding fraction, although very slightly. At higher values of r, the randomizing eect of the internal noise is found to always decrease the coding fraction. Thus, stochastic resonance does not occur at these mean carrier amplitudes. The best reconstruction of the signal using the spike train and the optimal lter computed as described in Sect.2 is obtained for the pure deterministic dynamics of the FHN model considered here. Other measures such as mutual information are currently being investigated to determine the eect of noise from a more general perspective than linear theory. We note in both the sub-and suprathreshold cases that the plateaus in the versus D plots are fairly long and at. Thus, one could say that the internal noise causes rather small changes in coding fraction in the suprathrehsold case. Of course, the changes in are drastic before the maximum in the subthreshold case.
DISCUSSION
We have presented a study of possible origins of a certain kind of random ring pattern in a periodically forced excitable system (the FitzHugh-Nagumo system), and of the modication of this pattern by internal quasi-white noise and random bandlimited modulations of the amplitude of the forcing. We have focussed on experimentally observed patterns for which the interspike interval histograms (ISIH) are multimodal with smooth peaks centered at integer multiples of the forcing period, and for which the envelope of this ISIH is unimodal (i.e. has one maximum). We have discussed how stochastic phase locking due to noise, or to subthreshold chaos plus noise, can underlie such ring patterns. We have shown the eect of noise on certain simple synchronization properties of these dynamics, and their modication by amplitude modulation and noise. The phase locking pattern itself is fairly robust to 15 percent modulation, as no qualitative changes are observed; only the mean ring frequency changes, in a manner dependent on the noise level and on whether the dynamics are sub-or suprathreshold without AM's. The coding fraction was also used to quantify the locking of spikes to slow amplitude modulations of the carrier, i.e. to quantify how well the spike train represents the signal. This is a dierent question than that quantifying the behavior of a phase dierence between system and input -a question that could be studied using e.g. analytical signal theory [26] . We also nd that the coding fraction increases monotonically with mean carrier amplitude.
We nd that internal noise can increase the coding fraction in the subthreshold case, all the while preserving the phase locking to the underlying carrier. Thus, this internal noise could be used to tansfer information about slow AM's, while preserving ne temporal code on the time scale of the carrier period. This is similar to studies of rate coding in noisy neurons [14] , and in particular to studies of aperiodic SR [6, 16] . One dierence here however is that we are not directly applying the signal to the voltage dynamics: it is applied to the amplitude of a periodic signal which drives dv=dt. Hence, although rate coding is apparent, all rings are still precisely phase locked to an underlying high frequency forcing. There is thus a precisely timed component to the rate coding of the AM's on a slower time scale (the ratio of the carrier frequency to the cuto frequency for the AM's in Fig.10 is 2= = 4, which is in the physiological range). More extensive results, in particular on the ability of the FHN system (and other more accurate models) to transmit information about carrier AM's depends on various parameters, are forthcoming.
It is striking that the voltage response to AM's mirrors quite well the AM itself (when there are no spikes -this is most obvious in the subthreshold regime, e.g. Fig.4A) . The AM appears to simply be superimposed on a background depolarization of mean value equal to the carrier amplitude. This is a consequence of the fact that the spikes are strongly phase locked to the carrier. One could attempt a theory of the eects reported here by rst replacing the carrier by an additional bias current I that sets the mean voltage (resting potential) at a value corresponding to that produced by the carrier maximum. Then, one could simply add the noisy signal s(t), and see if the coding fraction is the same as in Figs.8,9 . However, this approach does not work. In particular, even the basic mean ring rates can not be reproduced by replacing the carrier by a bias. Since the coding fraction is quite sensitive to the ring rate, this yields quite dierent results for versus D. We come back to one point mentioned in Sect.5: AM's can generate multimodal ISIH even without internal noise in the suprathreshold case. This is true also in the subthreshold case, although the rings are rare. Why then include noise in the modeling of such cells? The answer to this is simple: if the AM is turned o, the ISIH is singular (only one peak at 2T in our example), while the experimental ISIH's have ISIH's as in Fig.1 . Thus, to better represent the biological situation, our study suggests that some internal noise is required to rst produce a proper skipping response with that is caused by the kind of stochastic phase synchronization studied in our paper. Then, the eect of the AM's shift the probability of ring per forcing cycle, with the variations in ring rate and ISIH shown, respectively, in Figs. 2-3 and 6-7.
The carrier frequency was kept constant throughout our work, except for Fig.10 where it was varied while keeping the EOD amplitude and internal noise intensity constant. The coding fraction exhibits a maximum as a function of this EOD frequency, for the reasons suggested at the end of Sect.4.3 which involve the tuning characteristic of the FHN oscillator [23, 11] . It would certainly be worthwhile investigating more closely the connection between the coding fraction and the tuning curves of the system. We expect that, generally, carrier frequencies close to the preferred frequency of the excitable system will produce the highest coding fractions.
It is clear from our results that biophysical noise in the neuron and its synapses can, under certain circumstances, enhance the transfer of information about AM's to output spike trains. This happens in the subthreshold regime. In fact, because the AM is a Gaussian bandlimited noise, there always is a nite ring probability when D AM > 0. The issue of how the ring statistics without AM's are determined by combinations of stimulus amplitude, frequency and synaptic noise intensity (to name the more important parameters), and how these combinations compare in terms of their coding fractions, will be explored in a subsequent paper.
Relatedly, it is important to note that we have used a sinusoidal forcing signal throughout our work. For many systems, stimuli are half-wave rectied before exerting their forcing on the equations governing excitability (see e.g. [7] ). Such rectication is performed by a specialized receptor or transducer that is sensitive only to one polarity of the forcing, or of the derivative of the forcing. Such rectied sinusoidal input also approximates pulsatile forcing of nerve [30] when the duty cycle of the forcing is close to 50%. For the frequency used in our study, preliminary results (not shown) indicate that this rectication produces minor quantitative dierences with the results presented here. In particular, the voltage response to the rectied version of the carrier produces produces an undershoot when the stimulus goes negative; thus, the resulting waveform does not dier signicantly from that obtained with the full sinusoid. Also, since the main dierence between the two waveforms occurs on the portions of the response furthest from threshold, there are only minor dierences between the resulting ring patterns. This will be detailed elsewhere. . Note that the scales of histogram A were changed due to very few events in the region considered. The EOD carrier frequency is 1 Hz.
FIGURE 7
Interspike intervals histograms (constructed as in Fig.8 ) in the supratreshold regime (r = 0:014) for two internal noise intensities, without (left panels) and with (right panels) amplitude modulation (AM). The interspike intervals are given in units of the carrier period. The EOD carrier frequency is 1 Hz.
FIGURE 8
Coding fraction as a function of internal noise intensity D for dierent mean amplitudes of the carrier, spanning the range from below to above threshold. Each line represents a xed mean carrier amplitude around which s(t) uctuates with constant contrast (same ratio between the amplitude r and the standard deviation of s(t)). In the subthreshold regime, and in the suprathreshold regime near threshold, internal noise enhances the transfer of information about carrier amplitude modulations to the output spike train. For each parameter combination, the coding fraction was estimated using one spike train obtained from 20,000 sec of simulated spike trains, i.e. from 2 2 10 7 integration time steps of 0.001 sec (the rst 10 5 time steps were discarded as transients). The coding fraction is obtained rst by computing the optimal lter h(t). This is done using spectral estimates that are averaged over consecutive 512 sec windows. This lter is then convolved with the whole spike train; the error and coding fractions are then computed. The EOD carrier frequency is 1 Hz.
FIGURE 9
Inuence of mean carrier amplitude on information transfer. The coding fraction, calculated as in Fig.10 , is plotted as a function of amplitude r for dierent internal noise intensities. The mean amplitude modulation are as in Fig.4 . Note the crossover in the ordering of the curves in the vicinity of threshold r = 0:0128. The carrier frequency is 1:0 Hz. Note that all simulations are done at constant contrast, i.e. constant ratio of standard deviation of the modulation to the mean carrier amplitude.
FIGURE 10 Eect of the EOD frequency on the coding fraction. The EOD amplitude in the absence of AM's is r = 0:011, and the internal noise intensity is D = 8 2 10 08 . The same realization of the "random" amplitude modulation was used in each case, and was the same as that used for Fig.8 . Coding fractions were computed as in Fig.8 .
