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THE EQUIVALENCE BETWEEN THE CATEGORIES
OF GIRY ALGEBRAS AND CONVEX SPACES
KIRK STURTZ
Abstract. A duality between the category of convex spaces and
measurable spaces arises from the existence of the unit interval,
which is an object in both these categories. The full subcategory
of the category of convex spaces, consisting of just the single ob-
ject, the unit interval, is both a dense and codense subcategory in
the category of convex spaces. Combined with the the symmet-
ric monoidal closed category structure of the category, one obtains
the double dualization monad into the unit interval, which sends
a point to the evaluation map at that point. The restriction of
the codomain of the unit of this monad to the weakly averaging
affine functionals is an isomorphism. Moreover, every convex space
has an associated measurable space, whose σ-algebra is generated
by the Boolean subobjects of that convex space. The resulting σ-
algebra of that measurable space makes it a separated measurable
space. These properties are used to give a proof that the category
of Giry algebras is equivalent to the category of convex spaces.
Editorial Note: This paper has been updated and replaced with the
article The factorization of the Giry monad and convex spaces as an
extension of the Kleisi category. The approach used in this paper was
originally based upon using the density of the unit interval in Cvx,
whereas the updated perspective uses the codensity of the unit interval
in Cvx. The latter seems more natural and intuitive, particularly
since the use of the full subcategory of separated measurable spaces
provides motivation for the various constructions. Moreover, since the
analysis of the close relationship between the tensor products in the
two categories, Meas and Cvx, are developed (and of considerable
interest in their own right), we chose to develop the theory from that
perspective rather than correct and update a few annoying errors in this
presentation. (The main error at issue is pointed out subsequently).
Nevertheless, the perspective of paths in convex spaces, provides a nice
tool for analyzing several aspects associated with the theory.
2010 Mathematics Subject Classification. 18C20,60A99.
Key words and phrases. Convex spaces, Giry algebras, Giry monad, adequate
subcategories, Isbell conjugacy.
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1. Introduction
The Giry monad G on the category of measurable spaces Meas,
defined for every space X as the space of probability measures on X ,
has a natural convex structure associated with it, and conversely, the
category of convex spaces, Cvx, has for each object A a natural σ-
algebra structure generated by the Boolean subobjects of A.
By using the symmetric monoidal closed category (SMCC) structure
of both of these categories, we show these two natural structures deter-
mine an adjoint pair of functors which factorize the Giry monad, and
prove the category Cvx is equivalent to the category of Giry algebras,
MeasG .1
In the literature the Giry monad is almost always accompanied by
characterizations using the simplicial category ∆ and the functor
∆→ Top
mapping a finite ordinal n to the standard n-dimensional affine simplex
∆n, viewed as a subspace of the Euclidean space R
n+1. While such
explanations provide a useful perspective about the Giry monad, the
assumption of an underlying topological structure is unnecessary and
conceals the underlying connection between convex and measurable
spaces necessary to prove Cvx is equivalent to MeasG . Approaches
other than the simplicial method can be found in [3, 6, 13].
The category Cvx has three basic properties, (i) it is a symmetric
monoidal closed category (SMCC) under the tensor product, (ii) it
is complete and cocomplete, and (iii) the full subcategory I →֒ Cvx
consisting of the unit interval I = [0, 1] is dense in Cvx. The proof of
the first two facts are both straightforward verifications. Details can
be found in Meng[11].
The category Meas is also complete, cocomplete, and a SMCC un-
der the tensor product. The monoidal structure, (Meas,⊗, 1), endows
a pair of measurable spaces with the σ-algebra generated by all the con-
stant graph maps, {X
Γy
−→ X × Y }x∈X and {Y
Γx−→ X × Y }y∈Y . This
tensor product structure on the cartesian product is denoted X ⊗ Y ,
and contains the product σ-algebra as a sub σ-algebra.2 This tensor
1The Giry monad is named after Giry[4], however the original construction fol-
lows from Lawvere’s original paper in 1963, before “monads” were defined and their
relationship to adjunctions were clarified.
2Further details on the tensor product structure onMeasmakingMeas a SMCC
structure can be found in [12]. The results in this paper were essentially given in
[12], except we were now aware that the category I was is dense and codense in
Cvx. With that knowledge in hand, the assumption that each affine functional
I
A P−→ I preserves limits of sequences of simple functions can be dropped, since the
adequacy of I implies that assumption.
The full implications of this SMCC structure have yet to be worked out, and
one important aspect of this SMCC structure, relating to probability theory, is
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product structure, rather than the standard product structure gener-
ated by the two coordinage projection mappings, is necessary to obtain
the SMCC structure making the evaluation maps measurable functions.
An overview of the problem, showing Cvx is equivalent to MeasG ,
and an outline of the paper is as follows. To prove the Eilenberg-Moore
category of G-algebras is equivalent to the category of convex spaces,
we factor the Giry monad into two functors with the functor P at
component X ∈ob Meas
MeasG
Meas Cvx P ⊣ Σ
FG UG
P
Σ
Φ
Diagram 1. The Eilenberg-Moore adjunction,
FG ⊣ UG , and the proposed adjunction to Cvx,
P ⊣ Σ.
being given as G(X) viewed simply as a convex space, having no σ-
algebra associated with it. In this diagram we have employed the stan-
dard notation, with Φ being the comparison functor, and P ⊣ Σ the
(desired) adjunction such that the comparison functor is an equivalence
of categories.
The functor P preserves colimits3, and in particular,4
P(2) = P(1+ 1) = P(1) + P(1) = 1+ 1 = [0, 1]
that while the Giry monad is a commutative monad with respect to the standard
product structure, with respect to the tensor product structure on Meas (which is
necessary if one wants to work with function spaces), the question of the commu-
tativity/noncommutativity of the Giry monad is unknown, although we conjecture
it is noncommutative. (The commutativity of a monad is defined with respect to
the monoidal structure.[7]) While the calculus of extensive quantities (probability
measures are extensive quantities) has been studied by A. Kock[8], the applicability
to Meas with the SMCC structure remains an open question.
3The fact P preserves colimits is an elementary verification; the coproduct of
X and Y in Meas is given by the disjoint union, X + Y , with the final σ-algebra
on X ∪ Y such that the two inclusion maps X →֒ X + Y and Y →֒ X + Y are
measurable.
4The symbol 2 is overloaded, as we use it to represent both a discrete measurable
space, and a discrete convex space. The distinction should be clear from the context.
Similiarly with regards to the unit interval I, and the object 1 which is the terminal
object in both Meas and Cvx. (Both can be viewed as measurable spaces with a
natural convex structure.)
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where the coproduct 1+1 in Cvx is the unit interval, I = [0, 1], which
has the convex structure given by the free functor on 2 generators.5
We identify I with P(2), as convex spaces, using the isomorhism α 7→
(1−α)δ0+αδ1, where δ0 and δ1 are the dirac measures on the discrete
measurable space 2.
To prove the equivalence between MeasG and Cvx, amounts to
showing that there exists a right adjoint to the functor P. We can
characterize this right adjoint Σ as being defined by taking as the gen-
erating set for the σ-algebra on any convex space A, the set Cvx(A, 2).
Every element in the function space Cvx(A, 2) determines a Boolean
subobject pair of A and is the topic of §2.2. The set of all Boolean sub-
objects of a convex space generate the σ-algebra for ΣA, and the space
ΣA is a separated measurable space, which is shown in §4 using the fact
that Cvx has a coseparator. The density and codensity of I are shown
in §2.3 and §5, respectively. The codensity of I implies that the image
of the double dualization map A→ Cvx(Cvx(A, I), I) into I, sending
a 7→ eva, is an isomorphism, with the image space being the space
of all weakly averaging affine functionals. This isomorphism, arising
from the double dualization map into I with the restricted codomain
of all weakly averaging affine functionals, is, in many respects, the key
point in proving the equivalence between Cvx andMeasG . §6 provides
an alternative view of the codensity of I in Cvx, while §7 provides a
bridge from viewing function spaces, both IA or 2A, as convex spaces
to viewing them as measurable spaces. Both §6 and §7 are provided to
lend further understanding to duality and function spaces, respectively.
They are not necessary to prove the main results, and may be skipped,
referring back to them for clarification as needed. In §9 the two func-
tors P and Σ are shown to form an adjunct pair whose composite is
the Giry monad, and then in §10 the equivalence between MeasG and
C is given by explicitly showing the equivalence given the adjunction
P ⊣ Σ.6
Throughout the paper, the “remark” paragraphs are intended as
commentary and motivation for the material, and the technical re-
marks are not used in the subsequent development of the theory. The
extended remark at the end of §3 provides the “big picture” how this
5In Cvx, a coproduct of any two spaces A and B takes the set coproduct of A
and B, and takes the free convex space generated by those elements and then uses
a equivalence relation on that set such that α(a1, 1) + (1− α)(a2, 1) ∼= (αa1 + (1−
α)a2, 1) and similarly for elements of B. Thus the coproduct A + B = {
n∑
i=1
(1 −
αi)(ai, 1) + αi(bi, 2) | ai ∈ A, bi ∈ B, ∀α ∈ [0, 1], n ∈ N} The fact that Cvx is
complete and cocomplete is well known. In fact Cvx has a coseparator R∞, as well
as a separator (the one point space).[1]
6In practice, given an adjunct pair it is often easier to show the equivalence
directly rather than use the necessary and sufficient conditions.
GIRY ALGEBRAS AND CONVEX SPACES 5
research fits into the grand scheme of probability theory as (essentially)
the theory of convex spaces.7
2. Convex Spaces
2.1. Convex Space Structures. In defining convex spaces, we em-
ploy the definitions given in Bo¨rger and Kemp[1], so as to introduce
the related categories of positively convex spaces, PC, and supercon-
vex spaces, SC.8 The alternative approach to defining convex spaces is
that presented in Meng[11], which views Cvx as a single sorted theory.
For many purposes, such as showing completeness or that Cvx is a
regular category, the definition as an algebraic theory is more useful.
For Ω = {α ∈ IN |
∑
i∈N αi ≤ 1}, an Ω-algebra is a set A together
with a map
Ω → Set(AN, A)
α 7→ AN
αA−→ A
where αA is a set function. A morphism of Ω-algebras from A to B is
a set map A
m
−→ B such that the diagram
AN A
BN B
αA
mN m
βB
commutes. Obviously, the Ω-algebras form a category, the composition
of the morphisms being the set-theoretic composition.
Let a ∈ AN denote a sequence in A. Then for α ∈ Ω and A an Ω-
algebra with the mapping αA let αA(a) =
∑
i∈N αiai denote the value
7The equivalence of the two categories, MeasG and Cvx, implies every Giry
algebra (X,h) corresponds to a convex space. Hence the study of Giry algebras is
the study of convex spaces. The fact that Cvx is a complete, cocomplete, SMCC (a
cosmos) provides the necessary framework for a vastly richer theory of probability
than the current perspective.
8Our definitions are essentially verbatim from Bo¨rger and Kemp, with the excep-
tion that we restrict the coefficients αi, as as used in the definition of an Ω-algebra,
to lie in the unit interval (rather than R or C) and consequently do not require the
modulus of these quantities, |αi|. Although we note that the use of C, or rather the
(complex) unit disk, D, yields an easy generalization of the theory that seems rele-
vant to generalizing “classical probability theory” (which uses just the unit interval)
to “generalized (or quantum) probability theory”. In this regard, the 2nd footnote
suggest that at least some aspects of quantum probability theory may be be derived
using Giry algebras (over C or D), and (looking ahead) consequently probability
measures within that framework are weakly-averaging affine maps DA → D. (This
course of thought requires that D be dense and codense in Cvx, which we have not
verified.)
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of the map αA at a. An Ω-algebra A is called a positively convex space
when A 6= ∅ and the following two axioms are satisfied.
(1) For eji ∈ Ω the “unit vector”,
eji =
{
1 iff i = j
0 otherwise
.
the following condition holds:∑
i∈N
ejiai = aj for all j ∈ N, and all a ∈ A
N.
(2)
∑
i∈N αi
(∑
j∈N β
i
jaj
)
=
∑
j∈N(
∑
i∈N αiβ
i
j)aj , for all α, β
i ∈ Ω,
and all a ∈ AN.
The category of positively convex spaces, PC, which is nonempty by
hypothesis, has a nullary operator for each object A in the category,
called the zero (nullary) map,
1
0
−→ A
which is the image of the zero sequence 0 ∈ Ω, i.e., AN
0
−→ A is a
constant map determining a unique element 0A.
A superconvex space drops the hypothesis of being nonempty, but
requires the limit of the countably infinite sum to have value 1. A
convex space is an Ω-algebra restricted to sequences α ∈ IN such that
only finitely many terms are nonzero, and the sum of those terms is
one. Hence we obtain the usual condition
∑n
i=1 αi = 1 associated with
a “convex sum”
∑n
i=1 αiai. Note the category Cvx contains the object
∅ which is necessary for Cvx to be complete (and cocomplete).
The unit interval I can be viewed as an object in PC, with the
zero element being 0. Given any countable sequence {αi}
∞
i=1 of terms
in I with limn→∞{
∑n
i=1 αi} ≤ 1, we have upon taking any another
countable sequence {pi}
∞
i=1 of element of I, the formal (infinite convex)
sum ∑
i∈N
αipi
where the elements pi are viewed as variables (or “symbols”) of I with
the αi being the coefficients of those variables. The elements pi need not
be unique9, and the limit of the infinite convex sum, upon evaluation
(componentwise multiplication, αi ·pi, and taking the limit of the sum),
clearly gives a quantity in I.
The category of superconvex spaces, SC, satisfies the following prop-
erty, the proof of which can be found in [1].
9These terms pi can be interpretted as values pi = P (m
−1(Ui)) where P is some
probability measure on a convex space A, endowed with a σ-algebra, ΣA, and
ΣA
m
−→ I is a measurable map. The {Ui}∞i=1 partition the unit interval, with each
Ui itself a subinterval of I.
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Theorem 2.1. For A a superconvex space and a0 ∈ A, there exists
a unique positively convex space structure on A with zero element a0,
such that the restriction of the operations to convex sums whose limit
is one gives the original superconvex space.
This result is useful for viewing a superconvex space as a positively
convex space. From the perspective of calculating limits of a sequence
of real values in I, such as limn→∞{
∑n
i=1 P (Ui)}, this category is what
is used in practice. Thus, while our main results focus on Cvx, the
connection between the various types of convex structures is relevant to
computations and understanding, for example, how the representation
of measurable functions via sequences of simple measurable functions
fits into the big picture.
For subsequent reference, we note the following result. Let R = (−∞,∞)
with the natural convex structure. This convex structure extends to
R∞ = (−∞,∞], by defining for all r ∈ R, the convex sum
α∞+ (1− α)r
def
=
{
∞ for all α ∈ (0, 1]
r for α = 0
Theorem 2.2. The object R∞ is a coseparator in Cvx.
See [1] for the proof.
Notation. In the category Cvx, the arrows A
m
−→ B are referred to as
affine maps, and preserve “convex sums”,
m((1− α)a1 + αa2) = (1− α)m(a1) + αm(a2) α ∈ I.
For brevity, a convex sum is often denoted by
a1 +α a2
def
= (1− α)a1 + αa2 α ∈ I.
2.2. Boolean Subobjects of a Convex Space. A subobject of a
convex space A, say A0 →֒ A, is called a Boolean subobject when its
set-theoretic complement Ac0 is also a subobject of A. The functor Σ
assigns to every convex space A the measurable space Σ(A) = (A,ΣA)
generated by the set of all Boolean subobjects of A. If A0 is a Boolean
subobject of A then A can be written as a sum (coproduct), A =
A0 + A
c
0.
Using the convex space 2 = {0, 1}, which has the convex structure
given by
(1− α)0+ α1 =
{
0 for all α ∈ [0, 1)
1 otherwise
.
it is equivalent to say the σ-algebra of A is generated by the set of all
affine maps from A into 2, Cvx(A, 2), since the preimages of such maps
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then yield the two complementary subobjects of A.10 In analogy with
measurable spaces, we will use the notation χA0 to denote elements of
Cvx(A, 2).
The σ-algebra on a convex space A, generated by the set Cvx(A, 2),
makes every affine map A
m
−→ B measurable since the composition of
affine maps A
m
−→ B → 2 gives an element of the generating set for
ΣA. It is elementary to verify that Σ is functorial.
Viewing the unit interval as just a convex space, all the subobjects
of I which are (sub)intervals of the form (a, 1] or [a, 1] with a > 0
have complements in I, and hence Σ(I) yields the standard Borel σ-
algebra on the unit interval. Thus, applying the functor Σ to the
map P(Σ(2)) → I sending δ0 +α δ1 7→ α, yields an isomorphism of
measurable spaces. Subsequently, rather than write Σ(I), as well as
Σ(2), everywhere, we just write I and 2, and let the context determine
whether we are viewing these spaces as convex spaces or measurable
spaces.
Each element a ∈ A determines a subobject of A given by
〈〈a〉〉 = {b ∈ A | ∃c ∈ A, ∃β ∈ (0, 1]s.t. a = c+β b}
Lemma 2.3. For each convex space A, and every a ∈ A the map
A 2
b
{
1 iff b ∈ 〈〈a〉〉
0 otherwise
χ〈〈a〉〉
is affine, and hence 〈〈a〉〉 and 〈〈a〉〉c are both Boolean subobjects of A.
Moreover, we have the following properties:
(1) If χ〈〈a〉〉(b) = 1 then 〈〈b〉〉 ⊂ 〈〈a〉〉.
(2) If χ〈〈a〉〉(b) = χ〈〈b〉〉(a) = 1 then 〈〈a〉〉 = 〈〈b〉〉.
The proof, which is straightforward, can be found in Bo¨rger and Kemp[1].
Note that 〈〈a〉〉 and 〈〈a〉〉c are therefore in the generating set for ΣA
(and hence measurable under the functor Σ).
Given any Boolean subobject A0 →֒ A, if a ∈ A0 it follows that
〈〈a〉〉 ⊂ A0 because if b ∈ 〈〈a〉〉 then there exist a d ∈ A and an
α ∈ (0, 1] such that
a = d+α b.
Since a ∈ A0, applying the affine map χA0 shows that
1 = χA0(a) = χA0(d) +α χA0(b).
10It is useful to this of the “0” as “∞”, so that any nonzero quantity multiplied
by∞ gives back∞, regardless of the contribution of the second term in the convex
sum, (1− α)0+ α1.
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and hence both d and b must also be in A0, and hence 〈〈a〉〉 ⊂ A0.
The reverse equality follows from the fact a ∈ 〈〈a〉〉 for every a ∈ A.
Consequently we have, for every Boolean subobject A0
(1)
⋃
a∈A0
〈〈a〉〉 = A0.
Note that the two constant maps,
A 2
a 1
χA
A 2
a 0
χ∅
are both in 2A, and hence A and ∅ are in the generating set for ΣA.
Moreover,
Lemma 2.4. The set of Boolean subobject of A is closed under finite
intersections. Hence the Boolean subobjects of any convex space form
a π system.
Proof. The set of Boolean subobject is closed under finite intersection
since if A0 and A1 are any two Boolean subobjects of A, then A0 ∩A1
is a subobject of A with Boolean complement (A0 ∩A
c
1) ∪ (A
c
0 ∩A1) ∪
(Ac0 ∩A
c
1). Thus it is a π-system.

2.3. The density of the unit interval. The full subcategory of Cvx
consisting of the single object, the unit interval I = [0, 1], with all its
endomorphisms, is a left adequate (dense) subcategory of Cvx. This
property follows from a theorem due to Isbell[5] showing that if a cate-
gory C is a full subcategory of algebras with operations at most n-ary,
then the free algebra on n generators, with all its endomorphisms is a
dense subcategory.11 Meng[11] treats the theory of convex spaces as the
full subcategory of the category of K−modules, with the same objects
but only the idempotent operations. An n-ary operation An
φ
−→ A is
idempotent provided that φ◦∆n = idA, where ∆n is the diagonal map-
ping. Using this the theory of convex spaces can be defined inductively
using only the operations of maximum arity 2 to define the theory.12
Then, since the free object on 2 elements in Cvx is the unit interval I,
it follows that the subcategory I, consisting of the single object I along
with all the affine endomorphisms Cvx(I, I), is adequate in Cvx.
11Isbell used the terminology of left-adequate rather than dense. We subsequently
also use this terminology in our subsequent discussion.
12This is, of course, similiar to the situation in ordinary addition where knowing
the single operation “+” suffices to define the meaning of (a+ b) + c = a+ (b+ c).
10 KIRK STURTZ
The slice category I/A has as objects affine maps I
n
−→ A, and as
arrows, affine maps I
γ
−→ I such that the diagram
I I
A
γ
n m
commutes. Left adequacy (density) of I means every convex space A
is a canonical limit
A ∼= colim
(
I/A
π
−→ I →֒ Cvx
)
,
where π is the projection map (functor). Left adequacy of I, using the
definition given by Isbell (extended to the cosmos13 Cvx rather than
Set), is that the restricted Yoneda embedding
Cvx CvxI
op
A Cvx(·, A)
A
m
−→ B Cvx(·, A)
Cvx(·,m)
−→ Cvx(·, B)
Y |
is a full and faithful functor. The equivalence between these two defini-
tions follows from the fact that every object F ∈ob Cvx
Iop is a colimit
of representables of the functor category CvxI
op
.
The maps of the slice category I/A, ψ ∈ Cvx(I, I), can be charac-
terized via a “scaling” parameter s, and a “translation” parameter t,
which defines the transformation given, for all α ∈ I, by
〈s, t〉(α) = sα+ t ∀s ∈ [−1, 1], ∀t ∈ [0, 1], satisfying 0 ≤ s+ t ≤ 1,
and such a transformation factors as a composite, 〈s, t〉 = 〈1, t〉 ◦ 〈s, 0〉.
An object of I/A is called a path map in A and denoted
I A
α a1 +α a2
[a1, a2]
sending the two generators of I, denoted by 0 and 1, to any two elements
a1, a2 ∈ A,
0 7→ a1
1 7→ a2
,
and the convex structure of A itself then “determines all the intermedi-
ate points” on that path. Thus, every affine map I→ A is a path map
in A, and the slice category I/A gives the basic figure types, which are
13A SMCC which is complete and cocomplete.
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the path maps, and all the incidence relationships between these path
maps which completely characterize the convex space.
The set of all path maps into the convex space 2 are depicted in the
diagram
I0,1
I0,0
I1,1
2
0
ǫ2 = [0, 1]
1
〈−1, 1〉 〈−1, 1〉
1
0
Both of the constant maps, I0,0
0
−→ I and I1,1
1
−→ I, have the identity
map (not shown) as a section. The map ǫ2 is given explicitly by
(2)
I 2
ǫ2
α [0, 1](α) =
{
0 for all α ∈ [0, 1)
1 for α = 1
.
We next use this map ǫ2 to show that ΣA is separated.
3. The symmetric monoidal closed structure of Meas.
Throughout this section, X and Y denote measurable spaces. The
category Meas is a SMCC with the tensor product X ⊗ Y defined by
the coinduced (final) σ-algebra such that all the graph functions
Γf : X −→ X × Y
: x 7→ (x, f(x))
for X
f
−→ Y a measurable function, as well as the graph functions
Γg : Y −→ X × Y
: y 7→ (g(y), y)
for Y
g
−→ X a measurable function, are measurable.
Let Y X denote the set of all measurable functions from X to Y
endowed with the σ-algebra induced by the set of all point evaluation
maps14
Y X
evx−→ Y
pfq 7→ f(x)
Because the σ-algebra structure on tensor product spaces is defined
such that the graph functions are all measurable, it follows in particular
14This is equivalent to saying Y X has the product σ-algebra induced by the
coordinate projection maps onto Y .
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the constant graph functions X
Γpfq
−→ X ⊗ Y X sending x 7→ (x, pfq) are
measurable.
Define the evaluation function
X ⊗ Y X
evX,Y
−→ Y
(x, pfq) 7→ f(x)
and observe that for every pfq ∈ Y X the right hand diagram in the
Meas diagrams
X ∼= X ⊗ 1
X ⊗ Y X Y
1
Y X
Γpfq ∼= IdX ⊗ pfq f
evX,Y
pfq
is commutative as a set mapping, f = evX,Y ◦ Γpfq. By rotating the
above diagram and also considering the constant graph functions Γx
the right hand side of the diagram
X Y XX ⊗ Y X
Y
Γpfq
f
Γx
evxevX,Y
also commutes for every x ∈ X . Since f and Γpfq are measurable,
as are evx and Γx, it follows by the elementary result on coinduced
σ-algebras
Lemma 3.1. Let the σ-algebra of Y be coinduced by a collection of
maps {fj : Xj → Y }j∈J . Then a function g : Y → Z is measurable if
and only if the composition g ◦ fj is measurable for each j ∈ J .
that evX,Y is measurable because the graph functions generate the σ-
algebra of X ⊗ Y X .
More generally, given any measurable function f : X ⊗ Z → Y
there exists a unique measurable map f˜ : Z → Y X defined by f˜(z) =
pf(·, z)q : 1 → Y X where f(·, z) : X → Y sends x 7→ f(x, z). This
map f˜ is measurable because the σ-algebra is generated by the point
evaluation maps evx and the diagram
X ⊗ Z
Y X Y
Z
evx
f˜
Γx
f
commutes so that f˜−1(ev−1x (B)) = (f ◦ Γx)
−1(B) ∈ ΣZ .
GIRY ALGEBRAS AND CONVEX SPACES 13
Conversely given any measurable map g : Z → Y X it follows the
composite evX,Y ◦ (IdX ⊗ g) is a measurable map. This determines a
bijective correspondence
Meas(X ⊗ Z, Y ) ∼=Meas(X, Y Z).
Double dualization into the unit interval I. As the function space IX
has the product σ-algebra it follows that each of the point evaluation
maps IX
evx−→ I, for every x ∈ X , is measurable.
Lemma 3.2. Given any measurable space X the double dual mapping15
X II
X
x IX
evx−→ I
ηX
is a measurable function.
Proof. Since the functions {evf}f∈Meas(X,I) generate ΣIIX it suffices to
show that
η−1X (ev
−1
f (U)) ∈ ΣX for U ∈ ΣI. But this set is just f
−1(U) which is
measurable since f is measurable. 
Remark 3.3. We will subsequently show that when X = ΣA, for some
convex space A, then the convex space II
A
, restricted to the weakly av-
eraging affine maps, II
A
|wa, is an isomorphism, A ∼= I
I
A
|wa. Conse-
quently every such weakly averaging affine map IA
P
−→ I which (alge-
braically) we view as probability measures on A, must correspond to a
point evaluation, i.e., P = eva for some a ∈ A. Of course, this is not
true when X 6= ΣA for some convex space A.
In the case IX
P
−→ I where P is a weakly averaging affine (mea-
surable) function, we still can view P algebraically as a map between
convex spaces, since the function space IX =Meas(X, I) has a convex
structure defined pointwise, (f +α g)(x) = f(x) +α g(x). It is this per-
spective that leads us to the result that G(X) ∼= II
X
|wa. This equivalence
corresponds to a natural isomorphism of monads, G ∼= II
•
|wa, where the
latter monad is the (codomain restricted) double dualization monad into
I. This in turn leads to the perspective that integration is just the eval-
uation function II
X
|wa ⊗ I
X ev−→ I, which using the SMCC structure
of Meas, is therefore a measurable function, as are the weakly aver-
aging affine maps (which correspond to probability measures). These
ideas are discussed in [12]. This paper extends that perspective leading
to the idea that probability theory should be viewed within the frame-
work of the category Cvx, where the basic ideas of Bayesian probability,
15In this diagram and those to follow we abuse notation following the doctrine
of expressing the mapping into a function space not as the name of an element, like
pevxq ∈ II
X
for the given map ηX(x), but rather as the morphism corresponding
to the named element. The dashed arrow notation is employed to make it easier to
read given the multiple arrows involved.
14 KIRK STURTZ
(1) Bayesian models and (2) calculation of inference maps, can be ex-
tended to yield a richer modeling framework as well as the development
of computationally more efficient inference algorithms. The latter idea
coming from the idea that since Cvx has a much richer (nicer) cate-
gorical structure than MeasG, computations should be easier than in
MeasG where we traditionally do Bayesian calculations.[2] (The need
for “quotient spaces” in the computation of inference maps is the mo-
tivation for our development in this paper. Cvx has quotients, MeasG
lacks quotients.) We hope to give a formal justification for the remark
computationally more efficient in a future paper.
4. The measurable space ΣA is separated
Given any measurable space X , we say it is separated if and only
if for any two distinct points x1, x2 in the space there is a measurable
subset U ∈ ΣX such that x1 ∈ U while x2 6∈ U .
To prove the space ΣA is separated we start with the fact that the
object R∞ is a coseparator in Cvx. Hence for any two distinct points
a1, a2 ∈ A, there exist an affine map A
m
−→ R∞ which separates the
pair, m(a1) 6= m(a2). The composite map
(3)
I A R∞
[a1, a2] m
is a path in R∞ with m(a1) 6= m(a2). Without loss of generality,
we can assume that m(a1) < m(a2), and hence m(a1) < ∞. Now
observe, that for any ω ∈ R∞, the two subsets (−∞, ω) and [ω,∞] are
complementary subobjects of R∞. In otherwords, R∞ can be viewed
as the sum (coproduct) of the two subobjects,
R∞(−∞, ω) [ω,∞]
with the inclusion maps. Since this space is a coproduct, any map to
2 defined on the components yields a unique map from R∞ to 2,
R∞(−∞, ω) [ω,∞]
2
0 1
χ[ω,∞]
That unique map is the characteristic function χ(−∞,ω), which is in fact
an affine map because for x ∈ (−∞, ω) and y ∈ [ω,∞] we have,
x+α y ∈ (−∞, ω) for all α ∈ [0, 1)
and hence
χ[ω,∞](x+α y) = 0
whereas
χ[ω,∞](y) +α χ[ω,∞](x) = 0 +α 1 = 0.
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Clearly, if both x and y are both in either component of R∞ then χ[ω,∞]
is the constant function on that component, and hence affine.
Choose ω = m(a2). The map A
m
−→ R∞ which separates the two
points, a1 and a2, in conjunction with the map χ[m(a2),∞], in turn yields
a Boolean subobject pair of objects of A, with corresponding insertion
maps,
Am−1((−∞, m(a2)) m
−1([m(a2),∞])
ι1 ι2
R∞(−∞, m(a2)) [m(a2),∞]
2
0 1
χ[m(a2),∞]
mm ◦ ι1 m ◦ ι2
where m1 = m ◦ ι1 and m2 = m ◦ ι2 are the two restriction maps
associated with m. The composite map
χm−1([m(a2),∞]) = χ[m(a2),∞] ◦m
yields the commutative diagram
(4)
I
A
R∞
2
[a1, a2]
m
χm−1([m(a2),∞])
χ[m(a2),∞]
ǫ2
Since the Boolean subobjects of A generate the σ-algebra on A, it
follows that the Boolean subobject pair of A, m−1((−∞, m(a2)) and
m−1([m(a2),∞]), are both measurable in ΣA, and that they separate
the pair of distinct points, {a1, a2},
a1 6∈ m
−1([m(a2),∞]) while a2 ∈ m
−1([m(a2),∞]).
All told, ΣA is a separated measurable space.
Corollary 4.1. In Cvx, the double dualization map
A II
A
a IA I
η˜A
eva
is monic (=injective).
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We use the notation η˜A to distinguish this map from the unit of the
Giry monad, η. The maps η˜A form the components of a natural trans-
formation η˜, which is the unit of the (well known) double dualization
monad into I.
Proof. Let a1, a2 be two distinct points of A. We must show there exist
a map A
mˆ
−→ I which separates the pair {eva1 , eva2},
eva1(pmˆq) = mˆ(a1) 6= mˆ(a2) = eva2(pmˆq).
Since R∞ is a coseparator, let m be the affine map A
m
−→ R∞ which
coseparates a1 and a2. Thus by the preceding constructions, the affine
map χm−1([m(a2),∞]) satisfies the property that
χm−1([m(a2),∞])(a1) = 0 while χm−1([m(a2),∞])(a2) = 1.
and we have the commutative diagram
A
II
A
I
2χm−1([m(a2),∞])
η˜A
evm
ǫ2
evm ◦ ηA
The composite map evm ◦ η˜A is a “lifting” of the characteristic map
χm−1([m(a2),∞]). Taking mˆ = evm ◦ η˜A we obtain
eva1(pevm ◦ η˜Aq) = evm(pη˜A(a1)q)
= evm(peva1q)
= m(a1)
Similarly, eva2(pevm ◦ η˜Aq) = m(a2). Since m(a1) 6= m(a2) the map
mˆ = evm ◦ η˜A separates the pair {eva1 , eva2}, i.e., proves they are
distinct maps.

5. The codensity of I in Cvx
The convex space I is codense (right-adequate) in Cvx when the
restricted dual Yoneda embedding Cvxop →֒ CvxI is full and faithful.
The property of being faithful implies that the double dualization map
into I is monic, which is the preceding corollary. Hence it only remains
to show that the restricted dual Yoneda embedding is full.
The property of being full requires that any affine map IA
P
−→ I
which makes the diagram
GIRY ALGEBRAS AND CONVEX SPACES 17
IA I
IA I
P
〈s, t〉A
P
〈s, t〉
m
〈s, t〉 ◦m P (〈s, t〉 ◦m)
P (m)
= sP (m) + t
commute, implies that their exist some a ∈ A such that P = eva.
16
Lemma 5.1. The commutativity condition holds if and only if P is a
weakly averaging map.
Proof. If the affine map IA
P
−→ I is weakly averaging then P (0) = 0
and P (1) = 1, hence it satisfies the property
P (s ·m) = P (s ·m+ (1− s) · 0) = P (m) +1−s P (0) = sP (m)
for all m ∈ IA and all s ∈ I, as well as P (t) = P (0 +t 1) = t. Conse-
quently, for 0 ≤ s+ t ≤ 1, it follows
P (s ·m+ t) = P (
s
1− t
m+t 1) = sP (m) + t.
Conversely, if the equation
P (sm+ t) = sP (m) + t for all 〈s, t〉 ∈ Cvx(I, I)
holds then P is weakly averaging as the equation must hold true for
s = 0 and arbitrary t ∈ I. 
Denote the subobject of Cvx(IA, I) consisting of the weakly averag-
ing functionals by II
A
|wa. Thus I
IA|wa →֒ Cvx(I
A, I), and since every
evaluation map eva is a weakly averaging functional, the double dual-
ization map η˜A defined in Corollary (4.1), decomposes as
A II
A
|wa
II
A
ηˆA
ι
η˜A
Because the category Cvx is a regular category (it is an equational
theory), each affine map has a regular-epi mono factorization. Since
η˜A is monic, its factorization
η˜A = j ◦ q
16 Since the terminal object 1 is a separator in Cvx, and the category I consist
of a single object, it suffice to show the affine maps IA → I1 correspond to a map
1→ A, hence a point of A.
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makes the map q both regular-epi and monic. Editorial note: The
following result is false. The truth of this fact follows from the de-
velopment given in the updated version, referred to at the outset of the
paper. Namely, it is necessary to show 22
ΣA
|wa ∼= ΣA, and then proceed
to “extend the evaluation map eva, corresponding to 2
ΣA
χ
P−1−→ 2, back
to II
A
(restricted to affine maps). But a regular-epi mono map is an
isomorphism in any category, and so we conclude q is an isomorphism.
Thus we have the commutative square
A
Im(η˜A)
II
A
|wa
II
A
ηˆA
ι
k
q
j
and, since Im(η˜A) is the largest subobject through which η˜A factors, it
follows there exist a unique map k making the whole diagram commute.
Since q is an isomorphism and q = k ◦ ηˆA, the map rA
def
= q−1 ◦ k is a
retraction map for ηˆA,
rA ◦ ηˆA = idA.
On the otherhand, the image Im(η˜A) is the convex hull of all the
evaluation maps {eva}a∈A, which is the smallest convex space contain-
ing the image. Since each eva is weakly averaging, it follows that k
itself is an isomorphism, and the coimage map is, up to isomorphism,
just the double dualization map ηˆA having the codomain space as the
weakly averaging functionals.
This result yields
Lemma 5.2. In Cvx, every weakly averaging affine map IA
P
−→ I is
an evaluation map.
Proof. The convex space of weakly averaging affine maps, II
A
|wa, is
(up to isomorphism) the convex hull of the set of evaluation points,
{eva}a∈A. Hence every weakly averaging affine map I
A P−→ I is given
by
P =
∑n
i=1 αievai
= ev∑n
i=1 αiai
where the first equation follows since the convex hull of the set {eva}a∈A
consist of all convex sums of such points. The second equality follows
from the fact the map ηˆA is affine. All told, P is an evaluation map at
some point a ∈ A. 
Theorem 5.3. The convex subspace I is codense in Cvx.
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Proof. To prove the codensity of I in Cvx requires showing the re-
stricted dual Yoneda functor Cvxop → CvxI is full and faithful. Since
the object 1 is a separator, it suffices to show that every natural trans-
formation Cvx(·, A)
P
−→ Cvx(·, 1) arises from a point 1
a
−→ A, so
that the natural transformation is Cvx(·, a), and that this point be
unique, i.e., Cvx(·, a1) = Cvx(·, a2) implies a1 = a2. The natural
transformations given by Cvx(·, a), evaluated at the only object in I,
are the evaluation maps. Since the double dualization map ηˆA (η˜A),
which is the unit of the double dualization monad into I, evaluated at
the component A, is monic it follows that the restricted dual Yoneda
functor is faithful. The property of being full follows from Lemma 5.2
since, by Lemma 5.1, every natural transformation P is necessarily a
weakly averaging affine functional.

6. Codensity of I in Cvx via Isbell Duality
Since Cvx is a SMCC which is complete and cocomplete, and I is a
dense subcategory of Cvx, we can apply the Isbell duality theorem,
CvxI
op
(CvxI)op
O
Spec
O ⊣ Spec
where (
Spec(A)
)
[I] = (CvxI)op)(Cvx(I, ·), A)
and(
O(F)
)
[I] = (CvxI
op
)(F ,Cvx(·, I))
.
The restricted Yoneda embedding
Cvx
Y |
−→ CvxI
op
A 7→ Aˆ
which is full and faithful (since I is adequate), gives the representable
functors Aˆ = Cvx(·, A) ∈ob Cvx
Iop, and it follows that
Spec(O(Aˆ))[I] = Spec(O(Cvx(·, A)))[I]
∼= Spec(Cvx(A, ·))[I]
= (CvxI)op(Cvx(I, ·),Cvx(A, ·))
= Cvx(·, A)[I]
= Aˆ[I]
hence the composite functor map
Aˆ 7→ Spec(O(Aˆ))
is an isomorphism for every convex space A.
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Since the restricted Yoneda embedding Cvx
Y |
→֒ CvxI
op
is full and
faithful, it follows the composite functor Cvx
O◦Y |
−→ (CvxI)op is also full
and faithful since O(Cvx(·, A)) = Cvx(A, ·). This implies that the
dual Yoneda embedding Cvxop
Yˆ |
−→ CvxI is full and faithful - hence I
is a right adequate subcategory of Cvx.17
7. Function Spaces as Positively Convex Spaces
Consider the convex space Cvx(A, I), with its convex structure de-
termined pointwise by that of 2, so for all α ∈ (0, 1),
(χA1 +α χA2)(b)
def
= χA1(b) +α χA2(b)
=
{
1 iff b ∈ A1 ∩A2
0 otherwise
Thus, it is clear that for any finite convex sum of such elements in 2A,
that we have
n∑
i=1
αiχAi = χ∩ni=1Ai
n∑
i=1
αi = 1, αi ∈ (0, 1)
Moreover, since
∞⋂
i=1
Ai =
{
Ak iff ∩
∞
i=1 Ai 6= ∅
∅ otherwise
where, provided the intersection is nonempty, the element Ak corre-
sponds to one of the terms in set {Ai}
∞
i=1. Hence, for every b ∈ A,
(χ∩∞i=1Ai)(b) =
{
1 iff b ∈ Ai for all i
0 otherwise
.
Consequently, for every convex space A, the set Cvx(A, 2) has a
superconvex space structure given by
∞∑
i=1
αiχAi
def
= χ∩∞i=1Ai limn→∞
{
n∑
i=1
αi
}
= 1, αi ∈ (0, 1)
with the nullary operation
1 → 2A
⋆ 7→ χ∅
.
17This result is given in Isbell, using our notation, as
Theorem 6.1. A proper left adequate subcategory is a proper right adequate sub-
category if and only if all the representable functors
Cvx(·, A) ∈ CvxI
op
are reflexive, for all A ∈ Cvx.
Proof. [5, Theorem 1.5] (Given without proof.) 
The property of being proper is trivial since I consist of a single object.
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Similarly the convex space Cvx(A, I), with its convex structure de-
termined pointwise by that of I, determines a superconvex space. That
is, for all b ∈ A, infinite convex sums are defined by
( ∞∑
i=1
αiχAi
)
(b)
def
= lim
n→∞
αiχAi(b) where lim
n→∞
{
n∑
i=1
αi} = 1, αi ∈ (0, 1)
with the nullary operation
1 → IA
⋆ 7→ χ∅
.
Using Theorem 2.1, we will view these two superconvex spaces, 2A
and IA, as positively convex spaces. Hence we can replace the the
condition of strict equality limn→∞{
∑n
i=1 αi} = 1 with the condition
of inequality limn→∞{
∑n
i=1 αi} ≤ 1. It is, of course, the zero element
χ∅ which allows us to add the additional term (1− limn→∞
∑n
i=1 αi) to
obtain a superconvex space (given a positively convex space).
The property of being a superconvex (positively) space works in tan-
dem with the idea of measurable functions into I being represented
as limits of simple measurable functions, which themselves can be
(re)written as convex sums. These representations make explicit use of
the zero elements of the function space IA, as the proof of the following
result shows.
Lemma 7.1. Every simple measurable function ΣA
m
−→ I can be writ-
ten as a convex sum, m =
∑n
i=1 αiχAi with
∑n
i=1 αi = 1.
Proof. We can assume the simple measurable function m =
∑n
i=1 αiχSi
is written with pairwise disjoint measurable sets {Si}
n
i=1 and has in-
creasing coefficients, α1 ≤ α2, . . . ≤ αn, and each Si is measurable.
(Clearly, the Si will generally not be in the generating set for ΣA.)
Moreover, we can assume that ∪Ni=1Si = A. (If not, add the comple-
mentary of the union and associate a 0 coefficient with it.) This sum
can be rewritten as the “telescoping” function
m = α1χ∪ni=1Si + (α2 − α1)χ∪ni=2Si + . . .
+(αj − αj−1)χ∪ni=jSi + . . .+ (αn − αn−1)χSn + (1− αn)χ∅
which satisfies the condition that the sum of the coefficients is one. 
8. The map Iǫ
A
2
To motivate the following construction, the the following observa-
tion may be useful. (It is by no means necessary; it is included to lend
understanding to why the map Iǫ
A
2 may have relevance.) In measure
theory, it is well know that every measurable function from a measur-
able space into the real line can be represented as a limit of a sequence
of simple functions. Thus, in particular, taking the space 2A, which is
22 KIRK STURTZ
used to generate the σ-algebra on ΣA, we expect 2ΣA of all measur-
able characteristic functions, should yield all the measurable functions
IΣA. We have alread noted that such function spaces can be viewed as
superconvex spaces or positively convex spaces.
Take the map ǫ2, defined in equation (4), and exponentiate it by the
(convex) space A to obtain the standard covariant map, in Cvx, given
by
IA 2A
ǫA
2
A I
m
A I
2
m
ǫ2χm−1(1) = ǫ2 ◦m
The composite map defines a Boolean subobject of A given by (ǫ2 ◦
m)−1(1) = m−1(1), yielding the property
(5) ǫ2 ◦m = χm−1(1) for all m ∈ Cvx(A, I).
Exponentiating this map ǫA
2
by the (convex) space I, we obtain the
affine map
I2
A
|wa II
A
2A I
Iǫ
A
2
P
2A I
IA
P
ǫA
2
P ◦ ǫA
2
I2
A
= Cvx(Cvx(A, 2), I)
II
A
= Cvx(Cvx(A, I), I)
where I2
A
|wa →֒ I
2
A
is the subobject (subspace) consisting of the
weakly averaging affine functionals18,
2A I
P
sending the only two constant functions, χ∅ and χA, to their respective
values, 0 and 1.
Using equation (5), it follows that for every weakly averaging affine
functional P ∈ I2
A
that
(6) P (pǫ2 ◦mq) = P (pχm−1(1)q).
Lemma 8.1. The image of the map I2
A
|wa
I
ǫA
2
−→ II
A
lies in the subspace
of weakly averaging affine functionals, II
A
|wa.
18Recall, a weakly averaging functional P sends a constant map to the value of
the constant, P (c) = c. The evaluation maps are clearly weakly averaging.
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Proof. Using the trivial pair of Boolean subobjects, ∅ and A, any con-
stant function A
c
−→ I can be written as the convex sum,
c = 0 +c 1 = χ∅ +c χA.
Every weakly averaging functional P satisfies P (pχ∅q) = 0 and P (pχAq) = 1,
and conversely if P maps χ∅ 7→ 0 and χA 7→ 1 then it preserves all con-
stant maps onA. Under the mapping Iǫ
A
2 , P 7→ P ◦ǫA
2
, and consequently
it suffices to show that II
A
|wa contains all the functionals P ◦ ǫ
A
2
such
that
(P ◦ ǫA
2
)(pχ∅q) = P (pǫ2 ◦ χ∅q) = 0
and
(P ◦ ǫA
2
)(pχAq) = P (pǫ2 ◦ χAq) = 1
Using equation (6) and taking m = 0 = χ∅ we have, for every a ∈ A,
P (pǫ2 ◦ χ∅q) = P (pχχ−1
∅
(1)q)
= P (pχ∅q)
= 0
= eva(pχ∅q)
Thus for every weakly averaging functional P ∈ I2
A
, the image of P
under Iǫ
A
2 is, with respect to evaluation on the affine map χ∅, equivalent
to the evaluation map at any point a ∈ A.
Similarly, we have upon taking m = 1 = χA the result that, for every
a ∈ A,
P (pǫ2 ◦ χAq) = P (pχχ−1
A
(1)q)
= P (pχAq)
= 1
= eva(pχAq)
Hence the image of every weakly averaging functional P ∈ I2
A
is, with
respect to evaluation on the affine map χA, equivalent to the evaluation
map at any point a ∈ A.
Since all the evaluation maps lie in II
A
|wa, the result follows.

9. Proving the adjunction P ⊣ Σ
The unit of the proposed adjunction P ⊣ Σ is necessarily the unit of
the Giry monad, namely
X Σ(P(X))
x δx
ηX
where δx is the dirac (probability) measure at the point x.
The counit of the adjunction, at component A,
P(Σ(A)) A
ǫA
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is (as always) a universal arrow from the functor P to the object A,
and the universal arrow ǫ2 is as given in equation (4). Using the iso-
morphism between I and P(Σ2) we have
P(Σ(2)) 2
P(X)
ǫ2(α)
def
=
{
0 for all α ∈ [0, 1)
1 otherwise
P(mˆ) m
Σ(2)
X
Σ(P(X))
ηX
Σ(m)
mˆ
in Meas in Cvx
To show ǫ2 is a universal arrow from P to 2, let m be any affine map
as shown in the diagram. The adjunct to m is
mˆ(x) = χ(ηX◦Σ(m))−1(x) =
{
1 iff m(δx) = 1
0 otherwise
,
specifying the subset of X consisting of all those elements x ∈ X such
that the corresponding dirac measues δx get mapped to 1 under the
given affine map m.
The counit at the other components of Cvx, ǫA, can be determined
using the affine map Iǫ
A
2 , the result that the map A
η̂A−→ II
A
|wa is an
isomorphism, and the fact that the image Im(Iǫ
A
2 ) ⊂ II
A
|wa. Thus,
consider the Cvx-diagram
A II
A
|wa
I2
A
|waI
2A|wa
id
ǫA
def
= η̂−1A ◦ I
ǫA
2
η̂A
η̂−1A
Iǫ
A
2
ǫA(pPq)
pPq
pP ◦ ǫA
2
q
pPq
pevǫA(P )q =
The fact the diagram is a pullback is trivial since η̂A is an isomorphism.
The affine map ǫA in turn determines a map on P(ΣA) using the
affine map sending a probability measure Pˆ (as traditionally viewed)
to the weakly averaging affine map P ,
I2
A
|waP(ΣA)
φA
Pˆ 2A I
P
χU Pˆ (U)
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To prove φA is an affine map we need only use the pointwise definition
of the convex structure on the function space,
φA(Pˆ +α Qˆ)(χU) = (P +α Q)(U)
= P (U) +α Q(U)
= (φA(Pˆ ) +α φA(Qˆ))(χU)
.
This affine map φA is an isomorphism with the inverse given by
I2
A
|wa P(ΣA)
φ−1A
Pˆ2A I
P
where Pˆ (A0) = P (χA0) on the Boolean subobjects of A which generate
ΣA. Since the Boolean subobjects form, by Lemma (2.4), a π system
this completely defines the probability measure Pˆ . Hence If Pˆ and Qˆ
are two probability measures on ΣA, which agree on the generating set,
Pˆ (A0) = Qˆ(A0) for all Boolean subobjects A0, then Pˆ = Qˆ.
19 Note that
the value at any other measurable subset U ∈ ΣA can be calculated
as the limit of an infinite sum because I is a positively convex space,
i.e., I can be viewed not only as a convex space, but as a positively
convex space. We subsequently drop reference to the isomorphism φA
and view P(ΣA) as I2
A
|wa.
The maps {φA}A∈obCvx form the components of a natural transfor-
mation P(Σ(•))⇒ I2
•
, which is an elementary verification noting
I2
A
|wa P(ΣA)
I2
B
|wa P(ΣB)
φ−1A
I2
m
φ−1B
PΣ(m)
P Pˆ
P ◦ 2m Pˆm−1P̂ ◦ 2m =
where the commutativity follows from
P̂ ◦ 2m(V ) = P (χm−1(V )) = Pˆm
−1(V ) ∀V ∈ ΣB.
Now we can finally show that the functors P and Σ form an adjoint
pair between Meas and Cvx, and that the two adjunctions, FG ⊣ UG
and P ⊣ Σ, shown in Diagram (1), yield the same monad on Meas.
Theorem 9.1. The functor P is left adjoint to Σ, P ⊣ Σ, and is
naturally isomorphic to the Giry monad,
(G, η, µ) ∼= (Σ ◦ P, η,Σ(ǫP )).
19The set D = {U ∈ ΣA | Pˆ (U) = Qˆ(U)} forms a Dynkin system. Thus ΣA,
which is generated by the Boolean subobjects, satisfies ΣA ⊂ D, since the Boolean
subobjects are closed under finite intersection.
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Proof. This functor Σ endows each convex space of probability mea-
sures P(X) with the same σ-algebra as that associated with the Giry
monad since the evaluation maps, which are used to define the σ-
algebra for the Giry monad, pulls back subobjects (=intervals) of I
to subobjects of P(X),20
(a, b)ev−1U ((a, b))
IP(X) U ∈ ΣX
in Cvx
evU
The two natural transformations, P◦Σ
ǫ
−→ idCvx and idMeas
η
−→ Σ◦
P, where ηX sends a point x ∈ X to the dirac measure δx, together yield
the required bijective correspondence. Given a measurable function f
X Σ(P(X))
ΣA
in Meas
P(X)
A
P(ΣA)
in Cvx
fˆ
def
= ǫA ◦ P(f)
ηX
Σ(fˆ)
f
fˆ
P(f)
ǫA
define fˆ = ǫA ◦ P(f), which yields
Σ(ǫA ◦ P(f)) ◦ ηX(x) = Σ(ǫA ◦ δf(x)) = f(x)
proving the existence of an adjunct arrow to f . The uniqueness then
follows from the fact that if g ∈ Cvx(P(X), A) also satisfies the re-
quired commutativity condition of the diagram on the left, Σg◦ηX = f ,
which says that for every x ∈ X that
g(δx) = f(x) = ǫA(δf(x)) = (ǫA ◦ P(f))(δx) = fˆ(δx).
We can now use the fact that ǫP(X) ◦ P(ηX) = idP(X) to conclude that
for an arbitrary probability measure P ∈ P(X) that g(P ) = fˆ(P )
follows using g(P ) = g(ǫP(X)(δP )) and naturality,
20Conversely, the image of every convex subspace of P(X) is a convex space
under every affine map.
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P(X) P(Σ(P(X))) P(X)
P(ΣA) A
P(ηX) ǫP(X)
P(f)
P(Σg)
ǫA
g
P δP P
Pf−1 ∼ δg(P ) fˆ(P ) = g(P )
where the bottom path, fˆ = ǫA◦P(f) yields fˆ(P ), while the east-south
path gives g(P ) = g(ǫP(X) ◦ P(ηX)).
The unit of P ⊣ Σ is η (the same as the Giry monad), and the
multiplication determined by the adjunction P ⊣ Σ is given by
µ˜X = Σ(ǫP(X))
where the functor Σ just makes the affine map ǫP(X) a measurable
function. We must show that this µ˜ coincides with the multiplication
µ of the Giry monad which is defined componentwise by
µX(P )[U ] =
∫
q∈G(X)
evU (q) dP (q).
This follows by the naturality of ǫ and the fact P(χU ) = evU for all
U ∈ ΣX ,
Σ(P(Σ(P(X)))) Σ(P(X))
Σ(PΣ(P(2))) Σ(P(2))
Σ(P(evU )) evU
Σ(ǫP(X))
Σ(ǫP(2))
P Q
Pev−1U Σ(ǫP(2))(Pev
−1
U ) = Q(U)
where P ∼ δQ
The east-south path gives µ˜P(X)Σ(ǫP(X)(P ))[U ] = Q(U), while the
south-east path gives the multiplication µX of the Giry monad,
Σ(ǫP(2))(Pev
−1
U ) =
∫
q∈G(X)
q(U) dP = µX(P )[U ].
where we have used the fact µ2 = Σ(ǫP(2)).

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10. The equivalence of Giry algebras with convex spaces
To show that the category MeasG is equivalent to Cvx, we need to
show that the adjoint pair21
MeasG Cvx Φˆ ⊣ Φ
Φ
Φˆ
have the unit and counit of the adjunction naturally isomorphic to the
identity functors on Cvx and MeasG . The functor Φˆ, applied to a
Giry algebra G(X)
h
−→ X , is the coequalizer (object) of the parallel
pair22
P(G(X)) P(X) CoEq
qǫP(X)
P(h)
The convex space Coeq is the Cvx object corresponding to the Giry
algebra h. For the equivalence to hold, we must show that the map of
G-algebras
G(X)
X
Σ(P(ΣCoEq))
ΣCoEq
in Meash Σ(ǫCoeq)
G(θ)
θ
is an isomorphism. Towards this end, let (Ker(q), m1, m2) denote the
kernel pair of the coequalizer q. Since q ◦ ǫP(X) = q ◦ P(h) there exist
21Since Cvx is cocomplete, the left adjoint Φˆ to the comparison functor exist.
(This left adjoint construction always exist whenever the category in question, here
Cvx, has coequalizers.) The question of equivalence amounts to showing that the
two composites of those functors are naturally isomorphic to the identity on the
respective categories.
The fact that Σ reflects isomorphisms is trivial since, for every affine map m, Σm
is just an affine measurable function. This implies that the counit of the adjunction
Φˆ ⊣ Φ is an isomorphism, and it only remains to show the unit of the adjunction is
an isomorphism.
22Recall, by Theorem 9.1, µX = Σ(ǫP(X)).
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a unique map ψ such that the Cvx-diagram
P(G(X))
P(X)
P(h)ǫP(X)
Ker(q)
CoEq
q
m1
m2
ψ
G2(X)
G(X)
G(h)µX
XΣCoEq
ΣKer(q)
h
Σq
Σm1
Σm2
Σ(q ◦m1)
θ
Σψ
commutes. Now apply the functor Σ to this diagram to obtain the
commutative Meas-diagram on the right hand side of the above dia-
gram.
Defining
θ = Σq ◦ ηX
in this diagram, we obtain the (equivalent but redrawn) commutative
diagram
G2(X)
G(X)
G(X)
Σker(q)
X
ΣCoEq
G(h)
h
µX
h
θ
θ−1
Σq
Σq
Σψ Σm1
Σm2
where the outer paths commute since the G-algebra h satisfies the con-
dition that h ◦ G(h) = h ◦ µX .
Since (Σ(ker(q)),Σm1,Σm2) is a pullback and h ◦ Σm1 = h ◦ Σm2,
there exist a unique map ΣCoEq −→ X which (necessarily) is the
inverse of θ, and hence we obtain the isomorphism of measurable spaces
X ∼= ΣCoEq.
This proves that the unit of the adjunction Φˆ ⊣ Φ is naturally isomor-
phic to the identity functor idMeas.
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Conversely, given a convex space C, applying the functor Σ to the
counit of the adjunction at C gives the G-algebra23
Σ(P(ΣC)) ΣC
ΣǫC
This is precisely the process of applying the comparison functor Φ to
the convex space C. Now if we apply the preceding process (apply
the functor Φˆ) to this G-algebra, we construct the coequalizer of the
parallel pair
P(Σ(P(ΣC))) P(ΣC) C
ǫP(ΣC)
P(ΣǫC)
ǫC
which is, up to isomorphism, just the convex space C and counit of the
adjunction P ⊣ Σ.
Appendices
Appendix A. Some aspects of the SMCC structure of
Meas
The tensor product construction yielding the monoidal structure
(Meas,⊗, 1) can, depending upon the σ-algebra structure of the space,
have properties quite different from that of the product monoidal struc-
ture as the following result and example illustrate.
Lemma A.1. If X
f
−→ Y is not a constant function then the graph
Γf is not necessarily measurable.
This observation and following example that the graph function of a
measurable function need not be measurable using the tensor σ-algebra
are due to Hongseok Yang.
Example A.2. Consider X = Y = R and let the σ-algebra on R
consist of those subsets A ⊂ R which are either countable or cocountable
(the complement Ac is countable) Then the diagonal map ∆R : R →
R⊗R is not measurable. To see this, choose a subset R0 ⊂ R such that
both R0 and R
c
0 are uncountable. Let A0 = {(r, r) ∈ R× R | r ∈ R0}.
Then A0 is a measurable set of R⊗R because for any x ∈ R it follows
that the preimage of the constant graph function
Γ−1x (A0) =
{
{x} iff x ∈ R0
∅ otherwise
23This proof this is a G-algebra is a straightforward verification.
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which is at most countable and hence a measurable set. However ∆−1
R
(A0) =
R0 6∈ ΣR, i.e., is not a measurable set. Consequently the graph of the
identity map on R, ∆R = ΓidR , is not measurable.
On the otherhand, there are also aspects associated with the ten-
sor product monoidal structure which the product monoidal structure
does not enjoy (generally because the evaluation maps need not be
measurable using the product monoidal structure).
Define the map ≥
I ⊗ I I
(u, v)
{
1 iff v ≤ u
0 otherwise
≥
.
which has the adjunct denoted ↓
II ⊗ I I
I ⊗ I
II
I
(χ[0,u], v)
(u, v)
χ[0,u](v)
evI
≥
↓ ⊗idI↓
where ↓ (u) = χ[0,u]. As the characteristic functions are measurable
on I this is a measurable function. This map ↓ possesses many of the
familiar properties of an effect algebra.
This map ↓ is a section of the Lebesque measure on the unit interval.
Lemma A.3. The Lebesque measure L ∈ P(I) is the unique probability
measure on I making the diagram
I I
II
idI
↓ L
commute.
Proof. The set {[0, r]}r∈I forms a π-system and generates the Borel
σ-algebra on I. 
Composition on the left of the composite L◦ ↓ by a probability mea-
sure P ∈ P(X) gives the trivial observation that
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II
I
IX
↓
P
II I
I
IX
∀f ∈ IX L(↓P (f)) = P (f)
L
↓
P
P
idI
which shows that every probability measure on any measurable space
X can be viewed in terms of the Lebesque probability measure on I by
pushing a measurable function X
f
−→ I forward to the characteristic
function χ[0,P (f)].
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