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RESUMEN. 
ESLe Lrabajo Liene como cenLro el eSLudio de la ecuacion 
recurrenLe que rige la formaci~n de los n~meros combinatorios. Las 
mismas Lecnicas que permiten enconLrar su soluci~n con condiciones 
iniciales ar bi t·r ar' i a--;, van abri~ndo puertas para sucesi vas 
gel)er al i zaci ones qu.e per mi Len el LraLamienLo de la ecuacion 
general en diferencias parciales. lineal y de primer orden con dos 
variables. Se muesLran ejemplos de aplicaci~n para resolver 
, 
problemas combinatorios: problemas de orLopolis. problema de los 
hi per pI anos. aplicaciones sobreyecLivas enLre conjuntos ... La 
particularidad del trabajo es que se encuenLran expl{ciLamenLe las 
soluciones, a par ti r de ci er tos poI i nomi os que hemos 11 amado 
, 
polinomios combinalorios. La redaccion de este articulo concluyo 
en Mar zo de 1986. aUI)que 1 as ideas que conduj er on al mí smo hab{ an 
SUI' g1 do var i os af'íos anLes. 
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1- LA ECUACION DE LOS NUMEROS COMBINATORIOS 
Sea f(m,n) una función real de dos variables enteras no negativas 
( m, nG 2+) que verifica la siguiente ley de recurrencia: 
f(m,n) .. 1'( m-l,n) + 1'( m-l ,n-l) 
Si además se imponen las condiciones iniciales 
(~) 
f(i,O) .. 1 VI i6'2+ 
f(O,i)= O· V i6l+, i'¡ O 
Tenemos una ecuaci6n recurrente que caracteriza a los números com-
binatorios (~) .. 1'( m,n) , 
Escribiendo el cuadro: 
o -1 J. ~ 'f S 6 1 ~V\, 
e 1- o o e o o o o 
1 1. i o o o o o o 
J 4. :J, ! o o o o o 
3 i :!> 3 { o o o o 
It 1 4 ~ 4 ! o o o 
, 1 S 10 10 5 d. o o 
, 1 
" 
I~ ~o 15 , 1- o 
1 ~ l .tI ~5 3l' J,I t 4 Cuadro 1 
Se observa como a partir de las condiciones iniciales f(O,i), ----
f(i,O) escritas en la primera fila y primera oolumna del cuadro 
se puede obtener de manera única cualquier elemento del mismo a 
partir de la ley de recurrencia como se puede demostrar facilmente 
por doble inducci6n sobre los valores de m y n • 
Este hecho no depende de cuales sean los valores particulares que 
tome f en (O,i) e (i,O) • As! podemos afirmar que: 
: Existe una únioa función 
f : Z+x 2. --~;. R 
verificando 
a) f(m,n) .. !(m-l,n}t f(m-l,n-l) 
b) f(k,O) .. ak 'V k 
c) f(O,k) .. ,bk V k I k¡l O 
donde ~ y bk son números reales arbitrarios 
A la condici6n a) la llamaremos ecuación de los números combinato-
rios, e.n.c., mientras que b) y c) son las oondiciones iniciales. 
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F-2 : Si f l Y f 2 cumplen la e.n.c. , entonces tambien la cumple la 
funci6n f= clfl + c2f 2 • Es decir, las soluciones de la e.n.c. for-
man una variedad lineal. ( cl ' c2€R) 
!renemos: 
(cl f l+c2f 2)(m,n)= clfl(m,n)~ c2f 2(m,n) = 
.. clfl(m~l,n)~ clfl(m-l,n-l)+ 
+ c2f 2(m-l,n)+ c2f 2(m-l,n-l) = 
= (clf! c2f 2)(m-l,n)+ (clft c2f 2)(m-l,n-l) 
Nuestra tarea consiste en encontrar una base de dicha variedad li-
neal, es decir un sistema de soluciones linealmente independientes 
y tal que toda soluci6n pueda expresarse como combinaci6n lineal -
del citado sistema. 
F-3 : El sistema formado por las soluciones o( k Y Pk que cumplen las 
condiciones iniciales: 
o(k(i,O)= Mi" k 
V~ d.k(k,O)= 1 
IlIk(O,i)= oV i 
Es una base de la variedad lineal de las soluciones de la e.n.c. -
A estas condiciones iniciales y base llamaremos condiciones inici~ 
les y base can6nicas. 
a) : Independencia lineal. 
Como el elemento neutro es la funci6n ~(m,n)= ° V m,n I s ~ : 
¿Ai~t LAli(.li .. ~ 
teniendo en cuenta las condiciones iniciales para o( k Y pk,Vv.. : 
~AiC<i (k,O)t-~~~i (k,O)= Ak .. ~(k,O) • O 
For lo mismo se ve que"v¡¿= ° V kV. ° Y esto prueba la 1. 1. 
b) : La base can6nica es sistema de generadores del espacio de so-
luciones. 
<P <P 
Basta tomar f=i="aio(i +~bi"i 
diciones iniciales arbitrarias 
para que sean satisfechas las con-
f(k,O)= akVk, f(O,k) .. bkV k.J O. 
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Es necesario asegurarse de que las sumas infinitas que figuran en 
esta expresi6n están bién definidas. Procedemos para ello a identi 
ficar o( k Y (3k 
ot. 11. o 6. t ~ q & 
" 
l 1 
o O O O o O O O O IV 
6. Q o I? O O O O O O 
. 
~ i O o o O O ('} O O 
+1 O ¿ 
° 
o o O (} O O 
t~ lo i 6- O o 
.Y. o (') o 
t~ o i ~ i O o o O O 
~ 
K 
K 
1( 
K 
ti{ O 
lo 
l 3 3 
llj 
" 
~ O O Q O 
7( i O O o Cuadro 2 t~ 
Comparando este cuadro con el cuadro 1, se observa que en él, to-
dos los elementos de !ndice de fila mayor que k, y de columna ma-
yor que 0, resultan de someter a los elementos del cuadro 1 a una 
-
traslaci6n V (k+l,l). As!: 
Vm>k , n>l o.\(m,n)=(m~~~l) 
V m:t;¡; k , n; O o{k(m,n)= O 
m= k , n= O ~k(m,n)= 1 
(Si se desea demostraci6n, por inducci6n). 
Procediendo de igual manera con~ 
~o< o ¿ Z l .' .. 1( k 
O O O O O O ~ O O O O O O O O O 
1 O O O O o 1. 6. O O O O V O O O 
1 O O O O O 1. 2 6. O O O O O O O . 
'J¡ O O O O O i 'J¡ 3 1- O O O O O O 
Ji O O O O O 1. ~ & Jt ~ O O O O O 
~ O O O O O 1 ~ 10 10 ,!¡ ~ O O () O 
6 O O O O O i 6 H iO H 6 io O O 
~ O O O O O i lH ~& ~ Jj 1 6 O O 
'9 O O O O O 1 ~ 11 ¡,~ 1 ~, t'I 1 1 O Cuadro 3 
Obtenemos V m y 9 k los elementos de este cuadro resultan de som~ 
... 
ter los del cuadro 1 a una traslaci6n según V(O,k). As! 
V m y n~k, l' k= (n~~) 
V m y n< k, ~k( m,n)= O 
( Prueba por inducci6n). «> oD 
Ahora en la expresi6n f(m,n)=¿a,i~i (m,n)+ ~biP'i (m,n), ambas SE 
mas son finitas pues los únicos sumandos no nulos se producen cua~ 
do m~ k y n> k respectivamente. 
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Mas concretamente , sabiendo que también existen las siguientes 11 
mitaciones impuestas por las características de los números comb1 
natorios ( que a su vez dependen de la forma particular de la ley 
de recurrencia ) : 
k> m-n , t~~~l) .. O ; k< n-m J (n~k) so O 
quedará: 
(2) 
m-y¡. ~ (m-k-1\ 
ro "O y ni 0 1 f(m,n)= ~~, n-1 r 
donde k será igual al máximo de 1 y n-m. El valor de f(m,n) cuan-
o 
do m 6 n son nulos vendrá dado por las condiciones iniciales, aun-
que al caso m= O y n t O también puede ap1icárse1e la f6rmu1a (2) 
Observaci6n: Si es m<n entonces desaparecen todos los térmi--
nos del sumator·io primero, Ello es debido a que la forma particu--
lar de la ley de recurrencia causa que los elementos del cuadro de 
soluciones situados por encima de la diagonal principal son inde-
pendientes de las condiciones iniciales ak, 
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2 - PROBLEMA DE LOS HIPERPLANOS 
Vamos a ver un caso de aplicaci6n de 10 expuesto en el anterior --
apartado : 
El número máximo de regiones determinadas enRn por m hiperplanos 
satisface la ecuaci6n recurrente: 
(3) ~n(m) = en(m-l)+ en_l(m-l) 
Si ponemos en(m) .. f(m,n), entonces la ecuaci6n (3) se escribe ---
como la e.n.c •• Es natural partir de las condiciones iniciales: 
~k(O) .. 1 .. ~; eO(k) = 1 .. bk si k + 1 
Segdn P-l, las soluciones para €h(m) existen y son ~icas. Sus va12 
res se desarrollan con arreglo al siguiente cuadro: 
'e n,III) o 6- 1 ~ Ii S , 1 1 q 10 
o 1- 1 1 ! i <1 i ~ i :1 I~ 
! -i 2- 1 1 ¿ , 2- 2- 2- J. J.. 
J .t 3 4 4 ~ 4 4 4 4 4 4 
~ ~ 4 ~ g ~ i 9 S S , 8 
It ~ 'í 11 '? ,~ '6 
" 
,~ 
" 
,. 
" ~ i 6 
" 
~ 41 ~z n )1 32 )1 32 
, ¡1 r 12 42 n· H '4 G4 ~ ,~ I~ 
1 1 Cuadro 4 
Sustituyendo las condiciones iniciales en (2) quedará: 
--'en (m) = ~ (m~:~k) + 
1\:0 
Si m~n , k = 1 y el segundo sumando se escribirá: $" (:~k) s l: (~) 
mientras el primero} debido a una conocida propiedad de los números 
combinatorios será: 
~(m-l-k\ = (m-l) + (m-2) + (m-3\ + ..• + (n-l) = (m) L n-l J n-l n-l n-lj n-l/ n 
1<. O 
Y queda en total V'/. 
'en(m) .. L (~) 
4-:0 
Si m< n, segdn la observaci6n del final del apartado primero, el -
primer sumatorio sera nulo y en el segundo k = n-m : o 
'en(m) .. .t.(~) .. 2m 
4.00 
Esta expresi6n también es válida para m=n, caso incluido en n~ m. 
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3 - GENERALIZACION DE LA E.N.C. : E.N.C. CON COEFICIENTES CONSTANTES 
La ecuaci6n que ahora se pretende resolver es la: 
f(m,n) ~ q~(m-l,n)+ pf(m-l,n-l) , p,q € R 
Ecuaci6n que vamos a llamar binomial. 
Las P-l,P-2.y P-3 son satisfechas por esta ecuaci6n. Naturalmente 
es necesaria una caracterizaci6n de las o/ k Y ~k que cumplen las --
condiciones iniciales can~nicas, y serán nuestra base para el es--
pacio de soluciones. 
0\ Il o -1 !1, ~ 4 '5 
" oi o O O O O O () 
O O (:J o O () O 
: o O (1 O O O O 
K .1- O O O O () <> 
O P O o O O O 
O p~ p~ o () O O 
O pq2. 2 plQ p~ () () () 
O P q~ ~plql 3 p~q ~plj O O 
O P q~ ~ plq) 6 P~ql tt p~ q Pi)' O 
o P q' 5" prq~ IOp~q) 10 p~ 4l & p5 Q pI. 
Se tiene para o( k 
Cuadro 5 
~k(m,n) = (m~:~k)pnqm-n-k (prueba por inducci6n) 
En relaci6n a ~k : 
C> lo; K 
o I? :i O O (') () O 
e f:) q P 1:1 o C7 o 
o () 4l 2. q P p2. o el o 
(') 
" 
q) ~4tp 3'1 pt iP) O o 
o O q~ It. q) p , ~! pl ~qp~ 'pi! O 
o O c¡S' S q~p loq) pt IO~¡ p) & q P't ' ps 
6 o qt , q~p 15'4~p1 20qJpJ I,q! p~ I ¡; q p5 
o o ql H'P 21 qfpl ~fq~pJ ~5 q) pi. Uqlp; 
o O q' i qlp Z'i q~ p1 ;'~SP) 1oq~p~ !I,qJp ~ 
() O qq q q'p 3,q1Pl 8~~'¡>3 126QS 1"1 ~4QIr P ~ 
Cuadro 6 
Es decir: 
I~km,n~n_kq p. (),. ( ) (m) m-n+k n-k 
La soluci6n general para condiciones iniciales ~ y bk será: 
(4) f() ~ (m-l-k) n m-n-k + i b (m \ n-k m-n+k_ m,n ~ o ak \ n-l p q g k n-k! p q -
1In;i (m-l-k) n m-n-k + ~ b (m) n-k m-n+ k 
= o ak n-l p q k. k ln-k p q 
donde como slbemos k '" max( l,n-m). 
o 
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3.1 - Casos particulares 
Vamos a destacar dos casos particulares de interés: 
a) P ~ -1 Y q '" 1 
La ecuaci6n binomial es ahora 
f(m,n) e f(m-1,n) - f(m-1,n-1) 
La f6rmu1a (4) toma ahora la expresi6n: 
I'I'I-It n (m-1-k) f(m,n) ~ ~ (-1) ak \ n-1 + ~ (_l)n-kb ( m \ Ko k n-kl 
b) La probabilidad de n aciertos en m pruebas de un mismo 
to, si es p la probabilidad de acierto en una prueba y q~ 
P(m,n) ~ f(m,n) .. qf(m-1,n) + pf(m-1,n-1) 
Esto es, satisface la recurrencia binomial. 
La probabilidad de ningún acierto en k pruebas será: 
k f(k,O)= ak '" q 
La probabilidad de k aciertos en O 
f(O,k) = bk '" O si k + O 
Aplicando (4) tendremos: 
WI-n k fm-1-k) n 
f(m,n) .. ~ q I.,n-l p 
.. pnqm-n(:) 
pruebas será 
m-n-k q 
Que es la conocida f6rmu1a de la distribuci6n binomial. 
experime,a 
1-p será: 
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4 - PROBLEMAS EN ORTOPOLIS I EL METODO DE CAMBIO DE VARIABLE 
4.1 Planteamiento del problema 
Ort6polis es una ciudad de calles perpendiculares. Deseamos encon-
trar el número f(m,n) de caminos de mínimo recorrido posibles pa--
ra llegar desde una esquina a otra, si ambas se hallan separadas -
por m aanzanas verticales y n manzanas horizontales. este número -
verifica como se comprueba facilmente la siguiente recurrencia: 
(6) f(m,n) = f(m,n-l)~ f(m-l,n) 
con condiciones iniciales 
f(k,O) = f(O,k) = 1 V k 
(0,0) '/l-I '(\. \ , 
/ 1/ 
/ / 
V 1/ 
/ / 
1/ 1/ 
/.' V 
/ V 
V V 
.~' fig 7 
.. ~ ~', 
Veamos como puede reducirse esta ecuaci6n a la e.n.c. 
Se observa en la fig 7 que sumando dos términos consecutivos de la 
diagonal m+n = ~ donde ~ es cualquier número, resulta el término 
de la diagonal m+n'l= 1h+l correspondiente a n. Es por tanto de esp~ 
rar que si tomamos como variables de (6) ~ = ~n y ~ = n , dicha -
ecuaci6n se transforme en la e.n.c. Veamos que as! es. 
Definimos una nueva funci6n g por la relaci6n : 
(7) g(m+n,n) G f(m,n) 
haciendo ID+n s ~ y n = ~ , (7) se escribe: 
f( m,n) = g(!t,~) 
Como m = ~-~ y n = ~, también tendremos: 
(8) f(~-~,~) =,g(~,a) 
Utilizando (7) la ecuaci6n (6) se reescribe: 
g(ID+n,n) = g(m+n-l,n-l) + g(m+n-l,n),o bién : 
(9) g(~,a) = g(~-l,~-l)+ g (~-l,~) 
Que es la e .• n.c. 
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Si conseguimos encontrar una soluci6n que tome valores ~ en los -
pu.ntos (k,k) y, si k = O,valga bk en (k,O) tendremos: 
f(O,k) = g(k,k) = ak 
f(k,O) • g(k,O) • bk si k + O 
Si además conseguimos que esté definida y sea ~nica en todo punto 
de la forma (~n,n), tal soluci6n g de la ecuaci6n (9) nos devuel-
ve a ~ravés , de la relaci6n (7) una funci6n f verificando las con-
,diciones iniciales definida y ~nica en todo (m,n) que satisface la 
ecuaci6n (6) y las condiciones iniciales. Antes de ocuparnos de eE 
contrar tal funci6n g, vamos a generalizar el método expuesto. 
4.2 Método del cambio de variable. Definiciones. 
En el punto anterior ha aparecido una nueva ecuaci6n (6) y se ha -
puesto de manifiesto la necesidad de hallar soluciones de la e.n.o. 
que la satisfagan en dominios especiales, y con condiciones inici~ 
les definidas en conjuntos diferentes al habitual {(k,O),(O,k»)Kel+ 
Por ello como punto previo, se hace necerario preoisar nuevas defl 
niciones que den un marco adeouado a estos problemas. 
Def 1 - Eouaci6n en diferencias finitas es una expresi6n de la fo~ 
(10) f(m,n) = H(m,n,f(m-ml ,n-nl ),f(m-m2,n-n2), ••••• 
••• ,f(m-m ,n-n ) 
r r 
Donde,: 
a) mi ' ni son n~eros enteros 
b) H es una fvnci6n real de r+2 variables reales 
Si además de estas condiciones se impone: 
c) mi,ni e z+ con mi 6 ni distintos de O 
Entonces en el segundo miembro no puede f'lgurar !'tm,n), qUA queda 
despejado en funci6n de los valores de f en puntos de coordenadas 
meno.res que las de (1II1n) por lo que la ecuaci6n (10) se llamará e-
cuao16n recurrente ( en dos variables) \ 
Def 2 - Dado un conjunto Me~i;, que llamaremos dominio, y un oon-
+ + junto re 1>1, que llamaremos frontera, se dice' que f:M-...;;.~R es s,2 
luci6n de (10) en Id con oondiciones iniciales ak , j ,~1 : 
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a)V(k,j)G 1, f(k,j) .. ~,j donde ~,j€R 
b)V(m,n)€M-1,f(m,n) satisface (10) 
Podemos ahora pasar a desarrollar el método de cambio de variable, 
que por la misma e1ecci6n de definici6n de ecuaci6n en diferencias 
que hemos elegido se va a ver limitada a sustituciones afines. 
Supondrenos dada la ecuaci6n (10) 
La funci6n f es una soluci6n de (10) en M con condiciones inicia--
les ak,j en 1 
A es una transformaci6n af.!n inversib1e A: tí<~ ------')~~2 
+ + + + 
Es decir: A(m,n)= L(m,n)+ (mo,n
o
) , siendo mo y no constantes y e,n 
teros, y 1.. UY\" l:.Y'ul.sfo"'Yl'\~cio'1. ~I"W.I-
Supondremos además que A(M) .. M'e: ~t;. 
Se hace: 
(11) A(m,n)= (m:n') 
A(1) .. l' 
-1 g'" foA ';f = (SoA 
Si llamamos A~l y A;l, a las funciones coordenadas de A-1 tendre-
mos: 
(m,n) = A-1(m', n') = ( A~l(m',n'), A;l(m',n') ) o sea 
(12) m = A~l (m', n') 
-1 
n = A2 (m', n') 
Tambien tendremos: 
(13) f(m-mi,n-ni ) = goA(m-mi,n-ni ) = 
g( L(m,n)-L(mi,ni)+(mO,n
o
) ) .. g(A(m,n) - L(m,n»= 
.. g«m',n·)-(mi',n~» .. g(m'-m~,n'-n~) 
111
Donde se ha hecho (mi,ni) .. L(mi,ni ) 
Ahora podemos sustituir en el segundo miembro de (10) teniendo en 
cuenta (.12) y (13) y este quedará convertido en una funci6n H' de 
r+2 variables que a su vez dependen exclusivamente de m', n'y g , 
mientras que sustituyendo en el primer miembro de (10) teniendo 
en cuenta (11): 
f(m,n) .. foA-} A (m,n) = g(m',n') 
As! la ecuaci6n (10) se reescribe 
, 
( 14) g( m' , n ') = H' (m' ,n ' , •••• , g( m' -mi, n ' -ni) , ••••••• ) 
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En relaci6n a las condiciones iniciales si hacemos: 
Y(k,j)€ I, A(k,j) "' (k', j')€ I' 
g(k',j') '"' foA-l(k'.:j') '" f(i,j) "' ak,j 
LLamando ak',j' '" ak• j , la funci6n g satisface las condiciones 
iniciales ak',j' en I~. Evidentemete si f hace verdadera (10), g -
hará verdadera (14). Como todas las correspondencias utilizadas 
son biunivocas, la reciproca también es cierta •. Asi : 
P- 4 En las condiciones enQ~ciadas la existencia y unicidad de so-
luciones de (10) en 11 con condiciones 
qUivalente a la existencia y unicidad 
iniciales a. . en I , 
.K,J 
de soluciones de (14) 
con cQndiciones iniciales :;ak" j' en I' 
4.3 - Un teorema de existencia y unicidad. 
es e--
en M' 
Vamos a ocuparnos de las condiciones en las que puede asegur~se -
la existencia y unicidad de soluciones en el caso de una ecuaci6n 
recurrente. Es necesario por tanto que se verifique la condici6n 
c) de la def. 1 del anterior apartado. 
Para un punto (m,n)€ M , parece natural que la existencia y unici-
dad de soluciones dependa de la existencia y unicidad de solucio--
nes en los puntos (m-mi,n-ni ) que intervienen en el segundo miem--
bro de la ecuaci6n (10). Por ejemplo en el caso de la e.n.c., de 
la existencia y unicidad en (m-l,n) y (m-l,n-l). 
En general vamos a llamar primer conjunto antecedente de (m,n) al 
conjunto de todos los (m-mi,n-n i ) que figuran en el segundo miembro 
de nuestra ecuaci6n y pertenecen a M : 
Pl(m,n) '" (.U (xi'Yi) )n 11 
H ~e '3 I • Donde o es el conjunto de ~ndices que f~guran en el segundo miem-
bro de (10) y (xi'Yi) .. (m-mi,n-ni ) Y i € ~ 
Igualmente se define: 
l' (m,n) .. ( U oPl(xi,yi » J ' (:GL,,&¡)Hj-l 
La reuni6a de todos los Pii: se llamará ~ftI1l~' o cono del pasado de --
(m,n) : 
~(m,n) .. Ú P (m,n). 
Jd. j 
En la figura 8 se muestra el cono del pasado para un (m,n) en el 
caso de la e.n.c y tomando M = ~:tt 
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Vamos a necesitar también una funci6n auxiliar que asigna a cada -
subconjunto finito B e ¡;,xt;.. un número definido como: 
IBI .. ¡nax(~n)V(m,n)€B (SiB=~, IBI=o) 
Tenemos las siguientes propiedades: 
a) QCB ICI<IBI 
b) l(m,n)1 .. m+n >Pl(m,n) 
Esto es una consecuencia de la condición c) de def-l, puesto que -
yjf, ~ mi ó ni .; -O~ xi;-Y i .. m+1t -mi-ni< mtn 
c) P j 4,m,n) +~=>~j(m,n)l< IPj_l(m,n)1 
En primer lugar Pj(m,n) es una unión finit~ de conjuntos finitos, 
por tanto es finito y cabe hablar de IPj(m,n)/ 
Luego, si Pj(m,n) "'~ , tomamos (Xi,yi ) verificando: 
xi+Y i ., I P j(m,n)!. 
Por la definición de Pj(m,n) existe (xi'Yi)6 Pj_l(u,n) verifican -
do : 
(Xi,Yi)G Pl(xi,~i) • Por b) sabemos: 
l(xi'Yi)1 > /Pl(xi'Yi)l~xi+Yi ",/p j(m,n)\. Además como: 
I(Xi'Yi)I<>lp j_l(m,n)1 porque (xi'Yi)€ P j_l(m,n) 
En conclusión: 
Ip j(m,n~<lp j-l (m,n)1 
Se puede afirmar entonces que para algún j,Pj(m,n) .. ~,ya que 
la sucesión decreciente de Ip j (m,n)1 debe terminar en O y si -----
Ip /m,n)! .. O entonces es Pj (m,n) .. (0,0 ) ó P j(m,n) =rj y en el --
primer: caso P j-H (m,n) =~ 
Esto demuestra que 1? es también un conjunto finito. 
Vamos a demostrar ahora el siguiente 
P-5 Teorema de existencia y'unicidad para ecuaciones recurrentes 
Una condición suficiente para la existenia y unicidad de solucio-
nes de la ecuación (10) en M y con condiciones iniciales 
si se verifican las tres hipótesis de def-l es: 
(15) (m,n)G L .. M-I# pl(m,n)CM y PJ(m,n) " ~ 
a) Sea (m ,n ) verificando m +n .. min (m+n) Y ('l<hl'tl e J.1. 
o o o o 
Entonces sabemos que Ipl(mO,no)l< mo+no Si se supone que PI 
~ j en I 
, . 
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entonces Pl(tn ,n )rl- M, porque -si (x,y)6 Pl ( m ,n ), Xl-y < m tn y o oY- o o o o 
(x,y)1 M. Luego segdn (15) - ·"~'M.O (mo,no )€: M y Pl(mo,nO)q..Jf..ij> 
(m ,n ) 6 l. Tomando ahora f(m ,n )= a , tendremos el único --
o o . o o m,n 
valor de f que satisface la condici6n R) Re def-2, y la condici6n 
b) no necesita ser verificada) 1'0{' Cm.,".) 6 :t 
Como si es m+n< m + n , (m,n) J M, tenemos - ga,;an·t1zada la condici6n 
o o 't 
primera para la demostraci6n por inducci6n: 
:r está definidaV( m,n)€ MI m+n ~ mo+ no ( y es linica) 
b) Hip6tesis de inducci6n: 
'f esta bién definida y es única V (x,y V x+YE;: r 
' •• amos ahora (m,n) con mtn 2 r~l ,(~,n)€ M 
Si (m,n)€ l hacemos f(m,n) e am,n ' único valor q~e puede satis--
facer la condici6n a) de def-2 • Por (15) Pi{m,n)~M y la condici6n 
b) de def-2 resulta satisfecha automáticamente. 
Si (m,n)€ ~ entonces P1(m,n)C: M y IP1(m,n~<r+l , a todos los p~ 
tos de Pl(m,n) les puede ser aplicada la hip6tesis de inducci6n y 
el segundó miembro de (10) estará bién definido. Dando este valor 
a f(m,n) tenemos el único valor que satisface (10) en (m,n) y el -
teorema queda demostrado. 
Se puede observar que por recurrencia todos los valores de los ---
(m,n) dependen finalmente de los valores de f en l, mas en concre-
to son funci6n de '9 (m,n)n l • 
• ~ 
:%; ~ ~ ~ 
~ ~ , 
>< 
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4.4 Soluci6n al problema de ort6polis 
Con lo anteriormente expuesto, el problema de ort6polis se puede -
reducir a la e.n.c. La ecuaci6n 
(16) f(m,n) .. f(m,n-l) + f(m-l,n) 
Haciendo el cambio ro + n = p , n e q , según lo visto en 4.1 , da 
lugar a la ecuaci6n 
(17) g(p,q) e g( p-l,q-l) + 
donde se ha hecho f(m,n) 
El dominio de definici6n 
tera 1 e {(k,O)U (O,k») 
.. g( p,q 
de (16) 
g( p-l,q) 
) = g (m+n,n) 
es todo . z+xz+ y el conjunto fron 
Dicho dominio y conjunto frontera se transforman por el cambio de 
variable en M'e {C.i + k, k )J k,iG z+ ; !'={(k,k)U (k,O»)kG Z+ 
Según P-4, si encontramos una soluci6n de (17) en M'que satisfaga 
las condiciones iniciales ~,k .. ak,o .. 1 ; a~,o .. ·.ak,o .. 1 , en--
tonces f(m,n) = g(p,q) .. g(m+n,n) será la soluci6n buscada. Ahora 
bien, siendo : (17) la e.n.c. con las condiciones iniciales descrl 
tas en el apartado 1, se tiene: 
g(p,qJ =(~) 
Es la soluci6n requerida de (17) , y por tanto la soluci6n al pro~ 
blema de ort6polis será: 
f(m,n) = g(p,q) = ( Pq) .. (mn+n) 
En la fig. 9 ?e describe gtlficamente el cambio de variable efec--
tuado. 
Fig. 9 
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~.5 Otro problema en ortópolis 
Se pueden ahora plantear y resolver otros problemas en ortópolis • 
Por ejemplo el siguiente problema : Averiguar el número de caminos 
, 
entre dos vértices .si se impone la condicioft de que el n~mero de -
calles verticales recorrido sea siempre dt h o más unidades supe--
rior al de calles horizontales en cada oanino. 
Naturalmente la reourrencia (16) se sigue oumpliendo, pero ahora 
las condiciones inioiales vendrán dadas por: 
~.f.k,O .. 1 
~.f.k-l,k .. O 
Se~ se pone de manifiesto en fig. 10 
o i J.. ~ ~ & , 1- S ~ IV 
O o '" o o '" '" '" 
{;> 
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C!> 
'" ~ O C> 
'" '" '" 
00 
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'" , ~ ~ O 
'" 
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C> 
" 
o o 
'" 4 { J- .20 O 
'" 
C> el 
'" 
o C> o 
5 ~ ~ !"> !) O '" o o '" '" <> , i /.j ~ 1'1 14 00 
'" " " 
(> 
El conjunto frontera es ahora 1 .. 
Y el dominio M .. [(m,n)/ m-n~ h 1 
Realizando el cambio: 
m.f.n-h = p 
m-h "'q 
Fig. 10 
f(m,n) = g(p,q) .. g(m+n-h,m-h), (16) queda: 
g(m+n-h,m-h) .. g(m+n-h-l,m-h) + g(m+n-h-l,m-h-l), luego: 
g(p,q) .. g(p-l,q) + g(p-l,q-l) 
El conjunto frontera será 1'= {(k,k)U (2k-l,k-l)} k€ Z 
.¡. 
y las oondiciones iniciales : 
a'k,k .. ak'¡'h,O .. 1 
a2k- 1,k-l .. ~'¡'k-l,k .. O 
Estas condiciones s6n satisfechas por g(p,q) .. (~) - (~u) 
Efectivamente, debido a la simetría de las filas del triángulo 
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de los n~eros combinatorio, o triángulo de Tartaglia, resulta: 
g( 2k-l,k-l) .. (2~:i) _- (2~-1) .. O 
Ya que los dos términos que se restan son los centrales de una fila 
También: 
g(k,k) .. (~) - (~4-J = 1 -.0 .. 1 
De esta forma, la soluci6n a este nuevo 
f(m,n) .. g(p,q) .. m -(~U)= 
problema 
(m4-n-h) _ 
\ m-h 
en ort6polis es 
I m4-n-h) 
\m-hU 
En realidad los métodos expuestos en este apartado permiten resol-
ver cualquier problema en ort6polis, siempre que las condiciones -
que se imponen- a los caminos conduzcan a conjuntos dominio y fron 
tera compatibles con la condici6n (15) de P-5 (ap. 4.3). Pero en -
general será necesario el cálculo individual de las soluciones de 
la e.n.c que verifiquen ~ 1 en los puntos del conjunto frontera, 
, 
y expresar la soluci6n como combinaci6n lineal de dichas solucio-
nes. 
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5 - COEFICIENTES VARIABLES 
Nos proponemos ahora encontrar la Boluci6~ de la ecuaci6n 
(18) f(m,n) = hl(m,n)f(m-l,n-l) ~ h2(m,n)f(m-l,n) 
Donde f,hl ,h2 son funciones de dos variables enteras no negativas. 
Esta ecuaci6n puede ser considerada como el caBO mas general de --
ecuaci6n en diferencias en dos variables, lineal de primer orden y 
homogénea, siempre dentro de las ecuaciones de tipo recurrente. De 
heCho, si en el primer miembro figurase una expresi6n lineal en -
f(m,n), 'del tipo h(m,n)f(m,n), o bien h(m,n) .¡ O para todo (m,n),-
en cuyo caso podremos dividir ambos miembros por h(m,n) y volver a 
una ecuaci6n nel tipo (le), o bien h(i,j) = 0, en cuyo caso (18) -
se convierte en una relaci6n de dependencia nueva entre f(m-l,n-l) 
yf(m-l,n), mintras que no da ningún valor determinado a f(m,n), y 
por lo tanto no tenemos garantizada la existencia de soluciones. 
Por otra parte los cambios de variable expuestos en el ap. 5.3 as~ 
guran que cualquier otra ecuaci6n homogénea de primer orden puede 
ser reducida a una del tipo (18) • 
5.1 Polinomios combinatorios. 
En la base de la soluci6n de las ecuaciones que nos ocupan se ha--
llan ciertos polinomios que llamaremos polinomios combinatorios y 
qu;e tienen cierta relaci6n con los polinomios simétricos elementa-
les. 
Para poder expresar las soluciones necesitaremos una notacio~ sufl 
cientemente precisa, que a continuaci6n vamos a convenir. 
Entenderemos por combinaciones de los elementos de un conjunto A 
finito y totalmente ordenado, tomados de k en k, todas las suce-
siones estrictamente crecientes que puedan formarse con los elemeE 
tos de A. 
Cuando las sucesiones sean crecientes, pero no estrictamente, ten-
dremos entonces combinaciones con repetici6n de los elementos de -
A, tomados de k en k. 
Como el conjunto Aes totalmente ordenado y mas en particular en -
este trabajo se tratará de un interv.alo de números enteros, para 
designarlo pondremos [p,~ donde p y q representan respectivamen-
te el primer y el último element'os de A. A es entonces {p , p+l, 
l 
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p~2 , ... , q 3 
Escribiremos las combinaciones de los elementos de A = [p,q]tomados 
de k en k asi: 
_ C l,k 
p,q 
Y las combinaciones con repetici6n, asi: 
CR l,k 
p,q 
Más en general utilizaremos estos sfmbolos para expresar también -
las aplicaciones : . crecientes estrictamente entre dos intervalos 
de números enteros [i,k] y[p,q1. Para indicar este conjunto escri-
biremos c:·i,k mientras que para indicar el conjunto de aplicacio--p,q 
nes crecientes no estrictas entre los mismos conjuntos escribire--
mos CR i,k 
p,q 
Más adelante vamos a utilizar un hecho conocido: La corresponden-
cia biunívoca entre C l,k"'ko 1 0y CR l,k , correspondencia que se p,q ... p,q 
puede poner de manifiesto asi: 
1 k 1 k Dada cE: C ' +k 1 se le hace corresponder c t CR ' definiendo c ~ = p,q - p,q J 
e c'(j) = c j - j '" 1 , de manera que el valor mínimo de cj, que se 
producirá cuando c j = cl = P , será cl - 1 '" 1 .. P , y el valor 
, 
c = l~k máximo que se producirá cuando c j = ck .. q + k _° 1 ! será 
= o. q '" k - 1 - k '" 1 = q, y de esta forma se ve que c t CR p, q -' 
que, como se comprueba facilmente , c'sigue siendo creciente, ya 
pero no estrictamente. Estudiando la corresppndencia ci--~ c i con 
e i .. ci + i - 1 , que es inversa de la anterior nos podemos asegu-
rar de que estas dos correspondencias son biunívocas. De la misma 
forma es posible establecer una correspondencia biunívoca entre --
O l,k Y CR l,k • 
P '" r '" 1, q '" k '" r p,q 
Sean pues e g C l,q Sea h(i,j) una funci6n real de dos varia--l,p • 
bles enteras no nulas. Consideremos la siguiente expresi6n, o poll 
no mio combinatorio 1 
(19) P (q,p) .. ¿ h(l,c l )h(2,C2) ..... h(q,c ), c é C i,q e q,p 
Donde como c ... c(i) , las segundas variables de esta expresi6n -
~ 
forman una sucesi6n estrictamente creciente de elementos de [ l,p], 
es decir, una combinaci6n de elementos de [l,p] tomados de q en q 
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Vamos a demostrar que P(q,p) satisface la ecuaci6n: 
(20) f(q,p) = f(q,p-l) ~ h(q,p)f(q-l,p-l) 
En efecto, los términos que sumados forman P(q,p) se dividen en dos 
bloques: 
a) Aquellos en que interviene h(q,p). Podemos sacar h(q,p) factor 
común de todos ellos y este bloque se escribe entonces como el --
producto de h( q,p) por una suma extendida a términos de : ,la forma 
h(1,Cl )h(2,c2) •••• h(q-l,Cq_l ) donde ci r p , puesto que c es estric 
tamente creciente y en todos estos términos es c = p • De esta for 
q -
ma las cl ,c2 ' •••• cq_l forman una sucesi6n estrictamente creciente 
con los números del intervalo [l,p-~y deben figurar todas las -
posibles sucesiones de estas carácteristicas entre los términos --
que multiplican a h(q,p) ya que en (19) la suma está extendida a 
todas las c~C ll,q • De esta forma, los términos de este bloque -
,p 
se pueden expresar como h(q,p) ~ h(l,cl) •••••• h(q-l,c -1) donde 
1 q-l q la suma se extiende a todas las c e C l' l' es decir todos estos 
,p-
términos suman P(q-l,p-l) y este bloque vale h(q,p)P(q-l,p-l). 
b) Aquellos en los que no interviene h(q,p), que serán al sumarlos 
, como se puede ver por un razonamiento similar al anterior, igual 
a P( q,p-l). 
De esta forma, si sumamos los dos bloques de términos que se han -
s~ñalado, obtenemos p(q,p), es decir: 
P(q,p)= P(q,p-l) ~ P(q-l,p-l).h(q,p) 
y queda demostrado que P(q,p) cumple (20) siempre que esté definl 
do, es decir cuando q'¡' O, P .¡. O Y. puq. Para los casos en que sea 
p = O O q = O hay que hacer un estudio aparte en el que intervie -
nen las condiciones iniciales que se le imponen a (20) 
5.2 Condiciones inici~les 
El polinomino combinatorio P(q,p) cunple unas condiciones inicia-
les "naturales. como sucedia con los mismos n~meros combinatorios 
( ver ap. 1). Estas condiciones iniciales se encuentran a partir -
de los siguientes razonamientos: 
Cuando q es mayor que p, entonces C l,q es vacio , ya que no ha l,p 
brá ninguna sucesi6n estrictamente creciente de q elementos de ---
(l,p] , al agotarse los elementos ',de ,[.l,p] 
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Es entonces natural definir: 
(25) P(q,p) .. O para todo q mayor que p 
Por otra parte, siq= 1 e 1,1 
, l,p resulta un conjunto de p aplicaci2 
nes, en el que cada una hace corresponder al 1 uno de los elementos 
de [l,p]. Es decir: 
(21) f(l,p) .. ~ h(l,i) 
i=l 
Si sustituimos en (20) los valores de f(l,p) y de f(l,p-l) se tiene 
);p h(l,~) .. ~-l h(l,i) 
i=l 1=1 
~ h(l,p)f(O,p-l) 
y eliminando los términos iguales queda: 
h(l,p) .. h(l,p)f(o,p-l) 
Si queremos que p(q,p) cumpla ~(20) para cualquier funcion h, habrá 
que suponer el caso mas general, es decir h(l,p) 1 O Y entonces: 
(23) f(O,p-l) = 1 para todo p;>l 
Por lo dicho al principio de esta página: 
(24 ) f(q,O) = O para todo q»O 
Vamos a verificar que estas condiciones iniciales en (q,O) son com 
patibles con el cumplimiento de (20). Si q>l 
f(q,l) = f(q,O) ~ h(q,l)f(q-l,O) 
y esta igualdad es verdadera por ser los dos miembros idénticamente 
nulos con las definiciones hechas cuando q es mayor (J.ue p. Si q;l 
f(l,l) = O ~ h(l,l)f(O,O) .. h(l,l) (por (23) ) 
lo que coincide con el resultado obtenido en (21) 
Hemos comprobado que los polinomios combinatorios definidos en (19) 
(23),(24),(25) verifican la ecuación (20) con condiciones iniciales 
ak,O .. O si k f O 
aO,k .. 1 para todo K 
Vamos a utilizar mét~dos muy similares a los del ap. 1 para obtener 
a partir de los polinomios combinatorios la solución de (20) con -
condiciones iniciales arbitrarias. 
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Para empezar afirmamos que el conjunto de las soluciones de (20) es 
una variedad lineal, como sucedia en la e,n.c de ap. 1.En realidad 
esta propie~ad solo depende del hecho de que en la ecuaci6n en di-
ferencias aparezcan las f(m-mi,n-ni ) en expresiones lineales, es d~ 
cir , que se trate de ecuaciones en diferencias lineales. 
Vamos a definir entonces unas condiciones iniciales can6nicas que 
serán satisfechas por los polinomios combinatorios sometidos a un 
cambio de variable por traslaci6n, y este sistema de polinomios 
combinatorios que cumple el sistema de condiciones iniciales can6-
nico será una base del espacio de soluciones. 
En primer lugar planteamos la soluci6n~k de (20) que satisfaga --
las condiciones iniciales: 
o(k(k,O) = 1 
o(k(j,O) = O si j= k 
c{k(O,j) = O 
Esta soluci6n c( k sabemos que existe, por el teorema de existencia. 
Vamos a caracterizarla explicitamente en funci6n de los polinomios 
combinatorios. Formemos el siguiente cuadro: 
olK O -1 :L ~ 4 '; 6 1- g C\ 111 
o o o o o o O o o o o \) 
01 Q () o o () O O Q o O V 
t ~ o o O o o o O o o o 
K = 1> 1 .j. <1. ~ 'l. ~ 1 4- ó .j. 
" I¡ O j¡ 
¡; o 
, o "-
t O 
'/ O 
1 
Donde como se comprueba facilmente por inducci6n ~k(i,j) = O si 
i 4.k , C\"k(k,j) = 1 
Consideremos ahora el conjunto Ik = {(k,j)U(Ui,O») en donde<X k 
toma los valores ~k(k,j) = 1, o(k(k+i,O) = O 
Por otra parte si consideramos la ecuaci6n: 
(26) g(m,n) = g(m,n-l) + h(m+k,n)g(m-l,n-l) 
con las condiciones iniciales naturales de los polinomios combina-
torios: 
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, -
aj,o -
, 
aO,j .. 
Su soluci6n será el polinomio combinatorio relativo a la funci6n -
h(m + 
(21) 
k, n), es decir 
~k(m,n) "'~ h(1+k,C1) ••• ····h(m+k,c ) 
c m 
esÜ extendida a e E Cl,m • l,n 
Haciendo en esta ecuaci6n el cambio de variable: 
m+k '" q 
n .. p 
g(m,n) .. f(q,p) ~ 
(26) se reescribe: 
(2~) f(q,p) .. f(q,p-l) + h(q,p)f(q-l,p-l) 
Ecuaci6n que es la misma que (20) 
donde la suma 
Las condiciones iniciales de (26) se tranforman en las siguientes 
condiciones para (28): 
, ... 
a~¡~, O = a'~, O .. O si ~;>O 
a" = a' = 1 k,j o,j 
( 29) 
Por tanto según el terorema de existencia y unicidad, la única sol~ 
ci6n de (28), y por tanto de (20) que en el conjunto I k= [ (k, j) U 
(kH,O)} toma los valores dados en (29) será f(q,p). La soluci6n de 
(20) que toma los mismos valores en I k, debe coincidir con f(p,q) 
en el dominio de esta, que es D' = { (i, j)/ i ~ kJ. Como además sabe 
mos que fuera de este dominio la soluci6n de (20) con las condici~ 
nes iniciales can6nicas se anula, la soluci6n~k buscada será: 
o(k \-li-,P:)'" O si q<::k 
o/k (q,p) '" f(q,p) .. L h(Hk,Cl)·· .. ·h(q,cq_k) 
c 
Donde la suma se extiende a C6C 11' q-k , si q>k 
,p 
Vamos a caracterizar ahora las soluciones ~k de 20 que satisfacen 
las condiciones iniciales: 
aO . , J .. O si j<k (30) aO, j = 1 si j~k 
aj,O .. O si k .¡ O Y j .¡. O 
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Hay que señalar que estas no son las condiciones iniciales can6ni-
cas que hemos considerado en anteriores ocasiones, en que (por e--
jemplo en ap. 1) aj,O" O si jFk. No obstante, si encontramos ~k 
cumpliendo las condiciones iniciales (30), las funciones "O k defi .. 
nidas por 'O k .. (> k - f? kH verificanlas condiciones iniciales: 
','! é j,O) .. O si j " O Y k " O 
(31) '! k(O,k) .. 1 
O k( O, j) .. O si j I k 
Que son las condiciones can6nicas. 
Vamos entonces a caracterizar las ~k 
SegÚn se refle ja en el cuadro (10) ,,, k toma en el conjunto J k "" -
.. {( O, j ) U (O, k40 j )) los mismos valores que toma el polinomio com--
binatorio P(q,p) en [(o,j)U(j,O)) • Considerando la ecuaci6n: 
(32) g(m,n) .. g(m,n-l) 40 h:(m,n40k)g(m-l,n-l) 
Con condiciones iniciales: 
(33) aÓ,j .. 1 
a' j,O .. O si j> O 
Existirá una soluci6n de esta ecuaci6n, precisamente P(m,n) 
fJ k (m,n) .. ¿ h(l,cl+k) .... h(iíI,cm .. k) 
Con la suma extendida e a c 6 C ~.ll ,-m 
,n 
Haciendo el cambio de variable 
m .. q 
n 40 k = P 
g(m,n) .. f(q,p) .. f(m,n40k) 
(32) se reescribe: 
(34) f(~,p') .. f(q,p-l) 40 h(q,p)f(q-l,p-l) 
Sabemos que la única funoi6n que cumple (34), que es la misma que 
(20), con condiciones iniciales en eL transformadq del conjunto --
frontera de (33), por el~cambio de variable, es precisamente -----
",,' 0.'-JVk(m,n) =Yk(q,p-k). Pero es facil ver que el transformado en el 
cambio ñe variable del conjunto frontera de (33), es precisamente 
J k ' Y las condiciones iniciales dadas por el cambio de variable 
son en J k coincidentes con las (30). Luego la soluci6n d; (20) --
cumpliendo las condiciones iniciales (30) coincide con~k(q,p-k) 
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en el dominio tranformado de (33), D'= ~(i,k+j)J j?o • Ahora, sa 
bemos que fuera de ese dominio la soluci6n de (20) cumpliendo (30) 
se anula. Luego la soluci6n que buscamos será: 
f'k(q,P)=0 sip<k 
f?k(q,P) .. p~(q,P-k) .. ¿h(l./'Cl.f.k) ....... h(q,'C.¡. k) 
e ,q 
Donde ahora la suma se extiende a CE. e ll,q k 
,p-
Finalmente, para 
ciones iniciales 
naci6n lineal de 
conseguir una soluci6n de (20) cumpliendo condi--
arbitrarias ~,O y aO,k basta realizar la cobi--
soluciones: 
(35) 
~ 
f(q,p),= (2: ak,Oo(k .¡. 
k=l 
()O 
:2 a.o,k'O Ji ) (q,p) 
k=O 
Donde Ok = ~ k - (? kH verifica las condiciones iniciales can6ni-
cas (30), y a pesar de que las sumas son infinitas, están bien de-
finidas por ser (7k(q,P) .. ° cuando k>q y (? k(q,P) .. ° si k>p. 
(?~ o ó. t ~ L¡ 5 ~ 1- j q /J " ¡t Q o o o ¿ 4- 4- ~ ! 4 ! l 1- i> 
4 o o o o 
l 10 o o 
o o o 
14 o o o o 
& o 
o " o 6 o o o fig. 10 
} o o o o 
t rl ~------'v3 
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5.3 Otras ecuaciones d!3 primer orden 
Los cambios de variable que se señalan en este apartado, permiten 
la soluci6n de las demás ecuaciones de primer orden y homog~neas 
que se pueden presentar, a partit de las soluciones halladas en el 
anterior apartado para la ecuaci6n (20) 
a) Dada la ecuaci6n 
(36) g(q,p) ~ g(q-l,p-l) ~ h(q,p)g(q,p-l) 
haciendo el cambio: 
n= p-q 
m'" p 
g(q,p) ~ f(n,m) ~ f(p-q,p) resulta: 
f(n,m) = f(n,m-l) ~ h(m-n,n)f(n-l,m-l) 
-
Esta ecuaci6n es un caso particular de la (20) que tendrá por so--
luci6n el polinomio combinatorio asociado a la funci6n h(m-n,m) 
f(n,m) '" ~ h(cl-l,cl) •••••••• h(cn-n,cn ) 
Con la suma extendidac a c e: O l,n '" C l,p-q l,m l,p 
En estaexpresi6n, mientras que las segundas varia:1l1es forman com-
binaciones de [l,p]tomadas de p-q en p-q, las primeras forman com-
binaciones con repetici6n de los elementos O al p-(p-~) '" q, de for 
roa que se puede poner: 
g(q,p) '" ¿ 
c; Con la suma extendida a 
b) Dada la ecuaci6n: 
h(cl',cl) •••••• h(c' ,c ) p-q p-q 
c ~ O 11,P-q Y con c ~ '" ci-i, 
,p ~ 
(37) g(q,p) '" g(q,p-l) ~ h(q,p)g(q-l,p) 
Haciendo el cambio: 
ro '" p~q 
n'" q 
g(q,p) = f(n,m) '" f(q,p~q) resulta: 
f(n,~) = f(n,ro-l) ~ h(n,m-n)f(n-l,m-l) 
1 p-o c ~ e: CR' • ~ 0,<1 
Que es como antes un caso particular de la (20) cuyas soluciones 
serán el polinomio combinatorio asociado a h(n,m-n) 
g(q,p) '" f(n,m) = ¿ h(l,cl-l) ..... h(n,c -n) 
1 nO 1 n Con suma extendida a c 1> 01 ' = C l' q I que tambi~n se escribe: ,ro ,PTq 
g(q,p) '" ~ h(1,C l )h(2,c2)·····h(q,cq) 
con c e OR 1, q e l,p 
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c) Finalmente la ecuaci6n general: 
(38) f(n,m) = hl(n,m)f(n-l,m-l) ~ h2(n,m)f(n,m-l) 
si ponemos : 
hll(n,m) : hl (n,m).hl (n-l,m-l).hl (n-2,m-2) •••••• 
f(n,m) = hll (n,m).g(n,m) 
La ecuaci6n (3ª) queda: 
hll(n,m)g(n,m) = hll(n,m)g(n-l,m-l) ~ 
~ h2(n,m)hl (n,m-l)g(n,m-l). 
Ahora, si es hl(n,m) f O , pueden dividirse ambos miembros por di-
cha expresi6n, quedando: 
g(n,m) e g(n-l,m-l) 
h l !(n,m ... -l) ~ h2(n,m). .g(n,m-l) h l H~,I)1) 
Ecuaci6n del tipo a) que se puede resolver. La ~nica limitaci6n 
que se ha encontrado para la resoluci6n de (38), forma mas general 
de la ecuaci6n homogénea de primer orjen, es la no anulaci6n de hl 
en el dominio de la ecuaci6n. Mas concretamente, el cambio propue] 
to seguirá siendo correcto para un punto (n,m) , si, aunque se an~ 
le hl en algunos puntos, estos no pertenecen al cono del pasado de 
( n, m) (ver ap. 4.3) 
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6. - LA E8UACION COMPLETA 
Hasta ahora hemos tratado exclusivamente de la ecuaci6n homogénea. 
Vamos a ver como unos sencillos razonamientos nos permiten alcanzar 
también la soluci6n de la ecuaci6n competa. Partimos de la ecuaci6n 
(39) f(q,p) = f(q,p-l) , h(q,p)f(q-l,p-l) , W(q,p) 
Que con los cambios indicados en el anterior apartado y con las rel! 
tricciones explicadas en ap. 5.3 c), puede ser considerada como la 
ecuaci6n completa general. 
En este caso no podemos asegurar que la suma de soluciones sea so-
luci6n. Sin embargo, si f l y f 2 v€rifican: 
fl(q,p) = fl(q,p-l) , h(q,p)fl(q-l,p-l) , wl(q,p) 
f 2(q,p) = f 2(q,p-l) , h(q,p)f2(q-l,p-l) , w2(q,p) 
Entonces sumando miembro a miembro, se tiene: 
(fl 'f2 )(q,p) = (fl 'f2 )(q,p-l) , h(q,p)(fl 'f2 )(q-l,p-l)' 
(wl h 2 )(q,p) 
Utilizaremos este hecho para construir una familia de funciones --
que verifiquen las ecuaciones 
(40) g .. (q,p) = g. j(q,P-l)lh(q,P)g .. (q-l,p-l)l Ui j(q,p) ~,J~, ~,J , 
Don'de Ui,j(q,p)=o si (q,p)"U,j) y ui,/q,p) = J. si (q,p)=(i,j) 
con cuya definici6n de Ui,j se tiene: 
W =~ WU,j)Ui;j . 
Con la suma e~ndida a todos los valores de i, j , suma infinita 
que esta bien definida por ser para cada (q,p) nula excepto para 
un sumando: W(q,p)U (q,p) = W(q,p). q,p 
De esta forma, si en la ecuaci6n (40)se multiplican ambos miembros 
por W(i,j) y luego se suman miembro a miembro todas las ecuaciones 
con respecto a los indices i,j, se tiene: 
~ W(i,j)gi,j(q,P) =~W(i,j)gi,j(q,P-l) , 
+ h(q,P)~W(i,j)gi,j(q-l,P-l)' 
, W( q,p) 
Es decir, siempre que las sumas estén definidas ( sean finitas 
para todo (q,p», G(q,p) <=2:W(i,j)gi,j(q,P) es soluci6n de(39). 
Resta pues encontrar g .. 
~,J 
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Observando la ecuaci6n (40) vemos que coincide con la ecuaci6n hom2 
génea en todos los puntos excepto en (i,j). 
Afirmamos que gi ' es la siguiente funci6n: 
, J 
a) En Di,j= (i~kl,j~k2) es la soluci6n de la ecuaci6n homogénea 
resultado de suprimir W del segundo miembro de (39), que satisfaga 
las condiciones iniciales en el cojunto frontera Ii,j =f(i,j~k2)U 
(i~kl,j») dadas por 
(41) a i, j~k2 .. 1 
aHkl'j .. O si ki>O 
b) Fuera de Di ' 
, J 
(42) gi,j(q,P) .. O si q<i o p<j 
En el dibujo se representa n Di ' e Ii ' 
, J , J 
$.~ o ~ i :!> ~ [, , l ~ " 10 11 11 O U Q O O o o Q o o o O o (J 
~ O o o o o d O Q t? o o o o 
,1. O Q o Q o o o o o O O o ~ 1 ~ o o o i¡ o tl o & o o o ~ o o o 
Fuera de Di,j , 
ti tuir en ella 
En 1, j sucede: 
~, 
o o\. o\. 4 ~ ~ ~ ~ d. ~ 
() o 
o o D "'I~ 
o () 
.. 
la ecuaci6n (~O) es satisfecha ya que al sus-
gi,j ambos miembros son idénticamente nulos. 
a) si (q,p) .. (i,j~k2) al sustituir queda: 
gi,j(i,j~k2) .. g(i,j~k2-1) ~ h(q,p).O ~ O 
Igualdad verdadera por ser gi,j(i,j~k2) = gi,j(i,j~k2-1) .. 1 
b) (q,p) .. (i~kl,j), ambos miembros son nulos. 
,En Di,j - Ii,j, la ecuaci6n (40) se torna homogénea, y como, 
gi,j se construye precisamente como soluci6n de esta ecuaci6n en -
Di,j , queda probada nuestra afirmaci6n. 
Falta ahora solamente caracterizar gi ' en funci6n de los polino--
,J 
mios combinatorios. Ahora bien, gi,j se puede obtener realizando 
consecutivamente los dos cambios realizados para obtener las solu-
ciones que forman la base can6nica del espacio de soluciones de la 
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ecuaci6n homoge~ea. ( ap. 5.2) 
Veamos el cambio necesario: 
(42) bis f(n.m) .. f(n.m-l)lh(nli.mlj)f(n-l.m-l) 
Haciendo en esta ecuaci6n 
(43) n .. q-i 
m .. p-j 
f(n.m) .. g(q.p) 
Resulta: 
(44) g(q.p) .. g(q.p-l) 1 h(q.p)f(q-l.p-l) 
Si consideramos la soluci6n de (44) que verifica en I i • j las condl 
ciones iniciales dadas en (41). es decir. gi.j' esta soluci6n se 
corresponde con la soluci6n de (42) bis que cumple las condiciones 
n~urales de los polinomios combinatorios relativos a la funci6n 
h(nli.mlj). As! pues: 
(45) gi .(q.p) .. f(n.m) =~ h(lli.cll·lj) •••• h(nli.c lilj ) 
.J 1 n ~ n 
Donde la suma se extiende a c e e • 
l,m 1 n 
Teniendo en cuenta (43.). si en lugar de tomar c e el' lo hacemos--
tomando c€ e lli.nli .. cill •q • entonces queda: .m 
llj.mlj llj.p 
g. j(q.p) .. """"" h(kl.ck ) ...... h(k • ~, ~ 1 q 
(46) 
e 
Hay que tener en cuenta que (46) solo es válida en D ..• Los valo-
~.J 
res de gi.j fuera de Di • j vienen dados por (41) y (42). 
Queda as! finalizado el estudio de la soluci6n de la ecuaci6n com-
pleta. que adopta la forma: 
(47) G(q.p)=¿ W~i,j)gi,j(q,P) 
Donde la suma está~~ien definida puesto que solamente se extiende 
a los !ndices (i,j) con i~q y jEtP ya que en otro caso es sola--
mente gi,j(q,P) .. O. 
Si se desea una soluci6n de la ecuaci6n completa (39) que verifi--
que ciertas condiciones iniciales, basta con sumar a G(q,p) una 
solución de la ecuaci6n homogénea que lo h~ga. 
Finalmente, se puede señalar que en (47) la suma se extiende so-
lamente a aquellos 1ndices (i.j) que pertenecen al cono del pasado 
de (q.p) y al propio (q,p). 
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7. - EJEMPLOS 
En este apartado se verán dos ejemplos que ilustran algunos de los 
m~todos expuestos 
a) Si deseamos averiguar las posibles aplicaciones sobreyectivas -
de un conjunto con m elementos a un conjunto con n elementos- o --
bien el ndmero de palabras de m letras que pueden escribirse uti-
lizando todas las letras de un alfabeto de n letras-, surge la e--
cuaci6n recurrente : 
F(n,m) .. nF(n-l,m-l) ~ nF(n,m-l) 
Segán lo explicado en ap. 5.3 c) se hace F(n,m) = n!f(n,m) y re--
sulta: 
n!f(n,m) .. nlf(n-l,m-l) ~ n.nlf(n,m-l) 
y divitiendo por ni : 
soluci6n 
Donde la 
f(n,m) = f(n-l,m-l) ~ nf(n,m-l). Esta ecuaci6n tiene por 
la indicada en 5.3 a): 
P(n,m) ,,~clc2c3 ••• cm_n 
e 1 m-n 
suma se extiende a c 6 CR l ' ,n 
Se da"además la circunstancia de que, como se comprueba facilmen-
te, F(l,m)= 1 y F(n,n) .. ni, de donde será: 
f(l,m) = 1 
f(n,n) = 1 
Condiciones que cumple el polinomio combinatorio descrito en (48), 
que será asi la soluci6n al problema de las aplicaciones biyectivas 
b) Sea h(p) una funci6n que expresa el ndmero primo que ocupa el -
lugar p en una tabla ordenada de ndmeros primos: 
h(l) = 1 ; h(2) .. 2 ; h(3) .. 3 ; h(4) = 5 ; h(6) = 7 ; •• 
La suma de todos los ndmeros qué ,constan del producto de q facto--
res primos de entre los p primeros ndmeros primos verifica la ecu~ 
ci6n recurrente: 
f(q,p) .. f(q,p-l) ~ h(p)f(q-l,p') 1 
Esta ecuaci6n es del tipo 5.3b) y tendrá soluci6n: 
f(q,p) .. ¿ h(Cl )h(C2) h(Cq) 
Con suma para ce CR 11 , q 
,p 
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En esta ocasión se ve de forma especialmente clara el papel del 
polinomio combinatorio que interviene en la solución, ya que ca-
da uno de sus términos es uno de los números cuya suma buscamos, 
y viceversa, todo número con q factores primos de entre los p --
primeros, esta en el polinomio combinatorio de la solución. 
En el siguiente cuadro se desarrollan algunos de los valores de 
f(q,p). 
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