Abstract. This paper describes a constraint-based invariant generation technique for proving the validity of safety assertions over the domain of predicate abstraction in an interprocedural setting. The key idea of the technique is to represent each invariant in bounded DNF form by means of boolean indicator variables, one for each predicate p and each disjunct d denoting whether p is present in d or not. The verification condition of the program is then encoded by means of a boolean formula over these boolean indicator variables such that any satisfying assignment to the formula yields the inductive invariants for proving the validity of given program assertions. This paper also describes how to use the constraint-based methodology for generating maximally-weak preconditions for safety assertions. An interesting application of maximally-weak precondition generation is to produce maximally-general counterexamples for safety assertions. We also present preliminary experimental evidence demonstrating the feasibility of this technique.
Introduction
Predicate abstraction [1] is a commonly used technique for proving program properties. This involves over-approximating the set of reachable states of the program using formulas with boolean structure over a given set of predicates. This over-approximation is usually computed using fixed-point based techniques like abstract interpretation or model checking. One of the main advantages of the predicate abstraction domain is that it can represent disjunctions as opposed to other abstract domains like polyhedron domain. However, this expressiveness comes with disadvantages: First, the abstract state can have size exponential in the number of predicates. Second, the abstract domain has exponential height. The naive fixed-point computation process seems expensive especially when the final inductive invariants required to prove a given property are typically simple and small in size compared to the potential worst-case exponential representation.
In this paper, we describe a technique for discovering inductive invariants over predicate abstraction that exploits the observation that the inductive invariants required for proving a given assertion typically require a small representation, instead of the worst-case exponential representation. In particular, we describe the inductive invariants using a bounded boolean structure over a given set of predicates, say DNF formulas with at most k disjuncts, where k is some small constant. 4 To achieve completeness, we can iteratively increase the value of k.
Our technique is based on the following observation: Any DNF formula with k disjuncts over a set of n predicates can be described by a truth-value assignment to k × n boolean (indicator) variables, one for each predicate p and each disjunct d denoting whether predicate p is in disjunct d. The key idea of our technique is to establish boolean constraints between the boolean indicator variables corresponding to the invariants at neighboring program locations by using the predicate cover operation 5 (The predicate cover of a formula F is the weakest formula over a set of predicates that implies F ). The boolean constraint thus obtained encodes the verification condition of the program. A satisfying assignment to this boolean formula yields the inductive invariants sufficient to establish the validity of given assertions. Unsatisfiability of the boolean formula denotes that there are no inductive invariants over our choice of template structure (DNF formula with k disjuncts over the given set of predicates) to validate the assertions in the program. The size of the generated boolean formula is linear in the size of the program and the size of the predicate cover, and polynomial in the number of the predicates. Finding a satisfying assignment to the boolean formula can take exponential time in the worst-case and in theory we have still not gotten rid of the exponential factor. However, this methodology allows a direct way to leverage the engineering advances of the SAT solvers. It is noteworthy that the last decade has witnessed a revolution in SAT solvers enabling solving of industrial sized satisfiability instances.
Our constraint-based technique may offer some advantages over traditional fixed-point computation based methods. First, it does away with the iterative process of computing fixed-points, which is expensive, especially when performed on abstractions with exponential-height lattices, like predicate abstraction. Second, it cleanly splits the reasoning required of SMT formulas generated during predicate abstraction into two parts: Theory-based reasoning using predicate cover operation over small and mostly conjunctive formulas (this encodes the abstract program semantics) and SAT-based reasoning over a polynomially-sized 4 It may appear that this observation can also be used to obtain a PTIME abstract interpretation [2] based algorithm for discovering inductive invariants with k disjuncts. However, this is not true. The domain of k-DNF formulas does not form a lattice as there is no unique LUB. The domain of formulas whose CNF representation contains at most k disjuncts in each conjunct does form a lattice of polynomial height. However, in that case, each abstract interpretation operation requires reasoning about an SMT formula in CNF form, which is NP-hard. 5 A fundamental operation used in abstract transformers while performing abstract interpretation over predicate abstraction [1] .
boolean formula 6 (this encodes the fixed-point).
7 Third, it is goal-directed and hence has the potential to be more efficient.
Our technique complements abstraction refinement techniques (such as counterexample guided abstraction refinement [4] , interpolation based methods [5] , forward-backward combination [6] ) by equipping them with a more robust invariant generation procedure. Abstraction refinement techniques alleviate the cost involved in abstraction by iteratively refining the abstraction until an inductive invariant can be expressed. Our technique alleviates the cost of reasoning over a given predicate abstraction by off-loading the cost of boolean reasoning and fixed-point computation to a SAT query.
We further show how to generate maximally-weak preconditions using the constraint-based methodology. The key idea is to treat the precondition as an unknown relation and repeatedly search for a precondition that is weaker than the current solution until none exists. We prove that this process requires at most n satisfiability queries, where n is the number of predicates. We then describe an interesting application of maximally-weak precondition generation, namely generating maximally-general counterexample in case the assertions in the program are not valid.
This paper makes the following technical contributions:
-We show how to model the problem of discovering inductive invariants over predicate abstraction as the problem of finding a satisfying assignment to a boolean formula (Section 3). We also show how to extend this modeling to a context-sensitive interprocedural analysis, which is provably harder than intraprocedural analysis (Section 3.2). -We show how to model the problem of maximally-weak precondition generation over predicate abstraction as the problem of finding satisfying assignments to (at most) n boolean formulas (Section 4). This procedure can be used to find maximally-general counterexamples to safety assertions, assuming program termination (Section 4.1).
Preliminaries

Program Model
We consider programs with assignments of the form x := e, where x denotes some variable and e denotes some expression. (Note that memory reads/writes can be modeled using this formalism by using select-update expressions.) We also 6 It is not difficult to extend our approach to model the process of inductive invariant generation as solving only one polynomially-sized SMT query. However, the result that we present is stronger. It shows how to reduce the problem of inductive invariant generation to the problem of solving several small SMT queries over mostly conjunctive formulas and one polynomially sized SAT query. 7 [3] presents a related technique where theory based reasoning is used to generate a boolean abstraction of the system, which is then explored using a fixed-point computation technique.
allow for assume and assert statements of the form assume(p) and assert(p), where p is some predicate. Since we allow for assume statements, without loss of generality, we assume that all conditionals in the program are non-deterministic.
Generating Verification Conditions from a Program
A cut-set of a program is a set of program locations (called cut-points) such that each cycle in the control flow graph of the program passes through some program location in the cut-set. One simple way to choose a cut-set is to include all targets of back-edges in any depth first traversal of the control-flow graph. (In case of structured programs, where all loops are natural loops, this corresponds to choosing the header node of each loop.) A simple path is any path that starts at a cut-point or program entry π entry and ends at a cut-point or program exit π exit without passing through any other cut-point. We associate the program entry and exit locations as well as each cut-point π with a relation R π over program variables that are live at π. The verification condition VC(τ ) of any simple path τ between end-points π 1 and π 2 is given by the following formula:
The notation ω(τ, R) denotes the weakest precondition of path τ (which is a sequence of program instructions) with respect to R and is as defined below:
where the notation [e/x] denotes substitution of x by e and may not be eagerly carried out across unknown relations R. Observe that the verification condition for any simple path τ between π 1 and π 2 simplifies to the following form:
where σ is some substitution, and G 1 and G 2 are known formulas obtained from the predicates that occur in assume and assert statements (on path τ ), respectively, after appropriate substitutions. The following claim holds.
Claim 1. The assertions in the given program are valid iff when we set R πentry = R πexit = true then there exist relations R π for all cut-points π such that the verification conditions VC(τ ) hold for every simple path τ .
Program Verification
Given a program with some assertions, the program verification problem is to verify whether or not the assertions are valid. The challenge in program verification is to discover the appropriate inductive invariants R π at different program points π such that the verification conditions VC(τ ) in Eq. 1 holds for all simple paths τ , which implies the validity of the given assertions (Claim 1). (The issue of discovering counterexamples, in case the assertions are not valid, is addressed in Section 4. Example We first illustrate our constraint-based approach to invariant generation by means of a simple example. Consider the program in Figure 1 (a). The program loop iterates using the loop counter x and increments an auxiliary variable y as well. Its control flow graph (CFG) is shown in Figure 1 (b). The program is modeled in our system as Figure 1 (c). There are three simple paths going from program entry to loop header ( 1 → 2 ), around the loop ( 2 → 2 ), and loop header to program exit ( 2 → 3 ), respectively, and the verification conditions they generate (using Eq. 1) are shown in Figure 1 (d). The set of predicates S over which we seek to discover our inductive invariant is shown in Figure 1 (e). Let π be the program point at the loop header just after the join point. Suppose we make the simplifying assumption that the inductive loop relation R at π is a conjunction of some predicates from S, and we seek to discover those predicates.
The first step is to associate with each predicate p ∈ S a boolean indicator variable b p indicating p's presence or absence in R. Then we consider each verification condition VC(τ ) (derived from a simple path τ using Eq. 1) in turn and generate constraints on the indicator variables:
, for which we generate the constraint
denoting that the predicates x < y and x ≥ m and y ≥ m cannot be in R since they are not implied by the verification condition for loop entry.
The verification condition is R ∧ x ≥ m ⇒ y = m, for which we generate the constraint
denoting that either both y ≥ m and y ≤ m belong to R, or x < m belongs to R, or both x ≤ y and y ≤ m belong to R. Observe that these are the only three (maximally-weak) ways in which we can prove y = m under the assumption x ≥ m. In general, these different ways are computed by using the predicate cover operation.
denoting that if y ≤ m belongs to R, then either y < m or x ≤ y ∧ y ≤ x should also belong to R, and that the predicates x < m and y < m cannot be in R. The reader can easily check that this verification condition allows any other predicate p to be in
These constraints are generated by considering each predicate p, finding the weakest conditions δ(p) over the set of predicates under which 
Putting Eq. (Ex-1), (Ex-2), (Ex-3) together we get a SAT formula (over the boolean indicator variables) that encodes the verification condition of the program. The reader can verify that b x≥y = b x≤y = b y≤m = true (and all others false) is a satisfying solution. This corresponds to R being (x = y ∧ y ≤ m).
Formal constraint generation
We now formally present our constraint-based methodology for discovering the inductive invariants R π when they can be described using a k-DNF formula over a given set of predicates S. (We use k-DNF form for simplicity. Our methodology can also be applied to other boolean structures that are representable by a bounded number of boolean variables.) In such a case, we can represent R π by k × n boolean indicator variables b π i,p (where 1≤i≤k, p ∈ S, n = |S|), where the boolean variable b π i,p denotes whether predicate p is present in the i th disjunct of the invariant R π at program point π. We show how to encode the verification condition of the program as a boolean formula ψ over the boolean indicator variables b π i,p . The boolean formula ψ is satisfiable iff there exist inductive invariants (in k-DNF form) strong enough to prove the validity of the assertions-this is the key result of the paper.
We first show how to encode the verification condition of any simple path τ as a boolean formula ψ(τ ). The following three cases arise, which we consider in increasing order of difficulty: 
The above constraint restricts how strong R π2 can be. In particular, if
k , then it must be the case that
Hence, we can rewrite the above constraint as:
This can be encoded as the following boolean constraint ψ(τ ) over boolean indicator variables b π2 i,p .
where D(A, B) denotes the boolean formula true if A ⇒ B and false otherwise. 
The above constraint restricts how weak R π1 i can be. We can encode the above constraint as a boolean formula over the variables b π i,p by considering the predicate cover
To recall, the predicate cover of a formula F over a set of predicates S, denoted by C S (F ), is the weakest formula over predicates from S that implies F . Let φ S (F, i, π) denote the boolean formula over boolean variables b 
Case 3: Path between two adjacent cut-points. We now combine the key ideas that we used in the above two cases to handle this more general case. The verification condition in Eq. 1 has the following form (after expanding R π1 as
j , where each R π1 i and R π2 j is a conjunction of some predicates from S).
The above constraint can be rewritten as (using the same logic used in generating the constraint in Eq. 2):
The verification condition above can be encoded as the following boolean constraint ψ(τ ) over boolean indicator variables b i,p (using the same logic used in generating the constraint in Eq. 4):
Observe that the constraints are generated locally from the verification condition of each simple path. Hence, the constraint based technique has the potential for efficient incremental verification (verification of a modified version of an already verified program) with support of an incremental SAT solver.
Example The full version [7] gives examples of all the above cases over Figure 1(a) .
The desired boolean formula ψ is now given by the conjunction of formulas ψ(τ ) for all simple paths τ in the program. Since ψ encodes the entire verification condition of the program, it is easy to see that the following claim holds.
Claim 2. The boolean formula ψ is satisfiable iff there exist inductive invariants (in k-DNF form) strong enough to prove the validity of the given assertions.
Interprocedural Analysis
The ω computation described in Section 2.2 is applicable only in an intraprocedural setting. In this section, we show how to extend our constraint-based method to perform a precise (i.e., context-sensitive) interprocedural analysis.
Precise interprocedural analysis is challenging because the number of different calling contexts can potentially be exponential in the number of predicates over program inputs. A standard way is to compute procedure summaries, which are relations between procedure inputs and outputs. These summaries are usually structured as sets of pre/postcondition pairs (A i , B i ), where A i is some relation over procedure inputs and B i is some relation over procedure inputs and outputs. A pair (A i , B i ) denotes that whenever the procedure is called in a context that satisfies A i , the procedure ensures that the outputs satisfy the constraint B i . However, the efficient construction of relevant pre/postcondition pairs is unclear.
In this section, we show that the constraint-based approach is particularly suited to discovering useful pre/postcondition (A i , B i ) pairs. The key idea is to observe that the desired behavior of most procedures can be captured by a small number of such (unknown) pre/postcondition pairs. We then replace the procedure calls by these unknown behaviors and assert that the procedure, in fact, has such behaviors in an assume-guarantee style reasoning. Our encoding requires the summary to be only as precise as is required for verification of the given assertions. Procedure bodies: Without loss of generality, let us assume that a procedure does not read/modify any global variables; instead all global variables that are read by the procedure are passed in as inputs, and all global variables that are modified by the procedure are returned as outputs. Suppose there are q interesting calling contexts for the procedure P (x){S; return y; } with the vector of formal arguments x and vector of return values y. (In practice, the value of q can be iteratively increased until the constraint system is satisfiable.) We can summarize the behavior of procedure P for these q interesting calling contexts using q tuples (A i , B i ) for 1 ≤ i ≤ q, where A i is some (unknown) relation over x, and B i is some (unknown) relation over x and y. We ensure this by generating constraints for each i as below:
Procedure calls: For simplicity, we assume that the cut-set includes all program locations before any procedure call. For any simple path τ that starts with a procedure call v := P (u), let τ i denote the simple path in which the procedure call is replaced by the following code fragment, where t is a fresh set of variables.
The boolean formula ψ(τ i ) that encodes the verification condition of the simple path τ i can be computed using the method described in Section 3. The formula that encodes the verification condition corresponding to τ is ψ(τ ) =
Example In the full version [7] we illustrate the technique over some examples.
Maximally-Weak Precondition Inference
Given a program with some assertions, the problem of weakest precondition generation is to infer the weakest precondition R πentry such that whenever the program is run in a state that satisfies R πentry , the assertions in the program hold. This weakest precondition inference problem is harder than program verification, and relatively few techniques exist for it. Since a precise solution is undecidable, we work with a relaxed notion of weakest precondition. For a given template structure, we say that A is a maximally-weak precondition if A is a precondition that fits the template and there does not exist a weaker precondition than A with similar properties.
In this section, we present a constraint-based approach to inferring maximallyweak preconditions under a given template. Specifically, we show how to generate a conjunctive maximally-weak precondition for a given program with assertions. A k-DNF maximally-weak precondition can then be obtained by taking disjunctions of k disjoint conjunctive maximally-weak preconditions, generated iteratively. Our constraint-based approach permits an elegant maximally-weak precondition inference technique based on the monotonicity of implication for CNF formulae over a given set of predicates.
The first step is to treat the precondition R πentry as an unknown relation in Eq. 1, unlike in program verification where we set R πentry to be true. However, this small change merely encodes that any consistent assignment to R πentry is a valid precondition, not necessarily maximally-weak. In fact, when we run our tool with this small change, it returns false as a solution for R πentry . Note that false is always a valid precondition, but not necessarily maximally-weak.
We use an iterative approach to generating a conjunctive maximally-weak precondition as follows. We add the constraint that the precondition R πentry should be weaker than the current solution T (which is initialized to false) to the verification condition (in Eq. 1). This constraint is encoded by the boolean formula (γ 1 ∧ ¬γ 2 ), where γ 1 and γ 2 are boolean formulae over the boolean variables b πentry p that encode the constraints T ⇒ R πentry and R πentry ⇒ T , respectively and are computed using the technique described in Section 3.
Once a maximally-weak conjunctive precondition has been found, we repeat the process to generate other maximally-weak conjunctive preconditions. In order to ensure that we get a precondition that is disjoint from maximally-weak preconditions already found, we add an additional constraint ¬γ 3 , where γ 3 is the boolean formula over the boolean variables b Example We again consider Figure 1 (a) but with line 1 (x := 0; y := 0) removed and infer maximally-weak preconditions between x, y, m using the predicate set S shown in Figure 1 (e). We generate two conjunctive maximally-weak preconditions: (y = m ∧ x ≥ m) and (x = y ∧ x < m); their disjunction yields the disjunctive maximally-weak precondition.
Maximally-General Counterexample Inference
Since program analysis is an undecidable problem, we cannot have tools that can prove correctness of all correct programs or find bugs in all incorrect pro- grams. Hence, to maximize the practical success rate of verification tools, it is desirable to search for both proofs of correctness as well as counterexamples in parallel. Earlier, we showed how to find proofs of correctness of given assertions.
In this section, we show how to find maximally-general counterexamples to given assertions (under a given template structure).
The problem of generating a maximally-general counterexample for a given set of safety assertions involves finding a maximally-general characterization of inputs that leads to violation of some reachable safety assertion. Generating a maximally-general counterexample is more desirable than generating a concrete counterexample, and can aid in, say, program debugging. For example, it is more useful to know that there is an assertion failure whenever x < y as opposed to knowing that there is an assertion failure when x = 0 ∧ y = 3.
We show next how to find a maximally-general counterexample using the techniques discussed in Section 4 under the assumption that the given program is terminating, i.e., the program exit is always reached. The basic idea is to reduce the problem to that of finding a maximally-weak precondition for some safety property. This reduction involves constructing another program from the given program Prog using the following transformation, T err (Prog): We introduce a new variable error that is set to 0 at the beginning of the program. Whenever violation of the given safety property occurs (i.e., the negation of any of the safety assertions holds), the variable error is set to 1 and the control jumps to the end of the program. We assert that error = 1 at the end of the program, and remove the original safety assertions from the program. Claim 3. Let Prog be a terminating program with some safety assertions. Then, Prog has an assertion violation iff the assertions in program T err (Prog) hold.
The significance of Claim 3 is that now we can use maximally-weak precondition inference (Section 4) on the transformed program to discover maximallygeneral characterization of inputs under which there is a safety violation in the original program. We need to track the new boolean variable error in the transformed program and therefore add error = 1 and error = 0 to the predicate set. Example Consider the program shown in Figure 2 (a), which we instrument with the error variable to obtain the program in Figure 2 (b). Our maximallyweak precondition inference generates (x < m ∧ y ≥ x) as the maximally-general counterexample that violates the assertion y < m. Note that we need k to be at least 2 since the inductive invariant (at the loop header) for establishing the counterexample is (x < m ∧ y ≥ x) ∨ (error = 1 ∧ y ≥ x)).
Observe the importance of introducing the error variable. An alternative that one might consider is to simply negate the original safety assertion instead of introducing an error variable. This is incorrect for two reasons: (a) It is too stringent a criterion because it insists that in each iteration of the loop the original assertion does not hold, (b) It does not ensure reachability and allows for those preconditions under which the assert statement is never executed. In fact, running our tool with such an alternative transformation yields two conjunctive maximally-weak preconditions-(x ≥ m) and (x < m ∧ y ≥ m − 1) of which the former does not describe a counterexample, while the latter does not describe a conjunctive maximally-general counter-example.
Experiments
In this section we demonstrate the viability of a constraint-based approach by uniformly discovering invariants for programs for which specialized techniques [8] [9] [10] have been proposed.
The results of invariant generation for program verification are shown in Table 1 (a). The first set of columns indicate the programs 9 , the parameters (number of disjuncts k, and size of predicate set n), and the number of variables and clauses in the CNF formula. The second set indicates the time (in seconds) on generating the program constraints (CG), generating the CNF formula (CNF) and solving the resulting SAT instance (SAT). We use Z3 [11] as our SAT solver.
The first set of examples require conjunctive invariants (k = 1). The first program (counter) is a loop iteration with a counter from 1 . . . m. The second (lockstep, shown in Figure 1 ) is also a counter iteration but with another variable counting in lock-step. The third (nested) consists of two nested counter loops. The next program (twoloop) consists of two counter loops one after the other. The last two examples need two invariants, one at each loop header.
The second set requires disjunctive invariants (k = 2) and are from recent work on sophisticated invariant generation techniques like CFG elaboration (ex2 [9] ), probabilistic inference (ex3 [10] ), and sophisticated widening (ex1b [8] ).
Our technique uniformly discovers invariants over predicate abstraction for all these examples. Our base predicates are difference constraints over the program variables with small constants. Program parsing and constraint generation takes 0.23s. Our preliminary tool uses an unoptimized implementation of predicate cover and therefore spends most of its time in CNF generation, which can be improved easily. Solving the resulting CNF constraints takes 0.04s on average. Our preliminary tool also shows a noticeable overhead when a disjunctive invariant at the loop header causes case enumeration during CNF generation (in ex3 [10] and ex1b [8] ). However, even for large SAT instances in these cases, solutions are generated by the solver in very reasonable time, demonstrating the viability of a constraint-based approach.
Maximally-weak Precondition Inference
The SAT solver that we used tends to generate a maximally-false satisfying assignment to a satisfiable boolean formula, as a result of which we obtained conjunctive maximally-weak preconditions in the first query and did not have to iterate n times. A satisfying assignment A to a boolean formula is maximallyfalse if by changing the truth values of any of the boolean variables from true to false in assignment A transforms A to an unsatisfying assignment.
We exploit this property by adding an additional constraint to the system, which in practice improves performance. The added clauses constrains the maximally-weak precondition to be saturated, i.e., for all predicates p 1 , p 2 , p 3 , if p 1 ∧ p 2 ⇒ p 3 , we add the constraint:
Claim 4. A maximally-false satisfying assignment to the boolean formula ψ (that encodes the verification condition of the program) along with the constraint in Eq. 9 yields a conjunctive maximally-weak precondition.
The results for precondition inference are shown in Table 1 (b). Our tool generates all maximally-weak preconditions when multiple incomparable ones exist. Therefore, in addition to the number of predicates n, disjuncts k, variables and clauses in the CNF, we also report the number of solutions generated. In such cases, we report the cumulative time required for generating all solutions.
Due to the tendency of the SAT-solver to generate a maximally-false assignment, our tool produced valid maximally-weak preconditions in the first iteration for all but two programs, ex2 [9] and twoloop, which required two iterations.
Constraint-based techniques have been recently used for discovering linear arithmetic invariants (conjunctive invariants [12] [13] [14] [15] as well as disjunctive invariants [16] in the context of verifying safety properties as well as discovering ranking functions for proving termination [17, 18] ). Constraint-based techniques have also been applied for discovering non-linear polynomial invariants [14, 19] and invariants in the combined theory of linear arithmetic and uninterpreted functions [20] . In contrast, this paper extends the applicability of constraint-based methodology to the important domain of predicate abstraction, where the predicates can be from any theory. There are two key technical differences between the earlier work that focused on arithmetic invariants and the current work based on predicate abstraction: (a) The key principle behind a constraint-based methodology is to convert universal quantification into existential quantification in the verification condition. In this respect, the earlier work uses Farkas' lemma, while the current work uses the predicate cover operation. (b) The earlier work translates the problem of discovering arithmetic invariants into solving polynomial constraints 10 , while in contrast the proposed technique translates the problem of discovering invariants over a given set of predicates into solving a SAT constraint. The latter is more desirable since we have good off-the-shelf SAT solvers.
Constraint-based techniques, being goal-directed, work naturally in program verification mode where the task is to discover inductive loop invariants for verification of given assertions. As a result, earlier work on constraint-based techniques (with the exception of [16] ) has been limited to program verification as opposed to other program analysis problems such as precondition generation. This paper demonstrates the applicability of constraint-based methodology to the problem of maximally-weak precondition generation, which in turn can be used for generation of maximally-general counterexamples (assuming program termination). The technique used for precondition generation in [16] is based on encoding locally-pointwise weakest property for linear arithmetic constraints, while the technique used for precondition generation in this paper relies on monotonicity of implication of a conjunctive set of predicates.
SATURN [21] also uses SAT-solving, but for bug-finding in loop-free programs. (Programs with loops are modeled by unrolling loops.) Theoretically, it is well known that loop-free programs can be modeled as Boolean circuits. SATURN's contribution is primarily engineering-based; it illustrates that the SAT queries that are generated from real programs with complicated constructs can be efficiently solved in practice. In contrast, we focus on invariant inference for correctness proofs and show how programs with loops can be abstracted as Boolean circuits. Additionally, our work finds maximally-general bugs in programs with loops.
We present a constraint-based technique for discovering inductive program invariants over predicate abstraction. Our technique pushes the burden of fixedpoint computation and boolean reasoning to a SAT-solver by encoding program verification conditions as SAT-constraints over boolean indicator variables. A solution to the SAT instance maps directly to inductive program invariants that prove the validity of given program assertions. We lift the verification procedure to interprocedural setting and additionally infer maximally-weak preconditions that can be used for maximally-general bug finding. We present encouraging preliminary results using a prototype implementation. Experimentation with large programs and comparison with alternative techniques remains future work.
