ABSTRACT Nowadays, the mobile healthcare industry is prospering due to the increase in computer processing power, improvement of next-generation communication technologies, and high storage capacity. Mobile multimedia sensors can acquire healthcare data, which can be processed to make decisions on the health status of users. In line with this, we propose a mobile multimedia healthcare framework in this paper, where an automatic seizure detection system is embedded as a case study. In the proposed system, electroencephalogram signals from a head-mounted set are recorded and processed using convolutional neural networks. A classification module determines whether the signals exhibit seizure. Experimental results show that the proposed system can achieve high levels of accuracy and sensitivity. The Children's Hospital BostonMassachusetts Institute of Technology database indicates the system accuracy and sensitivity to be 99.02% and 92.35% in a cross-patient scenario, respectively.
I. INTRODUCTION
Mobile multimedia healthcare applications have experienced a remarkable growth due to the large-scale production of mobile devices and inexpensive smart mobile sensors. Smart healthcare systems have been able to achieve accuracy, which has also fueled the integration of multimodal inputs with healthcare frameworks. Mobile devices and smart sensors include smart phones, smart watches, and wearable healthcare devices with sensors for electroencephalogram (EEG), electrocardiogram (ECG), glucose levels, blood pressure, and blood oxygen [1] . In previous years, smart healthcare applications were concerned about sensing, monitoring, and interpreting health conditions, thereby providing solutions. However, recently, the emphasis has turned to making smart healthcare systems mobile and multimodal. Mobile and telehealth devices have evolved to address the requirements of clinical monitoring and feedback. Biomedical applications are also evolving to analyze large amount of data (e.g., human genome) for monitoring diseases and their evolution. Consequently, smart healthcare now includes fields, such as clinical and pharmaceutical research among others. Healthcare multimodal data are automatically analyzed to provide comprehensive reports on patients' health status and provide effective interventions based on the severity of medical conditions. These results are transformed into comprehensive feedback, which recommends drug prescription, further consultations, and lifestyle changes.
In a smart healthcare paradigm, smart sensors and devices have to operate in different situations and locations where patients are continuously on the move. With the increasing demand for unconstrained and open smart healthcare environments, the current smart healthcare systems, which operate in limited and presumed conditions, are outdated. The health and behavior of patients can change rapidly over time. Hence, we need mobile multimedia healthcare systems that can track, sense, and monitor not only patients but also their surroundings to provide smart healthcare and raise an alarm in case of emergencies. Mobile healthcare systems provide multiple types of healthcare service and numerous techniques for the transmission of health-related data [2] . Therefore, patients are not confined by location and time and can consult and receive healthcare services anywhere in the present mobile healthcare environment [3] . Mobile healthcare systems have been propelled by the development of smart sensors, which are miniature in size, have low cost, and require low energy. They can be worn or placed inside the patients' body or positioned around the patients' environment [4] , [6] , [23] . Aside from special sensors, mobile healthcare systems should be accurate, easy to handle, and have fast processing capability.
People's increasingly sedentary lifestyle has resulted in the development of new ailments. Hence, smart healthcare with multimodal sensors that can constantly monitor patients in their daily routine are necessary. These multimodal sensors may include common wearable sensors for blood glucose, blood pressure, heart beat, body temperature, EEG, ECG, physical activity, and sleep habits. However, given the range of related ailments and sensors available, smart healthcare systems should not prevent or obstruct patients' normal activities. Therefore, mobile technologies have been integrated with multimedia technologies to develop smart and versatile health care systems, which not only can handle multimodal data but also process them at high speed in real time and with high accuracy. Moreover, these systems not only help patients but are also of immense use for healthcare professionals who can remotely keep track and monitor their patients whether they are at their homes or outside. Electronic healthcare records are also prepared and attached with these multimodal health data, which allow medical practitioners to understand the patients' medical condition deeply. Although numerous applications aid these mobile health technologies, they use common physical activity sensors and physiological data. Multimedia health-related data can consist of simple physiological data or multidimensional and high-resolution digital images, such as MRI or CAT scans. Other medical imaging technologies are also available, such as neuroimaging, infrared imaging, mammography, and ultrasound. These complex and specialized medical signals need latest technological advancements, such as deep learning techniques, to process them in real time and produce accurate results constantly. These systems not only assist in diagnosis but also aid medical professionals in clinical works. Smart healthcare systems that can detect forgery in images are also available [7] . Through constant recording of multimodal healthcare data in real-time, big healthcare data arise, which is a boon for medical researchers who can apply big data analytics tools to determine relationship between health data and ailments, thereby helping the society. We can create enriched healthcare database consisting of multimodal data that can be accessed when necessary. Smart healthcare systems also make use of human genome data, which also contribute to the big healthcare data. The systems use algorithms to link genome data to physiological data.
Digital multimodal images are combined with ambient audio/video recording of patients with specific diseases, for example, to detect abnormal body movement or gait in patients with dementia or vocal fold disease [8] , [9] . These mobile multimedia healthcare systems offer unobtrusive and continuous monitoring of patients with diseases that need constant care and monitoring. Same is the case with people having epileptic seizures, which can limit and obstruct their daily activities. Mobile healthcare systems have also been developed to monitor seizures in real time and report any unusual activities [10] . However, such systems need advanced techniques, such as deep learning, to be able to make fast and accurate decisions. A mobile healthcare framework includes emotion recognition modules that can monitor patients' emotional state other than their physical condition [45] , [46] . These modules have been proven efficient in many healthcare applications.
In this study, a mobile multimedia healthcare framework is proposed, where an automatic seizure detection system is embedded as a case study. The seizure can be detected from the EEG signals of different channels. A person wears a headband with EEG sensors, and the signals are recorded to a laptop or a smart device. The signal data are sent to cloud servers for processing and classification. A decision (either seizure or normal) is then sent to the appropriate stakeholders for further care.
This paper is arranged as follows. Section II provides a brief literature review on seizure detection. Section III describes the proposed mobile healthcare framework with a seizure detection system. Section IV presents the results and discussion. Finally, Section V concludes the paper.
II. BRIEF LITERATURE REVIEW ON SEIZURE DETECTION
This section describes a few related research works on automatic seizure detection.
In [11] , a patient-specific, seizure onset detection algorithm was constructed, which reported 96% sensitivity on the Children's Hospital Boston-Massachusetts Institute of Technology (CHB-MIT) dataset, which is a well-known dataset for seizure classification. A combination of spectral, spatial, and temporal handcrafted features was fed to the support vector machine (SVM) classifier, which took a detection delay of 3 s and had a false detection rate of 2 per 24-h period of EEG input. In [12] , a commercial algorithm called REVEAL was developed for seizure detection. The algorithm was based on three approaches, namely, matching pursuit algorithm, small neural network (NN) rules, and a new connected-object hierarchical clustering algorithm. REVEAL transforms a 2 s EEG signal into sums of overlapping time and frequency features. The algorithm was tested on 672 seizures from 426 patients with epilepsy at the Columbia Presbyterian Hospital, University of Pittsburgh and Davis Medical Center, University of California. The algorithm achieved 76% sensitivity with a false positive rate of 0.11/h. A patient-specific system for predicting seizure was described in [13] . The system uses EEG to find spectral power features and SVM. It was trained and tested on the Freiburg EEG database, which contains intracranial EEG (iEEG) from 21 patients with medically intractable focal epilepsy. Eighty seizure events were employed to achieve VOLUME 6, 2018 sensitivity of 97.5% and low false positive rate of 0.27/h. The study demonstrated that gamma frequency bands were important for the prediction task and may lead to high sensitivity and specificity. In [14] , a hybrid principal component analysis (PCA)-based NN with weighted fuzzy membership function was proposed for seizure detection and achieved accuracy of 97.64%. An adapted continuous wavelet transform (CWT) with wavelet denoising was employed in [15] to obtain sensitivity of 96.72% and specificity of 94.69% on mice EEG data. In [16] , a method that transforms 1-D EEG signals into 2-D signal was developed, and 2-D discrete cosine transformation (DCT) and image processing techniques were applied to obtain sensitivity of 98.91% and specificity of 94.35%. In [17] , Zabihi et al. used PCA to reduce high dimensionality of the reconstructed phase spaces and linear discriminant analysis (LDA) and Naive Bayesian classifiers for patient-specific seizure detection. They achieved 93.21% specificity and 88.27% sensitivity. In [18] , Hills used feature extraction techniques in frequency and time domains. Fast Fourier transform (FFT) was applied to each 1 s signal in frequency range of 1-47 Hz. The signal was then fed into a random forest classifier. In [19] , Fergus et al. used multiple statistical features and supervised k-nearest neighbor (k-NN) classifier for seizure detection across subjects, which obtained classification accuracy of 93% and sensitivity of 88%. In [20] , Xun et al. proposed context learning for seizure detection. They extracted hidden inherent features from EEG fragments and temporal features from EEG contexts. They combined both types of feature and fed them into SVM to achieve accuracy of 88.8% on the CHB-MIT dataset. In [21] , Chen et al. applied discrete wavelet transform (DWT) to selected frequency bands. They showed that band feature selection for removing redundant features and frequency bands could improve detection accuracy and computation efficiency for seizure detection tasks. They attained 92.30% and 99.33% accuracy on the CHB-MIT and University of Bonn (UBonn) datasets, respectively.
Most of the aforementioned studies employed expert handcrafted features for automatic seizure detection; they used variety and combination of features, including spatial, spectral, temporal, and statistical features [22] . Although a few studies have achieved good accuracy and sensitivity, most have not obtained satisfactory results for independent patient seizure detection, because epileptic seizures have a nonstationary activity and its pattern varies significantly from patient to patient [5] .
Numerous researchers have recently used deep learning techniques for EEG analysis; they have achieved good results, which shows that automatically extracted features outperform handcrafted features. Deep learning techniques have been used successfully in various fields, such as computer vision and speech recognition [24] , [25] . Therefore, considerable interest has been paid in the application and investigation of the potential of deep learning for EEG analysis recently [26] - [28] .
Some studies have applied deep learning techniques for seizure detection, prediction, and classification. In [29] , Pramod et al. used feedforward NNs trained with dropout for cross-patient seizure detection. They applied leave-oneout cross-validation across patient records on the CHB-MIT dataset to achieve sensitivity of 98% and accuracy of 78%. Turner et al. in [30] used deep belief networks to detect seizure in multichannel and high-resolution EEG data. They investigated classification accuracy, computational complexity, and memory requirements for large data requirements. They achieved 90% accuracy for a patient-specific model on the CHB-MIT dataset. In [31] , Yuan et al. showed that shorttime Fourier transform (STFT) could be used with stacked denoising autoencoders to extract meaningful features from different STFT spaces to achieve 98% accuracy for patientspecific seizure detection on the CHB-MIT dataset. Many studies investigated convolution NNs (CNNs) for seizure detection. A CNN model was developed for detecting spikes in the EEG of five epileptic patients [32] . Leaky ReLU was used, and the results showed that the CNN performed better than machine learning classifiers. Antoniades et al. [26] also used CNN to extract time-domain feature automatically for iEEG detection from epileptic patients. They reported accuracy of 87% on their private dataset. In [33] , Li et al. proposed accelerated proximal gradient method to increase training ratio. They reported to achieve an ideal accuracy rate of epilepsy diagnosis and fast convergence of CNN. They claimed 99% accuracy on their private data. Another study [34] used stacked autoencoders with logistic classifiers for patient-specific seizure detection on the CHB-MIT dataset. The method automatically learned features from raw unlabeled EEG data. A mean latency of 3.36 s and a low false detection rate were reported. In [35] , a robust stacked autoencoder was proposed to learn effective features and a maximum correntropy function, which was used to reduce noise artifacts. The method was evaluated on private scalp EEG data and reported 100% sensitivity and 99% specificity. In [36] , Yan et al. used sparse autoencoder and SVM to remarkably reduce the sample rate and enhance the efficiency for seizure detection on UBonn epilepsy dataset. They claimed 98% accuracy. In [37] , Majumdar et al. used a semi-supervised stacked autoencoder to provide a joint solution for EEG signal analysis and reconstruction. EEG reconstruction techniques were based on compressed sensing but requires sufficiently large training data. Bregman technique was used for optimization. Thodoroff et al. [38] used recurrent convolution deep NN for automatic feature extraction and classification of seizures on the CHB-MIT dataset and reported 85% sensitivity for cross-patient (patient independent) seizure detection. They transformed EEG signals into images by projecting patient electrodes into 2-D. Three different frequency bands between 0 Hz and 49 Hz were used in 1 s EEG signal for the image formation.
Recent studies have used IoT-cloud framework in a smart healthcare environment for seizure detection. A study [39] proposed the use of random subspace ensemble method combined with SVM to classify high-dimensional and smallsize EEG seizure data. The method used a random feature subset in the feature space. They used ICA for feature extraction on American Epilepsy Society seizure data. Another study [40] proposed a cloud-based BCI system for the realtime analysis of big EEG data for seizure prediction in a cloud environment. ICA and PCA were used for big data dimensionality reduction on American Epilepsy Society data, and two-stage stacked autoencoders were utilized for feature learning and training. Table 1 summarizes the works on automatic seizure detection.
III. MATERIAL AND METHOD

A. DATABASE
In this study, we used the CHB-MIT scalp EEG database, which was recorded at CHB [11] . The database comprised data of 23 patients (five males and 18 females). The patients were between 10 and 22 years old who were having intractable seizures. The data were recorded months after anti-seizure medication was suspended from the patients. The database contained 969 h of EEG recordings of the scalp; most of the individual recording were for 1 h. We obtained 686 recordings, of which 173 were detected as seizure. The EEG data had 23 channels at most, and the recording was performed at 256 Hz frequency with 16-bit resolution.
Cropped data were utilized to increase the volume of data, using a sliding window of 2 s with overlapping of four samples. We performed cross-patient experiments; in one turn, 22 patients' data were used for training while the remaining was used for testing. This process was repeated 23 times to cover all the patients in the testing. The final result was obtained by averaging the results of 23 turns. The crosspatient evaluation was more challenging than the patientspecific evaluation; however, the cross-patient evaluation was more general and stable.
B. FRAMEWORK
Mobile multimedia healthcare data were obtained from differently structured sources, which possessed different volumes, values, velocities, and heterogeneities and thus could be handled using traditional healthcare systems. Hence, we would need a smart healthcare framework that could cater to heterogeneous medical data and aid in its fast processing, efficient storage, and accurate classification. Figure 1 shows the overall system architecture and data flow in the mobile multimedia healthcare system. The system uses several sensors, including a smart EEG sensor, which is a psychological and physiological sensor for ECG, glucose levels, blood pressure, and blood oxygen and patients' movements, gestures, and facial expressions to determine the patients' state. The signal was recorded in real time and transmitted to the data transformation, communication, and preprocessing units, where data redundancy, noise, and inconsistency removal and analog-to-digital transformation were performed. The preprocessed data were then transmitted into the cloud health data centers. Given their heterogeneity, the data were stored in the cloud as distributed database, thereby allowing ease of access for all stakeholders while maintaining data security and integrity. Subsequently, the data were aggregated. Feature extraction, pattern recognition, and classification were conducted using advanced deep learning techniques. The opinion of medical practitioners also acted as input for feature extraction. Deep learning techniques are excellent tools to discover hidden patterns and abnormalities in medical data. Given the large size of the multimodal data, we used big data and analytics tool for analysis. The system used tools, such as Apache Hadoop and MapReduce, to refine further a disproved accuracy of the extracted knowledge. After processing, the result was sent to the visualization, data analytics, and recommendation units, where the intelligent healthcare system provided feedback and recommendation for the patients' state and medical conditions. The results were stored in the cloud and could be accessed by medical practitioners and biomedical researchers for further actions and analysis. These stakeholders and domain experts could also refine the health database based on their knowledge and historical data. Figure 2 shows a block diagram of the proposed automatic seizure detection system. In the mobile healthcare framework, we proposed a seizure detection system that could automatically detect seizure condition of patients who were registered to the framework. The system would provide continuous monitoring of patients with respect to brain activities. If the brain activity showed a sign of seizure, then the system would notify the appropriate stakeholder for possible treatment.
C. PROPOSED SEIZURE DETECTION SYSTEM
Input to the proposed system were obtained from the EEG signals of 23 channels mounted on the patients' scalp. The signals were one dimensional, and the amplitudes varied along time. The signals were converted into band-limited signals using a set of bandpass filters (BPFs). The next step constituted extracting features using deep learning. A 1-D CNN was applied to encode the temporal information from each band-limited signal. A 2-D representation was obtained by combining 1-D output and two channels. 2-D CNN was applied to the 2-D representation in several layers. After obtaining the deep-learned features, we reduced the feature dimension using an autoencoder. The features from all the band-limited signals were then fused using another autoencoder. Finally, SVM was used for classification.
1) BAND-LIMITED SIGNALS
Brain activity differs in various frequency bands of EEG signals. In the proposed system, the signal from each channel was divided into five band-limited signals using BPFs. The frequency bands (passband) of the filters are shown in Table 2 .
The bands behaved differently for various activities. For example, gamma band was optimal for rapid eye movement sleep condition, beta band was for conscious focus, alpha band was for relaxation, and theta band was for intuition. The separation of the EEG signals into band-limited signals allowed the extraction of features specific to certain conditions.
2) 1-D AND 2-D CONVOLUTION
A recent trend in machine learning techniques is the deep learning approach. The deep learning approach can add a high degree of nonlinearity to the features; the same is done in our cognitive level. Since the invention of deep learning, it has been successfully applied to many applications, such as image, speech, and video processing. Among the deep learning approaches, the CNN is the most successful and widely used in image processing applications. CNN is also adopted in 1-D signals after preprocessing. In the proposed system, we applied 1-D and 2-D CNNs to extract deeplearned features. Table 3 describes the CNN architecture.
The windowed EEG signal per channel was 2 s long, which indicated 512 samples per second (256 Hz). Twenty 1-D filters with size of 10 × 1 were applied to the windowed bandlimited signal to capture temporal information distributed over 10 samples. This 1-D convolution constituted the first layer of our CNN architecture. After this layer, 23 channels were stacked to form a 2-D representation of the windowed signal.
Layers 2, 4, and 6 were the 2-D convolution layers; Layers 3 and 5 were the max pooling layers; and Layer 7 was a fully connected (FC) network with two hidden layers. The output of Layer 6 was flattened for use in the FC network. The last layer was the Softmax layer, which yielded the probabilities of the classes, namely, seizure and non-seizure. The weights of the CNN network were updated using a stochastic gradient descent with mini-batch. The objective function for optimization contained a mean square error loss.
3) AUTOENCODERS
An autoencoder is an unsupervised learning method; it has three layers of NN, namely, the input and the output layers, which contain the same number of neurons, and a hidden layer [47] . In the encoding stage, the input was mapped to the hidden layer, whereas in the decoding stage, the hidden layer was mapped to the output layer. The weights of the neurons were optimized by using a backpropagation algorithm, which minimized the reconstruction error between the input and output. Autoencoders are useful to reduce dimensions and reduce noise artifacts. Figure 3 shows an overall structure of the autoencoders in the proposed system. The two types of autoencoder in the system were used for dimensionality reduction and fusion of features.
Once the CNN layers were trained, we removed the Softmax layer; the second hidden layer of the FC network was the input to the autoencoder. Figure 2 shows five parallel CNNs, each one for a band-limited EEG signal. Therefore, we had five autoencoders of this type. The input and output layers each contained 2048 neurons, whereas the hidden layer of the autoencoder contained 256 neurons. In this way, these autoencoders served as the dimension reduction techniques for the features (2048 features reduced to 256 features).
We used another autoencoder for the fusion of features. The hidden layers of the previous five autoencoders were merged to produce a dimension of 1280, which was the input to the fusion autoencoder. The hidden layer was set to have 512 neurons. This autoencoder was used to provide a highly nonlinear fusion of features from different bandlimited signals. A Softmax layer was applied on the hidden layer to calculate the probabilities. Consequently, we had a complete set of deep-learned features ready for classification. 
4) SVM
SVM is an efficient binary classifier that has been successfully used in many classification problems [48] . In SVM, a kernel function projects the input vector to a highdimensional space. Then, an optimal plane that can maximize the distance between the support vectors of two classes is determined. Numerous kernel functions are available, among which we used the radial basis function for its simplicity and high performance. The two main parameters in the SVM were the kernel and optimization parameters. Several values of these parameters were investigated in the experiments using extensive grid search. Finally, kernel parameter = 0.2 and optimization parameter = 2.0 were fixed because they provided the best performance.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
Several experiments were performed to assess the feasibility of the proposed automatic seizure detection system. As previously mentioned, the CHB-MIT database was used in all the experiments. The entire dataset was divided into training and testing subsets. The training subset contained EEG signals of 22 patients, whereas the testing subset contained the EEG signals of the remaining patients. The entire process was repeated 23 times, where the unseen patients' data in the training were used in the testing case. After all the patients' data were tested, we took the average to report the results. We used 100 iterations for the training. Table 4 shows the overall confusion matrix of the system. We performed the cross-patient evaluation, which is more challenging than patient-specific evaluation. The system achieved 99.89% true positive rate (seizure input and output) and 98.75% true negative rate (non-seizure input and output). In a medical diagnosis, the true positive rate is more important than the true negative rate; therefore, the proposed system worked considerably well in automatic seizure detection.
Figures 4, 5, and 6 show the accuracy, sensitivity, and specificity of the proposed system for each patient, respectively, and the mean. As shown in Figure 4 , the accuracies of all the patients were above 97%, except for Patient #10, and the mean accuracy was 99.02%. Patient #10 had low accuracy in all related reported literature. The nonseizure condition of this patient was not smooth; therefore, the system experienced difficulty in correctly identifying this non-seizure. Figure 5 shows the sensitivity of the system. The mean sensitivity was 92.35%. Most of the patients had sensitivity over 80%. Patient #5 had the lowest sensitivity because its seizure condition was weak. Several patients had almost 100% sensitivity. Figure 6 shows the specificity of the system. The mean specificity was 93.64%. Except for Patients #5 and #10, all the patients had specificity of 85% or more. Patients #5 and #10 had fluctuating non-seizure conditions, which could have affected the specificity. Nonetheless, the system's performance was excellent in terms of accuracy, sensitivity, and specificity.
The time required by the system was approximately 7 h for the training. The program was on a machine that had 16 GB RAM, 8 GB NVIDIA GPU, and four cores. The average testing time per patient per 2 s window was 2.01 s. The machine was treated as a local machine.
The system was also evaluated in the mobile multimedia healthcare framework. In this case, the EEG signals were transmitted into a cloud server, where the processing and classification were performed. The cloud server had parallel processing where five CNNs (for five band-limited signals) ran in parallel. This parallel processing significantly reduced the time for training. The entire processing took only 2 h on the average during training.
We compared the performance of the proposed system with those of several related systems in the literature. All the systems used the same dataset; however, some systems reported patient-specific results, whereas others reported cross-patient results. Table 5 summarizes the comparison among the systems. From the table, the proposed system outperformed all the other systems in cross-patient cases.
V. CONCLUSION
An automatic seizure detection system was proposed in a mobile multimedia framework. The system used 1-D and 2-D CNNs to extract deep-learned features from the EEG signals. The features were initially extracted from the band-limited signals and then fused using autoencoders. SVM was used for classification. The experimental results showed that the proposed system achieved 99.02% accuracy in cross-patient cases using the CHB-MIT database.
The proposed system utilized contributions of different bands, namely, theta, alpha, beta, and gamma, by extracting features separately. In this way, the system achieved better accuracy compared with other related systems in the literature.
The temporal relation in the EEG signal was captured by the 1-D convolution, whereas the spatial relation was encoded by the 2-D convolutions. This temporal-spatial combination made the system robust to seizure detection.
The future direction of this study are as follows: (i) use of transfer learning and fine-tuning of already-built CNN models; (ii) use of considerably smaller bands for EEG signals; (iii) utilize other fusion techniques, such as restricted Boltzmann machine or extreme learning machine; and (iv) fusion of well-known handcrafted features with nonlinear deep-learned features. 
