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Abstract
There is, up to *-isomorphism, one and only one injective
factor of type III., namely, the Araki-Woods' factor R, The
contributions of A. Connes and U. Haagerup are studied. A brief
account of the following results are included:
1. A characterization for III, -factors to have trivial
bicentralizer by means of dominant weight
2. A characterization of property Lx;
3. A characterization of approximately inner automorphisms of
III-factor.
A rather detailed description of putting these together to get
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1INTRODUCTION
The study of operator algebras originated from the
revolution of physics in the 1920's when the two notorious
physicists, W. Heisenberg and E. Schrodinger, put forward two
different formulations of quantum mechanics, of which the
mathematical foundation attracked the attention of von Neumann.
Physical quantities in classical physics are expressed by numbers
while those in quantum theory corresponds to operators on Hilbert
space. To describe systems in physics means to deal with their
counterparts in mathematics, namely operator algebras.
Classification of such algebras are therefore important.
The reduction theory of Murray and von Neumann reduces the
study of general von Newmann algebras to that of factors; hence
the classification of the former to that of the latter. Von
Neumann algebras are divided into three types: I, II & III. I-
factors are well-known; they simply are L(H). Factors of type II
are further subdivided into two classes : II1 and II ; II-
factors are tensor products of IIi -factors and I-factors.
Unfortunately, the classifications IIi- and III-factors are far
from manageable - "herein lies one of the main outstanding
problems of the theory" (E. C. Lance).
There is not an inkling of the possibility of a complete
classification of factors. However, a major breakthrough was
achieved by A. Connes in the 1970's, who introduced type III
and gave a full picture of injective factors on
separable Hilbert spaces, so that we have the following list:
Types of factors Isomorphs of factors




Injectivity is characterized by a number of apparently
unrelated properties: semidiscreteness, amenability,
hyperfiniteness and property P of Schwartz. They arise in many
applications of the von Neumann algebra theory, one of which is
that this class of algebras contains all commutants of
representations of connected locally compact groups or of
amenable groups.
The above table has been known for some time, except for the
last item, which constitutes our report. During the years 1976-
1978, A. Connes tried to prove that there is a unique injective
factor of type III1 and he found several conditions under which
an injective factor is isomorphic to Rco. One of them is the
possession of trivial bicentralizer. In 1984, U. Haagerup
succeeded in proving that any injective IHj-factor has trivial
bicentralizer, which completely solves the longstanding problem.
This report consists or tour parts. The first one lavs out
the prerequisites. Special emphasis is put on standard forms and
the Gonnes-S termer's transitivity theorem, the former of which
unifies our approach and notations, while from the techniques
developed in the latter of which the work of Connes and Haagerup
is strongly inspired. Secondly, we exposite a brief account of
the equivalence of the different notions of injectivity, details
of proofs being omitted to keep our report in reasonable length.
The last two chapters serve as a description of the contribution
of Connes and Haagerup on the uniqueness of infective III,-
factor. They got three criteria:
(1) characterization of II1 -factor with trivial bicentralizer
(III.2.1);
(2) characterization of property (IV.1.2);
(3) characterization of IntM for Ill-factor (IV.2.2).
We shall concentrate ourselves on how these function in the
classification of III -factor (IV.4).
For convenience, Hilbert spaces are assumed to be
separable, although this is not really necessary in all the
statements. Faithful normal state is abbreviated to f.n.s.; U(A)
and Proj(A) denote the set of unitaries and projections
respectively in the C-algebra A. The symbol= denotes
isomorphism and Q signifies end of proof. Finally, the symbol
[6, 3.3] means section 3.3 of [6] in the reference list while
(III.1.3) means (3.3) of chapter III of this report.
CHAPTER I PRELIMINARIES
This chapter devotes to an exhabition of materials used in
the following ones and of conventions employed throughout the
whole report.
1. Standard forms [il]
Let (M,H) be a von Neumann algebra, a conjugate
linear isometric involution and P a self-dual cone in H i.e.
P= j £-H: (41) 0 V TpP J. The guardruple (M, H, J, P) is




Such algebra is called standard in this report.
Theorem (Haagerup)
A von Newmann algebra is -isomorphic to a standard
one, which is unique in the sense that if (M, H, J, P) and
(M, H, J, P) are two standard forms and tt: M M is a
isomorphism, then there exists a unique unitary u:H—such
that
Let (M, H, J,?) be a standard form. For xM and q e H,
define E,x= JxJc,. Then H becomes a two-sided M-module.
The following elementary properties will be used from time
to time:
(l) If ee Proj(M), then (eMe, eHe, eJe, ePe) is a standard
form.
(2) For 9 e.M, there exists a unique such that T.
The vector 5 is usually denoted by
(3) For, 7j in P, we have the Connes-Power-S termer' s
inequality:
(4) The map£ is a homeomorphism from P onto




sequences in M with pointwise operations and sup-norm.
To serve as an example, let M be a von Neumann algebra
with a cyclic separating vector• Then M4 is a left
Hilbert algebra in a natural way. Put
modular conjugation
Tnen (M, H, J,?) is a standard form of M and is called
the natural cone of M.
2. The algebra M 2 M(€)
We are going to give a standard form of M a Ma(C) that
will be useful in later calculations. The more or less
direct verification is omitted.
2.1 Standard form of Ma(€)
Let be the Hilbert space of 2x2-matrics over C with
inner product Fix an orthonormal
basis in H Define operators and
in by
Then forms a matrix unit in L and
generates a factor F, while generates F'.
Let Jz denote the complex conjugation on Ha, i.e. J
and the natural cone in associated with
the cyclic separating vector Then
(i)
(2) is a standard form.
2.2 Standard form of M g M(C)
Observe that M® MC) is embeded as a -subalgebra of
L(H® Hz). Consider the identifications
Then
reduces to 2x2-matrix multiplication.
For define a functional on
by Denote it by
Suppose
is the standard form of M associated with some cyclic
separating vector. Then:
(1) with 5, cyclic separating for (M,H), then[°] is
cyclic separating for (M,H);
(2) (M, H, J, P) is a standard form where J= J® Jz and P
is the natural cone associated with some cyclic
separating vector;
(3) with for some in P,
and
N.B. We have
3. Automorphism groups and factors of type [3]
Let (M?H) be a von Neumann algebra and Aut(M) the group
of -automorphisms of M. An element 9 in Aut(M) is called
inner if there exists a unitary u in M so that
The inner automorphisms of M form a normal subgroup oJ
Aut(M), denoted by Int(M).
Equip Aut(M) with the topology of norm pointwise
convergence for the action 0(9)= 9°9' of Aut(M) in M-,.
The AutM is a topological group and it is Polish if is
separable. Elements of Int(M) are called approximately inner
automorphisms of M.
To each semifinite faithful normal weight 9 on M, there
associates, via the Toimita-Takesaki theory, a one parameter
group of automorphisms of M, 6 (tR), called the modular
automorphism of M, and a positive self-adjoint operator on
called the modular operator.
The following theorem allows one to compare two modular
automorphisms of M.
Theorem [3] (Connes)
Let 9, 9 and CO be semifinite faithful normal weights
on M. There exists a d-strongly continuous one parameter
family| ut: t€ R of unitaries in M such that
For every xc n r n and y 6 nnn, there exists an
F: D analytic on IntD and continuous on D:
with boundary values
where The family is
uniquely determined by and subject to Writing
Hence if€ IntM for some semifinite faithful normal
weight 9 on M, then c t IntM for all such 9.
Now, we turn to IIIA -factor. First of all, define an
invariant S:
is a semifinite faithful normal
weight on M
For (5-finite algebra M (unless it is semifinite but not
finite),
and is faithful
This suffices for our needs since we deal with factor of
type III on separable Hilbert space.
S(M) is a closed subset of [0, co) and we have S(M)=
|l] if M is finite, ={o,l} if M is semifinite but not
finite. So for factors of types I, II1, and 11, S(M) is
either {1} or {0,l], S(M)f) (0, 00) is a closed subgroup of
(0, 00); hence for factor M of type III there exists a





M is said to be of type III accordingly.
4. Connes-Stermer transitivity theorem [7]
Let (M, H, J, P) be a standard form. For xeM and
put
For x e M, let x= u(x)|x| be its polar decomposition.
Denote ua(x)= u(x)Ea,(|x|) where ae JR and. The
following formulae are crucial in chapter IV:
Theorem (Connes-Stormer)
If M is a III1-factor with separable predual, then for
any £0 and normal states P, V on M, there exists a unitary u
in M such that
To prove the above theorem, a series of lemmas should
be established. One of them is:
Lemma
Let M be a IIIt-factor, T Mi be faithful and e', f in
Proj(M) such that e'«s(p), f's(P). Then for all 60,




We state this single lemma because the condition that M
is a III-factor is only used here to find an
x in M(c so that x
Now a few words about the proof. It is a kind of
exhaustion argument that is rather technical. For the state
on M we try to find a unitary lying
almost in its centralizer. The main idea is to use the
above lemma to build up such a unitary as a sum of partial
isometries with mutually orthogonal supports and ranges. In
the lemma, we assume e' and so that u has
the desired form.
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CHAPTER II THE CLASS OF INJECTIVE ALGEBRA:
We shall give some characterizations of injectivity and
explain briefly how they are related to each other.
1. Various definitions
1.1 infectivity
A von Neumann algebra (M,H) is called injective if
there exists a projection of norm one from L(H) onto M.
1.2 Hyperfiniteness
A von Neumann algebra (M,H) is called hyperfinite if
there exists an increasing sequence of finite-dimensional
subalgebras of M, say M,: k€ IN I, such that
(strong-closure)
1.2' AF-algebra
A von Neumann algebra (M,H) is called approximately
finite-dimensional (AF) if for any x1,....., X in M and os*-
neighbourhood V of 0 in M, there exists a finite-dimensional
subalgebra N of M and. y1,....., y, in N such that xj- yj e V,
for j=1....... n.
1.3 Semidiscreteiiess
A von Neumann algebra (M,H) is called semidiscrete if
there exists a net Tu: M—M of normal morphisms (i.e.
completely positive maps preserving identities) of finite
ranks such that for all x e M
1.4 Amenability
A von Neumann algebra (M,H) is called amenable if the
Murray-von Neumann homomorphism 7T: M©M!-L(H) defined by
can be extended to M® M, where© denotes algebraic tensor
product.
1.5 Property P of Schwartz
A von Neumann algebra has property P if
for all
where C(x) is the dw-closed convex hull of
2. Equivalence of various definitions
2.1 Proposition
Let (M,H) be a von Newmann algebra.
(a) If M is a finite factor, then M is hyperfinite iff M is
an AF-algebra.
(b) If M is properly infinite, the following conditions are
equivalent:
i) M is an AF-algebra;
ii) M is an AF-algebra with the N's in (1.2) chosen
to be -factor for some k e JN;
iii) M is a hyperfinite algebra with the M 's in (1.2)
chosen to be I -factor for each k e JN;.....
iv) M is hyperfinite.
In particular, (1.2) and (1.2') are equivalent for
factor.
Remarks: (a) is the result of Murray and von Neumann; see
([D], III.7). (b) is the extension of (a) given in
[10].
2.2 Theorem (Effros Lance)
A von Neumann algebra is semidiscrete iff it is
amenable. In particular, a factor is semidiscrete iff the
Murray-von Newmann homomorphism is isometric.
Remarks: See (4.5) and (4.6) of [9].
2.3 Theorem (Connes, Wassermann)
Injective von Neumann algebras are amenable
(semidiscrete).
Remarks: First appearing in [14], the proof consists of two
parts: amenability of injective finite algebra is
established and the general case followed from
duality of crossed product. The first part, which
makes use of the polar decomposition techniques in
[4], is simplified in [5].
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2.4 Theorem (Connes, Haagerup)
A factor is hyperfinite iff it is semidiscrete.
Remarks: This subtle fact was first proved by Connes [4].
A new proof bypassing the automorphism group
mechinery of Connes has recently appeared [12].
The proof in [12] of semidiscreteness implying
hyperfiniteness for properly infinite factor -
this meets our need in the sequal, is remarkably
simple and concise.
2.5 Theorem (Schwartz)
(a) A hyperfinite von Neumann algebra possesses property P.
(b) A von Neumann algebra satisfying property P is
injective.
Remarks: See 4.4.15 and 4.4.16 of [S].
2.6 Theorem (Choi Effros)
The notions 1.1 to 1.5 in the preceding section
determine the same class of von Neumann algebras on
separable Hilbert spaces.
Remarks: We have already shown the result for factor:
hyperfinite semidiscrete amenable
property P injective
A general proof appeared in [2].
3. Application to crossed products
3.1 Proposition
Let (M,G,@) be a W-dynamical system. If G x M is
semidiscrete, then so is M.
Proof:
Define Then
is a representation and is
amenable,
Then for we have
As is continuous and f arbitrary,
3•2 Corollary
If G is separable and M is properly infinite, then M is
semidiscrete iff G x M is.
e
Proof:
As'GxGxM= Mx L(L2(G))= M, it is semidiscrete if
t».,,
M is. By (3.1), G x M is semidiscrete.
e
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CHAPTER III CONNES' BICENTRALIZER PROBLEM
In this chapter, we discuss the work of U. Haagerup on the
uniqueness of injective III.-factor. Our goal is (2.1), a
characterization of III-factor having trivial bicentralizer, the
proof of which is too long and tedious to be cited in full
length. However, since bicentralizer plays an important role in
the classification of injective III. -factor, it is worth while
to give its properties at large.
1. Preliminaries on bicentralizer
1.1 Definition
Let P be a f.n.s. on a von Newmann algebra M. Put
where A
called the bicentralizer of
Let cp be a faithful normal state on M. Define (x y),
(y*x) for x, y M. Then( ) becomes an inner product anc
(H, ( ) ) is a pre-Hilbert space, whose completion will be
denoted by H
Let be the norm induced by the above inner
producat. Then induces the 6s-tonolo2v on bounded
parts of M (Cf [D]: I, 4, Prop 4). Furthermore, the map
x£ M ||xis (5w-lower semi-continuous. Consequently
1) is Pw-closed in M




Then it is not hard to see that





Let ae 3. By semi-continuity, for any
Then for any
so that Hence
Conversely, suppose a Choose a sequence
in U(A) such that lim supit—»» By passing to
subsequence, we can assume that there exists r 0 such that
r for all n Let b be in the dw-closure of
Then and
Letting we get
Hence (otherwise r= 0) i.e.
1.3 Proposition
Bp is a von Neumann subalgebra of M.
Proof:
It suffices to show that Bf, being clearly a
subalgebra of M, is ds-closed. Let a be in the 5s-closure
of Btp, a sequence in U(A) and £0. Choose b in Bp
with Note that
and passing to limit, we get
As is arbitrary, lim i.e. ai
The following lemma is contained in [6, 1.3]
1.4 Lemma
In particular, for all
Proof:
Let D denote the set on the right hand side of the
above equality and take a in D. For unitay u in M with
| 香 蕙 中 文 大 學 圓 書 館 藏 書
Therefore if
By hypothesis
Hence i.e. The inclusion follows
from (1.2).
As is a non-empty ,-closed convex set in,
there is a unique vector b in of minimum norm i.e.
Since
we have for all so that
1.5 Proposition







It suffices to prove the equivalence of (l) and (2).
(1) - (2) If then by (1.4), we have for any
(2) (1) As Gp(a,r)flc i-s a decreasing (with respect
to r) family of non-empty Ow-compact sets, they
have a non-empty intersection:
So there exists AeC such that for all r0,
Thus then
Hence
The following fact justifies such term as III -factor with
trivial bicentralizer.
1.6 Corollary
If for some f.n.s. on M, then for all
f.n.s. CO on M.
Proof:
Let Gl) be a f.n.s. on M and r0. Then there exists a
f.n.s. oil M (depending on r) such that
by Connes-St0rmer transitivity theorem (In fact,
for some unitary u in M). By (1.4),
As and hence
As r is arbitrary, again by (1.4),
1.7 Proposition
Let be a f.n.s. on M. Then Bp= C iff there exist
linear maps P: L(H) L(H) such that for each mlN
(1) there are and with
(2) for all
Proof:
Assume that Bp= C. Then exactly as in (4.4.15) of [S],
we can find 's satisfying (1) above and Pn(x)C for all x
in M. Note that
Hence (2) is also satisfied.
Conversely, if such P1s exist, then it is easy to see
that for x in M
so that by (1.5).
2. A characterization for a III -factor to have trivial
bicentralizer
First, let us recall the definition of dominant weight
introduced in [8]. A faithful semifinite normal weight p on
a von Newmann algebra is called dominant if
(l) has infinite multiplicity
(2) rep— cp for all r0
The (1) above means that Mp is properly infinite and (2)
means that
for some u (depending on r) in U(M).
Every properly infinite von Neumann algebra has a
dominant weight and two dominant weights are unitarily
equivalent. [8, II.1.1 II.1.3]
2.1 Theorem
Let M be an injective III- factor with separable
predual. Then (l) implies (2) where
(l) For any dominant weight on M and any xeM,
(2) For any f.n.s. 9 on M, B p=€
Now, we are going to summarize the proof of (2.1),
details of which are referred to the original paper.
Throught the section, assume that M is a 11 -factor
satisfying (1) of (2.1).
2.2 Lemma [13, 2.5- 2.7]
Let 9 be a f.n.s. on M. If 9(x)= 0, then for any t0,




This lemma implies intuitively that xB as the as
nearly commute with 9 while some of them far from commute
with x. Starting from this, we have to get control over the
operator norm of af's. Let (M,H,J,P) be a standard form of
M.
2.3 Lemma [13, 2.9- 2.13]
Let be a cyclic separating unit vector and let rjeH
satisfy J7! =1J,!]]_£,|| t| fl= 1. For every S0, there is p in
Proj(M) such that
Sketch of proof:
Using (2.2), the lemma is proved with p replaced by a
ry
general element a M, and the constant 2 replaced by another
one. [13, 2.9]
Letting b= -(a+a) or -(a-a), the lemma is proved
with p replaced by a self-adjoint element in M. [13, 2.10]
At last, by spectral decomposition, p is produced as a
spectral projection (or complement of a spectral projection)
of b. [13, 2.11- 2.13]
2.4 Lemma [13, 2.14]
Let be as in (2.3) and H satisfy
Put Then for every there
exists such that
Sketch of proof:
The idea is to resolve f along£ and find a vector
orthogonal to 4• Then apply (2.3) to£ and.
2.5 Lemma [13, 2.15- 2.161
Let £P as before and withijj_. For 8 0, there
exists p 6 proj(M) such that
Sketch of proof:
Without loss of generality, assume Using (2.4),
together with the exhaustion argument employed in the proof
of Gonnes-Stormer transivity theorem (I, 4), one proves
that [13, 2.15] for 50, there exists a family of mutually
orthogonal projections (eL )teI in M such that
Let G which is a compact abelian group. For
put
Letting dg be the normalized Haar measure on G, we have
So for some g, Now, is
the required projection.
2.6 Proof of theorem (2.1)
Let a and put
Apply (2.5) to and to get projections p in M
such that





In his work [13], U. Haagerup also gave a characterization
of III -factor with trivial bicentralizer, which states that for
a III -factor with separable predual (not necessarily injective),
the conditions (1) and (2) in (2.1) and the following (3) are
equivalent [13, 3.1]: (3) The set of faithful normal state P on
M for which H M=C is norm dense in the set of all normal states
on M. It is likely that any IIIi-factor on separable Hilbert
space possesses these properties [13, 3.9].
CHAPTER IV THE UNIQUENESS OF INJECTIVE III,-FACTOR
1
This chapter completes the classification of injective III-
factor, namely, every injective III -factor on a separable
Hilbert space being isomorphic to the Araki-Woods' factor Rco.
A, Connes found the following:
Theorem [6, 1.6]
Let
If M is a hyperfinite 11-
factor satisfying
(1)
(2) for some (hence for all) f.n.s. on M,
then
We simply take it for granted, its proof being too involved
to be reported here.
We shall describe how a hyperfinite III-factor verifies (1)
and (2) in the above theorem in the last section (in fact, (2)
implies (1)). Detailed proof will be given. The first two
sections develope two criteria necessary in that section, the
proofs of which, having too much calculations, will only be
sketched.
In the following, M is assumed to be a von Neumann algebra
with standard form (M,H,J,P).
1. A characterization of property
1.1 Theorem [6, 2.2]
Let M be a Ill-factor and 01. Then the following
conditions are equivalent:
(1) For f.n.s. on M and there is a nonzero
x in M such that
(2) For and there is an u in M such
that
Sketch of proof:
(i) (2) First use Connes-Stermer's technique to find a
partial isometry u e M satisfying
[6, 2.5]
To get (2), we have to maximize uu»+u»u, which is achieved
by an exhaustion argument [6, 2.2].
(2) (1) Clear.
1.2 Corollary
Let M be a Ill-factor. Then M» M Rx if M satisfies
condition (1) in (1.1).
Proof:
By [1], M M iff M has property
which is exactly condition (2) in (1.1).
2. Approximately inner automorphism of Ill-factor
Let M be a von Neumann algebra. Consider the action
Aut1
where This induces an action (i.l)
Aut
where 9(£) is the unique vector in corresponding to 9(9)•





Then it follows that 9(£)= u£. These provide a useful
tool in the following calculation.
2.1 Lemma [6, 3.2-3.4]
Let M be a Ill-factor and 9€ AutM such that for
and there exists in M a nonzero x
satisfying










Then an exhaustion argument shows that for any,,





Let M be a Ill-factor and 0eAut(M). Then 0 e IntM if
(and only if) for any £i, P and 0 there exists a
nonzero xe M such that
Sketch of proof:
Let 11 be a free ultrafilter on IN and P be the
asymptotic centralizer of M® M2(C) corresponding to 11 (See
Appendix II). For xe M, let
Let be such that and
Then by (2.1), there exists satisfying
(i)
(2)
It follows that every element in the centre of P is
represented by a sequence where for some
Now, letting and one
gets
So e and ezz are equivalent projections in P. By considering
we have 0f IntM.
3. Uniqueness of infective III-factor
We are now ready to show that any injective IIIi-factor
satisfies the conditions of the theorem stated in the
beginning of this chapter. First fix some notations.
The C-dynamical system (Aj,R,Q)
Let K be a compact metric space, p, a probability
measure on K and a:K-M, b:K-Mf be bounded s-continuous
maps. Then
Let A0 be the -subalgebra of L(H) consisting of such
elements: put( A= modular operator)
norm-closure of is norm continuous
Then (A,R,9) forms a C-dynamical system. Moreover, Aa
contains element of the form
for any the C-algebra generated by M and M'
and f
Let be the canonical inclusion and
where t Then is a covariant representation of
Let (Cf [P], Chapter 7)
Then B is a C-algebra, every element of which is a norm
limit of elements of the form
where
3.1 Lemma
Let e m£ be faithful and jthe corresponding modular
operator. Let f: (0,°°)--(0,°o) be a C°°-function. Then
(a) where B is constructed as above;
(b) if
Proof:
(a) Choose an U1 -function g with f= g. Then
which lies in B since Cc,(lR) is dense in L(R).
(b) Choose g as in (a). Then
3.2 Lemma
Let be a f.n.s. on M, and the
modular operator associated with
(a) If M is amenable, then there exists a sequence in
H H such that
i) for all
2) for all
(b) If M has trivial bicentralizer, then there exists a




(a) As M is amenable, the map M
can be extended to a state on L Thus for any
and ,n, there is a normal state
on L such that
Choose and be sequences
strongly dense in the unit balls of M and M'
respectively. For neIN, choose Vn such that
Then using() and Schwartz inequality,
Put Then are
normal states on L(H®H). For sufficiently large n and
fixed te IR,
So (l) is true. Let t,% be the corresponding vector
implementing; (2) follows from Connes-Powers-
Stermer's inequality:





Hence (b.l) follows. For a
so that
3.3 Corollary
Let M be an infective III, -factor with trivial
bicentralizer and
(a) There exists CL= Aut(A) such that
(b) There exists p€ Aut(B) such that
Proof:
Retain all the above notations.
(a) Let A be the -subalgebra of L(H®H) generated by
operators T= a( t)gb(t)dju,(t). Define IX: A— B by
By (a.2) of (3.2) and dominated convergence theorem,
Thus is well-defined and




Now with defined as in the statement. Put
We have
Moreover and so
(b) Let D and
For T put
Note that is cyclic for and by (b.l) of (3.2)
so that
As is cyclic for D and so by (a.i) of (3.2), we get
so that By (A4), is an isometry.
Now define as in the statement. Then
Hence j3 can be extended to an automorphism on B.
Remarks to (3.3)
Let M be an injective III-factor and A the
C-algebra generated by M and Mf. Since M is semidiscrete,
we have A and for any there is Aut(A)
such that
See (II.2.2) and [T, IV.4.9]. Such an automorphism agrees
on G(M,Mf) with the one( C) constructed in (3.3).
3.4 Corollary
Let M be an injective III -factor with trivial




with h(t) and Put
Hence r
3.5 Theorem
If M is an injective -factor with trivial
bicentralizer, then 5£ IntM for all f.n.s. 9 on M.
'o
Proof:
Take we have to show that verifies (2.2).
Let and Without loss of generality,
assume that is faithful and for some
Since where u it is enough to find
a nonzero x in M such that
As for all there is
with and Let and X
where Choose such that
Then we have
By (3.4), we get
Recall that for self-adjoint





As is dense in we can choose x e M with
Then So
As we have and so
Before continuing, let us recall something about the crossed
product N— 1L x M, where 0€ Aut(M). Every element a« N can be
uniquely expressed as a= 2 a,U where aeM and U is unitary. The
A W
dual action 0: Z —N is given by
exp(int)f(n)
where f and t Moreover,
exp(int)U
For the map is a normal




3) (identifying N(0) with M);
4)
3.6 Lemma
Let 0£ IntM. If 1L x M verifies condition 1 of (1.1),8
then so does M.
Proof:
Let be f.n.s. on M and let£ 0. By
hypothesis, there is a nonzero xN with
We can assume that for some because
where and
As there are such that
Put Then are
unitaries in and
so that Now for
Thus for m large enough,
and Hence
3.7 Theorem
Let M be an injective Ill-factor. If cr IntM for
some f.n.s. P on M, then M® R= M.
Proof:
Let 0= 5jo and N= M. By (A3), N is a III-
factor. By (II, 3.2), N is injective. So N= by the
uniqueness of injective Illx-factor. Now
N verifies (1) of (1.1)





If M is an injective 11-factor, then M is-
isomorphic to the Araki-Woods' factor Rco.
Proof:
Let Y be a dominant weight on M. By (Al) and (A2), Hf
is an injective Ilco-factor. Thus M has property P of
Schwartz:
where the closure is taken in the dw-topology. By Connes-
Takesaki's relative commutant theorem (A5),
Hence By (ill.2.1), M
has trivial bicentralizer.
Now, (3.5) and (3.8) show that M satisfies the
conditions of the theorem stated at the very beginning of
this chapter. Hence M=.
Notes
The results of this chapter are due to A. Connes. U.
Haagerup found another proof of (3.5), which, in Connes' words,
is more direct. (This is not available to the author)
The contribution of Connes' work is not simply to provide an
alternative approach to the solution. It also includes
1. a local characterization of
2. a characterization of approximately inner automorphism for
Ill-factor.
Appendix I_
A1 Let (M,G,9) be a W-system in which G is abelian. Then
there exists a projection of norm one from M onto M9.
Proof:
As G is abelian, there exists an invariant mean 3m! on
B(G), the set of bounded functions on G. Then the map E: M
— Me defined by
is the required projection.
A2 Let M be a III -factor. If V7 is a dominant weight on
M, then My is a Il-factor.
Proof:
As M is properly infinite, there is a W--dynamical
system (N,IR,0) such that
N admits a semifinite faithful normal trace
satisfying
Let (dual weight of Then is dominant and
N, which is II -factor since M is a III,-factor.7 CO 1
A3 Let If M is a IH -factor,
then 1 is a Ill-factor.
Proof:
Since 6% is outer for n f 0, Z x M is a factor. The
° «T.
flow of weights of TL x M is given by the dual action of IRf
0-r
'0
on the centre of IRx(ZxM)= Zx(RxM); thus it is the periodic
action of IR on a circle.
A4
Let H, K be Hilbert spaces, A a ~-subalgebra of L(H)
and IX: A- L(K) a «-homomorphism.
(a) If K is a unit cyclic vector for tt(A) satisfying
then jl extends to a -homomorhpism on A (closure in
norm topology).
(b) Moreover, if$£ H is a unit cyclic vector for A
satisfying
then the extension of 71 in (a) is isometric.
A5 Connes-Takesake1s Relative Commutant Theorem
[8, Theorem II.5.1] If V is a dominant weight on a von
Neumann algebra M with separable predual, then
Appendix II On Asymptotic Centralizer
Let M be a von Neumann algebra and be a free ultrafiiter
on IN. A sequence is called 11 -centralizing if
for all
Two sequences and are called equivalent,
denoted by
Theorem
Let denote the set of all Tl-centralizing sequences and
and q




is a faithful finite trace on M where
is a f .n. s. on M.
(c) does not depend on the choice of
The algebra is called the asymptotic centralizer of M.
If [xnJ represents an element in M, then the weak limit of x
with respect to 11 exists in the centre of M and does not depend
on the choice of [x]. Moreover, unitary, partial isometry and
projection in are represented by sequences of unitaries,
partial isometries and projections in M respectively.
The results stated here are due to Connes.
47
We do not intend to give a complete reference on all the
materials concerned, but only those directly relevant to this
report.
MONOGRAPHS
[D] J. Dixmier, Von Neumann Algebras, North Holland Mathematical
Library, 1981.
[P] G. K. Pedersen, C*-algebras and their Automorphism Groups,
Academic Press, 1979.
[S] S. Sakai, C*-algebras and We-algebras, Ergebnisse der
Mathematik No. 60, Springer-Verlag, 1971.
[T] M. Takesaki, Theory of Operator Algebras I, Springer-Verlag,
1979.
PAPE,
1. H Arai, Asymptotic ration set and property L
Publications of the Research Institute for Mathematical
Sciences(Kyoto)6,1970
2 M. D. Choi and E. G. Effros, Separable nuclear C-algebras
and injectivity, Duke Mathematical Journal, 43, 1976.
3. A. Connes, Une classification des facteurs de type III,
Annales Scientifiques de l'Ecole Normale Superieure, 6, 1973
4. A. Connes, Classification of injective factors, Annual of
Mathematics (2), 104, 1976.
5. A. Connes, On the equivalence between injectivity and semi-
discreteness for operator algebras, Algebres d7operateurs et
leurs application en physique theorique, CNRS, 1979.
6. A. Connes, Factors of type IIIi, property and closure of
inner automorphisms (1984).
7. A. Connes and E. Stermer, Homogeneity of state space of
factors of type III,,, Journal of Functional Analysis, 28,
1978.
8. A. Connes and M. Takesaki, The flow of weights on factor of
type III, Tohoku Mathematical Journal, 29, 1977.
9. E. G. Effros and E. C. Lance, Tensor product of operator
algebras, Advances in Mathematics, 25, 1977.
10. G. A. Elliott and E. J. Woods, The equivalence of various
definitions for a properly infinite von Neumann algebra to
be approximately finite dimensional, Proceedings of the
American Mathematical Society, 60, 1976.
11. U. Haagerup, The standard form of von Neumann algebras,
Mathematica Scandinavica, 37, 1975.
12. U. Haagerup, A new proof of the equivalence of injectivity
and hyperfiniteness for factors on a separable Hilbert
space, Journal of Functional Analysis, 62, 1985.
13. U. Haagerup, Connes1 bicentralizer problem and uniqueness of
injective factor of type III.
14. S. Wassermann, Injective W-algebras, Mathematical
Proceedings of Cambridge Philosophical Society, 82, 1977.


