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This paper presents the ﬁrst polynomial time algorithm for ﬁnding common RNA
substructures that include pseudoknots and similar structures. While a more general
problem is known to be NP-hard, this algorithm exploits special features of RNA structures
to match RNA bonds correctly in polynomial time. Although the theoretical upper bound
on the algorithm’s time and space usage is high, the data-driven nature of its computation
enables it to avoid computing unnecessary cases, dramatically reducing the actual running
time. The algorithm works well in practice, and has been tested on sample RNA structures
that include pseudoknots and pseudoknot-like tertiary structures.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Features in biomolecules are frequently discovered by comparing sequences. Ribonucleic acid (RNA) strands, however,
have structures formed largely from bonds between pairs of bases from the sequences, and can have common structures
that affect their function but do not show signiﬁcant sequence similarity. In order to ﬁnd common features and relationships,
we need to compare RNA molecules by their structure and ﬁnd common substructures.
We can view RNA structures at their most basic as a set of pairs of ordered sequence positions, using arcs between
sequence positions to represent those bases that are bonded. There are some known fundamental structures in RNA, such
as stems formed from sets of adjacent bonds, and these can group bonds together. However, we want to be able to look for
arbitrary common substructures, and so this work will operate at the bond level. This approach is therefore complementary
to the high level based structural comparison presented in [1].
A bond structure X is a substructure of a bond structure Y if the positions of X can be mapped onto positions of Y
while preserving both the sequence order and the bonds. Finding common substructures for two sets of ordered pairs is
NP-complete in general, and remains NP-complete even if restricted to RNA pair-bonds where each position can participate
in at most one pair [7,14]. Solutions for these problems must thus use nonpolynomial algorithms, approximation techniques,
or address restricted types of structures.
RNA structures are usually divided into two types by the permitted relationships between pairs of bonds (h, l) and (i, j)
with respect to the sequence order, as illustrated in Fig. 1. Knot-free bond structures restrict the pairwise bond relationships
to those that either nest (h < i < j < l) or simply occur in sequence (h < l < i < j). Bonds that cross with respect to the
sequence order (h < i < l < j), on the other hand, form pseudoknot substructures, and are more diﬃcult to predict and to
compare, especially when there are additional substructures contained within a complex pseudoknot. Previous polynomial-
time algorithms for ﬁnding common substructures [2,13] were restricted to structures without pseudoknots, and thus could
not handle many known RNA structures.
This work investigates speciﬁc restrictions that ﬁt most known RNA structures, including those with pseudoknots, and
presents an algorithm that ﬁnds the maximum common substructure for two RNA structures in polynomial time. While the
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theoretical worst-case running time and space is large, a computation-reducing technique is used to make the algorithm
feasible and effective.
2. Background
In our search for common structural features, we can initially restrict our objective to ﬁnding, for two given structures,
a common substructure that has the largest number of arcs that link its positions.
Our basic problem Maximum Common Ordered Substructure is:
Input: structures S1 and S2,
where S1 is the arc structure for a sequence of n1 positions
and S2 is the arc structure for a sequence of n2 positions,
so S1 ⊆ {1..n1} × {1..n1} and S2 ⊆ {1..n2} × {1..n2}.
Output: substructure Sc , maximizing |Sc |
where Sc ⊆ {1..nc} × {1..nc} for some positive integer nc , such that:
∃ one-to-one functions f1 : {1..nc} → {1..n1} and f2 : {1..nc} → {1..n2}
where ∀i, j∈ {1..nc}, i < j if and only if f1(i) < f1( j) and f2(i) < f2( j)
and if (i, j) ∈ Sc , then ( f1(i), f1( j)) ∈ S1 and ( f2(i), f2( j)) ∈ S2.
If there are no additional restrictions on arcs, this problem is the same as the general contact map overlap problem
used to compare protein structures [9]. It is also similar to the problem of ﬁnding the longest arc-preserving common
subsequence (LAPCS) [7]; though it differs in maximizing arcs rather than positions matched, and in allowing arcs to be
broken, Maximum Common Ordered Substructure does inherit some of the clique-based hardness results from LAPCS.
A variety of results for these related contact map overlap [9,10], RNA [2,7,14], and 2-interval matching problems [12]
delineate the known feasible and infeasible cases for Maximum Common Ordered Substructure. The general problem as
given above without any further restrictions is NP-complete [7,9].
Restrictions on the structures are deﬁned based on the allowed relationships between two arcs, (h, l) and (i, j) with
h i, from the same structure. We consider the arcs to be directed, with h < l and i < j. Arcs can:
• share an endpoint: where h = i, l = i, or l = j,
• precede: where l < i, so the interval of one arc occurs before the other,
• nest: where h < i < j < l, so the interval of one arc is contained entirely within the other,
• cross: where h < i < l < j, so the intervals overlap.
Polynomial-time algorithms exist for ﬁnding substructures in restricted models that do not permit nested arcs [10] or do
not permit crossing arcs [12].
A pair-bond structure would allow preceding, nesting, and crossing, but not endpoint sharing, since RNA bases generally
participate in at most one bond each. A knot-free pair-bond structure would further prohibit crossing. Results for these
restrictions show that the maximum common ordered substructure problem for two general pair-bond structures is NP-
hard [7,14], and for two knot-free pair-bond structures can be solved in O (n3) time [6].
The hardness results for pair-bond structures, however, use constructions with arbitrarily crossing arcs that do not re-
semble actual RNA structures. Almost all RNA structures can be divided, or 2-colored, into two layers of arcs such that each
layer’s arcs only cross arcs from the other layer [4,9]. Work on contact maps has shown that if each input structure is the
union of two such layers, the problem is still NP-hard [9]. However, this variation also allows endpoint sharing between
arcs from different layers, which would not occur for RNA. If the input is restricted to 2-colorable pair-bond structures,
prohibiting all endpoint sharing, then the problem’s status is still unknown.
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Fig. 3. Merging linked segment pairs.
3. Becoming speciﬁc to RNA structures
As mentioned in Section 2, hardness results for the more general variants of the maximum common ordered substructure
problem have constructions with little resemblance to actual RNA structures. We therefore need to consider additional
restrictions that still allow pseudoknots but are consistent with the characteristics of known RNA structures.
First, we will restrict our structures to 2-colorable pair-bond structures, where arcs must have different colors if they
cross. This restriction disallows 3-knots, substructures that have three mutually crossing arcs, as shown in Fig. 2(a). This
restriction enables us to avoid the hardness constructions of [7,14] which depend on arbitrary k-knots that do not occur in
practice [4].
Furthermore, while we are operating at the bond level, bonds occur in groups; interleaving the right endpoints of one
set of bonds with the left endpoints of another set does not occur in examined structures, nor would it be consistent with
the natural formation of stable stems [4]. In order to prevent overlap between the segments of RNA containing sets of arcs,
we disallow these interleaved endpoints as shown in Fig. 2(b). This restriction can also be described as requiring consistency
in the grouping of arcs, where a nested subset of arcs are considered “grouped” if there is an arc that crosses all of them.
Arcs that cross overlapping but not identical subsets would violate this constraint, as shown in Fig. 2(b) for arcs crossing
in the same direction, and in Fig. 2(c) for arcs crossing in different directions. The restriction against 3-knots can also be
treated as a corollary of a more general non-nesting grouping constraint, but it is more useful to consider it separately so
that structures without 3-knots but with more ﬂexible groupings can potentially be investigated.
All structures consistent with these restrictions can be decomposed into, and assembled from, sets of segments and
linked segment pairs (LSPs). An independent segment of an RNA structure is a set of consecutive positions such that no
position is linked with an arc to any position outside the segment. Structures without pseudoknots can be decomposed into
independent segments. Pseudoknot structures, however, need to allow arcs to link out of segments. The restrictions we have
adopted as to how they can cross limit these arcs to coherent groups that link a segment to speciﬁc other segments to the
left and right. Linking a non-independent segment to the segment that contains the remaining other endpoints of its arcs
provides suﬃcient context to compute the optimal result of the linked pair. LSPs and segments can then be assembled into
independent segments and larger LSPs, as illustrated in Fig. 3.
4. Breaking down structures
4.1. Decomposition overview
In the work of Bafna et al. on matching knot-free RNA structures, mapping an arc between two structures decomposes
the remaining parts of each structure into two independent segments [2], producing an algorithm that runs in O (n4)
time. This work has been recently superseded by an O (n3) algorithm [6] for tree edit distance that uses an adaptive
decomposition strategy. This technique also depends on being able to compute the optimal matching between two subtrees,
or segments, independently of others.
For pseudoknotted structures, the segments remaining could still have arcs linking them, and thus cannot be considered
independently; we need to consider them together as a linked segment pair (LSP). Mapping an arc that is part of an LSP
breaks the remaining substructures down further, into one or two LSPs and potentially an additional segment. Note that
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unlike techniques that require the structure to have been previously parsed [1], these breakdowns are computed along with
the optimal mapping.
Breaking a structure into its substructures only occurs when one of its arcs is mapped to a similarly-situated arc in the
other structure. We can therefore visualize the common decomposition of the two structures as if it was a single structure.
The following subsections examine what decomposition cases could occur, and give the recurrences that show how the
independent segments and LSPs decompose into smaller structures. Note that gaps between the two segments of an LSP
will have one or more associated arcs between the gap, or “hole”, and the region after the LSP. The use of LSP cases is
restricted to situations that have at least one arc linking the segments.
4.2. Matching segments
The cases without pseudoknots (Fig. 4) that this algorithm needs to compute, and the strategy used for limiting the
storage needed, are most compatible with the decomposition used in [2]. For matching segment (i1, j1) from S1 to segment
(i2, j2) from S2, referred to as segment_match((i1, j1), (i2, j2)), we can thus follow the recurrences from [2], and maximize
the results of:
s1: segment_match((i1, j1 − 1), (i2, j2))
s2: segment_match((i1, j1), (i2, j2 − 1))
s3: if j1 links to k1 and j2 links to k2:
1+ segment_match((i1,k1 − 1), (i2,k2 − 1)) + segment_match((k1 + 1, j1 − 1), (k2 + 1, j2 − 1))
To match pseudoknots, we add an additional case; if j1 links to k1, j2 links to k2, and in both cases the arc (k, j) is
crossed by arcs linking segments (i,k − 1) and (k + 1, j − 1):
s4: 1+ LSP_match((i1,k1 − 1,k1 + 1, j1 − 1), (i2,k2 − 1,k2 + 1, j2 − 1))
4.3. Matching linked segment pairs
To match linked segment pair (h1, l1, i1, j1) to linked segment pair (h2, l2, i2, j2), referred to as LSP_match((h1, l1, i1, j1),
(h2, l2, i2, j2)), we maximize the results of the following cases, based on the different possibilities for the current last
position in each LSP.
4.3.1. Cases for unmatched and unlinked positions
The ﬁrst cases are analogous to the initial segment cases, where terminal positions are not matched. These cases are
applied to all LSPs.
a1: LSP_match((h1, l1, i1, j1 − 1), (h2, l2, i2, j2))
a2: LSP_match((h1, l1, i1, j1), (h2, l2, i2, j2 − 1))
a3: segment_match((h1, l1), (h2, l2)) + segment_match((i1, j1), (i2, j2))
This third case, if used together with the last segment case, enables a new LSP to be made from the right segments of
corresponding LSPs.
If we match the arcs ending at positions j1 and j2, then the cases depend on the location of the initial arc endpoints
k1 and k2. Both initial endpoints need to be in the same side of their respective LSPs. For each case (right and left) the
recurrences are limited by the restrictions, keeping in mind that the “hole” of the LSP is associated with at least one arc
that starts between the linked segments and ends after the right segment.
4.3.2. Cases mapping arcs that are within the right LSP segment
If there are matching arcs that link j1 to k1 and j2 to k2, and i1  k1 < j1, i2  k2 < j2, then both arcs are entirely
within the right segment of the LSP. As shown in Fig. 5(a), the matched arcs (k, j) nest inside the arcs that start in the
“hole”. This nesting allows for many possible LSPs using the segments labeled in the ﬁgure. Arcs can link positions from A
to B, from A to C, or from B to C, as shown in Fig. 5(b). However, only some of these arcs can happen together. Arcs from
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A to C will group the (k, j) with the “hole” arcs, and so would exclude arcs from A to B (which cross the “hole” arcs but
not ( j,k)) and arcs from B to C (which cross ( j,k) but not the “hole” arcs), as shown in Fig. 5(c). Arcs from A to B can be
compatible with arcs from B to C, as shown in the lower right of Fig. 5(b).
This leaves us with four cases for (k, j) staying within the right segment of the LSP (Fig. 6): arcs from A to C (case a4),
arcs from A to B (case a5), arcs from B to C (case a3 combined with case s4), and the combination of arcs from A to B and
from B to C (case a6). The recurrences for the ﬁrst two of these cases are:
a4: 1+ LSP_match((h1, l1,k1 + 1, j1 − 1), (h2, l2,k2 + 1, j2 − 1)) + segment_match((i1,k1 − 1), (i2,k2 − 1))
a5: 1+ LSP_match((h1, l1, i1,k1 − 1), (h2, l2, i2,k2 − 1)) + segment_match((k1 + 1, j1 − 1), (k2 + 1, j2 − 1))
If both (h, l, i,k − 1) and (i,k − 1,k + 1, j − 1) are potential LSPs in both structures, then we apply the following case
that splits the middle segment (B, from i to k − 1) into two LSPs, one linking with segment A (from h to l) and the other
linking with segment C (from k + 1 to j − 1):
a6: 1+maxi1<s1<k1−1, i2<s2<k2−1 [LSP_match((h1, l1, i1, s1), (h2, l2, i2, s2))+LSP_match((s1 +1,k1 −1,k1 +1, j1 −1), (s2 +1,
k2 − 1,k2 + 1, j2 − 1))]
Since we do not know where the middle segment should be split between the two LSPs, we need to try all possibilities.
The two LSPs do not cross each other, since that would violate the grouping constraint; the A–B LSP arcs would group the
“hole” arcs together with the B–C LSP arcs, while the arc (k, j) would not, as shown at the bottom of Fig. 5(c). For eﬃciency,
the s values used in the calculation should be restricted to values that have arcs present in all LSPs.
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Fig. 7. Breakdown of linked segment pairs for the left cases.
4.3.3. Cases mapping arcs that cross the gap to the left LSP segment
If there are matching arcs that link j1 to k1 and j2 to k2, and h1  k1  l1, h2  k2  l2, then both arcs cross the
“hole” to the left segment of the LSP, as shown in Fig. 7(a). This crossing interacts with the constraints to disallow some
of the potential arcs between the segments labeled in the ﬁgure. Arcs cannot occur from A to C, since they would form a
3-knot with the “hole” arcs and the arc (k, j), as given on the left of Fig. 7(c). As shown in Fig. 7(b), arcs can occur from
A to B (case a7) and from B to C (case a8); these possibilities can also be combined (case a10). The segments can also be
completely unlinked (case a9). Any cases that match LSPs should be restricted to situations where there are arcs present in
the LSP.
The cases that involve up to one LSP are (see Fig. 8):
a7: 1+ LSP_match((h1,k1 − 1,k1 + 1, l1), (h2,k2 − 1,k2 + 1, l2)) + segment_match((i1, j1 − 1) to (i2, j2 − 1))
P.A. Evans / Journal of Discrete Algorithms 9 (2011) 335–343 341Fig. 8. Cases for matching LSPs if the arc crosses to the left side.
a8: 1+ LSP_match((k1 + 1, l1, i1, j1 − 1), (k2 + 1, l2, i2, j2 − 1)) + segment_match((h1,k1 − 1), (h2,k2 − 1))
a9: 1 + segment_match((h1,k1 − 1), (h2,k2 − 1)) + segment_match((k1 + 1, l1), (k2 + 1, l2)) + segment_match((i1, j1 − 1),
(i2, j2 − 1))
Additionally, if both (h,k − 1,k + 1, l) and (k + 1, l, i, j − 1) are potential LSPs in both structures, then we apply the
following crossed-LSPs case:
a10: 1 + maxk1<s1<l1,k2<s2<l2 [LSP_match((h1,k1 − 1, s1 + 1, l1), (h2,k2 − 1, s2 + 1, l2)) + LSP_match((k1 + 1, s1, i1, j1 − 1),
(k2 + 1, s2, i2, j2 − 1))]
Since we do not know where the middle segment B should be split, once more we need to try all possibilities. Unlike
case a6, the resulting LSPs need to cross; this is also due to the grouping/interleaving constraint, since if an LSP from A to
B does not cross the LSP from B to C, then it will interleave between the B–C LSP and the arc (k, j) (which are grouped by
the “hole” arcs), as shown at the right of Fig. 7(c).
5. Implementation
These recurrences and the likely overlap between them suggest the use of dynamic programming to store the interme-
diate computation results for use and reuse, as is done for the algorithm for knot-free structures [2].
An iterative dynamic approach has signiﬁcant problems. The mutual dependence of the independent segment and LSP
recurrences poses diﬃculties in determining a suitable computation order. The tables will be extremely large, with one
4-dimensional table for the independent segment recurrence and one 8-dimensional table for the LSP recurrence; each of
these is far too large to allocate in its entirety for sizes for many RNA comparisons, e.g. n = 1000.
However, many potential cases will not be consistent with the data. Many intervals are not legitimate segments in
a structure, many pairs of intervals are not valid occurring LSPs, and many of the valid substructures from each input
structure cannot be matched to each other. We need to allow the input data to drive the computation, restricting the cases
computed and the space allocated based on the segments and LSPs consistent with the data.
For these reasons, the recurrences have been implemented as a recursive algorithm using memoization. The tables are
progressively allocated dimension by dimension to avoid allocating space for entire hyperplanes of the table if there are no
results consistent with the data that will be stored in the hyperplane.
In the following algorithm, note that the link() function encodes arcs, so that (i, link(i)) will represent the arc between i
and its unique partner link(i).
Each table has the ﬁrst level allocated, and the recursion is started by calling doublepair(0,n1 − 1,0,n2 − 1) where n1 is
the number of positions in RNA structure S1, and n2 is the number of positions in RNA structure S2.
The rest of the allocation is done progressively, layer by layer. Since h  l < i  j, all allocation and indexing will be
relative to the previous layer’s index. The link(i − 1) and link(h − 1) values are used to reduce the size of the hyperplane
allocated to no more than needed. With one exception, in each case the initial position (i for segments, h for LSPs) increases
when its previous value is the initial endpoint of a mapped arc. For independent segments, the ﬁnal endpoint of this arc will
be after the end of the segment, so we know that all segments that start at position i will end before position link(i − 1),
and can limit the size of our table allocation accordingly. This is a key feature of the decomposition strategy used. A similar
situation is true for LSPs; all possible LSPs that start at h must end before link(h − 1), and this constrains the values for
the indices l, i, and j. The sole exception to this situation comes from case a6, which starts its second LSP at position s + 1
instead of h or k + 1, and would exceed the link(s) bound. Position s may link anywhere, so this LSP computation and
the LSP and segment computations it uses (that also start at s + 1) may need an unrestricted hyperplane of the table. If
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if table4[i1, j1, i2, j2] exists and contains a value
return that value
else
for each level ( j1, i2, j2) of the table, in order
if the level does not exist
allocate this level from previous index to link(i1 − 1)
or link(i2 − 1) as applicable
if the computation is part of a case a6 subtree
extend layer to n1 or n2
calculate the maximum of the applicable segment cases (s1..s4).
save maximum value in table4[i1, j1, i2, j2]
quadpair(h1, l1, i1, j1,h2, l2, i2, j2):
if table8[h1, l1, i1, j1,h2, l2, i2, j2] exists and contains a value
return that value
else
for each level (l1, i1, j1,h2, l2, i2, j2) of the table, in order
if the level does not exist
allocate this level from previous index to link(h1 − 1)
or link(h2 − 1) as applicable
if the computation is part of a case a6 subtree
extend layer to n1 or n2
calculate the maximum of the applicable LSP cases (a1..a10).
save maximum value in table8[h1, l1, i1, j1,h2, l2, i2, j2]
Fig. 9. Algorithm framework.
RNA type # of bonds mapped Locations calculated Recursive calls Time (seconds)
16S rRNA 335 4.9× 108 1.3× 109 4001
viral RNA 52 6.2× 106 2.2× 107 9
RNase P 109 1.8× 108 6.7× 108 1977
Fig. 10. Computations for RNA structure test cases.
these computations have already been allocated a smaller hyperplane as part of another computation tree, this space will
be expanded. The rarity of case a6 keeps small the impact of this expansion.
The framework of this algorithm, which uses the cases and conditions as described in Section 4, is given in Fig. 9. In the
worst case, if the algorithm needed to compute every index combination, it would require O (n8) space. Since cases a6 and
a10 are quadratic, this situation would lead to an O (n10) worst-case running time. However, the measures discussed above
allow the data characteristics to greatly reduce the index combinations computed. The use of the a6 and a10 cases is also
very limited in any RNA structure, and they occur rarely.
Testing reveals that this data-driven approach does drastically reduce the space and time needed to feasible amounts.
6. Testing results
To determine the feasibility and the effectiveness of this algorithm, it was implemented in C, validated for correctness on
artiﬁcial data, and tested on three types of actual RNA structure data: 16S ribosomal RNA (H. sapiens and D. melanogaster)
[5]; segments of mosaic viral RNA (tobacco mosaic [8], turnip yellow mosaic and chimera [11]); and M1 RNA from Ri-
bonuclease P (H. inﬂuenza and B. pertussis) [3]. All types contain multiple pseudoknots and have other structures contained
within pseudoknots. For all cases, the algorithm was able to ﬁnd the correct common substructures including all pseudo-
knots, checked using existing structure alignments and diagrams.
These experiments, as summarized in Fig. 10, showed that structures of up to 400 arcs could be compared using this
algorithm in 4 GB of space. The proportion of the worst-case space used by the algorithm’s execution on these cases
was approximately 10−14, a very signiﬁcant reduction due to the data-driven and space-limiting approach. The amount
of space used, however, was not completely related to the number of arcs, due to space usage being data-driven; some
structures, particularly those of RNase P, were more complex and required more calculations than larger simpler structures.
The timing results are from a Sparc SunFire-V440, with a 1.593 GHz UltraSparc IIIi processor and 4 GB available memory.
They include the time needed for both calculation and memory allocation, and show time usage consistent with the location
and calculation counts.
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This algorithm ﬁnds common RNA substructures that can include pseudoknots and pseudoknot type structures, and
shows that this problem can be solved in polynomial time. The rigorous consideration of possible cases and case interac-
tions shows that the algorithm will correctly ﬁnd the maximum common substructure for all structures that are consistent
with the no 3-knot and grouping/interleaving restrictions. Although the theoretical worst-case resource usage is high, this
is reduced severely by memoization and careful memory management, and test results show that this algorithm ﬁnds use-
ful patterns in RNA structures. Using a compressed RNA bond structure will increase the usability of this algorithm. The
decomposition strategy recently developed and presented in [6] should also be investigated to determine to what extent it
can be adapted to reduce the theoretical worst case and in practice running times for the calculation of these recurrences.
While this algorithm shows that the maximum common substructure for two RNA structures can be found in polynomial
time for most RNA structures, some open problems still remain. This algorithm and the NP-completeness of matching
2-colorable structures leave open the problem of ﬁnding maximum common substructures for two 2-colorable pair-bond
structures. Other types of restricted substructures, potentially including some relaxation of the grouping constraints, can
be investigated. Also, there are some additional exceptions to the restrictions adopted for this algorithm, including 3-way
bonds and rare 3-knots, that could be addressed.
As this algorithm is simply maximizing the number of common bonds, there also need to be extensions of this work
to adapt it more thoroughly to RNA structures, using weights and structural information to produce common substructures
that will be most relevant to RNA.
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