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Abstract 
In this paper, we show that any partial extended triple system (partial totally symmetric 
quasigroup) of order n can be embedded in a totally symmetric quasigroup of order v, v >~4n +6, 
v -= 2(mod4). This bound can be lowered to 4n + 2 in most cases. 
1. Introduction 
A (part&l) quasigroup is an ordered pair (Q, o), where Q is a set and o is a binary 
operation on Q such that for every a, b C Q, there exists (at most one) x, y E Q satisfying 
the equations aox = b and yoa = b. A totally symmetric quasigrou p is a quasigroup 
that satisfies the identities x o y = y o x and y o (x o y)  = x for all x, yEQ.  If an 
addition, the totally symmetric quasigroup satisfies the idempotent law x o x = x for 
all x E Q, then it is a Steiner triple system. A partial totally symmetric quasiyroup is 
a partial quasigroup in which: if  x o y exists then so does y o x and x o y = y o x; and 
if x o y and y o (x o y)  exist then y o (x o y)  = x. A partial Steiner triple system is 
a partial totally symmetric quasigroup in which x o x = x for all x E Q. 
We can represent (partial) totally symmetric quasigroups in graph theoretical terms. 
Let K + be the complete graph on n vertices with exactly one loop incident with each 
vertex (we consider a loop to be an edge). Define an extended triple to be a loop, 
a loop with an edge attached (also known as a lollipop), or a copy of K3 (also known 
as a triple). Denote a loop by {a,a,a}, a lollipop by {a,a,b}, a ¢ b, when the loop 
of the lollipop is incident with vertex a, and a triple by {a, b, c}, where a, b, and c are 
distinct. A (partial) extended triple system of order n is an ordered pair (V,B), where 
B is a set of extended triples defined on the vertex set V which partitions (a subset of) 
the edges of K +. We denote a partial extended triple system and an extended triple 
system of order n by PETS(n) and ETS(n), respectively. It has been shown (see for 
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example, [6]) that a (partial) totally symmetric quasigroup of order n is equivalent to 
a (partial) extended triple system of order n, and a (partial) Steiner triple system is 
a (partial) extended triple system that contains no lollipops. 
Johnson and Mendelsohn [7] first investigated extended triple systems and gave 
necessary conditions for their existence. Subsequently, Bennett and Mendelsohn [2] 
showed that these conditions were indeed sufficient. 
A PETS(V,B) is said to be embedded in an ETS(VI, B ~) if VC V ~ and BC_B ~. 
Hoffman and Rodger [6] showed that a complete totally symmetric quasigroup of order 
n can be embedded in one of order v > n if and only if v >2n, v is even if n is, and 
(n, v) ¢ (6k + 5, 12k + 12). 
The focus of this paper is to obtain small embeddings of partial totally symmetric 
quasigroups. The main theorem is stated in Theorem 3.3, but the following less general 
version is worth stating here for its brevity. 
Theorem 1.1. Any partial totally symmetric quasigroup of order n can be embedded 
in a totally symmetric quasigroup of order v for any v>~4n + 6 with v = 2 (mod4). 
The best embedding to date is by Cruse and Lindner [5], who obtained an embedding 
of a partial totally symmetric quasigroup of order n in a complete totally symmetric 
quasigroup of order v for any v -~ 0 (mod 6), v ~> 6n. Their work followed upon several 
landmark results in this area, where embeddings of partial Steiner triple systems were 
considered. The first such result was by Treash [13], who obtained a finite (but very 
large) embedding for partial Steiner triple systems. Subsequently, Lindner [9] reduced 
the size of the containing Steiner triple system to v = 6n + 3, while the best result 
to date [1] by Andersen et al. provides an embedding for any admissible v~> 4n + 1. 
It is most likely that for both partial totally symmetric quasigroups and for partial 
Steiner triple systems, the best result would be to reduce the size of the embedding to 
v>~2n + 1. 
For terms and notation not defined here, we refer the reader to [3]. 
2. Preliminary results 
The following result due to Turfin will be important later. 
Lemma 2.1 (Turan [14]). I f  a simple graph G on n vertices contains no /£3, then 
s(G) ~< Ln2/4j. 
A near 1-factor of a graph G is a set of mutually nonadjacent edges in G which 
saturates all but one vertex of the graph. The following is well known. 
Lemma 2.2. I f  n is even (odd), then the edges of Kn can be partitioned into (near) 
1-factors. 
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Let Ci, 1 ~< i ~< n, denote the set of edges colored i in any edge coloring of  G. This 
edge coloring is said to be equalized if ] ]G] -  ]Cj[[ <~ l, 1 <~i<j<~n. 
Lemma 2.3 (McDiarmid [10] deWerra [16]). A graph which can be properly edge- 
colored with n colors has an equalized proper edge coloring with n colors. 
Define a (partial) symmetric quasi-latin square of order r on the symbols 1 . . . . .  n 
to be an r × r array of cells such that 
(i) for each i, j, 1 <~ i, j <~ r, i ¢ j if a symbol is in cell ( i , j )  then it is also in (j, i), 
(ii) for each i , j , 1 <.i, j<<.r, i ¢ j ,  cell ( i , j )  contains at most one symbol (the 
diagonal cells can contain any number of symbols), and 
(iii) each symbol occurs (at most) exactly once in each row and (at most) exactly 
once in each column. 
Define NL(i) to be the number of times symbol i occurs in some (partial) symmetric 
quasi-latin square L. Property (iii) is known as the latin property. 
Theorem 2.4. Let n >~ 1, r be even, and x E {0, 1}. Let L be a partial symmetric quasi- 
latin square of  order r + x on the symbols 1 .. . .  ,2n in which row i contains r + x -  2 
symbols for  1 <~i<<.r, and in which row r+ l (when x = 1) contains r+x-  1 symbols. 
Then L can be embedded in the top left corner of  a symmetric quasi-latin square 
U of  order 2n + 2 in which the diagonal cells (i,i), r + x + 1 <~i~2n + 2, and the 
near-diagonal cells (r + 2 i -  1, r + 2i) and (r + 2i, r + 2 i -  1), l<~i<<.n-r /2 are 
empty, without addin 9 any symbols to the cells in L if  and only if  
(i) Nc(i) is even for l <~i<<.2n, and 
(ii) NL(i)>~2(r ÷ x) -- 2n -- 2 for 1 <~i<.2n. 
Proof. Necessity: Each symbol must occur 2n + 2 times in U. Symbols cannot be 
placed on the main diagonal of L / outside L. Therefore, each symbol must occur an 
even number of times in L since symbols are placed in pairs outside the main diagonal 
of U, so (i) is true. Let A and B be as indicated in Fig. 1, and let NA(i) and Ns(i)  be the 
number of times symbol i occurs in A and B, respectively. Then NA(i) = 2n+2- - ( r+x)  
and NB(i) <. 2n ÷ 2 -- (r + x). Hence, NL(i) = NL,(i) -- NA(i) -- NB(i)>~ 2n + 2 - 2(2n + 
2 -- (r + x)) = 2(r + x) -- 2n -- 2, so (ii) is true. 
Sufficiency: Suppose x = 0. Let r<~s<n + 1 with s even, and proceed by induction 
on s. Assume that s rows and columns have been completed so that each row contains 
s -  2 symbols, thus forming L*. Suppose, also that, for l<~i<~2n, Nc.( i)  is even, 
NL.( i )>~2s-  2n-  2, and that the appropriate diagonal and near diagonal cells of L* 
are empty. Two steps are involved. 
Step 1: Add row (column) s + 1 to L* in the following manner. Form a bipartite 
graph Bl with bipartition (X = {1 . . . . .  2n}, Y = {Pl , . . . ,Ps})  of the vertex set as 
follows: form the edge {i, j} in BI if and only if symbol i, 1 <.i<~2n, does not occur 
in row j of L*, 1 <.j<.s. For each vertex pj E Y, ds,(pj) = 2n - (s - 2) = 2n - s + 2, 
and dB,(i) = s -- Nc.(i)<~s - (2s - 2n - 2) = 2n - s + 2, with equality if NL.(i) = 
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2s - 2n - 2. Thus, Bl has maximum degree A(B1 ) = 2n - s + 2, so Bl can be given 
a proper (2n-s+2) -edge  coloring by Krnig's theorem [8]. Choose one of these colors, 
say c. For every edge {i, pj} in Bl with color c, place symbol i in cells (s + 1,j) and 
(j, s + 1). Row (column) s + 1 is latin since color c occurs at most once at each vertex 
in X. Each of the cells ( s+ 1,k) and (k,s + 1), 1 <~k<~s, contains exactly one symbol 
because color c occurs exactly once at each vertex in Y. Since L* is latin, the new 
symmetric quasi-latin square, Ll, is latin because of the way in which BI is defined; 
that is, a symbol can occur in ( j , s+ 1) or ( s+ 1,j) only if it does not occur previously 
in row (column) j of  L*, 1 <<.j<~s. In addition, cell ( s+ 1, s+ 1) remains empty since 
there is no vertex Ps+l in B1, so row i Of Ll contains - 1 symbols if 1 <~i<~s, and s 
symbols if i -- s + 1. Also, NL, (i) is even since by assumption Nt.  (i) is even and since 
each symbol is added 0 or 2 times in forming Ll from L*. Finally, Nt,(i)>~2s - 2n, 
1 <~i<<.2n, since if NL~( i )<2s-  2n, then NL.(i) = 2s -  2n -  2 (Nt . ( i )  is even and 
NL. ( i )>~2s-2n-2) ,  so d~,(i) = A(B1), so i is incident with an edge colored c in BI 
and this means that symbol i occurs in row and column s + 1. 
Step 2: Add row (column) s + 2 in the following manner: Form a bipartite graph B2 
with bipartition (X = {1 . . . . .  2n}, Y = {Pl . . . . .  Ps+l }) of  the vertex set as follows: form 
the edge {i, j} in B2 if and only if symbol i does not occur in row j o fL l ,  1 <~j<~s+ 1.
For each vertex pj C Y, 1 <~j <~ s, de,(pj) = 2n - (s - 1) = 2n - s + 1. However, row 
s + 1 contains one more symbol than each of the other rows, so dB2(ps+l ) = 2n - s. 
For each vertex iCX ,  d82(i) = s + 1 - NL,(i)<~s + 1 - (2s - 2n) = 2n - s + 1, with 
equality if Nt , ( i )=  2s-  2n. Thus, A (B2)= 2n-  s + 1, so Bz can be given a proper 
(2n-  s + 1)-edge coloring. Let c be the color not found at vertex p~+~. For every edge 
{i, pj} in B2 with the color c, place symbol i in cells (s + 2 , j )  and ( j , s  + 2). Row 
(column) s ÷ 2 is latin since color c occurs at most once at each vertex in X. Each 
of the cells (s + 2,k) and (k,s +2)  for 1 <.k<.s contains exactly one symbol because 
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color c occurs exactly once at each vertex in Y except for Ps+l. In addition, cells 
(s+ 1,s+2), ( s+2,s+ 1), and (s+2,s+2)  remain empty since B2 contains no vertex 
Ps+2, and since Ps+l is incident with no edge colored c, so each row of L2 contains 
symbols. Since L1 is latin, the new symmetric quasi-latin square, L2, is latin because 
of the way in which B2 is defined; that is, a symbol can occur in ( j , s+2)  or ( s+2, j )  
only if it does not occur previously in row (column) j of L1, 1 <~j<s + 1. We have 
that NL2(i) is even since NL,(i) is even and since each symbol is added 0 or 2 times in 
forming L2 from LI. Also, NL2(i)>j2s--2n+2, 1<<.i<~2n, since i fN t2( i )<2s-2n+2,  
then Nt~(i) = 2s -  2n (NL~(i) is even and NL,(i)>>.2s- 2n), so dB2(i) = A(B2) and this 
means that symbol i is added to row and column s + 2. This completes the induction 
step and the proof if x = 0. 
If x = 1, first apply Step 2 and then apply the proof when x = 0. This completes 
the proof. [] 
Let #(n) be the maximum possible number of triples in a partial Steiner triple system 
of order n, PSTS(n). 
Lemma 2.5 (Sch6nheim [12]). 
#(n) = [gn [g(n - 1 )JJ for n ~ 5 (mod 6), 
1 1 [snLg(n 1)JJ - 1 for n -  5(rood6). 
For a PSTS(n) on the vertex set {1 . . . . .  n}, let r(i) denote the number of triples in the 
PSTS(n) which contain i. A PSTS(n) is equitable if J r ( i ) -  r(j)] ~< 1, 1 ~<i < j  ~< n. The 
existence of equitable PSTS(n)s has been settled [1], but here we need the additional 
property stated in the following lemma. 
Lemma 2.6 (Raines and Rodger [11]). There ex&ts an equitable partial STS(n) 
(S, T) with t(n) triples such that its leave contains a 1-factor if  n is even and a near 
1-factor if  n is odd if and only if t(n) <. T(n), where 
T(n) = 
n(n - 2) 
#(n) -- - -  / fn  -- O(mod6), 
6 
#(n) -L3] - - (n -1 ) (n -6  2) t fn - - l (mod6) ,  
n(n - 2) 
p(n) - 6 if n =_ 2 (mod6), 
it(n ) n _ n(n - 3) 
3 6 tf n - 3 (mod6), 
(n + 2)(n - 4) 
#(n) - 1 = 6 i fn  -- 4(rood6), 
n -  5 (n -  1 ) (n -  2) 
p(n) 3 6 / fn = 5 (rood6). 
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A graph G is a star multigraph if some vertex of G is incident with every multiple 
edge of G. 
Lemma 2.7 (Chetwynd and Hilton [4]). I f  G is a star multigraph, then x'(G)<~ 
A(G) + 1. 
3. Embedding a PETS(n) in an ETS(4n + 2) 
For any PETS(n) (V,B), define the deficiency graph, G(B), to be the graph on the 
vertex set V which contains the edges of K + not found in any extended triple in B. Let 
p(G(B)) denote the number of vertices of G(B) with odd degree (so clearly p(G(B)) 
is even), and let 
p(G(B)) 
P(G(B)) = p(G(B)) + 2 
p(G(B) ) + 4 
if ~(G(B)) + p(G(B)) -- 0(mod3) ,  
if e(G(B)) + p(G(B)) -= 1 (mod3), 
if e(G(B)) + p(G(B)) -- 2 (mod3). 
A PETS(n) (V,B) is maximal if G(B) contains no extended triples (so, in particular, 
G(B) contains no loops). 
Lemma 3.1. Let (V,B) be a maximal PETS(u), /et u~>3, and/ fu  = 3, then e(G(B)) 
1. Then (V,B) can be embedded in a PETS (V*,B*)  satisfying: 
(i) A(G(B*))<~IV*I/2- 1, 
(ii) P(G(B*)) ~<]V* I/2, 
(iii) e(G(B*)) + P(G(B*))<~3T(IV*]/2 + 1), and 
(iv) G(B*) contains at least two vertices of degree O, 
where IV*I = 2u+2 tf e(G(B))+ p(G(B)) _= 1 (mod 3) and p(G(B)) = u, and I V*I = 2u 
otherwise. 
Proof. Let V = { 1 . . . . .  u} and V* = { 1,... ,  I V* I}. We consider three cases. 
Case 1: u is odd (so p(G(B)) ¢ u). 
I f  p(G(B)) ¢ O, then p(G(B))>~2 so we can assume that vertices u -  1 and u have 
odd degree in G(B). Since each of these vertices has odd degree in G(B) and since 
u is odd, the degree of each of these vertices must be less than u -  1. Define B* as 
follows: 
(1) BCB*. 
(2a) I f  p(G(B)) = 0 or if e(G(B))+p(G(B)) = O(mod3), B* contains the lollipops 
{u+i ,u+i , i} ,  l<~i<~u. 
(2b) I f  p(G(B)) 7~ 0 and if e(G(B))÷ p(G(B)) = l (mod3) ,  B* contains the 
lollipops {u + i, u + i, i}, 1 ~< i ~< u - 2, and the loops at vertices 2u - 1 and 2u. 
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(2c) If  p(G(B)) ¢ 0 and if ~(G(B))+p(G(B)) -- 2 (mod 3), B* contains the lollipops 
{u 4, i,u 4, i,i}, 1 <-Gi<.Gu - 1, and the loop at vertex 2u. 
(3) Using Lemma 2.2, partition the edges of Ku defined on the vertex set 
{u + 1 . . . .  ,2u} into the near 1-factors Fl . . . . .  Fu with the property that Fv does not 
saturate vertex u + v. For each edge {a, b} C Fv, let B* contain the triple {v, a, b}. 
Since (V,B) is maximal, ~(G(B))<<. LuZ/4J by Lemma 2.1. In (2a), we have that 
E(G(B*)) = E(G(B)); in (2b), we have that E(G(B*)) = E(G(B))U {{u-  1 ,2u-  1}, 
{u, Zu}}, so e(G(B*))<~ LuZ/4J + 2; and in (2c) we have that E(G(B*))= E(G(B))@ 
{{u, Zu}}, so E(G(B*))<~ Lu2/4] +1. We have that A(G(B))<~u-1, and if p(G(B)) ¢ 0 
then dG(B)(u- 1)~<u-  2 and dG(8)(u)<~u- 2. So, since G(B*) contains at most two 
more edges than G(B), namely {u-  1 ,2u-  1} and {u, Zu}, we have that dG~B)(V) = 
dG(B*)(V)~U-- 1 for l<.Gv<~u--2, dG(B.)(v)<-Gu-- 1 for rE{u-- 1,u}, and do(~.)(2u- 
1)~<do(B.)(2u)~< 1. So A(G(B*))~u-1 = IV* [ /2 -1 ,  proving (i). Also, by the above 
construction, we have that p(G(B)) = p(G(B*)) (recall that if p(G(B)) ¢ 0 then ver- 
tices u -1  and u have odd degree in G), so p(G(B*))~< u-1 .  In addition, if p(G(B)) ¢ 
0, we clearly have that e (G(B*) )+ p(G(B*)) =- 0(mod3) ,  so P(G(B*)) = p(G(B*)), 
and if p(G(B))= 0 then clearly P(G(B*))<~4. In any event, P(G(B*))<~u = [V*[/2, 
so (ii) is proved for u~>5. Also, e(G(B*))4.P(G(B*))<...3T(u + 1) = 3T([V*[/2 4, 1) 
when u~>5, thus proving (iii) if u>~5. Clearly, if u>~5, then G(B*) contains at least 
two vertices of degree 0, since at most two vertices from u + 1 . . . . .  ] V*[ have degree 1 
in G(B*), thus proving (iv) if u>~5. 
It now remains to prove ( i i ) - ( iv)  when u = 3. I fu  = 3, we assume that ~(G(B)) = 2. 
We have that p(G(B)) = 2, so e(G(B))+p(G(B)) --- 1 (mod 3). Without loss of gener- 
ality, assume that B = {{1, 1,3}, {2,2,2}, {3,3,3}}. Let B* = B U {{1,2,4}, {1,5,6}, 
{2,3,5}, {3,4,6}, {4,4,5}, {6,6,2}, {5,5,5}}. (V*,B*) is an ETS(6), so ( i ) - ( iv )  are 
satisfied for this case, and so for all u ~> 3. 
Case 2: u is even, p(G(B))= u, and e(G(B))+ p(G(B))=-- 1 (mod3). 
Add one vertex to V, say vu+l, and embed (V,B) in a maximal PETS(u + 1) 
(V' --- {1 . . . . .  U, Vu+l},B~). Now u+ 1 is odd, and we can therefore use Case 1 to show 
that (V',B') can be embedded in a PETS(2u + 2) satisfying A(G(B*))~<IV*[/2- 1, 
P(G(B* )) ~< IV* [/2, e(G(B*)) + P(G(B*)) ~< 3 T([V* I/2 + 1 ), and G(B*) contains at 
least two vertices of zero degree. 
Case 3: u is even, and either p(G(B))¢ u or e(G(B))+ p(G(B))~ 1 (rood3). 
As in Case 1, if p(G(B)) ¢ O, then p(G(B))>~2, so we can assume that vertices 
u -  1 and u have odd degree in G(B). Also, since (V,B) is maximal, G(B) contains 
no triangles, so G(B) contains at most one vertex of degree u - 1, so we can assume, 
without loss of generality, that do(B)(u)~<u- 3. Define B* as follows: 
(1) BC_B*. 
(2a) If  p(G(B)) = 0, or if e(G(B)) 4- p(G(B)) - 0(mod3) ,  or if e(G(B)) + 
p(G(B)) - 1 (rood3) and p(G(B)) ¢ u, then B* contains the lollipops {u+i,u+i,u}, 
l <.i<~u. 
(2b) If  p(G(B)) ¢ 0 and if e(G(B)) + p(G(B)) =- 2(mod3) ,  B* contains the 
lollipops {u + i,u + i,u}, 1 <~i<~u - 1, and the loop at vertex 2u. 
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(3) Using Lemma 2.2, partition the edges of Ku defined on the vertex set 
{u + 1 . . . . .  2u} into the 1-factors Fj . . . .  ,F~-l. For each edge {a,b} E Fv, let B* contain 
the triple {v,a,b}. 
We have that A(G(B))<~u- 1, and dc~)(u)<~u- 2. Since G(B*) contains at most 
one more edge than G(B), namely {u,2u), we have that da<~)(v) = da<B.)(v)<~u - 1 
for l<~v<~u- 1. In addition, dc<,.)(u)<~da<B)(u)+ l~<u-  1, and dG<B.)(2u)~<l, so 
A(G(B*))<,u- 1 -- IV* I /2 -  1, and (i) is satisfied. Again, since (V,B) is maximal, 
e(G(B))<~ u2/4J by Lemma 2.1. In (2a) we have E(G(B*)) -=- E(G(B)); in (2b) 
we have E(G(B*)) = E(G(B)) U {{u,2u}}. In any event, e(G(B*))<~ [u2/4J + 1. In 
addition, the construction gives p(G(B)) = p(G(B*)) (recall that if p(G(B)) ¢ 0 
then vertex u has odd degree, so adding the edge {u,2u} to G(B) does not change 
the number of vertices of odd degree), so p(G(B*))<~u. Furthermore, if p(G(B))= 
0, then P(G(B*))<~4; if e(G(B))+ p(G(B)) - 0 or 2(mod3)  and p(G(B)) ¢ O, 
then e(G(B* )) + p(G(B* )) --- 0 (mod 3), so P(G(B* )) = p(G(B* )) ~< u; and clearly, if 
e(G(B))+ p(G(B)) - 1 (rood 3) and 2 ~< p(G(B)) <~ u-2, then P(G(B* )) <~ u. Therefore, 
we have that P(G(B*))<<.u for u~>4, so (ii) is satisfied. 
Since e(G(B*))<~ [u2/4J + 1 and P(G(B*))<~u, e(G(B*))+P(G(B*))<. [u2/4J +u+ 
1 <.3T(u + 1) for u~>6. Now, we must show that ~(G(B*)) +P(G(B*))<~3T(u + 1) 
when u = 4. We consider the cases when p(G(B)) -- 0, 2, and 4. If p(G(B)) = 4, then 
e(G(B)) = 2, so e(G(B)) + p(G(B)) = 6 ~ 0 (mod 3); hence, e(G(B*)) + P(G(B*)) = 
6 = 3T(5). Suppose p(G(B)) = 2: since B* is maximal, e(G(B)) ¢ 4; if e(G(B)) = 3, 
then e(G(B)) + p(G(B)) --- 2 (mod 3), so e(G(B*)) + P(G(B*)) = 4 + 2 = 6 --- 3T(5); 
if e(G(B)) = 2, then e(G(B))+ p(G(B)) = 1 (mod3), so e(G(B*))+P(G(B*)) = 
2 + 4 = 6 = 3T(5); and if a(G(B)) = 1, then e(G(B))+ p(G(B)) - 0(mod3),  so 
~(G(B*))+P(G(B*)) = 3 < 3T(5). Similar arguments how that if p(G(B)) = 0, then 
e(G(B* ))+ p(G(B* )) ~< 3 T(5). Therefore, we have e(G(B* ))+P(G(B* )) <~ 3T(u+ 1 ) = 
3T(]V*[/2 + 1), u>~4, so (iii) is satisfied. Clearly, if u = 4, the construction gives 
at least 3 vertices of degree zero in G(B*), so ( i ) - ( iv)  are satisfied for all u>~3. 
[] 
Proposition 3.2. Any PETS(2u) ( V*, B*) satisfyin9 
(i) e(G(B*)) + P(G(B*))~3T(IV*I/2 + 1), 
(ii) P(G(B*)) <<. IV* 1/2, 
(iii) A(G(B*)) ~<[V* 1/2 - 1, and 
(iv) G(B*) contains at least two vertices of degree zero 
can be embedded in an ETS(4u + 2) (1~,/3). 
Proof. If IV[ = 1 or 2, the case is trivial. 
Clearly, we can assume (V*,B*) is maximal. 
There are five types of extended triples that will be added to embed ( V* = { 1,.. . ,  2u}, 
B*) in (I ? = {1 . . . . .  4u + 2},B): 
(a) lollipops {a,a,b}, a>~2u + 1, b<~2u; 
(b) lollipops and loops on vertices in {2u + 1, . . . ,4u + 2}; 
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(c) triples {a,b,c}, a,b<~2u, c>~2u + 1; 
(d) triples {a,b,c}, 2u + 1 <<,a,b,c<~4u + 2; and 
(e) triples {a,b,c}, a<~2u, b,c>~2u + 1. 
We consider each type in turn. We start with B* C_ ~. 
Type a: Since we are constructing an ETS(4u + 2) (/?,/3), each vertex in 17 must 
occur together in /) with an odd number of other vertices from /2, so each vertex 
must occur in an odd number of lollipops. We first use lollipops to adjust the p -= 
p(G(B*)) vertices in V* occurring in an even number of lollipops (clearly these are 
the vertices of odd degree in G(B*)). Let {xl . . . . .  Xp} be this set of vertices and let 
{ {xi,2u ÷ i,2u + i}11 <<.i<~p} Gl~. 
Also, in order that the number of edges remaining to be placed in extended triples 
after the Type b lollipops are defined is divisible by 3, it turns out that we may need 
to add up to four further lollipops as follows. Let 49 E Z3 with 49 - a(G(B*))+ 
p(G(B*)) (mod 3). By (iv) there exist 49 vertices of degree 0 in G(B*), which clearly 
we can name Xp+i for 1 ~< i ~< 49. If 49 >/1, then let { {Xp+i, 2u + p + 2 i -  1, 2u + p + 2 i -  1 }, 
{Xp+i, 2u + p + 2i, 2u + p + 2i} I 1 ~< i ~< 49} C_/~. Thus, we have defined exactly p + 249 = 
P(G(B* )) lollipops. 
Type b: Let {{2u+ p+249 +2 j+ 1, 2u+ p+2q~ ÷2j+ 1, 2u + p + 249 + 2j + 
2} I 0~<j~<u- 49- p/2} GB and let/~ contain loops on the vertices in {2u+ p+249+ 
2j + 2 ] 0 <<.j <~ u - 49 - p/2}. With the extended triples defined to be in/~ so far, every 
vertex in P has odd degree in/~ and each of the 4u + 2 loops is now in some extended 
triple in/~. Also, for 2u + 1 <~ i ~< 4u + 2, i is in a lollipop of Type b if and only if it 
is not in a lollipop of Type a. 
Type c: Form a graph H consisting of the edges of G(B*) together with the edges 
(but not the loops) {xi, 2u + E}, with i C { 1 . . . . .  p ÷ 49} and ~ E { 1,..., p + 249}, that 
are in Type a lollipops. We want to give H a proper equalized (u + 1 )-edge coloring 
with the colors 2u ÷ 1,..., 3u + 1 in which the lollipop edges {xi, 2u + (} are colored 
with 2u ÷ E, 1 ~<f~< p + 249. To do this, form a graph H'  from H by contracting 
vertices 2u+ 1 .... ,2u+ p+2~b into a single vertex v. Then dtt,(i)<~A(G(B*))+ 1 <~u, 
l<~i<<.2u, by (iii) and (iv) and dH,(v)<<.p(G(B*))+ 249 = P(G(B*))<~u by (ii). 
Hence, by Lemmas 2.3 and 2.7, H' can be given a proper equalized (u + 1)-edge- 
coloring with the colors 2u ÷ 1 . . . . .  3u ÷ 1, and they can be named so that 
in the corresponding edge-coloring of H, {xi,2u + ~} is colored 2u + ~ as 
required. 
For each edge (i, j} in G(B*) colored k, let {i,j,k} E B. 
Type d: Once again, consider the edge coloring of H just obtained. Let fix denote the 
number of edges of H colored x. Let {{2u + 1 .. . . .  3u + 1 }, T'} be an equitable partial 
Steiner triple system of order u + 1 with (~(G(B*))+ P(G(B*)))/3 triples (this is an 
integer by the definition of P), naming the symbols so that 6x = r(x), the number of 
triples in T / which contain symbol x, 2u + 1 <<,x<~3u + 1, and such that no triple in T I 
contains an edge already found in a Type b lollipop. By Lemma 2.6, such a PSTS(u+ 1 ) 
exists, since by assumption (i), e(G(B*)) + P(G(B*))/3 ~< T( I V* I/2 + 1) = T(u + 1 ). 
Let T' C_ ~. 
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Type e: To place the remaining edges in triples, we use Theorem 2.4. First, we 
form a partial symmetric quasi-latin square L of order u + 1 on the symbols 1 . . . . .  2u 
as follows: 
(1) place symbol j ~< 2u in cell (i, i) if an edge colored 2u + i is incident with vertex 
j in H,  and 
(2) for l~<i < j<<,u+ 1 i f{ i+2u, j+2u} is not an edge of a triple in T' (see Type 
d) and is not a lollipop edge of Type b then fill cells (i, j) and (j, i) with a symbol 
in { 1 . . . . .  2u} preserving the latin property, of  course; this can be done greedily since 
at most u symbols occur in each row and column. 
The following shows that every symbol occurs an even number of times on the 
main diagonal of L, and thus occurs altogether an even number of times in L since L 
is symmetric. 
We consider two cases. 
Case 1 : dccB.)(x) = 2m + 1. 
Since x has odd degree in G(B*), the graph H contains a lollipop edge o f  Type a 
incident with x colored with some color 2u + a. In addition, x is contained in 2m + 1 
triples of the form {x, y,2u + zk}, where 2u + zk is the color of the edge {x,y} in H. 
Consequently, symbol x is placed once in cell (a,a) and in 2m + 1 distinct cells of 
the form (zk,zk). Thus, symbol x occurs in 2m + 2 main diagonal cells of L. Hence, x 
occurs an even number of times in L. 
Case 2: dc~B*)(x)= 2m. 
Since x has even degree in G(B*), there are either no lollipop edges of Type a in 
H or two lollipop edges of Type a in H which contain x. I f  such lollipops exist, the 
edges of these two lollipops are given distinct colors, 2u ÷ a and 2u + b. In addition, x 
is contained in 2m triples of the form {x,y,2u+zk}, where 2u+zk is the color of the 
edge {x, y} in H. Consequently, symbol x is placed once in each of the two distinct 
cells (a,a) and (b,b) if the lollipops exist and once in each of the 2m distinct cells 
of the form (zk,zk). Therefore, symbol x occurs in 2m or 2m + 2 main diagonal cells 
of L and, hence, an even number of times altogether in L. 
Also, for l~<i~<u+ 1 row i of  L contains u -  1 symbols, except that if u+ 1 
is odd then row u + 1 contains u symbols. To see this, suppose first that u + 1 
is even. Since r(2u + i) is the number of triples in T t containing symbol 2u + i, 
from (1) the number of symbols in cell (i, i) is 2 r (2u+i ) -  1 or 2 r (2u+i )  if 
symbol 2u + i is in a Type a or b lollipop, respectively, (recall from the comment 
when defining Type b lollipops that exactly one of these possibilities occurs); and 
from (2), the number of the u off-diagonal cells that remain empty is 2r(2u + i) or 
2r(2u + i )+  1 if 2u ÷ i is in a Type a or b lollipop, respectively, so u -  2r(2u ÷ 1) 
or u -  1 -2 r (2u  + i) are filled. So, in any case, for 1 <~i<~u + 1 row i of  L con- 
tains u - 1 symbols. I f  u + 1 is odd, this argument varies slightly. Now, vertex 
3u + 1 must occur in a Type b lollipop, so the number of symbols in cell (u + 
1,u ÷ 1) of L is 2r(3u + 1) from (1). Since u + 1 is the last row (column) of L, 
row u ÷ 1 contains one less empty off-diagonal cell. Therefore, 2r(3u ÷ 1) of the u 
off-diagonal cells remain empty, so u - 2r(3u + 1) off-diagonal cells are filled. Hence, 
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for l~<i~<u, row i of  L contains u -  1 symbols and row u÷ 1 of L contains u 
symbols. 
We now have that: NL(i) is even for 1 <~i<~2u; L is symmetric; Nc(i)>.2(u + 1) -  
2u -2  = 0, 1 <~i<~2u; and each row of L contains u -  1 symbols, if u+ 1 is even, and if 
u + 1 is odd then row i of L contains u - 1 symbols for 1 ~< i <~ u and row u + 1 contains 
u symbols. Therefore, by Theorem 2.4, L can be embedded in the top left comer of a 
symmetric quasi-latin square U of order 2u + 2 on the symbols 1 . . . . .  2u such that cells 
(i, i), u+ 2 <~i <~2u+ 2, and cells (u -x  + 2i, u -x  + 2i+ 1) and (u -x  + 2i+ 1 ,u -x  + 2i), 
1 <...i<<.(u+ 1 +x) /2  are empty, where x = 0 or 1 if u+ 1 is even or odd, respectively. 
We use U to form triples with the remaining edges: if symbol i occurs in cells (y,z) 
and (z, y), y ¢ z of L' then let 
This completes the definition 
we must prove that every edge 
Consider edges of the form 
{2u + y, 2u + z, i} C B. 
of/~. To show that (I2,~) is indeed an ETS(4u + 2) 
occurs in exactly one extended triple in/}. 
{x, y}, x, y<~2u. These edges were either already in 
extended triples in B* or they were colored in G(B*) and so were used in Type c 
triples. Since B* was assumed to be maximal, all loops are already in some extended 
triple in B*. Therefore, each edge of this form is contained in exactly one extended 
triple in/) .  
Next, consider edges of the form {x,y}, x<~2u, y>~2u + 1. Since every symbol 
1, . . . ,2u occurs exactly once in each row of U, {x, y} occurs in an extended triple of 
Type a or c if x is in a diagonal cell of L', and of Type e otherwise. 
Finally, consider edges of the form {x, y}, x, y ~> 2u + 1. Each cell (x - 2u, y - 2u) 
in U, x ¢ y, contains 0 or l symbols. I f  (x - 2u, y - 2u) contains 0 symbols, then 
either {x, y} is in a Type b lollipop or in a Type d triple. I f  (x - 2u, y - 2u) contains 1 
symbol, then {x,y} is in a Type e triple. I f  x = y and (x -  2u, x -  2u) is empty, 
then x is contained in a Type b extended triple. I f  (x - 2u, x - 2u) is filled, then 
exactly one symbol, say i, is joined to x by the Type a lollipop {x,x, i} (we know 
there is only one symbol of this type in cell (x -  2u, x -  2u) because of the way in 
which Type a lollipops are added; i.e., at most one Type a lollipop is incident with a 
vertex x, 2u + 1 <~x<~4u + 2). 
Therefore, we see that every edge of the form {x, y}, 1 <~x, y<~4u + 2 is in exactly 
one extended triple in/~, and the proof is complete. ILl 
We now use our results to prove the following theorem. 
Theorem 3.3. A PETS(u) (V,B) can be embedded in an ETS(4u + 6) tf e(G(B)) + 
p(G(B)) ~ 1 (rood3) and p(G(B)) = u, and otherwise (V,B) can be embedded in 
an ETS(4u + 2). Furthermore, any PETS(u) can be embedded in an ETS(v) fo r  any 
v>~4u + 6 with v =- 2(mod4).  
Proof. First, suppose u E { 1,2). Clearly, any PETS(1 ) can be trivially embedded in an 
ETS(v) for all v >~ 6, v - 2 (mod 4) (this corresponds to the existence of such ETS(v)s). 
Now if u = 2, then e(G(B)) = 0 or 1. I f  e(G(B)) -- 0, then by [6] we can obtain the 
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desired result. If e(G(B)) -- 1, we can assume that B = {{1, 1,1},{2,2,2}} and let 
B* ---BU {{1,2,3},{3,3,3}}. This forms an ETS(3) which by [6] can be embedded 
in the desired ETS(v)s. 
Next suppose u = 3 and e(G(B)) = 1. Then we can assume, without loss of gener- 
ality, that B = {{1, 1,3}, {2, 2, 3}, {3, 3, 3}}. Let B* = B U {{1,2, 4}, {4, 4, 3}}. Clearly, 
(V*,B*) is an ETS(4) which by [6] can certainly be embedded in an ETS(v) for any 
v>>.4u + 2, v = 2(mod4). 
Finally, suppose u~>3, and if u = 3 then e(G(B)) ~ 1. Let v = 4(u + k) + 2, where 
k~>l if p(G(B)) = u and e(G(B))+ p(G(B)) = l(mod3), and k>~0, otherwise. 
Embed (V,B) in a maximal PETS(u + k)({1 . . . . .  u + k},Bl ) in which {x,x,x} E B1 for 
u+ l<~x<~u+k i fu+k is odd, and {x,x,x} E Bl for u+2<<,x<~u+k and {u+ 1, 
u+ 1,u} E Bl i fu+k is even. Then, in each case p(G(Bl)) < u+k.  By Lemma 3.1, 
({1 . . . . .  u + k},Bl ) can be embedded in a PETS(2(u + k))(V2,B2) satisfying (i)-(iv), 
which therefore by Proposition 3.2 can be embedded in an ETS(4(n + k) + 2). [] 
Clearly, Theorem 1.1 is a corollary of Theorem 3.3. 
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