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Kurzzusammenfassung
Dynamik und ra¨umliche Korrelationen
in verallgemeinerten Spinleitern
In der vorliegenden Arbeit wird das Phasendiagramm der antiferromagneti-
schen (af) S = 1/2 Spinleiter mit zusa¨tzlicher Wechselwirkung auf den Dia-
gonalen untersucht. Verschiedene bekannte Grenzfa¨lle sind die S = 1/2 Ket-
te mit konkurrierenden Wechselwirkungen der na¨chsten (nn) und u¨berna¨chsten
(nnn) Nachbarn, die S = 1/2 Spinkette mit alternierenden nn Wechselwirkungen
und die af S = 1 Kette. Die Majumdar–Ghosh–(MG)–Grundzusta¨nde werden
als Matrix–Produkt–(MP)–Zusta¨nde formuliert und zeigen eine dem Fall der af
S = 1 Kette vergleichbare verborgene Ordnung. Unter Verwendung von verallge-
meinerten MP–Zusta¨nden werden Variationsrechnungen der Grundzustandsener-
gie und Berechnungen der Korrelationen durchgefu¨hrt sowie solitonische Anre-
gungen konstruiert, die die bekannten Resultate der af S = 1 Kette reproduzieren.
Es werden exakte Diagonalisierungen (ED) endlicher Systeme durchgefu¨hrt, und
die Ergebnisse stimmen in weiten Teilen des Phasendiagramms gut mit denen des
MP–Ansatzes u¨berein. Die Resultate stu¨tzen die Annahme, daß das vollsta¨ndig
dimerisierte Modell und das MG–Modell in derselben Phase liegen wie die af
S = 1 Kette.
Unter Verwendung des Kernpolynomverfahrens werden die thermodynami-
schen Eigenschaften von Spinleitern bestimmt. Vergleiche mit Bethe–Ansatz Re-
sultaten und Quanten–Monte–Carlo Daten geben Hinweise auf die Fehlergrenzen
und stu¨tzen die Verla¨ßlichkeit des Verfahrens.
Es werden die Auswirkungen unmagnetischer Verunreinigungen in Spinlei-
tern mit Variationsansa¨tzen und numerischen Verfahren untersucht. Die Wech-
selwirkung zwischen den defektinduzierten ungepaarten Spins wird durch eine
effektive Wechselwirkung beschrieben, deren Sta¨rke durch den Abstand und die
Position der Verunreinigungen bestimmt ist. Ungepaarte Spins an den Ra¨ndern
und im Inneren beeinflussen in unterschiedlicher Weise die angrenzenden Leiter-
bereiche. Die numerischen Resultate (ED) werden mittels MP–Rechnungen inter-
pretiert. DMRG–Resultate fu¨r bis zu sechs Verunreinigungen werden zitiert und
stu¨tzen die Annahme einer effektiven Beschreibung durch Paarwechselwirkun-
gen. Es wird das Auffu¨llen der Anregungslu¨cke der Spinleiter mit zunehmender
Defektkonzentration diskutiert und argumentiert, daß eine verunreinigte Spinlei-
ter bei tiefen Temperaturen immer eine Curie–Suszeptibilita¨t zeigt.
Bei der Interpretation von Neutronenstreuexperimenten an der Leitersubstanz
Sr14Cu24O41 werden analytische Resultate und numerische Berechnungen des sta-
tischen Strukturfaktors vorgestellt. Die in den Experimenten gefundenen Anre-
gungslu¨cken und die ferromagnetischen Korrelationen ko¨nnen als Folge von De-
fektpaaren in freien Spinleitern verstanden werden.
Schlagworte: Quantenspinsysteme, Spinleitern, Exakte Diagonalisierung
Abstract
Dynamics and spatial correlations
in generalized spin ladders
We investigate the phase diagram of the antiferromagnetic (af) spin ladder with
additional interactions on the diagonals. The model includes several well known
limiting cases as the S = 1/2 chain with competing interaction between nearest
and next nearest neighbours, the S = 1/2 chain with alternating exchange and the
af S = 1 chain. The ground states of the Majumdar-Ghosh model are formulated
as matrix product (MP) states with a hidden order related to the one found in the
S = 1 (Haldane) chain. Using a generalized MP-Ansatz we perform variational
calculations of the ground state energy and correlation length. The low-lying spec-
trum is computed by the construction of solitonic excitations which reproduce the
known results in the S = 1 limit. The results of exact diagonalizations (ED) of
finite systems are in good agreement with the predictions of the matrix product
formalism in the main part of the phase diagram. This leads to the conjecture that
the dimerized model and the Majumdar-Ghosh model are in the same phase as the
regular ladder and the af S = 1 chain.
To investigate the thermodynamic properties of spin ladders a kernel polyno-
mial method is used. The comparison with exact Bethe-Ansatz results, numerical
data from exact diagonalizations and Quantum-Monte-Carlo calculations are used
to determine error bars and limits of confidence.
The effect of non magnetic impurities in regular spin ladders is investigated
by variational calculations of the matrix product type and numerical calculati-
ons. The interaction between the defect induced unpaired spins is described by an
effective interaction with the strength depending on the relative and global positi-
ons of the defects. Unpaired spins at the edge and in the bulk have different effects
on the local neighbourhood. The numerical results (ED) are compared with MP-
calculations, DMRG results for chains with up to six impurities are cited and are
qualitatively good interpreted by an effective pair model. The filling of the gap
with increasing impurity concentration is discussed and leads to the conclusion of
a low temperature Curie susceptibility of doped ladders.
Keywords: Quantum Spin Systems, Spin Ladders, Exact Diagonalization
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Einleitung 1
Einleitung
Niederdimensionale Quantenspinsysteme sind in den letzten Jahren immer wieder
in den Mittelpunkt des Interesses geru¨ckt. Die exakte Lo¨sung des eindimensiona-
len s = 1/2 Heisenberg Antiferromagneten (1D HAFM), die mit der Formulie-
rung des Bethe–Ansatzes 1931 begann und deren Auswertung bis heute andauert,
schien die wesentlichen Aspekte der klassischen Theorie widerzuspiegeln. Die
Abweichungen durch Quanteneffekte waren eher quantitativer Natur. Die Quan-
tenfluktuationen reduzierten die klassische langreichweitige Ordnung im Grund-
zustand auf eine quasilangreichweitige Ordnung mit algebraischen Korrelationen.
Die Dispersionsrelation blieb in ihrer funktionalen Abha¨ngigkeit unvera¨ndert, und
nur der Vorfaktor wurde modifiziert.
Daß dieses Bild jedoch nicht vollsta¨ndig war und Quanteneffekte bei isotro-
pen, eindimensionalen Quantenspinsystemen wesentlich drastischere Abweichun-
gen vom klassischen Verhalten hervorrufen ko¨nnen, sagte Haldane bereits 1983
voraus [1]. Der Inhalt seiner Vermutung war:
Systeme mit ganzzahligem Spin ha¨tten einen ungeordneten Grundzustand mit
exponentiell zerfallenden Spin–Spin–Korrelationen und eine Anregungslu¨cke, die-
jenigen hingegen mit halbzahligem Spin sollen einen geordneten Grundzustand
mit algebraisch zerfallenden Spin–Spin–Korrelationen aufweisen und keine An-
regungslu¨cke besitzen. Die in den nachfolgenden Jahren erbrachten Ergebnisse
besta¨tigten diese Vermutung einerseits durch exakte Resultate eines von Affleck,
Kennedy, Lieb und Tasaki [2] eingefu¨hrten Modells, das die wesentlichen Ei-
genschaften des S=1 Heisenberg Antiferromagneten (HAFM) besaß, andererseits
durch numerische Resultate mittels exakter Diagonalisierungen (ED) [3], Dichte–
Matrix–Renormierungsgruppen–(DMRG)– [4] und Quanten–Monte–Carlo–Rech-
nungen [5] sowie auch in experimenteller Hinsicht durch Messungen an quasiein-
dimensionalen Substanzen, insbesondere NENP [6, 7, 8, 9, 10].
Die Entdeckung der Hochtemperatursupraleitung durch Bednorz und Mu¨ller
[12] in schwach dotierten Antiferromagneten hat die Aktivita¨ten im Bereich der
zweidimensionalen (2D) Quantenspinsysteme versta¨rkt. Die heutigen Cuprat–Iso-
latoren sind ein sehr gutes Beispiel fu¨r isotrope, planare S=1/2 Antiferromagne-
te auf dem Quadratgitter [13]. Die langreichweitige Ordnung der dieses Gitter
bildenden CuO2–Ebenen wird durch die Dotierung zersto¨rt. Es bildet sich mit
zunehmender Lochkonzentration erst eine Spinglas– und dann eine metallische
Phase aus, die mit sinkender Temperatur supraleitend wird. Um zu einem besse-
ren Versta¨ndnis derartiger Pha¨nomene zu gelangen, sind Quantenspinsysteme mit
den verschiedensten Methoden untersucht worden.
2 Einleitung
Bei den eindimensionalen Systemen existieren zusa¨tzlich zu dem S = 1/2
HAFM noch weitere integrable Modelle, wie der S = 1 HAFM mit zusa¨tzlichem
biquadratischen Austausch der Sta¨rke ±J [14, 15]. Sie sind zugleich Wegweiser
und Kontrolle fu¨r folgende Untersuchungen.
Im Gegensatz zu diesen sehr speziellen Modellen ermo¨glicht die Ableitung ei-
ner feldtheoretischen Beschreibung es, ausgehend von der quantenmechanischen
Zustandssumme, ganze Familien von Systemen zu behandeln. Dabei fu¨hrte die
Abbildung auf die Zustandssumme des nichtlinearen σ–Modells (NLσM) [1] zu-
sammen mit Renormierungsgruppenrechnungen Haldane zu der Aussage u¨ber
halb– und ganzzahlige isotrope Spinketten.
Weitere Na¨herungsmethoden sind Spinwellentheorie, Sto¨rungstheorie, Rei-
henentwicklungen und Variationsrechnungen sowie eine von Anderson eingefu¨hr-
te Beschreibung mit unkorrelierten Singlettproduktzusta¨nden, den sogenannten
Resonating–Valence–Bond (RVB) Zusta¨nden.
Ein hervorragender Test der Na¨herungsmethoden ist der Vergleich mit Resul-
taten aus exakten Diagonalisierungen (ED). Diese sind jedoch, da der Hilbert-
raum exponentiell mit der Anzahl der Freiheitsgrade wa¨chst, auf kleine Systeme
beschra¨nkt. Weit gro¨ßere auf eindimensionale Strukturen beschra¨nkte Systeme
sind mit Dichtematrix–Renormierungsgruppen–(DMRG)–Rechnungen zu behan-
deln. Gro¨ßere ho¨herdimensionale Systeme ko¨nnen mit Quanten–Monte–Carlo–
(QMC)–Rechnungen untersucht werden, liefern aber im Gegensatz zu den beiden
anderen Verfahren nur Ergebnisse fu¨r endliche Temperaturen.
Das wachsende Interesse an nicht isotropen Wechselwirkungen in dem 1D
HAFM fu¨hrte zur Hinzunahme einer Isinganisotropie. Die damit mo¨gliche sto¨-
rungstheoretische Betrachtung des Modells gestattete zusa¨tzlich die Behandlung
eines Magnetfeldes in Richtung der ausgezeichneten Achse und einer ebenso aus-
gerichteten Ein–Ionen–Anisotropie. Diese Anisotropien waren insbesondere fu¨r
ganzzahlige S interessant, da sie die Bildung einer neuen sogenannten Haldane-
phase charakterisierten und zum Versta¨ndnis der verborgenen Ordnung in diesem
System beitrugen.
Da der HAFM in zwei Dimensionen auf dem Quadratgitter einen geordne-
ten Grundzustand aufweist [13], wurde versucht, den Effekt der Quantenfluktua-
tionen durch frustrative Effekte der Gittergeometrie selbst zu versta¨rken. Doch
auch auf dem Dreiecksgitter existiert ein geordneter Grundzustand. Momentan ist
der HAFM auf dem Kagomegitter ein Kandidat fu¨r einen ungeordneten Grund-
zustand. Eindeutige Resultate sind jedoch bisher nicht vorhanden. Experimentelle
Hinweise auf einen 2D HAFM mit einer Anregungslu¨cke u¨ber einem ungeord-
neten Grundzustand sind durch Messungen an CaV4O9 [16] gegeben. Die Gitter-
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struktur dieser Substanz ist die eines zu einem fu¨nftel geleerten Quadratgitters.
Eine Erweiterung des RVB–Ansatzes, der Plaquette–RVB–Ansatz [17], wurde als
eine mo¨gliche Erkla¨rung der beobachteten Eigenschaften vorgeschlagen.
Auch in einer Dimension variierte man das Gitter durch Hinzunahme einer
Wechselwirkung zwischen den u¨berna¨chsten Nachbarn (NNN). Dabei beobachte-
te man ab einer kritischen NNN–Kopplungα das Ausbilden einer Anregungslu¨cke
[18, 19]. Dieser ¨Ubergang ist ausgiebig untersucht worden [20, 21, 18], und der
zur Zeit genaueste Wert fu¨r die kritische Kopplung ist αc = 0.241156J [19, 18].
An dieser Stelle ist das entsprechende feldtheoretische Modell konform invariant.
Die fru¨her bereits untersuchte Zwischenkettenkopplung war erneut von In-
teresse bei der Frage nach der Art des ¨Ubergangs von einer Dimension zu zwei
Dimensionen. Diesen ¨Ubergang sollten gekoppelte Ketten, Spinleitern, mit einer
wachsenden Anzahl von Holmen darstellen [22].
Die vorliegende Arbeit untersucht die Ordnung und die Dynamik in reinen
und verunreinigten Spinleitern, deren experimentelle Realisierung bereits durch
eine Vielzahl von Substanzen gelungen ist.
SrCuO2 [23, 24] besteht aus u¨bereinander angeordneten CuO2–Ebenen und
zeigt bei Dotierung supraleitende Eigenschaften. Aufgrund der extremen Bedin-
gungen bei der Herstellung ist SrCuO2 jedoch instabil oberhalb einer kritischen
Temperatur. Die CuO2–Ebenen brechen auf, und es bilden sich Spinleitern mit
sinkender Anzahl von Holmen aus, die durch eine schwache frustrierte zickzack–
Kopplung verbunden sind.
SrCu2O3 [25] stellt eine Leitersubstanz, bestehend aus zwei gekoppelten Ket-
ten, dar. Sr2Cu3O5 [25] realisiert eine Leitersubstanz mit drei Ketten. Sr14Cu24O41
[26] ist eine von drei stabilen Sr-Cu-O Verbindungen und im Gegensatz zu den
vorgestellten Cupraten als Einkristall verfu¨gbar. Es besteht aus gro¨ßtenteils un-
abha¨ngigen CuO2 Ketten und Cu2O3 Leitern. Die beiden anderen bei Raumtem-
peratur stabilen Verbindungen sind Sr2CuO3, bestehend aus einfachen Cu–Ionen
Ketten und SrCuO2, in der die Cu–Ionen zickzack–Ketten bilden.
Die S = 1/2 Heisenberg Spinleiter, bestehend aus zwei gekoppelten Ketten,
wird durch den folgenden Hamiltonoperator beschrieben:
HLeiter = JHolm
∑
i,j=1,2
~Si,j ~Si+1,j + JSprosse
∑
i
~Si,1~Si,2,
wobei der erste Index die Sprossen und der zweite die Holme benennt.
Bereits bei der Untersuchung an der Tieftemperaturphase von SrCuO2 wur-
de, obwohl es keine Mo¨glichkeiten zu frustrativen Effekten gab, eine dramatische
4 Einleitung
Abha¨ngigkeit der magnetischen Eigenschaften von der Anzahl der gekoppelten
Ketten beobachtet. ¨Ahnlich wie im Haldanefall existiert eine Voraussage u¨ber die
Eigenschaften von Spinleitern, die analog zum Unterschied zwischen halbzahli-
gen und ganzzahligen Spinketten zu sehen ist.
Leitern mit einer geraden Anzahl von Ketten zeigen im Grundzustand den
Charakter einer Spinflu¨ssigkeit. Die Spins sind nicht ungeordnet sondern in einem
isolierten quanten–koha¨renten Grundzustand, haben exponentielle Spin–Spin–Kor-
relationen und eine endliche Anregungslu¨cke [27], die den Singlettgrundzustand
von der ersten Anregung, einem Triplett, trennt. Diese Leitern sind ein Modell,
das na¨herungsweise einen von Anderson [28] beschriebenen eindeutigen Singlett-
grundzustand, den RVB–Zustand, realisiert.
Leitern mit einer ungeraden Anzahl von Ketten verhalten sich grundverschie-
den. Sie sind der einzelnen Kette sehr a¨hnlich, besitzen also keine Anregungslu¨cke
und haben algebraisch zerfallende Korrelationen.
Die experimentelle Besta¨tigung dieser unterschiedlichen Eigenschaften ist mitt-
lerweile an einer Vielzahl von Substanzen gelungen. Suszeptibilita¨tsmessungen
an SrCu2O3 [25] zeigen das fu¨r eine Anregungslu¨cke typische exponentielle Ver-
schwinden bei niedrigen Temperaturen. Neutronenstreuexperimente (NS) [29] und
Myon–Spin–Resonanzmessungen (µSR) [30] besta¨tigen die kurzreichenden Spin-
korrelationen und Resonanzmessungen an den Kernmomenten (NMR) [31] die
Anregungslu¨cke. Sr2Cu3O5 [25] zeigt aufgrund der schwachen Zwischenleiter-
wechselwirkung sogar langreichweitige Ordnung bei niedrigen Temperaturen.
Eine Erkla¨rung der Unterschiede zwischen Leitern mit gerader und ungerader
Anzahl von gekoppelten Ketten wurde von Khveshchenko [32] auf der Basis eines
Arguments, das Haldane fu¨r das Quadratgitter benutzte [33], gegeben. Bei der
Abbildung der Spinleiter auf das NLσM gibt es einen topologischen Term in der
effektiven Wirkung, der die Dynamik bei großen Wellenla¨ngen bestimmt und der
nur fu¨r eine ungerade Anzahl von Ketten in Erscheinung tritt.
Eine weitere Analogie ist durch den ¨Ubergang zu stark ferromagnetisch ge-
koppelten Ketten gegeben. Die dann auf den Sprossen entstehenden Tripletts be-
schreiben den 1D S=1 HAFM. Der Grenzfall stark antiferromagnetischer Kopp-
lung auf den Sprossen fu¨hrt in a¨hnlicher Weise auf eine vollsta¨ndig dimerisierte
Leiter mit Singletts auf den Sprossen. Es ist nicht mo¨glich, durch Variation der
Kopplung auf den Sprossen von der Haldanephase in die Dimerphase zu gelan-
gen, ohne den singula¨ren Punkt zweier entkoppelter Ketten zu u¨berschreiten.
Dieser singula¨re Punkt kann jedoch durch eine zusa¨tzliche Kopplung auf den
Diagonalen umgangen werden. Der entsprechende Hamiltonoperator der so ver-
allgemeinerten Spinleiter lautet dann
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HLeiter = JHolm
∑
i,j=1,2
~Si,j ~Si+1,j + JSprosse
∑
i
~Si,1~Si,2 + JDiagonal
∑
i
~Si,1~Si+1,2,
In dieser Arbeit wird das Phasendiagramm fu¨r die verallgemeinerte Spinlei-
ter mit zwei gekoppelten Ketten vorgestellt. Dabei sind als Grenzfa¨lle der S=1
HAFM, die dimerisierte Leiter, der S=1/2 HAFM und das Majumdar–Ghosh–
Modell enthalten. Es werden Ergebnisse von Variationsrechnungen mittels Matrix–
Produkt–Ansatz [35] vorgestellt sowie numerische Resultate aus exakten Diago-
nalisierungen. Dabei zeigen sich anhand von Untersuchungen der Anregungslu¨cke
und der Korrelationen starke Hinweise darauf, daß die dimerisierte Leiter, das
Majumdar–Ghosh–Modell und die regula¨re Spinleiter sowie der S=1 HAFM in
derselben Phase liegen und die Anregungslu¨cken in den verschiedenen Model-
len Manifestationen desselben Quantenkondensationspha¨nomens sind. Weiterhin
wird noch auf die in den Leitern zu beobachtenden Randeffekte eingegangen. Er-
ste Ergebnisse sind in [36] vero¨ffentlicht.
Ebenso wird der ¨Ubergang vom S = 1/2 HAFM zum Majumdar–Ghosh–
Modell in dem Phasendiagramm untersucht. In unmittelbarer Na¨he der Symme-
trielinie zwischen HAFM und Majumdar–Ghosh–Modell, etwas oberhalb der kri-
tischen Kopplungssta¨rke der u¨berna¨chsten Nachbarn, ist auch CuGeO3 einzuord-
nen. CuGeO3 realisiert einen 1D s = 1/2 HAFM mit NNN–Kopplung. In theo-
retischer Hinsicht ist die Substanz aufgrund des Spin–Peierls–Phasenu¨bergangs
bei TSP = 14.3K interessant. In der Tieftemperatur–Spin–Peierls–Phase formen
die Cu2+–Ionen Dimere entlang der Kette und zeigen eine Tendenz zu Anregun-
gen, die Verallgemeinerungen der Singlett–Triplett–Anregungen des dimerisier-
ten Modells sind.
Fu¨r Temperaturen jenseits des Spin–Peierls ¨Ubergangs muß fu¨r eine konsi-
stente Beschreibung der Suszeptibilita¨ten [37] eine zusa¨tzliche antiferromagne-
tische Kopplung der u¨berna¨chsten Nachbarn beru¨cksichtigt werden, wobei die
Kopplungssta¨rken jedoch nicht unumstritten sind, ebenso wie die Sta¨rke einer
vorhandenen Alternierung auf den Sprossen und Diagonalen. Die Gitterstruk-
tur gibt ebenfalls Hinweise auf eine solche zusa¨tzliche Kopplung. CuGeO3 be-
steht aus CuO2 Ketten, die durch die Ra¨nder der CuO6 Oktaeder und durch Ge–
Ionen getrennt sind. Wie von Mattheiss [38] beschrieben, ist es dem O(2p) Orbital
unmo¨glich, sich nach beiden angrenzenden Cu–Ionen auszurichten. Das Hu¨pfen
zwischen den Sauerstoffionen entlang der Kette bewirkt einen Superaustausch
u¨ber gro¨ßere Entfernungen.
6 Einleitung
Aufgrund der frustrativen Effekte sind Quanten–Monte–Carlo Ergebnisse nur
eingeschra¨nkt verfu¨gbar. Mittels eines numerischen Verfahrens [39] ist die spezi-
fische Wa¨rme und die Suszeptibilita¨t berechnet worden. Der Vergleich mit dem
Experiment soll Hinweise fu¨r die genauere Einordnung der Substanz in das Pha-
sendiagramm der verallgemeinerten Spinleiter geben.
Ein weitergehendes Interesse an den Leitersubstanzen war durch die Hoffnung
bestimmt, bei nur geringer Dotierung supraleitende Eigenschaften zu finden. Ein
glu¨cklicher Umstand dabei war, daß die Schwierigkeiten, die i. allg. bei der Dotie-
rung von ¨Ubergangsmetalloxiden auftraten, bei Cupraten nicht vorhanden waren
[34].
In der Haldanekette trug die Untersuchung von Verunreinigungen sehr zum
Versta¨ndnis des Systems bei. Die qualitativ vom AKLT–Modell vorhergesagten
quasifreien S=1/2 Randspins wurden in ESR Experimenten an mit Cu dotiertem
NENP [40] gefunden.
Aufgrund der Gemeinsamkeiten zwischen der S=1/2 Leiter und der Haldane-
kette ist auch bei den Spinleitern der Effekt der Dotierung untersucht worden.
Dabei sind sowohl Gemeinsamkeiten als auch Unterschiede zutage getreten.
Unterschiede zwischen den Modellen sind aufgrund der verschiedenen geo-
metrischen Verha¨ltnisse bei der Dotierung gegeben. Die in der Kette zum Bruch
der magnetischen Anordnung fu¨hrenden Sto¨rstellen erzeugen in der Leiter nur
ein Gebiet abgeschwa¨chter Kopplung. Gemeinsamkeiten mit dem Haldanefall er-
kennt man bei Betrachtung des der Verunreinigung gegenu¨berliegenden ungepaar-
ten Spins. Er ist schwa¨cher gebunden als seine Nachbarn und stellt das Pendant
zum quasifreien Spin im Haldanefall dar.
Fu¨r eine statistische Behandlung der verunreinigten Spinleiter ist es no¨tig,
eine statistische Verteilung der Sto¨rstellen vorauszusetzen. Die daraus resultie-
renden Konsequenzen fu¨r das thermodynamische Verhalten werden beschreiben.
Weiterhin zeigen wir numerische Resultate aus exakten Diagonalisierungen und
vergleichen sie mit DMRG–Rechnungen, die das Auffu¨llen des Leitergaps und
das Verschwinden der Anregungslu¨cke illustrieren sollen. Außerdem werden Ef-
fekte des lokalisierten Spins beschrieben, die die Darstellung durch ein effektives
Modell stu¨tzen.
Ein weiteres Ziel bei der Untersuchung von Defekten in regula¨ren Spinleitern
war die Interpretation von Neutronenstreuexperimenten an Sr14Cu24O41 [41, 42,
26]. Es ist eine starke, inelastische Resonanz bei 9− 14meV beobachtet worden,
die aufgrund der verschiedenen Gitterkonstanten der Ketten- und Leiterstruktur
eindeutig von den Ketten herru¨hrt. Die Anregungslu¨cke entspricht dem von Sus-
zeptibilita¨tsmessungen und ESR Experimenten vorausgesagten Wert und entsteht
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u¨ber einem dimerisierten Zustand der Ketten. Dabei formen Cu–Ionen im Ab-
stand von zwei und vier Pla¨tzen Dimere. Eine weitere schwa¨chere inelastische
Resonanz bei 11meV ist den Leitern zuzuordnen. Sr14Cu24O41 besitzt, im Gegen-
satz zu den vorgestellten Cupraten, intrinsische magnetische Defekte aufgrund der
enthaltenen Cu3+–Ionen. Die Verunreinigungsdichte kann mittels Ersetzung des
Strontiums durch Yttrium verringert und damit die Auswirkungen der Defektdich-
te auf die Anregungslu¨cke in der Leiter studiert werden. Die Substitution durch
Yttrium unterdru¨ckt die in den Leitern beobachtete Resonanz. Dadurch versta¨rkt
sich der Eindruck, daß die in den Leitern beobachtete Resonanz durch defektin-
duzierte Anregungszusta¨nde innerhalb des Leitergaps verursacht wird.
Der Tieftemperaturgrenzfall des statischen Strukturfaktors wird mittels exak-
ter Diagonalisierung fu¨r Systeme mit N = 24 Spins und verschiedenen Defekt-
konfigurationen ermittelt. Dabei zeigt sich, daß der Wert der Anregungslu¨cke und
die defektinduzierten ferromagnetischen Korrelationen durch die numerischen Er-
gebnisse beschrieben werden ko¨nnen.
8 Einleitung
Kapitel 1
Die verallgemeinerte Spinleiter
1.1 Einleitung
Das hier vorgestellte Modell der verallgemeinerten Spinleiter besitzt nicht nur
Kopplungen auf den Sprossen und Holmen, sondern auch auf den Diagonalen.
1 3 5 7 9α/2 α/2 α/2
α/2 α/2
1+
γ
1+
γ
1+
γ
111
0 2 4 6 8
Abbildung 1.1: Verallgemeinerte Spinleiter
Die zusa¨tzliche diagonale Kopplung, erstmalig von White [43] und Chitra et
al. [44] vorgeschlagen, ermo¨glicht es, zwischen verschiedenen Grenzfa¨llen, wie
dem der S = 1 Haldanekette und des S = 1/2 HAFM, des dimerisierten Modells
und des Majumdar–Ghosh–Modells zu interpolieren, ohne u¨ber den singula¨ren
Punkt zweier entkoppelter Ketten hinwegzugehen.
H = H(0) +
α
2
H(1) + (1 + γ)H(2) (1.1)
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Abbildung 1.2: Phasendiagramm der verallgemeinerten Spinleiter
H(0) =
L∑
j=1
~S1,j ~S2,j (1.2)
H(1) =
2∑
i=1
L∑
j=1
~Si,j ~Si,j+1 (1.3)
H(2) =
L∑
j=1
~S1,j ~S2,j+1 (1.4)
In dem hier diskutierten Phasendiagramm sind fu¨r alle Rechnungen periodi-
sche Randbedingungen (pbc) angenommen worden. ~S1,j sind s = 1/2 Spinopera-
toren, wobei der erste Index die Holme benennt und der zweite die Sprossen.
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1.2 Grenzfa¨lle und Pfade im Phasendiagramm
Der vorgestellte Hamiltonoperator entha¨lt folgende wohlbekannte Grenzfa¨lle:
• Den S = 1/2 HAFM mit zusa¨tzlicher Wechselwirkung der u¨berna¨chsten
Nachbarn (γ = 0) und dort speziell das Majumdar–Ghosh–Modell [45]
(γ = 0, α = 1), von dem die beiden Grundzusta¨nde, Produkte aus Singletts
auf den Sprossen bzw. Diagonalen, bekannt sind.
• Den S = 1/2 HAFM mit alternierender Wechselwirkung (α = 0) und
dort speziell das vollsta¨ndig dimerisierte Modell (α = 0, γ = −1). Dieses
ist ein Produkt nicht wechselwirkender Zweizustandsysteme (Singlett, Tri-
plett) mit einem Grundzustand, bestehend aus Singletts auf den Sprossen.
• Die regula¨re (S = 1/2) antiferromagnetische (af) Spinleiter (α = 2, γ =
−1), der auch einige experimentelle Ergebnisse (SrCu2O3) zuzuordnen sind.
• Den S = 1 HAFM (Haldanekette) (γ → −∞, |α|/|γ| ≪ 1), der sich
durch den Grenzu¨bergang zu großen γ–Werten als effektives Modell mit
Tripletts auf den Diagonalen und einer effektiven Wechselwirkung Jeff =
1+α
4
ergibt.
• Den isotropen S = 1/2 HAFM (γ = 0, α = 0) und zwei entkoppelte
S = 1/2 HAFM mit der halben Anzahl Pla¨tze (α→∞, |1 + γ|/|α| ≪ 1).
• Von besonderem Interesse ist der Weg vom S = 1/2 HAFM (γ = 0, α =
0) zum Majumdar–Ghosh–Modell (γ = 0, α = 1) (a), in dessen Verlauf
sich eine Energielu¨cke bei α = αc o¨ffnet. Dieser ¨Ubergang ist ausgiebig
untersucht worden [20, 21, 18], und der zur Zeit genaueste Wert fu¨r die
kritische Kopplung ist αc = 2× 0.241156 [19, 46].
Mit Hilfe der Bosonisierungstechnik (Luther + Peschel, Haldane) kann man
diesen ¨Ubergang beschreiben. Nach der Einfu¨hrung spinloser Fermionen
mittels Jordan–Wigner–Transformation wird bei dem so erhaltenen fermio-
nischen Hamiltonoperator der Kontinuumslimes durchgefu¨hrt, und es ent-
steht nach Bosonisierung eine 1+1 dimensionale Theorie freier masselo-
ser Bosonen. Die Wechselwirkung zwischen u¨berna¨chsten Nachbarn spielt
hierbei die Rolle des entscheidenden Operators und sorgt bei Erreichen ei-
nes kritischen Wertes dafu¨r, daß die Feldtheorie konform invariant wird.
Als Folge fallen bei der Skalierung der Energielu¨cke die logarithmischen
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Korrekturen weg (△ ∼ 1/N), und die niedrigsten Anregungen (Triplett,
Singlett) entarten. Fu¨r α < αc hat das Singlett die ho¨here Energie, der
Sto¨roperator ist irrelevant, und das System zeigt das kritische Verhalten des
S = 1/2 HAFM. Fu¨r α > αc ist der Operator relevant, und es o¨ffnet sich
eine Anregungslu¨cke zwischen dem Grundzustand bzw. einem mit ihm im
thermodynamischen Limes entartenden Singlett und dem Triplett. Das Ver-
schwinden der Lu¨cke zwischen dem Singlett und dem Triplett ist ein sehr
guter Fitparameter zur Ermittelung der kritischen Kopplungssta¨rke. Proble-
matisch ist in diesem Zusammenhang das Verhalten der Energielu¨cke in der
Na¨he von αc, da sie eine wesentliche Singularita¨t der Form
△ ≡ e− Aα−αc
hat und numerisch erst bei α = 2× 0.3 von Null zu unterscheiden ist.
Aus experimenteller Sicht ist dieser Pfad ebenfalls von Bedeutung aufgrund
der Entdeckung der Spin–Peierls Substanz CuGeO3, die als quasi eindimen-
sionale s = 1/2 Struktur vermutlich eine starke Kopplung zwischen den
u¨berna¨chsten Nachbarn aufweist [47].
• Ebenfalls von Interesse ist der Pfad, der das MG–Modell und Dimer–Modell
verbindet (b). Auf dieser Linie sind der Grundzustand [48] und die niedrig-
ste Anregung bei k = π exakt bekannt [49].
Bei der Beschreibung des Phasendiagramms kann man sich auf die untere
Halbebene beschra¨nken, da es eine Symmetrietransformation gibt, die die obere
Halbebene auf den Streifen γ ∈ (0,−1) abbildet. Die Verschiebung des oberen
Holmes um einen Gitterplatz nach links und ¨Anderung der Kopplungskonstanten
gema¨ß
γ → −γ
1 + γ
α→ α
1 + γ
fu¨hrt auf denselben Hamiltonoperator mit reskalierter Energie E → E
1+γ
. Die-
se Transformation entspricht einer Vertauschung der Sprossen und Diagonalen.
Die Region γ > −1 hat nur antiferromagnetische Kopplungen und entspricht
dem von Shastry und Sutherland [48] diskutierten Modell. Die Erweiterung auf
Bereiche γ ≤ −1 gibt die Mo¨glichkeit, auch ferromagnetische Kopplungen zu
betrachten, ist bisher aber nur fu¨r einige Spezialfa¨llen durchgefu¨hrt worden [50,
44].
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Bei der Untersuchung der verallgemeinerten Spinleiter werden Resultate aus
Variationsrechnungen mittels Matrix–Produkt–(MP)–Ansatz den Ergebnissen aus
exakten Diagonalisierungen gegenu¨bergestellt. Eine zentrale Rolle spielt dabei
das urspru¨nglich fu¨r den S = 1 HAFM [1] eingefu¨hrte Prinzip der versteckten
Ordnung [51]. In dem dortigen Fall war es eine von Kennedy und Tasaki ein-
gefu¨hrte nichtlokale unita¨re Transformation, die diese Ordnung sichtbar mach-
te. Durch das Hinzufu¨gen eines biquadratischen Terms in den Hamiltonoperator,
konnte dieser als Projektor geschrieben und der exakte Grundzustand konstruiert
werden, ein Matrix–Produkt–Grundzustand mit perfekter verborgener Ordnung.
Eine Aufweichung des Haldanelimes in den Spinleitern fu¨hrt zu einer Beimi-
schung von Singlettzusta¨nden auf den Diagonalen. Eine entsprechende Verallge-
meinerung der Kennedy–Tasaki Transformation fu¨r die isotrope Spinleiter ist von
Takada und Watanabe [52] vorgeschlagen worden (γ = −1,α ≥ 0). Explizite
Definitionen der verborgenen Ordnung sind von Nishiyama et al. [53] und White
[43] diskutiert worden.
Den Ausgangspunkt fu¨r eine Variationsrechnung mittels MP–Zusta¨nden lie-
fern die beiden Majumdar–Ghosh–Grundzusta¨nde. Da sie sich in Form von MP–
Zusta¨nden schreiben lassen, liegt es nahe, sie so zu verallgemeinern, daß im Hal-
danelimes als gute Na¨herung der Haldanegrundzusta¨nde die AKLT–Grundzusta¨nde
[2] in der MP–Beschreibung nach Klu¨mper et al. [54] erreicht werden.
Dadurch ist es durch kontinuierliche Variation der Parameter mo¨glich, den
Haldanefall mit dem MG–Modell und dem Dimer–Modell zu verbinden.
1.3 Matrix–Produkt–Zusta¨nde
Ein MP–Zustand ist allgemein gegeben durch
|Ω〉 =
∏
i
gi. (1.5)
Dabei sind die gi alle identisch. Die Eintra¨ge in den lokalen Matrizen gi sind
Linearkombinationen der Basiszusta¨nde der Elementarzelle. Die Dimension der
Matrix ist problemabha¨ngig. Bei VBS-Zusta¨nden ist die Matrixdimension durch
DM = (S + 1) × (S + 1) (1.6)
gegeben.
Man ist daran interessiert, als gi Objekte mit definiertem Transformationsver-
halten zu haben. Das bedeutet, den Matrizen gi sollen ein fester Drehimpuls (j)
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und eine feste Drehimpulsprojektion (m) zugeordnet werden ko¨nnen. Damit ist
ihr Transformationsverhalten bezu¨glich der Matrixdarstellung der Rotationsgrup-
pe gegeben durch
TˆRg
j,m ∼
∑
m′
Djm′m(R)g
j,m′ . (1.7)
∼ bedeutet hier unita¨r a¨quivalent. Die Dimension der elementaren Matrizen sei
(N + 1) × (N + 1).
Die gj,m sind ein Tensorprodukt aus Elementen des Spinraumes und aus Ele-
menten des Matrixraumes. Eine Basis im Matrixraum ist gegeben durch (N+1)×
(N + 1) Matrizen Xk,q , k = 0, ..., N, q = −k, ..., 0, ..., k), die sich auch gema¨ß
der Dk Darstellung der Rotationgruppe transformieren.
TˆRX
k,q ∼
∑
q′
Dkq′q(R)X
k,q′ . (1.8)
Weiterhin ist eine Basis der Spinzusta¨nde der Elementarzelle mit festen Dreh-
impulsquantenzahlen durch
|ψλ,µ〉 λ = s µ = −s, ..., 0, ..., s (1.9)
gegeben.
Die Konstruktion der Basis im Matrixraum beginnt mit der Festlegung von
(N +1)× (N +1) Matrixdarstellungen der Operatoren s+, s−, sz, die die Vertau-
schungsregeln der SU(2) erfu¨llen.
[s+, s−] = 2sz [sz, s±] = ±s± (1.10)
Weiterhin gilt fu¨r die Drehimpulsoperatoren s+, s−, sz der 2k + 1 dimensio-
nalen Darstellung
Sz|k, q〉 = q|k, q〉 (1.11)
S±|k, q〉 =
√
k(k + 1)− q(q ± 1)|k, q ± 1〉. (1.12)
Sei nun |k, 0〉 = Xk,0 = pksz mit dem Vorfaktor pk als Normierungsbedingung.
Dann ergibt sich mit 1.12 eine Bedingung fu¨r die sukzessive Konstruktion der
Matrizen Xk,q . Es gilt
S+|k, 0〉 =
√
k(k + 1)|k, 1〉, (1.13)
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dann folgt mit |k, 0〉 = Xk,0 gema¨ß der Algebra[
s+, Xk,0
]
=
[
s+, pks
z
]
= −pks+ (1.14)
und durch Identifikation mit 1.13
|k, 1〉 = Xk,1 = − 1√
2k(k + 1)
pks
+. (1.15)
Die Konstruktion der Zusta¨nde Xk,−1 verla¨uft analog.
Das Tensorprodukt von Xk,q mit |ψλ,µ〉 ist nun einfach durch Xk,q ⊗ |ψλ,µ〉
gegeben. Dies ist zwar eine Basis im Produktraum, aber die Produktzusta¨nde ha-
ben noch kein definiertes Transformationsverhalten bezu¨glich der Rotationsgrup-
pe. Wie jedoch Objekte mit festem Quantenzahlen (j,m) im Produktraum aus den
einzelnen Ra¨umen konstruiert werden, ist von der quantenmechanischen Addition
von Drehimpulsen her bekannt.
gj,m =
∑
k,λ
ck,λj
∑
q,µ
〈jm|kq, λµ〉Xk,q |ψλ,µ〉 (1.16)
Dabei sind die 〈jm|kq, λµ〉 die bekannten Clebsch–Gordon Koeffizienten.
Das nun noch verbleibende Problem ist die Konstruktion eines Produktzustandes
aus den gj,m mit ebenfalls definiertem Transvormationverhalten. Im allgemeinen
ist der Produktzustand G definiert durch
G = gj,m1 ⊗ gj,m2 ⊗ ...⊗ gj,mN . (1.17)
Das Wigner–Eckart Theorem erlaubt es nun, vom Tensorprodukt zum Tensor-
produkt des Spinraums allein und einer Matrizenmultiplikation im Matrixraum
u¨berzugehen und Zusta¨nde mit definiertem Transformationverhalten zu konstru-
ieren. Dabei ist aber zu beachten, daß diese Konstruktion nur fu¨r Zusta¨nde gj,m
ho¨chsten (niedrigsten) Gewichtes (j=m (-m)) durchfu¨hrbar ist.
GJ,M = gj,j1 g
j,j
2 ...g
j,j
N mit J = Lj M = Lj (1.18)
Zusta¨nde mit M < Lj sind durch Anwendung des Operators S−tot zu erreichen.
1.3.1 Formulierung des Ansatzes
Als Beispiel fu¨r die Vorgehensweise bei der Konstruktion eines MP–Zustandes
soll die isotrope, eindimensionale S = 1 Kette betrachtet werden. Die Elementar-
zelle besitzt einen (S = 1) Spin. Der Satz von Basiszusta¨nden besteht somit aus
X1,1 X1,0 X1,−1, (1.19)
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Im einfachsten Fall (N=1) sind die Operatoren s+, s−, sz die Spinmatrizen zu S =
1/2. Sei X1,0 = 2sz dann folgt mit
S+|1, 0〉 =
√
2|1, 1〉 (1.20)
[
s+, X1,0
]
= 2
[
s+, sz
]
= −2s+ (1.21)
X1,1 = −√2s+ (1.22)
und mit
S−|1, 0〉 =
√
2|1,−1〉 (1.23)
[
s−, X1,0
]
= 2
[
s−, sz
]
= 2s− (1.24)
X1,−1 =
√
2s−. (1.25)
Die Basis im Matrixraum ist folglich gegeben durch
X1,0 = 2sz X1,1 = −
√
2s+ X1,−1 =
√
2s−. (1.26)
Es ergibt sich fu¨r g0,0
g0,0AKLT =
1√
3
[
(X1,1)†|1,−1〉+ (X1,−1)†|1, 1〉 − (X1,0)†|1, 0〉] (1.27)
Die explizite Matrixdarstellung der SU(2) ist bis auf eine unita¨re Transformation
festgelegt. Um die bekannte Matrix gAKLTi des AKLT–Falls zu erhalten, ist eine
spezielle Wahl der Generatoren erforderlich.
sz = −1
2
(
1
0
0
−1
)
(1.28)
s+ = −
(
0
1
0
0
)
(1.29)
s− = −
(
0
0
1
0
)
(1.30)
Die unita¨re Transformation, die die u¨bliche Matrixdarstellung mit der obigen ver-
bindet ist
U =
(
0
−1
1
0
)
UU † = 1 .
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Welche Wahl man fu¨r die Matrixdarstellung trifft, ist vollkommen unerheb-
lich, da die Spur invariant unter einer unita¨ren Transformation ist.
In der verallgemeinerten Spinleiter besteht die Elementarzelle aus zwei (S =
1/2) Spins. Demzufolge fu¨hrt die Erga¨nzung der Basiszusta¨nde des AKLT–Mo-
dells durch X0,0 = 1 zu einer Basis und die Matrix gj lautet
g0,0Leiter = c
0,0
0 1|s〉 + c1,10 gAKLT (1.31)
Welches Spinpaar die Elementarzelle bildet, ist wa¨hlbar: entweder das auf der
Diagonalen oder das auf der Sprosse. Da wir uns hier auf die Betrachtung der
unteren Halbebene beschra¨nken, ist das Diagonalpaar das zu wa¨hlende, da nur
dieses im Haldanegrenzfall auf die AKLT–Grundzusta¨nde fu¨hrt. Damit lautet der
MP–Zustand fu¨r die Spinleiter
GLeiter = Tr
L∏
j=1
gj mit gj =
(
a|t0〉j + b|s〉j
a
√
2|t−〉
−a√2|t+〉
b|s〉j − a|t0〉
)
. (1.32)
Betrachten wir zuerst den Majumdar–Ghosh–Grenzfall. Unter der Annahme
periodischer Randbedingungen sind die beiden Grundzusta¨nde als Produkte von
Singletts auf den Sprossen |sr〉 bzw. auf den Diagonalen |sd〉 bekannt. Sie sind
Matrixproduktzusta¨nde und durch den vorgestellten Ansatz exakt zu beschreiben.
a = 0 −→ |0d〉 =
L∏
j=1
|sd〉 (1.33)
a = b = 1/2 −→ |0r〉 = Tr
L∏
j=1
gj (1.34)
Die Symmetrietransformation vertauscht die Grundzusta¨nde. Sie bleiben auf
der Symmetrielinie entartet, sind jedoch nur am Majumdar–Ghosh–Punkt Grund-
zusta¨nde und Eigenzusta¨nde. Eine endliche Alternierungssta¨rke γ hebt die Ent-
artung auf. Auf der Linie (α, γ) : (0,−1) → (1, 0) (Disorder line) bleibt der
Zustand |0d〉 als Grundzustand erhalten, und man kann die Linie durch das Ver-
schwinden der Korrelationsla¨nge charakterisieren. Der Zustand |0r〉 wa¨chst dort
makroskopisch im Spektrum.
Die Betrachtung der Majumdar–Ghosh–Grundzusta¨nde erlaubt einen Blick
auf die von White [43] und Frischmuth et al. [55] eingefu¨hrte verborgene Ord-
nung.
TLeiter(i− j) = −〈(Sz1,i+S2,i+1)expiπ
∑j−1
l=i+1
(Sz
1,l
+S2,l+1)(Sz1,j+S2,j+1))〉. (1.35)
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Im Fall a = b besitzen die Komponenten des Grundzustandes eine Struktur
der Form
t+t−t+t−(t0+s)(t0+s)...(t0+s)(t0+s)t+t−t+t−t+(t0−s)(t0−s)...(t0−s)(t0−s)t−t+t−t+... . (1.36)
Es gibt zwei verschiedene Sz = 0 Zusta¨nde (t0 + s,t0 − s). Die verborgene
Ordnung beschreibt eine Nee´lordnung, in der sich t+ und t− abwechseln und ihre
Abfolge nur durch Strings aus Nullprojektionen einer der beiden Arten unterbro-
chen wird. Wobei auf t+ nur ein t− oder ein (t0 + s) und auf t− nur ein t+ oder
ein (t0 − s) folgen kann. Fu¨r a = 0 wird die verborgene Ordnung trivial. Der
Grundzustand besitzt dann die Form
s s s s s . . . s s s s s (1.37)
und ist ein perfekter Singlettkristall.
Im Grenzfall γ → −∞ und damit verschwindenem Singlettbeitrag auf den
Diagonalen geht der MP–Zustand |0d〉 in den AKLT–Zustand u¨ber und der Ord-
nungsparameter wird zum Stringordnungsparameter des S=1 HAFM [43].
Der vorliegende MP–Ansatz kann auf den von Takada und Watanabe [52] re-
duziert werden, wenn man deren Zustand im urspru¨nglichen Spinraum betrachtet
und perfekte verborgene Ordnung annimmt.
Ein weiterer interessanter Fall ist die Wahl verschiedener Parameter an unter-
schiedlichen Pla¨tzen. Das Transformationsverhalten ha¨ngt nur von den Quanten-
zahlen der lokalen g–Matrizen ab und nicht von der Wahl der Parameter a, b. Als
Beispiel sei hier die Wahl
g0,02i := g
+
2i
g0,02i−1 := g
−
2i−1
g±j = gj(a = 1, b = ±1) (1.38)
Der so erhaltene MP–Zustand entspricht dem in [56, 57] eingefu¨hrten RVB–
Ansatz mit Singletts auf den Holmen.
Die Ansatzwellenfunktion ist genu¨gend allgemein, um a¨ußerst verschiedenar-
tige Modelle gut zu beschreiben. Enthalten sind unkorrelierte Zusta¨nde (Dimer–
Modell) ebenso wie hochkorrelierte Zusta¨nde (AKLT–Modell). Andererseits gibt
es Regionen des Phasenraums, die nicht durch den obigen Ansatz zu beschreiben
sind (kritische Linie vom HAFM zum konformen Punkt). Ganz allgemein kann
man nicht erwarten, daß Zusta¨nde mit nicht exponentiellem Verhalten der Korre-
lationsfunktionen beschrieben werden ko¨nnen.
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1.3.2 Variationsrechnung fu¨r die Energie
Die Variationrechnung zur Ermittlung des Grundzustandes wird entsprechend der
des Haldanefalls durchgefu¨hrt.
〈G0,0|H|G0,0〉
〈G0,0|G0,0〉 =
Evar
N
(1.39)
mit
|G0,0〉 = Tr
N∏
i=1
gj gj =
(
a|t0〉j + b|s〉j
a
√
2|t−〉
−a√2|t+〉
b|s〉j − a|t0〉
)
(1.40)
Die Normierung des MP–Zustandes stellt eine Bedingung an die Variations-
parameter a, b in der Form (Anhang A)
3|a2|+ |b2| = 1. (1.41)
Es ergibt sich als Variationsenergie (Anhang B)
Evar
N
= − 3 (A4 + 2A3 cosφ + A2B2 cos2 φ) (1.42)
− 3α (A4 −A2B2 cos2 φ)+ 3
4
(1 + γ)
(
A2 −B2)
A = |a| B = |b|.
Darin sind die beiden Spezialfa¨lle von Watanabe (γ = −1) [50] und Takada
und Watanabe [52] (γ →−∞, α ∼ (1 + γ)) enthalten.
Zur Variation der Energie fu¨hrt man zweckma¨ßigerweise den neuen Parame-
ter u = B/A ein und minimiert zuerst nach cosφ. Daraufhin erha¨lt man eine
Gleichung dritter Ordnung fu¨r u und kann so die Variationsparameter A,B als
Funktion der Leiterparameter α, γ bestimmen [36].
Evar/N = 3
1 + u
3 + u2
(
1
4
(1 + γ)(1− u)− 1 + u
3 + u2
− α 1− u
3 + u2
)
(1.43)
1.3.3 Korrelationen
Die einfache Struktur der MP–Zusta¨nde erlaubt die Berechnung der Korrelations-
la¨nge. Aufgrund der Isotropie des Modell existiert nur eine Korrelationsla¨nge
ξ−1long = ξ
−1
trans = ln
(
1
|1− 4A2|
)
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Zur Untersuchung der verborgenen Ordnung ist der Ordnungparameter be-
rechnet worden und reproduziert die bekannten Ergebnisse des Haldanegrenzfalls
[58]. Im thermodynamischen Limes ergibt sich [36]
|T (j − i)| =
∣∣∣〈(Sz1,i + Sz2,i+1) eiπ∑j−1l=i+1(Sz1,l+Sz2,l+1) (Sz1,j + Sz2,j+1)〉∣∣∣
=
4
9
(1−B2)2 (1.44)
1.3.4 Anregungen
Die Formulierung der Anregungen erfolgt analog derjenigen im Haldanefall [59,
60]. Dort geht man vom AKLT–Modell aus, in dem die Grundzustandswellen-
funktion
ΩV BSα,β = ψαi1ǫ
i1i2ψi2i3ǫ
i3i4 · · · ǫiN−1iNψiNβ (1.45)
lautet. Unter der Annahme periodischer Randbedingungen ergibt sich
ΩV BSpbc = ǫ
βαψαi1ǫ
i1i2ψi2i3ǫ
i3i4 · · · ǫiN−1iNψiNβ (1.46)
mit
ψ11 =
√
2|−〉 = √2| ↓↓〉 (1.47)
ψ22 =
√
2|+〉 =
√
2| ↑↑〉
ψ12 = ψ21 = |0〉 = 1√
2
| ↑↓ + ↓↑〉
und
ǫ =
(
0
−1
1
0
)
(1.48)
wobei (+,−, 0) die z-Projektion des S = 1 Spins und ↓, ↑ die des S = 1/2
Spins sind.
Die Anregungen werden durch Symmetrisierung eines beliebigen Valence–
Bonds erzeugt [59, 60].
ǫ(i) −→


δ
(i)
1,0 =
(
0 1
1 0
)
δ
(i)
1,−1 =
(
1 0
0 0
)
δ(i)1,1 =
(
0 0
0 1
) (1.49)
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Der angeregte Zustand lautet (pbc,i=1):
|EXC〉V BSpbc (1) = δβαψαi1ǫi1i2ψi2i3ǫi3i4 · · · ǫiN−1iNψiNβ (1.50)
oder
|EXC〉V BSpbc (1) = Tr
[
δβ
′αψαi1ǫ
i1i2ψi2i3ǫ
i3i4 · · · ǫiN−1iNψiNβ
]
. (1.51)
Um den Zusammenhang zwischen der obigen Formulierung und der MP–
Formulierung herzustellen, verwendet man die Matrixdarstellung der AKLT–Wel-
lenfunktion.
ΩpbcV BS = Tr
[
ǫ1ψ1ǫ2ψ2 · · · ǫNψN] (1.52)
mit
ǫiψi =
(
0
−1
1
0
)i(√
2|−〉
|0〉
|0〉√
2|+〉
)i
=
(
|0〉
−√2|−〉
√
2|+〉
−|0〉
)i
= g˜iAKLT (1.53)
Diese Matrix unterscheidet sich von der in 1.32 konstruierten durch eine unita¨re
Transformation U = σz und b = 0.
Ug˜iAKLTU
† = giAKLT (1.54)
Das bedeutet, daß bei der Konstruktion der Basis der verwendeten 2× 2 Matrizen
eine andere Darstellung der Spinmatrizen gewa¨hlt wurde, eben diejenige, die aus
der in Gln. 1.28 - 1.30 benutzten durch die obige unita¨re Transformation entsteht.
UszU † = s˜z = sz (1.55)
Us+U † = s˜+ = −s+ (1.56)
Us−U † = s˜− = −s− (1.57)
Der MP–Zustand ist aufgrund der Spurbildung invariant bezu¨glich einer uni-
ta¨ren Transformation.
ΩpbcAKLT = Tr
[
N∏
i=1
g˜iAKLT
]
= Tr
[
N∏
i=1
giAKLT
]
(1.58)
Die Formulierung der Anregung in Matrixschreibweise folgt analog:
|EXC〉pbcAKLT (1) = Tr
[
δ1ψ1ǫ2ψ2 · · · ǫNψN] (1.59)
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Es gilt mit der in Gleichung 1.55 - 57 eingefu¨hrten Darstellung der Spinmatri-
zen
s˜zi ǫ
i = −1
2
δ
(i)
1,0, (1.60)
s˜+i ǫ
i = δ(i)1,1, (1.61)
s˜−i ǫ
i = 2δ
(i)
1,−1. (1.62)
Es folgt damit fu¨r die Anregung
|EXC〉pbcAKLT (1) = Tr
[
s˜z,±1 ǫ
1ψ1ǫ2ψ2 · · · ǫNψN] (1.63)
bzw. in MP–Formulierung
|EXC〉pbcAKLT (1) = Tr
[
sz,±i g
1
AKLT
N∏
i=2
giAKLT
]
. (1.64)
In Teil E des Anhangs wird gezeigt, daß die so erzeugten Matrizen
2szi g
0,0
AKLT = g
1,0
AKLT (1.65)
s+i g
0,0
AKLT = g
1,1
AKLT (1.66)
s−i g
0,0
AKLT = g
1,−1
AKLT (1.67)
tatsa¨chlich den Komponenten eines Tripletts entsprechen.
Die Forderung nach Translationsinvarianz wird befriedigt durch die Fourier-
transformierte der Anregung.
|EXC〉pbcAKLT (k) =
1√
N
N∑
n=1
eiknTr
[
n−1∏
i=1
giAKLT 2s
z,±
n g
n
AKLT
N∏
j=n+1
gjAKLT
]
(1.68)
Davon ausgehend lautet der Ansatz fu¨r eine Anregung in der verallgemeinerten
Spinleiter
|ψ(k)〉 = 1√
N
N∑
n=1
eiknTr
[
n−1∏
i=1
gi2szng
n
N∏
j=n+1
gj
]
(1.69)
mit
gj =
(
b|s〉j + a|0〉j√
2a|−〉j
−√2a|+〉j
b|s〉j − a|0〉j
)
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Berechnet wird die Differenz des Erwartungswert des Hamiltonoperators und
der Grundzustandsenergie (Anhang C,D).
〈ψ(k)|H − E0|ψ(k)〉
〈ψ(k)|ψ(k)〉 = △(k) (1.70)
Die Resultate sind fu¨r die unterschiedlichen Bonds separat angegeben. Dabei sind
die entsprechenden Grundzustandsanteile bereits subtrahiert worden.
H − E0 = H(0) + α
2
H(1) + (1 + γ)H(2) − E0 (1.71)
= H˜(0) +
α
2
H˜(1) + (1 + γ)H˜(2).
〈ψ(k)|H˜(0)|ψ(k)〉
〈ψ(k)|ψ(k)〉 = △
(0)(k)
=
4a2(a+ b)2
1− x2 λk +
2a2
[1− x2]λk
[(−2(1 + 3x2)(a2 + b2)
+4(x2 + ab(1− 3x2))) cos2(k) + 2x ((1 + 3x2)(4ab− 1)
+2(b2 + a2)(3x2 + 2)
)
cos(k) + 2x2(1 + x2)
+(a2 + b2)(1− 10x2 − 3x4)− 2ab(1 + 8x2 + 3x4)](1.72)
〈ψ(k)|H˜(1)|ψ(k)〉
〈ψ(k)|ψ(k)〉 = △
(1)(k)
=
−8a2x
1− x2λk −
4a2
(1− x2)λk [
2x
(
2(a2 + b2)− 3x2 − 1) cos2(k)
+2
(
2x2(2 + 3x2)− (a2 + b2)(1 + 3x2)) cos(k)
+x
(
2(a2 + b2)(1 + x2) + 1− 3x4 − 10x2)] (1.73)
〈ψ(k)|H˜(2)|ψ(k)〉
〈ψ(k)|ψ(k)〉 = △
(2)(k) (1.74)
=
−b2
1− 2a2
(1 + x2) cos(k)− 2x
λk
(1.75)
mit
λk = 1 + x
2 − 2x cos(k) und x = b2 − a2 (1.76)
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1.4 Numerische Verfahren
Das beschriebene Variationsverfahren liefert Ergebnisse, die in wenigen Spezial-
fa¨llen mit exakten Werten verglichen werden ko¨nnen. Exakte Lo¨sungen sind wich-
tig zur Beurteilung der Gu¨te von analytischen Na¨herungsverfahren. Jedoch gibt
es gerade bei dem hier vorgestellten Modell nur wenige Punkte, an denen die
MP–Resultate exakten Lo¨sungen gegenu¨bergestellt werden ko¨nnen, insbesondere
exakte niedrige Anregungszusta¨nde sind fast nicht vorhanden.
Aus diesem Grund ist es hilfreich, die analytischen Ergebnisse mit numeri-
schen Resultaten zu vergleichen und damit den Gu¨ltigkeitbereich der Na¨herung
bzw. der entscheidenden physikalischen Mechanismen zu beurteilen. In dem hier
vorliegenden Fall der verallgemeinerten Spinleiter ist das Verfahren der exakten
Diagonalisierung (ED) von endlichen Systemen mit anschließender Extrapolation
zum thermodynamischen Limes benutzt worden.
Die exakte Diagonalisierung eines quantenmechanischen Systems ist prinzi-
piell sehr einfach. Es existieren ein endliches System aus N quantenmechanischen
Objekten und ein hermitescher Hamiltonoperator, der auf diesem System operiert.
Der Hilbertraum des Hamiltonoperators soll endlich sein und die Dimension dH
haben. Dann kann man den Hamiltonoperator durch seine Wirkung auf eine Ba-
sis des Hilbertraumes charakterisieren, d.h., ihn als hermitesche dH × dH Matrix
darstellen. Das Spektrum des Hamiltonoperators und die zugeho¨rigen Eigenfunk-
tionen erha¨lt man durch Diagonalisierung der Hamiltonschen Matrix.
Als Beispiel sei hier ein System aus N quantenmechenischen Spins der La¨nge
S auf einem Ring gewa¨hlt. Der Hamiltonoperator sei isotrop und habe die Form
H =
∑
<i,j>
~Si~Sj i, j : na¨chste Nachbarn. (1.77)
Der Hilbertraum hat die Dimension dH = (2S + 1)N und die Hamiltonsche
Matrix die Dimension dH × dH = (2S + 1)N × (2S + 1)N .
Der Zeitaufwand fu¨r die Diagonalisierung einer Matrix der DimensionM×M
sei TD und der Speicherbedarf RD. Routinen zur Diagonalisierung von Matrizen
sind u¨berall verfu¨gbar und leicht zu verwenden. Diese Routinen haben einen Zeit-
und Speicherbedarf, der proportional zum Quadrat der Matrixdimension ist.
TD ∼M2 RD ∼M2 (1.78)
Praktikabel erweisen sich derartige Routinen nur fu¨r Matrizen bis Dimensionen
M = 1000. Woraus bei einer einfachen Kette ohne Ausnutzung jedweder Sym-
metrie, d.h. Blockbildung der Hamiltonschen Matrix, folgt
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M = (2S + 1)N =⇒ N ≈ lnM
ln(2S+1)
M = 1000 S = 1/2 =⇒ NMax = 10
M = 1000 S = 1 =⇒ NMax = 6 − 7
M = 1000 S = 3/2 =⇒ NMax = 5.
(1.79)
Man beno¨tigt also ein Verfahren mit geringerem Zeitaufwand und geringerem
Speicherbedarf, jedoch sehr hoher Genauigkeit in den Resultaten.
Als ein solches Verfahren ist bei dem vorliegenden Modell das Lanczos–Ver-
fahren zur exakten Diagonalisierung verwendet worden.
1.4.1 Das Lanczos–Verfahren
Gegeben sei eine reelle, symmetrische (n× n) Matrix H und ein Satz von m+ 1
(n× 1) Vektoren vj. Weiterhin ist v1 ein zumeist mittels Zufallszahlen generierter
Startvektor, der Projektionen auf alle Unterra¨ume von H hat und v0 ≡ 0.
Die reellen Zahlen βi, αi werden durch eine Rekursionsvorschrift bestimmt
(β1 ≡ 0) [61].
βi+1vi+1 = Hvi − αivi − βivi−1 (1.80)
αi = v
T
i Hvi
βi+1 = v
T
i+1Hvi
Fu¨r j = 1 . . . m sind die Lanczos–Matrizen Tj definiert als reelle, symmetri-
sche, (j×j) Tridiagonalmatrizen, bestehend aus αi, 1 ≤ i ≤ j auf den Diagonalen
und βi+1, 1 ≤ i ≤ j − 1 auf den Nebendiagonalen.
Tj =


α1 β2
β2 α2 β3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
βj−1 αj−1 βj
βj αj


(1.81)
26 KAPITEL 1. DIE VERALLGEMEINERTE SPINLEITER
Definiert man außerdem noch einen Satz von m× j Matrizen Vj mit
Vj ≡ {v1, v2, . . . , vj} ,
und sei ej der normierte Koordinatenvektor, dessen j-te Komponente einzig von
Null verschieden ist, so ist es mo¨glich, die Rekursionsformel in Matrixdarstellung
zu formulieren.
HVj = VjTj + βj+1vj+1e
T
j (1.82)
Weiterhin ist es mo¨glich, zu jedem (Eigenvektor, Eigenwert) Paar (u, µ) von
Tm einen korrespondierenden Ritzvektor y ∈ Rn gema¨ß
y ≡ Vmu(µ) (1.83)
zu konstruieren. Die Eigenwerte der Lanczos–Matrizen werden Ritzwerte der kor-
respondierenden H-Matrix genannt und die obigen aus den Eigenvektoren kon-
struierten Vektoren Ritzvektoren von H. Im allgemeinen wird nicht jeder Eigen-
wert der Lanczos–Matrix eine gute Na¨herung eines Eigenwertes von H sein. Eine
a¨ußerst brauchbare Hilfe zur Beurteilung der Gu¨te eines Eigenwertes liefert die
Gro¨ße ǫµ
ǫµ ∼ |βm+1um(µ)| , (1.84)
wobei um(µ) die letzte Komponente des entsprechenden Eigenvektors der Tridia-
gonalmatrix Tm ist.
Realisierung der Prozedur
Der Vorteil der Lanczos–Routine besteht in der extremen Verringerung des Spei-
cher- und Zeitbedarfs.
Die Diagonalisierung der Hamiltonschen Matrix beno¨tigt den Speicherplatz
fu¨r die n× n Eintra¨ge. Im vorliegenden Fall eines Spinsystems, bestehend aus N
Spins der La¨nge 1/2, gilt n = 2N . Das Lanczos–Verfahren hat nun den Vorteil,
daß man die Hamiltonsche Matrix nicht abspeichern muß, und einfach die Wir-
kung des Hamiltonoperators auf einen Basisvektor benutzt. Damit reduziert sich
der Speicherbedarf von 2n2 + 4n auf 4n (zwei komplexe Lanczos–Vektoren) und
ist so linear in der Basisdimension. Der Zeitbedarf ist ebenfalls reduziert und, so
weit man an den wenigen niedrigen Zusta¨nden interessiert ist, nur noch linear in
n.
Prinzipiell ist es mo¨glich, das gesamte Spektrum des Hamiltonoperators zu
erzeugen. Dann steigt der Zeitbedarf jedoch wieder wie n × n, da die Hamilton-
sche Matrix nicht gespeichert wird, sondern in jedem Lanczos–Schritt berechnet
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werden muß. Dazu beno¨tigt man eine Vorschrift, gema¨ß der der Hamiltonoperator
auf einen Basiszustand wirkt, und eine vollsta¨ndige, orthonormale Basis.
Es gibt Fa¨lle, in denen die Anzahl der Matrixeintra¨ge nur proportional zu n
ist. Diese Matrizen heißen “sparse”. Bei ihnen kann sich die Speicherung der ge-
samten Eintra¨ge als sinnvoll erweisen. Welches Vorgehen zu wa¨hlen ist, ist da-
hingehend zu entscheiden, ob laufzeitoptimiert oder speicheroptimiert gearbeitet
werden soll.
Durch das Ausnutzen der Symmetrien des Hamiltonoperators ist es mo¨glich,
die Basiszusta¨nde so zu wa¨hlen, daß die Hamiltonsche Matrix blockdiagonal ist.
Daraufhin kann man das System in den verschiedenen Unterra¨umen separat dia-
gonalisieren und beno¨tigt dort eine deutlich geringere Basisdimension. Natu¨rlich
ist die Hamiltonsche Matrix in jedem Unterraum zu diagonalisieren, und daher
sind so viele Programmla¨ufe wie Unterra¨ume notwendig.
Das zentrale Problem besteht nun in der Ausnutzung der Symmetrien zur Er-
zeugung mo¨glichst vieler und mo¨glichst kleiner Unterra¨ume.
In dem hier vorliegenden Fall ist der Hamiltonoperator invariant gegenu¨ber
den Erzeugenden zweier Symmetriegruppen, der SU(2) und der Translationsgrup-
pe. Ausgenutzt wird hier nur letztere und die Erhaltung der Projektion des Ge-
samtspins in z–Richtung. Die Ausnutzung der gesamten SU(2) Invarianz wu¨rde
die Dimension der einzelnen Unterra¨ume zwar noch ein wenig reduzieren, aber
die zusa¨tzliche Komplexita¨t der Basiserzeugung bra¨chte eine Verlangsamung des
Programmablaufs, die den Speichervorteil nahezu aufhebte.
Eine typische Konfiguration des vorliegenden Systems sei gegeben durch die
Angabe der z–Projektionen der Spins. Eine Kodierung einer derartigen Konfigu-
ration ist durch eine N stellige (2s + 1)–adische Zahl gegeben.
Konf.: (S) (S − 4) . . . (−S)
Platz: 0 1 . . . N − 1
Zahl: (2S)(2S + 1)0 (2S − 4)(2S + 1)1 . . . (0)(2S + 1)N−1
(1.85)
Die Dimension der Basis ist (2S+1)N . Man beno¨tigt also eine Liste der Gro¨ße
(2S + 1)N , in der zu jeder Zahl eine entsprechende Konfiguration als p–adische
Zahl festgehalten ist. Ebenso beno¨tigt man eine inverse Liste derselben Gro¨ße, in
der zu jeder p-adischen Zahl die Nummer des Zustandes vermerkt ist.
Die Ausnutzung der Symmetrien teilt die Basis in verschiedene nicht wech-
selwirkende Unterra¨ume auf. Die Dimension einer solchen Unterraumbasis dStot ,k
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ha¨ngt nun von den vorgegeben Quantenzahlen (Sztot, k) ab. Fu¨r den hier vorliegen-
den Fall (S=1/2) bedeutet das:
dStot ,k ≈ 1/N
(
N
N/2− Sztot
)
. (1.86)
Die Dimension der verschiedenen k–Unterra¨ume ist natu¨rlich nur anna¨hernd iden-
tisch und muß explizit im Programm berechnet werden. Ein Basiszustand hat dann
die folgende Gestalt
|Ψ, Sztot〉 =
N−1∑
n=0
eiknT nR [ψ(Sztot)] , (1.87)
T ist der Translationsoperator, der um eine Einheitszelle verschiebt, undR [ψ(Sztot)]
ist ein Repra¨sentant des Unterraumes, im folgenden Orbit genannt, der durch die
wiederholte Anwendung des Translationsoperators auf einen einzelnen Zustand
erzeugt wird. Als Repra¨sentant werden wir den Zustand wa¨hlen, der als Zahl in-
terpretiert, minimal ist.
Damit schrumpft die Dimension der Basisliste auf die Anzahl der verwendeten
Zusta¨nde dStot ,k. Fu¨r die inverse Liste gilt dies jedoch nicht, da sie die Nummern
der Zusta¨nde als p–adische Zahl interpretiert entha¨lt. Das bedeutet, daß die inverse
Liste Eintra¨ge vom kleinsten Zustand bis zum gro¨ßten Zustand beinhalten muß.
Z. B. Sztot = 0 Sektor:
|0000...01...11〉 −→ 0|0101...01...10〉 ≈
(
2N − 1
3
− 2N/2 + 1
)
(1.88)
Die inverse Liste besitzt damit weiterhin fast die Dimension der urspru¨nglichen
Basis und außerdem sehr viele Nummern zu Zusta¨nden, die nicht mehr in der
Unterraumbasis vorkommen.
Die Verringerung der Dimension der inversen Liste auf eine der Unterraum-
basis entsprechende ist einer der wesentlichen Punkte bei der numerischen Dia-
gonalisierung, ohne die eine effektive Untersuchung nicht mo¨glich wa¨re.
Eine Lo¨sung des Problems bietet die sogenannte Lin–Kodierung. Dabei zer-
legt man jeden Basiszustand in zwei Teilzusta¨nde von 0− (N/2− 1) und N/2−
(N − 1). N sei doppelt gerade.
Die inversen Listen zu diesen haben jeweils die Dimension 2N/2 und sind da-
mit deutlich kleiner als die urspru¨ngliche inverse Liste oder auch nur als die Liste
der Unterraumbasis. Die Nummer eines Zustandes ergibt sich als Summe aus den
Nummern der Halbzusta¨nde. In dem hier vorliegenden Fall bedeutet das:
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• Erzeugung der halben Basis geordnet nach Werten von Stotz,l/r:
Array : (00...00,
0..01, ..., 100...0,
00...011, 00...0110, ..., 110...00,
...,
0111...111, 101...111, 111...1110,
11...11) (1.89)
Daraus werden die beiden Halbbasen hergestellt, indem man fu¨r die linke
alle Zusta¨nde entfernt, die das (N/2 − 1) Bit gesetzt haben, außer demje-
nigen, bei dem alle Bits gesetzt sind, und fu¨r die rechte alle Zusta¨nde, bei
denen das 0 Bit nicht gesetzt ist, außer dem Zustand, bei dem u¨berhaupt
kein Bit gesetzt ist. Alle diese so entfernten Zusta¨nde fu¨hren nie auf einen
Zustand, der, als Zahl interpretiert, minimal ist.
• Die Lin–Kodierung beschreibt das Vorgehen bei der Verteilung der Num-
mern auf die Zusta¨nde.
Auf der linken Seite werden nacheinander alle Zusta¨nde abgearbeitet. Je-
der linke Zustand mit Stotz,l wird mit allen rechten Zusta¨nden mit Stotz,r =
Stotz − Stotz,l verknu¨pft. Jeder so zusammengesetzte Zustand wird daraufhin
getestet, ob er ein Repra¨sentant ist, d.h. der minimale Zustand eines Or-
bits. Ein Orbit eines Zustandes besteht aus allen Zusta¨nden, die aus diesem
durch Anwendung der Symmetrieoperationen hervorgehen. Dann bekommt
jeder linke und jeder rechte Zustand eine Zahl zugeteilt, deren Summe ei-
ne eindeutige Nummer des Gesamtzustandes ergibt. Die Numerierung ist
i.allg. nicht durchlaufend, d.h., es entstehen Lu¨cken in der Basis, die da-
durch vergro¨ßert wird. Die Anzahl der Lu¨cken kann durch die Reihenfolge
der Elemente der Halbbasen minimiert werden. Diese Vergro¨ßerung der Ba-
sisdimension ist einer der Nachteile der Lin–Kodierung. Als Beispiel wird
das Vorgehen anhand von N = 8 und Stotz = 1 in Tabelle 1.1 skizziert:
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Links (r) Nr. Rechts (l) Nr. Gesamt (r+l) Nr.
0001 0 1111 0 0001 1111 0
0011 1 0111 0 0011 0111 1
0011 1 1011 1 0011 1011 2
0011 1 1101 2 0011 1101 3
0101 4 0111 0 0101 0111 4
0101 4 1011 1 0101 1011 5
0101 4 1101 2 0101 1101 6
0110 7 0111 0 0110 0111 kein Repra¨sentant
0110 7 1011 1 0110 1011 kein Repra¨sentant
0110 7 1101 2 0110 1101 kein Repra¨sentant
0111 7 0011 2 0111 0011 kein Repra¨sentant
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Tabelle 1.1
• Die Wirkung des Hamiltonians auf einen Basiszustand |ψ〉 mit einer defi-
nierten Magnetisierung:
ψ =
1
Nψ
N−1∑
l=0
eiklT lRψ (1.90)
N 2ψ =
N−1∑
l=0
N−1∑
l,l′=0
〈Rψ|T l′T l|Rψ〉 (1.91)
〈ξ|H|ψ〉 =
N−1∑
l,l′=0
eik(l−l
′) 1
NψNξ 〈Rξ|T
l′HT l|Rψ〉
[H, T ] = 0
=
N−1∑
l,l′=0
eik(l−l
′) 1
NψNξ 〈Rξ|T
l′T lH|Rψ〉
=
N−1∑
l,l′=0
eik(l−l
′) 1
NψNξ 〈Rξ|T
l′T lα|R˜ξ〉
α ∈ C p ∈ N und R˜ξ ∈ Orbit(Rξ) → R˜ξ = eikpT pRξ
=
N−1∑
l,l′=0
eik(l−l
′) 1
NψNξ 〈Rξ|T
l′T lαeikp|Rξ〉
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=
1
NψNξαe
ikp
N−1∑
l,l′=0
eik(l−l
′)〈Rξ |T l′T l|Rξ〉
=
1
NψNξαe
ikpN 2ξ
=
Nξ
Nψαe
ikp (1.92)
=⇒ 〈ψ|H|ξ〉 = NξNψα
∗e−ikp
Aus technischen Gru¨nden wird im eigentlichen Programm das Matrixele-
ment 〈i|H|j〉 berechnet und als das Matrixelement 〈j|H|i〉∗ interpretiert.
Parallelisierung des Algorithmus
Die Bearbeitung großer Kettenla¨ngen und somit hoher Basisdimensionen beno¨tigt
lange Laufzeiten und große Mengen an Arbeitsspeicher.
Die neuen Parallelrechner bieten sich in dieser Hinsicht an. Sie stellen einen
Verbund von einzelnen Prozessoren dar, die jeder fu¨r sich mit Arbeitspeicher aus-
gestattet und vollkommen autark sind. Weiterhin sind diese Prozessoren noch
durch ein aufwendiges und schnelles Netzwerk verbunden, so daß Kommunika-
tion zwischen verschiedenen Prozessoren in akzeptabler Zeit mo¨glich ist.
Mit der MPP CRAY-T3D 256 SC stand eine derartige Maschine zur Verfu¨-
gung. Sie besteht aus 256 DEC Alpha-Prozessoren mit jeweils 64MB Arbeits-
speicher und einer Peakrate von 150MFlops. Dadurch war es mo¨glich, Matrizen
mit Basisdimensionen bis zu 160 Millionen zu diagonalisieren. Weiterhin stand
ein Programmiertool zur Verfu¨gung, das die parallele Programmierung gegenu¨ber
den gebra¨uchlichen message–passing Routinen a¨ußerst erleichterte.
Bei der Programmierung muß man darauf achten, daß der Programmcode,
abha¨ngig vom Prozessor, bestimmte Handlungsweisen verlangt. Weiterhin mu¨ssen
die großen Basisvektoren und Lanczos–Vektoren auf die verwendeten Prozesso-
ren aufgeteilt werden, so daß jeder einzelne Prozessor “seinen” Teil dieser Arrays
besitzt.
CRAFT ermo¨glicht es nun, diesen lokalen Daten globale Adressen zuzuord-
nen und wie gewohnt anzusprechen. Probleme ko¨nnen entstehen, wenn auf ein
nicht lokales Arrayelement geschrieben wird. Wenn zwei solche Aktionen fast
gleichzeitig erfolgen, kann es passieren, daß die zweite Aktion beginnt, bevor die
erste beendet ist und somit die Daten der zweiten die der ersten u¨berschreiben.
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Um diese Probleme zu vermeiden, ist es erforderlich, nur lokale Schreibbefehle
zuzulassen. (Daher berechnet man 〈i|H|j〉∗ und schreibt auf |j〉.) Wenn man diese
Probleme nicht vollsta¨ndig umgehen kann, ist es mo¨glich, den Informationsfluß
nach einer Abfrage so lange zu stoppen, bis die Aktion beendet wurde. Dies ver-
ringert jedoch erheblich die Geschwindigkeit des Programms.
1.4.2 Auswertung der Daten, Extrapolation
Es sind die Grundzustandsenergien und die niedrigen Anregungen fu¨r verschiede-
ne Werte der Wechselwirkung zwischen u¨berna¨chsten Nachbarn (α) und der alter-
nierenden Kopplung (γ) bestimmt worden. Weiterhin sind die Grundzustandser-
wartungswerte der Korrelationsla¨nge und der Stringkorrelationsfunktion bei end-
lichen Systemen berechnet und in verschiedenen Bereichen des Phasendiagramms
mit MP–Ergebnissen verglichen worden. Die numerisch untersuchten Regionen
sind im Phasendiagramm durch gestrichelte Linien gekennzeichnet.
Die Extrapolation der Resultate fu¨r Leiterla¨ngen von L = 8, 10, 12, 14 Spros-
sen zum thermodynamischen Limes sind mittels
f(L) = f∞ + α
e−L/ξ
Lp
(1.93)
nach Barnes et al. [62] erfolgt. Dabei ist p = 1 zur Extrapolation der Grundzu-
standsenergie und p = 2 zu der der Anregungslu¨cke benutzt worden. Die typi-
schen quadratischen Fehler sind fu¨r die Grundzustandsenergie 10−10 und fu¨r die
Anregungslu¨cke 10−7. Der Fitparameter ξ spiegelt die La¨ngenskala des Systems
wieder und entspricht qualitativ der Korrelationsla¨nge. Zur ¨Uberpru¨fung der Ge-
nauigkeit der numerischen Berechnungen sind die Daten der regula¨ren Spinleiter
berechnet worden und zeigen vo¨llige ¨Ubereinstimmung mit den Resultaten von
Barnes et al. .
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1.5 Ergebnisse
In diesem Abschnitt werden die aus dem Variationsverfahren gewonnenen Ergeb-
nisse fu¨r die Grundzustandsenergie und die Korrelationen sowie die Resultate der
im MP–Formalismus konstruierten solitonischen Anregungen mit den Daten der
exakten Diagonalisierung verglichen. Im Bereich der kritischen Linie konzentrie-
ren sich die Untersuchungen auf das Verhalten der Anregungslu¨cke bei Anna¨he-
rung an die masselose Phase. Die niedrig liegenden Anregungen werden ebenfalls
in der Umgebung der Shastry–Sutherland Linie untersucht, um das mo¨gliche Vor-
handensein einer spiralen Phase zu eruieren. Schließlich werden, um Aussagen
u¨ber Phasengrenzen zu gewinnen, auf Pfaden zwischen der regula¨ren Spinleiter
und dem Dimermodell sowie dem Majumdar–Ghosh–Modell die Vera¨nderungen
der Energie, der Korrelationen und der Anregungslu¨cke analysiert.
Auf der Linie vom (S=1/2) HAFM zu MG–Punkt (γ = 0) o¨ffnet sich bei
einem kritischen Wert der Kopplung u¨berna¨chster Nachbarn ( α = αc = 2 ×
0.241156 ) eine Anregungslu¨cke. An diesem Punkt ist die Feldtheorie des Mo-
dells konform invariant, und die logarithmischen Korrekturen bei der Skalierung
der Energielu¨cke verschwinden. Die numerische Extrapolation der Werte der An-
regungslu¨cke in der Na¨he des konformen Punktes ist schwierig, da das niedrig
liegende angeregte Singlett mit dem Grundzustandssinglett auf der MG–Seite im
thermodynamischen Limes entartet ist. In Abbildung 1.3 ist die Energielu¨cke zwi-
schen dem angeregten Singlett und dem ersten angeregten Triplett zur Extrapola-
tion verwendet worden, um vernu¨nftige Ergebnisse zu erhalten. Die besten Er-
gebnisse zur Ermittlung des kritischen Wertes der Kopplung α sind mit DMRG–
Methoden (αc = 0.2412 [44] und finite–size Extrapolationen der Ergebnisse fu¨r
die Spin–Spin–Korrelationsla¨nge aus ED (αc = 0.241156) [19] ermittelt worden.
Die Resultate der Variationsrechnung auf der kritischen Linie vom S = 1/2
HAFM zum MG–Modell erweisen sich nur fu¨r α > αc als sinnvoll, da der MP–
Ansatz nicht in der Lage ist, die algebraischen Korrelationen der masselosen Spek-
tren zu beschreiben (Abb. 1.5). Nichtsdestoweniger haben dort die Ergebnisse fu¨r
die Grundzustandsenergie nur 1% bis 5% Abweichung von den exakten Resulta-
ten (Abb. 1.4).
Die Ergebnisse fu¨r den String–Ordnungsparameter sind durch das Singlettge-
wicht B2 gegeben, das in Abbildung 1.6 gezeigt ist, B2 ≥ 1
4
links der Shastry-
Sutherland-Linie und B2 ≤ 1
4
rechts davon.
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Abb. 1.3 Extrapolation der Energielu¨cke (△) zwischen angeregtem
Singlett und Triplett.
Die Werte fu¨r die beiden Grundzusta¨nde des MG-Modells unterscheiden sich
(B2|0r〉 = 0, B2|0d〉 = 14 ) aufgrund der bezu¨glich der Symmetrietransformation
asymmetrischen Definition des String–Ordnungsparameters. Die Resultate fu¨r die
Grundzustandsenergie sind auf der Symmetrielinie verglichen mit denen des RVB–
Ansatzes von Zeng und Parkinson [57] fu¨r α ≥ 1 schlechter und fu¨r α < 1 besser.
Beide Ansa¨tze fu¨hren fu¨r α ≥ 1 auf dieselbe Korrelationsla¨nge. Fu¨r α < 1 wa¨chst
die Korrelationsla¨nge im MP–Formalismus schneller. Das Verhalten der Korrela-
tionsla¨nge kann in der Na¨he von α = 1 durch das mo¨gliche Vorhandensein einer
spiralen Phase, d.h. eines ra¨umlich modulierten Grundzustandes, beeinflußt wor-
den sein. Der MP–Zustand kann einem solchen Verhalten nicht Rechnung tragen,
und der alternierende Ansatz aus 1.38 hat eine ho¨here Variationenergie.
Auf Pfaden senkrecht zu der Symmetrielinie in der Umgebung des konformen
Modells sind die Grundzustandsenergie und die niedrigen Anregungen bestimmt
worden. Diese Resultate sollten zum Versta¨ndnis des Phasenu¨bergangs von der
masselosen Phase in der Na¨he des S = 1/2 HAFM zur Phase mit einer endli-
chen Anregungslu¨cke im Spektrum in der Na¨he des MG–Punktes beitragen. In
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Abbildung 1.4: Grundzustandsenergie mittels MP–Rechnungen ( ⋄: ED )
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Abbildung 1.5: Korrelationsla¨nge mittels MP–Rechnungen
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Abbildung 1.7 und Tabelle 1.2 ist das Verhalten der Anregungslu¨cke bei Anna¨he-
rung an die Symmetrielinie, d.h. das Verschwinden der Lu¨cke fu¨r α ≤ αc und das
Schrumpfen auf einen kleinen aber endlichen Wert fu¨r α > αc gezeigt.
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Abbildung 1.6: Singlettgewicht mittels MP–Rechnungen
Fu¨r γ ≪ 1 und α = 0.3 (0.44) ist das Verhalten der Energielu¨cke unter
der Annahme eines Potenzgesetzes △ = |δ|y mit dem Dimerisierungsparameter
δ = Pγ/(γ + 2) analysiert worden, um es mit der Voraussage von Cross und
Fischer [63] y = 2/3 zu vergleichen.
Eine doppelt logarithmische Darstellung der Ergebnisse ( kleines Bild in Ab-
bildung 1.7 ) lieferte y ≈ 0.862 bei α = 0.30 und y ≈ 0.795 bei α = 0.44, also
einen von α abha¨ngenden Wert etwas gro¨ßer als vorhergesagt. Die Diskrepanz
beruht auf den logarithmischen Korrekturen, die nur am konformen Punkt selbst
verschwinden.
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Abbildung 1.7: Energielu¨cke (△) in der Umgebung der kritischen Linie.
Anregungsenergie
α = γ = 0.10 γ = 0.05 γ = 0.03 γ = 0.015 γ = 0.00
0.30 0.2511807 0.1497976 0.0971629 0.0526672 < 0.00003
0.44 0.2799086 0.1720255 0.1167782 0.0660249 < 0.00003
0.52 0.3002298 0.1864918 0.1310506 0.0009896
0.6 0.3251090 0.2082006 0.1507519 0.0023626
Tabelle 1.2 Verlauf der Anregungsenergien senkrecht zur kritischen Linie fu¨r
verschiedene Werte von α.
Die Energielu¨cke in der Na¨he der kritischen Linie ist bei dem Wellenvektor
k = 0 gefunden worden. Im Fall der regula¨ren Spinleiter liegt die Energielu¨cke
bei k = π. Um die Verdopplung der magnetischen Einheitszelle, die sich in
der Vera¨nderung des Wellenvektors wiederspiegelt, zu analysieren, ist die An-
regungslu¨cke auf einer Geraden vom S = 1/2 HAFM zum Punkt γ = −1, α = 1
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Abbildung 1.8: Verhalten der Anregungslu¨cke (△) beim Passieren der Shastry—
Sutherland– Linie (α = −γ, δ = (α2 + γ2)1/2).
fu¨r k = π und k = 0 berechnet worden. Die extrapolierten Resultate sind in
Abbildung 1.8 zu sehen.
Es zeigt sich, daß die Anregungen in den Na¨he der Shastry–Sutherland–Linie
bei α ≈ 0.55 entarten. Die Resultate fu¨r die Anregungslu¨cke und die Grund-
zustandenergie erreichen in vo¨llig monotoner Weise die Leiterresultate. Die nu-
merischen Daten besta¨tigen allgemein die Ergebnisse der MP–Rechnungen. Die
Variation der betrachteten Gro¨ßen ist u¨ber weite Teile des Phasendiagramms glatt
und stetig. Es zeigen sich keine Hinweise auf das Vorhandensein einer Phasen-
grenze. Eine qualitative Vera¨nderung des Spektrums auf einem Weg durch die
Shastry–Sutherland–Linie ist indes schon zu beobachten und ko¨nnte ein Hinweis
auf das Vorhandensein einer spiralen Phase sein. Zur Kla¨rung dieses Punktes ist
die Dispersionsrelation fu¨r N = 24 in diesem schmalen ¨Ubergangsbereich be-
rechnet worden (Abbildung 1.8 und 1.9). Dabei zeigte sich in dem an die Shastry–
Sutherland–Linie angrenzenden Gebiet eine Region, in der das Minimum bei ei-
nem endlichen Wert des Wellenvektors liegt.
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Abbildung 1.9: Dispersionsrelationen in unmittelbarer Na¨he der Shastry–Suther-
land Linie (α = −γ), (⋄)α = 0.54, (△)α = 0.58, (×)α = 0.56.
Die Dispersion ist jedoch sehr schmal, und da die Resultate fu¨r Systemgro¨ßen
von N = 24 erhalten worden sind und die Extrapolation schwierig ist, bleibt
es fraglich, ob es sich um einen finite–size Effekt handelt. Andererseits ist die
Korrelationsla¨nge in der Na¨he der Shastry–Sutherland–Linie sehr klein (ξα=1+γ =
0), so daß die Werte fu¨r N = 24 das thermodynamische Verhalten bereits gut
beschreiben.
Im allgemeinen festigen und besta¨tigen die numerischen Resultate die Aussa-
gen der MP–Rechnungen. Die ¨Anderungen der betrachteten Gro¨ßen im Phasen-
diagramm sind stetig und glatt. Bei den Anregungen sieht man jedoch ein Cross-
over der niedrigen Anregungen in der Na¨he der Shastry–Sutherland–Linie. Dies
kann, ebenso wie die Tatsache, daß das Maximum des Strukturfaktors S(k) bei
endlichen k–Werten zu finden ist, ein weiteres Indiz fu¨r eine spirale Phase sein
[44, 57]. Eine genauere Untersuchung ist somit im Bereich des Crossovers erfor-
derlich.
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Grundzustandsenergie
α = N = 12 N = 16 N = 20 N = 24 N = 28 N →∞
0.0 0.75
0.4 0.766403 0.766398 0.766398 0.7663978 0.7663978 0.7663978
0.8 0.819531 0.819281 0.819256 0.819254 0.819253 0.819253
1.2 0.909511 0.907827 0.907510 0.907443 0.907428 0.907424
1.6 1.029126 1.024466 1.023234 1.022867 1.022749 1.022687
Anregungsenergie
0.0 1.0
0.4 0.821753 0.821709 0.821707 0.821707 0.821707 0.821707
0.8 0.692602 0.690373 0.690074 0.690032 0.690026 0.690025
1.2 0.619862 0.605463 0.601817 0.600848 0.600582 0.600482
1.6 0.602390 0.563670 0.549962 0.544825 0.542838 0.541330
Tabelle 1.3 Grundzustands- und Anregungsenergien parallel zur kritischen Linie
(γ = −1) fu¨r verschiedene Werte von α.
In den Abbildungen 1.4 - 1.6 sind die Ergebnisse fu¨r die Energie, die Korrela-
tionsla¨nge und das Singlettgewicht aus den MP–Rechnungen auf einem Pfad mit
γ = −1 parallel zur kritischen Linie gezeigt und mit den numerischen Resultaten
(Tabelle 1.3) verglichen worden.
Die Untersuchung entlang der Linie γ = −1 vom Dimerpunkt zur regula¨ren
Spinleiter soll Hinweise auf Phasengrenzen zwischen diesen beiden Modellen lie-
fern. Mit den in Abschnitt 1.3.4 gewonnen Resultaten fu¨r die Anregungen im
MP–Formalismus sind zusa¨tzlich noch die Dispersionsrelationen fu¨r einige Punk-
te (α = 2.0, 1.5, 1.0, 0.5) auf diesem Weg bestimmt und mit numerischen Er-
gebnissen fu¨r N = 24 Spins verglichen worden (Abbildung 1.11.a-d). Die Kor-
rekturen zur Dispersionsrelation aufgrund der endlichen Systemgro¨ße sind we-
gen der geringen Korrelationsla¨ngen auf diesem Pfad vernachla¨ssigbar. Da die
Korrelationsla¨nge mit wachsendem α ansteigt, weist die Dispersionsrelation am
Leiterpunkt die sta¨rksten Korrekturen auf. Die prozentuale Abweichung der An-
regungslu¨cke bei k = π zwischen N = 24 und N →∞ betra¨gt bei der regula¨ren
Spinleiter weniger als 3% (Abbildung 1.10)
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Abbildung 1.10 Finite–size Extrapolation der Anregungslu¨cke (△) der re-
gula¨ren Spinleiter.
Es zeigt sich, daß die Crackion–Na¨herung auf diesem Weg eine gute Beschrei-
bung der tatsa¨chlichen physikalischen Anregungen liefert. Die niedrigsten Anre-
gungen bei k ≤ π/2 und k ≥ 3π/2 sind Zweiteilchenanregungen und ko¨nnen aus
den vorgestellten Ergebnissen bei π/2 ≤ k ≤ 3π/2 konstruiert werden. Weder bei
der Betrachtung der Anregungen noch bei der Energie und der Korrelationsfunk-
tion zeigen sich Hinweise auf Phasengrenzen auf dem Weg vom Dimer–Punkt
zur regula¨ren Spinleiter. Bei der Suche nach Phasengrenzen auf einem Pfad, kom-
mend vom MG–Punkt hin zur Spinleiter (α = 1, γ = −1.0,−0.35,−0.25,−0.06),
deutet sich die Existenz einer spiralen Phase an (Abbildung 1.12.a - d).
42 KAPITEL 1. DIE VERALLGEMEINERTE SPINLEITER
0 pi/2 pi 3pi/2 2pi
k
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
∆
Abbildung 1.11.a α = 2.0, γ = −1.0
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Abbildung 1.11.b α = 1.5, γ = −1.0
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Abbildung 1.11.c α = 1.0, γ = −1.0
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Abbildung 1.11.d α = 0.5, γ = −1.0
Abbildung 1.9 Dispersionsrelationen fu¨r verschiedene Punkte auf dem
Weg vom Dimer–Punkt zur regula¨ren Leiter (◦ : Singlett, △ : Triplett).
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Abbildung 1.12.a α = 1, γ = −1.0
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Abbildung 1.12.b α = 1, γ = −0.35
1.5. ERGEBNISSE 45
0 pi/2 pi 3pi/2 2pi
k
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
∆
Abbildung 1.12.c α = 1, γ = −0.25
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Abbildung 1.12.d α = 1, γ = −0.06
Abbildung 1.12 Dispersionsrelationen fu¨r verschiedene Punkte auf dem
Weg vom MG–Punkt zur Spinleiter (◦ : Singlett,△ : Triplett).
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Ebenso wie auf dem vorherigen Pfad zeigt sich auch hier kein Hinweis auf
eine Phasengrenze, da die Energielu¨cke endlich bleibt und kein Crossover in der
Grundzustandsenergie stattfindet. Andererseits gibt es doch qualitative Unterschie-
de, die das Versagen der Crackionbeschreibung in der Na¨he des MG–Punktes zur
Folge haben. Die Verschiebung des Minimums der Dispersionsrelation von k = π
zu k = 0 ist durch eine Beschreibung der Anregungen, wie sie hier vorgestellt
wurde, nicht zu erreichen. So gut die Werte bei k = π mit den numerischen Er-
gebnissen u¨bereinstimmen, so schlecht sind sie fu¨r k = 0. Eine Konstruktion der
Resultate bei k = 0 als Mehrteilchenanregungen ist hier nicht mo¨glich.
Eine bessere, diesem Verhalten Rechnung tragende Beschreibung mu¨ßte das
Delokalisieren des Crackions beinhalten. Ein solcher Ansatz ist erfolgreich von
Brehmer et al. [64] benutzt worden und beschreibt die numerischen Daten hinrei-
chend gut.
Die Ergebnisse des MP–Ansatzes zeigen fu¨r die Energie auf der Linie vom
MG–Punkt zum Dimer–Punkt (Shastry–Sutherland–Linie) die exakte Grundzu-
standsenergie (a = b = 1/2, EMG = −3/4L) und ein Verschwinden der Korre-
lationsla¨nge. Die Formulierung einer Anregung in der MP–Beschreibung
L∑
n=1
eikn|s〉1|s〉2 . . . |t〉n . . . |s〉N (1.94)
fu¨hrt auf dieser Linie zu einem Eigenzustand und zu einer exakten Anregung bei
k = π [49], die jedoch nur am Dimerpunkt auch mit der niedrigst liegenden k = 0
Mode entartet ist. Diese Entartung erkla¨rt somit auch, daß auf dem Weg vom Di-
merpunkt zur regula¨ren Spinleiter keine ¨Anderung des Wellenvektors der nied-
rigsten Anregung auftritt, da am Dimerpunkt von der k = π Mode ausgegangen
wurde.
1.5. ERGEBNISSE 47
Im Bereich jenseits der Shastry–Sutherland–Linie, in der Umgebung der Spin-
leiter, treten derartige Effekte nicht mehr auf, und der MP–Ansatz liefert eine gute
Beschreibung der Dynamik.
Die Resultate fu¨r die regula¨re Spinleiter sind:
(MP–Ansatz ): E0
L
= −1.102 ξ = 0.815
(Fan + Ma [65]): EF+M0
L
= −1.112 ξF+M = 0.238
(ED [56]): E0
L
= 1.156 ξ = 3.19
(1.95)
Die Abweichung der beiden Variationsansa¨tze um ungefa¨hr 1% scheint ver-
nachla¨ssigbar bei dem Vergleich mit den exakten Werten. Im Haldanefall be-
trug die Abweichung der Grundzustandsenergie in Kennedy–Tasaki Na¨herung
von dem exakten Wert ebenfalls 5%. Beide Variationansverfahren fu¨hren erwar-
tungsgema¨ß auf im Vergleich zu den Resultaten von White et al. [56] reduzierte
Korrelationsla¨ngen, da die MP–Ansa¨tze die Korrelationsla¨ngen gewo¨hnlich un-
terscha¨tzen. Im Haldanefall fu¨hrt die AKLT–Wellenfunktion auf ξ = 0.9102,
wa¨hrend der exakte Wert bei ξ = 6.2 liegt.
In den Abbildungen 1.13 - 1.16 wird illustriert, wie sich der Limes großer
negativer γ–Werte hin zum Haldanegrenzfall in das Bild der verallgemeinerten
Spinleiter einfu¨gt. In diesem Limes fu¨hrt die Minimierung der Energie zum Ver-
schwinden der Singletts auf den Diagonalen (B → 0) (Abbildung 1.14). Diese
Untersuchung soll zeigen, ob es Phasengrenzen auf dem Weg von der regula¨ren
Spinleiter zum Haldanelimes gibt. Es sind die Ergebnisse fu¨r die Grundzustands-
energie (Abbildung 1.13), die Anregungslu¨cke (Abbildung 1.15) und die Korrela-
tionsla¨nge (Abbildung 1.16) auf diesem Weg dargestellt.
Die Minimierung des Erwartungswertes der Energie liefert im Haldanegrenz-
fall
ES=10 = lim
γ→−∞
E0 ≈
(
1 + γ
4
− α+ 1
3
+
1
3(1 + γ)
)
L (1.96)
und fu¨r das Singlettgewicht
B2 ≈ 1
3(1 + γ)2
. (1.97)
Der erste Term in der Energie ist die interne Energie der Tripletts, die in die-
sem Grenzfall die S = 1 Pla¨tze repra¨sentieren.
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Abbildung 1.13: Grundzustandsenergie α = 2
Es ergeben sich im Grenzfall unendlich großer, negativer γ Werte die AKLT–
Zusta¨nde als Grundzusta¨nde des MP–Ansatzes mit der zugeho¨rigen Energie.
A2 =
1
3
E0 = −4
3
Jeff Jeff =
α+ 1
4
(1.98)
Fu¨r die Anregungsenergien ergeben sich im Haldanelimes (B = 0)
△(1)γ→−∞(k) = 2△(0)γ→−∞(k) =
λγ→−∞k +
1
λγ→−∞k
(
−2
3
cos2(k)− 2
9
cos(k) +
8
27
)
(1.99)
△(2)γ→−∞(k) = 0 (1.100)
λγ→−∞k =
10
9
+
2
3
cos(k) (1.101)
und damit die Resultate von [60].
Betrachtet man zusa¨tzlich dazu die Graphen in den Abbildungen 1.4 - 1.6, so
ergibt sich ein geschlossener Pfad vom dimerisierten Punkt zum Haldanepunkt.
Die langsame Variation der physikalischen Gro¨ßen entlang diesen Pfades durch
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Abbildung 1.14: Singlettgewicht α = 2
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Abbildung 1.15: Anregungsenergie (△) α = 2
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Abbildung 1.16: Korrelationsla¨nge α = 2
das Phasendiagramm offenbart die ¨Ahnlichkeit der Haldanephase und der Dimer-
phase im vorliegenden Bild.
Die Extrapolation zum Limes γ → −∞ ist analog zu White [43] mit einem
Fit von E0/L − (1 + γ)/4 an ein Polynom vierten Grades fu¨r die Punkte α =
2, γ = −2.2,−2.6,−3.2,−4.4,−13 durchgefu¨hrt worden (Tabelle 1.4).
Die erhaltenen Werte fu¨r die Grundzustandsenergie und die Anregungslu¨cke
im Grenzfall des S = 1 HAFM
1
Jeff
(
E0
L
− 1 + γ
4
)
≈ −1.4069 (1.102)
1
Jeff
△ ≈ 0.4106 (1.103)
sind in hervorragender ¨Ubereinstimmung mit den bekannten Resultaten.
Die analoge Extrapolation der Korrelationsla¨nge (Abbildung 1.16) zeigt ein
monotones Ansteigen. Der erhaltenen Wert ist gro¨ßer als der akzeptierte Wert
(ξ ≈ 6.2). Eine ¨Ubereinstimmung ist aber aufgrund der unterschiedlichen Vor-
gehensweise und der etwas unterschiedlichen Berechnung der Korrelationsla¨nge
auch nicht zu erwarten.
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Grundzustandsenergie
γ = N = 12 N = 16 N = 20 N = 24 N = 28 N →∞
-1.0 -1.168874 -1.160406 -1.157719 -1.156744 -1.156363 -1.156040
-2.2 -1.442089 -1.431225 -1.427342 -1.425759 -1.425061 -1.424292
-2.6 -1.536390 -1.525068 -1.520950 -1.519238 -1.518469 -1.517594
-3.2 -1.679514 -1.667673 -1.663286 -1.661423 -1.660568 -1.659544
-4.4 -1.969666 -1.957152 -1.952409 -1.950343 -1.949366 -1.948138
-13.0 -4.095278 -4.081498 -4.076053 -4.073567 -4.072326 -4.070566
γ → −∞ −(γ + 1)/4− 0.52759
Anregungsenergie
-1.0 0.626569 0.557398 0.528107 0.514784 0.508496 0.501711
-2.2 0.605725 0.527135 0.489590 0.470340 0.460095 0.445421
-2.6 0.600401 0.519686 0.480410 0.459877 0.448724 0.431682
-3.2 0.593758 0.510573 0.469294 0.447250 0.435003 0.415168
-4.4 0.583965 0.497512 0.453582 0.429489 0.415715 0.391956
-13.0 0.559096 0.466436 0.417295 0.389032 0.371958 0.337796
γ → −∞ 0.30797
Tabelle 1.4 Entwicklung der Grundzustandsenergie und Anregungsenergie im
Limes γ →−∞ und α = 2.
Die numerischen Resultate sind in ¨Ubereinstimmung mit den Ergebnissen der
MP–Rechnungen. Auf einem Weg durch das Phasendiagramm variieren die be-
trachteten Go¨ßen E0, ξ,△ stetig und langsam. Dies unterstreicht die Hypothese,
daß die verschiedenen Modelle, Dimer-, MG- und Haldanemodell, alle in dersel-
ben Phase liegen. Die Energielu¨cken in den verschiedenen Grenzfa¨llen und auch
in der regula¨ren Spinleiter scheinen nur quantitativ unterschiedlich zu sein und
verschiedene Realisierungen eines einzigen, zugrunde liegenden Quantenkonden-
sationspha¨nomens.
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Kapitel 2
Thermodynamische Gro¨ßen der
Spinleiter
Mit den bisher vorgestellten Verfahren war es mo¨glich, das niedrig liegende Spek-
trum und die zugeho¨rigen Wellenfunktionen, die Korrelationsfunktionen und lo-
kale Magnetisierung zu bestimmen, entweder exakt fu¨r endliche Systeme oder
na¨herungsweise im Rahmen der MP–Beschreibung.
Eine Bestimmung der thermodynamischen Eigenschaften fu¨r endliche Tempe-
raturen ist bisher verblieben, da die Eigenzusta¨nde numerisch nur fu¨r sehr kleine
Systeme in der no¨tigen Anzahl und analytisch u¨berhaupt nicht bestimmt werden
ko¨nnten.
Analytische Beschreibungen im Rahmen der Feldtheorie (NLσM) und Re-
normierungsgruppen–Rechnungen [66, 20, 21] sind in der Lage, die kritischen
Exponenten der thermodynamischen Zustandsgro¨ßen zu bestimmen. Dies ist auf
der kritischen Linie von [20, 67] durchgefu¨hrt worden.
Quanten–Monte–Carlo Verfahren sind eine Mo¨glichkeit numerische Resultate
fu¨r auch experimentell wichtige thermodynamische Gro¨ßen, wie den statischen
Strukturfaktor, zu erhalten. Schwierigkeiten entstehen hier jedoch durch frustrati-
ve Effekte, die zum Vorzeichenproblem fu¨hren. In dem Phasendiagramm der ver-
allgemeinerten Spinleiter sind nicht frustierte Systeme nur unterhalb von γ = −1
und auf der Linie α = 0 zu finden. Somit entzieht sich auch der gesamte Bereich
auf der kritischen Linie und eben speziell die Spin–Peierls–Substanz CuGeO3
dem Zugriff der Quanten–Monte–Carlo Rechnungen.
Hier soll nun ein numerisches Verfahren vorgestellt werden, das fu¨r kleine
Systeme eine Na¨herungsbeschreibung der Zustandsdichte, der Zustandssumme,
der Magnetisierung, der Suszeptibilita¨t und der spezifischen Wa¨rme liefert [39].
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Die Rechnungen sind fu¨rN = 8 durchgefu¨hrt worden, um die Resultate mit denen
aus exakten Diagonalisierungen zu vergleichen.
Daraufhin sind die Rechnungen auf gro¨ßere Systeme (N = 16, 20, 24) ausge-
weitet worden. Im Dimer–Fall konnten die Resultate (N = 16) mit analytischen
Ausdru¨cken verglichen werden.
Außer dem Fall des total dimerisierten Systems sind Ergebnisse fu¨r den S =
1/2 HAFM und die regula¨re Spinleiter berechnet und mit Quanten–Monte–Carlo
Ergebnissen und experimentellen Resultaten sowie Bethe–Ansatz Rechnungen
(S = 1/2 HAFM) verglichen worden.
Schließlich sind auf der kritischen Linie zwei frustrierte Systeme untersucht
worden, zum einen das konforme Modell und zum anderen das Modell (α =
0.70± 0.1 [68]), das die Spin–Peierls Substanz CuGeO3 beschreiben soll.
2.1 Kernpolynomverfahren
Ziel des Verfahrens ist es, die gena¨herte Zustandsdichte D(ǫ) eines Systems mit
gegebener Hamiltonscher Matrix (H) der Dimension N ×N zu bestimmen.
D(ǫ) =
1
N
N∑
n=1
δ (ǫ− ǫn) (2.1)
Im weiteren Verlauf sind der minimale (ǫl) und der maximale (ǫu) Energieeigen-
wert des Hamiltonoperators zu bestimmen, wodurch man eine reskalierte Hamil-
tonsche Matrix (X) erha¨lt.
H = cX + d (2.2)
mit
c =
ǫu − ǫl
2
d =
ǫu + ǫl
2
.
Alle Eigenwerte von X liegen somit im Intervall [-1,1].
Mit der Zustandsdichte D(x) sei im folgenden immer die Zustandsdichte des
reskalierten Systems gemeint. Diese sei in eine Reihe orthogonaler Polynome ent-
wickelbar.
D(x) =
1
N
N∑
n=1
δ (x− xn) =
∞∑
m=1
amPm(x) (2.3)
Prinzipiell ist jede orthogonale Polynomentwicklung denkbar. Hier sind Legendre–
Polynome gewa¨hlt worden. N ist die Anzahl der Zusta¨nde.
P0(x) = 1
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P1(x) = x
(n + 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x) (2.4)
Außerdem gilt fu¨r die Ableitungen der Legendre–Polynome
d
dx
Pn(x) =
n
x2 − 1 (xPn(x)− Pn−1(x)) . (2.5)
Die Orthogonalita¨t der Legendre–Polynome folgt aus∫ 1
−1
dxPm(x)Pn(x) =
2
2m+ 1
δnm. (2.6)
Zur Bestimmung der Zustandsdichte ist es notwendig, die Entwicklungskoef-
fizienten an zu bestimmen. Es ergibt sich
an =
2
2n + 1
∫ 1
−1
dxD(x)Pn(x) ≡ 2
2n + 1
µn. (2.7)
Die etwas willku¨rlich eingefu¨hrten “Momente” µn stellen, wie sich noch zeigen
wird, die zentrale Gro¨ße dieses Verfahrens dar.
Um thermodynamische Gro¨ßen ausrechnen zu ko¨nnen, ist die Zustandsumme
des Systems zu bestimmen.
Z ≡ N
∫ ǫu
ǫl
dǫ.e−β(ǫ−ǫl)D(ǫ) (2.8)
oder unter Verwendung der reskalierten Variablen
Z ≡ N
∫ 1
−1
dxe−cβ(x+1)D(x) = Ne−cβ
∫ 1
−1
dxe−cβxD(x) (2.9)
Die Exponentialfunktion kann wiederum nach einem vollsta¨ndigen Satz orthogo-
naler Polynome entwickelt werden.
e−βcx =
∞∑
m=0
(2m+ 1)(−1)mIm+1/2(cβ)Pm(x) (2.10)
Damit ergibt sich fu¨r die Zustandssumme
Z = Ne−cβ
∞∑
m=0
√
π
2
√
1
cβ
(2m+ 1)(−1)mIm+1/2(cβ)
∫ 1
−1
dxPm(x)D(x)︸ ︷︷ ︸
µm
= Ne−cβ
∞∑
m=0
√
π
2
√
1
cβ
(2m+ 1)(−1)mIm+1/2(cβ)µm. (2.11)
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Die In+1/2(x) sind die halbzahligen modifizierten Besselfunktionen. Bei der ex-
pliziten Auswertung wird die Reihe bei einem bestimmten m = M abgebrochen.
ZM = Ne−cβ
M∑
m=0
√
π
2
√
1
cβ
(2m+ 1)(−1)mIm+1/2(cβ)µm (2.12)
Damit reduziert sich die Bestimmung der thermodynamischen Gro¨ßen auf die
Berechnung der Momente µn, n = 0, ..,M.
2.1.1 Stochastische Berechnung
Bei der Betrachtung der Definition der Momente
µm =
∫ 1
−1
dxD(x)Pm(x) (2.13)
stellt man fest, daß diese auch als Erwartungswert der operatorwertigen Funk-
tion Pm(X) interpretiert werden ko¨nnen.
µm =
1
N
Tr{Pm(X)} (2.14)
Zur Berechnung dieses Erwartungswertes werden gaußverteilte Zufallsvektoren
benutzt.
|G(j)〉 ≡ 1√
N
N∑
n=1
an(j)|n〉. (2.15)
Der Satz von Vektoren {|n〉} bildet eine Unterraumbasis des Hilbertraums des Ha-
miltonoperatorsH bzw. X. Die ak sind die Komponenten eines N–dimensionalen
Zufallsvektors ~a und sind gaußverteilt mit Varianz “1” gema¨ß
P [~a] =
1
(2π)N/2
e−
~a†~a
2 . (2.16)
Eine effiziente Prozedur zur Berechnung einer Na¨herung fu¨r die Momente ist
µ˜m =
1
J
J∑
j=1
〈G(j)|Pm(X)|G(j)〉, (2.17)
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wobei J die Anzahl der verwendeten Zufallsvektoren ist. Das Matrixprodukt lautet
dann
〈G(j)|Pm(X)|G(j)〉 = 1
N
N∑
n=1
|an(j)|2〈n|Pm(X)|n〉 (2.18)
+
1
N
N∑
n6=n′=1
an(j)an′(j)〈n|Pm(X)|n′〉. (2.19)
Die Eigenschaft der Gaußverteilung gewa¨hrleistet, daß der Erwartungswert des
Vorfaktors im Diagonalteil gegen eins strebt und im Außerdiagonalteil gegen null.
Die Rekursionrelation der Legendre–Polynome liefert
P0(X)|G(j)〉 = |G(j)〉 (2.20)
P1(X)|G(j)〉 = X|G(j)〉
Pn+1(X)|G(j)〉 = 2n+ 1
n+ 1
XPn(X)|G(j)〉 − n
n+ 1
Pn−1(X)|G(j)〉
und somit fu¨r die Momente
µ˜n =
1
J
J∑
j=1
〈G(j)|Pn(X)|G(j)〉. (2.21)
Hier bemerkt man den Bezug zur exakten Diagonalisierung mittels Lanczos–
Verfahren, da der zentrale Punkt in dem dortigen Verfahren die Konstruktion ei-
ner Basis und die Programmierung einer Matrix–Vektor Multiplikation ist. Damit
kann man die Programme zur exakten Diagonalisierung mit wenigen ¨Anderungen
zur Erzeugung von Momenten nutzen.
2.2 Ergebnisse
Es wurde die Zustandsdichte fu¨r ein kleines System (N=8) berechnet und mit der
exakten verglichen, wobei sich eine hervorragende ¨Ubereinstimmung ergab.
Dieselbe ¨Ubereinstimmung ergab sich bei dem Vergleich der Resultate der
Nullfeldsuszeptibilita¨t des vollsta¨ndig dimerisierten Modells fu¨r Systemla¨ngen
N = 16 und N = 24 mit den analytisch bestimmten Ergebnissen (Abbildung
2.1). Die Bestimmung der Zustandssumme im vollsta¨ndig dimerisierten Modell
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ist trivial, da es sich um wechselwirkungsfreie Zweizustandssysteme handelt. Die
Kopplungssta¨rke J ist eins gesetzt.
χDH→0 =
1
β
∂2
∂H2
lnZ (2.22)
mit
Z = [1 + e−β (1 + 2 cosh(βµH))]N/2 , (2.23)
und somit folgt fu¨r die Nullfeldsuszeptibilita¨t
χDH→0 = Nβµ
(
eβ + 3
)−1
. (2.24)
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Abbildung 2.1 Die Nullfeldsuszeptibilita¨t pro Spin fu¨r das dimerisierte
Modell (N=16,24), verglichen mit exakten Daten.
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Abbildung 2.2 Die Nullfeldsuszeptibilita¨t fu¨r den Heisenberg–
Antiferromagnet (N=8,16,24) verglichen mit exakten Resultaten.
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Abbildung 2.3 Die spezifische Wa¨rme fu¨r den Heisenberg–Antifer-
romagnet (N=24) verglichen mit exakten Resultaten und fu¨r das konforme
Modell.
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Als weiteren Test ist die Nullfeldsuszeptibilita¨t (Abbildung 2.2) und die spe-
zifische Wa¨rme (Abbildung 2.3) des S = 1/2 HAFM berechnet und mit exakten
Resultaten aus Bethe–Ansatz Rechnungen von Klu¨mper [69] verglichen worden.
Dabei sind die Suszeptibilita¨t und die spezifische Wa¨rme analytisch aus den Ab-
leitungen der Zustandssumme als Funktional abha¨ngend von den Momenten be-
stimmt worden.
Ebenso wie die Nullfeldsuszeptibilita¨t des S = 1/2 HAFM mit exakten Re-
sultaten kontrolliert wurde, ist die der regula¨ren Spinleiter mit Ergebnissen aus
Monte–Carlo–Rechnungen verglichen worden (Abbildung 2.4).
Infolge der endlichen Dimensionen der hier benutzten Systeme existiert in je-
dem Fall eine Anregungslu¨cke. Daher zeigt die Nullfeldsuszeptibilita¨t immer ein
exponentielles Tieftemperaturverhalten mit einer Aktivierungstemperatur, die mo-
dellabha¨ngig ist. Oberhalb dieser Temperatur verschwinden die Korrekturen der
endlichen Systemgro¨ße, und die Ergebnisse entsprechen denen des thermodyna-
mischen Limes.
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Abbildung 2.4 Die Nullfeldsuszeptibilita¨t fu¨r die regula¨re Spinleiter
(N=16,24), verglichen mit Quanten–Monte–Carlo Daten.
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Es zeigt sich, daß das Kernpolynomverfahren fu¨r Systeme mit einer Anre-
gungslu¨cke und kleiner Korrelationsla¨nge die verla¨ßlichsten Ergebnisse bis zu
kleinsten Temperaturen liefert. Die kritische Temperatur, bis zu der die erhalte-
nen Ergebnisse mit dem thermodynamischen Limes u¨bereinstimmen, ha¨ngt von
dem finite–size Verhalten der Anregungslu¨cke ab.
△(L) =△∞(L) + αe
−N/ξ
N2
Je kleiner die Korrelationsla¨nge desto eher zeigt das endliche System das Verhal-
ten des unendlichen Systems.
Systeme wie das Majumdar–Ghosh–Modell und die regula¨re Spinleiter besit-
zen kleine Korrelationla¨ngen und große Anregungslu¨cken und stellen daher gute
Kandidaten fu¨r das Kernpolynomverfahren dar.
Die Beschreibung von Systemen, die im thermodynamischen Limes keine An-
regungslu¨cke und algebraische Korrelationen besitzen, ist deutlich schlechter, da
die kritische Temperatur, bei der sich die Anregungslu¨cke des endlichen Systems
bemerkbar macht, erheblich gro¨ßer ist. Bei dem S = 1/2 HAFM betra¨gt die An-
regungslu¨cke selbst bei 24 Spins immer noch ≈ 0.3J , so daß eine verla¨ßliche
Beschreibung der Suszeptibilita¨t nur unwesentlich u¨ber den mean–field Bereich
hinausgeht. Die Ergebnisse fu¨r die spezifische Wa¨rme sind jedoch deutlich bes-
ser. Die erwartete lineare Temperaturabha¨ngigkeit fu¨r tiefe Temperaturen wird mit
der korrekten Steigung (1/3 aus Bethe–Absatz Rechnungen) wiedergegeben.
Da bei nicht frustrierten Systemen die thermodynamischen Gro¨ßen mittels
Monte–Carlo–Verfahren bestimmt werden ko¨nnen, wird hier der Bereich der fru-
strierten Spinleiter und speziell des massiven Teils der kritischen Linie betrachtet.
Es soll die Vermutung untersucht werden, daß die Spin–Peierls Substanz CuGeO3
bei γ = 0, α = 0.7 einzuordnen ist [68, 70]. Dazu bestimmt man die Suszeptibi-
lita¨t (Abbildung 2.5 und 2.6) durch das Kernpolynomverfahren und vergleicht sie
mit experimentellen Resultaten [71].
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Abbildung 2.5 Die Suszeptibilita¨t (B=1T) fu¨r α = 0.7, γ = 0 (N=24),
verglichen mit experimentellen Daten fu¨r CuGeO3.
Die mittels des Kernpolynomverfahrens gewonnene Suszeptibilita¨t liefert qua-
litativ gute Ergebnisse fu¨r ho¨here Temperaturen. Der einzige Fitparameter ist die
Sta¨rke der Austauschkopplung, die nach Bouzerar et al. mit J=160K [70] an-
genommen wurde. Die Achsen c,b und a beschreiben den Kristall, wobei c die
Richtung der direkt benachbarten Cu2+–Ionen ist, b die der wesentlich schwa¨cher
gekoppelten u¨berna¨chsten Nachbarn und a die dritte Richtung in der orthorhom-
bischen Einheitszelle. Die Unterschiede in der gemessenen Suszeptibilita¨t bei
verschiedenen Orientierungen des Magnetfeldes ru¨hren von dem anisotropen g–
Faktor her. Die Abweichungen des g–Faktors in a und b Richtung sind jedoch hier
nicht beru¨cksichtigt worden.
Die Abweichungen bei der Beschreibung des Niedertemperaturbereichs sind
einerseits auf die Endlichkeit des Systems und das damit verbundene diskrete,
niedrig liegende Spektrum zuru¨ckzufu¨hren. Andererseits gibt es Anzeichen dafu¨r,
daß eine Kopplung u¨berna¨chster Nachbarn alleine zur Erkla¨rung nicht ausreicht,
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da auch die Anisotropien bei verschiedenen Magnetfeldrichtungen damit nicht zu
erkla¨ren sind. Bei 14K fu¨hrt CuGeO3 einen strukturellen Phasenu¨bergang durch.
Dieser Effekt kann in dem vorgestellten Modell ebenfalls nicht beschrieben wer-
den. Eine zusa¨tzliche alternierende Kopplung wa¨re jedoch in der Lage eine Di-
merisierung unterhalb einer kritischen Temperatur zu initiieren. Die Sta¨rke einer
solche Kopplung festzustellen wa¨re eine mo¨gliche Anwendungsweise des vorge-
stellten Verfahrens.
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Abbildung 2.6 Die Suszeptibilita¨t (B=1T) fu¨r α = 0.7, γ = 0 (N=24),
verglichen mit experimentellen Daten fu¨r CuGeO3 (Niedertemperaturbe-
reich).
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Kapitel 3
Verunreinigungen in Spinleitern
3.1 Einleitung
Aufgrund der großen Evidenz, daß die regula¨re Spinleiter in derselben Phase liegt
wie der S = 1 HAFM, die Haldanekette [43], ist es naheliegend, analog zum
Haldanesystem auch in der Spinleiter die Effekte von Verunreinigungen zu unter-
suchen, zumal die Betrachtung von Verunreinigungen in der Haldanekette stark
zum Versta¨ndnis des Systems beigetragen hat.
Das AKLT–Modell, genauer der VBS–Charakter des Grundzustandes, mach-
te Voraussagen u¨ber die Effekte von unmagnetischen Verunreinigungen. An den
Enden der durch die Verunreinigungen getrennten Segmente sollten quasifreie
S = 1/2 Spins existieren.
Die Vorhersage dieser quasifreien Endspins durch das AKLT–Modell [2] wur-
de in Elektronenspinresonanz–(ESR)–Experimenten an einer mit Zink dotierten
quasi eindimensionalen, organischen Substanz mit isotroper Kopplung der be-
nachbarten Spins (S = 1) (NENP) [40] besta¨tigt .
Bei der Betrachtung unmagnetischer Verunreinigungen in Spinleitern zeigen
sich Gemeinsamkeiten mit dem Haldanefall ebenso wie Unterschiede.
Der wesentliche Unterschied beruht auf dem Effekt der Verunreinigungen auf
die Geometrie des Modells. Im Gegensatz zum S = 1 HAFM fu¨hren sie nicht zu
einem Bruch der Leiter, sondern etablieren Regionen schwacher Kopplung. Der
ungepaarte Spin S = 1/2 gegenu¨ber der Verunreinigung verbindet die angrenzen-
den regula¨ren Leiterstrukturen.
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Trans  configuration
Cis  configuration
Abbildung 3.1 Eine typische Leiterkonfiguration mit Verunreinigungen
Zusa¨tzlich motiviert wurden diese Untersuchungen durch Messungen an der
mit Zink dotierten Leitersubstanz SrCu2O3 [72, 73]. Dort wurde ein Verschwinden
der Anregungslu¨cke bei Erho¨hung der Zinkkonzentration beobachtet.
Im folgenden werden analytische und numerische Betrachtungen der regula¨ren
isotropen Spinleiter mit unmagnetischen Verunreinigungen vorgestellt. Die unter-
suchten Gro¨ßen sind die Grundzustandsenergie, die niedrigliegenden Anregungen
und die lokale Magnetisierung sowie der statische Strukturfaktor fu¨r T = 0.
Dabei werden numerische und analytische Untersuchungen fu¨r zwei unge-
paarte SpinsS = 1/2 in cis– oder trans–Konfiguration an den Enden einer offenen
Leiter mit p vollsta¨ndigen Sprossen gezeigt.
Es werden weiterhin Resultate fu¨r zwei Verunreinigungen in verschiedenen
Absta¨nden und Konfigurationen aus MP–Rechnungen und exakten Diagonalisie-
rungen endlicher Systeme vorgestellt.
Die Beschreibung des niederenergetischen Spektrums durch ein effektives
Modell mit statistisch verteilten Kopplungssta¨rken (effektives Paarmodell) [74]
wird untersucht. Zur quantitativen Analyse gro¨ßerer Systeme werden Resultate
aus DMRG–Rechnungen zitiert [75] und dem Spektrum des effektiven Paarmo-
dells gegenu¨bergestellt.
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Ebenso werden die Auswirkungen der Resultate auf die thermodynamischen
Gro¨ßen bei statistischer Verteilung der Verunreinigungen diskutiert, sowohl den
Abstand (p vollsta¨ndige Sprossen) betreffend als auch die relative Position auf
den Holmen.
Die Wahrscheinlichkeit des Vorhandenseins zweier Verunreinigungen auf ei-
ner einzigen Sprosse und damit des Bruchs der magnetischen Struktur der Lei-
ter ist proportional zum Quadrat der Verunreinigungsdichte. Da hier nur geringe
Dichten betrachtet werden sollen, bleiben derartige Effekte unberu¨cksichtigt.
Es sind exakte Diagonalisierungen mittels Lanczos–Technik fu¨r endliche Sy-
steme mit bis zu 12 vollsta¨ndigen Sprossen (p) (N = 2p + 2) mit periodischen
und offenen Randbedingungen durchgefu¨hrt worden. Offene Randbedingungen
sind bei Systemen mit zwei ungepaarten Randspins S = 1/2 und variierender
La¨nge angenommen worden, periodische Randbedingungen fu¨r Systeme mit zwei
Verunreinigungen in variierender Entfernung fu¨r p = 11, 12 Sprossen. Die Trans-
lationsinvarianz wird durch die Defekte zersto¨rt.
Fu¨r die ungesto¨rte Spinleiter reduziert die Projektion auf die irreduziblen Dar-
stellungen der korrespondierenden Symmetriegruppen (Reflexion-, Spiegelungs-,
SU(2)–Symmetrie) die Basisgro¨ße in den Unterra¨umen drastisch. Die Verunrei-
nigungen zersto¨ren jedoch diese Symmetrien, und es bleibt nur die Isotropie des
Modells und damit die SU(2)–Invarianz. Auch hier sind die Rechnungen auf der
CRAY T3D 256 des ZIB Berlin durchgefu¨hrt worden.
Die DMRG–Rechnungen fu¨r Systeme mit 2× 50 bis 2× 100 Spins und bis zu
sechs Defekten im Inneren sind von Ulrich Schollwo¨ck durchgefu¨hrt worden und
die Resultate werden aus [75] zitiert.
3.2 Konsequenzen des Lieb–Mattis–Theorems
Ein Spinsystem besteht aus wechselwirkenden Spins, die aufgrund der Wechsel-
wirkungen so angeordnet werden ko¨nnen, daß sie auf den Kreuzungspunkten ei-
nes zugrunde liegenden Gitters lokalisiert sind.
Wenn weiterhin das Gitter in zwei Untergitter aufgeteilt werden kann, so daß
es keine Wechselwirkungen innerhalb des Untergitters und nur antiferromagneti-
sche, isotrope Wechselwirkungen zwischen ihnen gibt, macht das Lieb–Mattis–
Theorem eine Aussage u¨ber den Gesamtspin des Grundzustandes.
Stot = |NASA −NBSB| (3.1)
NA/B ist die Anzahl der Spins SA/B dem Untergitter A/B.
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Eine Spinleiter mit 2L Pla¨tzen soll N (N gerade) Verunreinigungen besitzen.
Im Grundzustand der verbleibenden (2L-N) S = 1/2 Spins kann Stot entspre-
chend der Verteilung der Defekte auf den Untergittern Werte zwischen 0 und
N/2 annehmen. Wenn sich N/2 Defekte auf jedem Untergitter befinden, liegt der
Grundzustand im Stot = 0 Sektor. Im anderem Extrem aller Defekte auf einem
einzigen Untergitter liegt der Grundzustand im Stot = (L/2 − 1/2 (L−N)) =
N/2 Sektor. Bei Konfigurationen mit zwei Defekten auf einer Sprosse wird die
magnetische Struktur der Leiter zerbrochen, und es gibt mehrere entartete Grund-
zusta¨nde mit verschiedenen Werten des Gesamtspins (Stot).
Fu¨r eine Zufallsverteilung von Defekten ist die Wahrscheinlichkeit (g(Stot)),
einen Grundzustand mit bestimmtem Stot zu erhalten, durch
Stot = 0 g(Stot) =
(
N
N/2
)
(3.2)
Stot > 0 g(Stot) = 2
(
N
N/2− Stot
)
(3.3)
gegeben.
Fu¨r N ≫ 1 erha¨lt man durch Anwendung der Stirlingformel die relativen
Gewichte der Grundzusta¨nde mit gegebenem Stot (2N Zusta¨nde infolge der Ver-
unreinigungen).
g(Stot = 0)
2N
=
√
2
πN
,
g(Stot = 1)
2N
= 2
√
2
πN
. (3.4)
Die gro¨ßte Wahrscheinlichkeit hat ein Grundzustand mit Stot = 1. Die Mo-
mente des Spins des Grundzustandes fu¨r eine statistische Verteilung der Defekte
ergeben sich unter Benutzung von Gleichung 3.3 zu
〈Stot〉 =
N/2∑
n=1
n(N)!
(N/2− n)!(N/2 + n)!
=
N
4
N !
((N
2
)!)2
〈S2tot〉 =
N/2∑
n=1
n2(N)!
(N/2− n)!(N/2 + n)!
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=
1
4
N !
√
π Γ(N
2
+ 2)
(N/2− 1)! (N/2 + 1)! Γ(N
2
+ 1
2
)
Mit Hilfe der Stirlingformel erha¨lt man schließlich
〈Stot〉 =
√
N
2π
(3.5)
〈S2tot〉 =
N
4
. (3.6)
Diese Ergebnisse sind bereits fru¨her von [74] durch ein random–walk Argu-
ment erhalten worden. Es zeigt sich jedoch, daß es sich um eine exakte Konse-
quenz des Lieb-Mattis Theorems handelt. In der Diskussion der Tieftemperatur-
suszeptibilita¨t soll S0 der Spin des Grundzustandes sein und Sα, α = 1, ..., αm =
2N − 1 der der u¨brigen Zusta¨nde. Der Tieftemperaturgrenzfall der Suszeptibilita¨t
bei verschwindendem Magnetfeld ist dann gegeben durch die paramagnetische
Suszeptibilita¨t (J : Gesamtdrehimpulsquantenzahl, J: Gesamtdrehimpulsoperator)
χpara =
(gµB)2
3kBT
J(J + 1) =
(gµB)2
3kBT
〈J2〉 (3.7)
mit J = Stot und 〈J2〉 als thermischem Erwartungswert.
〈J2〉 = 〈
∑αm
p=0 S
2
pgpe
−β△p〉
〈∑αmp=0 gpe−β△p〉 . (3.8)
Damit folgt fu¨r die Tieftemperatursuszeptibilita¨t
χ =
(gµB)2
3kBT
z(S0) +
∑αm
α=1 z(Sα)e
−β∆α
(2S0 + 1) +
∑αm
α=1(2Sα + 1)e
−β∆α , (3.9)
mit
z(Sα) = 2 Sα (Sα +
1
2
) (Sα + 1). (3.10)
Wenn der Grundzustand kein Singlett ist (S0 > 0), ist auch Z(S0) > 0, und
es ergibt sich fu¨r die Suszeptibilita¨t ein Curie–Verhalten (χ ∼ 1/T ) fu¨r T →
0. Im Falle eines Singlettgrundzustandes ist Z(S0) = 0, und die Suszeptibilita¨t
zeigt die fu¨r ein System mit endlicher Anregungslu¨cke typische Eigenschaft einer
Aktivierungstemperatur.
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Wenn die Zusta¨nde mit einer asymptotischen Zustandsdichte der Form ρ(ǫ) ∼
ǫ−α beginnen dicht zu liegen, vera¨ndert sich die Suszeptibilita¨t zu χ(T ) ∼ T−α.
Fu¨r α = 0 ergeben sich dann eine konstante Zustandsdichte und eine temperatur-
unabha¨ngige Suszeptibilita¨t (Fall des S = 1/2 HAFM).
Alle diese Abweichungen der Suszeptibilita¨t von einem Curie–Verhalten er-
fordern einen Singlettgrundzustand. Dieser tritt jedoch fu¨r makroskopische Sy-
steme mit geringerem Gewicht auf als der Triplettgrundzustand. Daraus kann ge-
folgert werden, daß die Nullfeldsuszeptibilita¨t der verunreinigten Spinleiter im
Tieftemperaturregime immer einem Curie–Gesetz gehorcht. Dies wird auch durch
die Resultate von Renormierungsgruppenrechnungen besta¨tigt [76], die ebenfalls
α = 1 zeigen.
Bei der Berechnung der Curie–Konstanten auf der Basis des obigen Ausdrucks
ist zu erkennen, daß infolge der Verunreinigungen eine ¨Anderung des Erwartungs-
wertes des Drehimpulsquadrates gegenu¨ber dem effektiven S = 1/2 Modell auf-
tritt.
S =
1
2
: S(S + 1) =
3
4
(3.11)
eff. Modell : 〈S2〉 = 1
4
(3.12)
Das experimentell interessante Verhalten bei endlichen Temperaturen bein-
haltet diesen ¨Ubergang zwischen den beiden benachbarten Grenzbereichen. Es
wird in hohem Maße durch die Zustandsdichte bestimmt, die jedoch nicht einfach
zuga¨nglich ist. Einige numerische Untersuchungen ko¨nnen zur Kla¨rung in diesem
Bereich beitragen.
3.3 Defekte am Rand offener Leitern
3.3.1 Numerische Resultate
Es werden Spinkonfigurationen mit p Sprossen und zwei Verunreinigungen be-
trachtet. Mittels exakter Diagonalisierung von Systemen mit p ≤ 12 und zwei
Defekten an den Leiterenden, offene Randbedingungen vorausgesetzt, sind die
Grundzustandsenergien und die niedrig liegenden Anregungen bestimmt worden.
Dabei handelt es sich um ein Singlett und ein Triplett, deren Reihenfolge durch
die Position der Defekte auf den Untergittern bestimmt ist.
Laut Lieb–Mattis–Theorem ist der Grundzustand ein Singlett fu¨r zwei Defek-
te auf verschiedenen Untergittern und im anderen Fall ein Triplett. In dem Unter-
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raum dieser beiden Zusta¨nde ist es nun mo¨glich, die Aufspaltung als Folge einer
effektiven Wechselwirkung zwischen den ungepaarten Randspins zu schreiben.
H
(p)
± = E0,± + J
Rand
eff,±(p) ~S ~S
′. (3.13)
Der Index ± bezieht sich auf das Vorzeichen von Jeff und unterscheidet zwi-
schen antiferromagnetischer und ferromagnetischer Wechselwirkung. Die Daten
zu JRand,±eff (p) aus Tabelle 3.1 sind in Abbildung 3.3 nochmals zur Verdeutli-
chung der Abstandsabha¨ngigkeit dargestellt. JRand,±eff ist identisch mit der Anre-
gungslu¨cke.
Jeff (ED)
Sprosse (n) antiferromagnetisch ferromagnetisch
2 0.4134342076 0.3332389325
3 0.2808007550 0.2790132929
4 0.1944368705 0.2010576140
5 0.1379125645 0.1459181428
6 0.0990135730 0.1051339920
7 0.0717149472 0.0759464504
8 0.0522047020 0.0549482466
9 0.0381181864 0.0398361954
10 0.0278774960 0.0289263601
11 0.0204037286 0.0210324667
12 0.0149374382 0.0153089483
Tabelle 3.1: Effektive Wechselwirkung aus ED.
Ein Test fu¨r die numerischen Daten ist die Extrapolation von E±0 fu¨r N →∞.
In diesem Limes sollten sich die Werte der ungesto¨rten Leiter ergeben.
Es ergibt sich fu¨r p ≥ 5
E0,+(p) = −1.157 p,
JRandeff,±(p) = J0,± e
−p/ξ, (3.14)
mit J0,+ ≈ 0.674, J0,− ≈ 0.714, ξ ≈ 3.1.
Diese Daten sind an ein rein exponentielles Verhalten gefittet worden. Der
mittlere quadratische Fehler ist kleiner als 10−6 fu¨r Jeff,± und besser fu¨r E0,+.
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Jeff (DMRG)
Sprosse (n) antiferromagnetisch ferromagnetisch
0 0.471
1 0.398 0.249
2 0.255 0.170
3 0.181 0.154
4 0.126 0.115
5 0.090 0.087
6 0.065 0.064
7 0.047 0.047
8 0.034 0.035
9 0.025 0.025
10 0.018
Tabelle 3.2: Effektive Wechselwirkung aus DMRG–Rechnungen.
Aufgrund der finite–size Effekte bei Leitern mit offenen Randbedingungen ist
E0,− nicht mit a¨hnlicher Genauigkeit zu extrapolieren. Ein Verhalten wie in [74]
vorausgesagt gema¨ß e−p/ξ/√p, kann aufgrund des schlechteren Fits mit den vor-
liegenden Daten nicht verifiziert werden. Auch fu¨hrt der beste mit “
√
1/p” Verhal-
ten zu erreichende Fit auf eine unangemessene Korrelationsla¨nge (ξ ≈ 4). Damit
a¨hnelt die Situation der in der offenen Haldanekette [77].
3.3.2 Analytische Zuga¨nge
MP–Beschreibung
Auch hier kann, wie bei der ungesto¨rten Leiter, der MP–Ansatz eine gute Be-
schreibung von Defekten insbesondere in trans–Konfiguration liefern. Auf die
Mo¨glichkeit Defekte in cis–Konfiguration zu beschreiben, wird hier nicht einge-
gangen. Bei einem System mit zwei ungepaarten Spins in trans–Konfiguration im
Abstand von p Sprossen wird der bekannte Ansatz mit den auf den Diagonalen
definierten Matrizen g(i) benutzt.
|ψ〉σ,σ′ =
[
p+1∏
j=1
gj
]
σ,σ′
, gj =
(
a|t0〉j + b|s〉j −a
√
2|t+〉j
a
√
2|t−〉j −(a|t0〉j − b|s〉j)
)
(3.15)
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Der Wert von b2 = 1 − 3a2 ist durch die Minimierung der Energie gegeben.
Fu¨r die numerischen Berechnungen wird der Wert fu¨r die unendlich lange regula¨re
Leiter (b = 0.1736) benutzt.
Die speziellen Grenzfa¨lle des MP–Ansatzes sind nochmals kurz beschrieben:
• Fu¨r a = b = 1/2 ist der MP–Zustand einer der Grundzusta¨nde des Majum-
dar–Ghosh–Modells mit Singletts auf den Sprossen und freien Randspins.
• Fu¨r b = 0, a = 1/√(3) ist der MP–Zustand ein Valence–Bond Zustand mit
wechselwirkenden Tripletts auf den Diagonalen und quasifreien S = 1/2
Randspins an den Leiterenden. Der MP–Zustand entspricht damit den vier
entarteten Grundzustandswellenfunktionen des AKLT–Modells.
Im allgemeinen wird die Wellenfunktion zwischen diesen beiden Grenzfa¨llen
interpolieren, und die Randspins bestimmen zu einem gewissen durch die Korrela-
tionsla¨nge bestimmten Maße die Orientierung in den angrenzenden Leiterberei-
chen. Der MP–Ansatz unterscha¨tzt die Korrelationsla¨nge, gibt die Tendenz jedoch
korrekt wieder. Die Korrelationen fallen mit wachsendem b vom AKLT–Limes
zum MG–Punkt hin ab.
Zur qualitativen Analyse werden die vier MP–Zusta¨nde in ein Singlett und ein
Triplett aufgeteilt und die effektiven Austauschenergien zwischen diesen beiden
anhand der Energiedifferenz ermittelt. Das Singlett ist gegeben durch
|0, 0〉 = Tr
N∏
i=1
gi.
Das Triplett wird analog zu den Anregungen in Kapitel 1.3.4 konstruiert.
|1, 0〉 = Tr{
N∏
i=1
gi2s
z} mit sz = 1
2
(−1
0
0
1
)
.
Die Position der Matrix sz ist verantwortlich fu¨r die Lokalisierung des Tripletts
an den Ra¨ndern. Das so erhaltene Resultat fu¨r eine Konfiguration mit zwei Rand-
defekten im Abstand von p Sprossen ist
JRandeff,MP(p) =
〈0, 0|H(0) +H(1)|0, 0〉
〈0, 0|0, 0〉
− 〈1, 0|H
(0) +H(1)|1, 0〉
〈1, 0|1, 0〉
= ±J0 e−p/ξ, mit J0 ≈ 0.77, ξ−1 ≈ 1.23. (3.16)
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Man erha¨lt das richtige Vorzeichen fu¨r Jeff und einen im Rahmen der Na¨he-
rung guten Wert fu¨r p = 0. Das Maß des exponentiellen Abfalls ist durch die vom
MP–Ansatz gelieferte zu geringe Korrelationsla¨nge wiederum u¨berscha¨tzt.
Die niederenergetische Struktur des Spektrums ist die Verallgemeinerung des
im Haldanefall auftretenden Kennedy–Tripletts fu¨r den Fall der Spinleiter. Der
verwendete MP–Ansatz ist zwar allgemeiner als die RVB–Beschreibung aber der
Effekt der quasifreien S = 1/2 Randspins ist derselbe. Die Resultate entsprechen
in diesem Sinne den Ergebnissen von Hida [78], der ferromagnetische Kopplung
auf den Sprossen betrachtet hatte. Es zeigte sich, daß die Effekte der ferroma-
gnetischen Kopplung auf den Diagonalen auch durch eine antiferromagnetische
Kopplung auf den Holmen und Sprossen erzeugt werden konnte.
Unita¨re Transformation
Ein alternativer Ansatz zur Beschreibung der offenen Leiter mit zwei Defekten
an den Enden ist das Ausintegrieren der Spinfreiheitsgrade auf den vollsta¨ndigen
Sprossen.
0 1 3 5
2 4 6
7
7
0 1
2
3
4
5
5||
Abbildung 3.2 Kanonische Transformation fu¨r die beiden obigen Konfi-
gurationen
Der Hamiltonoperator kann wie folgt geschrieben werden.
H = Hladder(1, 2...2p) + h0,1 + h2p,2p+1 = H0 + V (3.17)
Zur Reduktion der Freiheitsgrade benutzen wir eine kanonische Transforma-
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tion eS
H˜ = eSHeS
= H + SH −HS + 1
2
(
S2HHS2 − 2SHS) + . . .
= H[S,H] +
1
2
[S, [S,H]] + . . .
= H0 + V + [S,H0] + [S, V ]− 1
2
[S, V ] +O(S2). (3.18)
S ist bestimmt durch die Eigenschaft
[S,H0] = −V . (3.19)
Die Basis wird aufgespannt durch das Tensorprodukt der Eigenzusta¨nde, die
die geschlossenen Komplexe beschreiben (H0|α〉 = Eα|α〉), und diejenigen, die
die Randspins charakterisieren (|σ0〉, |σ2p+1〉). Damit ergibt sich mit |a〉 undH|a〉 =
Ea|a〉
〈a|S|b〉 (Eb − Ea) = −〈a|V |b〉 (3.20)
und somit
H˜ = H0 +
1
2
[S, V ] + . . . . (3.21)
Als weitere Na¨herung beschra¨nken wir die Berechnung des Erwartungswertes der
Energie von H˜ auf solche Zusta¨nde |a〉 = |σ0σ2p+1α〉, bei denen |α〉 = |0〉 der
Grundzustand der jeweiligen geschlossenen Komplexe mit H0|0〉 = E0|0〉 ist.
〈σ′0σ′2p+10|H˜|σ0σ2p+10〉
= E0δσ′0σ0δσ′2p+1σ2p+1
+
1
2
〈σ′0σ′2p+10|S(h0,1 + h2p,2p+1)− (h0,1 + h2p,2p+1)S|σ0σ2p+10〉
= E0δσ′
0
σ0δσ′2p+1σ2p+1 + 〈σ′0σ′2p+10|S(h0,1 + h2p,2p+1)|σ0σ2p+10〉
= E0δσ′
0
σ0δσ′2p+1σ2p+1
+
∑
σ′′
0
σ′′
2p+1α
〈σ′0σ′2p+10|S|σ′′0σ′′2p+1α〉〈σ′′0σ′′2p+1α|h0,1 + h2p,2p+1|σ0σ2p+10〉
+
∑
σ′′
0
σ′′
2p+1α
1
E0 − Eα 〈σ
′
0σ
′
2p+10|h0,1 + h2p,2p+1|σ′′0σ′′2p+1α〉
〈σ′′0σ′′2p+1α|h0,1 + h2p,2p+1|σ0σ2p+10〉
= Jeffσ0σ2p+1 (3.22)
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Damit ist es mo¨glich, den Hamiltonoperator na¨herungsweise als effektives,
niederenergetisches random–interaction Modell zu schreiben.
H
(p)
± = E0,±(p) + Jeff,±(p) ~S0 ~S2p+1 (3.23)
Die Resultate fu¨r Jeff weichen von den numerischen Werten um bis zu 20% ab.
E0,±(2) = − 5
16
J edgeeff,+(2) =
1
3
J edgeeff,−(2) = −
1
4
(3.24)
E0,±(3) = −0.344
J edgeeff,+(3) = −0.2377 J edgeeff,−(3) = 0.2248 (3.25)
Fu¨r zwei isolierte Spins wu¨rden die Beitra¨ge ho¨herer Ordnung die Werte noch
korrigieren, aber die Form des Hamiltonoperators aufgrund der Isotropie, und da
es sich um S = 1/2 Spins handelt, nicht vera¨ndern.
Dieser Ansatz zeigt, daß die Terme ho¨herer Ordnung, die bei mehr als zwei
S = 1/2 Spins zu weiterreichender Wechselwirkung als nur der zwischen den
na¨chsten Nachbarn fu¨hren, nicht einfach vernachla¨ssigt werden du¨rfen. Ein Mo-
dell mit ausschließlicher Wechselwirkung zwischen den na¨chsten Nachbarn in
den defektinduzierten ungepaarten Spins, wie das random–interaction Modell,
beno¨tigt noch weitere rechtfertigende Argumente. Dazu dient der Vergleich im
Kapitel 3.6.
3.4 Defekte im Inneren der Spinleiter
3.4.1 Numerische Ergebnisse
Im Gegensatz zu der exakten Diagonalisierung erlaubten die DMRG–Rechnungen
die Behandlung erheblich gro¨ßerer Systeme, sodaß die Wechselwirkung zweier
Verunreinigungen im Inneren der Leiter betrachtet werden konnte. Ein Abstand
der Defekte zum Rand von 20 Sprossen war dabei ausreichend. Die Aufspaltung
der niedrigen Zusta¨nde ist wiederum durch einen effektiven Hamiltonoperator zu
beschreiben, wobei JRandeff,±(p) durch J Inneneff,± (p) ersetzt wird. Letztere Gro¨ße ist in
Tabelle 3.2 und in Abbildung 3.3 gezeigt.
Es ergibt sich wiederum fu¨r p ≥ 5
J Inneneff,± (p) = J
Innen
0,± e
−p/ξ, mit J Innen0,+ ≈ 0.43, ξ ≈ 3.1. (3.26)
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Abbildung 3.3: J Inneneff,± (p) und JRandeff,±(p) in Abha¨ngigkeit vom Abstand (p).
J Innen0,− ist anna¨hernd gleich J Innen0,+ , aber weniger genau bestimmbar. Es zeigt
sich, daß die Werte im Inneren (J Inneneff (p)) im Gegensatz zu den Randwerten
(JRandeff (p)) durch einen Faktor rexc,± reduziert sind.
J Inneneff,± (p) = rexc,±(p) J
Rand
eff,±(p) (3.27)
Bei effektiver, antiferromagnetischer Wechselwirkung ist der Reduktionsfak-
tor rexc ≈ 0.65 unabha¨ngig von p, bei effektiver, ferromagnetischer Wechselwir-
kung erreicht er diesen Wert asymptotisch.
Die qualitative Erkla¨rung des Reduktionsfaktors ist die unterschiedliche Delo-
kalisierung der Magnetisierung der ungepaarten Spins. Im Inneren wird die Ma-
gnetisierung nach rechts und links verschmiert, am Rand hingegen nur zu einer
Seite.
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Abbildung 3.4 Spektren fu¨r p1 + p2 = 12 (a,b) und fu¨r p1 + p2 = 11 (c,d)
Die Abha¨ngigkeit der effektiven Wechselwirkung ist auch bei dieser Extra-
polation rein exponentiell. Ein Verhalten, wie in [74] vorgeschlagen, mit einem
zusa¨tzlichen Faktor 1/√p ist wiederum nicht zu erkennen, zumal sich selbst bei
dem besten Fit eine erheblich vergro¨ßerte Korrelationsla¨nge (ξ ≈ 4) erga¨be. Es
sind im weiteren exakte Diagonalisierungen an Systemen mit periodischen Rand-
bedingungen durchgefu¨hrt worden. Dabei befinden sich zwei Verunreinigungen
im Abstand p1 bzw. p2 in einem System der Gro¨ße p = p1 + p2. Die Spektren
sind in den Abbildungen 3.4.a und 3.4.b fu¨r p1+p2 = 12 und in den Abbildungen
3.4.c und 3.4.d fu¨r p1 + p2 = 11 dargestellt.
Qualitativ ergibt sich eine Situation wie im Fall offener Randbedingungen. Es
zeigt sich, daß der kleinere der beiden Absta¨nde bestimmt, welche Wechselwir-
kung dominiert und somit welche Magnetisierung der Grundzustand hat. Deswei-
teren zeigen die Bilder in Abbildung 3.4 eine erheblich gro¨ßere Aufspaltung fu¨r
p = p1 + p2 gerade, als fu¨r p = p1 + p2 ungerade. Bei geradem p besitzen die
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Wechselwirkungen u¨ber die p1 Sprossen und die p2 Sprossen gleiche Vorzeichen,
und die Anregungsenergien addieren sich, wohingegen sie bei ungeradem p un-
terschiedliche Vorzeichen haben und die Energielu¨cke aus der Differenz der bei-
den Wechselwirkungen resultiert. Als Konsequenz des Konzeptes einer effektiven
Wechselwirkung sollte die Beziehung
Jpbceff(p1, p2) = J
bulk
eff (p1) + J
bulk
eff (p2) (3.28)
gelten, die mit 90% iger Genauigkeit erfu¨llt ist.
In Abbildung 3.4 sind die Resultate fu¨r die niedrig liegenden Anregungen dar-
gestellt. Fu¨r die Mehrheit der Defektkonfigurationen besitzen die Aufspaltungen
des Grundzustandes und des ersten angeregten Zustandes verschiedene Vorzei-
chen. Diese Regel ist jedoch nicht in jedem Fall beachtet, so daß es einer weiter-
gehenden Analyse dieses Verhaltens bedarf.
3.5 Lokale defektinduzierte Magnetisierung
Die Analyse der Spinkonfigurationen in der Umgebung eines Defektes ist als Maß
zur Bestimmung der effektiven Wechselwirkung wichtig. Betrachtet werden zwei
defektinduzierte ungepaarte Spins in einem Abstand n gro¨ßer als die Korrelations-
la¨nge voneinander entfernt. Dann wird die Projektion der ungepaarten Spins in die
angrenzenden Leiterbereiche hinein streuen.
Um diesen Effekt quantitativ zu untersuchen, wird die lokale Magnetisierung
Sz±(m) betrachtet, wobei m = 0 den Platz des ungepaarten Spins kennzeichnet
und das positive Vorzeichen das Untergitter des ungepaarten Spins benennt sowie
das negative das des Defektes. Wenn die beiden ungepaarten Spins genu¨gend weit
von einander entfernt sind, erha¨lt man ein deutliches Bild der Umgebung eines
einzelnen Defektes. Die totale Magnetisierung ist hierbei auf Sztot = 1 festgesetzt.
Dann entfa¨llt auf die beiden ungepaarten Randspins jeweils Sz = +1/2 als z–
Projektion.
Die Ergebnisse aus DMRG–Rechnungen und exakter Diagonalisierung sind
in Abbildung 3.5 dargestellt. Dabei sind alle Daten von der Form
〈Szm,α〉 = szcenter fu¨r m = 0
= sztaile
− |m|
ξ fu¨r |m| > 0, α = +
= −sztail e−
|m|
ξ + δm fu¨r |m| > 0, α = −
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Bei ausreichendem Abstand der Defekte ist die totale Magnetisierung fu¨r einen
Defekt im Inneren durch
szcenter + 2
∞∑
m=1
δp =
1
2
und fu¨r einen Randdefekt durch
szcenter +
∞∑
m=1
δp =
1
2
(3.29)
gegeben.
Die Korrektur δp verschwindet rasch fu¨r p ≥ 5. Quantitative Resultate aus den
exakten Diagonalisierungen sind (bei Randspins korrigiert aufgrund des zweiten
Defektes am anderen Rand)
ξ = 3.1 szcenter = 0.348 s
z
tail = 0.308 . (3.30)
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Abbildung 3.5 Lokale Magnetisierung in der Umgebung eines Defektes,
p ist der Abstand (in Sprossen) zum ungepaarten Spin.
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Die DMRG–Resultate zeigen die innere Struktur.
ξ = 3.1 szcenter = 0.294 s
z
tail = 0.247, (3.31)
SzRand ist die Amplitude, die das Maß der Verteilung der Spinprojektion in die an-
grenzenden Leiterbereiche angibt und hier von der gleichen Gro¨ßenordnung ist,
wie die lokale Magnetisierung am Ort des ungepaarten Spins. Die totale ¨Uber-
schußmagnetisierung auf dem Untergitter des ungepaarten Spins ist 0.894 (Innen)
bzw. 1.117 (Rand) und auf dem Untergitter des Defektes −0.792 (Innen) bzw.
0.965 (Rand). Es zeigt sich, daß das asymptotische exponentielle Verhalten cha-
rakterisiert durch die Korrelationsla¨nge fu¨r gro¨ßere Absta¨nde (p > 5) richtig ist.
Der Unterschied zwischen JRandeff und J Inneneff ist anhand der numerischen Da-
ten in einem mikroskopischen Zusammenhang zu verstehen. Fu¨r einen ungepaar-
ten Spin im Inneren sind die Werte von Szcenter und Sztail durch einen Faktor 0.8 im
Vergleich zu den Randwerten reduziert. Da die effektive Wechselwirkung zweier
Spins durch den ¨Uberlapp der Ausla¨ufer der Verteilung (Sztail) bestimmt wird, ist
Jeff fu¨r ungepaarte Spins im Inneren kleiner als fu¨r solche am Rand. Der Wert
des Reduktionsfaktors (
sz,Innentail
sz,Randtail
)2
≈ 0.64, (3.32)
ist konsistent mit dem in Kapitel 3.4 gefundenen.
Die lokale Magnetisierung in Umgebung eines Defektes ist auch aus MP–
Rechnungen zu bestimmen (Anhang F).
szcenter = a
2 + ab ≈ 0.422. (3.33)
Das Verhalten auf den angrenzenden Sprossen unterscheidet sich von den nu-
merischen Werten im Detail. Sz(p) zeigt ein rein exponentielles Verhalten mit
alternierendem Vorzeichen und verschiedenen Amplituden auf den Holmen. Auf
dem Holm des Defektes ergibt sich
s˜ztail = −a/(a+ b) ≈ −0.767 (3.34)
und auf dem gegenu¨berliegenden
s˜ztail = a
2 + ab ≈ 0.422 . (3.35)
Wiederum fu¨hrt der MP–Ansatz zu qualitativ richtigen Resultaten, bleibt je-
doch unzureichend bei der quantitativen Analyse.
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3.6 Numerischer Test der effektiven Beschreibung
In Tabelle 3.3 sind fu¨r einige typische Konfigurationen die nach dem Gesamtspin
klassifizierten Resultate aus DMRG–Rechnungen im Vergleich zu Ergebnissen
des effektiven Paar–Modells dargestellt, um
• das effektive Paar–Modell quantitativ zu beurteilen.
• das Auffu¨llen der Energielu¨cke der Leiter mit Defektzusta¨nden zu beobach-
ten.
• den Effekt verschiedener Vorzeichenkombinationen der Defektverteilung zu
verdeutlichen.
Es zeigt sich eine befriedigende ¨Ubereinstimmung. Die Abweichungen liegen
unter zehn Prozent
In Abbildung 3.6 sind aufgrund der hervorragenden ¨Ubereinstimmung die
DMRG–Daten angegeben, soweit sie verfu¨gbar sind. Hohe angeregte Singletts
und Tripletts sind bei den DMRG–Rechnungen nur schwer zu erhalten, daher sind
in diesen Fa¨llen die Werte des effektiven Paar–Modells aufgetragen.
In Abbildung 3.6.a - e sind die Spektren fu¨r vier Defekte getrennt durch vier,
drei und fu¨nf vollsta¨ndige Sprossen gezeigt. Die Abku¨rzungen A,F weisen auf
die relative Position der Defekte zueinander hin. Wenn zwei benachbarte Defekte
auf dem gleichen Untergitter sind, ist die Wechselwirkung zwischen Ihnen fer-
romagnetisch (F) und die effektive Kopplung (Jeff ) ist negativ. Anderenfalls ist
die Wechselwirkung antiferromagnetisch (A) und die effektive Kopplung positiv.
Die mo¨glichen Vorzeichenkombinationen fu¨hren auf verschiedene Resultate. Die
generelle Tendenz zum Auffu¨llen der Energielu¨cke der Leiter ist jedoch deutlich
erkennbar.
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Abbildung 3.6 Vergleich der niedrig liegenden Spektren der dotierten
Spinleiter und des effektiven Modells.
Die Abbildungen 3.6.a und 3.6.e gehen trotz geringer Unterschiede in den
Wechselwirkungsta¨rken durch einen globalen Vorzeichenwechsel ineinander u¨ber.
Deshalb sind nur drei weitere (2.6.b - d) der u¨brigen sechs Kombinationen gezeigt.
In Abbildung 3.6.f und 3.6.g sind zwei Beispiele symmetrischer Kombinationen
aus vier Defekten gezeigt. Die zusa¨tzliche Symmetrie ist die Parita¨t mit der Quan-
tenzahl p, sie charakterisiert hier die Levelstruktur. Die Abbildung 3.6.h zeigt das
Spektrum fu¨r sechs Defekte in einer symmetrischen Kombination.
Beide Rechnungen zeigen, wie die Zustandsdichte der Triplettzusta¨nde bei
niedrigen Energien mit der Anzahl der Defekte wa¨chst. Jedoch ist eine wesentlich
gro¨ßere Anzahl von Defekten no¨tig, um verla¨ßliche numerische Aussagen u¨ber
die Zustandsdichte bei niedrigen Energien zu machen.
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A(4) F(3) A(5) A(4) A(3) A(5)
Stot Leiter eff. Modell Stot Leiter eff. Modell
0 0.000 0.000 0 0.000 0.000
1 0.079 0.07776 1 0.047 0.04730
1 0.131 0.12681 1 0.197 0.19146
2 0.198 0.19196 0 0.204 0.20080
1 0.30932 1 0.269 0.26093
0 0.32193 2 0.310 0.29890
F(4) A(3) A(5) F(4) F(3) A(5)
1 0.000 0.000 1 0.000 0.000
0 0.030 0.02582 2 0.075 0.07296
1 0.156 0.15188 0 0.094 0.09089
2 0.208 0.20117 1 0.134 0.12860
0 0.22053 0 0.23404
1 0.302 0.29564 1 0.26930
F(4) F(3) F(5) F(5) A(4) F(5)
2 0.000 0.000 0 0.000 0.000
1 0.036 0.03474 1 0.010 0.010
0 0.094 0.08660 2 0.109 0.107
1 0.108 0.10041 1 0.168 0.164
2 0.22085 1 0.201 0.194
0 0.26940 0 0.273 0.261
F(3) A(4) F(3) A(5) F(4) A(6) F(4) A(5)
0 0.000 0.000 0 0.000 0.000
1 0.017 0.017 1 0.051 0.049
2 0.109 0.104 1 0.088 0.081
1 0.225 0.216 1 0.095 0.091
1 0.271 0.257 2 0.128 0.126
0 0.403 0.387 2 0.148 0.133
0 0.161
1 0.166
2 0.196 0.182
3 0.216 0.202
1 0.219
1 0.223
0 0.226
0 0.235
2 0.298 0.281
1 0.309
2 0.325 0.311
0 0.398
1 0.401
Tabelle 3.3: Vergleich der niedrig liegenden Spektren der dotierten Spinleiter und
des effektiven Modells.
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3.7 Korrelationsfunktionen und Neutronenstreuquer-
schnitt
In diesem Abschnitt wollen wir anhand der gewonnenen Ergebnisse fu¨r defektin-
duzierte Anregungen in Spinleitern die Resultate aus Neutronenstreuexperimen-
ten an der Substanz Sr14Cu24O41 [26] interpretieren.
Es hat sich gezeigt, daß die Dotierung der regula¨ren Spinleiter mit antiferro-
magnetischer Kopplung zum Auftreten niedrig liegender defektinduzierter Anre-
gungen unterhalb der Energielu¨cke der undotierten Spinleiter fu¨hrte [75, 74, 72].
Experimentell ist ein solches Pha¨nomen bei Suszeptibilita¨tsmessungen an der
mit Zn dotierten Leitersubstanz SrCu2O3 beobachtet worden [79].
Im Gegensatz zum nur in Pulverform erha¨ltlichen SrCu2O3 ist Sr14Cu24O41
als Einkristall verfu¨gbar und ermo¨glicht somit detailliertere Studien im Bezug auf
Verunreinigungseffekte und die Dynamik.
Sr14Cu24O41 besteht aus gro¨ßtenteils unabha¨ngigen CuO2 zickzack–Ketten
und Cu2O3 Leitern. Die Einheitszelle besteht aus 10 CuO2 Einheiten, 7 Cu2O3
Einheiten und 14 Sr–Ionen. Durch Za¨hlung der Valenzen findet man als mittlere
Zahl von Valenzen fu¨r das Cu–Ion 2.25. Damit sind im Mittel 18 der 24 Cu–
Ionen in der Einheitszelle Cu2+–Ionen und 6 Cu3+–Ionen. Die Cu3+–Ionen sind
unmagnetisch und stellen intrinsische Defekte dar. Sie befinden sich gro¨ßtenteils
in den Ketten und bilden Zhang–Rice–Singletts. Die restlichen verteilen sich in
den Leitern und fu¨hren dort zu einer Defektdichte von ungefa¨hr 5%. Die intrin-
sische Defektkonzentration kann durch Ersetzen von Sr14 durch Sr14−xYx ver-
ringert werden und verschwindet bei Sr8Y6. Eine Abwanderung der Cu3+–Ionen
von den Ketten in die Leiter wird durch Ersetzen von Sr14 durch Sr14−xCax er-
reicht. Die Dotierung mit Kalzium hat aber noch einen viel drastischeren Effekt.
In Sr2.5Ca11.5Cu24O41 konnte bei sehr hohen Dru¨cken (3.5GPa) Supraleitung be-
obachtet werden [80].
Bei den Resultaten der Neutronenstreuexperimente an Sr14Cu24O41 ko¨nnen
aufgrund der unterschiedlichen Gitterkonstanten Beitra¨ge des Kettensystems und
des Leitersystems unterschieden werden. Aufgrund der zu geringen Neutronen-
energie ist es nicht mo¨glich die Energielu¨cke der Leiter 0.5J ≈ 35meV zu mes-
sen. Es ist jedoch eine magnetische Anregung des Leitersystems bei 11meV ≈
0.16J gefunden worden. Diese Anregung ist verbunden mit der Gegenwart der
Defekte, da sie bei Verringerung der Cu3+ Konzentration schwa¨cher wird und
schließlich verschwindet. Desweiteren wird diese Anregung bei einem reduzier-
ten Wellenvektor Qladder = (0, 0, 1) gefunden. Dies ist signifikant fu¨r das Vorhan-
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Abbildung 3.7: Konfigurationen mit zwei Defekten.
densein ferromagnetischer Korrelationen, im Gegensatz zu den charakteristischen
antiferromagnetischen Korrelationen der undotierten regula¨ren Spinleiter.
Im folgenden werden Ergebnisse fu¨r die Energien und Strukturfaktoren der
ungesto¨rten Leiter vorgestellt und mit denen vier verschiedener Konfigurationen
mit zwei Defekten (Abbildung 3.7) verglichen.
Diese Konfigurationen sind die einzigen mit zwei Defekten, die eine den Mes-
sungen entsprechende Energielu¨cke besitzen. In Konfiguration D brechen die De-
fekte die magnetische Struktur der Leiter, wenn nur Wechselwirkungen zwischen
benachbarten Spins beru¨cksichtigt werden. Bei Hinzunahme einer zusa¨tzlichen
Wechselwirkung zwischen den u¨berna¨chsten Nachbarn, die vermutlich negatives
Vorzeichen besitzt, ergibt sich jedoch lokal eine ferromagnetische Konfiguration.
In Tabelle 3.4 sind die defektinduzierten Singlett–Triplett–Anregungslu¨cken ( zu
Konfiguration A - C [75], bei Konfiguration D ist JNNN(Endspins) = −0.4J)
und ebenso die Ergebnisse fu¨r den defektinduzierten Strukturfaktor unter der ein-
fachen Annahme angegeben, daß die ungepaarten Spins ein Dimer bilden [81].
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A ∆ = 0.170J S(Qx, Qz) = 1 + cos2 (3Qz + rQx)π
B ∆ = 0.154J S(Qx, Qz) = 1 + cos2 (4πQz)
C ∆ = 0.181J S(Qx, Qz) = 3 sin2 (4Qz + rQx)π
D ∆ = 0.172J S(Qx, Qz) = 1 + cos2 (Qz + rQx)π
Tabelle 3.4: Energien und Dimer Strukturfaktor fu¨r Konfigurationen mit zwei De-
fekten.
Den reduzierten Wellenvektor ~Q definiert man mittels des u¨bertragenen Im-
pulses ~q gema¨ß
qz =
2π
c
Qz, qx =
2π
a
Qx. (3.36)
Die Gitterkonstanten von Sr14Cu24O41 sind dann festgelegt durch 2c und a. Die
Gitterkonstanten der zugrunde liegenden Leiterstruktur sind c (Abstand zweier
Sprossen) und ra, r ≈ 0.3 (Abstand der Holme).
Aus Tabelle 3.4 entnimmt man, daß die Konfigurationen A - C in der Di-
merna¨herung nicht in der Lage sind, die ferromagnetischen Korrelationen zu re-
produzieren, da zusa¨tzliche Maxima in der Brillouinzone existieren.
Fu¨r eine detailliertere Beschreibung sind numerische Berechnungen des stati-
schen Strukturfaktors mittels exakter Diagonalisierung endlicher Systeme (N=24)
durchgefu¨hrt worden. Die Resultate fu¨r die verschiedenen Konfigurationen sind
in Abbildung 3.8 dargestellt. Da keine Wechselwirkung zwischen den Leitern
beru¨cksichtigt wurde, ist der Strukturfaktor fu¨r ein beliebiges ~Q gegeben durch
S(rQx, Qz) = cos
2(πrQx)S(Qx = 0, Qz)
+ sin2(πrQx)S(Qx = 1/2, Qz). (3.37)
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Abb. 3.8 Vergleich des statischen Strukturfaktors der ungesto¨rten Spinlei-
ter und der Defektkonfigurationen A-D.
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Abbildung 3.8 zeigt sowohl den Strukturfaktor der ungesto¨rten Leiter als auch
die ¨Anderung △SA,B,C,D nach dem Einfu¨gen zweier Defekte. △SA,B,C,D wurde
durch Differenzbildung des Strukturfaktors der Defektkonfiguration und dem der
ungesto¨rten Leiter gewonnen. Bei der Berechnung des Strukturfaktors der Defekt-
konfiguration sind die Korrelationen beru¨cksichtigt worden, die Abweichungen
vom Wert der ungesto¨rten Leiter zeigten. Die Beschra¨nkung in der Anzahl der
Spins machte es außerdem erforderlich, Korrelationen nur bis zu einer gewissen
maximalen Entfernung von den Defekten zu beru¨cksichtigen. Um diesen Effekt
zu untersuchen, sind die Strukturfaktoren einerseits wie beschrieben berechnet
worden und anderseits ohne die la¨ngsten beru¨cksichtigten Korrelationen. Der Un-
terschied der Ergebnisse war vernachla¨ssigbar.
Der Strukturfaktor der ungesto¨rten Leiter ist proportional zur Anzahl der Pla¨tze.
Die Resultate sind hier fu¨r zehn Pla¨tze dargestellt. Die Differenz △SA,B,C,D ist
unabha¨ngig von der Anzahl der Pla¨tze. Die Extrapolation der Werte fu¨r die end-
lichen Systeme zeigte, daß der lokale Bereich der Defekte (maximal vier Holme
entfernt vom Defekt) verantwortlich fu¨r die Deformation des Strukturfaktors der
ungesto¨rten Leiter ist. Es zeigt sich, daß die Dotierung zu einer signifikanten Zu-
nahme der Streuung an den ferromagnetischen Punkten (rQx, Qz) = k, l fu¨hrt,
wobei k, l ganze Zahlen sind. Erkla¨rbar ist ein solches Verhalten nicht allein durch
die Annahme einer Dimer–Konfiguration, viel mehr muß die Umgebung der De-
fekte genauer betrachtet werden.
Durch das Hinzufu¨gen eines Defektes verschwinden gro¨ßtenteils die extrem
kurzreichweitigen, antiferromagnetischen Korrelationen zwischen dem Defekt und
den benachbarten Spins. Die ferromagnetischen Korrelationen zwischen u¨ber-
na¨chsten Nachbarn hingegen bleiben erhalten und verursachen ein Anwachsen der
Streuung an den ferromagnetischen Punkten. Die Intensita¨t der defektinduzierten
Streuung ist proportional zur Anzahl der Verunreinigungen. Sie kann direkt aus
Abbildung 3.8 entnommen und dort mit dem antiferromagnetischen Hauptanteil
der Streuung an der Leiter verglichen werden. Dies erlaubt einen direkten Ver-
gleich mit den gemessenen Daten. In der bisher realisierten experimentellen An-
ordnung wird der dynamische Strukturfaktor gemessen. Dazu werden die Beitra¨ge
der niedrig liegenden Anregungen aufsummiert.
Fu¨r die isolierte Leiter ist der Strukturfaktor, abha¨ngend von rQx, bestimmt
worden, entsprechend dem Abstand der Holme ra ≈ a/3, wobei die Gitterkon-
stante von Sr14Cu24O41 a ist. Auch wenn Dimere in identischer Weise auf ver-
schiedenen Leitern la¨gen, wa¨re kein Braggpunkt in Qx zu sehen, da die Korrela-
tionen kurzreichweitig sind. Dies entspricht der Situation im Majumdar–Ghosh–
Fall. Dort bildet der Grundzustand einen idealen Kristall aus Singletts, besitzt
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jedoch keinerlei magnetische Braggpunkte, da Korrelationen nach einem Gitter-
abstand verschwinden. Aufgrund der sehr schwachen Wechselwirkung zwischen
den Leitern [81], sollte zur Analyse der Experimente die Variable rQx verwendet
werden.
Die experimentell beobachteten Energien und ferromagnetischen Korrelatio-
nen in der dotierten Spinleiter ko¨nnen somit qualitativ anhand der Ergebnisse der
Spinleiter mit zwei Defekten verstanden werden.
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Kapitel 4
Zusammenfassung
Es ist das Phasendiagramm der verallgemeinerten Spinleiter mittels exakter Dia-
gonalisierungen und Matrix–Produkt–Rechnungen untersucht worden. Die verall-
gemeinerte Spinleiter beinhaltet verschiedene Spezialfa¨lle, wie den S = 1 HAFM,
den S = 1/2 HAFM, das MG–Modell und das vollsta¨ndig dimerisierte Modell.
Von dem Konzept der verborgenen Ordnung ausgehend, wurde eine MP–Ansatz-
wellenfunktion gesucht, die rotationsinvariant war und als Variationswellenfunk-
tion fu¨r den Grundzustand die bekannten Resultate des Majumdar–Ghosh–Modells
sowie des AKLT–Modells lieferte. Die Konstruktion solitonartiger Anregungen
im MP–Formalismus erfolgte analog zu der im Haldanefall.
Es wurden die Werte der Grundzustandsenergie, der Anregungslu¨cke sowie
der Spin- und Stringkorrelationen verglichen. Es zeigte sich eine Abweichung zu
den numerischen Werten von maximal 4%-5%. Die Grenzfa¨lle wurden korrekt
wiedergegeben. Im Fall γ → −∞ reproduziert man den AKLT–Grundzustand
und im Dimer– und MG–Fall die entsprechenden exakten Grundzusta¨nde. Die
Extrapolation der numerischen Daten fu¨r die Grundzustandsenergie und die An-
regungslu¨cke wurde fu¨r den Limes γ → −∞ mit einem Fit an ein Polynom vier-
ten Grades durchgefu¨hrt und eine sehr gute ¨Ubereinstimmung mit den bekannten
Resultaten gefunden.
Es zeigte sich, daß die im MP–Formalismus konstruierten Anregungen im Be-
reich k = π gute Ergebnisse lieferten. Da diese Anregung jedoch immer eine Dis-
persion mit minimalem Wellenvektor bei k = π besaß, waren die Ergebnisse im
Bereich oberhalb der Shastry–Sutherland–Linie bis hin zum S = 1/2 HAFM un-
zureichend. Eine Verallgemeinerung der solitonischen Anregung, die den Wech-
sel des Wellenvektors von k = 0 zu k = π beschreibt, ist von Brehmer et al. [64]
konstruiert worden.
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Anhand der Numerischen Daten und der Ergebnisse aus MP–Rechnungen sind
auf einem Weg, der kontinuierlich die Spezialfa¨lle Dimer–Modell, MG–Modell
und Haldanekette verband, die Werte der Grundzustandsenergie, der Anregungs-
lu¨cke und der Grundzustandskorrelationen verfolgt worden. Die beobachteten Wer-
te zeigen dabei ein unauffa¨lliges Verhalten. Daher liegt der Schluß nahe, daß die
Haldenkette, das vollsta¨ndig dimerisierte Modell und die regula¨re Spinleiter in
derselben Phase liegen und die Anregungslu¨cke gleichen Ursprungs ist. Ande-
rerseits zeigt die Dispersionsrelation beim ¨Uberqueren der Shastry–Sutherland–
Linie einen Wechsel des Wellenvektors der niedrigsten Mode von k = 0 zu
k = π. Die genauere Untersuchung an endlichen Systemen ergab fu¨r Punkte
in dem ¨Ubergangsbereich Dispersionrelationen mit endlichem Wellenvektor und
besta¨tigte damit das Bild einer inkommensurablen Phase in der Umgebung der
Shastry–Sutherland–Linie. Die geringe Anzahl der Sprossen und die Schwierig-
keiten Impulswerte zwischen 0 und π zu extrapolieren, zusammen mit der schma-
len Bandbreite, lassen einen eindeutigen Schluß jedoch trotz der geringen Kor-
relationsla¨nge nicht zu. Somit bleibt die Frage nach der Existenz einer spiralen
Phase in der Umgebung der Shastry–Sutherland–Linie unbeantwortet.
Es ist ein numerisches Verfahren vorgestellt worden, mit dessen Hilfe die
thermodynamischen Gro¨ßen fu¨r verschiedene Spezialfa¨lle der verallgemeinerten
Spinleiter bestimmt wurden. Es ergab sich eine hervorragende ¨Ubereinstimmung
zwischen den aus exakten Rechnungen fu¨r kleine Systemen (N=8) gewonnenen
Resultaten fu¨r die spezifische Wa¨rme und die magnetische Suszeptibilita¨t und den
Ergebnissen des Kernpolynomverfahrens. Ebenfalls gute ¨Ubereinstimmung ergab
der Vergleich der magnetischen Suszeptibilita¨t des vollsta¨ndig dimerisierten Mo-
dells fu¨r N=24 Spins mit dem exakten analytischen Ausdruck. Der Vergleich der
magnetische Suszeptibilita¨t der regula¨ren Spinleiter (N=16,24) mit Ergebnissen
aus Quanten–Monte–Carlo–Rechnungen offenbarte im Tieftemperaturverhalten
unterhalb von 0.5K geringe Abweichungen, die jedoch mit einer ho¨heren Anzahl
von Zufallsvektoren bei der Berechnung der Momente verschwinden sollten.
Bei dem Vergleich der magnetischen Suszeptibilita¨t des S = 1/2 Heisenberg-
modells (N=24) mit exakten Daten aus Bethe–Ansatz Rechnungen wurde erwar-
tungsgema¨ß unterhalb einer kritischen Temperatur die Endlichkeit des Systems
sichtbar. Die bei endlichen Systemen immer existente Anregungslu¨cke oberhalb
des Grundzustandes bewirkt in der magnetischen Suszeptibilita¨t immer ein expo-
nentielles Tieftemperaturverhalten. Ein nahezu horizontaler Verlauf, wie im Fall
des S = 1/2 Heisenbergmodells, ist daher nicht zu beschreiben. Systeme mit im
thermodynamischen Limes endlicher Anregungslu¨cke und geringer Korrelations-
la¨nge werden daher deutlich besser beschrieben, als solche mit einem masselosen
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Spektrum.
Die Abweichungen in der spezifischen Wa¨rme sind nicht derart drastisch von
dem finite–size Verhalten betroffen. Die Ergebnisse fu¨r das S = 1/2 Heisenberg-
modell zeigen sogar das korrekte lineare Tieftemperaturverhalten.
Die vorgestellte Methode wurde zur Beschreibung der Messungen der magne-
tischen Suszeptibilita¨t an CuGeO3 benutzt. Das dabei verwendete S = 1/2 Hei-
senbergmodell besaß eine starke Kopplung der u¨berna¨chsten Nachbarn (α = 0.7).
Es zeigte sich eine gute ¨Ubereinstimmung oberhalb von 14K. Den strukturellen
Phasenu¨bergang bei dieser Temperatur zu beschreiben, erfordert eine zusa¨tzliche
nicht verschwindende Sta¨rke der alternierenden Wechselwirkung (γ). Durch de-
ren Beru¨cksichtigung ko¨nnte der Vergleich der experimentellen Daten mit denen
des Kernpolynomverfahrens die genauere Einordnung von CuGeO3 in das Pha-
sendiagramm der verallgemeinerten Spinleiter unterstu¨tzen.
Es ist gezeigt worden, wie wechselwirkende, defektinduzierte Spins die Nie-
drigenergiestruktur des Spektrums a¨ndern. Eine statistische Verteilung der Defek-
te reduziert das Spektrum bei niedrigen Energien auf das einer S = 1/2 Ket-
te mit statistisch verteilter Sta¨rke der Wechselwirkung zwischen na¨chsten Nach-
barn (effektives Paar–Modell, vorgeschlagen von [74]). Die numerischen Daten
liefern pra¨zise Informationen u¨ber die Parameter der effektiven Wechselwirkung
und zeigen fu¨r ausreichenden Abstand der Defekte (p ≥ 5) ein rein exponentiel-
les Verhalten der Kopplungsta¨rke. Desweiteren zeigte sich, daß es ausreichend ist,
mit Abweichungen unter 10% bei der Beschreibung des Spektrums des effektiven
Paar–Modells Zwei–Spin–Wechselwirkungen zu betrachten. Die Anzahl der de-
fektinduzierten Zusta¨nde wa¨chst exponentiell (2Lc) mit der Konzentration c, wie
bereits experimentell beobachtet [79].
Mittels des Lieb–Mattis Theorems ist eine Aussage u¨ber das Tieftemperatur-
verhalten der Nullfeldsuszeptibilita¨t der verunreinigten Spinleiter getroffen wor-
den. Es ist eine endliche Curie–Konstante bei einer 1/T Divergenz vorausgesagt
worden. Die numerischen Werte reichen nicht aus, um einen Wechsel der Curie–
Konstanten mit steigender Temperatur zu beobachten.
Aus dem Resultat der Leitern mit zwei Verunreinigungen geht nicht eindeutig
hervor, daß ausschließlich Beitra¨ge der Wechselwirkung zwischen na¨chsten Nach-
barn genu¨gen. Es zeigt sich jedoch bei dem Vergleich der in DMRG–Rechnungen
gefundenen Resultate mit dem effektiven Paar–Modell, daß die Beitra¨ge in ho¨her-
er Ordnung quantitativ nicht relevant sind.
Der Effekt von Verunreinigungen in der vorgestellten Spinverteilung zeigt ei-
nige ¨Ahnlichkeiten mit den Ergebnissen, die im Zusammenhang mit dem verun-
reinigten Haldanesystem gefunden wurden. Es ist nu¨tzlich, diese beiden Pha¨no-
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mene zu vergleichen.
In beiden Systemen verteilen die defektinduzierten ungepaarten Spins ihr ma-
gnetisches Moment in die angrenzenden Bereiche, und die Eindringtiefe ist be-
stimmt durch die Korrelationsla¨nge.
Im Haldanefall handelt es sich um einen physikalisch verschiedenen magneti-
schen Defektspin, der mit dem lokalisierten Teil des ungepaarten Randspins wech-
selwirkt. Dies fu¨hrt zu der in ESR–Experimenten beobachteten Aufspaltung des
Spektrums.
Im Fall der Spinleiter ist eine unmagnetische Verunreinigung pra¨sent, und der
zugeho¨rige ungepaarte Spin teilt sein magnetisches Moment mit dem ihn um-
gebenden Bereich. Die Ausla¨ufer dieses magnetischen Moments induzieren eine
effektive Wechselwirkung und fu¨hren zu dem experimentell beobachteten Auf-
spalten der niederenergetischen Niveaus.
Bei der Interpretation von Neutronenstreuexperimenten an Sr14Cu24O41 ist
festgestellt worden, daß die Beschreibung mit ausschließlich nn Dimerkonfigura-
tion nicht zur Erkla¨rung der Korrelationen ausreicht. Die Auswahl der betrach-
teten Konfigurationen war durch die Gro¨ße der Energielu¨cke bestimmt. Die Er-
kla¨rung der ferromagnetischen Korrelationen konnte erst durch die numerische
Bestimmung des statischen Strukturfaktors erfolgen. Auch in den Defektkonfi-
gurationen, die keine offensichtlichen, ferromagnetischen Wechselwirkungen ent-
hielten, zeigten sich ferromagnetische Korrelationen. Verantwortlich dafu¨r war die
Zersto¨rung der starken, kurzreichweitigen antiferromagnetischen Korrelationen in
der Umgebung der Defekte.
Es konnte gezeigt werden, daß die experimentell beobachteten Energien und
ferromagnetischen Korrelationen als Folge von Defektpaaren in freien Spinleitern
verstanden werden ko¨nnen.
Anhang A
Normierung
Die Normierung der MP–Zusta¨nde stellt eine Bedingung an die Parameter a, b.
Es gilt
GLeiter = Tr
L∏
j=1
gj mit gj =
(
a|t0〉j + b|s〉j
a
√
2|t−〉
−a√2|t+〉
b|s〉j − a|t0〉
)
(A.1)
N = 〈GLeiter|GLeiter〉
= Tr1Tr2
L∏
j=1
〈gj |gj〉 (A.2)
Es ist zu beachten, daß das Skalarprodukt in den Spinra¨umen gebildet wird und
das Tensorprodukt in den beiden Matrixra¨umen. Die Indizes an der Spur sollen
darauf hinweisen, daß die Spurbildung separat in den beiden Matrixra¨umen er-
folgt.
Das Tensorprodukt zweier g–Matrizen ist
T := 〈gj |gj〉 =


a2 + b2 0 0 2a2
0 b2 − a2 0 0
0 0 b2 − a2 0
2a2 0 0 a2 + b2

 . (A.3)
Um das Matrixprodukt u¨ber alle T ausfu¨hren zu ko¨nnen, muß man T diagona-
lisieren.
99
100 ANHANG A. NORMIERUNG
Die entsprechende unita¨re Matrix U lautet
U :=


1√
2
− 1√
2
0 0
0 0 1 0
0 0 0 1
1√
2
1√
2
0 0

 (A.4)
und es folgt
D := UTUT =


3a2 + b2 0 0 0
0 b2 − a2 0 0
0 0 b2 − a2 0
0 0 0 b2 − a2

 . (A.5)
Die Norm von G lautet somit
N = (3a2 + b2)N + 3 ∗ (b2 − a2)N (A.6)
und man erha¨lt durch die Normierungsbedingung N = 1 die Bedingung an die
Parameter a, b.
3a2 + b2 = 1 (A.7)
Anhang B
Grundzustandsenergie
Es soll der Erwartungswert der Energie berechnet und bezu¨glich der Parameter
a,b minimiert werden.
〈G0,0|H|G0,0〉
〈G0,0|G0,0〉 =
Evar
L
(B.1)
mit
|G0,0〉 = Tr
N∏
i=1
gj gj =
(
a|t0〉j + b|s〉j
a
√
2|t−〉
−a√2|t+〉
b|s〉j − a|t0〉
)
(B.2)
Der Hamiltonoperator wird fu¨r verschiedene Bonds separat betrachtet.
H = H(0) +
α
2
H(1) + (1 + γ)H(2) (B.3)
Da die Vorgehensweise fu¨r alle Teile des Hamiltonoperator identisch ist, soll
hier nur der H(0) Beitrag berechnet werden.
〈G0,0|H(0)|G0,0〉 = Tr1Tr2
∑
i
i−1∏
j=1
TjM0i
N∏
j′=i+2
Tj′ (B.4)
mit
M0i := 〈gigi+1|h(0)i |gi+1gi〉 (B.5)
und
H(0) =
N∑
i=1
h(0)i . (B.6)
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Aufgrund der Translationsinvarianz des MP–Zustandes ist M0i unabha¨ngig
von i und lautet somit in Matrixschreibweise
M0 = M0i =

−2a2(a2 + b2 + ab) 0 0 −a2(a2 + b2 + 4ab)
0 −a2(a− b)2 0 0
0 0 −a2(a− b)2 0
−a2(a2 + b2 + 4ab) 0 0 −2a2(a2 + b2 + ab)

 .
(B.7)
Unter Verwendung der in Anhang A eingefu¨hrten unita¨ren Transformation
folgt dann
〈G0,0|H(0)|G0,0〉 = Tr1Tr2
∑
i
UDi−1UTM0iUDN−i−1UT (B.8)
und man erha¨lt
〈G0,0|H(0)|G0,0 = −N3 (A4 + 2B3 cosφ + A2B2 cos2 φ) (B.9)
mit A = |a| B = |b|. (B.10)
Anhang C
Normierung der Anregungen
Die Anregung fu¨r die verallgemeinerte Spinleiter lautet unter Beru¨cksichtigung
der speziellen Darstellung der Spinmatrizen (2sz = −σz)
|ψ(k)〉 = −1√
N
Tr
N∑
n=1
eikn
[
n−1∏
i=1
giσnz g
n
N∏
j=n+1
gj
]
(C.1)
mit
gj =
(
b|s〉j + a|0〉j√
2a|−〉j
−√2a|+〉j
b|s〉j − a|0〉j
)
und
g˜n := 2snz g
n =
(
b|s〉j + a|0〉j
−√2a|−〉j
−√2a|+〉j
−b|s〉j + a|0〉j
)
. (C.2)
Die Norm ist gegeben durch
N = 〈ψ(k)|ψ(k)〉
=
1
N
N∑
n=1
N∑
m=1
eik(n−m)Tr1Tr2
〈
n−1∏
j=1
gj g˜n
N∏
j′=n+1
gj
′ |
m−1∏
i=1
gi g˜m
N∏
i′=m+1
gi
′ 〉. (C.3)
In Teil A des Anhangs sind bereits die 4 × 4 Matrizen T und D eingefu¨hrt
worden. Fu¨r die Berechnung der Norm angeregter Zusta¨nde mu¨ssen jedoch noch
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weitere definiert werden.
TSj := 〈gj |g˜j〉 =


a2 + b2 0 0 2a2
0 b2 − a2 0 0
0 0 a2 − b2 0
−2a2 0 0 −a2 − b2

 (C.4)
STj := 〈g˜j |gj〉 =


a2 + b2 0 0 2a2
0 a2 − b2 0 0
0 0 b2 − a2 0
−2a2 0 0 −a2 − b2

 (C.5)
Sj := 〈g˜j |g˜j〉 =


a2 + b2 0 0 2a2
0 a2 − b2 0 0
0 0 a2 − b2 0
2a2 0 0 a2 + b2

 (C.6)
Bei der Berechnung ist es zweckma¨ßig, den Diagonalteil und den Außerdia-
gonalteil der Summation getrennt zu betrachten.
• Diagonalteil (n=m)
NDT =
N∑
n=1
Tr1Tr2T
n−1STN−n
=
N∑
n=1
Tr1Tr2UD
n−1UTSUDN−nUT
= 1 (C.7)
• Außerdiagonalteil (n > m)
NADT 1 = 1
N
N−1∑
m=1
N∑
n=m+1
Tr1Tr2e
ik(m−n)
UDn−m−1UT gTUDN−(n−m)−1UTTg (C.8)
=
1
e−ik − (b2 − a2) (C.9)
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• Außerdiagonalteil (n < m) (Ergibt sich aus n > m durch Konjugation!)
NADT 2 = 1
eik − (b2 − a2) (C.10)
Somit ergibt sich schließlich die Normierung der angeregten Zusta¨nde.
N = 1− x
2
1 + x2 − 2x cos(k) (C.11)
mit
x = b2 − a2
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Anhang D
Anregungsenergien
Es soll der Erwartungswert des Hamiltonoperators in den konstruierten MP–An-
regungen berechnet werden.
〈ψ(k)|H(2) − E0|ψ(k)〉
〈ψ(k)|ψ(k)〉 =△(k) (D.1)
Die Berechnung erfolgt fu¨r alle Teile des Hamiltonoperators analog. Daher
wird hier nur der Teil betrachtet, der auf den Diagonalen wirkt. Der Hamiltonope-
rator ist eine Summe lokaler Operatoren
H(2) =
N∑
i=1
hi, (D.2)
wobei i die Diagonale bezeichnet. Die g-Matrizen sind ebenfalls auf den Diago-
nalen definiert, daher wirkt der lokale Hamiltonoperator jeweils nur auf eine g–
Matrix.
THT := 〈gj |hj|gj〉 (D.3)
SHT := 〈g˜j |hj|gj〉 (D.4)
THS := 〈gj |hj|g˜j〉 (D.5)
SHS := 〈g˜j |hj|g˜j〉 (D.6)
(D.7)
Auch hier unterscheiden wir Diagonalteil und Außerdiagonalteil.
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• Diagonalteil (n = m)
ωDT =
1
N
N∑
n=1
Tr1Tr2 [
n−1∑
i=1
UDi−1UT (THT )UDn−i−1UTSUDN−nUT
+
N∑
i=n+1
UDn−1UTSUDi−n−1UT (THT )UDN−iUT
+ UDn−1UT (SHS)UDN−nUT
] (D.8)
Es ergibt sich
ωDT = −N 3
4
x. (D.9)
• Außerdiagonalteil (n > m)
ωDT 1 =
1
N
N∑
n=1
eik(n−m)Tr1Tr2 [
m−1∑
i=1
UDi−1UTTHTUDm−i−1UTSTUDn−m−1UTTSUDN−nUT
+
n−1∑
m+1=1
UDm−1UTUTSTUDi−m−1UTTHTUDn−i−1UTTSUDN−nUT
+
N∑
n+1=1
UDm−1UTSTUDn−m−1UTTSUDi−n−1UTTHTUDN−iUT
+ UDm−1UTSHTUDn−m−1UTTSUDN−nUT
+ UDm−1UTSTUDn−m−1UTTHSUDN−nUT
] (D.10)
Es ergibt sich
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ωADT 1 = −N 3
4
x2
1
eik − x
− 4a2b2 e
ik
(eik − x)2 . (D.11)
• Außerdiagonalteil (n > m) (Ergibt sich aus n > m durch Konjugation!)
ωADT 2 = −N 3
4
x2
1
e−ik − x
− 4a2b2 e
−ik
(e−ik − x)2 . (D.12)
Als Ergebnis erha¨lt man die unnormierte Anregungsenergie vor Subtraktion
der Grundzustandsenergie
ω = −N 3
4
x
1− x2
1 + x2 − 2x cos(k) −
a2b2
2
(1 + x2) cos(k)− 2x
(1 + x2 − 2x cos(k))2 . (D.13)
Wird die Normierung der Anregungen (Anhang C) beru¨cksichtigt und die
Grundzustandsenergie subtrahiert, fa¨llt der Term proportional zu N erwartungs-
gema¨ß weg und man erha¨lt
〈ψ(k)|H˜(2)|ψ(k)〉
〈ψ(k)|ψ(k)〉 = △
(2)(k) (D.14)
=
−b2
1− 2a2
(1 + x2) cos(k)− 2x
λk
(D.15)
mit
λk = 1 + x
2 − 2x cos(k) und x = b2 − a2 . (D.16)
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Anhang E
Triplettanregung
Es soll untersucht werden, ob die konstruierte Anregung tatsa¨chlich die Nullpro-
jektion eines Tripletts ist. Der Operator szn ist aufgrund der Wahl der Darstellung
wiederum gegeben durch 2sz = −σz.
|ψ(k)〉 = 1√
N
N∑
n=1
eiknTr
[
n−1∏
i=1
gi2szng
n
N∏
j=n+1
gj
]
(E.1)
Es reicht aus, zu zeigen, daß
|ψn〉 =
n−1∏
i=1
gi2szng
n
N∏
j=n+1
gj (E.2)
die Nullprojektion eines Tripletts ist. Die Operatoren der SU(2) im Raum der g–
Matrizen sind Sz,S+,S−. Sie wirken auf den Produktraum bestehend aus Ma-
trixraum und Spinraum. Die Anwendung der Operatoren
∑N
i=1 Szi und
∑N
i=1 S+i
auf |ψn〉 gibt gema¨ß der Konstruktion der g–Matrizen fu¨r i 6= n null. Also bleibt
zu zeigen, daß die Anwendung des Operators Szn auf szngn und die zweimalige
Anwendung des Operators S+n null ergibt.
Die Anregung lautet
2szg = exc =
(
−b|s〉j − a|0〉j√
2a|−〉j
√
2a|+〉j
b|s〉j − a|0〉j
)
. (E.3)
Zuerst wird die z–Komponente der Anregung bestimmt. Der OperatorSz wirkt
dabei auf den Matrixraum u¨ber den Kommutator als sz und im Spinraum als z–
Komponente der dreidimensionalen Darstellung der SU(2).
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Szexc = [sz, exc] +
(
0
−√2a|−〉j
√
2a|+〉j
0
)
(E.4)
Der Kommutator ergibt
[sz, exc] =
1
2
(−1
0
0
1
)(−b|s〉j − a|0〉j√
2a|−〉j
√
2a|+〉j
b|s〉j − a|0〉j
)
−
(
−b|s〉j − a|0〉j√
2a|−〉j
√
2a|+〉j
b|s〉j − a|0〉j
)
1
2
(−1
0
0
1
)
=
1
2
(
b|s〉j + a|0〉j√
2a|−〉j
−√2a|+〉j
b|s〉j − a|0〉j
)
− 1
2
(
b|s〉j + a|0〉j
−√2a|−〉j
√
2a|+〉j
b|s〉j − a|0〉j
)
= −
(
0
−√2a|−〉j
√
2a|+〉j
0
)
(E.5)
und annihiliert den zweiten Term. Damit ist gezeigt, daß die z–Komponente der
Anregung tatsa¨chlich verschwindet.
Um festzustellen, ob es sich um die Nullprojektion eines Triplett handelt, wird
S+ zweimal auf exc angewandt.
S+exc = [s+, exc]+
(
−√2a|+〉j
2a|0〉j
0
−√2a|+〉j
)
(E.6)
Der Kommutator ergibt
[
s+, exc
]
=
(
0
−1
0
0
)(−b|s〉j − a|0〉j√
2a|−〉j
√
2a|+〉j
b|s〉j − a|0〉j
)
−
(
−b|s〉j − a|0〉j√
2a|−〉j
√
2a|+〉j
b|s〉j − a|0〉j
)(
0
−1
0
0
)
=
(
0
b|s〉j + a|0〉j
0
−√2a|+〉j
)
−
(
−√2a|+〉j
−b|s〉j + a|0〉j
0
0
)
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=
(√
2a|+〉j
2b|s〉j
0
−√2a|+〉j
)
. (E.7)
Zusammen mit dem zweiten Term erha¨lt man schließlich
S+exc = 2
(
0
b|s〉j + a|0〉j
0
−√2a|+〉j
)
. (E.8)
Nochmaliges anwenden von S+ sollte diesen Zustand, wenn es sich um die
+1–Projektion eines Tripletts handelt, vernichten.
S+(S+exc) = [s+, (S+exc)]+ 2( 0√
2a|+〉j
0
0
)
= 2
(
0
−1
0
0
)(
0
b|s〉j + a|0〉j
0
−√2a|+〉j
)
− 2
(
0
b|s〉j + a|0〉j
0
−√2a|+〉j
)(
0
−1
0
0
)
+ 2
(
0√
2a|+〉j
0
0
)
= 2
(
0
0
0
0
)
− 2
(
0√
2a|+〉j
0
0
)
+ 2
(
0√
2a|+〉j
0
0
)
= 0 (E.9)
Damit ist gezeigt, daß die konstruierte Anregung szg tatsa¨chlich die Nullprojekti-
on eines Tripletts ist.
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Anhang F
Lokale Magnetisierung im
MP–Formalismus
Die lokale Magnetisierung am Platz i ist gegeben durch den Erwartungswert des
Operators szi . Die Gesamtmagnetisierung des MP–Zustandes fixieren wir dabei
durch die Wahl der Randbedingungen auf die +1 Projektion des Tripletts.
〈szj〉 =
〈∏Ni=1 gi|szj |∏Ni=1 gi〉1,4
〈∏Ni=1 gi|∏Ni=1 gi〉1,4 (F.1)
Dabei benennt i, i = 1..N die Diagonalen und j, j = 1..2N die Pla¨tze. szj
wirkt unterschiedlich auf verschiedenen Holmen.
S1n := s
z
2n−1gn =
(
a
2
|s〉n + b2 |0〉n −a 1√2a|+〉n
−a 1√
2
a|−〉n −a2 |s〉n + b2 |0〉n
)
(F.2)
S2n := s
z
2ngn =
(
−a
2
|s〉n − b2 |0〉n −a 1√2a|+〉n
−a 1√
2
a|−〉n a2 |s〉n − b2 |0〉n
)
(F.3)
Damit folgt fu¨r den Erwartungswert der lokalen Magnetisierung
〈sz2n−1〉 =
〈gn−1S1ngN−n|gn−1S1ngN−n〉1,4
〈gN 〉1,4 (F.4)
〈sz2n〉 =
〈gn−1S1ngN−n|gn−1S2ngN−n〉1,4
〈gN 〉1,4 . (F.5)
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Mit
〈S1n|S1n〉 =


ab 0 0 a2
0 0 0 0
0 0 0 0
−a2 0 0 −ab

 (F.6)
〈S1n|S2n〉 =


−ab 0 0 a2
0 0 0 0
0 0 0 0
−a2 0 0 ab

 (F.7)
ergibt sich
〈sz2n−1〉 = 2
(T n−1S1nTN−n)1,4
1− xN
= a(a− b)xN−n + a(a+ b)xn−1 (F.8)
〈sz2n〉 = 2
(T n−1S2nTN−n)1,4
1− xN
= a(a+ b)xN−n + a(a− b)xn−1 . (F.9)
Die lokale Magnetisierung auf den Sprossen szp in der Umgebung eines De-
fektes ist damit unterschiedlich auf verschiedenen Holmen. Auf dem Holm des
Defektes ergibt sich
〈szp〉 = −
a
a+ b
(−1)pxp (F.10)
und auf dem gegenu¨berliegenden
〈szp〉 = a(a+ b)(−1)pep ln(|x|) . (F.11)
Die Numerierung auf dem Holm des Defektes ist durch den ¨Ubergang von der
Za¨hlung der Diagonalen auf die Za¨hlung der Sprossen vera¨ndert worden.
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