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Abstract 
Categories play a fundamental role in our daily lives and are the basis for decision making in most professions (e.g., 
intelligence analysis, healthcare, and engineering). Categories are a set of objects or events that have similar features and are 
grouped together because of their similarity. Many categories are acquired as a child (e.g., tools, fruit) but we continue to learn 
and apply new categories throughout life. Categories range from concrete (e.g., a set of physical objects like houses, do ) to 
abstract (e.g., political ideologies, ) and narrow (e.g., rifles) to broad (e.g., weapons). People in a variety of 
knowledge intensive fields (e.g., analysts, commanders, medical doctors) recognize categories in streams of data and make a 
decision about how to act (or pass the information to a decision maker). Such a categorization system is important now, 
especially because of the large amount of information that people need to sift through to do their jobs on a regular basis. When 
decision support systems (DSSs) are applied to support human decision making by automatically recognizing categories, these 
systems are often not practical in complex dynamic real world environments. Rule based DSSs are limited because it is difficult 
to develop and maintain large complex rule sets. Current machine learning based DSSs are sometimes limited because they 
require data that encompasses all of the possible variations as examples to learn from and necessitate significant effort to develop 
and maintain this training data. This paper describes a cognitive category learning system that uses machine learning and natural 
language processing (NLP) techniques to categorize unstructured documents or semi-structured objects, such as emails, which 
we used in this experiment. Our system uses several methods to do this categorization of emails and then arbitrates the best 
solution based on the individual classifier results. This result provides a more confident answer with less chance of false positive 
and false negative outcomes. Our system also generates a metadata topic summary for each document or email. 
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1. Introduction  
Many businesses and government agencies are searching for effective methods to manage and categorize large information 
stores that are generated by email, collaboration and social media. Semi-structured and unstructured data in particular are a 
priority because the majority of data generation originates from these data types. Semi-structured data is a form of structured data 
that does not conform to the formal structure of tables and data models associated with relational databases, but nonetheless 
contains tags or other markers to separate semantic elements and hierarchies of records and fields within the data. Unstructured 
data is a form of information that either does not have a pre-defined data model and/or does not fit well into relational tables. 
Unstructured information typically contains text that is conversationally structured, but may also contain embedded links and 
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charts. The irregularity and wide variation of unstructured text make it more difficult to process using algorithmic computer 
programs versus the processing of databases or annotated text. The market research firm IDC projects a 61.7% compound annual 
growth rate (CAGR) for unstructured data in traditional data centers from 2008 to 2012 vs. a CAGR of 21.8% for transactional 
data (Pariseau 2008).  
The current methods used by business and government agencies to organize and cull digital information require record 
keeping practitioners to review and assign records to categories, make individual decisions about the importance of a record, 
relationships with similar records and determine what metadata to capture. This semi-manual process may be assisted with search 
engines, ad-hoc filtering, pattern recognition and other methods which are labor and time intensive approaches. These methods 
will usually involve a level of subjectivity in terms of classifying information that is non-uniform in practice especially when 
several practitioners are involved. The goal or our experiment was to develop a reliable and accurate method to reduce the 
amount of subjective (human) variability in interpreting unstructured text content and the associated labor time through the use of 
machine learning and semantic content analysis that would provide consistent techniques. Work we will do in future research 
will develop a complete system that would consist of heuristic machine learning methods adapting to new content and would 
only require periodic sampling by a practitioner to verify proper categorization. Such an automated system would analyze email 
content and automatically label it with its appropriate category and subcategory without the aid of a human. The following 
sections describe the experiment and methodology that we used for this research. 
 
1.1. Experiment Overview 
Our goal was to build category learning and recognition system that leverages synergy between humans and machines that 
will not only learn the categories and topics of documents, but will also use metadata to learn the function and purpose of the 
document or digital information. Then, as multiple documents or pieces of digital information are categorized, clusters of data 
can be mined to look for relationships and higher level categories or patterns that would be useful and beneficial, but currently 
cannot be easily done manually. An example of such a category hierarchy might be an email that was sent from Susan to John 
talking about the new person that was being hired and what tasks that person was to perform. The initial category of this email 
might be a human resources (HR) organization summary of people that were being hired. This email could also be categorized 
under the particular task that the new person was going to perform, as well as into a general category of information about the 
positions that the new person has held.  
Our investigation is built on a category learning 
techniques based on evidence from cognitive science 
and neuroscience experiments (e.g. Ashby and Maddox 
2005, Mareschal et al. 2010) as well as new methods in 
natural language processing (e.g. Sarawagi 2008, Pestian 
et al. 2010 or Chiticariu et al. 2010). Another method, 
active learning, was also incorporated. Active learning 
has been also recently used as a machine learning 
method in which a learning algorithm is able to have 
access to an information source, such as an expert on 
this topic, to determine if new data is being correctly 
classified (Settles 2010). This method is similar to 
interactive learning, where a person identifies and 
corrects miscategorized entities and the machine refines 
the category model (Eaton et al. 2010). Other researchers are experimenting with online learning that attempts to overcome the 
limitations of batch learning and accounts for a changing world (Ma et al. 2009). The ultimate system that we are envisioning 
would be a similar to a system described by Carleson et al. (2010) that would be a never-ending learning system that continues to 
improve itself over months of operation.  
There is strong evidence that the human brain has multiple category learning systems (Mareschal et al. 2010). The cognitive 
category learning system combines both rule-based learning and implicit pattern learning to identify the categories present in the 
emails. This is necessary because some information, such as arbitrary business rules, need to have a rules based system to 
 work 
instead of regular business attire on Fridays. Machine learning categories can be learned by clustering the semantic information 
in the emails.  
New learning methods have also been successfully used in the active and interactive learning research community (e.g. 
Settles 2010, Eaton et al. 2010, Guyon and Elisseeff 2003, Duda et al. 2004, Maass et al. 2002). The internal representation of 
categories used in these experiments for recognition reasoning was generally based work with basic cognitive categories (Rosch 
1976). Recent experiments have shown that these kinds of systems can support large knowledge bases (Wu et al. 2010). Using a 
large base of information for the categorization will enhance the categorization because it will have a richer basis for each 
category definition. This will aid in the development of the flexible recognition of categories. Humans leverage structure and 
relations when they learn. Real world categories also have a deep hierarchical structure of subcategories. People do not start from 
scratch when they learn new categories. Humans leverage their experience in learning categories to learn new categories. 
 
Figure 1: Cognitive Category Learning System 
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Statistical relational learning and transfer learning researchers are beginning to explore these issues (Dietterich et al. 2010, Davis 
and Domingos 2009, Canini et al. 2010). Our experimental system consists of a hybrid combination of multiple classification 
methods using advanced arbitration techniques (Error! Reference source not found.). In this model, email would pass through 
the cognitive category learning extraction components; the necessary features of the information in the email would be extracted, 
passed through the classifiers and arbitrator, and a resulting category would be determined.  
Our first effort was to separate the personal email from the business email. The decision to archive email for legal purposes 
would only affect email that was sent as a part of the business. In addition, some personal information (PI) may need to be 
removed from some emails sp that the information would not need to be kept private.  If the email was determined to be business, 
those emails were then classified in four other categories.  
For our experiment, we used the ENRON emails for data analysis and for our algorithm development. The experiment 
targeted a 90% classification and categorization rate. Our experiment automatically classifies each email into the large categories 
of that document based on a priori human validation for category assignments. 
 
1.2. Data Overview  
The data Enron email corpus dataset we used for our experiment was collected and prepared by the CALO Project (A 
Cognitive Assistant that Learns and Organizes, CPS2005). This data was originally made public and posted to the web by the 
Federal Energy Regulatory Commission during its investigation into the Enron Corporation. The raw Enron corpus contains 
619,446 messages belonging to 158 users. For our experiment we settled on using a subset of this database that contained 
255,634 messages that belong to 150 users, mostly senior management of the Enron Corporation (Enron Email Dataset).  
Others who had been working on the Enron email dataset (UC Berkeley Enron Email Analysis) had manually generated 
more detailed levels of classification. For our purpose, we chose superordinate (higher) level categories to start. Eventually, our 
plan is classify these large groups into subcategories for putting the email into the ultimate correct subordinate (lower level) 
category (Rosch et al. 1976). We th : truthing is used to manually determine what the category 
of the email actually was for our training set. Truthing was accomplished by having a number of people independently determine 
the category of each of the documents. If the majority of the group agreed on a class for a message that was the final assigned 
class. If there was not agreement for a message it was discussed by the entire group until a final category was agreed upon. This 
process resulted in a redefinition of the classes until the final set was derived. The main problem came about because many of the 
messages could have multiple categories. We were constrained on a single category per message so it was a matter of 
determining how the majority of the message was to be classified. Messages with legal concerns were usually classified as legal 
regardless of other possible classes in the text. we split the data into statistically equivalent sets into a group with 
eighty percent of the data to use for training and another with twenty percent of the data to use for testing to ensure that we had 
an even mix of each category in both sets. Due to the intensive effort needed to generate the ground truth, we use a subset of 
1232 emails to test the algorithms. To ensure enough examples in each category for adequate training, we settled on five 
categories: 1) Legal; 2) Internal; 3) Government; 4) Personal and 5) News articles. The group of emails contained both business 
and personal emails. In our current experiments, we do not address further sub-class classification. 
The news category is a very challenging case, especially when the email attaches multiple news articles.  News articles are 
copies of articles from newspapers or journals that are embedded in an email. These emails may have belonged in a category 
based on the text in the email that is not part of the article, but when an article is included in the email, the category becomes 
erratic. So we extracted the articles, and defined the email as a news article if it contained one or more articles. Further work 
would need to be completed that would identify the category of the email text and each news article in the email. We separated 
the news articles out using a linguistic features filter that we developed to isolate types of specific text (Paradis et al. 2012). 
 
1.3. Classification Method 
A multi step method was used to perform 
the classifications. At the highest level, several 
classifiers were used for organizing personal and 
business email classification. One method that 
was used for personal and business classification 
was a Graph Based Model using Random 
Forest. Random Forest is an ensemble classifier, 
composed of a collection of randomized 
decision trees (Breiman 2001). Each randomized 
tree is built on a different bootstrap sample of 
the training data. This method generated the 
highest output score on the test data (95.3% - 
see Table 1) and used twenty-three Social 
Network features along with the top 153 words 
that were extracted from the email bodies.  
From this result, the business output 
 
Figure 2: Cognitive Category Learning Processor 
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was used as input for the next set of classifiers. The larger class of business email was then refined into four sub-categories using 
a several different classifiers that included a term frequency processing algorithm, Maximum Entropy using Mallet, and a 
Random Forest. 
The term/frequency processor used the 16,000+ term frequency values the mallet system produced (see next paragraph). 
Normally that data is not output when Mallet runs but we extracted this information from the interim layers. The first time we 
processed this data was then sorted into descending order by counts (how many times a term appeared in all the documents of the 
corpus). We then selected 400 of those terms by taking the first 100, skipping down the list a few hundred and selecting another 
hundred, etc. We then automated the term/frequency processor so that we could use a more sophisticated procedure. This method 
would require further development to be generally implemented.  
 For the Maximum Entropy method, we used the version that is available with Mallet. Mallet (McCallum 2002) is a Java 
based open source software package for machine learning with applications to natural language and document processing, 
developed by University of Massachusetts at Amherst.   Mallet includes a set of classifiers for document classification, including 
Naïve Bayes, Maximum Entropy and Decision Trees.   Mallet also includes a topic modeling package that provides tools to 
analyze large volumes of unlabeled text using Latent Semantic Analysis (Blei et al. 2003 and Blei et al. 2004).  Additionally, 
Mallet provides efficient routines for converting text to features which we use to extract features for the arbitration net. 
We then used a neural network arbitration method to combine the output from term/frequency processor, Maximum 
Entropy results and the random forest to generate a final result from the outputs of the other classifiers. The neural network 
arbitration was done by a standard back propagation network with a single hidden layer. This net had 561 inputs and 20-50 
hidden layer nodes. Input to the net is a combination of the input to the individual processors and the output each processor 
produced. The training portion of the data for the arbitration neural network also includes the category as determined by human 
categorization. To create the net we used a Lockheed Martin optimizing classifier, the Genetic Algorithm Neural Network 
Generator (Lewis et al. 2008).  
 
Data Method Used for Result 
All emails (Business and Personal)  Max Entropy 5 category separation 71.6% 
All emails(Business and Personal)  Random Forest 5 category separation 71.1% 
All emails(Business and Personal) Ensemble method 5 category separation 79.0% 
All results from 5 category separation Neural Network Result arbitration 87.3% 
All emails (Business and Personal) Ensemble Business and Personal separation 95.3% 
Table 1: Email Categorization Results  
2. Automatic Summarization  
As part of the experiment, we also were developed automatic summarization of the email content. Many emails are short 
and precise texts that address specific issues. We took advantage of additional information derived from the processed email, 
especially its category, to aid the summarization process.  
There are two main methods in summarizing a document. Extractive methods select a subset of existing words, phrases or 
sentences in the original text. Abstractive methods build an internal semantic representation and use natural language generation 
techniques to generate a summary from the semantic. Even the state-of-art abstractive methods are still very weak. Our method is 
one of the extractive methods. Sentences are extracted based on the term frequencies of special terms determined by the subject 
and category of the e-mail as well as its positions in the e-mail. The same training corpus used by the category classifiers to 
generate the topic words for each category was used for document summarization. Our method generates a summary for the e-
mail after it is processed and assigned a category by the classifiers and later the arbitration net. The category indicates the topic 
words that can be used to extract candidate sentences. Subject  of an email can be a precise description of the email, to the 
extent that it can be used as a summary, sometimes. Therefore, we also extract words from the subject line to guide sentence 
extraction. The candidate sentences are further processed to constrain the size of the summary generated.  
Even though we produced a shorter somewhat summarized result, this work needs further investigation in order to generate 
a human-like summary of the email.  Recent work in text summarization (Nenkova and McKeown 2012) provides new methods 
and techniques for providing more explicit summarizations and will be left for future work.  
 
3. Conclusion and Results 
This experiment developed algorithms that learn the categories and topics of the email content using arbitration of multiple 
methods. The extraction and data preparation methods have been developed by Lockheed Martin for other experiments using 
open source tools. After data extraction, we use a number of methods to extract important information about the data to reduce 
dimensionality and to determine the features that are used for the neural networks and other classifiers. 
We developed classifiers to determine whether the email was Business or Personal, as a first step in the classification 
process and determined this separation with 95% accuracy on the test data set(Full results can be found in Table 1). Further sub-
category classification was then conducted for the broad corpus of business email. The classifiers were able to make a distinction 
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between the four business classes with a classification rate of approximately 87% on the test data set. An increase in confidence 
and outcome was also achieved by taking data from the personal/business and categories classifier and using it as input to a 
second set of classifiers, along with metadata from document content and associations, such as name of author, position of 
author, organization of author, date of document, referenced documents, etc.. 
We also performed initial efforts in content summarization which generated acceptable initial results, but further work will 
be necessary to bring these summaries up to those that are close to human generated summaries.  
In conclusion, the coupling of multiple classification outputs with an arbitration method yielded a higher than expected 
level of confidence and accuracy and provides fertile ground for further exploration in the area of hybrid classification, 
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