Ordinal Patterns in Long-Range Dependent Time Series by Betken, Annika et al.
May 28, 2019
ORDINAL PATTERNS IN LONG-RANGE DEPENDENT TIME SERIES
ANNIKA BETKEN, JANNIS BUCHSTEINER, HEROLD DEHLING, INES MU¨NKER,
ALEXANDER SCHNURR, AND JEANNETTE H.C. WOERNER
Abstract. We analyze the ordinal structure of long-range dependent time series. To this
end, we use so called ordinal patterns which describe the relative position of consecutive
data points. We provide two estimators for the probabilities of ordinal patterns and prove
limit theorems in different settings, namely stationarity and (less restrictive) stationary
increments. In the second setting, we encounter a Rosenblatt distribution in the limit. We
prove more general limit theorems for functions with Hermite rank 1 and 2. We derive the
limit distribution for an estimation of the Hurst parameter H if it is higher than 3/4. Thus,
our theorems complement results for lower values of H which can be found in the literature.
Finally, we provide some simulations that illustrate our theoretical results.
1. Introduction
Originally, ordinal patterns have been introduced to analyze long and noisy time series.
They have proved to be useful in various contexts such as sunspot numbers (Bandt and
Shiha (2007)), EEG data (Keller et al. (2015)), speech signals (Bandt (2005)) and chaotic
maps which appear in the theory of dynamical systems (Bandt and Pompe (2002)). Further
applications include the approximation of the Kolmogorov-Sinai entropy (Sinn et al. (2012)).
Recently, ordinal patterns have been used to detect and to model dependence structures be-
tween time series; see Schnurr (2014). Limit theorems for the parameters under consideration
have been proved in the short-range dependent setting in Schnurr and Dehling (2017).
In the present paper we will investigate ordinal patterns in the long-range dependent setting.
To the best of our knowledge Sinn and Keller (2011) is the only article which explicitly
deals with the interplay between ordinal patterns and the Hurst parameter H. The authors
estimate this parameter of a fractional Brownian motion restricting their considerations to
H < 3
4
. In this case, the asymptotic distribution of the estimator is derived on the basis of
limit theorems for short-range dependent time series. In Fischer et al. (2017) the authors
used ordinal patterns in the context of hydrological data. It is a well known fact that
hydrological data is often long-range dependent. In this case, the limit theorems presented
in Schnurr and Dehling (2017) are no longer valid. In the present paper we close this gap
and provide limit theorems in the long-range dependent setting.
For h ∈ N let Sh denote the set of permutations of {0, . . . , h}, which we write as (h+1)-tuples
containing each of the numbers 0, . . . , h exactly one time. By the ordinal pattern of order h
we refer to the permutation
Π(x0, . . . , xh) = (pi0, . . . , pih) ∈ Sh
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which satisfies
xpi0 ≥ . . . ≥ xpih .
Given a time series (Xj)j≥0, we consider the relative frequency
qˆn(pi) :=
1
n
n−1∑
i=0
1{Π(Xi,Xi+1,...,Xi+h)=pi}
of an ordinal pattern pi ∈ Sh as a natural estimator for the probability
p(pi) := P(Π(X0, . . . , Xh) = pi).
Sinn and Keller (2011) show that Rao-Blackwellization leads to an estimator pˆn(pi) with
lower risk and therefore better statistical properties.
In this article, both estimators are studied. Confirming the results of Sinn and Keller (2011),
we show that qˆn(pi) and pˆn(pi) are consistent estimators; see Proposition 2.1. We consider
separately the case of a stationary time series and the case of a time series with stationary
increments. While the asymptotic distribution of qˆn(pi) can be derived from a limit theorem
for functions with Hermite rank 1, the limit behaviour of pˆn(pi) is derived from corresponding
results for functions with Hermite rank 2. Complementing the results of Sinn and Keller
(2011) that yield an asymptotic distribution for time series with a dependence characterized
by an Hurst parameter H < 3
4
, we derive the limit distribution for the improved estimator if
H > 3
4
. Along the way we explicitly calculate the asymptotic distribution of partial sums of
the form
∑n
i=1 f(Xi, ..., Xi+p−1) where f has Hermite rank 1 or Hermite rank 2 and (Xi)i≥1
is a stationary long-range dependent Gaussian process.
The paper is organized as follows: in the next section we introduce the mathematical frame-
work and provide the mathematical main results, that is, limit theorems for functions with
Hermite rank 1 and Hermite rank 2. These are used to prove asymptotic results for estima-
tors of ordinal pattern probabilities in Section 3 and for the Hurst parameter in Section 4.
In the final section a simulation study is presented.
2. Main Mathematical Results
Let (Xj)j≥0 be a stationary standard Gaussian process with autocovariance function
r(k) := Cov(X0, Xk) = L(k)k
−D, k ≥ 1,
where L is a function, slowly varying at infinity (see Bingham et al. (1987), p.6), and 0 <
D < 1. Such a process is called long-range dependent. For p ∈ N we consider the Rp-valued
process (Xj)j≥0 given by
Xj := (X
(1)
j ,X
(2)
j , . . . ,X
(p)
j ) with X
(i)
j := Xj+i−1,
that is, we consider overlapping finite sequences of the original process. For 1 ≤ l,m ≤ p,
p ∈ N, the corresponding cross-covariance function satisfies
r(l,m)(k) = EX
(l)
0 X
(m)
k = L(|k +m− l|)|k +m− l|−D, k ≥ 1,
and, since L is a slowly varying function, we thus obtain
lim
k→∞
kDr(l,m)(k)
L(k)
= 1
for all l,m ∈ N. Consequently, (Xj)j≥0 is multivariate long-range dependent in the sense of
Arcones (1994), Section 3, if 0 < D < 1. If D > 1, we speak of short-range dependence.
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We recall the concept of Hermite expansion. Let Hk denote the Hermite polynomial of order
k given by
Hk(x) = (−1)kex2/2 d
k
dxk
e−x
2/2, x ∈ R,
and define the multivariate Hermite polynomial Hl1,...,lp by
(1) Hl1,...,lp(x) =
p∏
i=1
Hli(xi), x ∈ Rp.
The collection (Hl1,...,lp)l1,...,lp≥0 forms an orthogonal basis of L
2(N (0, Ep)), where N (0, Ep)
denotes the p-dimensional standard normal distribution; see Section 3.2 in Beran et al.
(2013). Thus, for any square-integrable G : Rp → R the following L2-identity holds:
(2) G(U)− EG(U ) =
∞∑
k=m(G,Ep)
∑
l1+...+lp=k
Jl1,...,lp
l1! · · · lp!Hl1,...,lp(U),
where U ∼ N (0, Ep). The Hermite coefficients are given by the inner product, that is
Jl1,...,lp = E
(
G(U )Hl1,...,lp(U)
)
. The starting index
m(G,Ep) := min
{
p∑
i=1
li : Jl1,...,lp 6= 0
}
is called the Hermite rank of G. Since the left-hand side in (2) is centered, we have m ≥ 1.
In contrast to (1) the definition of multivariate Hermite polynomials with respect to N (0,Σ)
is more complicated; see Beran et al. (2013), section 3.2. The Hermite rank is defined
analogously
m(G,Σ) := min
{
p∑
i=1
li : E
(
G(X)Hl1,...,lp(X)
) 6= 0} ,
where X ∼ N (0,Σ).
The Hermite expansion in (2) is crucial to determining the asymptotics of partial sums of
the type
(3)
n∑
i=1
{f(Xi, . . . , Xi+p−1)− E f(X1, . . . , Xp)} ,
where f : Rp → R satisfies E(f(X1, . . . , Xp))2 <∞.
A first result on the asymptotic behaviour of the above partial sums is given by the following
proposition that can be derived from Birkhoff’s ergodic theorem; see also Sinn and Keller
(2011).
Proposition 2.1. Suppose that (Xi)i≥1 is a stationary ergodic process, and that f : Rp → R
is a measurable function such that f(X1, . . . , Xp) ∈ L1. Then,
1
n
n∑
i=1
f(Xi, . . . , Xi+p−1) −→ E f(X1, . . . , Xp)
almost surely, as n→∞.
Proof. Ergodicity of the process (Xi)i≥1 means that the shift operator
S : RN → RN
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defined by (xi)i≥1 7→ (xi+1)i≥1, is an ergodic transformation on the sequence space RN,
equipped with the product σ-field and the probability measure µ = L((Xi)i≥1). Thus, by
Birkhoff’s ergodic theorem, we obtain for any integrable function g : RN → R
lim
n→∞
1
n
n∑
k=1
g(Sk(ω)) =
∫
g(ω)dµ(ω)
almost surely. We now apply the ergodic theorem to the function g : RN → R, defined by
g((xi)i≥1) := f(x1, . . . , xp).
With this choice of g, we obtain g(Sk((xi)i≥1)) = f(xk+1, . . . , xk+p) and
∫
g(ω)dµ(ω) =
E g((Xi)i≥1) = E f(X1, . . . , Xp), and thus
1
n
n∑
k=1
f(xk+1, . . . , xk+p)→ E f(X1, . . . , Xp)
for µ-almost every sequence (xi)i≥1. Thus, by definition of µ, we find
1
n
n∑
k=1
f(Xk+1, . . . , Xk+p)→ E f(X1, . . . , Xp),
almost surely. 
Remark 2.2. A stationary Gaussian process (Xk)k≥0 with autocovariance function r(k) =
Cov(X0, Xk) such that r(k) −→ 0 if k −→ ∞ is mixing and hence ergodic; see Samorodnitsky
(2007), pp. 43, 46. Thus, we may apply the above results to such Gaussian processes.
In the following, we will assume without loss of generality that
E(f(X1, . . . , Xp)) = 0.
We want to apply the results of Arcones (1994) which hold for partial sums of functions
of Rp-valued random vectors Y i that have a multivariate standard normal distribution;
see also Major (2019) for an alternative approach. Thus, we need to transform the vector
X i := (Xi, . . . , Xi+p−1) accordingly. Let Σp denote the covariance matrix of the vector
(X1, . . . , Xp). Observe that Σp is a Toeplitz matrix whose entries are determined by the
autocovariance function r(i) = E(X1X1+i) of the process (Xi)i≥0, i.e.,
Σp = (r(i− j))1≤i,j≤p .
The Cholesky decomposition yields
Σp = AA
t,
where A is an upper triangular matrix. Thus, there exists a standard normally distributed
random vector Yi such that
X i = AY i.
We can rewrite the partial sum in (3) in terms of the random vectors Y i as follows:
n∑
i=1
f(Xi, . . . , Xi+p−1) =
n∑
i=1
f(AY i) =
n∑
i=1
g(Y i),(4)
where g : Rp → R is defined by
g(y) = f(Ay).
In order to characterize the asymptotic distribution of the considered partial sum process,
we apply Theorem 6 of Arcones (1994). Employing the special structure of Y i we obtain
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explicit representations of the limit distributions for the cases Hermite rank equal to 1 and
2.
2.1. Limit theorems for functions with Hermite rank 1. First we consider the asymp-
totic behaviour of function f with Hermite rank 1.
Theorem 2.3. Let (Xj)j≥0 be a stationary, long-range dependent standard Gaussian process
with autocovariance function r(k) = L(k)k−D and let f : Rp → R be a function with Hermite
rank 1 satisfying E(f(X1, . . . , Xp))
2 <∞. Then,
1
n1−D/2L1/2(n)
n∑
i=1
(f(Xi, . . . , Xi+p−1)− E f(X1, . . . , Xp)) −→ N
0, cD( p∑
j=1
αj
)2 ,
where cD =
2
(1−D)(2−D) and where α = (α1, . . . , αp)
t = Σ−1p c with c = (c1, . . . , cp)
t =
E(f(X1, . . . , Xp)X1).
Proof. Given that the function f has Hermite rank m(f,Σp) = 1, the limit behaviour cor-
responds to the asymptotic behaviour of the first order term in the Hermite expansion of
f . The Hermite rank m(f,Σp) of f with respect to X i is the same as the Hermite rank
m(g, Ep) = m(f ◦A,Ep) of g with respect to Y i; see Beran et al. (2013), Lemma 3.7. Since
f(Xi, . . . , Xi+p−1) = g(Y i) this first order term is given by
(5)
p∑
j=1
(E (g(Y i)Yi+j−1)) Yi+j−1,
with 1 ≤ j ≤ p, since Y i = (Yi, ..., Yi+p−1). It follows by stationarity and by definition of the
process (Y i)i≥0 that the coefficient in the Hermite expansion (5) corresponds to
bj := E (g(Y i)Yi+j−1) = E(g(Y 1)Yj) = E (f(X1, . . . , X1+h)Yj) .
We can thus express the vector of coefficients b := (b1, . . . , bp)
t as follows:
b = E (f(X1, . . . , Xp)Y 1)
= E
(
f(X1, . . . , Xp)A
−1X1
)
= A−1 · E (f(X1, . . . , Xp)X1) = A−1 · c,
where c = (c1, . . . , cp)
t is the vector of inner products of the random variables X1, . . . , Xp
with f(X1, . . . , Xp), i.e.,
ck = E (f(X1, . . . , Xp)Xk) , 1 ≤ k ≤ p.
According to the results of Arcones (1994), we know that the partial sums
∑n
i=1 g(Yi) are
dominated by the corresponding partial sums of the first order term in the Hermite expansion,
i.e., that
(6)
n∑
i=1
g(Y i) =
n∑
i=1
(
p∑
j=1
(E (g(Yi)Yi+j−1)) Yi+j−1
)
+ oP(n
1−D/2L1/2(n)),
where for a sequence of random variables (Xn)n∈N we write Xn = oP(n) if Xnn
P−→ 0.
With the notations introduced above, we obtain
p∑
j=1
E (g(Y i)Yi+j−1) · Yi+j−1 = btY i = btA−1X i =
p∑
j=1
αjXi+j−1,
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where the vector α = (α1, . . . , αp)
t is given by
α := (btA−1)t =
(
A−1
)t
b =
(
A−1
)t
A−1c = Σ−1p c.
Thus, we obtain
n∑
i=1
g(Y i) =
n∑
i=1
(
p∑
j=1
αjXi+j−1
)
+ oP(n
1−D/2L1/2(n))
=
p∑
j=1
{
αj
(
n∑
i=1
Xi+j−1
)}
+ oP(n
1−D/2L1/2(n))
=
(
p∑
j=1
αj
)
n∑
i=1
Xi + oP(n
1−D/2L1/2(n)).
The distribution of the partial sum
∑n
i=1Xi on the right-hand side can be calculated exactly,
as this is a partial sum of normal random variables. 
In the following, we study partial sums of functions of increments of a stationary long-range
dependent Gaussian process of the following type
n∑
i=1
f˜(Xi+1 −Xi, . . . , Xi+p−1 −Xi+p−2).
This is a special case of partial sums of the type
∑n
i=1 f(Xi, . . . , Xi+p−1), where
f(x1, . . . , xp) = f˜(x2 − x1, . . . , xp − xp−1).
Functions of this kind appear, e.g. when studying ordinal patterns (cf. Section 3).
Lemma 2.4. If f can be written as a function of the increments, we have
p∑
i=1
αi = 0.
Proof. We use a well-known fact about Gaussian random variables: Let Y = (Y1, . . . , Yp)
t
be a vector of independent standard normally distributed random variables Yi, 1 ≤ i ≤ p,
and let C1 ∈ Rk×p and C2 ∈ Rl×p be two matrices. Then, the random vectors C1Y and C2Y
are independent, if and only if each of the rows of C1 is orthogonal to each of the rows of
C2, i.e., when C1C
t
2 = 0.
We then use the representation of α that we derived in the course of the proof of Theorem 2.3,
namely
α = Σ−1p E
{
f˜((X2 −X1, . . . , Xp −Xp−1)t)(X1, . . . , Xp)t
}
= E
{
f˜((X2 −X1, . . . , Xp −Xp−1)t)Σ−1p (X1, . . . , Xp)t
}
= E
{
f˜(UX)Σ−1p X
}
,
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where X = (X1, . . . , Xp)
t, and where U is the (p− 1)× p matrix defined by
U =

−1 1 0 0 . . . 0 0 0 0
0 −1 1 0 . . . 0 0 0 0
...
...
...
...
...
...
...
...
...
0 0 0 0 . . . 0 −1 1 0
0 0 0 0 . . . 0 0 −1 1
 .
Let Σ
1/2
p be a positive definite symmetric matrix such that Σ
1/2
p Σ
1/2
p = Σp and let Σ
− 1
2
p be
its inverse. Then, Y := Σ
−1/2
p X has a p-variate standard normal distribution. With this
notation, we can rewrite the above expression for α as follows:
α = E
{
f˜(UX)Σ−1p X
}
= E
{
f˜(UΣ1/2p Y )Σ
−1/2
p Y
}
.
If Itp = (1, 1, . . . , 1, 1),
p∑
i=1
αi = Itpα = E
{
f˜(UΣ1/2p Y )ItpΣ−1/2p Y
}
.
Now we can apply the initial remark to the vectors UΣ
1/2
p Y and ItpΣ
−1/2
p Y . We have
(UΣ1/2p )(ItpΣ−1/2p )t = UΣ1/2p Σ−1/2p Ip = UIp = 0,
and thus the vectors UΣ
1/2
p Y and ItpΣ
−1/2
p Y are independent. Hence,
p∑
i=1
αi = Itpα = E
{
f˜(UΣ1/2p Y )ItpΣ−1/2p Y
}
= E
{
f˜(UΣ1/2p Y )
}
E
{
ItpΣ−1/2p Y
}
= 0,
since E(Y ) = 0. 
Remark 2.5. Lemma 2.4 implies that the limit in Theorem 2.3 is trivial if the function f can
be considered as a function of the increment process of a stationary, long-range dependent
Gaussian process (Xj)j≥0. An explanation for this phenomenon results from the observation
that the increments of long-range dependent time series do not display characteristic features
of long-range dependence. To see this, let g denote the spectral density of the time series
(Xj)j≥0, i.e. g is a non-negative function satisfying
r(k) := Cov(X0, Xk) =
∫ pi
−pi
eikλg(λ)dλ.
By assumption, we have
r(k) = k−DL(k),
where L is a function that is slowly varying at infinity. If, additionally, L is quasi-monotone,
it follows that
g(λ) = |λ|D−1Lg(λ)
for some function Lg that is slowly varying at zero; see Pipiras and Taqqu (2017), p. 19. For
the increment process (Zj)j≥1 defined by Zj := Xj −Xj−1, it then holds that
Cov(Z1, Zk+1) =
∫ pi
−pi
eikλ2(1− cos(λ))f(λ)dλ.
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For this reason, g˜(λ) := 2(1− cos(λ))g(λ) corresponds to the spectral density of the process
(Zj)j≥1. Note that
g˜(λ) = |λ|D+1Lg˜(λ)
with
Lg˜(λ) := Lg(λ)
2(1− cos(λ))
λ2
slowly varying at zero. It follows that
∞∑
k=−∞
r(k) = 0,
i.e., the increment process is antipersistent and, in particular, short-range dependent; see
Pipiras and Taqqu (2017), p. 31.
This finding coincides with results on limit theorems for discretely observed processes based
on fractional Brownian motion, where the application of linear difference filters leads to
a smaller exponent in the autocovariance function, cf. Coeurjolly (2001), Istas and Lang
(1997). In our setting this would mean that considering differences of the stationary, long-
range dependent process would lead to a short-range dependent process and hence to a
Gaussian central limit theorem with a slower rate of convergence, namely n−1/2.
2.2. Limit theorems for functions with Hermite rank 2. We continue to study the
asymptotic behaviour of the partial sums in (3) for a function f with Hermite rank 2.
Theorem 2.6. Let (Xj)j≥1 be a stationary, long-range dependent standard Gaussian process
with autocovariance function r(k) = L(k)k−D, k ≥ 1, and let f : Rp → R be a function with
Hermite rank 2 satisfying E(f(X1, . . . , Xp))
2 <∞. Then, if D ∈ (0, 1
2
),
nD−1(2!C2)−
1
2L−1(n)
n∑
i=1
(f(Xi, . . . , Xi+p−1)− E f(X1, . . . , Xp)) D−→ Z2,H(1)
p∑
k=1
p∑
l=1
αl,k
with (αl,k)1≤l,k≤p := Σ−1p CΣ
−1
p , C = (cl,k)1≤l,k≤p = E
(
X1(f(X1)− E f(X1))X t1
)
and C2 = ((1− 2D)(2−D))−1.
Proof. Recall that X i = AY i for an upper triangular matrix A with AA
t = Σp and
Σp = (r(i− j))1≤i,j≤p. and a multivariate standard normally distributed vector Y i. Since
the Hermite rank of g, defined by g(y) := f(Ay), equals 2, the partial sums
∑n
i=1 g(Y i)
are dominated by the corresponding partial sums of the second order term in the Hermite
expansion, i.e., that
n∑
i=1
g(Y i) =
∑
l1+l2+···+lp=2
(
E
(
g(Y i)Hl1,l2,...,lp(Y i)
))
Hl1,l2,...,lp(Y i) + oP(n
1−DL(n));
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see Theorem 6 in Arcones (1994). Note that∑
l1+l2+···+lp=2
(
E
(
g(Y i)Hl1,l2,...,lp(Y i)
))
Hl1,l2,...,lp(Y i)
=
p∑
j=1
(
E
(
g(Y i)(Y
2
i+j−1 − 1)
))
(Y 2i+j−1 − 1) +
∑
1≤j,k≤p,j 6=k
(E (g(Y i)Yi+j−1Yi+k−1)) Yi+j−1Yi+k−1
=
p∑
j=1
(
E
(
g(Y i)Y
2
i+j−1
))
(Y 2i+j−1 − 1) +
∑
1≤j,k≤p,j 6=k
(E (g(Y i)Yi+j−1Yi+k−1)) Yi+j−1Yi+k−1
=
∑
1≤j,k≤p
E (g(Y i)Yi+j−1Yi+k−1) Yi+j−1Yi+k−1 −
p∑
j=1
E
(
g(Y i)Y
2
i+j−1
)
.
Since the left-hand side of the above equality is centered to mean zero,
E
( ∑
1≤j,k≤p
E (g(Y i)Yi+j−1Yi+k−1) Yi+j−1Yi+k−1
)
=
p∑
j=1
E
(
g(Y i)Y
2
i+j−1
)
.
With B = (bj,k)1≤j,k≤p, where bj,k = E (g(Y i)Yi+j−1Yi+k−1) = E (g(Y 1)YjYk), it follows that∑
1≤j,k≤p
E (g(Y i)Yi+j−1Yi+k−1)Yi+j−1Yi+k−1 = Y tiBY i = X
t
i
(
A−1
)t
BA−1X i,
where Yi+j−1 denotes the j-th entry of the vector Y i, 1 ≤ j ≤ p, since Y i = (Yi, . . . , Yi+p−1).
Note that B = E
(
Y ig(Y i)Y
t
i
)
= E (A−1X ig(Y i)(A−1X i)t) = A−1 E
(
X if(X i)X
t
i
)
(A−1)t.
As a result,
X ti
(
A−1
)t
BA−1X i = X ti
(
AAt
)−1
E
(
X if(X i)X
t
i
) (
AAt
)−1
X i
= X tiΣ
−1
p E
(
X if(X i)X
t
i
)
Σ−1p X i.
With A := (αjk)1≤j,k≤p := Σ−1p E
(
X if(X i)X
t
i
)
Σ−1p it follows that
X ti
(
A−1
)t
BA−1X i =
∑
1≤j,k≤p
Xi+j−1Xi+k−1αjk.
All in all, we arrive at
n∑
i=1
∑
1≤j,k≤p
E (g(Y i)Yi+j−1Yi+k−1)Yi+j−1Yi+k−1 =
n∑
i=1
∑
1≤j,k≤p
Xi+j−1Xi+k−1αjk
=
∑
1≤j,k≤p
n∑
i=1
Xi+j−1Xi+k−1αjk.
Note that∑
1≤j,k≤p
n∑
i=1
Xi+j−1Xi+k−1αjk =
∑
1≤j,k≤p
n+j−1∑
i=j
XiXi+k−jαjk
=
p∑
k=2
k−1∑
l=1
αk−l,k
n+k−l−1∑
i=k−l
XiXi+l +
p∑
k=1
0∑
l=k−p
αk−l,k
n+k−l−1∑
i=k−l
XiXi+l.
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Define the sample covariance at lag l by
rˆn(l) :=
1
n
n−l∑
i=0
XiXi+l.
Considering both summands separately, we arrive at
k−1∑
l=1
αk−l,k
n+k−l−1∑
i=k−l
XiXi+l =
k−1∑
l=1
αk−l,kn
(
1
n
n+k−l−1∑
i=n−l+1
XiXi+l + rˆn(l)− 1
n
k−l−1∑
i=0
XiXi+l
)
and
0∑
l=k−p
αk−l,k
n+k−l−1∑
i=k−l
XiXi+l =
0∑
l=k−p
αk−l,k
n+k−1∑
i=k
Xi−lXi
=
p−k∑
l=0
αk+l,k
n+k−1∑
i=k
Xi+lXi
=
p−k∑
l=0
αk+l,kn
(
1
n
n+k−1∑
i=n−l+1
Xi+lXi + rˆn(l)− 1
n
k−1∑
i=0
Xi+lXi
)
.
All in all, it follows that
nD−1(2!)−
1
2L−1(n)
n∑
i=1
( ∑
1≤j,k≤p
E (g(Y i)Yi+j−1Yi+k−1) Yi+j−1Yi+k−1 −
p∑
j=1
E
(
g(Y i)Y
2
i+j−1
))
=nD−1(2!)−
1
2L−1(n)
∑
1≤j,k≤p
αjk
n∑
i=1
(Xi+j−1Xi+k−1 − E (Xi+j−1Xi+k−1))
=nD(2!)−
1
2L−1(n)
p∑
k=2
k−1∑
l=1
αk−l,k (rˆn(l)− r(l))
+ nD(2!)−
1
2L−1(n)
p∑
k=1
p−k∑
l=0
αk+l,k (rˆn(l)− r(l)) + oP(1).
If D ∈ (0, 1
2
), it follows by Section 4.4.1.3 in Beran et al. (2013) that
nD(2!C2)
− 1
2L−1(n) (rˆn(0)− r(0), . . . , rˆn(p)− r(p)) D−→ (Z2,H(1), . . . , Z2,H(1)),
where Z2,H(·) is a Rosenblatt process with parameterH = 1−D2 and C2 = ((1− 2D)(2−D))−1.
Therefore, the considered expression converges in distribution to
Z2,H(1)
(
p∑
k=2
k−1∑
l=1
αk−l,k +
p∑
k=1
p−k∑
l=0
αk+l,k
)
= Z2,H(1)
p∑
k=1
p∑
l=1
αl,k.

Hence, we are able to characterize the limit distribution of the partial sums in (3) for functions
f with Hermite rank 1 and 2. We want to apply those results in the next section to estimators
of ordinal pattern probabilities, where functions with these Hermite ranks show up. We also
provide examples for the calculation of the coefficients specifying the limiting distributions
of these estimators for certain ordinal patterns.
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3. Ordinal Patterns
Definition 3.1. Let Sh denote the set of permutations of {0, . . . , h}, which we write as
(h + 1)-tuples containing each of the numbers 0, . . . , h exactly one time. By the ordinal
pattern of order h we refer to the permutation
Π(x0, . . . , xh) = (pi0, . . . , pih) ∈ Sh
which satisfies
xpi0 ≥ . . . ≥ xpih
and pii−1 > pii if xpii−1 = xpii for i = 1, ..., h− 1.
The latter is introduced in order to deal with ties which do not occur in our simulation study,
but which might occur when dealing with real data.
Remark 3.2. Naturally, ordinal patterns are closely linked to the ranks of observations.
Given observations X0, . . . , Xh, we define the rank Ri of Xi by
Ri :=
h∑
j=0
1{Xi≤Xj}.
Note that if Xi 6= Xj for all i, j = 0, . . . , h, i 6= j then
Ri = j + 1⇔ pij = i.
Thus, ranks provide a complete description of the order structure of the vector (X1, . . . , Xn)
equivalent to the description by ordinal patterns.
We will show that the relative frequency of any ordinal pattern is a consistent estimator for
the corresponding probability. Given the ordinal pattern pi ∈ Sh, we define
qˆn(pi) :=
1
n
#{0 ≤ i ≤ n− 1 : Π(Xi, . . . , Xi+h) = pi} = 1
n
n−1∑
i=0
1{Π(Xi,Xi+1,...,Xi+h)=pi}
for a time series (Xk)k≥0. In the following, we will study under which assumptions on the
underlying time series we can apply the limit theorems of Section 3 to obtain asymptotic
results for this estimator.
Theorem 3.3. Suppose that (Xi)i≥0 is a stationary ergodic process. Then, qˆn(pi) is a con-
sistent estimator of p(pi) := P(Π(X0, . . . , Xh) = pi). More precisely,
lim
n→∞
qˆn(pi) = p(pi)
almost surely.
Theorem 3.3 is an immediate corollary of Proposition 2.1.
In order to derive the limit distributions of our estimator, a careful analysis of the Hermite
rank of functions related to ordinal patterns is crucial. First we can show that the estimator
above is uniquely determined by the increments of this process.
For x = (x0 . . . , xh) ∈ Rh+1 define
Π˜(x0, ..., xh) := Π(0, x0, x0 + x1, . . . , x0 + . . .+ xh).(7)
Then, it holds that
Π˜(x1 − x0, . . . , xh − xh−1) = Π(0, x1 − x0, . . . , xh − x0) = Π(x0, . . . , xh),
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since ordinal patterns are not affected by monotone transformations. Therefore, we arrive
at
Π(Xt, Xt+1, . . . , Xt+h) = Π˜(Xt+1 −Xt, . . . , Xt+h −Xt+h−1), t ≥ 0.
It is well known that for Σh+1 = AA
t we have m(G,Σh+1) = m(G ◦ A,Eh+1) and that
m(G,Σh+1) 6= m(G,Eh+1) in general; see Beran et al. (2013), Lemma 3.7. The last fact
is disadvantageous since determining m(G ◦ A,Eh+1) is usually much more complicated
than determining m(G,Eh+1). However, it is possible to show that under a mild additional
assumption m(G ◦ A,Eh+1) is bounded by m(G,Eh+1); see 3.5.
Lemma 3.4. Let (fn)n∈N be a sequence of measurable functions in L2(N (0, Eh+1)), and let f
be another function in this space such that fn → f in the metric of this space. Furthermore,
let Σh+1 be a positive definite matrix such that (Σ
−1
h+1−Eh+1) is positive semidefinite. In this
case, (fn)n∈N converges to f in L2(N (0,Σh+1)).
Proof. Let h be the Radon-Nikodym density of N (0,Σh+1) with respect to N (0, Eh+1) such
that we have ∫
Rd
|fn − f |2 dN (0,Σh+1) =
∫
Rd
|fn − f |2 h dN (0, Eh+1).
Hence, proving Lemma 3.4 boils down to the boundedness of h which is obtained in the
above setting by an elementary calculation: let ϕ and ϕ˜ denote the density of N (0, Eh+1)
and N (0,Σh+1), respectively. Then,
h(x) =
ϕ˜(x)
ϕ(x)
=
det(Eh+1)
det(Σh+1)
exp
(
−1
2
(x′Σ−1h+1x− x′Eh+1x)
)
=
1
det(Σh+1)
exp
(
−1
2
x′(Σ−1h+1 − Eh+1)x
)
.

Given the above result, we arrive at the following upper bound for m(G ◦ A,Eh+1):
Lemma 3.5. Let G : Rp → R be square-integrable with respect to N (0, Eh+1) and let Σh+1 =
AAt be a (h + 1) × (h + 1) positive definite covariance matrix such that (Σ−1h+1 − Eh+1) is
positive semidefinite. Then,
m(G ◦ A,Eh+1) ≤ m(G,Eh+1).
Remark 3.6. Note that, for ρ 6= 0,
xt
(
ρΣ−1h+1 − Eh+1
)
x > 0 ⇔ x
tΣ−1h+1x
xtx
>
1
ρ
.
With λmin(Σ
−1) denoting the smallest eigenvalue of Σ−1, we have
xtΣ−1h+1x
xtx
>
1
ρ
≥ λmin(Σ−1).
Given that Σh+1, and thus Σ
−1
h+1, are positive definite matrices, λmin(Σ
−1) > 0 so that we
can choose ρ such that ρΣ−1h+1−Eh+1 is positive semidefinite. Since ordinal patterns are not
affected by scaling, we may for this reason assume that (Σ−1h+1−Eh+1) is positive semidefinite.
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Proof. Expanding both G and G ◦ A in Hermite polynomials with respect to N (0, Eh+1)
yields
G(U) =
∞∑
k=m1
∑
l1+...+lh+1=k
J1l1,...,lh+1
l1! · · · lh+1!Hl1,...,lh+1(U)(8)
(G ◦ A)(U) =
∞∑
k=m2
∑
l1+...+lh+1=k
J2l1,...,lh+1
l1! · · · lh+1!Hl1,...,lh+1(U),
where m1 = m(G,Eh+1) and m2 = m(G,Σh+1). Using Lemma 3.4 we can replace U by A ·U
in (8) such that
(G ◦ A)(U) =
∞∑
k=m1
∑
l1+...+lh+1=k
J1l1,...,lh+1
l1! · · · lh+1! (Hl1,...,lh+1 ◦ A)(U).(9)
Each polynomial Hl1,...,lh+1 ◦ A can be represented by a linear combination of multivariate
Hermite polynomials of degree less than or equal to l1 + . . .+ lh+1. Therefore, we can rewrite
(9) to
(G ◦ A)(U) =
∞∑
k=m3
∑
l1+...+lh+1=k
J3l1,...,lh+1
l1! · · · lh+1!Hl1,...,lh+1(U),
with m3 ≤ m1. By uniqueness of the Hermite decomposition we have m2 = m3, which
completes the proof. 
We will see later (Remark 3.17) that the assumption that the time series under consideration
is stationary yields trivial limits. Hence, we relax this assumption as follows: let ξ =
(ξt)t≥0 be a (possibly non-stationary) stochastic process and let X = (Xt)t≥1 denote the
corresponding increment process given by Xt := ξt − ξt−1 for t ≥ 1. We assume that X is a
stationary standard Gaussian process with autocovariance function
r(k) = L(k)k−D, k ≥ 1,
where L is a function, slowly varying at infinity, and 0 < D < 1.
We now rewrite the estimator qˆn(pi) in terms of the increment variables following the con-
siderations in (7):
qˆn(pi) =
1
n
n−1∑
i=0
1{Π(ξi,...,ξi+h)=pi} =
1
n
n−1∑
i=0
1{Π˜(Xi+1,...,Xi+h)=pi}
3.1. Limit distribution of qˆn(pi). At first we need to determine the Hermite rank of the
estimator.
Lemma 3.7. Let (Xk)k≥1 be a stationary standard normal Gaussian process and let h ∈ N.
Then, for any pi ∈ Sh, the Hermite rank of
1{Π˜(X1,...,Xh)=pi} − P(Π˜(X1, . . . , Xh) = pi)
is equal to 1.
Proof. Since ordinal patterns are not affected by scaling, we may assume that (Σ−1h+1−Eh+1)
is positive semidefinite. According to Lemma 3.5 it suffices to show E(Yk1{Π˜(Y1,...,Yh)=pi}) 6= 0
for some independent standard normal random variables Y1, . . . , Yh and some 1 ≤ k ≤ h.
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For simplicity, we regard the pattern pi = (h, ..., 0) which corresponds to the event {Yi ≥
0, i = 1, ..., h}. Hence, we arrive at
E(Y11{Y1≥0,...,Yh≥0}) =
∞∫
0
∞∫
0
. . .
∞∫
0
y1ϕ(y1)ϕ(y2) · · ·ϕ(yh)dy1dy2 · · · dyh
=
(
1
2
)h−1
ϕ(0) 6= 0.
It follows by the same reasoning that none of the expected values that correspond to the
other ordinal patterns equals zero. 
Again, we apply Theorem 2.3, but since in this setting the increment process is stationary and
long-range dependent, the limit is not necessarily degenerate. We will take a closer look at
the Hermite coefficients which determine the limit variance and hence the limit distribution.
Theorem 3.8. Let ξ = (ξt)t≥0 be a stochastic process and let X = (Xt)t≥1 denote the
increment process of ξ given by Xt := ξt−ξt−1 for t ∈ Z. Assume that X is a stationary, long-
range dependent standard Gaussian process with autocovariance function r(k) = L(k)k−D.
Then,
nD/2L−1/2(n)
(
qˆn(pi)− P
(
Π˜(X1, . . . , Xh) = pi
))
D−→ N
0, cD( h∑
j=1
αj
)2 ,
where cD =
2
(1−D)(2−D) and where the vector α = (α1, . . . , αh)
t is given by
α := Σ−1p c
with c = (c1, . . . , ch)
t defined by
ck = E
{
1{Π˜(X1,...,Xh)=pi}Xk
}
, 1 ≤ k ≤ h.
Thus, in order to compute the limit variance of qˆn(pi), we have to calculate the constants ck
for k = 1, ..., h. We can reduce the number of calculations by making use of the time and
space symmetry of stationary multivariate normal random vectors. For a normal random
vector (X1, . . . , Xh) these are given by
(X1, . . . , Xh)
D
= (−X1, . . . ,−Xh) ,
(X1, . . . , Xh)
D
= (Xh, ..., X1) .
Following Sinn and Keller (2011), p. 1784, we define two mappings:
S : Sh → Sh, (pi0, . . . , pih) 7→ (pih, . . . , pi0) ,
T : Sh → Sh, (pi0, . . . , pih) 7→ (h− pi0, . . . , h− pih) ,
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pi = (1, 3, 2, 0) T (pi) = (2, 0, 1, 3)
S(pi) = (0, 2, 3, 1) T ◦ S(pi) = (3, 1, 0, 2)
Figure 1. Space and time reversion of the pattern pi = (1, 3, 2, 0).
Graphically, the mapping S can be considered as space reversal, i.e., as the reflection of pi
on a horizontal line, while T can be considered as time reversal, i.e., as the reflection of pi
on a vertical line.
For each pi ∈ Sh, we define
p¯i := {pi,S(pi), T (pi), T ◦ S(pi)}.(10)
It is easily seen that the set p¯i is closed under S and T , since S ◦ S(pi) = T ◦ T (pi) = pi and
T ◦ S(pi) = S ◦ T (pi). This yields a partition of Sh into sets each having either two or four
elements, depending on whether T (pi) = S(pi) holds for the considered pi.
In Sinn and Keller (2011), p.1786 and Lemma 1, it is shown that with respect to ordinal
patterns the above considerations yield
E
(
Xk1{Π˜(X1,...,Xh)=pi}
)
= −E
(
Xk1{Π˜(X1,...,Xh)=S(pi)}
)
, k = 1, ..., h,(11)
E
(
Xk1{Π˜(X1,...,Xh)=pi}
)
= −E
(
Xh+1−k1{Π˜(X1,...,Xh)=T (pi)}
)
, k = 1, ..., h.(12)
Both equations follow from the space and time symmetry of the multivariate normal dis-
tribution. More precisely, (12) holds since ordinal patterns are not affected by monotone
transformations. For pi ∈ Sh we have{
Π˜ (X1, ..., Xh) = T (pi)
}
=
{
T
(
Π˜(X1, . . . , Xh)
)
= pi
}
= {T (Π(0, X1, X1 +X2, . . . , X1 + . . .+Xh)) = pi}
= {Π(X1 + . . .+Xh, . . . , X1 +X2, X1, 0) = pi}
= {Π(0,−Xh,−(Xh +Xh−1), . . . ,−(X1 + ...+Xh)) = pi}
=
{
Π˜(−Xh,−Xh−1, . . . ,−X2,−X1) = pi
}
.
We compute the limit variance for ordinal patterns of lengths p = 2 and p = 3, i.e., we need
to study increments of length h = 1 and h = 2. As it is common in the literature, we restrict
ourselves to small h in the present article. Unfortunately, the computations for larger values
of h exceed the computing capacity of Mathematica.
Given the symmetry relations in (11) and (12), we only need to calculate the Hermite
coefficients of the estimator qˆn(pi) for one pattern pi of each reversion group. Regarding
S1 = {(0, 1), (1, 0)} it is sufficient to choose (1, 0). Regarding S2 we can partition this
set into the two subsets {(2, 1, 0), (0, 1, 2)} and {(2, 0, 1), (0, 2, 1), (1, 2, 0), (1, 0, 2)}. In the
following we will study the Hermite coefficients of qˆn(pi) for pi = (2, 1, 0) and pi = (2, 0, 1) so
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that we can reduce the number of lengthy calculations since we only need to consider two
ordinal patterns instead of six.
Example 3.9 (Ordinal patterns of length p = 2). In the case h = 1 there are only two
possible patterns: pi = (0, 1) and the corresponding spatial (or time) reverse pi = (1, 0). We
focus on pi = (1, 0). This pattern corresponds to the event {Π(ξ0, ξ1) = (1, 0)} = {ξ1 ≥ ξ0} =
{X1 ≥ 0}. Hence, we consider
c1 = E
(
X11{X1≥0}
)
=
∫ ∞
0
y1ϕ(y1)dy1 = ϕ(0).
Correspondingly, we obtain c1 = −ϕ(0) for pi = (0, 1) since this is the spatial reversion of
(1, 0). Thus, for these two ordinal patterns we arrive at a limit distribution of qn(pi) given
by N (0, cDϕ2(0)), where cD = 2(1−D)(2−D) .
We continue with the calculation of the limit variances in the case p = 3. The integrals
under consideration were solved by using Mathematica as well as a lengthy calculations that
make use of the Cholesky decomposition (cf. the Appendix).
Example 3.10 (Ordinal patterns of length p = 3). First, we study the limit variance for
pi = (2, 1, 0). In this case, p¯i has two elements. Note that {Π(ξ0, ξ1, ξ2) = (2, 1, 0)} =
{ξ2 ≥ ξ1 ≥ ξ0} = {X2 ≥ 0, X1 ≥ 0}. Due to the symmetry of the bivariate normal distribu-
tion, we obtain c1 = c2, so that we only need to calculate
c1 = E
(
X11{X2≥0,X1≥0}
)
=
∫ ∞
0
∫ ∞
0
y1ϕ(X1,X2)(y1, y2)dy1dy2 =
ϕ(0)
2
(1 + r(1)) ,
where ϕ(X1,X2) denotes the joint density of (X1, X2) . Hence,
2∑
j=1
αj = 2c1 (g1,1 + g2,1) = 2c1
1− r(1)
1− (r(1))2 = ϕ(0),
where gi,j are the entries of Σ
−1
2 given by
Σ−12 =
1
1− (r(1))2
(
1 −r(1)
−r(1) 1
)
.
Again, we obtain the limit variance cDϕ
2(0) which is here more surprising than in the case
h = 1 because the result is independent of r(1). For the space reverse pattern pi2 = (0, 1, 2)
we apply (11) and obtain c1 = −φ(0) leading to the same limit variance. It is an interesting
question whether it is just a coincidence that this variance is independent of the covariance
between the increments. The answer turns out to be yes, since the dependence is reflected
in the limit variance of the pattern pi = (2, 0, 1).
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Note that {Π(ξ0, ξ1, ξ2) = (2, 0, 1)} = {ξ1 ≤ ξ0 ≤ ξ2} = {X1 ≤ 0, X1 +X2 ≥ 0} = {X1 ≤ 0, X2 ≥ −X1}.
As a result, we have
c1 = E
(
X11{X1≤0,X2≥−X1}
)
=
∫ 0
−∞
∫ ∞
−y1
y1ϕ(X1,X2)(y1, y2)dy2dy1
=
ϕ(0)
2
(√
1 + r(1)√
2
− 1
)
,
c2 = E
(
X21{X1≤0,X2≥−X1}
)
=
∫ 0
−∞
∫ ∞
−y1
y2ϕ(X1,X2)(y1, y2)dy2dy1
=
ϕ(0)
2
(√
1 + r(1)√
2
− r(1)
)
,
where ϕ(X1,X2) denotes the joint density of (X1, X2). As a result, we obtain
2∑
j=1
αj = (c1 + c2) (g1,1 + g2,1) =
ϕ(0)
2
(√
2(1 + r(1))− (1 + r(1))
1 + r(1)
)
=
ϕ(0)
2
( √
2√
1 + r(1)
− 1
)
.
The above expression depends on r(1). Due to space and time symmetry discussed in (11) and
(12) all permutations that belong to the reversion group of pi = (2, 0, 1), i.e., (1, 0, 2), (0, 2, 1)
and (1, 2, 0), lead to the same limit distribution for qˆn(pi), namely
N
0, cD(ϕ(0)
2
( √
2√
1 + r(1)
− 1
))2 .
3.2. Limit distribution of an improved estimator based on Rao-Blackwellization.
In the previous section we considered the natural estimator for the frequency of a certain
ordinal pattern. However, in Sinn and Keller (2011) it is shown that the estimator which re-
sults from averaging the estimates of the same reversion class has better statistical properties.
The corresponding estimator is therefore defined by
pˆn(pi) :=
1
n
n−1∑
t=0
1
#p¯i
1{Π(ξt,ξt+1,...,ξt+h)∈p¯i},
where #p¯i denotes the cardinality of the set p¯i.
Recalling that Π(ξt, ξt+1, . . . , ξt+h) = Π˜(Xt+1, . . . , Xt+h), we are, in particular, interested in
the function f : Rh −→ R defined by
f(x1, . . . , xh) :=
1
#p¯i
1{Π˜(x1,...,xh)∈p¯i} −
1
#p¯i
P
(
Π˜(x1, . . . , xh) ∈ p¯i
)
.(13)
In order to specify the limit distribution of pˆn(pi), we need to determine the Hermite rank of
this function. For this, note that Sinn and Keller (2011), p. 1786, show that f has Hermite
rank m ≥ 2.
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For a multivariate random vector (X1, ..., Xh) ∼ N (0,Σh) define
cpii,i := E
[(
X2i − 1
)
1{Π˜(X1,...,Xh)=pi}
]
= E
[(
X2i − 1
)
1{Π˜(X1,...,Xh)=S(pi)}
]
= E
[(
X2h+1−i − 1
)
1{Π˜(X1,...,Xh)=T (pi)}
]
, i = 1, ..., h.
Analogously, we obtain
cpii,j := E
[
(XiXj − E (XiXj)) 1{Π˜(X1,...,Xh)=pi}
]
= E
[
(XiXj − E (XiXj)) 1{Π˜(X1,...,Xh)=S(pi)}
]
= E
[
(Xh+1−iXh+1−j − E (Xh+1−iXh+1−j)) 1{Π˜(X1,...,Xh)=T (pi)}
]
,
i, j = 1, ..., h, i 6= j, so that alltogether we derive
cpii,j = c
S(pi)
i,j = c
T (pi)
h+1−i,h+1−j = c
T ◦S(pi)
h+1−i,h+1−j, i, j = 1, ..., h.(14)
With this result we can simplify the second order Hermite coefficients for the improved
estimator
ci,j := E [(XiXj − E (XiXj)) f (X1, ..., Xh)] = 1
#p¯i
∑
pi∈p¯i
E
[
(XiXj − E (XiXj)) 1{Π˜(X1,...,Xh)=pi}
]
=
1
#p¯i
∑
pi∈p¯i
cpii,j
=
1
2
(
cpii,j + c
pi
h+1−i,h+1−j
)
.
Analogously, we obtain
ci,i =
1
2
(
cpii,i + c
pi
h+1−i,h+1−i
)
.
Hence, we can uniquely determine the second order Hermite coefficients of the improved
estimator by calculating the second order Hermite coefficients for only one pattern pi that
belongs to the considered reversion group p¯i. By following the symmetry properties discussed
above we derive for the special case T ◦ S(pi) = pi
ci,j = c
pi
i,j, pi ∈ p¯i
for all i, j = 1, ..., h.
The second order Hermite coefficients of the improved estimator qˆn(pi) are equal to those of
pˆn(pi). We use this result to determine the Hermite rank of the function f defined in (13).
Lemma 3.11. The function f(x1, ..., xh) :=
1
#p¯i
1{Π˜(x1,...,xh)∈p¯i}− 1#p¯i P
(
Π˜(x1, ..., xh) ∈ p¯i
)
has
Hermite rank m(f,Σh) = 2.
Proof. For Σh = AA
t we have m(f,Σ) = m(f ◦ A,Eh); see Beran et al. (2013), Lemma 3.7.
According to Lemma 3.5, we have
m(f ◦ A,Eh) ≤ m(f, Eh).
As a result, it is sufficient to show that m(f, Eh) ≤ 2, such that we may conclude m(f,Σh) =
2.
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To this end, let Y 1 = (Y1, . . . , Yh) be a standard Gaussian random vector (i.e. with autoco-
variance matrix Eh). Following the arguments above, we only need to consider the second
order Hermite coefficients of qˆn(pi) for a fixed pattern pi ∈ p¯i:
bpijk = E
(
YkYj1{Π˜(Y1,...,Yh)=pi}
)
, 1 ≤ k < j ≤ h, and
bpijj = E
((
Y 2j − 1
)
1{Π˜(Y1,...,Yh)=pi}
)
, j = 1, ..., h.
For simplicity we regard pi = (h, h − 1, ..., 0). Note that for this pattern it suffices to show
bpijk 6= 0 to prove m(f, Eh) ≤ 2, since in this case ci,j = cpii,j for i, j = 1, ..., h. For j 6= k
bpijk =
∫ ∞
0
...
∫ ∞
0
yjykϕ(y1)...ϕ(yh)dy1...dyh
=
1
2h−2
∫ ∞
0
yjϕ(yj)dyj
∫ ∞
0
ykϕ(yk)dyk
=
ϕ2(0)
2h−2
.

Remark 3.12. By a similar calculation we obtain that bpijj = 0 for all j = 1, ..., h for the
fixed pattern in the setting above.
Following the above Lemma, we derive the asymptotic distribution of the new estimator:
Theorem 3.13. Let ξ = (ξt)t≥0 be a stochastic process and let X = (Xt)t≥1 denote the pro-
cess of increments of ξ given by Xt := ξt−ξt−1 for t ≥ 1. Assume thatX is a stationary, long-
range dependent standard Gaussian process with autocovariance function r(k) = L(k)k−D.
Then, if D ∈ (0, 1
2
),
nD(2!C2)
− 1
2L−1(n)
(
pˆn(pi)− P(Π˜(X1, ..., Xh) = pi)
) D−→ Z2,H(1) h∑
j=1
h∑
k=1
αj,k,(15)
with C2 = ((1− 2D)(2−D))−1, (αl,k)1≤l,k≤h = Σ−1h CΣ−1h and
C = E
(
(X1, ..., Xh)
1
#p¯i
[
1{Π˜(X1,...,Xh)∈p¯i} − P(Π˜(X1, ..., Xh) ∈ p¯i)
]
(X1, ..., Xh)
t
)
.
Remark 3.14. For D > 1
2
, the asymptotic distribution of pˆn(pi) is derived in Keller and
Sinn (2005), Theorem 7. In this case, it is Gaussian.
For small h we calculate the matrix of coefficients (αl,k)1≤l,k≤h explicitly:
Example 3.15 (The case h = 1). Since we are interested in increments with length h = 1,
we have to study ordinal patterns of length p = 2. Regarding pi = (1, 0) we derive the event
{Π(ξ0, ξ1) = (1, 0)} = {ξ0 ≤ ξ1} = {X1 ≥ 0} and therefore
c1,1 = E
[(
X21 − 1
)
1{X1≥0}
]
=
∫ ∞
0
(
y21 − 1
)
ϕ(y1)dy1 = 0.
So in the trivial case (only one increment variable) we derive a degenerate limit distribution
again.
For increments of length h = 2, we used Mathematica to calculate the Hermite coefficients.
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Example 3.16 (The case h = 2). First, we consider the pattern pi = (2, 1, 0) and the
corresponding event {Π(ξ0, ξ1, ξ2) = (2, 1, 0)} = {ξ2 ≥ ξ1 ≥ ξ0} = {X1 ≥ 0, X2 ≥ 0}. We
know that ci,j = c
pi
i,j, i, j = 1, 2, and by (14) that c1,1 = c2,2 since T ◦ S(2, 1, 0) = (2, 1, 0).
We have
c1,1 = E
[(
X21 − 1
)
1{X1≥0,X2≥0}
]
=
∫ ∞
0
∫ ∞
0
(
y21 − 1
)
ϕ(X1,X2)(y1, y2)dy1dy2
= ϕ2(0)r(1)
√
1− (r(1))2
and
c1,2 = E
[
(X1X2 − E (X1X2)) 1{X1≥0,X2≥0}
]
=
∫ ∞
0
∫ ∞
0
y1y2ϕ(X1,X2)(y1, y2)dy1dy2 − r(1)
∫ ∞
0
∫ ∞
0
ϕ(X1,X2)(y1, y2)dy1dy2
= ϕ2(0)
√
1− (r(1))2.
This yields
2∑
i,j=1
αi,j = 2 (g1,2 + g2,2)
2 (c1,1 + c1,2)
= 2
c1,1 + c1,2
(1 + r(1))2
= 2ϕ2(0)
√
1− r(1)
1 + r(1)
.
For pi = (2, 1, 0) the left-hand side in (15) converges in distribution to 2ϕ2(0)
√
1−r(1)
1+r(1)
Z2,H(1).
Consider the pattern pi = (2, 0, 1) and the corresponding event {Π(ξ0, ξ1, ξ2) = (2, 0, 1)} =
{ξ1 ≤ ξ0 ≤ ξ2} = {X1 ≤ 0, X1 +X2 ≥ 0}. It holds that
cpi1,1 = E
[(
X21 − 1
)
1{X1≤0,X2≥−X1}
]
=
∫ 0
−∞
∫ ∞
−y1
(
y21 − 1
)
ϕ(X1,X2)(y1, y2)dy2dy1
= −ϕ2(0)
√
1− (r(1))2
2
and
cpi1,2 = E
[
(X1X2 − E (X1X2)) 1{X1≤0,X2≥−X1}
]
=
∫ 0
−∞
∫ ∞
−y1
y1y2ϕ(X1,X2)(y1, y2)dy2dy1 − r(1)
∫ 0
−∞
∫ ∞
−y1
ϕ(X1,X2)(y1, y2)dy2dy1
= −ϕ2(0)
√
1− (r(1))2
2
.
Since the reversion group of this pattern has four elements we also need to calculate
cpi2,2 = E
[(
X22 − 1
)
1{X1≤0,X2≥−X1}
]
=
∫ 0
−∞
∫ ∞
−y1
(
y22 − 1
)
ϕ(X1,X2)(y1, y2)dy2dy1
= −ϕ2(0)
√
1− (r(1))2(2r(1)− 1)
2
.
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Altogether we arrive at
2∑
i,j=1
αi,j =
1
(1 + r(1))2
(c1,1 + 2c1,2 + c2,2)
=
1
(1 + r(1))2
(
cpi1,1 + 2c
pi
1,2 + c
pi
2,2
)
= −ϕ2(0)
√
1− (r(1))2
(1 + r(1))2
(r(1) + 1)
= −ϕ2(0)
√
1− r(1)
1 + r(1)
.
For pi = (2, 0, 1) the left-hand side in (15) converges in distribution to −ϕ2(0)
√
1−r(1)
1+r(1)
Z2,H(1).
Remark 3.17. The reader might wonder which limit theorems one can derive in the special
case that it is not only the increment process which is stationary but the time series itself.
In order to apply either Theorem 2.3 or Theorem 2.6, we have to determine the Hermite
rank of the estimator qˆn(pi) in this setting.
Let (Xk)k≥0 be a stationary, long.range dependent, standard normal Gaussian process and
let h ∈ N. By Lemma 3.5 it is enough to show that E(Yk1{Π(Y0,...,Yh)=pi}) 6= 0 for some
independent standard normal random variables Y0, . . . , Yh and some 0 ≤ k ≤ h. Without
loss of generality let pi = id and set k = 0. This yields
E(Y01{Y0≤...≤Yh}) =
∞∫
−∞
xh+1∫
−∞
xh∫
−∞
. . .
x2∫
−∞
x1ϕ(x1)ϕ(x2) · · ·ϕ(xh+1)dx1dx2 · · · dxh+1
=−
∞∫
−∞
xh+1∫
−∞
. . .
x3∫
−∞
ϕ(x2)
2ϕ(x3) · · ·ϕ(xh+1)dx2 · · · dxh+1
6=0
since we integrate a strictly positive function.
Hence, for any pi ∈ Sh the Hermite rank of the function f : Rh+1 −→ R, defined by
f(x0, x1, . . . , xh) := 1{Π(x0,...,xh)=pi} − P(Π(x0, . . . , xh) = pi),
is equal to 1.
Applying Theorem 2.3 and Lemma 2.4, we obtain
nD/2L−1/2(n) (qˆn(pi)− P (Π(X0, . . . , Xh) = pi)) D−→ δ0,
where δ0 denotes the Dirac measure in 0. In this special case, the limit distribution for qˆn(pi)
is trivial.
However, taking the classical rate of convergence n1/2, we will get a non-trivial Gaussian
central limit theorem as explained in section 2.1.
4. Estimation of the Hurst parameter
Sinn and Keller (2011) derive an estimator for the Hurst parameter based on the improved
estimator for ordinal pattern probabilites pˆn(pi). They show asymptotic normality of this
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estimator in the case H < 3
4
. In order to obtain the asymptotic distribution for H > 3
4
, we
briefly describe the setting that was developed in that article. The idea is to determine the
probability of changes in the “up-and-down” behaviour of the process ξ. Since we need to
use orthant probabilites of the normal distribution, we restrict ourselves to the case h = 2
here.
(2, 1, 0) (0, 1, 2) (0, 2, 1) (2, 0, 1) (1, 0, 2) (1, 2, 0) .
Figure 2. Ordinal patterns for h = 2.
To capture this mathematically, we define
W (i) := 1{Π(ξi,...,ξi+2)∈p¯i}
with p¯i = {(2, 0, 1), (1, 0, 2), (0, 2, 1), (1, 2, 0)}.
Therefore, we obtain
c := P(W (i) = 1) = 2 P (Xi+1 ≥ 0, Xi+2 ≤ 0) = 1
2
− 1
pi
arcsin(r(1)),
where r is the covariance function of the stationary and long-range dependent increment
process X = (Xk)k≥1 of ξ as defined above; see Kotz et al. (2004), p.92. Since r depends on
the long-range dependence parameter D, which we can express as D = 2 − 2H in terms of
the Hurst parameter, we will write c = c(H) in the following.
In order to estimate this probability, we choose the relative frequency as an estimator:
cˆn :=
1
n
n−1∑
i=0
W (i) = 4pˆn(pi),
with pi ∈ {(2, 0, 1), (1, 0, 2), (0, 2, 1), (1, 2, 0)}. We want to estimate the Hurst parameter H
in the case that X is fractional Gaussian noise and hence ξ is fractional Brownian motion.
The correlation function of fractional Gaussian noise is given by
rH(k) =
1
2
[
(k + 1)2H − 2k2H + (k − 1)2H]
such that rH(1) = 2
2H−1 − 1. Therefore, we obtain
c(H) = 1− 2
pi
arcsin(2H−1), H ∈ (0, 1),
since arcsin(x) = 2 arcsin
(√
1+x
2
)
− pi
2
for x ∈ [−1, 1]. The probability of changes in the up-
and-down-behaviour gets smaller if the Hurst parameter gets larger, as expected intuitively
due to the persistent behaviour of long-range dependent time series. We calculate the inverse
of c by
g(x) := max
{
0, log2
(
cos
(pix
2
))
+ 1
}
, x ∈ [0, 1] ,
so that H = g(c(H)) is satisfied
The Zero-Crossing estimator of the Hurst Parameter H is then defined by
Hˆn := g(cˆn).
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In Sinn and Keller (2011), Corollary 11, it is shown that Hˆn is a strongly consistent and
asymptotically unbiased estimator of the Hurst Parameter, as well as it is asymptotically
normal if H < 3
4
. Using Theorem 3.13 we can complement their result by the following
theorem.
Theorem 4.1. If H > 3
4
,
n2−2H
√
4H − 3√
H(2H − 1)
(
Hˆn −H
)
D−→ Z2,H(1)
(
2pi
2 log 2
tan
(
pic(H)
2
)
ϕ2(0)
√
22−2H − 1
)
.
Proof. Since cˆn = 4pˆn, it follows by Theorem 3.13 and Example 3.16 that
nD(2C2)
− 1
2L−1(n) (cˆn − c(H)) D−→ Z2,H(1)
(
4
2∑
k=1
2∑
l=1
αl,k
)
,
where (αl,k)1≤l,k≤h = Σ
−1
h+1CΣ
−1
h+1 with
C = E
(
(X1, ..., Xh)
1
#p¯i
[
1{Π˜(X1,...,Xh)∈p¯i} − P(Π˜(X1, ..., Xh) ∈ p¯i)
]
(X1, ..., Xh)
t
)
for p¯i = {(2, 0, 1), (1, 0, 2), (0, 2, 1), (2, 0, 1)}. Therefore, and according to Example 3.16, we
arrive at
2∑
k=1
2∑
l=1
αl,k = −ϕ2(0)
√
2− 22H−1
22H−1
= −ϕ2(0)
√
22−2H − 1.
We also know that 2C2 = 2 ((1− 2D)(2−D))−1 = (H(4H − 3))−1 and since
rH(k) ∼ H(2H − 1)k2H−2,
we get L(n) ∼ H(2H − 1) (see Beran et al. (2013), p. 34) with f(k) ∼ g(k) meaning that
limk→∞
f(k)
g(k)
= 1. All in all, it follows that
n2−2H
√
4H − 3√
H(2H − 1) (cˆn − c(H))
D−→ Z2,H(1)
(
−4ϕ2(0)
√
22−2H − 1
)
.
We have H = g(c(H)) and Hˆn = g(cˆn). Due to c(H) ∈ (0, 23) for H ∈ (0, 1), g′(c(H)) =
− pi
2 log 2
tan
(
pic(H)
2
)
exists and does not equal zero for H ∈ (0, 1). Applying Theorem 3 in
Van der Vaart (2000) we arrive at the above limit. 
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5. Simulation study
We simulate N = 10000 paths of fractional Gaussian noise (by the command “simFGN0”
from the RPackage “longmemo”) with sample size n = 1000000 for different values of H to
compare the distribution of the estimators qˆn(pi), pˆn(pi) and Hˆn with the theoretical results
derived above. We standardized the estimators following the normalization constants given
in Theorem 3.8 and Theorem 3.13. The results depending on the long-range dependence
parameter H are displayed in Figure 3 and in Figure 4.
Figure 3. Histogram, kernel density estimation and qqplot of the estimators
qˆn(pi) (blue) and pˆn(pi) (red) for n = 1000000 and pi = (2, 1, 0) in the case
H = 0.8 (D = 0.4).
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Figure 4. Histogram, kernel density estimation and qqplot of the estimators
qˆn(pi) (blue) and pˆn(pi) (red) for n = 1000000 and pi = (2, 1, 0) in the case
H = 0.9 (D = 0.2).
In Figure 5, the histograms and kernel density estimations of the estimator of the Hurst
parameter are given, standardized by the normalizing constants we derived in Theorem 4.1.
Figure 5. Histogram and density of the Hurst parameter estimator for H =
0.8 (green) and H = 0.9 (violet).
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6. Appendix
Calculation of the Hermite coefficients of qˆn(pi) for h = 2 for the pattern pi = (2, 1, 0); cf.
Example 3.10.
Since we look at h = 2, the covariance matrix of X1 = (X1, X2)
t is given by
Σ2 =
(
1 r(1)
r(1) 1
)
.
The Cholesky decomposition Σ = AAt has the following form:
A =
(
1 0
r(1)
√
1− (r(1))2
)
Note that X1 = AY 1, where Y 1 = (Y1, Y2)
t has a bivariate standard normal distribution.
Following Theorem 3.8, we need to calculate α = (A−1)t b, where b = E
(
Y 11{Π˜(X1,X2)=pi}
)
.
Since
(
A−1
)t
=
 1 − r(1)√1−(r(1))2
0 1√
1−(r(1))2 ,

we need to determine b to calculate the variance in the limit distribution.
We consider pi = (2, 1, 0). From the Cholesky decomposition it follows that X1 = Y1 and
X2 = r(1)Y1 +
√
1− (r(1))2Y2 and therefore c1 = E
(
X11{Π˜(X1,X2)=pi}
)
= b1 and c2 =
r(1)b1 +
√
1− (r(1))2b2. For this choice of pi we also know by (11) and (12) that c1 = c2 and
hence we arrive at
b1 =
√
1− (r(1))2
1− r(1) b2.
Therefore, it is sufficient to only determine b2. For this, we rewrite
{Π˜(X1, X2) = (2, 1, 0)} = {X1 ≥ 0, X2 ≥ 0} = {Y1 ≥ 0, r(1)Y1 +
√
1− (r(1))2Y2 ≥ 0}
= {Y1 ≥ 0, Y2 ≥ − r(1)√
1− (r(1))2Y1}.
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Hence, we need to determine
b2 = E
(
Y21{Π˜(X1,X2)=pi}
)
=
∫ ∞
0
∫ ∞
− r(1)√
1−(r(1))2
Y1
y2ϕ(y2)ϕ(y1)dy2dy1
=
∫ ∞
0
ϕ
(
r(1)√
1− (r(1))2y1
)
ϕ(y1)dy1
=
1
2pi
∫ ∞
0
exp
−
(
1 + (r(1))
2
1−(r(1))2
)
y21
2
 dy1
=
1
2pi
∫ ∞
0
exp
−
(
1
1−(r(1))2
)
y21
2
 dy1
=
1
2
√
2pi
√
1− (r(1))2.
Finally, we obtain
2∑
j=1
αj = b1 +
1− r(1)√
1− (r(1))2 b2
=
√
1− (r(1))2
1− r(1) b2 +
1− r(1)√
1− (r(1))2 b2
=
(√
1 + r(1)
1− r(1) +
√
1− r(1)
1 + r(1)
)
b2
=
1
2
√
2pi
2√
1− (r(1))2
√
1− (r(1))2
=
1√
2pi
.
As a result, we confirm the result from Example 3.10 for the pattern pi = (2, 1, 0). For
pi = (2, 0, 1), the analytical calculations work analogously.
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