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Diese Diplomarbeit behandelt eine Fragestellung aus dem Gebiet der
Fuchsschen Gruppen. Das Problem, das hier gekl￿rt werden soll, ent-
springt einer im Jahre 2005 erschienenen Arbeit ￿ber Konjugatoren
Fuchsscher Gruppen und quasiplatonische Riemannsche Fl￿chen von
J￿rgen Wolfart und Ernesto Girondo [GW05]. Es ist dort ein alterna-
tiver geometrischer Weg gew￿hlt worden, um es zu umgehen, und es
soll nun hier mit den bereits 1970 bereitgestellten Methoden zur Fra-
gestellung der Existenz von Untergruppen Fuchsscher Gruppen von
David Singerman [SIN70] gel￿st werden.
Betrachtet man eine Dreiecksgruppe ∆1 als Untergruppe einer Drei-
ecksgruppe ∆2, so kann es vorkommen, dass diese Inklusion eine Verfei-
nerung durch eine dazwischenliegende Dreiecksgruppe ∆ gestattet. In
den F￿llen, in denen zu einer gegebenen Dreiecksgruppe ∆2 voneinan-
der verschiedene Untergruppen gleicher Signatur ∆1,∆0
1,... existieren,
ist es nicht a priori klar, dass es eine dazwischenliegende Dreiecksgrup-
pe ∆,∆0,... gleicher Signatur zu jeder dieser verschiedenen Untergrup-
pen gibt. Das Ziel dieser Arbeit ist es nun, dies zu kl￿ren, d.h. zu
zeigen, dass es f￿r jedes Paar Dreiecksgruppen ∆1 ⊆ ∆2,∆0
1 ⊆ ∆2,...
eine dazwischenliegende Dreiecksgruppe ∆,∆0,... gibt. Die nachfolgen-
de Abbildung soll dies verdeutlichen.
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Im ersten Teil dieser Arbeit wird eine grobe Einleitung in die Theorie
der Diskontinuierlichen Gruppen gegeben, die sehr stark auf Fuchssche
Gruppen abzielt und mit deren Verbindung zu Riemannschen Fl￿chen
abschlie￿t. Sie orientiert sich sehr stark an einem Standardwerk ￿ber
Diskontinuierliche Gruppen von Joseph Lehner [LEH64].
Im zweiten Teil dieser Arbeit widmen wir uns ganz den Untergruppen
Fuchsscher Gruppen und dem von David Singerman [SIN70] bereit-
gestellten Apparat, der eine notwendige und hinreichende Bedingung
hierf￿r aufzeigt. Wie David Singerman auch zeigt, lassen sich diese
Methoden f￿r Normalteiler und Dreiecksgruppen spezialisieren. Wir
werden uns dem auch annehmen. Abschlie￿end erarbeiten wir dann ei-
ne ausf￿hrliche Methode und somit auch einen Beweis zur Erlangung
der kompletten Liste von Inklusionen Fuchsscher Dreiecksgruppen, wie
sie sich in einer weiteren Arbeit David Singermans be￿ndet [SIN72].
Dies geschieht mit Hilfe zweier Maple-Programme deren Quellcode und
Ausgabe sich im Anhang bzw. vierten Teil dieser Arbeit zur Einsicht
be￿ndet.Im dritten Teil dieser Arbeit wird schlie￿lich die oben erl￿uterte Fra-
gestellung gekl￿rt werden. Sie wird zun￿chst anhand vieler Beispiele
und Erl￿uterungen verdeutlicht, und im Anschluss dessen eine m￿gli-
che Verallgemeinerung auf Fuchssche Gruppen diskutiert.
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Einleitung
Wir beginnen mit einer kurzen Einleitung in die Theorie der Diskontinuierli-
chen Gruppen, indem wir einige De￿nitionen au￿isten, und wichtige Erkennt-
nisse und S￿tze nennen, die hier allerdings nicht bewiesen werden sollen. Wir
orientieren uns hierbei sehr stark an einem Buch von J. Lehner [LEH64], und
st￿tzen uns teilweise auf weitere grundlegende Literatur zu diesem Thema:
Ein Buch von S. Katok [KAT92] sowie eine Vorlesung ￿ber Fuchssche Grup-
pen von J. Wolfart [WOL06].
1 Diskontinuierliche Gruppen
Zwei Gebiete der Riemannschen Zahlenkugel b C = C∪{∞} nennen wir kon-
form ￿quivalent, wenn es eine konforme Abbildung f zwischen ihnen gibt.
f hei￿t konforme Abbildung, falls sie bijektiv, reell stetig di￿erenzierbar,
winkel- und orientierungstreu ist. Es sei angemerkt, dass man dies auch biho-
lomorph nennen k￿nnte. Die einfach zusammenh￿ngenden Gebiete zerfallen
bez￿glich dessen in drei ˜quivalenzklassen: b C selbst, die komplexe Ebene C
und die o￿ene Einheitskreisscheibe E. Dies garantiert der Riemannsche Ab-
bildungssatz, der besagt, dass man jedes einfach zusammenh￿ngende Gebiet
ungleich b C,C konform ￿quivalent auf E abbilden kann. Dies gilt insbesondere
f￿r die obere Halbebene H.
theorem 1.0.1 Jede konforme Abbildung von b C,C,E bzw. H auf sich selbst,
ist eine gebrochen lineare Transformation
γ (z) =
az + b
cz + d
ad − bc 6= 0
mit a,b,c,d ∈ C. Man nennt dies auch eine M￿biustransformation.
Die Gesamtheit dieser Transformationen bilden bez￿glich Hintereinander-
ausf￿hrung eine Gruppe, die mit Aut(b C) etc. bezeichnet wird. Jede M￿bi-
ustransformation l￿sst sich einer Matrix A ∈ GL(2,C) zuordnen, und wir
erhalten so einen Gruppenhomomorphismus
ϕ : GL(2,C) −→ Aut(b C), A 7−→ γA(z).
Dieser hat den Kern λI, wobei λ ∈ C und I ∈ GL(2,C) die Einheitsma-
trix ist, und so erhalten wir einen Isomorphismus Aut(b C) ∼ = PGL(2,C) ∼ =
PSL(2,C) ∼ = SL(2,C)/{±I}. Wir werden im weiteren Verlauf annehmen,
dass alle Transformationen die Determinante 1 aufweisen, d.h. wir w￿hlen
die entsprechenden Repr￿sentanten. Explizit l￿sst sich dies erreichen, indem
man jeden Koe￿zienten durch (ad − bc)1/2 dividiert.
1bemerkung. M￿biustransformationen sind insbesondere Hom￿omorphis-
men. PSL(2,C) operiert streng dreifach transitiv auf b C, und somit f￿hren
M￿biustransformationen b C-Kreise in b C-Kreise ￿ber. Unter b C-Kreisen ver-
stehen wir Kreise in C oder Geraden in b C, indem wir letztere als Kreise
durch unendlich oder Kreise von unendlichem Radius interpretieren. Genau-
er gesagt operiert PSL(2,C) sogar transitiv auf der Menge der b C-Kreise.
Des Weiteren erhalten sie das Doppelverh￿ltnis von vier Punkten und sind
orientierungstreu.
definition 1.0.1 Sei Γ eine Untergruppe von PSL(2,C). Ein Punkt a ∈ b C
hei￿t Limespunkt von Γ, falls es einen Punkt z ∈ b C und eine Folge (γn)
paarweise verschiedener Elemente von Γ gibt, so dass γnz → a. Wenn a kein
Limespunkt ist, so hei￿t a ordentlicher Punkt.
Es sei hinzugef￿gt, dass die Bilder von γnz nicht notwendigerweise verschie-
den sein m￿ssen. Dies ist zum Beispiel der Fall, wenn alle γn den Punkt a
zum Fixpunkt haben.
definition 1.0.2 Sei Γ eine Untergruppe von PSL(2,C). Wir nennen Γ in
einem Punkt a diskontinuierlich, wenn a ein ordentlicher Punkt von Γ ist.
Wir nennen Γ auf einer Menge S diskontinuierlich, falls Γ in jedem Punkt
von S diskontinuierlich ist. Eine Gruppe Γ hei￿t diskontinuierlich, falls sie
zumindest einen ordentlichen Punkt besitzt.
Die Menge der Limespunkte der Gruppe Γ sei mit L = L(Γ), und die Menge
der ordentlichen Punkte mit O = O(Γ) bezeichnet. Diese sind laut De￿nition
komplement￿r, und es gilt, Γ ist genau auf O diskontinuierlich. Man sagt
dann auch, Γ operiere diskontinuierlich auf O. Weiter gilt:
γ(L) = L und γ(O) = O f￿r alle γ ∈ Γ.
Die abgeschlossene Menge L bildet den Rand der o￿enen Menge O, d.h. es ist
L = ∂O. F￿r eine Untergruppe Λ von Γ gilt O(Γ) ⊂ O(Λ). Insbesondere sind
also Untergruppen von diskontinuierlichen Gruppen selbst diskontinuierlich.
Das nun folgende Theorem zeigt eine Eigenschaft einer diskontinuierlichen
Gruppe auf, die eine viel anschaulichere Interpretation einer solchen Gruppe
erlaubt. Sie wird daher auch oft als De￿nition benutzt.
theorem 1.0.2 Eine Gruppe Γ ist genau dann diskontinuierlich, wenn je-
der Punkt a ∈ O eine Umgebung U besitzt, so dass
|{γ ∈ Γ|U ∩ γU 6= ∅}| < ∞.
Hieraus folgt, dass Bahnen von Punkten aus O bei diskontinuierlichen Grup-
pen keine H￿ufungspunkte aufweisen. Da O eine o￿ene Menge ist, l￿sst sie
2sich in abz￿hlbar viele disjunkte Gebiete Di zerlegen:
O =
∞ [
i=1
Di.
Man kann dies auf L = ∂O ￿bertragen und erh￿lt:
∂O =
∞ [
i=1
∂Di.
Ein solches Gebiet Di ist also komplett durch Limespunkte berandet. Im All-
gemeinen permutieren die Elemente aus Γ diese Gebiete. Es kann allerdings
vorkommen, dass Γ einige der Di in sich selbst ￿berf￿hrt.
definition 1.0.3 Eine diskontinuierliche Gruppe Γ hei￿t Funktionsgruppe,
wenn es ein wie oben de￿niertes Gebiet Di gibt, das von den Elementen aus
Γ in sich selbst ￿berf￿hrt wird, d.h. unter der Operation von Γ invariant
bleibt. Ein solches Gebiet hei￿t Existenzgebiet von Γ.
bemerkung. Der Begri￿ Funktionsgruppe begr￿ndet sich durch die Tatsa-
che, dass nicht-konstante automorphe Funktionen nur auf eben diesen exis-
tieren. Unter einer automorphen Funktion versteht man eine auf einem Exis-
tenzgebiet D von Γ meromorphe Funktion, die unter Γ invariant bleibt, d.h.
f(γz) = f(z) f￿r alle γ ∈ Γ und z ∈ O erf￿llt. Genau aus diesem Grund muss
Γ diskontinuierlich in D sein, denn somit kann Γz, z ∈ D, keine H￿ufungs-
punkte in D aufweisen. W￿re dies der Fall, so w￿rde f den gleichen Wert
unendlich oft in einer Umgebung eines solchen H￿ufungspunktes annehmen,
und k￿nnte daher nur als konstante Funktion holomorph sein.
2 Fuchssche Gruppen
Von nun an werden wir uns nur noch einem ganz bestimmten Typ von Funk-
tionsgruppen widmen, den sogenannten Fuchsschen Gruppen.
definition 2.0.4 Eine Funktionsgruppe Γ hei￿t Fuchssche Gruppe, wenn
jedes ihrer Elemente das Innere und ˜u￿ere eines b C-Kreises C invariant l￿sst,
d.h. in sich ￿berf￿hrt. Man nennt diesen Kreis den Hauptkreis.
Es sei zus￿tzlich angemerkt, dass Γ diesen Hauptkreis auch invariant l￿sst.
Γ wird dann auch Hauptkreisgruppe genannt. Es gilt L ⊆ C, d.h. die Men-
ge der Limespunkte L ist hierbei Teil des Hauptkreises. Es existieren so-
mit h￿chstens zwei Existenzgebiete. Als Beispiel sei hier die Modulgruppe
Γ(1) = PSL(2,Z) genannt, die R∪{∞} als Hauptkreis besitzt. Sie hat zwei
Existenzgebiete, die obere Halbebene H und die untere Halbebene −H.
3theorem 2.0.3 Sei Γ eine Fuchssche Gruppe und sei L = L(Γ) die Menge
ihrer Limespunkte, so gilt eine der drei folgenden Aussagen:
(a) L = C,
(b) L hat keine, ein oder zwei Elemente,
(c) L ist eine perfekte, nirgends dichte Teilmenge von C.
Anhand dessen lassen sich Fuchssche Gruppen in drei Klassen unterteilen.
Die Gruppen, die Aussage (a) erf￿llen, hei￿en Fuchssche Gruppen erster
Art oder Grenzkreisgruppen. Die Gruppen, die Aussage (b) erf￿llen, hei￿en
elementare Fuchssche Gruppen, und die Gruppen, die Aussage (c) erf￿llen,
hei￿en Fuchssche Gruppen zweiter Art. Die elementaren Gruppen werden
h￿u￿g zu den Gruppen zweiter Art gez￿hlt, da sie beide das besitzen, was
wir sp￿ter als ￿freie Seiten￿ bezeichnen werden.
Sei γ 6= id eine M￿biustransformation, so besitzt γ einen oder zwei Fix-
punkte. Diese Erkenntnis und die Tatsache L ⊆ C erlaubt uns nun die Klas-
si￿kation der Elemente einer Fuchsschen Gruppe Γ:
Elliptische Transformationen haben einen Fixpunkt innerhalb des Haupt-
kreises (in einer Halbebene) und einen zweiten au￿erhalb des Hauptkreises
(in der anderen Halbebene). Diese beiden lassen sich durch eine zur komple-
xen Konjugation PSL(2,C)-konjugierte Abbildung ineinander ￿berf￿hren.
Sie sind genau die Elemente endlicher Ordnung in Γ.
Hyperbolische Transformationen haben zwei verschiedene Fixpunkte in C.
Parabolische Transformationen haben einen Fixpunkt in C.
Da die Fixpunkte in den letzten beiden F￿llen Limespunkte darstellen, sind
sie sogar in L.
definition 2.0.5 Sei Γ eine Fuchssche Gruppe. Eine nicht-leere o￿ene
Menge F ⊂ O hei￿t Fundamentalbereich bez￿glich O f￿r Γ, wenn
F ∩ γF = ∅ f￿r alle γ ∈ Γ − {id}
und [
γ∈Γ
γF = O.
bemerkung. Schr￿nkt man die obige De￿nition auf D ein, wobei D ein
Existenzgebiet der Fuchsschen Gruppe Γ sei, so sprechen wir von einem Fun-
damentalbereich bez￿glich D. Man beachte, dass F nicht zusammenh￿ngend
sein muss.
4definition 2.0.6 F￿r jede M￿biustransformation γ, die ∞ nicht als Fix-
punkt besitzt - d.h. c 6= 0 - de￿nieren wir einen sogenannten isometrischen
Kreis I(γ), verm￿ge der folgenden Vorschrift:
I(γ) : |cz + d| = 1.
Dieser hat den Mittelpunkt −d/c und Radius 1/|c|.
bemerkung. Es ist der geometrische Ort aller Punkte, in dem γ wie eine
euklidische Isometrie operiert. F￿r Elemente, die ∞ als Fixpunkt besitzen,
gibt es im Allgemeinen keinen oder keinen eindeutigen Kreis mit dieser Ei-
genschaft.
2.1 Der Ford-Fundamentalbereich
Jede Fuchssche Gruppe besitzt einen Fundamentalbereich, der durch Kreis-
b￿gen berandet ist. Dieser l￿sst sich schematisch konstruieren: Eine Fuchs-
sche Gruppe Γ kann durch eine M￿biustransformation τ so verschoben wer-
den, dass sie die folgenden Eigenschaften besitzt:
(i) O enth￿lt eine Umgebung von ∞, d.h. ∞ ist ein ordentlicher Punkt.
(ii) Kein Element in Γ − {id} besitzt ∞ als Fixpunkt.
Wenn das der Fall ist, besitzt jedes Element in Γ − {id} einen isometri-
schen Kreis. Das ˜u￿ere eines isometrischen Kreises I(γ) bezeichnen wir mit
Ext(I(γ)).
theorem 2.1.1 F￿r jede Fuchssche Gruppe Γ, welche die Bedingung (i)
und (ii) erf￿llt, ist
F =
\
γ∈Γ−{id}
Ext(I(γ))
ein Fundamentalbereich bez￿glich O f￿r Γ. Er hei￿t Ford-Fundamentalbereich.
Der Fundamentalbereich der urspr￿nglichen Gruppe l￿sst sich dann durch
die M￿biustransformation τ−1 aus dem Ford-Fundamentalbereich gewinnen.
Wir werden dieses Verfahren im weiteren Verlauf noch einige Male still-
schweigend zur Anwendung bringen. Die Bilder γF, (γ ∈ Γ), parkettieren O,
und ￿berlappen sich nur am Rand. γF ist im Allgemeinen nicht mehr durch
isometrische Kreise berandet, da das Bild eines isometrischen Kreises nicht
zwingend ein isometrischer Kreis sein muss.
Um nun einen Fundamentalbereich f￿r Γ bez￿glich eines Existenzgebietes D
zu erhalten, bietet sich eine geradezu intuitive L￿sung:
theorem 2.1.2 Sei Γ eine Fuchssche Gruppe, und sei D ein Existenzgebiet
f￿r Γ. So gilt
F0 = F ∩ D
ist ein Fundamentalbereich f￿r Γ bez￿glich D.
5Wie bereits weiter oben angemerkt wurde, operiert PSL(2,C) transitiv auf
der Menge der b C-Kreise. Der Hauptkreis einer Fuchsschen Gruppe l￿sst sich
also immer an einen geeigneten Ort verschieben. Die Fuchssche Gruppe, die
man dadurch erh￿lt, ist zur urspr￿nglichen konjugiert, und somit isomorph.
In diesem Sinne gibt es zwei wichtige Modelle: Das Einheitskreisscheiben-
modell und das Modell der oberen Halbebene. Diese sind durch die Cayley-
Transformation konjugiert. Beide Modelle haben ihre Vorteile, wir werden
daher beide kurz erl￿utern.
2.2 Das Einheitskreisscheibenmodell
In diesem Modell ist C der Einheitskreis E = {z ∈ C| |z| = 1}. Man betrach-
tet hierbei lineare Transformationen der Form
γ(z) =
az + c
cz + a
mit a,c ∈ C, aa − cc = 1.
Diese bilden eine Gruppe und lassen die o￿ene Einheitskreisscheibe E in-
variant. Sie werden daher auch mit Aut(E) bezeichnet. Γ ist hier also eine
Untergruppe von Aut(E).
bemerkung. In den F￿llen, in denen die Fuchssche Gruppe Γ die Bedin-
gung (ii) des vorherigen Abschnitts erf￿llt, kann nat￿rlich so wie oben ver-
fahren werden, um einen Fundamentalbereich zu konstruieren, da (i) ohnehin
gegeben ist. Die lineare Transformation τ kann dann hier sogar so gew￿hlt
werden, dass der Hauptkreis festbleibt. Dies ist m￿glich, da Aut(E) transitiv
auf E operiert. Die F￿lle, in denen (ii) nicht zutri￿t, stellen sich als dieje-
nigen heraus, die unter gewissen Umst￿nden regelrecht gesucht werden. Die
Elemente mit Fixpunkt ∞ - d.h. also c = 0 - sind hier elliptische Trans-
formationen γ(z) = eiφz, die den Ursprung festhalten. Sie sind somit nicht
nur Elemente, die alle euklidischen L￿ngen unver￿ndert lassen, sondern auch
die, die daf￿r Sorge tragen, dass bei der Parkettierung der o￿enen Einheits-
kreisscheibe E eine gewisse Symmetrie zu Tage tritt. Wir werden sp￿ter noch
etwas genauer darauf zur￿ckkommen.
Im Folgenden werden wir f￿r Fuchssche Gruppen erster und zweiter Art den
Ford-Fundamentalbereich noch etwas genauer er￿rtern. Hierzu sei das ˜u￿e-
re von E mit V bezeichnet. Ist Γ erster Art, so gibt es zwei Existenzgebiete
D1 = E und D2 = V. Ist Γ zweiter Art, so gibt es nur ein Existenzgebiet
D = b C − L.
Sei F der Ford-Fundamentalbereich, so de￿nieren wir
F+ = F ∩ E
und
F− = F ∩ V
6wobei F+ ein Fundamentalbereich bez￿glich E, und F− ein Fundamental-
bereich bez￿glich V ist.
Die Inversion ζ : z 7−→ 1/z bildet jeden isometrischen Kreis und dessen
Inneres auf sich selbst ab, und zus￿tzlich E auf V. ζ vertauscht also gerade
F+ und F−. Es reicht daher F+ zu studieren.
Sei D das Existenzgebiet von Γ. Ist Γ erster Art, so w￿hlen wir D = E. In
diesem Fall ist trivialerweise
F0 = F ∩ D = F+.
Abbildung 1: F+ im Fall Fuchsscher Gruppen erster Art
Ist Γ zweiter Art, so haben wir
F0 = F+ ∪ F− ∪ Φ
wobei
Φ = F ∩ E = F ∩ {E − L}.
Genauer gilt
Φ =
[
i
fi,
wobei die fi o￿ene Kreisb￿gen (zusammenh￿ngend) in E sind. {fi} ist ab-
z￿hlbar und disjunkt. fi hei￿t freie Seite von F+ bzw. F−.
Abbildung 2: F+ im Fall Fuchsscher Gruppen zweiter Art
7bemerkung. F+ ist ein einfach zusammenh￿ngendes Gebiet.
Die Vorgehensweise, die wir im Einheitskreismodell angewandt haben, l￿sst
sich in einfacher Weise in das Modell der oberen Halbebene ￿bertragen.
Dieses werden wir im Folgenden betrachten, um die bisherigen Erkenntnisse
noch zu verfeinern.
2.3 Das Modell der oberen Halbebene
In diesem Modell ist C die reelle Gerade R ∪ {∞}. Die linearen Transfor-
mationen, die die reelle Gerade und die beiden Halbebenen H und −H inva-
riant lassen, bilden eine Gruppe, und werden mit Aut(H) bezeichnet. Dies
sind gerade die linearen Transformationen mit reellen Koe￿zienten, d.h. al-
so Elemente der PSL(2,R). Wir k￿nnen hier wie oben vorgehen, um einen
Fundamentalbereich zu konstruieren, und somit auch eine Parkettierung der
beiden Halbebenen. Betrachtet man diese vom euklidischen Standpunkt aus,
so sind die Bilder des Fundamentalbereichs in sehr unterschiedlichen Gr￿-
￿en vertreten, und man m￿chte dies dann nur schwer eine Parkettierung
nennen. PoincarØs Idee zur L￿sung dieses Problems war die Einf￿hrung ei-
ner nicht-euklidischen Geometrie derart, dass die M￿biustransformationen
wie Isometrien auf den Halbebenen operieren. Das Konzept dieser hyperbo-
lischen Geometrie ist Folgendes: Die Punkte sind die der oberen Halbebene
H, die Geraden sind b C-Kreise orthogonal zur reellen Geraden und werden
H-Geraden genannt. Man erh￿lt einen Abstandsbegri￿ durch Einf￿hrung der
sogenannten hyperbolischen Metrik, die unter den Tranformationen invariant
bleibt.
2.3.1 Der Dirichlet-Fundamentalbereich
Bezeichnet man die hyperbolische Metrik des vorherigen Abschnitts mit d,
so gilt:
theorem 2.3.1 Sei Γ ⊆ PSL(2,R) eine Fuchssche Gruppe. F￿r jeden
Nicht-Fixpunkt z0 ∈ H ist
FD := {z ∈ H| d(z,z0) < d(z,γ(z0)) f￿r alle γ ∈ Γ − {id}}
ein Fundamentalbereich f￿r Γ. Er hei￿t Dirichletpolygon mit Mittelpunkt z0.
Unter einer Seite eines Dirichletpolygons verstehen wir die Menge aller Punk-
te, f￿r die eine der de￿nierenden Ungleichungen mit Gleichheit erf￿llt ist. Ge-
nauer gesagt ist dies ein zusammenh￿ngender Teil einer H-Geraden. Es kann
vorkommen, dass ein elliptischer Fixpunkt im Inneren einer solchen Seite
liegt. In diesem Fall vertauscht das elliptische Element die beiden Segmente
dieser Seite, die durch diesen Fixpunkt unterteilt werden. Es ist zweckm￿￿ig,
diese beiden Segmente als einzelne Seiten zu betrachten. Die Seiten von FD
8treten dann immer paarweise auf. Die Transformation, die solch eine Paa-
rung ausmacht, hei￿t Nachbartransformation. Die Seiten nennt man dann
auch konjugiert. Diese sind von den freien Seiten grundlegend verschieden.
Denn analog zum Einheitskreismodell k￿nnen hierbei auch freie Seiten ent-
stehen. Diese liegen dann in R ∪ {∞}.
Wir listen nun einige grundlegende Eigenschaften dieses Fundamentalbe-
reichs auf:
• FD ist hyperbolisch konvex.
• Jedes Kompaktum K ⊂ H wird von endlich vielen Γ-Translaten γFD
￿berdeckt.
• Hat die Fuchssche Gruppe Γ den Fundamentalbereich FD, so hat γΓγ−1
den Fundamentalbereich γFD f￿r γ ∈ PSL(2,R).
• Γ wird von ihren Nachbartransformationen erzeugt.
• Hyperbolisches Winkelma￿ ist euklidisches Winkelma￿.
• Punkte von Seiten in H, die zu mehreren Seiten geh￿ren, hei￿en zuf￿l-
lige Ecken erster Art oder elliptische Ecken. Worin hierbei der Unter-
schied besteht wird in theorem 2.3.2 gekl￿rt werden.
• Punkte von Seiten in R∪{∞}, die zu mehreren Seiten geh￿ren, hei￿en
Spitzen, wenn sie sich zus￿tzlich in L be￿nden. Im anderen Fall nennt
man sie wie im Punkt zuvor zuf￿llige Ecken erster Art. Wir werden
allerdings auf Letztere nicht genauer eingehen, da sie sich durch eine
geschickte Wahl des Mittelpunkts vermeiden lassen. Siehe theorem
2.3.4. S￿mtliche Innenwinkel sind hier Null.
• Punkte von Seiten in R ∪ {∞}, die auch zu einer freien Seite geh￿ren,
hei￿en zuf￿llige Ecken zweiter Art. Diese treten bei geschickter Wahl
des Mittelpunkts (theorem 2.3.4) in konjugierten Paaren auf. Der
Innenwinkel einer Seite und einer freien Seite ist π/2.
Mit diesen Bezeichnungen geben die zwei nachfolgenden Theoreme weiteren
Aufschluss ￿ber FD:
theorem 2.3.2 Sei FD Dirichlet-Polygon einer Fuchsschen Gruppe Γ. Die
Ecken in H von FD zerfallen in Zyklen Γz ∩ FD endlicher L￿nge. F￿r jede
feste Ecke z ist die Summe der Innenwinkel f￿r alle Ecken ihres Zyklus gleich
2π/h mit h ∈ N, h > 1, wenn z elliptischer Fixpunkt der Ordnung h ist. z
hei￿t dann elliptische Ecke.
Besitzt Γ elliptische Elemente, z.B. mit Fixpunkt z, so folgt: FD hat am Rand
Ecken aus Γz. Diese bilden einen elliptischen Zyklus.
9F￿r h = 1 hei￿t z zuf￿llige Ecke erster Art. Hier ist die Summe der Innen-
winkel aller Ecken dieses Zyklus somit 2π. Im Gegensatz zu einem Zyklus
einer zuf￿lligen Ecke zweiter Art, denn hier ist die Summe der Innenwinkel
genau π.
theorem 2.3.3 Γ besitze parabolische Elemente, z.B. mit Fixpunkt z(z ∈
R ∪ {∞}), so folgt: Jede Spitze von FD ist parabolischer Fixpunkt, und f￿r
jeden parabolischen Fixpunkt z ist Γz∩FD
c Spitzenzyklus von FD, wobei mit
FD
c der C-Abschluss von FD gemeint ist.
Analog zum elliptischen Fall schreibt man hier konventionell 2π/∞ := 0. Die
Tatsache, dass jeder Nicht-Fixpunkt z0 ∈ H einer Fuchsschen Gruppe Γ als
Mittelpunkt des Dirichletpolygons dienen kann, gibt uns die M￿glichkeit ihn
so zu w￿hlen, dass FD gewisse Eigenschaften erf￿llt:
theorem 2.3.4 Der Mittelpunkt z0 ∈ H des Dirichletpolygons FD kann so
gew￿hlt werden, dass FD die folgenden Eigenschaften besitzt:
(1) Jeder elliptische und parabolische Zyklus besteht nur aus einem Punkt.
(2) Es gibt keine zuf￿lligen Ecken erster Art in R ∪ {∞}.
Dieses Theorem bildet sp￿ter die Grundlage f￿r den sogenannten kanoni-
schen Fundamentalbereich. Drei weitere wichtige Theoreme, die wir sp￿ter
ben￿tigen werden, sind Folgende:
theorem 2.3.5 Kein hyperbolischer Fixpunkt von Γ geh￿rt zum C-Abschluss
FD
c von FD.
theorem 2.3.6 Der Zentralisator in PSL(2,R) eines elliptischen (bzw.
parabolischen, hyperbolischen) Elements der PSL(2,R), besteht aus allen el-
liptischen (bzw. parabolischen, hyperbolischen) Elementen mit gleicher Fix-
punktmenge, zusammen mit der Identit￿t.
theorem 2.3.7 Sei Γ eine Fuchssche Gruppe, deren von der Identit￿t ver-
schiedenen Elemente alle die gleiche Fixpunktmenge besitzen, so folgt: Γ ist
zyklisch.
bemerkung. Das Konzept der hyperbolischen Geometrie l￿sst sich ebenso
in der Einheitskreisscheibe einf￿hren. Hier kann man zeigen, dass der Ford
Fundamentalbereich im Grunde nur ein spezieller Dirichlet Fundamentalbe-
reich ist. Es gilt: F+ ist ein Dirichlet-Polygon mit Mittelpunkt 0. Dieses
Ergebnis ist nicht allzu sehr ￿beraschend, da die isometrischen Kreise, die
zur Konstruktion des Ford-Fundamentalbereichs ben￿tzt wurden, im Ein-
heitskreismodell hyperbolische Geraden darstellen.
103 Riemannsche Fl￿chen
Dieser Abschnitt dient dazu, die Verbindung von Fuchsschen Gruppen und
Riemannschen Fl￿chen aufzuzeigen, um sp￿ter darauf zur￿ckgreifen zu k￿n-
nen.
definition 3.0.1 X hei￿t Riemannsche Fl￿che, wenn X ein zusammen-
h￿ngender Hausdor￿raum mit einer komplexen Struktur ist, und eine ab-
z￿hlbare Basis f￿r seine Topologie besitzt.
Unter einer komplexen Struktur versteht man eine ˜quivalenzklasse komple-
xer Atlanten, d.h. eine ˜quivalenzklasse von Mengen paarweise vertr￿glicher
Karten, die untereinander vertr￿glich sind.
Mit D sei weiterhin ein Existenzgebiet einer Fuchsschen Gruppe Γ bezeich-
net. Sei P die Menge der parabolischen Spitzen von Γ, so de￿nieren wir
D+ = D ∪ P.
Sei Γ eine Fuchssche Gruppe mit Existenzgebiet D, so entsteht:
S = Γ\D+
aus D+, indem man alle Punkte miteinander identi￿ziert, die unter Γ ￿qui-
valent sind. S ist zusammenh￿ngend und hei￿t Quotientenraum.
bemerkung. Genau diesen Quotientenraum S erh￿lt man auch aus dem
b C-Abschluss des Fundamentalbereichs F0 in analoger Weise. Anschaulich
formuliert verklebt man die unter Γ konjugierten Seiten miteinander.
theorem 3.0.8 Sei Γ eine Fuchssche Gruppe mit Existenzgebiet D. S =
Γ\D+ kann eine komplexe Struktur gegeben werden, die es zu einer Rie-
mannschen Fl￿che macht.
Man kann D+ mit einer Topologie versehen, so dass S mit der von der
Orbitprojektion σ : D+ → S = Γ\D+ induzierte Quotiententopologie ein
Hausdor￿raum wird. Die komplexe Struktur, von der im Theorem die Rede
ist, wird ebenfalls von σ induziert.
Eine wichtige Klasse Riemannscher Fl￿chen sind die kompakten Riemann-
schen Fl￿chen. Diese sind - topologisch gesehen - Brezel￿￿chen mit g L￿chern
bzw. Kugeln mit g Henkeln, wobei g ∈ N0 das Geschlecht der Fl￿che bezeich-
net.
theorem 3.0.9 Die Riemannsche Fl￿che S = Γ\D+ ist genau dann kom-
pakt, wenn F0 kompakt in D+ ist.
Der Fundamentalbereich F0 von Γ kann benutzt werden, um das Geschlecht
der Fl￿che S zu bestimmen:
11theorem 3.0.10 Sei F0 kompakt in D+. Genau dann hat F0 endlich viele
Seiten und F0 tri￿t ∂D nur in parabolischen Spitzen. F0 hat daher endlich
viele Zyklen, d.h. unter Γ ￿quivalente Ecken, und es gilt
g =
1
2
(k + 2 − f − e)
wobei g das Geschlecht von S, f die Anzahl der Zellen, e die Anzahl der
Zyklen und k die Anzahl der Seitenpaare bzw. freien Seiten von F0 ist.
bemerkung. Der Beweis dieses Theorems basiert auf Eulers Polyedersatz.
Dies ist auch anschaulich leicht nachzuvollziehen, da der Orbitraum mit Hilfe
der identi￿zierten Seiten und Zyklen zu einem Polyeder - einem mit endlich
vielen Polygonen berandeten drei-dimensionaler K￿rper - hom￿omorph ist.
Damit hier ein Polyeder im geometrischen Sinne entsteht, l￿sst sich eine
Triangulierung durch Einziehen zus￿tzlicher Seiten erreichen, die die Euler-
Charakteristik nicht ￿ndert. Im Fall einer Gruppe mit freien Seiten be￿ndet
sich F0 auf beiden Seiten des Hauptkreises. Hat man hier nur eine freie Sei-
te gegeben, so macht es keinen Unterschied, ob diese mitgez￿hlt wird oder
nicht, denn dieser Vorgang entspricht dem Einziehen einer Seite, und ￿ndert
die Euler-Charakteristik nicht. Hat man allerdings mehr als eine freie Seite
gegeben, so m￿ssen diese, bis auf eine im zuvor erkl￿rten Sinne optionale,
hierbei mitgez￿hlt werden, da es sonst nur eine nicht einfach zusammenh￿n-
gende Zelle g￿be. Diese w￿rde aber dann kein Polygon darstellen, und so
w￿re die Formel nicht anwendbar. Z￿hlt man alle freien Seiten mit, so er-
geben sich zwei Polygone als Zellen, z￿hlt man alle bis auf eine der freien
Seiten mit, ergibt sich ein Polygon als Zelle, und die Formel ist anwendbar.
Wir haben bisher immer vorausgesetzt, dass D ein Existenzgebiet, d.h. ein
maximales Gebiet ordentlicher Punkte einer Fuchsschen Gruppe Γ ist, das
unter dieser invariant bleibt. Betrachten wir im Einheitskreismodell eine von
einem hyperbolischen Element erzeugte zyklische Gruppe Ω, so ist Ω\E si-
cherlich nicht kompakt. Genauer gesagt ist Ω\E hom￿omorph zu einer Kugel,
bei der zwei disjunkte Kreisscheiben entfernt wurden.
Abbildung 3: F+ f￿r Ω im Einheitskreis
12Das Existenzgebiet dieser Gruppe ist eigentlich D = D+ = b C − {z1,z2},
wobei {zi} die Fixpunkte des hyperbolischen Elements sind. Diese liegen als
Limespunkte auf dem Einheitskreis, und mit theorem 2.3.5 ist Ω\D+ eine
kompakte Riemannsche Fl￿che, n￿mlich ein Torus.
Abbildung 4: F0 f￿r Ω in b C
Freie Seiten f￿hren also bei der ￿Verdopplung￿ des Fundamentalbereichs zu
Henkeln. Dies funktioniert nicht f￿r parabolische Spitzen, auch wenn dieses
anschaulich w￿re. Parabolische Fixpunkte m￿ssen hierbei doppelt gez￿hlt
werden - f￿r das Innere und ˜u￿ere des Hauptkreises jeweils einmal - auf-
grund der speziellen Wahl der Umgebung, die an diesen Punkten f￿r theo-
rem 3.0.8 getro￿en werden muss. Eine von einem parabolischen Element
erzeugte zyklische Gruppe, f￿hrt - bei Betrachtung im eigentlichen Existenz-
gebiet - ebenso wie eine von einem elliptischen Element erzeugte zyklische
Gruppe, zu einer Fl￿che von Geschlecht 0.
bemerkung. Die automorphen Funktionen einer Fuchsschen Gruppe Γ auf
einem Existenzgebiet D, von denen oben in einer Bemerkung kurz die Rede
war, entpuppen sich gerade als die meromorphen Funktionen auf der zu-
geh￿rigen Riemannschen Fl￿che S = Γ\D+. Man kann zeigen, dass diese
isomorphe K￿rper bilden.
Diese bisherige Darstellung der Verbindung von Fuchsschen Gruppen und
Riemannschen Fl￿chen ist eher etwas au￿ergew￿hnlich. F￿r gew￿hnlich ￿ndet
man in der Literatur die folgende Darstellungsweise:
theorem 3.0.11 Sei Γ eine Fuchssche Gruppe mit Existenzgebiet D. S0 =
Γ\D kann eine komplexe Struktur gegeben werden, die es zu einer Riemann-
schen Fl￿che macht.
13Hier wird auf die Hinzunahme der parabolischen Spitzen verzichtet. Da D
dann o￿en ist, verwendet man hier die Relativtopologie der Sphere b C. Die
komplexe Struktur wird wie im obigen Fall von der Orbitprojektion induziert.
theorem 3.0.12 Die Riemannsche Fl￿che S0 = Γ\D ist genau dann kom-
pakt, wenn F0 kompakt in D ist.
Obiges S kann durch ￿Kompakti￿zierung￿ aus S0 gewonnen werden, indem
man Umgebungen der Bilder parabolischer Fixpunkte unter der Orbitpro-
jektion adjungiert.
Es kommt hier ebenso auf die Wahl des zugrunde liegenden Raumes an.
W￿hlt man zum Beispiel im Modell der oberen Halbebene f￿r D nur die
obere Halbebene H, so ist die anschauliche Interpretation hier die folgende:
Die Fl￿che zu einer beliebigen Fuchsschen Gruppe entsteht hierbei aus einer
kompakten Riemannschen Fl￿che entsprechenden Geschlechts, indem man
f￿r jeden parabolischen Spitzenzyklus einen Punkt, und f￿r jede freie Seite
eine Kreisscheibe entfernt.
14Teil II
Untergruppen Fuchsscher Gruppen
Im zweiten Teil dieser Arbeit, werden wir nun eine exaktere Arbeitsweise
w￿hlen. Genauer gesagt werden wir zu allen Behauptungen Beweise liefern,
oder zumindest explizite Literaturangaben dazu machen. In den n￿chsten
beiden Kapiteln werden wir zun￿chst noch einige Hilfsmittel bereitstellen,
um dann das Schl￿sseltheorem dieser Arbeit im anschlie￿enden Kapitel zu
beweisen. Dieses wird uns eine notwendige und hinreichende Bedingung zur
Existenz einer Untergruppe Γ1 einer Fuchsschen Gruppe Γ von endlichem
Index mit gegebener Signatur aufzeigen.
4 Der kanonische Fundamentalbereich
Unter einer Fuchsschen Gruppe Γ verstehen wir von nun an eine endlich
erzeugte Untergruppe der PSL(2,R), die diskontinuierlich auf der oberen
Halbebene H operiert. H ist also, soweit nichts anderes genannt wird, von
nun an unser Existenzgebiet. Jede solche endlich erzeugte Fuchssche Grup-
pe besitzt einen Fundamentalbereich mit endlich vielen Seiten. Siehe hierzu
[KAT92, Theorem 4.6.1].
Laut [LEH64, Theorem S.245] besitzt jede solche endlich erzeugte nicht-
elementare Fuchssche Gruppe sogar einen kanonischen Fundamentalbereich
F. Er entsteht aus dem in theorem 2.3.4 bereitgestellten Dirichletpolygon
mit speziellen Eigenschaften, durch Umordnen der Seiten. Er besitzt je eine
elliptische Ecke f￿r jede Γ-Bahn elliptischer Fixpunkte. Je eine Spitze f￿r
jede Γ-Bahn parabolischer Fixpunkte. Zu jeder freien Seite geh￿ren jeweils
zwei zueinander konjugierte Ecken zweiter Art. Die restlichen Eckpunkte bil-
den einen Zyklus einer zuf￿lligen Ecke erster Art. Die Seitenanordnung dieses
kanonischen Fundamentalbereichs F f￿hrt zu einer sogenannten kanonischen
Pr￿sentation:
Γ hat die folgenden Nachbartransformationen (Erzeugende):
a1,b1,...,ag,bg (hyperbolisch)
x1,...,xr (elliptisch)
p1,...,ps (parabolisch)
h1,...,ht (hyperbolische Randelemente)
Die Seiten dieses kanonischen Polygons sind in folgender Weise angeordnet:
α1β1α0
1β0
1 ...αgβgα0
gβ0
gχ1χ0
1 ...χrχ0
rρ1ρ0
1 ...ρsρ0
sη1f1η0
1 ...ηtftη0
t
Hierbei sind die entsprechenden konjugierten Seiten mit einem Hochkom-
ma gekennzeichnet. α,β,χ,ρ und η bezeichnen die Seiten, die jeweils durch
15a,b,x,p und h gepaart werden. Mit hyperbolischen Randelementen sind also
genau diese hyperbolischen Elemente bezeichnet, zwischen deren konjugier-
ten Seiten eine freie Seite fl liegt. Da Γ von ihren Nachbartransformationen
erzeugt wird, f￿hrt diese Seitenanordnung zu folgenden Relationen:
x
m1
1 = x
m2
2 = ... = xmr
r =
g Y
i=1
[ai,bi]
r Y
j=1
xj
s Y
k=1
pk
t Y
l=1
hl = 1
Bei den ersten r Relationen spricht man von den sogenannten lokalen Rela-
tionen. Sie entstehen, wenn man einen elliptischen Eckpunkt des Fundamen-
talbereichs F uml￿uft. Die letzte Relation entsteht, wenn man den gesamten
Fundamentalbereich F einmal bez￿glich seiner Seitenpaarungen abl￿uft.
bemerkung. Betrachtet man nur die Relationen, so sind parabolische und
hyperbolische Randelemente in der ￿abstrakten Gruppe￿ nicht unterscheid-
bar. Tats￿chlich aber macht die Existenz nur eines hyperbolischen Rand-
elements bereits den Unterschied zwischen Fuchsscher Gruppen erster und
zweiter Art aus.
Wir sagen dann, Γ hat die Signatur
(g;m1,m2,...,mr;s;t). (1)
mi nennt man Perioden von Γ.
bemerkung. Jede Fuchssche Gruppe besitzt solch eine eindeutige ￿kano-
nische￿ Signatur. Diese ist allerdings nicht invariant bzgl. aller m￿glichen
Dirichletpolygone, da die Anzahl der freien Seiten hierbei variieren kann.
Lehner [LEH64] ben￿tzt in seiner Signatur keinen Platzhalter f￿r hyperbo-
lische Randelemente t, da er bei Gruppen zweiter Art immer O als Exis-
tenzgebiet verwendet. Daher kommt es bei einem ￿am Hauptkreis gelegenen￿
hyperbolischen Element bereits zu einem weiteren Geschlecht g. Seine Signa-
tur stellt daher eine Invariante der Gruppe Γ dar, die sich bereits an allen
FD ablesen l￿sst. Der Korrektheit halber sei angemerkt, dass Lehner [LEH64]
die Signatur zun￿chst als Invariante einer Fuchsschen Gruppe einf￿hrt, de-
ren Fundamentalbereich endlich viele Seiten besitzt, um daraus sp￿ter die
Existenz eines kanonischen Polygons bei endlicher Signatur zu zeigen. Unsere
Signatur hingegen ist speziell auf das kanonische Polygon zugeschnitten.
In einigen F￿llen wird es zweckm￿￿ig sein, ein parabolisches Erzeugendes als
ein elliptisches Erzeugendes unendlicher Ordnung anzusehen. Wir schreiben
Signatur (1) in solchen F￿llen, in folgender Weise
(g;m1,...,mu;t). (2)
u ergibt sich hier aus r + s und
mr+1 = ... = mu = ∞.
16theorem 4.0.13 Jedes elliptische Element von Γ ist zu einer Potenz eines
der xj (1 ≤ j ≤ r) konjugiert.
Beweis. Sei y ein beliebiges elliptisches Element aus Γ, so besitzt y einen
Fixpunkt in H. Mit theorem 2.3.2 folgt, dieser ist ein Eckpunkt einer Kopie
von F. Es existiert also ein γ ∈ Γ mit y ∈ γF. Das mit γ konjugierte
elliptische Element γyγ−1 besitzt seinen Fix- bzw. Eckpunkt in F. Dies ist
ein Fixpunkt eines der xj, und da alle xj Nachbartransformationen von F
sind, folgt γyγ−1 ∈ hxji f￿r geeignetes j, wobei hxji die von xj erzeugte
zyklische Untergruppe von Γ ist, d.h. die Untergruppe aller Elemente von
Γ, die den gleichen Fixpunkt besitzen. Siehe hierzu theorem 2.3.7. Daraus
folgt die Behauptung. 2
theorem 4.0.14 Jedes parabolische Element von Γ ist zu einer Potenz
eines der pk (1 ≤ k ≤ s) konjugiert.
Beweis. Sei y ein beliebiges parabolisches Element aus Γ, so besitzt y einen
Fixpunkt in R ∪ {∞}. Mit theorem 2.3.3 folgt, dieser ist eine Spitze einer
Kopie von F
c. Es existiert also ein γ ∈ Γ mit y ∈ γF
c. Das mit γ konjugierte
parabolische Element γyγ−1 besitzt seinen Fixpunkt bzw. Spitze in F
c. Dies
ist ein Fixpunkt eines der pk, und da alle pk Nachbartransformationen von
F sind, folgt γyγ−1 ∈ hpki f￿r geeignetes k, wobei hpki die von pk erzeugte
zyklische Untergruppe von Γ ist. Siehe hierzu theorem 2.3.7. Daraus folgt
die Behauptung. 2
theorem 4.0.15 Jedes hyperbolische Randelement von Γ ist zu einer Po-
tenz eines der hl (1 ≤ l ≤ t) konjugiert.
Beweis. Der Beweis zu diesem Theorem folgt einer Arbeit von C. Maclachlan
[MAC71]. Die Operation von Γ - hier zweiter Art - unterteilt O∩(R∪{∞})
in Einklang mit theorem 2.0.3 in disjunkte Komponenten, genauer gesagt
Intervalle. Eine solche Komponente wird von einem entsprechenden Rand-
element in sich ￿bergef￿hrt.
Abbildung 5: Darstellung einer Komponente
Die Operation von Γ unterteilt die Menge der Komponenten in disjunkte
˜quivalenzklassen.
17Abbildung 6: Darstellung im Einheitskreismodell
Sei mit Cl die ˜quivalenzklasse bezeichnet, die die Komponente cl enth￿lt, in
der sich die freie Seite fl be￿ndet. Sei h ein beliebiges hyperbolisches Rand-
element und hc = c, wobei c eine Komponente eines der Cl ist. Letzteres folgt
unmittelbar aus den Eigenschaften eines Fundamentalbereichs. Genauer ge-
sagt existiert ein γ ∈ Γ mit c = γcl f￿r geeignetes l. Es folgt γ−1hγcl = cl,
und somit γ−1hγ(fl) ∈ cl. Da cl keine Limespunkte enth￿lt, gibt es eine end-
liche Anzahl, an cl angrenzende Nachbarfundamentalbereiche, derart, dass
F = τ0(F),τ1(F),...,τn(F) = γ−1hγ(F). τi(F) ist hierbei ein Nachbar-
fundamentalbereich von τi+1(F), so dass gilt τ1 = h±1
l und gleicherma￿en
τi+1 = h±1
l τi. Insgesamt folgt daher die Behauptung γ−1hγ = h±n
l . 2
Zudem ist es so, dass keines der Erzeugenden zu einer Potenz eines der
anderen Erzeugenden konjugiert ist. Dass nur Elemente des gleichen Typs
zueinander konjugiert sein k￿nnen, folgt leicht durch ihr Fixpunktverhalten.
F￿r elliptische und parabolische Elemente folgt dies dann aus der speziel-
len Wahl des Fundamentalbereichs F, da diese konjugierte Fixpunkte haben
m￿ssten. F￿r hyperbolische Randelemente w￿rde sich aus der gegenteiligen
Aussage ein Widerspruch zu den Eigenschaften eines Fundamentalbereichs
ergeben.
Mit den bisher bereitgestellten Erkenntnissen sind wir nun in der Lage Fuchs-
sche Gruppen anhand ihrer Signatur zu kategorisieren. Diese Sichtweise wird
uns sp￿ter von Nutzen sein, wenn von Inklusionen bestimmter Fuchsscher
Gruppen die Rede ist, denn hierbei spielt im Wesentlichen die Signatur eine
Rolle.
definition 4.0.2 Ein geometrischer Isomorphismus einer Fuchsschen Grup-
pe Γ ist ein Isomorphismus r : Γ −→ PSL(2,R), der die folgenden Eigen-
schaften erf￿llt:
(1) r(Γ) ist eine Fuchssche Gruppe.
(2) r f￿hrt parabolische (hyperbolische) Randelemente in parabolische (hy-
perbolische) Randelemente ￿ber.
18Da r o￿ensichtlich elliptische Elemente auf ebensolche gleicher Ordnung ab-
bildet, ersieht man aus der obigen De￿nition leicht, dass r die Signatur er-
h￿lt. Einen solchen geometrischen Isomorphismus gibt es zwischen jeglichen
Fuchsschen Gruppen der selben Signatur, indem man die kanonischen Er-
zeugenden in entsprechender Weise aufeinander abbildet. Dass der Typ eines
beliebigen Elements hierbei erhalten bleibt, liegt nun daran, dass dieses - mit
Ausnahme der hyperbolischen Elemente - zu einer Potenz eines der Erzeu-
genden konjugiert ist. Mit Hilfe der Isomorphieeigenschaft ￿bertr￿gt sich dies
in einfacher Weise. Wir bezeichnen mit R(Γ) die Menge aller geometrischen
Isomorphismen der Fuchsschen Gruppe Γ und erhalten somit eine vollst￿n-
dige Isomorphieklasse bzgl. einer Signatur σ mit Γ als Repr￿sentanten.
definition 4.0.3 F￿r eine Fuchssche Gruppe Γ mit Signatur (1) f￿hren
wir die folgende Gr￿￿e ein:
M (Γ) = 2g − 2 +
r X
i=1

1 −
1
mi

+ s + t. (3)
Eine Fuchssche Gruppe erster Art existiert genau dann mit gegebener Si-
gnatur, wenn M(Γ) > 0 ist. Diese Behauptung folgt mit PoincarØs Theorem
[KAT92, S.92-99]. Hierbei ist immer t = 0 und 2πM(Γ) das hyperbolische
Volumen des Fundamentalbereichs. F￿r Fuchssche Gruppen zweiter Art gilt
ebenfalls M(Γ) > 0. Hierbei ist immer t > 0 und das hyperbolische Volumen
des Fundamentalbereichs unendlich. Die einzigen Gruppen, f￿r die M(Γ) ≤ 0
gilt, sind die elementaren Fuchsschen Gruppen.
bemerkung. Dass bei Fuchsschen Gruppen zweiter Art tats￿chlich auch
M(Γ) > 0 ist, veri￿ziert man leicht durch Ausschlie￿en endlich vieler Si-
gnaturen mit M(Γ) ≤ 0. Diese sind entweder als kanonische Pr￿sentationen
nicht sinnvoll oder repr￿sentieren elementare Fuchssche Gruppen. Also zy-
klische Gruppen, die von einem elliptischen, parabolischen oder hyperboli-
schen Element erzeugt werden oder eine von einem hyperbolischen Element
und einer elliptischen Involution erzeugte Gruppe isomorph zur unendlichen
Diedergruppe D∞. Diese hat die Signatur (0;2,2;0;1). Hierbei werden die
Fixpunkte des hyperbolischen Elements durch die elliptische Involution ver-
tauscht.
Mit der Gr￿￿e M(Γ) l￿sst sich die sogenannte Riemann-Hurwitz-Formel be-
schreiben. F￿r nicht elementare Fuchssche Gruppen Γ1 und Γ mit Γ1 ⊆ Γ
gilt:
[Γ : Γ1] =
M (Γ1)
M (Γ)
. (4)
Diese l￿sst sich in voller Allgemeinheit nur beweisen, wenn sowohl M (Γ1) >
0, als auch M (Γ) > 0 ist. Denn mit einer von einem elliptischen Element
19erzeugten zyklischen Gruppe als Untergruppe lassen sich hierf￿r leicht Ge-
genbeispiele konstruieren. Aus diesem Grund werden wir elementare Fuchs-
sche Gruppen von nun an aus unseren Betrachtungen ausschlie￿en. Es wird
also im weiteren Verlauf, soweit nicht anders genannt, immer von nicht ele-
mentaren Fuchsschen Gruppen die Rede sein, auch wenn dies nicht explizit
angegeben wird. Zudem ist es so, dass Fuchssche Gruppen erster Art (zweiter
Art) nur Gruppen erster Art (zweiter Art) enthalten k￿nnen. Dies wird sp￿-
ter in theorem 6.0.18 noch etwas klarer werden.
Im Fall Fuchsscher Gruppen erster Art - also t = 0 - folgt (4) aus der Be-
trachtung der Fundamentalbereiche und dessen hyperbolischen Volumina.
Siehe hierzu [WOL06, ￿9].
Im Fall Fuchsscher Gruppen zweiter Art - also t > 0 - folgt die Formel
mit zwei Theoremen aus einer Arbeit von C. Maclachlan [MAC71, S.107]:
Auch wenn wir uns weiter oben auf H als Existenzgebiet geeinigt haben,
m￿ssen wir hierf￿r nun doch eine Ausnahme machen. F￿r die nun folgende
Beweisskizze sei also wieder O das Existenzgebiet einer Fuchsschen Gruppe
zweiter Art Γ. Sei ψ : O −→ Γ\O die Orbitprojektion, so dass Γ\O eine
Riemannsche Fl￿che bildet, und sei dΓ : Γ\O −→ N0,[z] 7−→ multz (ψ) der
soganannte Verzweigungsindex, der jedem kritischen Wert der Orbitprojek-
tion die Multiplizit￿t eines seiner Urbilder (Verzweigungspunkte) zuordnet.
dΓ ist wohlde￿niert, da ψ als Orbitprojektion normal und somit gleichver-
zweigt ist. Siehe hierzu [LAM05]. Genauer gesagt nimmt dΓ f￿r jeden ellip-
tischen Fixpunkt die Ordung des entsprechenden elliptischen Elements, f￿r
jeden parabolische Fixpunkt den Wert ∞ und sonst den Wert 1 an. Da Γ
endlich erzeugt ist, folgt mit [HEI64, Theorem 4.3 und Theorem 10.1], dass
ψ(O) = Γ\O konform ￿quivalent zu einer kompakten Riemannschen Fl￿che
ist, bei der endlich viele Punkte entfernt wurden und {dΓ(z) > 1} endlich
ist. C.Maclachlan macht sich die Uniformisierung von O durch H zu Nutze,
um die Fuchssche Gruppe zweiter Art Γ mit einer Fuchsschen Gruppe erster
Art Γ in Verbindung zu bringen.
bemerkung. Man nennt jede unverzweigte ￿berlagerung einer Riemann-
sche Fl￿che X durch b C,C oder H eine Uniformisierung von X. Der Uni-
formisierungssatz garantiert eine solche ￿berlagerung f￿r jede Riemannsche
Fl￿che. Sie ist als universelle ￿berlagerung normal und bis auf Isomorphie
eindeutig bestimmt.
Eine Riemannsche Fl￿che hei￿t hyperbolisch, wenn sie durch H uniformisiert
wird, und somit nicht zu b C,C, zur punktierten Ebene Cx := C − {0} oder
zu einem Torus isomorph ist. Siehe hierzu [LAM05, S.222-223].
Sei U : H −→ O die besagte Uniformisierung, und sei ψ : O −→ Γ\O die
Orbitprojektion. Maclachlan de￿niert nun Γ als die Gruppe der konformen
Automorphismen von H, die ψ ◦ U invariant lassen. Dazu sei ϕ : H −→
Γ\H die Orbitprojektion. Mit [HEI64, Theorem 8.1] folgt: Γ\H = ϕ(H) ist
konform ￿quivalent zu Γ\O = ψ ◦ U(H), so dass τ ◦ ϕ = ψ ◦ U, wobei τ
20die konforme Abbildung sei. Γ ist erster Art und es gilt: dΓ = τ ◦ dΓ. D.h.
der Verzweigungsindex stimmt an entsprechenden Punkten ￿berein. Γ\O ist
die ￿Verdopplung￿ von Γ\H, und es ist daher auch sehr anschaulich, dass
Γ\H - konform ￿quivalent zu Γ\O - das Geschlecht 2g + (t − 1) besitzt.
Dass freie Seiten zu Henkeln f￿hren, hatten wir bereits am Beispiel der von
einem hyperbolischen Element erzeugten zyklischen Gruppe gesehen. Seine
￿berlegungen m￿nden in folgendem Theorem:
theorem 4.0.16 Hat Γ die Signatur (g;m1,...,mr;s;t) mit t > 0, so hat
Γ die Signatur (2g + (t − 1);m1,m1,...,mr,mr;2s;0).
bemerkung. Das Geschlecht der ￿verdoppelten￿ Fl￿che Γ\O l￿sst sich auch
mittels theorem 3.0.10 ermitteln. Es ist hierbei darauf zu achten, dass man
entsprechend der bemerkung zu theorem 3.0.10 mindestens t − 1 freien
Seiten in die Kalkulation miteinbezieht.
theorem 4.0.17 Sei Γ mit Signatur (g;m1,...,mr;s;t) mit t > 0 gegeben.
F￿r jede Untergruppe Γ1 von Γ vom Index N folgt, Γ1 ist eine Untergruppe
von Γ vom Index N.
Der Fall t > 0 l￿sst sich also auf den Fall t = 0 zur￿ckspielen. Die obige
Behauptung ergibt sich nun durch eine einfache Rechnung:
[Γ : Γ1] =

Γ : Γ1

=
M
 
Γ1

M
 
Γ
 =
2M (Γ1)
2M (Γ)
=
M (Γ1)
M (Γ)
5 Endliche transitive Permutationsgruppen
Wir unternehmen nun einen kleinen Aus￿ug in die Theorie der Permutati-
onsgruppen, der sich ￿ber zwei Lemmata erstreckt, die wir sp￿ter brauchen
werden.
Unter einer Permutationsgruppe G verstehen wir eine Untergruppe der SN.
Wir werden daher darauf verzichten, immer explizit anzugeben, dass diese
endlich ist, da nur von solchen die Rede ist. Besteht {1,...,N} bzgl. der Ope-
ration von G nur aus einer einzigen Bahn, so sagen wir G operiert transitiv
auf N Elementen.
lemma 5.0.1 Sei G eine Permutationsgruppe, die transitiv auf N Elemen-
ten operiert, und sei Gi der Stabilisator von i ∈ {1,...,N} in G. F￿r jedes
j ∈ {1,...,N} existiert genau eine Rechtsnebenklasse von Gi in G. Diese
besteht genau aus den Elementen, die i auf j abbilden.Es folgt: [G : Gi] = N.
Beweis. F￿r jedes j existiert ein π ∈ G mit j = iπ, da G transitiv auf N Ele-
menten operiert. Die Existenz einer solchen Nebenklasse f￿r j ∈ {1,...,N}
folgt dann aus
Giπ : i 7−→ iπ.
21Die Eindeutigkeit folgt aus:
iGiπ1 = iGiπ2 ⇐⇒ iGiπ1π−1
2 = iGi = i
⇐⇒ π1π−1
2 ∈ Gi
⇐⇒ Giπ1π−1
2 = Gi
⇐⇒ Giπ1 = Giπ2
Zwei Nebenklassen sind daher genau dann gleich, wenn sie das gleiche Bild
unter i haben. 2
lemma 5.0.2 Sei G eine Permutationsgruppe, die transitiv auf N Elemen-
ten operiert, und sei Gi der Stabilisator von i ∈ {1,...,N} in G. Weiter
sei G(i7→j) die Rechtsnebenklasse bestehend aus den Elementen, die i auf j
abbilden, so gilt
G(i7→j)π = G(i7→jπ)
f￿r alle j ∈ {1,...,N} und π ∈ G. Man sagt auch, die Operation von G auf
{1,...,N} und auf der Menge der Rechtsnebenklassen

G(i7→1),...,G(i7→N)
	
ist isomorph.
Beweis. Dies folgt unmittelbar aus lemma 5.0.1 und
G(i7→j)π : i 7−→ j 7−→ jπ.
2
6 Untergruppen Fuchsscher Gruppen und endliche
transitive Permutationsgruppen
Wir kommen nun zum Schl￿sseltheorem dieser Arbeit. In diesem gesam-
ten Kapitel folgen wir einer Arbeit von D. Singerman [SIN70], und f￿hren
deshalb auch folgende Sprechweise ein. Sei n eine Periode von Γ1, wobei
Γ1 Untergruppe einer Fuchsschen Gruppe Γ sei, so ist n die Ordnung einer
Nachbartransformation y ∈ Γ1. Als ein elliptisches Element ist diese konju-
giert zu einer Potenz eines der elliptischen Erzeugenden xj ∈ Γ der Ordnung
mj. Wir sagen dann, n wird von mj induziert. n ist somit ein Teiler von mj.
theorem 6.0.18 Sei Γ eine Fuchssche Gruppe mit Signatur (1). Γ enth￿lt
eine Untergruppe Γ1 vom Index N mit Signatur
 
g0;n11,n12,...,n1ρ1,...,nr1,nr2,...,nrρr;s0;t0
genau dann, wenn
22(a) Es existiert eine Permutationsgruppe G transitiv auf N Elementen, und
ein Epimorphismus θ : Γ 7−→ G mit den folgenden Eigenschaften:
(i) Die Permutation θ(xj) hat genau ρj Zyklen der L￿ngen
mj
nj1
,...,
mj
njρ1
< mj
(ii) Sei δ (y) die Anzahl der Zyklen in der Permutation θ(y), so gilt
s0 =
s X
k=1
δ (pk), t0 =
t X
l=1
δ (hl)
(b) M (Γ1)/M (Γ) = N
bemerkung. Die etwas weiter oben im Text gelegene Behauptung, dass
Fuchssche Gruppen erster Art (zweiter Art) nur Gruppen erster Art (zweiter
Art) enthalten k￿nnen, l￿sst sich hier nun sehr leicht einsehen: Wie man dem
vorangegangenen Theorem leicht entnehmen kann, enth￿lt die Untergrup-
pe genau dann hyperbolische Randelemente, wenn die Gruppe selbst solche
aufweist. Dies begr￿ndet sich mitunter in den speziellen Eigenschaften der
kanonischen Signatur, die sowohl der Gruppe als auch der Untergruppe zu-
teil sind, denn eine Fuchssche Gruppe ist, wie wir bereits im Abschnitt ￿ber
den kanonischen Fundamentalbereich festgestellt haben, genau dann zweiter
Art, wenn t > 0 ist.
Beweis. Um zu zeigen, dass die Existenz einer solchen Permutationsgruppe
hinreichend f￿r die Existenz einer Untergruppe Γ1 von Γ mit angegebener
Signatur ist, sei nun G mit den obigen Bedingungen gegeben, und sei G1 der
Stabilisator von 1 ∈ {1,...,N} in G. Mit lemma 5.0.1 folgt, G1 hat Index
N in G. De￿niere
Γ1 := θ−1 (G1)
Da θ ein Homomorphismus ist, folgt Γ1 ist eine Untergruppe von Γ. Γ1 hat
auch den Index N in Γ, da θ laut Voraussetzung epimorph ist. Siehe dazu
[ART98, S.65 Satz 7.4].
Sei nun γ ∈ Γ, so induziert γ in nat￿rlicher Weise eine Permutation auf den
rechten Γ1-Nebenklassen Γ1γ1,...,Γ1γN, wobei γ1,...,γN ein vollst￿ndiges
Repr￿sentantensystem sei, in folgender Weise:
(Γ1γ1,...,Γ1γN) 7−→ (Γ1γ1γ,...,Γ1γNγ)
Setzt man θ(γ) =: π und θ(γi) =: πi, so induziert π die gleiche Permutati-
on auf den rechten G1-Nebenklassen G1π1,...,G1πN, wobei π1,...,πN hier
ebenfalls ein vollst￿ndiges Repr￿sentantensystem ist, da θ ein Epimorphis-
mus ist:
(G1π1,...,G1πN) 7−→ (G1π1π,...,G1πNπ)
23Denn es gilt
Γ1γiγ = Γ1γr ⇐⇒ G1πiπ = G1πr
Dies folgt zum einen aus der Homomorphieeigenschaft, und zum anderen aus
πiππ−1
r ∈ G1 =⇒ θ−1  
πiππ−1
r

∈ Γ1
und somit gilt γiγγ−1
r ∈ Γ1 als ein Urbild von πiππ−1
r , woraus sich dann die
Behauptung ergibt.
Mit (i) gilt: θ(xj) hat einen Zykel der L￿nge mj/njν =: k, und so folgt mit
lemma 5.0.2, dass die Operation von θ(xj) auf den rechten G1-Nebenklassen
ebenso einen Zykel der L￿nge k hervorruft. Mit den obigen Erkenntnissen
ergibt sich daraus ein Zykel der L￿nge k aus der Operation von xj auf den
rechten Γ1-Nebenklassen.
Mit etwaiger Umnummerierung gibt es also k Nebenklassen Γ1γ1,...,Γ1γk
mit der Eigenschaft:
Γ1γ1xj = Γ1γ2 , Γ1γ2xj = Γ1γ3 , ... , Γ1γkxj = Γ1γ1
Daher folgt
Γ1γ1 = Γ1γkxj = Γ1γk−1x2
j = ... = Γ1γ1xk
j
und somit
γ1xk
jγ−1
1 ∈ Γ1
Wir haben somit ein elliptisches Element der Ordnung mj/k in Γ1 gefunden.
Dieses ist ein Repr￿sentant einer Konjugationsklasse elliptischer Elemente
dieser Ordnung, denn konjugierte Elemente besitzen bekanntlich die gleiche
Ordnung. Aufgrund der Herleitung ergibt sich, dass k die kleinste Potenz ist
mit der γ1xk
jγ−1
1 ∈ Γ1 und so folgt, dass γ1xk
jγ−1
1 eine Nachbartransformati-
on darstellt, mj/k = njν ist also eine Periode von Γ1.
Es ist noch zu zeigen, dass es eine eineindeutige Beziehung zwischen den Zy-
klen der rechten Γ1-Nebenklassen und den davon induzierten Perioden von
Γ1 gibt.
Dies ist leicht einzusehen, wenn alle Zykel verschiedene L￿ngen aufweisen. Ist
dies nicht der Fall, so ergeben sich bei der Operation von xj auf den rechten
Γ1-Nebenklassen mindestens zwei Zyklen gleicher L￿nge, o.B.d.A. sei dies k,
und wir m￿ssen nun zeigen, dass dieser eine andere Periode von Γ1 induziert.
Dazu sei nun Γ1h1,...,Γ1hk ein anderer Zykel der L￿nge k, so ergibt sich
Γ1h1xk
j = Γ1h1, und wir erhalten folglich das elliptische Element h1xk
jh−1
1 ∈
Γ1. Induziert dieses nun die selbe Periode wie γ1xk
jγ−1
1 , so sind diese beiden
elliptischen Elemente in Γ1 zueinander konjugiert, denn jede Periode repr￿-
sentiert eine Konjugationsklasse elliptischer Elemente in Γ1. Es existiert also
ein λ ∈ Γ1 mit
λ h1 xk
j h−1
1 λ−1 = γ1 xk
j γ−1
1 = e xk
j
24wobei wir γ1xjγ−1
1 = e xj setzen. Daraus folgt
λ h1 γ−1
1 e xk
j γ1 h−1
1 λ−1 = e xk
j
und somit zeigt sich, dass λh1γ−1
1 im Zentralisator von e xk
j liegt. Dieses ist
die von e xj erzeugte zyklische Untergruppe der Elemente mit gleicher Fix-
punktmenge. Siehe hierzu theorem 2.3.6 und theorem 2.3.7. Es folgt also
λh1γ−1
1 = e x
p
j wobei 1 ≤ p ≤ ord(e xj)
und damit
Γ1h1 = Γ1λ−1e x
p
jγ1 = Γ1e x
p
jγ1 = Γ1γ1x
p
jγ−1
1 γ1 = Γ1γ1x
p
j
Γ1h1 liegt also im selben Zykel wie Γ1γ1, im Widerspruch zur obigen Annah-
me. Insgesamt folgt, zwei verschiedene Zyklen k￿nnen nicht die selbe Periode
induzieren.
In umgekehrter Weise k￿nnen wir zeigen, dass zwei verschiedene Perioden
nicht von ein und demselben Zykel induziert werden k￿nnen. W￿re dies der
Fall, so h￿tten wir zwei elliptische Elemente γ1xk
jγ−1
1 ∈ Γ1 und h1xk
jh−1
1 ∈
Γ1, und da Γ1h1 und Γ1γ1 laut Annahme im selben Zykel liegen, w￿rde gelten
Γ1γ1x
p
j = Γ1h1. Verfolgt man die obigen ˜quivalenzen nun in umgekehrter
Reihenfolge, so ergibt sich, dass γ1xk
jγ−1
1 und h1xk
jh−1
1 in Γ1 zueinander
konjugiert sind. Dies kann aber nicht der Fall sein, wenn beide Elemente
verschiedene Konjugationsklassen repr￿sentieren.
Insgesamt kommen wir nun zu dem folgenden Ergebnis, dass es f￿r jeden
Zyklus einer L￿nge < mj in der Permutation θ(xj) genau eine von mj indu-
zierte Periode f￿r Γ1 existiert. Wenn also mj auch die Periode njµ induziert,
so erhalten wir in der Permutation θ(xj) einen Zykel der L￿nge mj/njµ =: l,
und somit einen Zykel Γ1γxj,Γ1γx2
j,...,Γ1γxl
j f￿r ein geeignetes γ ∈ Γ1.
Der Fall eines Zykels der L￿nge mj ist stillschweigend ausgelassen worden,
da dieser ohnehin nur die Ordnung 1, also die Identit￿t induziert.
Bei den parabolischen Elementen kommt man in gleicher Weise zu einem ￿hn-
lichen Ergebnis. Weist die Operation von pj auf den rechten Γ1-Nebenklassen
einen Zykel der L￿nge k auf, so existiert in Γ1 ein zu pk
j konjugiertes Erzeu-
gendes. Wie zuvor kann man zeigen, dass eine bijektive Beziehung zwischen
der Zyklenanzahl in der Permutation θ(pj) und der Anzahl von pj induzier-
ter parabolischer Konjugationsklassen in Γ1 existiert. Daher gilt
s0 =
s X
j=1
δ (pj).
Analog
t0 =
t X
j=1
δ (hj).
25Die Aussage (b), welche sich aus (4) ergibt, garantiert die richtige Wahl des
Geschlechts g0.
Um zu zeigen, dass die Existenz einer Untergruppe Γ1 in Γ auch hinrei-
chend f￿r die Existenz einer den obigen Bedingungen entsprechenden Per-
mutationsgruppe ist, nehmen wir nun an, dass ni1,...,niρi von mi induziert
werden. Wenn also niν eine Periode von Γ1 ist, so gilt wie oben bereits an-
gemerkt, dass niν die Ordnung einer Nachbartransformation γ ∈ Γ1, und
als elliptisches Element zu einer Potenz k eines der xi konjugiert ist. Siehe
theorem 4.0.13. Dass dieses aus einem Zykel der L￿nge k resultieren muss,
sieht man wie folgt:
γ1xk
jγ−1
1 ∈ Γ1 =⇒ Γ1γ1 = Γ1γ1xk
i
Zum einen kann der Zykel der Γ1-Nebenklassen nicht l￿nger sein als k, wie
man an der vorhergehenden Folgerung unschwer erkennen kann, zum anderen
kann er aber auch nicht k￿rzer sein, da sonst γ1xl
jγ−1
1 mit l | k bereits in Γ1
enthalten sein m￿sste. γ1xk
jγ−1
1 w￿rde sich dann als

γ1xl
jγ−1
1
k/l
darstellen lassen und w￿re somit keine Nachbartransformation, im Wider-
spruch zur Voraussetzung.
Als unendliche Gruppe kann Γ nicht treu auf den endlich vielen Nebenklassen
von Γ1 operieren, allerdings kann man durch ￿bergang zu einem geeigneten
Quotienten eine treue Operation erzeugen: Dazu de￿niere man K als die
Untergruppe aller Elemente, die die Nebenklassen von Γ1 festlassen. Dass
dies tats￿chlich eine Untergruppe bildet ist leicht nachzuweisen und soll hier
nicht vorgef￿hrt werden. Ferner ist K Normalteiler, wie sich aus
(Γ1h)γKγ−1 = (Γ1hγ)Kγ−1 = (Γ1hγ)γ−1 = Γ1h
f￿r alle γ ∈ Γ und geeignetes h ergibt, denn so folgt
γKγ−1 ⊆ K.
Da alle Elemente aus K auch Γ1 festlassen m￿ssen, gilt mit den obigen Er-
kenntnissen sogar K / Γ1.
Γ/K operiert infolgedessen treu auf den Γ1-Nebenklassen, da K der Kern
des Homomorphismus ϕ : Γ −→ Sym({Γ1γ1,...,Γ1γN}) ∼ = SN ist, und Γ/K
somit injektiv in SN eingebettet werden kann. Dass diese Operation wohl-
de￿niert ist, folgt aus der Tatsache, dass sich zwei Elemente genau dann in
der gleichen ˜quivalenzklasse be￿nden, wenn sie sich um ein κ ∈ K unter-
scheiden. Zu diesem Abschnitt siehe [ART98].
Wir w￿hlen nun Γ/K =: G als die Permutationsgruppe und setzen G1 :=
26Γ1/K. Dass G transitiv auf den N Nebenklassen operiert, folgt bei der Ope-
ration von Γ auf den Nebenklassen aus der Gruppeneigenschaft, und wird
in kanonischer Weise auf die Faktorgruppe Γ/K ￿bertragen. Der kanoni-
sche Homomorphismus von Γ in die Faktorgruppe bzgl. K ist der gesuchte
Epimorphismus θ : Γ −→ G. Er erf￿llt θ(Γ1) = G1 und somit induziert
die Operation von Γ auf den rechten Γ1-Nebenklassen die gleiche Operation
wie G auf den G1-Nebenklassen, und mit lemma 5.0.2 folgt, dass θ die ge-
w￿nschten Eigenschaften hat.
(b) folgt in trivialer Weise aus (4). 2
bemerkung. Betrachtet man den Beweis dieses Theorems und die Aus-
sage von lemma 5.0.2, so stellt man fest, dass es unerheblich ist, welchen
Stabilisator der Permutationsgruppe man w￿hlt. Man erh￿lt f￿r jeden Stabi-
lisator eine Untergruppe der gleichen Signatur im Urbild des Epimorphismus
θ. Sind die Stabilisatoren verschieden, so sind dies auch die Untergruppen der
Fuchsschen Gruppe. Wir werden auf diese Erkenntnis sp￿ter noch einmal zu-
r￿ckgreifen, wenn wir das Problem der Anzahl verschiedener signaturgleicher
Untergruppen bei Dreiecksgruppeninklusionen angehen.
7 Normalteiler Fuchsscher Gruppen
In diesem Abschnitt werden wir feststellen, dass sich f￿r einen Normalteiler
einer Fuchsschen Gruppe Γ1 / Γ aus der Normalteilereigenschaft auch viel
strengere Bedingungen f￿r die Gestalt des Epimorphismus und die Signatur
der Untergruppe ergeben. Die nun folgenden Ergebnisse entstammen einer
Arbeit von D. Singerman [SIN72]. Singerman zeigt diese allerdings nur f￿r
Fuchssche Gruppen erster Art. Wir werden sein Konzept auf einfache Art
und Weise um Fuchssche Gruppen zweiter Art erweitern. Was das genau
bedeutet, wird im Folgenden erl￿utert. Wir schreiben die Signaturen von
Γ1 und Γ in der Schreibweise (2), bei der parabolische Elemente als ellip-
tische Elemente unendlicher Ordnung aufgefasst werden. Da sich paraboli-
sche und hyperbolische Randelemente in der abstrakten Gruppe nicht un-
terscheiden, lassen sich hyperbolische Randelemente ebenfalls als elliptische
Elemente unendlicher Ordnung au￿assen. Alle nun folgenden Deduktionen
gehen ausschlie￿lich auf theorem 6.0.18 oder die Normalteilereigenschaft
zur￿ck, und stehen somit einer solchen Erweiterung nicht im Weg. Sei nun
Γ1 / Γ vom Index N, x1,...,xu die erzeugenden elliptischen, parabolischen
und hyperbolischen Randelemente von Γ mit mr+1 = ... = mu = ∞ und
sei νi - in Einklang mit theorem 6.0.18 - die kleinste nat￿rliche Zahl mit
γx
νi
i γ−1 ∈ Γ1. Aufgrund der Normalteilereigenschaft ergibt sich hier sogar
x
νi
i ∈ Γ1. Es gilt νi < ∞ und νi | mi, wenn mi < ∞. Wir nummerieren die
Perioden von Γ nun so um, dass xi den Exponenten mi f￿r 0 ≤ i ≤ p und
27dass xp+i den Exponenten νi (< mp+i f￿r p + i ≤ u) ￿modulo Γ1￿ besitzt. Γ
hat dann die Signatur:
(g;m1,...,mp,ν1n1,...,νqnq) (5)
mit p + q = u und 1 < ni ≤ ∞.
bemerkung. Da mi einen festen Wert hat f￿r 0 ≤ i ≤ p be￿nden sich
keine parabolischen oder hyperbolischen Randelemente unter den ersten p
Perioden. Wie wir gleich feststellen werden sind die ersten p Perioden genau
diese, die die Identit￿t induzieren.
theorem 7.0.19 Mit den obigen Bezeichnungen gilt: Γ1 hat Signatur
(g0;n
N/ν1
1 ,...,n
N/νq
q ) (6)
wobei n
N/νi
i bedeutet, dass die Periode n1 N/ν1-mal in der Signatur auf-
taucht.
Beweis. Dieses Theorem ist eine Konsequenz von theorem 6.0.18 oder
genauer gesagt ein Spezialfall dessen. Da sich aufgrund der Normalteilerei-
genschaft x
νi
i ∈ Γ1 ergibt, kann eine Periode von Γ nur Perioden gleichen
Werts induzieren, wenn νi tats￿chlich die kleinste Potenz mit dieser Eigen-
schaft ist. G￿be es noch eine kleinere Potenz, so erg￿be sich ein Widerspruch
zur Minimalit￿t. Im Falle h￿herer Potenzen w￿ren dies Vielfache und somit
keine Ordnungen oder es erg￿be sich ebenfalls ein Widerspruch. D.h. die Si-
gnatur von Γ1 kann nur solch eine Form aufweisen. Man beachte allerdings,
dass γx
νi
i γ−1 das induzierte Element ist und nicht x
νi
i .
Alternativ kann man sich ￿berlegen, dass K - die Untergruppe aller Ele-
mente, die die Nebenklassen von Γ1 festlassen - im Falle eines Normalteilers
Γ1 / Γ gerade Γ1 ist. W￿hlt man daher Γ/Γ1 als die Permutationsgruppe
G aus theorem 6.0.18 und die kanonische Abbildung θ : Γ −→ G als den
Epimorphismus, so ergibt sich folgendes:
Die Operation von Γ auf den Γ1-Nebenklassen ￿bertr￿gt sich auf Operation
von Γ/Γ1 auf den Γ1/Γ1-Nebenklassen. Γ/Γ1 operiert daher auf sich selbst
und es ergibt sich:
γΓ1 = Γ1γ = Γ1γΓ1x
νi
i = γΓ1x
νi
i = Γ1γx
νi
i
und somit ebenfalls:
x
νi
i ∈ Γ1
Mit obiger Argumentation und lemma 5.0.2 gilt: Wenn i ≤ p ist, so hat
θ(xi) N/mi Zyklen der L￿nge mi und f￿r p+i ≤ u hat θ(xp+i) N/ni Zyklen
der L￿nge ni. Mit theorem 6.0.18 folgt die Behauptung. Hierbei gilt νi =
mp+i/ni (p + i ≤ u) nur f￿r die elliptischen Perioden. 2
28Schreiben wir Γ in Signatur (5) und Γ1 in Signatur (6), so lautet die Riemann-
Hurwitz-Formel nun:
2g0 − 2 +
q X
i=1
N
νi

1 −
1
ni

= N
"
2g − 2 +
p X
i=1

1 −
1
mi
 q X
i=1

1 −
1
νini
#
8 Untergruppen von Dreiecksgruppen
definition 8.0.4 Unter einer Dreiecksgruppe verstehen wir eine Fuchssche
Gruppe mit Signatur
(0;m1,m2,m3;−;−)
Man schreibt auch k￿rzer
(m1,m2,m3).
Die drei in der Signatur gegebenen Perioden m1,m2,m3 m￿ssen die folgende
Ungleichung erf￿llen
1
m1
+
1
m2
+
1
m3
< 1,
denn genau dann gibt es ein hyperbolisches Dreieck ∆ mit Innenwinkeln
π/m1,π/m2,π/m3. Es sei hier angemerkt, dass diese Ungleichung auch aus
M (Γ) > 0 folgt. Jedes Doppeldreieck Dν = ∆ ∪ σ (∆) ist ein (nicht kanoni-
scher) Fundamentalbereich, wobei σ eine hyperbolische Spiegelung an einer
der drei Seiten sei. Die drei Eckpunkte von ∆ bilden die Fixpunkte der ellip-
tischen Erzeugenden x1,x2,x3 mit Drehwinkeln 2π/m1,2π/m2,2π/m3. Wir
haben also folgende Pr￿sentation
hx1,x2,x3 | x
m1
1 = x
m2
2 = x
m3
3 = x1x2x3 = 1i.
Zu diesem Abschnitt siehe [LAM05].
bemerkung. Man kann hier im Sinne von (2) ohne weiteres mi = ∞ zu-
lassen. Der zugeh￿rige Winkel betr￿gt dann 0 und es handelt sich hierbei um
eine parabolische Spitze. Man spricht auch hier von einer Dreiecksgruppe.
Wir werden von nun an Dreiecksgruppen mit ∆ bezeichnen, da dies h￿u￿g so
gemacht wird und eine vorteilhafte Bezeichnungsweise darstellt. Es besteht
dabei nicht die Gefahr der Verwechslung mit einem hyperbolischen Dreieck,
da die obige Bezeichnung eines solchen in dieser Arbeit einmalig ist. G sei
nach wie vor eine Permutationsgruppe, welche transitiv auf N Elementen
operiert. Wir betrachten eine solche Gruppe G nun als ein epimorphes Bild
einer Dreiecksgruppe ∆ = (l,m,n). theorem 6.0.18 garantiert einen solchen
Epimorphismus f￿r jede Untergruppe dieser Dreiecksgruppe. Im trivialen Fall
f￿r N = 1 und G = {id} ist dies die Gruppe selbst und existiert immer. G
29wird also von drei - nicht zwingend verschiedenen - Elementen a,b,c erzeugt,
welche die folgenden Relationen eingehen m￿ssen:
al = bm = cn = abc = 1
l,m und n sind unter gewissen Umst￿nden Vielfache der Ordnungen von a,b
und c. Die Permutation a habe λu u-Zyklen (u = 1,...,l − 1), b habe µv
v-Zyklen (v = 1,...,m − 1), und c habe νw w-Zyklen (w = 1,...,n − 1). Es
sei bemerkt, dass die Anzahlen der jeweiligen Zyklen zum Teil 0 aufweisen
k￿nnen bzw. m￿ssen. Dies ist zum Beispiel der Fall, wenn u - l. Die Zyklen
voller L￿nge sind hier mit Absicht nicht aufgef￿hrt, da sie die Signatur nicht
beein￿ussen. Mit diesen Bezeichnungen gilt ein ebenfalls von D. Singerman
[SIN70] stammendes Theorem:
theorem 8.0.20 Eine Untergruppe Γ1 einer Dreiecksgruppe ∆ mit Signa-
tur (l,m,n) muss die folgende Gleichung erf￿llen. Es gibt eine ganze Zahl
g ≥ 0, so dass
2g + 2 +
l−1 X
u=1
λu

1 −
u
l

+
m−1 X
v=1
µv

1 −
v
m

+
n−1 X
w=1
νw

1 −
w
n

= N

1 −
1
l
−
1
m
−
1
n

.
bemerkung. Dreiecksgruppen rein elliptischer Erzeugender enthalten kei-
ne parabolischen und erst recht keine hyperbolischen Randelemente. Sie ent-
halten allerdings hyperbolische Elemente, und zwar zwingend. W￿re dies
nicht der Fall, so w￿rden sie ausschlie￿lich aus elliptischen Elementen be-
stehen, und w￿ren daher endlich und elementar. Siehe [KAT92]. F￿r nicht
elementare Untergruppen von Dreiecksgruppen gilt dies nat￿rlich gleicher-
ma￿en. Wie nun aber das obige Theorem zeigt, k￿nnen sie ausschlie￿lich aus
hyperbolischen Elementen bestehen. Man spricht hier von torsionsfreien Un-
tergruppen oder sogenannten Fl￿chengruppen. Man erh￿lt solche zum Bei-
spiel als Kerne von Homomorphismen einer Dreiecksgruppe in eine endliche
Gruppe, welche von den Bildern der drei elliptischen Erzeugenden gleicher
Ordnungen erzeugt wird. Siehe hierzu [WOL06]. Diese sind sogar Normaltei-
ler und stehen in engem Zusammenhang mit regul￿ren Dessins und quasipla-
tonischen Riemannschen Fl￿chen. Wir werden im Rahmen dieser Arbeit noch
einmal genauer darauf zu sprechen kommen. Die Riemann-Hurwitz-Formel
lautet hierbei 2g + 2 = NM(∆).
Beweis. Mit theorem 6.0.18 hat Γ1 als Untergruppe in ∆ vom Index N
die Signatur
 
g;l(λ1),
l
2
(λ2)
,...,m(µ1),
m
2
(µ2)
,...,n(ν1),
n
2
(ν2)
;−;−
!
.
30Der Ausdruck l(λ1) ist so zu lesen, dass die Periode l λ1-mal in der Signatur
auftaucht. Mit der Riemann-Hurwitz-Formel (4) folgt nun die Behauptung
durch einsetzen. 2
folgerung 8.0.1 Betrachtet man eine Dreiecksgruppe ∆1 = (m0
1,m0
2,m0
3)
als Untergruppe einer Dreiecksgruppe ∆ = (m1,m2,m3) so vereinfacht sich
die Riemann-Hurwitz-Formel zu:

1 −
1
m0
1
−
1
m0
2
−
1
m0
3

= N

1 −
1
m1
−
1
m2
−
1
m3

,
wobei jede der Perioden m0
1,m0
2,m0
3 zumindest eine der Perioden m1,m2,m3
teilen muss.
Beweis. Die Behauptung ergibt sich in einfacher Weise aus theorem 8.0.20,
wobei man man dennoch darauf achten sollte, dass eine Periode durchaus
mehrere Perioden induzieren kann, und im Zuge dessen eine andere auch
keine, genauer gesagt dann nur die Identit￿t. 2
9 Inklusionen von Dreiecksgruppen
Wir hatten im Rahmen der Signatur auch den Begri￿ einer Isomorphieklas-
se R(Γ) bzgl. einer Signatur σ einer Fuchsschen Gruppe Γ eingef￿hrt. Wir
werden dies nun nutzen, um das folgende Theorem zu formulieren. Dieses
stammt wie viele andere Theoreme dieser Arbeit ebenfalls von D. Singerman
[SIN72]. Er gibt in seiner Arbeit allerdings nur eine Beweisskizze hierf￿r.
Im Folgenden wird der Beweis f￿r dieses Theorem dennoch bis ins Detail no-
tiert werden, damit seine Aussage f￿r jeden ohne gro￿e M￿he nachvollziehbar
wird. Wie uns theorem 6.0.18 lehrt, h￿ngt die Existenz einer Dreiecksgrup-
pe ∆1 als Untergruppe einer vorgegebenen Dreiecksgruppe ∆ lediglich von
der Signatur dieser ab, und so f￿hren wir folgende Sprechweise ein: Seien σ1
und σ die Signaturen dieser Dreiecksgruppen, so schreiben wir σ1 ⊆ σ, wenn
∆1 ⊆ ∆ und σ1 / σ, wenn ∆1 / ∆.
theorem 9.0.21 Die nun folgenden Tabellen beinhalten die komplette Lis-
te von Dreiecksgruppensignaturen σ1,σ mit σ1 ⊆ σ.
Normale Inklusionen σ1 / σ:
Typ σ1 σ Index
N1 (n,n,n) (3,3,n) 3
N2 (n,n,n) (2,3,2n) 6
N3 (n1,n1,n2) (2,n1,2n2) 2
31Nicht-normale Inklusionen σ1 ⊆ σ:
Typ σ1 σ Index
A (7,7,7) (2,3,7) 24
B (2,7,7) (2,3,7) 9
C (3,3,7) (2,3,7) 8
D (4,8,8) (2,3,8) 12
E (3,8,8) (2,3,8) 10
F (9,9,9) (2,3,9) 12
G (4,4,5) (2,4,5) 6
H (n,4n,4n) (2,3,4n) 6
I (n,2n,2n) (2,4,2n) 4
J (3,n,3n) (2,3,3n) 4
K (2,n,2n) (2,3,2n) 3
Die Parameter n,n1 und n2 m￿ssen so gew￿hlt werden, dass M(∆) > 0 und
M(∆1) > 0 ist.
Beweis. Wir zeigen zun￿chst die Behauptung f￿r die normalen Inklusionen:
Es seien ∆1,∆ Dreiecksgruppen mit ∆1 /∆ vom Index N. Wir schreiben ∆
in Signatur (5) und ∆1 in Signatur (6). Die Riemann-Hurwitz-Formel gibt
uns nun folgendes vor:
−2 +
q X
i=1
N
νi

1 −
1
ni

= N
"
−2 +
p X
i=1

1 −
1
mi
 q X
i=1

1 −
1
νini
#
Wir setzen
P :=
p X
i=1
1
mi
,Q :=
q X
i=1
1
νi
und schreiben die obige Gleichung wie folgt:
−2 = N (−2 + p + q − P − Q) (7)
Da ∆ eine Dreiecksgruppe ist, muss gelten:
p + q = 3 (8)
und da auch ∆1 eine Dreiecksgruppe ist, muss weiter gelten:
NQ = 3 (9)
Sind die letzten beiden Gleichungen erf￿llt, so bleibt nur zu zeigen, ob der in
theorem 6.0.18 verlangte Epimorphismus konstruiert werden kann. Hierbei
ist darauf zu achten, dass die Bilder der Erzeugenden einerseits die Relatio-
nen der kanonischen Pr￿sentation erf￿llt und andererseits die zur Induzie-
rung der Perioden der Untergruppe n￿tigen Zyklenl￿ngen aufweist.Es gibt
32genau 4 (p,q)-Tupel die Gleichung (8) erf￿llen. Wir werden diese nun nach-
einander abarbeiten.
p = 3 und q = 0 kann ausgeschlossen werden, da sich hier ein Widerspruch
zu (9) ergibt.
Sei nun p = 2 und q = 1, so ergibt Gleichung (7):
−2 = N(1 − P − Q)
Mit Q = 3/N folgt hieraus
P = (N − 1)/N
Also gilt
1
2
≤ P < 1
Weiter gilt
Q =
1
ν
=
3
N
und daher 3 | N.
F￿r N = 3 folgt P = 2/3 und Q = 1. Wir haben also ν = 1 und m1 = m2 =
3. Es ist zwar auch 1/2+1/6 = 2/3, dies ist aber nicht m￿glich, da mi ≤ N
sein muss. Siehe hierzu theorem 6.0.18. Wir haben also insgesamt:
(n,n,n) / (3,3,n) vom Index 3
Diese Inklusion ist Typ N1 und l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (1,2,3)
x2 7−→ (1,3,2)
x3 7−→ (1)(2)(3)
Diese Abbildung wird nun stellvertretend f￿r alle folgenden Abbildungen
genau erl￿utert werden, denn alle erf￿llen analoge Bedingungen, die nicht
jedes Mal genannt werden sollen: Die erste Periode 3 der Gruppe (3,3,n)
induziert die Identit￿t mit einem Zykel der L￿nge 3. Bei der zweiten Periode
3 verh￿lt es sich ebenso. Die dritte Periode n induziert dreimal sich selbst
mit 3 Zykeln der L￿nge 1. Es gilt
(1,2,3)3 = (1,3,2)3 = (1)(2)(3)n = (1,2,3)(1,3,2)(1)(2)(3) = id,
und daher sind die n￿tigen Bedingungen erf￿llt.
F￿r N = 6 folgt P = 5/6 und Q = 1/2. Wir haben also ν = 2 und m1 =
2,m2 = 3. D.h.
(n,n,n) / (2,3,2n) vom Index 6
33Diese Inklusion ist Typ N2 und l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (1,2)(3,4)(5,6)
x2 7−→ (3,2,5)(1,4,6)
x3 7−→ (1,5)(2,4)(3,6)
Wie man sich leicht ￿berlegt, kann N ≥ 9 (P ≥ 8/9) nicht vorkommen, da
1/m1 + 1/m2 ≤ 5/6 ist.
Sei nun p = 1 und q = 2, so ergibt Gleichung (7):
−2 = N(1 − P − Q)
Mit Q = 3/N folgt hieraus wieder
P = (N − 1)/N
Also gilt
1
2
≤ P < 1
Da hier P ≤ 1
2 sein muss, folgt
P =
1
2
und daher
N = 2 und Q =
3
2
Wir haben also m = 1 und ν1 = 1,ν2 = 2. Wir haben also insgesamt:
(n1,n1,n2) / (2,n1,2n2) vom Index 2
Diese Inklusion ist Typ N3 und l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (1,2)
x2 7−→ (1)(2)
x3 7−→ (1,2)
Sei nun p = 0 und q = 3, so ergibt Gleichung (7):
−2 = N(1 − Q)
Daher folgt
N = 1
mit Gleichung (9).
Bei allen bisher konstruierten Epimorphismen ist der Stabilisator eines Ele-
ments trivialerweise die Identit￿t, und somit Normalteiler. Laut [ART98,
S.65 Satz 7.4] gilt dies dann auch f￿r dessen Urbild, sprich ∆1. Damit ist die
34erste Tabelle vollst￿ndig bewiesen.
Es bleiben nunmehr die nicht-normalen Inklusionen. Schreiben wir σ =
(m1,m2,m3) und σ1 = (m0
1,m0
2,m0
3), so ergibt sich der Index N mit Hil-
fe der vereinfachten Riemann-Hurwitz-Formel aus folgerung 8.0.1:
N =
1 −
1
m0
1
−
1
m0
2
−
1
m0
3
1 −
1
m1
−
1
m2
−
1
m3
(10)
Die Vorgehensweise ist nun folgende: Zun￿chst sollte N > 2 sein, denn N ≥ 2
ist generell der Fall und bei Gleichheit l￿ge ein Normalteiler vor. Zudem m￿s-
sen die Perioden von σ1 die entsprechenden Perioden von σ teilen. Sind die
letzten beiden Kriterien erf￿llt, so bleibt nur zu zeigen, ob der in theorem
6.0.18 verlangte Epimorphismus konstruiert werden kann.
Einigen wir uns auf die Konvention, dass die Perioden der Signatur in auf-
steigender Reihenfolge angegeben werden, so sind die einzigen Kandidaten
f￿r σ die Signaturen (2,3,m) mit m ≥ 7 oder (2,4,m) mit m ≥ 5.
Man sieht dies durch Ausschlie￿en der anderen M￿glichkeiten: Alle Signa-
turen, die kleinere Perioden aufweisen, lassen sich als Dreiecksgruppe nicht
realisieren, da hierbei M(∆) ≤ 0 w￿re.
Um alle Signaturen mit gr￿￿eren Perioden auszuschlie￿en ben￿tigen wir meh-
rere Betrachtungen: Sei zun￿chst σ = (2,5,m) mit m ≥ 5. In Einklang mit
(10) ist die Untergruppe mit maximalem Index σ1 = (m,m,m). Der Index
errechnet sich wie folgt:
N =
10(m − 3)
3m − 10
≤ 4
Die einzige L￿sung hierbei mit ganzen Zahlen m,N ist m = 5,N = 4, da
N > 2. (5,5,5) kann aber nicht als Untergruppe von (2,5,5) existieren, denn
das Bild eines Elements der Ordnung 5 unter einem Epimorphismus in ei-
ne Permutationsgruppe transitiv auf 4 Punkten kann nur die Identit￿t sein,
und diese w￿rde 4 mal Periode 5 induzieren. F￿r alle restlichen M￿glich-
keiten f￿r Untergruppen kommt nur Index 3 in Frage. Wie man sich leicht
￿berlegt wird in diesem Fall mindestens eine Periode 2 induziert. F￿r die
hierbei verbleibenden M￿glichkeiten ist allerdings (10)< 3.
Weiter sei σ = (2,6,m) mit m ≥ 6. Betrachtet man wieder die Untergruppe
von maximalem Index σ1 = (m,m,m), so ergibt sich N = 3. Wie in einer
der obigen ￿berlegungen m￿sste hier mindestens eine Periode 2 induziert
werden. Es ist also nicht m￿glich. F￿r die verbleibenden M￿glichkeiten f￿r
Untergruppen gilt wieder (10)< 3.
Ab σ = (2,l,m) mit m ≥ l ≥ 7 ist selbst der maximale Index < 3.
F￿r σ = (3,3,m) und σ1 = (m,m,m) ist N = 3 und σ1 / σ. Diese Inklusion
ist uns also schon einmal begegnet. F￿r die verbleibenden M￿glichkeiten f￿r
35Untergruppen der (3,3,m) folgt der Widerspruch analog zur bishergen Vor-
gehensweise.
F￿r σ = (3,4,m) und s￿mtliche Signaturen mit h￿heren Perioden gilt f￿r
den maximalen Index N < 3. Diese Relationen sind alle nicht m￿glich.
Wir k￿nnen uns nun also der Au￿ndung aller geeigneten Untergruppensi-
gnaturen bzgl. der Signaturen (2,3,m) mit m ≥ 7 oder (2,4,m) mit m ≥ 5
widmen. Wir werden dies mit Hilfe zweier Maple-Programme [MAP] be-
w￿ltigen, deren Funktionsweise hier kurz erl￿utert werden soll, und deren
Quellcode sich zur Einsicht im Anhang be￿ndet.
Zun￿chst einmal werden wir alle Untergruppen der (2,3,∞) und (2,4,∞)
bestimmen. Die einzigen Perioden die hier induziert werden k￿nnen sind
2,3,∞ bzw. 2,4,∞, und wie man theorem 6.0.18 entnehmen kann, muss ∞
mindestens einmal induziert werden. Das sich im Anhang be￿ndliche ￿Maple-
Programm 1￿ berechnet unter Beachtung dieser Erkenntisse alle L￿sungen
der Riemann-Hurwitz-Formel (10) mit ganzzahligem N ≥ 2, die wir nun
Schritt f￿r Schritt abarbeiten werden. Wie wir im Zuge dessen erkennen
werden, erschlie￿en sich uns hierbei s￿mtliche Inklusionen, die damit stark
zusammenh￿ngen:
(2,∞,∞) ⊆ (2,3,∞) vom Index 3
l￿sst sich nur mit einer Abbildung folgender Struktur realisieren:
x1 7−→ (1,3)(2)
x2 7−→ (1,3,2)
x3 7−→ (1,2)(3)
hieraus resultiert Typ K, also (2,n,2n) ⊆ (2,3,2n).
(3,3,∞) ⊆ (2,3,∞) vom Index 2
l￿sst sich nur als Normalteiler realisieren. Siehe oben.
(3,∞,∞) ⊆ (2,3,∞) vom Index 4
l￿sst sich nur mit einer Abbildung folgender Struktur realisieren:
x1 7−→ (1,4)(2,3)
x2 7−→ (1,4,2)(3)
x3 7−→ (1,3,2)(4)
hieraus resultiert Typ J, also (3,n,3n) ⊆ (2,3,3n).
(∞,∞,∞) ⊆ (2,3,∞) vom Index 6
36l￿sst sich au￿er als Normalteiler - siehe oben - nur mit einer Abbildung
folgender Struktur realisieren:
x1 7−→ (1,3)(4,5)(2,6)
x2 7−→ (1,4,5)(2,6,3)
x3 7−→ (1,4,3,2)(5)(6)
hieraus resultiert Typ H, also (n,4n,4n) ⊆ (2,3,4n).
(2,∞,∞) ⊆ (2,4,∞) vom Index 2
l￿sst sich nicht realisieren, da Periode 2 bei geradem Index nicht induziert
werden kann.
(4,4,∞) ⊆ (2,4,∞) vom Index 2
l￿sst sich nur als Normalteiler realisieren. Siehe oben.
(4,∞,∞) ⊆ (2,4,∞) vom Index 3
l￿sst sich nicht realisieren, da Periode 2 bei ungeradem Index einmal induziert
werden muss.
(∞,∞,∞) ⊆ (2,4,∞) vom Index 4
l￿sst sich nur mit einer Abbildung folgender Struktur realisieren:
x1 7−→ (1,3)(2,4)
x2 7−→ (1,3,2,4)
x3 7−→ (1,2)(3)(4)
hieraus resultiert Typ I, also (n,2n,2n) ⊆ (2,4,2n).
Weitere Inklusionen, die ∞ als Periode enthalten, und somit auch Inklusio-
nen, die die Variable n in der Signatur zulassen, gibt es nicht.
Alle restlichen Inklusionen k￿nnen mit dem sich im Anhang be￿ndlichen
￿Maple-Programm 2￿ ermittelt werden. Es wird kurz dessen Funktionsweise
erkl￿rt, damit ersichtlich wird, dass dieses Programm tats￿chlich alle m￿gli-
chen Inklusionen errechnet.
Zun￿chst kann man sich ￿berlegen, dass die einzigen Perioden, die hierbei
induziert werden k￿nnen, 2,3 bzw. 2,4 und in beiden F￿llen Teiler von m
sind. Betrachtet man die Riemann-Hurwitz-Formel (10) f￿r die Untergruppe
(m,m,m) ⊆ (2,3,m) von maximalem Index, so gilt (10) ≤ 24. In Einklang
mit theorem 6.0.18 kann also kleinstenfalls m/24 als Periode induziert wer-
den. Analog gilt f￿r die Untergruppe (m,m,m) von maximalem Index in
(2,4,m): (10) ≤ 8. Kleinstenfalls kann hierbei also m/8 induziert werden.
37Dieses gibt uns eine endliche Anzahl von M￿glichkeiten f￿r die Gestalt der Si-
gnatur der Untergruppe an die Hand. Die rechte Seite der Riemann-Hurwitz-
Formel (10) kann nun f￿r jede m￿gliche Kombination als eine von m abh￿n-
gige gebrochen-rationale Funktion aufgefasst werden. Diese ist f￿r (2,3,m)
bzw. (2,4,m) auf dem Intervall [7,∞) bzw. [5,∞) eine stetige Funktion,
deren Bildbereich - in dem f￿r uns relevanten Bereich - im Intervall [0,24]
bzw. [0,8] beschr￿nkt ist. Mit dem f￿r uns relevanten Bereich sei hier das
Intervall bezeichnet, in dem die Funktion nur noch positive Werte annimmt,
also genau dieser Bereich, in dem sowohl die Gruppe als auch die Unter-
gruppe existieren, sprich M(∆) > 0 ist. Es kann durchaus vorkommen, dass
dieses erst ab einer gr￿￿eren ganzen Zahl - sp￿ter mit k bezeichnet - als 7
bzw. 5 der Fall ist. Zudem besitzt die Funktion einen festen Grenzwert f￿r
m → ∞. Ist dieser ganzzahlig, so ergibt sich eine der Inklusionen, bei denen
∞ als Periode auftaucht. Da wir diese bereits weiter oben diskutiert haben,
werden sie nicht ausgegeben. Das Programm ermittelt zun￿chst die kleinste
ganze Zahl k, mit der sowohl Nenner als auch Z￿hler gr￿￿er Null sind, und
liest anschlie￿end mit Hilfe einer Schleife beginnend mit k alle ganzzahligen
Bilder der Funktion aus, indem es sich am Grenzwert orientiert, der im Falle
einer nicht konstanten Funktion entweder das In￿num oder das Supremum
bildet. Das folgende Beispiel wird dies verdeutlichen:
Abbildung 7: Funktion zur Inklusion (2,m,m) ⊆ (2,3,m)
Die oben abgebildete Funktion ist also
1 −
1
2
−
1
m
−
1
m
1 −
1
2
−
1
3
−
1
m
.
Wie man sich leicht ￿berlegt, muss bei ungeradem Index genau eine Periode
2 induziert werden. Das Programm verhindert die Ausgabe von Inklusionen,
38die dies nicht erf￿llen. Zus￿tzlich wird die Ausgabe s￿mtlicher bereits weiter
oben diskutierter Inklusionen verhindert, um den Aufwand zu verringern. Zu
obiger Funktion erh￿lt man daher folgende Ausgabe:
9 (2,7,7) (2,3,7)
5 (2,9,9) (2,3,9)
4 (2,12,12) (2,3,12)
Wir werden nun wie bereits zuvor Schritt f￿r Schritt alle in der Ausgabe des
Programms vorgegebenen M￿glichkeiten abarbeiten:
(4,4,5) ⊆ (2,4,5) vom Index 6
l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (1,6)(2,3)(4,5)
x2 7−→ (1,6,2,4)(3)(5)
x3 7−→ (1,5,4,3,2)(6)
Diese Inklusion ist Typ G.
(4,4,6) ⊆ (2,4,6) vom Index 4
l￿sst sich nicht realisieren, da Periode 4 nicht zweimal sich selbst induzieren
kann ohne eine weitere 2 oder zweimal Periode 4 zu induzieren.
(5,5,5) ⊆ (2,4,5) vom Index 8
l￿sst sich nicht realisieren, da man hier zwar die n￿tigen Zyklenl￿ngen w￿hlen
k￿nnte, allerdings kein epimorphes Bild in eine Permutationsgruppe ￿ndet.
(6,6,6) ⊆ (2,4,6) vom Index 6
l￿sst sich nicht realisieren, da Periode 4 hierbei au￿er sich selbst entweder
Periode 2 oder zweimal sich selbst induzieren m￿sste.
(3,3,7) ⊆ (2,3,7) vom Index 8
l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (1,8)(2,7)(3,4)(5,6)
x2 7−→ (1,8,2)(3,5,7)(4)(6)
x3 7−→ (1,7,6,5,4,3,2)(8)
Diese Inklusion ist Typ C.
(2,7,7) ⊆ (2,3,7) vom Index 9
39l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (1,3)(2,8)(7,5)(6,9)(4)
x2 7−→ (1,4,5)(2,8,3)(7,6,9)
x3 7−→ (1,7,6,5,4,3,2)(8)(9)
Diese Inklusion ist Typ B.
(2,9,9) ⊆ (2,3,9) vom Index 5
l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens zweimal
selbst induzieren m￿sste.
(2,12,12) ⊆ (2,3,12) vom Index 4
l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens einmal selbst
induzieren m￿sste.
(3,7,7) ⊆ (2,3,7) vom Index 16
l￿sst sich nicht realisieren, da man hier zwar die n￿tigen Zyklenl￿ngen w￿hlen
k￿nnte, allerdings kein epimorphes Bild in eine Permutationsgruppe ￿ndet.
(3,8,8) ⊆ (2,3,8) vom Index 10
l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (7,9)(10,4)(8,6)(3,5)(1,2)
x2 7−→ (8,7,9)(5,4,10)(1,3,6)(2)
x3 7−→ (1,8,7,6,5,4,3,2)(9)(10)
Diese Inklusion ist Typ E.
(3,9,9) ⊆ (2,3,9) vom Index 8
l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens zweimal
selbst induzieren m￿sste.
(7,7,7) ⊆ (2,3,7) vom Index 24
l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (1,22)(2,7)(3,11)(4,17)(5,20)(6,12)
(9,14)(13,19)(10,18)(8,23)(15,14)(16,21)
x2 7−→ (1,22,2)(3,12,7)(4,18,11)(8,23,9)
(5,21,17)(6,13,20)(10,19,14)(15,24,16)
x3 7−→ (1,7,6,5,4,3,2)(8,14,13,12,11,10,9)
(15,21,20,19,18,17,16)(22)(23)(24)
40Diese Inklusion ist Typ A.
(9,9,9) ⊆ (2,3,9) vom Index 12
l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (1,10)(6,8)(11,4)(3,5)(12,7)(2,9)
x2 7−→ (1,10,2)(4,11,5)(7,12,8)(9,3,6)
x3 7−→ (1,9,8,7,6,5,4,3,2)(10)(11)(12)
Diese Inklusion ist Typ F.
(15,15,15) ⊆ (2,3,15) vom Index 8
l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens zweimal
selbst induzieren m￿sste.
(4,8,8) ⊆ (2,3,8) vom Index 12
l￿sst sich mit folgender Abbildung realisieren:
x1 7−→ (12,5)(4,6)(3,9)(2,8)(1,11)(10,7)
x2 7−→ (12,6,5)(11,2,1)(9,4,7)(10,8,3)
x3 7−→ (1,8,7,6,5,4,3,2)(9,10)(11)(12)
Diese Inklusion ist Typ D.
(6,12,12) ⊆ (2,3,12) vom Index 8
l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens zweimal
selbst induzieren m￿sste.
(3,9,9) ⊆ (2,3,9) vom Index 8
l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens zweimal
selbst induzieren m￿sste.
(2,12,12) ⊆ (2,3,12) vom Index 4
l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens einmal selbst
induzieren m￿sste.
(4,4,6) ⊆ (2,3,12) vom Index 4
l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens einmal selbst
induzieren m￿sste.
(5,5,5) ⊆ (2,3,15) vom Index 4
41l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens einmal selbst
induzieren m￿sste.
(6,6,6) ⊆ (2,3,24) vom Index 4
l￿sst sich nicht realisieren, da sich Periode 3 hierbei mindestens einmal selbst
induzieren m￿sste.
Damit ist der Beweis nun vollst￿ndig. 2
42Teil III
Untergruppendiagramme von
Dreiecksgruppeninklusionen
Bevor wir in diesem Teil der Arbeit zu unserem zentralen Problem gelangen,
muss mit Hilfe von theorem 6.0.18 noch gekl￿rt werden, wie verschiedene
Untergruppen der selben Signatur entstehen k￿nnen, und im Zuge dessen,
wie viele verschiedene Unterguppen insgesamt vorkommen k￿nnen. Da der
Beweis von theorem 6.0.18 so konstruktiver Natur ist und die Induzie-
rungsstruktur hier bis ins Detail nachvollzogen werden kann, gibt uns dieses
Theorem eine sehr gute Basis zur Ergr￿ndung dieses Problems. Wir werden
dann feststellen k￿nnen, dass die Anzahlen verschiedener signaturgleicher
Untergruppen mit denen ￿bereinstimmen, die J. Wolfart und E. Girondo in
ihrer Arbeit [GW05] durch eine geometrische Betrachtung gewinnen. Bevor
wir allerdings mit diesem Problem vorlieb nehmen wollen, werden wir zu-
n￿chst mit zwei Beispielen ￿ber Dreiecksgruppen beginnen, damit der Leser
diese Problematik Schritt f￿r Schritt nachvollziehen kann. Es kann vorkom-
men, dass bei Inklusionen von Fuchsschen Gruppen mehrere verschiedene
Perioden gleicher Gr￿￿e in der Obergruppe existieren. Wir werden solche
Inklusionen im Folgenden als Ausnahme-Inklusionen bezeichnen, da es bei
unserem Hauptgegenstand, den Dreiecksgruppen, nur eine Inklusion dieser
Art gibt. Das folgende erste Beispiel zeigt diese in einem Zahlenbeispiel.
10 Beispiele verschiedener signaturgleicher Unter-
gruppen bei Inklusionen von Dreiecksgruppen
Als erstes betrachten wir zwei m￿gliche Inklusionen (n1,n1,n2)/(2,n1,2n2)
vom Index 2 im Fall n1 = 2n2 = 6. Wie wir sp￿ter feststellen werden, sind
diese bereits die zwei einzig M￿glichen. Der zugeh￿rige Epimorphismus war
im Abschnitt zuvor folgenderma￿en gew￿hlt worden:
x1 7−→ (1,2)
x2 7−→ (1)(2)
x3 7−→ (1,2)
Man erh￿lt hierbei also (3,6,6) / (2,6,6).
Die erste Periode 6 der Gruppe (2,6,6) induziert zweimal sich selbst mit 2
Zykeln der L￿nge 1. Die zweite Periode 6 induziert einmal Periode 3 mit
einem Zykel der L￿nge 2. Man kann diese Induzierungsstruktur der beiden
Perioden 6 allerdings vertauschen ohne die Signatur der Untergruppe zu
43￿ndern oder den Epimorphismus zu gef￿hrden. Explizit bedeutet das:
x1 7−→ (1,2)
x2 7−→ (1,2)
x3 7−→ (1)(2)
Wie sich diese ˜nderung geometrisch darstellt, und ob man hier tats￿chlich
zwei verschiedene Untergruppen erh￿lt, l￿sst sich sehr gut an der folgenden
Abbildung erkennen:
Abbildung 8: Alle Inklusionen einer (3,6,6) in einer gegebenen (2,6,6)
bemerkung. Die mit einer durchgezogenen und durchbrochenen schwar-
zen Linie dargestellte Parkettierung der Einheitskreisscheibe ist die der (2,6,
6). Die nur mit einer durchbrochenen schwarzen Linie dargestellte Parket-
tierung ist die der (3,6,6). Beide sind so gew￿hlt, dass einer der elliptischen
Fixpunkte des Fundamentalbereichs den Ursprung ￿xiert. Wir hatten dies
bereits weiter oben in einer Bemerkung diskutiert. Man kann hier nun sehr
sch￿n sehen, wie diese Parkettierungen einer gewissen Drehsymmetrie un-
terliegen, da das entsprechende elliptische Element alle euklidischen L￿n-
gen unver￿ndert l￿sst. Die Abbildungen stammen von einer Internetseite
E.Girondos [HP], auf der sich noch viele weitere sch￿ne Beispiele be￿nden.
Die Art und Weise, wie im obigen Beispiel verschiedene Untergruppen ent-
stehen k￿nnen, bildet bei den Dreiecksgruppeninklusionen tats￿chlich eine
Ausnahme. Wie dies in allen anderen F￿llen geschieht, werden wir nun sehr
gut an dem folgenden Beispiel erkennen k￿nnen:
Hierzu betrachten wir vier m￿gliche Inklusionen (3,n,3n) ⊆ (2,3,3n) vom
Index 4 im Fall n = 4. Wie wir auch hier feststellen werden, sind dies bereits
44die vier einzig M￿glichen. Der zugeh￿rige Epimorphismus war im Abschnitt
zuvor folgenderma￿en gew￿hlt worden:
x1 7−→ (1,4)(2,3)
x2 7−→ (1,4,2)(3)
x3 7−→ (1,3,2)(4)
Man erh￿lt hierbei also (3,4,12) ⊆ (2,3,12).
Die hierbei entstehende Permutationsgruppe hat Ordnung 12 und ist daher
sehr ￿berschaubar. Sie besteht aus den Elementen
id,(1,2)(3,4),(1,3)(2,4),(1,4)(2,3),(1,3,4),(1,4,3),
(2,3,4),(2,4,3),(1,2,4),(1,4,2),(1,3,2),(1,2,3).
Betrachtet man den Beweis von theorem 6.0.18, so stellt man fest, dass
es unerheblich ist, welchen Stabilisator der Permutationsgruppe man w￿hlt.
Wie man hier nun leicht erkennen kann sind alle vier Stabilisatoren der
Elemente {1,2,3,4} verschieden und rufen somit auch vier verschiedene Un-
tergruppen der selben Signatur hervor. Die folgende Abbildung zeigt dies,
wie im letzten Beispiel, anhand einer gegebenen Parkettierung der Einheits-
kreisscheibe:
45Abbildung 9: Alle Inklusionen einer (3,4,12) in einer gegebenen (2,3,12)
Die Abbildungen stammen ebenfalls von E.Girondos Internetseite [HP].
Wie bereits zuvor angemerkt wurde, gibt das obige Beispiel die Begeben-
heiten f￿r Untergruppen gleicher Signatur sehr gut wieder. Aber gen￿gt
es stellvertretend einen Epimorphismus zu studieren? Abgesehen von den
M￿glichkeiten, die das erste Beispiel bietet, gibt es im Rahmen des zweiten
Beispiels dennoch eine Vielzahl von M￿glichkeiten zur Wahl des Epimorphis-
mus, um eine Untergruppe der gleichen Signatur hervorzurufen. Hierzu zwei
Beispiele:
x1 7−→ (1,4)(2,3)
x2 7−→ (1,4,2)(3)
x3 7−→ (1,3,2)(4)
oder
x1 7−→ (1,3)(2,4)
x2 7−→ (4,3,2)(1)
x3 7−→ (1,3,2)(4).
Auch wenn es noch viele weitere Beispiele gibt diesen Epimorphismus zu
gestalten, werden wir feststellen, dass es zumindest f￿r alle Dreiecksgruppe-
ninklusionen ausreicht, stellvertretend einen Epimorphismus zu studieren.
4611 Permutationsisomorphismen zwischen endlichen
transitiven Permutationsgruppen
Um das zuvor erkl￿rte Problem l￿sen zu k￿nnen, m￿ssen wir erneut einen
kleinen Aus￿ug in die Theorie der Permutationsgruppen unternehmen.
definition 11.0.5 Zwei Permutationsgruppen G,G0 ⊆ SN hei￿en permu-
tationsisomorph, wenn sie in SN konjugiert sind.
Permutationsisomorphismen sind daher auch zykelstrukturerhaltend. Damit
dieser Begri￿ etwas handlicher wird, betrachten wir nun ein Kriterium hier-
f￿r. Siehe hierzu [HUL96].
lemma 11.0.3 Es seien G,G0 ⊆ SN transitive Permutationsgruppen, Gi
und G0
i die jeweiligen Stabilisatoren des Elements i ∈ {1,...,N} sowie ϕ :
G −→ G0 ein Isomorphismus. ϕ ist genau dann durch Konjugation in SN
realisiert, wenn ϕ(Gi) in G0 zu G0
i konjugiert ist.
Man kann dies auch etwas allgemeiner formulieren:
lemma 11.0.4 Es seien G,G0 ⊆ SN transitive Permutationsgruppen, sowie
ϕ : G −→ G0 ein Permutationsisomorphismus, so f￿hrt ϕ Stabilisatoren in
Stabilisatoren ￿ber.
Beweis. Dies folgt unmittelbar aus lemma 11.0.3 und der Isomorphieei-
genschaft, da die Stabilisatoren einer transitiven Permutationsgruppe alle
zueinander konjugiert sind. 2
12 Die Anzahl verschiedener signaturgleicher Un-
tergruppen bei Inklusionen von Dreiecksgrup-
pen
Um die Frage zu beantworten, ob man stellvertretend einen Epimorphismus
untersuchen kann, um alle verschiedenen signaturgleichen Untergruppen bei
Inklusionen von Dreiecksgruppen zu erlangen, werden wir nun den Begri￿
der Permutationsisomorphie auf dieses Problem anwenden, und werden fest-
stellen, dass dieser gerade die Antwort liefert. Wir de￿nieren zun￿chst die
folgende Begri￿ichkeit:
definition 12.0.6 Sei ∆ eine Dreiecksgruppe, und seien G,G0 ⊆ SN zwei
transitive Permutationsgruppen, die in Einklang mit theorem 6.0.18 jeweils
eine Untergruppe gleicher Signatur vom Index N in ∆ hervorrufen. Wir sa-
gen zwei Epimorphismen θ : ∆ −→ G und θ0 : ∆ −→ G0 besitzen die gleiche
Induzierungsstruktur, wenn die Bilder der Erzeugenden x1,x2,x3 unter bei-
den Epimorphismen jeweils die gleichen Zyklenl￿ngen aufweisen, d.h. θ(xi)
und θ0 (xi) haben die gleiche Zyklenstruktur f￿r i = 1,2,3.
47Seien ∆,G und G0 wie in der obigen De￿nition, und seien θ und θ0 zwei
beliebige Epimorphismen gleicher Induzierungsstruktur in die Permutations-
gruppen G und G0. Betrachte folgendes Diagramm:
∆
θ












θ0
 2 2 2 2 2 2 2 2 2 2 2
G // ϕ // // G0
Dieses Diagramm ist immer kommutativ, da die Permutationsgruppen G und
G0 als abstrakte Gruppen immer isomorph sind, wenn man die Bilder der
Erzeugenden x1,x2,x3 jeweils aufeinander abbildet. Dies liegt einfach daran,
dass beide die entsprechenden Relationen al = bm = cn = abc = 1 erf￿llen.
L￿sst sich ϕ aber durch Konjugation in SN realisieren, so vertauscht sich
im Grunde nur die Nummerierung in den Elementen, daher auch die der
Nebenklassen des Stabilisators bzgl. der isomorphen Operation wie sie lem-
ma 5.0.2 beschreibt, und damit unter Umst￿nden auch die des Stabilisators
selbst als die triviale Nebenklasse. Alle Nebenklassen des Stabilisators und
damit auch die der Untergruppe der Dreiecksgruppe im Urbild des in theo-
rem 6.0.18 verlangten Epimorphismus θ, die durch die Operation eines der
Erzeugenden von rechts zu Zyklen zusammengefasst werden, bleiben hier-
bei als Zyklen erhalten und werden bei θ0 lediglich durch andere Zahlen aus
{1,...,N} repr￿sentiert. Die selbe Untergruppe kann also bei diesen beiden
Epimorphismen lediglich das Urbild verschiedener Stabilisatoren sein.
Dies wird nun an einem Beispiel verdeutlicht werden. Betrachte:
∆
θ −→ G
ϕ
−→ G0
x1 7−→ (1,4)(2,3) 7−→ (1,3)(2,4)
x2 7−→ (1,4,2)(3) 7−→ (4,3,2)(1)
x3 7−→ (1,3,2)(4) 7−→ (1,3,2)(4).
Hierbei ist der Isomorphismus ϕ zwischen den Permutationsgruppen durch
das Element (132) als Permutationsisomorphismus realisierbar. Dass hierbei
die selbe Permutationsgruppe entsteht, ist nicht bei allen Inklusionen so.
Dies liegt in diesem Fall einfach daran, dass in ihr bereits alle Dreierzyklen
und die zweier disjunkter Transpositionen enthalten sind, die sich in S4 ￿n-
den lassen. Die Untergruppe, die sich beim Epimorphismus θ als Urbild des
Stabilisators G3 ergibt, ist im zusammengesetzten Epimorphismus θ0 = ϕ◦θ
das Urbild des Stabilisators G1.
48W￿re dies im Allgemeinen gegeben, so w￿rde es ausreichen, hier nur stell-
vertretend einen beliebig gew￿hlten Epimorphismus zu untersuchen, um die
Frage der Anzahl verschiedener Untergruppen gleicher Signatur einer gege-
benen Gruppe zu kl￿ren.
definition 12.0.7 L￿sst sich ϕ im obigen Diagramm f￿r beliebige Permu-
tationsgruppen gleicher Induzierungsstruktur immer durch Konjugation in
SN realisieren, so sagen wir, die Wahl des Epimorphismus sei eindeutig bis
auf Permutationsisomorphie.
Eine solche eindeutige Wahl eines Epimorphismus bis auf Permutationsiso-
morphie ist zwar f￿r alle Inklusionen von Dreiecksgruppen gegeben, wie wir
anschlie￿end feststellen werden, l￿sst sich aber im Allgemeinen nicht so ein-
fach behaupten. Alexander Hulpke war so nett mir hierf￿r zwei Gegenbeispie-
le zu nennen. Zum Einen sind Isomorphismen zwischen Permutationsgrup-
pen, die beide die gew￿nschten Relationen al = bm = cn = abc = 1 erf￿llen,
nicht automatisch zykelstrukturerhaltend, wie folgendes Beispiel zeigt:
(1,2,3,4,5) 7−→ (1,2,3,4,5)
(1,5,3,6,2) 7−→ (2,5,4,3,6)
(2,6)(3,4) 7−→ (1,5)(2,6)
Der durch die obige Vorschrift de￿nierte Automorphismus der A6 bildet
(1,2,3) auf (1,4,3)(2,6,5) ab.
Zum Anderen sind zykelstrukturerhaltende Isomorphismen nicht automa-
tisch Permutationsisomorphismen. Ein Gegenbeispiel hierzu werden wir sp￿-
ter in Abschnitt 14 betrachten.
49theorem 12.0.22 Bei allen Dreiecksgruppeninklusionen ist die Wahl des
Epimorphismus eindeutig bis auf Permutationsisomorphie. Es gilt:
Typ Index |G| |G1| G1 ∼ =
N1 3 3 1 C1
N2 6 6 1 C1
N3 2 2 1 C1
A 24 168 7 C7
B 9 504 56 C7 n (C2 × C2 × C2)
C 8 168 21 C7 o C3
D 12 96 8 C8
E 10 720 72 C8 n (C3 × C3)
F 12 324 27 C3 n C9
G 6 120 20 C5 o C4
H 6 24 4 C4
I 4 8 2 C2
J 4 12 3 C3
K 3 6 2 C2
Beweis. Die in der Tabelle gegebenen Ergebnisse lassen sich sehr einfach
mit Hilfe von dem in Maple [MAP] bereitgestellten Paket f￿r Gruppen und
den darin enthaltenen Anwendungen f￿r Permutationsgruppen errechnen.
F￿r die Struktur des Stabilisators in den F￿llen, in denen ein semidirektes
Produkt vorliegt, bietet Maple einen Normalteilertest und eine Liste von Ne-
benklassenrepr￿sentanten, die dies sehr leicht erkennen l￿sst. Hierzu wurden
die Gruppen untersucht, die bereits im Beweis zu theorem 9.0.21 gew￿hlt
wurden. Dass dies f￿r alle m￿glichen Gruppen so ist, ergibt sich sp￿ter durch
die Eigenschaft der Permutationsisomorphie.
Um nun zu zeigen, dass bei allen genannten Inklusionen Eindeutigkeit bis
auf Permutationsisomorphie vorliegt, werden wir zeigen, dass hierbei Stabi-
lisatoren immer in Stabilisatoren ￿berf￿hrt werden.
Bei allen normalen Inklusionen ist dies sehr einfach einzusehen, da der Sta-
bilisator hierbei die triviale Untergruppe {id} bildet, und daher durch einen
beliebigen Isomorphismus nur in sich ￿berf￿hrt werden kann.
In den F￿llen, bei denen der Stabilisator eine zyklische Untergruppe bil-
det, kommt man mit den folgenden ￿berlegungen zum Ziel: Die Idee hierf￿r
stammt aus einer Arbeit von Alexander Hulpke, in der er zykelstrukturer-
haltende Automorphismen von Permutationsgruppen betrachtet. Sie l￿sst
sich aber auch auf unser Problem anwenden, auch wenn wir noch nicht wis-
sen, dass unsere Isomorphismen zykelstrukturerhaltend sind. Aufgrund von
lemma 11.0.3 gen￿gt es, nur f￿r einen Stabilisator zu zeigen, dass dieser
in einen Stabilisator ￿berf￿hrt wird. Da sich des Weiteren ein Erzeugen-
des eines Stabilisators in allen solchen F￿llen bereits unter den Erzeugenden
der Permutationsgruppe ￿nden l￿sst, gen￿gt die Tatsache, dass die Erzeu-
50genden zykelstrukturerhaltend abgebildet werden. Diese Eigenschaft m￿ssen
allerdings alle unsere Isomorphismen erf￿llen, damit sie die gleiche Induzie-
rungsstruktur besitzen. Ist der entsprechende Stabilisator von einem Element
zyklisch erzeugt, so besitzt dessen Bild unter dem jeweiligen Isomorphismus
ebensoviele Fixpunkte, wie das Element selbst. Durch die zyklische Erzeu-
gung besitzen alle Elemente der Bildgruppe des Stabilisators die selben Fix-
punkte. Dass hierbei auch ein Stabilisator vorliegt, liegt dann einfach an der
Isomorphieeigenschaft.
In allen restlichen F￿llen l￿sst sich nicht allgemein zeigen, dass Stabilisa-
toren in Stabilisatoren ￿berf￿hrt werden. Wir werden in Abschnitt 14 ein
Gegenbeispiel hierf￿r kennen lernen. Die Gruppe, von der dort die Rede
sein wird, ist isomorph zur PSL(3,2) und besitzt Stabilisatoren isomorph
zu C2 n (C3 n (C2 × C2)), deren Gestalt den oben genannten sehr ￿hnlich
ist. Wir haben hier also keine andere Wahl, als die Gruppen einzeln zu be-
trachten. In allen diesen F￿llen - mit Ausnahme der Inklusion F - kann man
zeigen, dass die Stabilisatoren die einzigen zueinander konjugierten Unter-
gruppen ihrer Ordnung sind, die eine spezielle zyklische Untergruppe auf-
weisen. Was das genauer bedeutet, wird im Laufe der Argumentation klarer
werden. Sie k￿nnen daher durch einen beliebigen Isomorphismus ausschlie￿-
lich ineinander ￿berf￿hrt werden. Wir werden dieses nun exemplarisch an
der Inklusion von Typ G einsehen k￿nnen: Dazu werden wir mit Ergebnissen
einer Maple-Kalkulation arbeiten, die sich zur Einsicht im Anhang be￿ndet.
Wir w￿hlen hierzu die Permutationsgruppe G, die schon im Beweis zu theo-
rem 9.0.21 gew￿hlt worden war. Diese hat Ordnung 120, und wird erzeugt
von den Elementen (1,6)(2,3)(4,5),(1,6,2,4) und (1,5,4,3,2). Sie besitzt
6 Stabilisatoren Gi der Ordnung 20, die alle eine zyklische Untergruppe der
Ordnung 5 besitzen. Dies l￿sst sich an dem Erzeugenden (1,5,4,3,2) sehr
einfach ablesen, da die Stabilisatoren der Gruppe alle zueinander konjugiert
sind. Und da sich dies durch die Isomorphieeigenschaft auf die Bildgruppe
￿bertr￿gt, besitzt die Bildgruppe 6 zueinander konjugierte Untergruppen der
Ordnung 20, die alle eine zyklische Untergruppe der Ordnung 5 besitzen. Ist
der Isomorphismus durch Konjugation in SN realisierbar, so sind dies gerade
die Stabilisatoren. Ist dies nicht der Fall, besitzt auch die Gruppe G selbst 6
weitere zueinander konjugierte Untergruppen der Ordnung 20, die alle eine
zyklische Untergruppe der Ordnung 5 besitzen. Die obige Begr￿ndung zur
Existenz der speziellen zyklischen Untergruppe ist hier mit Absicht in Bezug
auf die Erzeugenden gew￿hlt, da es bei den anderen Inklusionen vorkommen
kann, dass die zyklische Gruppe nicht von Primzahlordnung ist. Wir h￿tten
hier sonst auch den Satz von Cauchy benutzen k￿nnen. Die einzigen Elemente
in G, die solch eine zyklische Gruppe der Ordnung 5 erzeugen k￿nnen, sind
Zyklen der L￿nge 5. G besitzt 24 solcher Zyklen, in jedem Stabilisator 4,
die jeweils solch eine Gruppe bilden. Aufgrund der bisherigen Argumentati-
on w￿hlen wir nun o.B.d.A. die von (2,3,6,4,5) erzeugte zyklische Gruppe,
und zeigen mit Hilfe von Maple, dass sich mit (2,3,6,4,5) und s￿mtlichen
51Elementen der Ordnung 2 und 4 in G, nur der Stabilisator der 1 oder Grup-
pen anderer Ordnungen als 20 erzeugen lassen. Elemente der Ordnungen 3
und 6 kommen nicht in Frage, da deren Ordnung 20 nicht teilt. Alle Elemen-
te der Ordnung 4 in G sind von gleicher Struktur wie (2,4,6,5). G1 enth￿lt
10 dieser Elemente, G enth￿lt 20 weitere. Alle Elemente der Ordnung 2 in G
sind von gleicher Struktur wie (2,6)(4,5) oder (1,6)(2,4)(3,5). G1 enth￿lt
5 bzw. keine dieser Elemente, G enth￿lt jeweils 10 weitere. Die 10 Elemente
der Ordnung 4 aus G1 erzeugen zusammen mit (2,3,6,4,5) Gruppen der
Ordnung 20, und daher immer den Stabilisator. Alle restlichen Elemente der
Ordnung 4 erzeugen zusammen mit (2,3,6,4,5) bereits die ganze Gruppe.
Die 5 Elemente der Ordnung 2 aus G1 erzeugen zusammen mit (2,3,6,4,5)
Gruppen der Ordnung 10, und daher immer eine Untergruppe des Stabi-
lisators. Alle restlichen Elemente der Ordnung 2 erzeugen zusammen mit
(2,3,6,4,5) Gruppen der Ordnung 60. Damit w￿re das Gew￿nschte nun f￿r
diese Inklusion gezeigt.
Bei den Inklusionen B,C und E l￿sst es sich in sehr ￿hnlicher Weise vorge-
hen, soll hier aber nicht f￿r jede Inklusion explizit gezeigt werden.
Inklusion F bildet hierzu eine Ausnahme. Wir w￿hlen auch hier die Permu-
tationsgruppe G, die schon im Beweis zu theorem 9.0.21 gew￿hlt wor-
den war. Diese hat Ordnung 324, und wird erzeugt von den Elementen
(1,10)(6,8)(11,4)(3,5)(12,7)(2,9),(1,10,2)(4,11,5)(7,12,8)(9,3,6) und (1,
9,8,7,6,5,4,3,2). Sie besitzt die 4 zueinander konjugierten Stabilisatoren
G1,4,7,G2,5,8,G3,6,9 und G10,11,12 der Ordnung 27, die alle eine zyklische Un-
tergruppe der Ordnung 9 besitzen. Die Indizes der Stabilisatoren geben hier
wie ￿blich genau die Elemente aus {1,...,N} an, die von ihnen festgelas-
sen werden. Man kann hier zwar auch wie oben vorgehen, erh￿lt aber 4
weitere zueinander konjugierte Untergruppen der Ordnung 27, die alle eine
zyklische Untergruppe der Ordnung 9 enthalten. Diese sind alle in der Maple-
Kalkulation aufgelistet, die sich ebenfalls zur Einsicht im Anhang be￿ndet.
Die Elemente der Ordnung 9, die sich in den Stabilisatoren ￿nden lassen,
sind alle von gleicher Struktur wie (1,9,8,7,6,5,4,3,2). Alle Elemente die-
ser Ordnung, die sich in den weiteren 4 Gruppen ￿nden lassen, sind alle
von gleicher Struktur wie (1,2,3,7,8,9,4,5,6)(10,12,11), und daher nicht
in den Stabilisatoren enthalten. Die 4 weiteren Gruppen kommen als Bilder
der Stabilisatoren also nicht in Frage, da die Erzeugenden zykelstrukturer-
haltend abgebildet werden m￿ssen, wie wir weiter oben bereits festgestellt
haben. Damit w￿re das Gew￿nschte nun also auch f￿r diese Inklusion gezeigt.
2
Bevor wir nun das Problem der Anzahl verschiedener signaturgleicher Un-
tergruppen kl￿ren, schr￿nken wir die m￿glichen Inklusionen auf ein ￿Erzeu-
gendensystem￿ ein. Die nun folgende Tabelle beinhaltet die komplette Liste
von Dreiecksgruppensignaturen σ1,σ mit σ1 ⊆ σ, die keine weitere Inklusi-
onsverfeinerung durch eine dazwischenliegende Dreiecksgruppe gestatten. Sie
52bilden ein Erzeugendensystem in dem Sinne, dass jede der Inklusionen aus
theorem 9.0.21 durch eine Verkettung geeigneter Erzeugender dargestellt
werden kann:
Typ σ1 σ Index
N1 (n,n,n) (3,3,n) 3
N3 (n1,n1,n2) (2,n1,2n2) 2
B (2,7,7) (2,3,7) 9
C (3,3,7) (2,3,7) 8
E (3,8,8) (2,3,8) 10
G (4,4,5) (2,4,5) 6
J (3,n,3n) (2,3,3n) 4
K (2,n,2n) (2,3,2n) 3
Es gibt also die folgenden mehrstu￿gen Inklusionen:
N2 : (n,n,n) /3 (3,3,n) /2 (2,3,2n)
N2 : (n,n,n) /2 (2,n,2n) ⊆3 (2,3,2n)
A : (7,7,7) /3 (3,3,7) ⊆8 (2,3,7)
D : (4,8,8) /2 (2,8,8) /2 (2,4,8) ⊆3 (2,3,8)
F : (9,9,9) /3 (3,3,9) ⊆4 (2,3,9)
H : (n,4n,4n) /2 (2,2n,4n) ⊆3 (2,3,4n)
I : (n,2n,2n) /2 (2,2n,2n) /2 (2,4,2n)
definition 12.0.8 Seien ∆1,∆ Dreiecksgruppen, ∆1 ⊆ ∆, dann schreiben
wir
sb(∆ ⊇ ∆1) = #

∆0
1|∆0
1 ⊆ ∆,∃γ ∈ PSL(2,R), so dass ∆0
1 = γ∆1γ−1 ⊆ ∆
	
bemerkung. Die obige De￿nition gibt gerade die gesamte Anzahl verschie-
dener Untergruppen gleicher Signatur an, denn diese sind als Dreiecksgrup-
pen immer PSL(2,R)-konjugiert, sobald sie die gleiche Signatur aufweisen.
Aufgrund von theorem 12.0.22 k￿nnen wir nun die Anzahl verschiedener si-
gnaturgleicher Untergruppen bei allen Dreiecksgruppeninklusionen mit Hilfe
eines beliebigen Epimorphismus angeben, wobei wir bei Typ N3 eine weite-
re Unterscheidung machen m￿ssen: N3,2 steht f￿r alle Situationen, in denen
n1 = 2n2. Dies ist die bereits weiter oben angesprochene einzige Ausnahme-
Inklusion der Dreiecksgruppen. N3,1 steht f￿r alle ￿brigen Situationen.
53theorem 12.0.23 Die folgende Tabelle gibt die Anzahl verschiedener si-
gnaturgleicher Untergruppen zu jeder Inklusion an, die keine weitere Inklu-
sionsverfeinerung durch eine dazwischenliegende Dreiecksgruppe gestattet:
Typ σ1 σ sb(∆ ⊇ ∆1)
N1 (n,n,n) (3,3,n) 1
N3,1 (n1,n1,n2) (2,n1,2n2) 1
N3,2 (n,2n,2n) (2,2n,2n) 2
B (2,7,7) (2,3,7) 9
C (3,3,7) (2,3,7) 8
E (3,8,8) (2,3,8) 10
G (4,4,5) (2,4,5) 6
J (3,n,3n) (2,3,3n) 4
K (2,n,2n) (2,3,2n) 3
Beweis. Hierzu ist es wieder sehr hilfreich, sich die entsprechenden transiti-
ven Permutationsgruppen mit Hilfe von dem in Maple [MAP] bereitgestellten
Paket f￿r Gruppen und den darin enthaltenen Anwendungen f￿r Permuta-
tionsgruppen errechnen zu lassen. Man kann hier leicht erkennen, dass im
Falle von allen normalen Inklusionen obiger Tabelle der Stabilisator immer
die triviale Untergruppe {id} ist. Die zwei M￿glichkeiten, die Typ N3,2 bietet,
ergeben sich wie im ersten Beispiel am Anfang dieses Teils der Arbeit be-
schrieben, d.h. durch zwei verschiedene Wahlm￿glichkeiten der Induzierungs-
struktur im Falle zweier Perioden von gleichem Betrag. Im Falle aller nicht-
normalen Inklusionen in der obigen Tabelle kann man feststellen, dass alle
m￿glichen Stabilisatoren tats￿chlich verschieden sind. Aufgrund der Tran-
sitivit￿t ben￿tigt man hierzu nur ein Element mit genau einem Fixpunkt.
Dieses l￿sst sich in diesen F￿llen bereits unter den Erzeugenden ￿nden. 2
Kommen wir nun zu den mehrstu￿gen Inklusionen: Im ersten Fall der In-
klusion vom Typ N2, bei der sie durch N3,1 und N1 realisiert wird, bietet
jede dieser Inklusionen nur eine M￿glichkeit zur Untergruppe. Dieses steht
nat￿rlich im Einklang zur Tatsache, dass der Stabilisator hierbei die triviale
Untergruppe {id} ist. Betrachtet man nun die alternative Zusammensetzung
der Inklusion durch K und N3,1, so m￿ssen also jede der m￿glichen (2,n,2n)
die gleiche (n,n,n) zur Untergruppe haben. Wir werden dies f￿r den Fall
n = 4 etwas genauer betrachten. Das folgende Diagramm zeigt die Situation
sehr anschaulich:
54(2,3,8)
 ? ? ?
(2,3,8)
(2,4,8)
? ? ?
(2,4,8) (2,4,8)

(3,3,4)
(4,4,4) (4,4,4)
Man kann dies zudem auch geometrisch sehr gut einsehen. Die folgende Ab-
bildung zeigt die obige Situation ebenfalls f￿r den Fall n = 4 an einer gege-
benen Parkettierung der Einheitskreisscheibe einer (2,3,8):
Abbildung 10: Alle Inklusionen einer (2,4,8) und die alternative (3,3,4) in
einer gegebenen (2,3,8)
55bemerkung. Ein Teildreieck der Parkettierung der (4,4,4) ist hierbei je-
weils dunkelgrau gekennzeichnet. Bei der alternativen Inklusion rechts unten
ist dieses etwas umgeformt, damit hier die Gleichheit deutlich wird.
Betrachtet man alle restlichen mehrstu￿gen Inklusionen, so multiplizieren
sich die Anzahlen der m￿glichen Untergruppen entsprechend der Zusam-
mensetzung:
theorem 12.0.24 Die folgende Tabelle gibt die Anzahl verschiedener si-
gnaturgleicher Untergruppen zu jeder mehrstu￿gen Inklusion an:
Typ σ1 σ sb(∆ ⊇ ∆1)
N2 (n,n,n) (2,3,2n) 1
A (7,7,7) (2,3,7) 8
D (4,8,8) (2,3,8) 6
F (9,9,9) (2,3,9) 4
H (n,4n,4n) (2,3,4n) 3
I (n,2n,2n) (2,4,2n) 2
Beweis. N2 bedarf keinen weiteren Argumenten, da es ja zuvor schon sehr
genau beleuchtet wurde. Die anderen Anzahlen m￿glicher verschiedener Un-
tergruppen stehen auch hier in Einklang mit den Begebenheiten der Per-
mutationsgruppen und deren voneinander verschiedenen Stabilisatoren. So
weist zum Beispiel die Permutationsgruppe zur Inklusion I die Stabilisato-
ren {id,(1,2)} und {id,(3,4)} auf. Es ist also bei allen obigen Inklusionen
so, dass die Stabilisatoren verschiedener Elemente aus {1,...,N} zum Teil
zusammenfallen. 2
J. Wolfart und E. Girondo [GW05] kl￿ren die Frage der Anzahl verschiede-
ner Untergruppen gleicher Signatur einer gegebenen Gruppe f￿r alle Inklu-
sionen von Dreiecksgruppen auf einem geometrischen Weg: Sie betrachten
hierzu die Parkettierung einer gegebenen Gruppe und argumentieren mit
den darin gegebenen M￿glichkeiten zur Wahl verschiedener Fixpunkte f￿r
Untergruppen gleicher Signatur. Die Tatsache, dass die geometrischen Bege-
benheiten bzgl. der Anzahl m￿glicher verschiedener Untergruppen gleicher
Signatur aus den Untersuchungen von J. Wolfart und E. Girondo mit denen
der Permutationsgruppe und deren voneinander verschiedenen Stabilisatoren
￿bereinstimmen, best￿tigt das Vorliegen einer Eindeutigkeit bis auf Permu-
tationsisomorphie bei allen Dreiecksgruppeninklusionen: Jede beliebige Per-
mutationsgruppe zur gleichen Inklusion muss daher permutationsisomorph
zu einer Festgew￿hlten sein, da die Stabilisatoren sonst nicht immer ineinan-
der ￿berf￿hrt w￿rden, und man deshalb ein Vielfaches der oben genannten
Anzahl verschiedener Untergruppen der selben Signatur h￿tte.
56bemerkung. Es wurde bereits in einer der vielen Bemerkungen zuvor er-
w￿hnt, dass es einen engen Zusammenhang zwischen torsionsfreien Unter-
gruppen K von Dreiecksgruppen ∆ und regul￿ren Dessins gibt, welche auf
quasiplatonischen Riemannschen Fl￿chen existieren. J. Wolfart und E. Gi-
rondo [GW05] haben hierzu gezeigt, dass sb(e ∆ ⊇ ∆) mit e ∆ = N(K), wobei
N(K) der Normalisator von K sei, eine Obergrenze f￿r die Anzahl verschie-
dener regul￿ren Dessins des selben Typs auf der durch K uniformisierten
quasiplatonischen Riemannschen Fl￿chen darstellt.
13 Zur Existenz von Zwischengruppen bei mehr-
stu￿gen Inklusionen von Dreiecksgruppen
Bevor wir nun endlich zur L￿sung unseres zentralen Problems gelangen, wird
es erneut erl￿utert. Betrachtet man eine Dreiecksgruppe ∆1 als Untergruppe
einer Dreiecksgruppe ∆2, so kann es vorkommen, dass diese Inklusion eine
Verfeinerung durch eine dazwischenliegende Dreiecksgruppe ∆ gestattet. Die
Rede ist hier nat￿rlich von den mehrstu￿gen Inklusionen, welche oben bereits
aufgelistet wurden. In den F￿llen, in denen zu einer gegebenen Dreiecksgrup-
pe ∆2 voneinander verschiedene Untergruppen gleicher Signatur ∆1,∆0
1,...
existieren, ist es nicht a priori klar, dass es eine dazwischenliegende Dreiecks-
gruppe ∆,∆0,... gleicher Signatur zu jeder dieser verschiedenen Untergrup-
pen gibt. Dies wollen wir nun kl￿ren, d.h. wir zeigen, dass es f￿r jedes Paar
Dreiecksgruppen ∆1 ⊆ ∆2,∆0
1 ⊆ ∆2,... eine dazwischenliegende Dreiecks-
gruppe ∆,∆0,... gibt. Die nachfolgende Abbildung soll dies verdeutlichen.
∆2
 / / /
∆

∆0
/ / /
?
∆1 ∆0
1
theorem 13.0.25 Seien ∆1,∆ und ∆2 Dreiecksgruppen mit ∆1 ⊆ ∆ ⊆
∆2, so gilt: F￿r jedes Paar Dreiecksgruppen ∆∗
1,∆∗
2 der selben Signatur wie
∆1,∆2 existiert eine Dreiecksgruppe ∆∗ der selben Signatur wie ∆ mit ∆∗
1 ⊆
∆∗ ⊆ ∆∗
2.
Beweis. Das Theorem, das hier bewiesen werden soll, reduziert sich durch
eine einfache ￿berlegung auf das zuvor erl￿uterte zentrale Problem dieser
Arbeit: Hat man eine Dreiecksgruppe ∆∗
2 gegeben, so ￿ndet man mit D.
Singermans theorem 6.0.18 eine Untergruppe der selben Signatur wie ∆∗,
und darin eine Untergruppe der selben Signatur wie ∆∗
1. Wir betrachten nun
57o.B.d.A. die mehrstu￿ge Inklusion ∆1 ⊆ ∆ ⊆ ∆2, um die Verh￿ltnisse in
einer gegebenen Dreiecksgruppe zu kl￿ren:
Aufgrund unserer geometrischen Analyse oben ist dies f￿r die Inklusion
vom Typ N2 hinf￿llig. Es bleibt dies also nur f￿r die Inklusionen vom Typ
A,D,F,H und I zu zeigen.
Betrachtet man den Epimorphismus zur Inklusion ∆1 ⊆ ∆2 und schr￿nkt
diesen auf ∆ ein, so erh￿lt man als epimorphes Bild eine entsprechende Per-
mutationsgruppe H. Siehe hierzu [ART98]. Das folgende Diagramm zeigt
dies anschaulich:
∆2 // // G
∆ // // H
∆1 // // Gi
Da sich nun die verschiedenen Untergruppen ∆1,∆0
1,... nur anhand der Wahl
der verschiedenen Stabilisatoren unterscheiden, und diese in der transitiven
Permutationsgruppe alle zueinander konjugiert sind, ergibt sich die folgende
M￿glichkeit: Man w￿hle das konjugierende Element τ ∈ G, welches die ent-
sprechenden Stabilisatoren Gi und Gj zueinander konjugiert. Bildet man nun
H0 := τ−1Hτ, so erh￿lt man hiermit eine Permutationsgruppe vom selben
Index wie H in G mit τ−1Giτ ⊆ τ−1Hτ ⊆ G:
∆2 // // G
∆0 // // H0
∆1 // // Gj
Es muss nun nur noch klargestellt werden, dass ∆0 die gew￿nschte Signatur
besitzt: Hierzu w￿hle man einen Repr￿sentanten aus dem Urbild des kon-
jugierenden Elements unter dem Epimorphismus θ−1(τ). Dieses konjugiert
die Gruppen ∆ und ∆0 zueinander und garantiert somit, dass sie die selbe
Signatur besitzen.
Die gesamte Vorgehensweise l￿sst sich in einfacher Weise auch auf die drei-
stu￿ge Inklusion ￿bertragen. 2
Bei den Inklusionen, die mit der Ausnahme-Inklusion N3,2 realisiert werden,
kann es zum Teil vorkommen, dass H und H0 zusammenfallen. Dies kann
58man unschwer an den folgenden Untergruppendiagrammen erkennen:
I:
(2,4,2n)
(2,2n,2n)
w w w w G G G G
(n,2n,2n) (n,2n,2n)
D:
(2,3,8)
jjjjjjjjjjjjjj
T T T T T T T T T T T T T T
(2,4,8) (2,4,8) (2,4,8)
(2,8,8)
 ; ; ;
(2,8,8)
 ; ; ;
(2,8,8)
 ; ; ;
(4,8,8) (4,8,8) (4,8,8) (4,8,8) (4,8,8) (4,8,8)
Der Vollst￿ndigkeit halber werden im Folgenden alle restlichen mehrstu￿gen
Inklusionen in Diagrammen dargestellt:
A:
(2,3,7)
iiiiiiiiiiiiiiiii
nnnnnnnn
}}} A A A
P P P P P P P P
U U U U U U U U U U U U U U U U U
W W W W W W W W W W W W W W W W W W W W W W W W W
(3,3,7) (3,3,7) (3,3,7) (3,3,7) (3,3,7) (3,3,7) (3,3,7) (3,3,7)
(7,7,7) (7,7,7) (7,7,7) (7,7,7) (7,7,7) (7,7,7) (7,7,7) (7,7,7)
59F:
(2,3,9)
{{{ D D D
Q Q Q Q Q Q Q Q Q Q
(3,3,9) (3,3,9) (3,3,9) (3,3,9)
(9,9,9) (9,9,9) (9,9,9) (9,9,9)
H:
(2,3,4n)
tttt J J J J
(2,2n,4n) (2,2n,4n) (2,2n,4n)
(n,4n,4n) (n,4n,4n) (n,4n,4n)
14 Verallgemeinerung
Der Grund, aus dem die Argumentation des vorherigen Abschnitts so gut
funktioniert, ist der, dass die Ausnahme-Inklusion N3,2, sofern sie denn auf-
taucht, nicht die oberste Inklusion bildet. Sie besitzt in ihrer Obergruppe
zwei Perioden der gleichen Gr￿￿e, und man kann daher zwei Epimorphis-
men verschiedener Induzierungsstruktur w￿hlen, diese jeweils eindeutig bis
auf Permutationsisomorphie. Bildet solch eine Ausnahme-Inklusion, d.h. mit
mehreren verschiedenen Perioden gleicher Gr￿￿e in der Obergruppe, den
Kopf eines Untergruppendiagrammes, so l￿sst sich die Induzierungsstruktur
unter Umst￿nden auch f￿r die unterste Gruppe nicht eindeutig w￿hlen. Die-
ses tritt dann ein, wenn verschiedene Perioden gleicher Gr￿￿e verschiedene
Perioden verschiedener Gr￿￿e induzieren. In solch einem Fall lie￿e sich die
Argumentation des vorherigen Abschnitts nicht mehr anwenden.
Ein weiteres Problem bildet der Begri￿ der Permutationsisomorphie. Wie et-
was weiter oben bereits erw￿hnt, war Alexander Hulpke so nett mir hierf￿r
ein Gegenbeispiel zu nennen. Betrachte die Inklusion
(2,2,2,3,∞) ⊆ (2,3,∞).
60Sie l￿sst sich durch folgende Abbildung realisieren:
x1 7−→ (1)(2,3)(4,7)(5)(6)
x2 7−→ (1,7,3)(6,5,4)(2)
x3 7−→ (1,2,3,4,5,6,7)
Die Untergruppe der S7, die hierbei entsteht, ist isomorph zur PSL(3,2). Sie
ist 2-fach transitiv auf 7 Punkten und besitzt einen ￿u￿eren Automorphis-
mus, der die Zykelstruktur erh￿lt, aber nicht von S7 induziert ist, und somit
kein Permutationsisomorphismus ist.
D.h. selbst wenn man zykelstrukturerhaltende Isomorphismen gegeben hat,
stellt sich dennoch die H￿rde der Permutationsisomorphie. Und somit ist es
nicht allgemein gegeben, dass man zu einer eindeutigen Wahl eines Epimor-
phismus bis auf Permutationsisomorphie gelangt. W￿re dies gegeben, so kann
man wie in der Argumentation des vorherigen Abschnitts, o.B.d.A. beliebi-
ge Epimorphismen w￿hlen, um so zur gew￿nschten mehrstu￿gen Inklusion
zu gelangen, die die Verh￿ltnisse f￿r alle diese mehrstu￿gen Inklusionen der
selben Obergruppe anhand von Konjugation kl￿rt. Ist solch eine Eindeutig-
keit bis auf Permutationsisomorphie nicht gegeben, so wird man aufgrund
des endlichen Indexes, und somit endlichen Permutationsgruppen, zu endlich
vielen Permutationsisomorphieklassen gelangen. Man hat hier zwar die M￿g-
lichkeit, f￿r jede Permutationsisomorphieklasse Repr￿sentanten zu w￿hlen,
es ist aber nicht ohne weiteres gegeben, dass man zu solch einem Repr￿sen-
tanten die gew￿nschte mehrstu￿ge Inklusion ￿ndet, um die Argumentation
des vorherigen Abschnitts aufrecht zu erhalten. Dies ginge hier nat￿rlich
auch nur, sofern keine Ausnahme-Inklusion hinderlich involviert ist.
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Anhang
15 Maple-Programm 1
> restart;
> suche:=proc(p,q,r,u,v,f)
> local N,gw;
> global m;
> N:=(1-1/p-1/q-1/r)/(1-1/u-1/v-1/m);
> gw:=eval(N,m=infinity);
> if type(gw,integer)=true then
> m:=un:
> printf("%30d (%2a,%2a,%2a)
> (%2a,%2a,%2a)\n",gw,eval(p),eval(q),eval(r),u,v,un);
> end if:
> m:=’m’:
> printf("\n");
> end proc:
> suche(2,m,m,2,3,m);
3 ( 2,un,un) ( 2, 3,un)
> suche(3,3,m,2,3,m);
2 ( 3, 3,un) ( 2, 3,un)
> suche(3,m,m,2,3,m);
4 ( 3,un,un) ( 2, 3,un)
> suche(m,m,m,2,3,m);
6 (un,un,un) ( 2, 3,un)
> suche(2,m,m,2,4,m);
2 ( 2,un,un) ( 2, 4,un)
> suche(4,4,m,2,4,m);
2 ( 4, 4,un) ( 2, 4,un)
> suche(4,m,m,2,4,m);
3 ( 4,un,un) ( 2, 4,un)> suche(m,m,m,2,4,m);
4 (un,un,un) ( 2, 4,un)
16 Maple-Programm 2
> restart;
> suche:=proc(p,q,r,u,v,w)
> local N,gr,ugr,j,k,gw,st,g,i,t,a,b,c,tr,z,test;
> global m;
> N:=(1-1/p-1/q-1/r)/(1-1/u-1/v-1/w);
> gw:=eval(N,m=infinity);
> gr:=(1/u+1/v+1/w);
> ugr:=(1/p+1/q+1/r);
> z:=0:test:=0:
> if eval(gr,w=infinity)<1 then
> for j from 1 while eval((1-1/u-1/v-1/w),m=j)<=0 or
> eval((1-1/p-1/q-1/r),m=j)<=0 do
> k:=j+1;end do;
> st:=eval(diff(N,m),m=k):
> if st<0 then
> if type(gw,integer)=true then g:=ceil(gw)+1:
> else g:=ceil(gw):end if:
> for i from k while (eval(N,m=i))>=g do
> if type((eval(N,m=i)),integer)=true then
> t:=eval(N,m=i);m:=i;
> if t>2 then
> a:=eval(p):b:=eval(q):c:=eval(r):
> if type(a,integer)=true and
> type(b,integer)=true and
> type(c,integer)=true then
> if b>c then tr:=b:b:=c;c:=tr; end if:
> if a>b then tr:=a:a:=b;b:=tr; end if:
> if b>c then tr:=b:b:=c;c:=tr; end if:
> if v=3 and a>3 then test:=a:
> elif v=4 and a>4 then test:=a:
> elif v=3 and b>3 and test=0 then test:=b:
> elif v=4 and b>4 and test=0 then test:=b:
> else test:=c: end if:
> if i/test>t then ; else
> if type(t,odd)=true and a=2 then
> if (t=3 and u=2 and v=3 and a=2 and i/b=2 and c=i) then;
> else printf("%30a (%2a,%2a,%2a) (%2a,%2a,%2a)\n",
> eval(t),eval(a),eval(b),eval(c),u,v,i);z:=1:end if:
> elif type(t,even)=true then
> if (t=4 and u=2 and v=3 and a=3 and i/b=3 and i=c) or
> (t=4 and u=2 and v=4 and i/a=2 and i=b and i=c) or
> (t=4 and u=2 and v=3 and a=3 and i/b=2 and i/c=2) or> (t=6 and u=2 and v=3 and i/a=4 and i=b and i=c) or
> (t=6 and u=2 and v=3 and i/a=3 and i/b=2 and i=c) then;
> else printf("%30a (%2a,%2a,%2a) (%2a,%2a,%2a)\n",
> eval(t),eval(a),eval(b),eval(c),u,v,i);z:=1:
> end if:end if:end if:end if:end if:end if:
> m:=’m’;end do:
> end if:
> if st>0 then
> if type(gw,integer)=true then g:=ceil(gw)-1:
> else g:=ceil(gw):end if:
> for i from k while (eval(N,m=i))<=g do
> if type((eval(N,m=i)),integer)=true then
> t:=eval(N,m=i);m:=i;
> if t>2 then
> a:=eval(p):b:=eval(q):c:=eval(r):
> if type(a,integer)=true and
> type(b,integer)=true and
> type(c,integer)=true then
> if b>c then tr:=b:b:=c;c:=tr; end if:
> if a>b then tr:=a:a:=b;b:=tr; end if:
> if b>c then tr:=b:b:=c;c:=tr; end if:
> if v=3 and a>3 then test:=a:
> elif v=4 and a>4 then test:=a:
> elif v=3 and b>3 and test=0 then test:=b:
> elif v=4 and b>4 and test=0 then test:=b:
> else test:=c: end if:
> if i/test>t then ; else
> if type(t,odd)=true and a=2 then
> if (t=3 and u=2 and v=3 and a=2 and i/b=2 and c=i) then;
> else printf("%30a (%2a,%2a,%2a) (%2a,%2a,%2a)\n",
> eval(t),eval(a),eval(b),eval(c),u,v,i);z:=1:end if:
> elif type(t,even)=true then
> if (t=4 and u=2 and v=3 and a=3 and i/b=3 and i=c) or
> (t=4 and u=2 and v=4 and i/a=2 and i=b and i=c) or
> (t=4 and u=2 and v=3 and a=3 and i/b=2 and i/c=2) or
> (t=6 and u=2 and v=3 and i/a=4 and i=b and i=c) or
> (t=6 and u=2 and v=3 and i/a=3 and i/b=2 and i=c) then;
> else printf("%30a (%2a,%2a,%2a) (%2a,%2a,%2a)\n",
> eval(t),eval(a),eval(b),eval(c),u,v,i);z:=1:
> end if:end if:end if:end if:end if:end if:
> m:=’m’;end do:
> end if:
> end if:
> if z=1 then printf("\n"): end if:
> print():
> end proc:> for i from 1 to 8 do
> h[i]:=m/i:
> end do:
> suche(4,4,4,2,4,m);
> for i from 1 to 8 do
> suche(4,4,h[i],2,4,m);
> end do:
> for j from 1 to 8 do
> for k from j to 8 do
> suche(2,h[j],h[k],2,4,m);
> suche(4,h[j],h[k],2,4,m);
> end do:
> end do:
> for i from 1 to 8 do
> for j from i to 8 do
> for k from j to 8 do
> suche(h[i],h[j],h[k],2,4,m);
> end do:
> end do:
> end do:
6 ( 4, 4, 5) ( 2, 4, 5)
4 ( 4, 4, 6) ( 2, 4, 6)
8 ( 5, 5, 5) ( 2, 4, 5)
6 ( 6, 6, 6) ( 2, 4, 6)
> for i from 1 to 24 do
> h[i]:=m/i:
> end do:
> for i from 1 to 24 do
> suche(3,3,h[i],2,3,m);
> end do:
> for j from 1 to 24 do
> for k from j to 24 do
> suche(2,h[j],h[k],2,3,m);
> suche(3,h[j],h[k],2,3,m);
> end do:
> end do:
> for i from 1 to 24 do
> for j from i to 24 do
> for k from j to 24 do
> suche(h[i],h[j],h[k],2,3,m);
> end do:
> end do:
> end do:
8 ( 3, 3, 7) ( 2, 3, 7)
9 ( 2, 7, 7) ( 2, 3, 7)5 ( 2, 9, 9) ( 2, 3, 9)
4 ( 2,12,12) ( 2, 3,12)
16 ( 3, 7, 7) ( 2, 3, 7)
10 ( 3, 8, 8) ( 2, 3, 8)
8 ( 3, 9, 9) ( 2, 3, 9)
24 ( 7, 7, 7) ( 2, 3, 7)
12 ( 9, 9, 9) ( 2, 3, 9)
8 (15,15,15) ( 2, 3,15)
12 ( 4, 8, 8) ( 2, 3, 8)
8 ( 6,12,12) ( 2, 3,12)
8 ( 3, 9, 9) ( 2, 3, 9)
4 ( 2,12,12) ( 2, 3,12)
4 ( 4, 4, 6) ( 2, 3,12)
4 ( 5, 5, 5) ( 2, 3,15)
4 ( 6, 6, 6) ( 2, 3,24)17 Kalkulation zur Inklusion G
> restart;
> with(group):
> g:=permgroup(6,{[[1,6],[2,3],[4,5]],[[1,6,2,4]],[[1,5,4,3,2]]});
g:=permgroup(6,{[[1,5,4,3,2]],[[1,6],[2,3],[4,5]],[[1,6,2,4]]});
> elements(g);
{[[2,3],[5,6]],[[1,3,4],[2,5,6]],[[1,5,4],[2,3,6]],
[[1,6,2,5,4,3]],[[1,2,3,6]],[[1,5,2,4,3,6]],[[1,6,4,2,3]],
[[1,6,3],[2,4,5]],[[1,2],[3,4],[5,6]],[[1,6,2,3,5]],
[[1,5,6,2]],[[2,3,5,4]],[[2,6,5,3,4]],[[1,4,6],[2,3,5]],
[[1,5],[2,3],[4,6]],[[1,4,2,3,6,5]],[],[[1,4,5,2]],
[[1,6,3,4,2,5]],[[2,4,5,3]],[[2,4,3,5,6]],[[1,2,3,4,5]],
[[1,5,3],[2,4,6]],[[1,4],[2,6],[3,5]],[[1,4,5,3,6]],
[[1,3,4,5,2,6]],[[1,6],[3,4]],[[1,2,5,6,3]],[[1,5],[3,6]],
[[1,3],[2,4],[5,6]],[[2,4],[3,6]],[[1,6,3,2]],[[1,3],[2,6]],
[[1,2,6,5]],[[1,5,4,2,6,3]],[[1,5,3,4]],[[1,3,6],[2,5,4]],
[[1,2,4,5,6]],[[2,5,4,6,3]],[[1,2,4,6,3,5]],
[[1,2,3],[4,6,5]],[[1,5],[2,6],[3,4]],[[1,2],[3,6],[4,5]],
[[1,5,4,3,2]],[[1,6],[2,3],[4,5]],[[1,6,2,4]],[[1,3,4,6,5]],
[[1,6],[2,5]],[[1,2,3,5,6,4]],[[1,3,2,4,6]],[[2,5,3,6]],
[[1,4,5,6,2,3]],[[1,6,4],[2,5,3]],[[1,3,2],[4,5,6]],
[[1,5,6],[2,3,4]],[[2,6,3,5]],[[1,3,5],[2,6,4]],
[[1,2,6,4,5,3]],[[2,5],[3,4]],[[2,4,6,5]],[[1,5,6,3,2,4]],
[[1,3,5,2,4]],[[1,4,5],[2,6,3]],[[1,4,3],[2,6,5]],
[[1,3,5,4,6,2]],[[1,6,3,5,4]],[[1,5,6,4,3]],[[1,6,5,4,2]],
[[2,6],[4,5]],[[1,5],[2,4]],[[2,3,4,6]],[[2,6,4,3]],
[[1,2,4,3]],[[1,2,6,3,4]],[[2,3,6,4,5]],[[1,3,6,2,4,5]],
[[1,2],[3,5]],[[1,3,6,4]],[[1,2,5,3,4,6]],[[1,2,5,4]],
[[1,4,2,6]],[[1,6,2],[3,4,5]],[[1,2,6],[3,5,4]],
[[3,4,5,6]],[[1,3],[4,5]],[[1,3,2,5]],[[1,4,3,2,5,6]],
[[1,5,4,6]],[[3,6,5,4]],[[1,4,2],[3,5,6]],
[[1,3],[2,5],[4,6]],[[1,3,6,5,2]],[[1,2],[4,6]],
[[1,4,3,6,2]],[[1,4,6,5,3,2]],[[1,3,2,6,5,4]],
[[1,2,4],[3,6,5]],[[1,4,6,3]],[[1,5,3,6,4,2]],
[[1,6,4,5]],[[1,2,5],[3,6,4]],[[1,6,5],[2,4,3]],
[[1,5,2],[3,4,6]],[[1,6,5,3]],[[1,3,5,6]],
[[1,4,2,5,3]],[[1,5,2,6,4]],[[1,6,5,2,3,4]],
[[1,6,4,3,5,2]],[[1,6],[2,4],[3,5]],[[1,5,2,3]],
[[3,5],[4,6]],[[1,4],[5,6]],[[1,4,3,5]],
[[1,5,3,2,6]],[[1,4,6,2,5]],[[1,4],[2,3]],
[[2,5,6,4]],[[1,4],[2,5],[3,6]],[[1,3,4,2]]};
> grouporder(g);
120
> g1:=permgroup(6, {[[2,3,6,4,5]], [[2,3,5,4]]});
g1:=permgroup(6,{[[2,3,5,4]],[[2,3,6,4,5]]});> elements(g1);
{[[2,3],[5,6]],[[2,3,5,4]],[[2,6,5,3,4]],[],[[2,4,5,3]],
[[2,4,3,5,6]],[[2,4],[3,6]],[[2,5,4,6,3]],[[2,5,3,6]],
[[2,6,3,5]],[[2,5],[3,4]],[[2,4,6,5]],[[2,6],[4,5]],
[[2,3,4,6]],[[2,6,4,3]],[[2,3,6,4,5]],[[3,4,5,6]],
[[3,6,5,4]],[[3,5],[4,6]],[[2,5,6,4]]};
> grouporder(g1);
20
> t:=permgroup(6,{[[2,3,6,4,5]]});
t:=permgroup(6,{[[2,3,6,4,5]]});
> s:=permgroup(6,{[[3,6,5,4]]});
s:=permgroup(6,{[[3,6,5,4]]});
> isnormal(g1,t);
true
> isnormal(g1,s);
false
> cosets(g1,t);
{[],[[3,4,5,6]],[[3,5],[4,6]],[[3,6,5,4]]}
> elements(s);
{[],[[3,4,5,6]],[[3,5],[4,6]],[[3,6,5,4]]}
> SnConjugates(g,[])
> +SnConjugates(g,[[2,3,6,4,5]])
> +SnConjugates(g,[[1,4,5,6,2,3]])
> +SnConjugates(g,[[1,6],[2,4],[3,5]])
> +SnConjugates(g,[[1,5,2],[3,4,6]])
> +SnConjugates(g,[[1,2],[4,6]])
> +SnConjugates(g,[[2,3,5,4]]);
120
> SnConjugates(g,[[2,3,5,4]]);
30
> SnConjugates(g,[[2,6],[4,5]]);15
> SnConjugates(g,[[1,6],[2,4],[3,5]]);
10
> SnConjugates(g1,[[2,3,5,4]]);
10
> SnConjugates(g1,[[2,6],[4,5]]);
5
> SnConjugates(g1,[[1,6],[2,4],[3,5]]);
0
> s6:=permgroup(6,{[[1,2]],[[1,2,3,4,5,6]]}):
> L:=elements(g):
> anzahl:=0:rest1:=0:rest2:=0:rest3:=0:
> for i from 1 to 120 do
> if areconjugate(s6, L[i], [[2,4,6,5]])=true or
> areconjugate(s6, L[i], [[2,6],[4,5]])=true or
> areconjugate(s6, L[i], [[1,6],[2,4],[3,5]])=true then
> o:=grouporder(permgroup(6, {[[2,3,6,4,5]], L[i]}));
> if o=20 then anzahl:=anzahl+1;
> end if;
> if o=10 then rest1:=rest1+1;
> end if;
> if o=60 then rest2:=rest2+1;
> end if;
> if o=120 then rest3:=rest3+1;
> end if;
> end if;
> end do; print(anzahl);print(rest1);print(rest2);print(rest3);
10
5
10
30
18 Kalkulation zur Inklusion F
> restart;
> with(group):> g:=permgroup(12,{[[1,10],[6,8],[11,4],[3,5],[12,7],[2,9]],
> [[1,10,2],[4,11,5],[7,12,8],[9,3,6]],
> [[1,9,8,7,6,5,4,3,2]]});
g:=permgroup(12,{[[1,10],[6,8],[11,4],[3,5],[12,7],[2,9]],
[[1,10,2],[4,11,5],[7,12,8],[9,3,6]],
[[1,9,8,7,6,5,4,3,2]]});
> grouporder(g);
324
> g147:=permgroup(12,{[[2,10,9,5,11,3,8,12,6]],
> [[3,6,9],[10,12,11]]});
g147:=permgroup(12,{[[2,10,9,5,11,3,8,12,6]],
[[3,6,9],[10,12,11]]});
> grouporder(g147);
27
> g258:=permgroup(12,{[[1,9,12,4,3,10,7,6,11]],
> [[3,6,9],[10,12,11]]});
g258:=permgroup(12,{[[3,6,9],[10,12,11]],
[[1,9,12,4,3,10,7,6,11]]});
> grouporder(g258);
27
> g369:=permgroup(12,{[[1,12,5,4,10,8,7,11,2]],
> [[1,4,7],[2,8,5]]});
g369:=permgroup(12,{[[1,12,5,4,10,8,7,11,2]],
[[1,4,7],[2,8,5]]});
> grouporder(g369);
27
> g101112:=permgroup(12,{[[1,8,3,4,2,6,7,5,9]],
> [[1,7,4],[2,5,8]]});
g101112:=permgroup(12,{[[1,8,3,4,2,6,7,5,9]],
[[1,7,4],[2,5,8]]});
> grouporder(g101112);
27
> t:=permgroup(12,{[[2,10,9,5,11,3,8,12,6]]});
t:=permgroup(12,{[[2,10,9,5,11,3,8,12,6]]});> s:=permgroup(12,{[[3,6,9],[10,12,11]]});
s:=permgroup(12,{[[3,6,9],[10,12,11]]});
> isnormal(g147,t);
> isnormal(g147,s);
> cosets(g147,t);
true
false
{[],[[3,9,6],[10,11,12]],[[3,6,9],[10,12,11]]}
> elements(s);
{[],[[3,9,6],[10,11,12]],[[3,6,9],[10,12,11]]}
> a147:=permgroup(12,{[[1,7,4],[2,10,6,8,12,3,5,11,9]],
> [[3,6,9],[10,12,11]]});
a147:=permgroup(12,{[[1,7,4],[2,10,6,8,12,3,5,11,9]],
[[3,6,9],[10,12,11]]});
> grouporder(a147);
27
> a258:=permgroup(12,{[[1,6,10,7,3,12,4,9,11],[2,8,5]],
> [[3,9,6],[10,11,12]]});
a258:=permgroup(12,{[[3,9,6],[10,11,12]],
[[1,6,10,7,3,12,4,9,11],[2,8,5]]});
> grouporder(a258);
27
> a369:=permgroup(12,{[[1,12,2,7,11,8,4,10,5],[3,9,6]],
> [[1,4,7],[2,8,5]]});
a369:=permgroup(12,{[[1,12,2,7,11,8,4,10,5],[3,9,6]],
[[1,4,7],[2,8,5]]});
> grouporder(a369);
27
> a101112:=permgroup(12,{[[1,2,3,7,8,9,4,5,6],[10,12,11]],
> [[1,7,4],[2,5,8]]});
a101112:=permgroup(12,{[[1,7,4],[2,5,8]],
[[1,2,3,7,8,9,4,5,6],[10,12,11]]});> grouporder(a101112);
27
> t:=permgroup(12,{[[1,7,4],[2,10,6,8,12,3,5,11,9]]});
t:=permgroup(12,{[[1,7,4],[2,10,6,8,12,3,5,11,9]]});
> s:=permgroup(12,{[[3,6,9],[10,12,11]]});
s:=permgroup(12,{[[3,6,9],[10,12,11]]});
> isnormal(a147,t);
> isnormal(a147,s);
> cosets(a147,t);
true
false
{[],[[3,9,6],[10,11,12]],[[3,6,9],[10,12,11]]}
> elements(s);
{[],[[3,9,6],[10,11,12]],[[3,6,9],[10,12,11]]}Literatur
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