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To address this problem, in this paper we propose a novel QoS-based ranking approach for WSN services, which employs the physical-level context awareness to improve the WSN service ranking. We separately calculate QoS assessment of each candidate service from users' perspective and physical-level context perspective. Through characterizing the impact of physical quality variation on QoS performance and user QoS assessment, a new scheme of QoS performance weighting is proposed to rank WSN candidate services. Experiments results show the effectiveness of our approach.
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I. INTRODUCTION
A wireless sensor network (WSN) [1] is composed of a large number of energy and resource-constrained sensor nodes. For its robust data gathering capabilities, the rapid development of WSN gives birth to a variety of applications, ranging from civilian areas such as environment monitoring, home automation, traffic control [2] [3] to mission-critical areas such as battlefield surveillance and military reconnaissance [4] [5] . In the recent Internet of Things (IoT) paradigm [6] , wireless sensor network is also an important element which behaves as a digital skin and provides a virtual layer where the information about the physical world can be accessed by any computational system. This requires that WSNs should not only connect to the Internet, but interact and cooperate with other IoT elements in a more interoperable and standard manner. It is no surprise that the industry begins to employ Web service [7] techniques to provide WSN functionanilites, which makes the integration of heterogeneous WSNs to (IOT) a more tractable activity [8] .
Two kinds of approaches exist for the implementation of Web services for WSN, namely WSN services: the direct approach and the indirect approach. In the direct approach [9] [10] [11] , a sensor node can directly provide a service through certain service components such as TinyWS [10] , though this usually requires the TCP/IPrelated protocol stack to be implemented on each single node. The direct approach is not usually used since many types of sensors are still without the supported IP stack. On the contrary, in the indirect approach [12] [13] , sensor nodes are not directly providing services, and gateways are employed to encapsulate corresponding functionalities of those sensors. In other words, gateways act as mediators between application layer and physical sensor layer. Accordingly, sensor nodes do not need to support complex TCP/IP-related communication protocols, and this makes the indirect approach more popular for the Web service implementation in WSNs. As both approaches are not domain specific but common to different application areas, we are facing a trend where the service based information systems blur the border between the physical and virtual world, providing a fertile ground for a new breed of realworld aware applications [14] . The efficiency of such applications will heavily depend on the cooperation of WSN services among themselves. In this Internet of Things, with the increasing presence and adoption of WSN services, we expect that WSN service ranking and selection will be of crucial importance.
Traditionally, when there exist multiple Web services with identical or similar functionalities, Quality of Service(QoS) [15] provides a set of nonfunctional properties that encompass performance characteristics (e.g., response time, availability, throughput, reliability, capacity, etc) for the optimal Web service selection, since users are very concerned about performance of services they use. While some QoS properties are highly related to the locations and network conditions of service users, and it is also impractical to monitor the QoS properties of all the services from the service end to the user end, Web service evaluation by the service users seems to be a more operational way and obtains more accurate results [16] [17] [18] . However, there is a big challenge to be addressed when employing evaluation from the service user's perspective for WSN service ranking. WSN services are deployed on resource-constrained sensor nodes which are related directly to the physical world. It is found that sensor nodes are volatile in the highly dynamic wireless environment, e.g., often connecting and disconnecting. Thus, WSN services may degrade, vanish, and possibly reappear from time to time so that the performance of them may always vary intensely and rapidly [14] . While the methods of evaluating services by aggregating past users' ratings has an intrinsic slow-reaction characteristic to the variation of service performance. Due to the special environment of WSN services, this slow-reaction is much more obvious. For example, if a WSN service is suddenly not available because of an external disturbance to its physical-level environment, the user assessment can not promptly change the previous "good" to the real "bad" at present. As a result, only evaluating WSN services from user's perspective can not timely react to the rapid variation of them.
To address this challenge, we propose a context-aware WSN service ranking approach, which incorporates the physical-level context of WSN service to assist in the ranking process. The physical-level context (e.g., remaining energy, average packet loss rate, average transmission latency, etc) can bring two immediate benefits: (1) context can be utilized to detect and characterize the real-time physical-level status of WSN services, especially when the performance of WSN services vary intensely and rapidly. (2) physical-level context awareness can help us promptly react to the rapid performance variation of WSN services and decrease the affection of slow-reaction user assessment during WSN service ranking. In order to appropriately using physical-level context for the ranking purpose, we also investigate the affection of the WSN service performance from physical-level context variation in multiple scenarios.
The rest of the work is organized as follows. Section II reviews related work of Web service ranking. Section III introduces the physical-level context-awareness of WSN services. The physical-level context-aware assisted WSN service ranking approach is proposed in Section IV. Section V presents a case study to show the validity of our approach. Finally Section VI concludes this paper.
II. RELATED WORK
When there exist a lot of services that seemingly fulfil user's requirements well, how to rank those similar services becomes an important issue, and that brings the research on service ranking. In general, there exist two kinds of approaches for service ranking: functionalitybased ranking and QoS-based ranking.
The functionality-based ranking usually needs to calculate the matching degree between user's functional requirements and service functionalities. Dong et al. [19] ranked the candidate services according to similarity between the user's requirements and service profiles. Paolucci et al. [20] proposed a DAML-S-based approach, in which the matching degrees were categorized into exact, plug in, subsume and fail. Klusch et al. [21] In the QoS-based ranking approach, employing the users' ratings regarding service performance to rank services is a most common direction. Xu et al. [22] proposed a QoS management framework for service ranking where the service reputation was estimated from the average ratings that a service received from users' ratings in a time slot. Deora et al. [23] proposed a QoS assessment model based on user expectations, which collects users ratings as well as expectations information, and evaluate the service QoS based on the ratings with similar expectations. Shao et al. [24] predict the QoS of those unused services based on the rating published by other consumers. Zheng et al. [25] extended Shao's work by an effective hybrid collaborative ranking algorithm. Although these QoS-based ranking approaches have been demonstrated promising performance for traditional Web services, they are not appropriate for WSN services, because the intrinsic slow-reaction users' ratings can hardly react to the rapid-variation performance of WSN services in time. For example, suppose that there are two WSN services S 1 and S 2 , and four users U 1 , U 2 , U 3 and U 4 who have used them. As shown in Tab. I, each user rates the QoS of the two services, where ratings are expressed as real numbers in [0, 5] with 0 representing the most unsatisfactory quality and 5 the most satisfactory. For simplicity of presentation, we assume that the aggregation for each WSN service is derived by combing the individual ratings using a simple arithmetic average. From Tab. I, we can see the user rating aggregation for service S 2 is larger. However, if service S 2 is suddenly not available which usually happens in WSN services, its aggregation may be still larger than S 1 . Firstly, if there is no new coming ratings for S 2 after its performance variation, the aggregation of it will keep the past aggregation value 4. Secondly, even if new coming user U 5 aware of its performance variation, the aggregation of S 2 is 3.2, which is still larger than 2.6 of S 1 . That's not reasonable! While above methods may be employed to aggregate the ratings more rationally, assessing and ranking WSN services only from slow-reaction users' perspective seems not enough.
Through analyzing related work, in this paper, our research belongs to the QoS-based ranking research. Different with other work, for WSN services, we contribute at two aspects. Firstly, we were inspired by the context idea for QoS-based service ranking coming from Guinard [14] , and developing corresponding context assessment mechanism for WSN services. Secondly, how to reveal and process the relationships between rapid-variation ser- vice context and service performance will be the core focus of this article.
III. PHYSICAL-LEVEL CONTEXT AWARENESS
Context awareness is important in Web service and SOA-oriented systems [26] . Currently, the most acceptable formal definition for context is given by Dey [27] : "context is any information that can be used to characterize the situation of an entity." According to this definition, contexts involved in WSN services can be categorized into Non-QoS context and QoS context. Non-QoS context refers to the service information which has no direct relations with the service QoS performance, such as service profile, service environment and so on. While the QoS context refers to WSN service's physical-level information that has direct impact on service QoS performance, such as remaining energy, average packet loss rate etc. As shown in Tab.II, the most important five physical-level factors are listed as the QoS context factors. Among them, the service load percentage refers to the ratio of the current user connection number against the maximum user connection number for each service, the remaining energy percentage refers to the ratio of current energy against total energy of physical-level sensors for WSN services, the average packet loss rate refers to average packet loss rate between physical-level sensors and their neighbors, the average transmission latency refers to average transmission latency between physical-level sensors and their neighbors, and the remaining memory percentage refers to the ratio of current memory against total memory of sensors.
To be note that, some QoS context factors with bigger values will indicate better performance, while others with smaller values will indicate better performance. To simplify the discussion, we call the former factors as positive factors, and the latter ones as negative factors. For example, in the Tab. II, the remaining energy percentage is a positive factor, because 20% remaining energy is better than 10%; While the average packet loss rate is a negative factor, because service with 20% average packet loss rate is worse than that with 10%. As such, among all the QoS context factors, remaining energy percentage and remaining memory percentage are positive factors, while service load percentage, average packet loss rate, and remaining memory percentage are negative factors.
In order to quantitatively characterize the context of WSN service, for single sensor based services, the value of each physical-level factor is selected to represent the corresponding factor of that service, while for the services need collect sensor data from more than one sensor, namely multi-sensor based services, the computation rules of QoS context factors for such service is given as follows.
1) For positive factor x, its smallest value among all sensors belonging to service s will be selected to represent the factor x of s. 2) For negative factor y, its biggest value among all sensors belonging to service s will be selected to represent the factor y of s. For example, if service s is composed of three sensors sn 1 , sn 2 , sn 3 , whose values for the five QoS context factors < S lp , S ep , S pl , S tl , S rp > are: sn 1 :< 10, 10%, 5%, 5ms, 75% > sn 2 :< 10, 20%, 8%, 5ms, 60% > sn 3 :< 10, 30%, 9%, 6ms, 65% > According to the calculation rules, the final QoS context factor values of service S j are: s :< 10, 10%, 9%, 6ms, 60% >
IV. CONTEXT-AWARENESS ASSISTED WSN SERVICE RANKING
In this section, a framework is proposed to provide WSN service ranking for the retrieved set of candidate services with identical or similar functionalities. The framework consists of five major processes: (1) Query, which is a WSN service request by a user. When the user sends his query to a certain WSN service registry, a retrieved set of candidate services are always returned; (2) Pre-filtering, which filters out the candidate services with very bad QoS context, and the remaining candidate services will be sent to the further ranking process; (3) User QoS Assessment(UQA), which assesses the each remaining candidate service by other users' ratings; (4) QoS context Assessment(QCA), which assesses the each remaining candidate service via its QoS context factors; (5) WSN service Ranking, which ranks the remaining candidate service by their QoS performance weight. The basic idea of the proposed framework is using physicallevel context-awareness to improve the user QoS assessment in WSN service ranking.
A. Pre-filtering
As described before, unlike the traditional Web services, WSN services are usually deployed upon resourceconstrained and vulnerable sensors. Hence, the WSN service performance will be closely dependent on those physical-level sensors. In this situation, when a service's QoS context become very bad, it may not be able to guarantee the basic QoS for users. For example, a sensor which is nearly energy/resource exhausted will hardly be able to provide satisfying service performance. Hence, it is necessary to filter out those candidate services with very bad QoS context before ranking process.
In the Pre-filtering process, according to the five QoS context factors (see Tab. II), a set of filtering rules can be designed as following: In WSN services, a service can be constructed upon more than one sensor node, which belongs to a common case. For this case, we believe that as long as one node meets any rule above, whether other nodes meets above rule or not, the service will be removed at last. Then, the each remaining service will be assessed by the UQA and QCA.
B. User QoS Assessment
In order to rank the candidates after pre-filtering, the user QoS assessment will make a user experience-oriented calculation.
As we know, the arithmetic mean and weighted mean of users' QoS ratings are commonly used for user QoS assessment [22] [28] [29] . However, according to our experiences, users may have different QoS experiences on the same WSN service, which are caused by many factors, such as user's location, user's network environment, user's access device, etc, and this kind of differences have been largely ignored in the arithmetic mean-based and weighted mean-based approaches.
As an important technique to consider user experience similarity, collaborative filtering [30] provides a natural method to address this issue, especially when we assume that users who have similar historical experiences on services probably have similar experiences on other services. Accordingly, for a particular user U i , only those ratings by users who have similar experience will be utilized for service ranking.
In order to find similar users, it is necessary to calculate the user experience similarity. Recently years, there have been a number of commonly used measurements such as Euclidean distance, cosine similarity and etc.. Among them, we choose Pearson Correlation Coefficient (PCC) [31] for the calculation of user experience similarity, because as to the non-normalized subjective ratings, PCC can to the most extent correct the affection of users' abnormal data for any scaling [32] .
Assume that there are M users and N WSN services, then the user-service rating matrix can be denoted by a M × N matrix, where each item r i,j represents the user U i 's rating on service S j . If user U i did not rate service U j , then r i,j = 0. Through this matrix, the service experience-based similarity between two users U a and U b can be measured by the following PCC equation:
wherer a represents the average ratings of user U a , J is the intersection set of services which both user U a and user U b rated. From equation 1, we can see the similarity Sim(U a , U b ) is at the interval of [−1,1], which a large positive value indicates that user U a and user U b are more similar.
When two users happen to have a small intersection services set, Eq. 1 may overestimate the user similarity value [25] . For example, assuming that there are three users U a1 , U b1 , U c1 , and user U a1 rated 10 services, in which service S 1 , S 2 , S 3 are respectively rated by value 1, 2, 3. User U b1 only co-rated two services S 1 and S 2 with user U a1 , and his rating values of S 1 and S 2 are respectively 1, 2. User U c1 has co-rated three services S 1 , S 2 , S 3 with user U a1 , and his rating values of S 1 , S 2 , S 3 are 1, 2, 3 respectively. According to Eq. 1, Sim(a 1 , b 1 ) = Sim(a 1 , c 1 ) = 1. However, in fact both the intersection service sets are too small to accurately reflect the real similarities. Moreover, intuitively, user U c1 is more similar than user U b1 to user U a1 because U c1 has a bigger intersection service set with U a1 than U a2 . Hence, a weighted similarity computation should be considered to reduce the overestimation influence. The weighted similarity Sim (a, b) between user U a and user U b can be computed as following:
where n ab is the number of services co-rated by both users a and b, and n a is the number of services rated by user a. Obviously, when the value of n ab is small, the weight n ab na will decrease the similarity to avoid overestimation. As a result, in above example, the weighted similarity
For the user U a , facing lots of similarity values, his similar user determination is very important for further UQA. Here, we choose the users whose similarity values to user U a to assess services. Because only positive Sim (a, u) values are meaningful for further fuzzy-based ranking in our approach, users whose similarity values to user U a are lower than 0 will be removed.
In addition, WSN services can be found in highly dynamic environments where sensors and their services constantly degrade, vanish, and possibly re-appear [14] . Therefore, users' ratings for WSN services should have an inherent characteristic, i.e., timeliness. For example, if a user U c rated a service U j long time ago, the user's rating for that service could be possibly out of date so that it can not be used for the assessment of service U j . As such, we define a similar neighbor set M j (a) to calculate the user assessment value for a specified service j, which can be obtained as follows.
where t uj represents the time interval since user U u rated service U j , and T 0 is the time threshold. When the M j (a) is found, then for user U a , the user assessment value for service S j can be computed by the following equation.
C. QoS Context Assessment
As described in Sec. I, most existing QoS assessment ranking approaches for Web services only consider from user's perspective. While for WSN services, due to the dynamical environments, the QoS context, which is the most direct reflection of service performance from the services' perspective, should be also considered for effective service assessment and ranking.
Assume that there remain N candidate services, then the relationship between QoS context factors and services can be denoted by an 5 × n matrix, where
In order to make those different factors comparable, the attribute values can be be normalized to make data in the same range. Here we employ Gaussian approach [33] , which has proven that the possibility of the normalized value in the range of [0, 1] is approximately 99%. The normalization formula is as following:
whereq i denotes the mean value of factor i, and σ is the standard deviation of factor i. Finally, the context assessment value of service S j , C ( j) can be calculated by Eq. 6,
where G(c) is the set of all positive factors, H(c) is the set of all negative factors, max(q i ) represents the maximum value of the i-th row, and min(q i ) represents the minimum value of the i-th row in normalized matrix. λ is the weight of positive factors, and the range of λ should be limited to [0, 1].
D. Discussion
Although the user QoS assessment and the context QoS assessment for the candidate services are calculated respectively, the relationship between slow-reaction users ratings and quick-variation service context may still include important logics which can further assist in the WSN service ranking. In this section, we will discuss how the variation of QoS context assessment will act on the QoS performance of WSN services and the user QoS assessment variation tendency.
Assume CV j = C(j) − C (j) represents the QoS context assessment variation of service S j in a period time of τ , where C(j) is the current QoS context of service S j computed by Eq. 6, τ represents the context collection period. Here, C (j) is computed as follows. Firstly, replace the current context factor values of S j by the last collected values, and then the C (j) can be computed following the steps of C(j)'s calculation as depicted in Eq 5 and Eq. 6. According to this definition, if CV (j) is a positive value, then it represents the physicallevel context of service S j is becoming better, while if CV (j) is a negative value, it represents the physical-level context of service S j is becoming worse.
Although the reaction of user assessment to a WSN service's QoS variation is slow, the user assessment may still vary correspondingly in a period of time. Assume U V j = U (j) − U (j) represents the user assessment variation of service S j , where U (j) is the user QoS assessment of service S j , and U (j) is calculated as follows.
According to this definition, if U V (j) is a positive value, it represents the new coming ratings for service S j have been aware of its performance variation toward worse direction, while if U V (j) is a negative value, it represents the new coming ratings have been aware of its performance variation toward better direction. In order to conveniently elaborate the action of CV(j) on the QoS performance of service S j and the user QoS assessment, we simplify the variation speed of C(j), and assume that if |CV j | ≥ α, the variation speed of C(j) is "fast", if |CV j | < α, the variation speed of C(j) is "slow", where α is a positive number. As a result, three main scenarios of physical-level context variation need be deeply discussed in terms of their actions on the service QoS performance, which is depicted as follows.
Fast degradation of QoS context. This scenario often happens when there are some external disturbances to the physical-level environment of a WSN service, a sensor node supporting the service is out of resources or some other reasons. the physical-level context of such service will drop "fast", which means CV (j) ≤ −α. The immediate result is that the QoS performance of such service will correspondingly decrease intensely. In this situation, the new coming ratings from the active user's neighbors may be aware of it and react to it, even though the overall user QoS assessment has the slow-reaction characteristic. Then, in general, U V (j) is a negative and relatively big value because of the fast degradation of QoS context. Fast promotion of QoS context. This scenario often happens when the physical-level environment of a WSN service recover to normal from disturbances, the occupied resources of sensor nodes supporting the service are freed or some other reasons. Unlike the scenario above, in this scenario, the physical-level context of such service will promote "fast", which means CV (j) ≥ α. The immediate result is that the QoS performance of such service will correspondingly increase intensely, and the new coming ratings from the active user's neighbors may be likewise aware of it and react to it. Then, in general, U V (j) is a positive and relatively big value because of the fast promotion of QoS context.
Slow fluctuation of QoS context.
Just as the name implies, the physical-level context of a WSN service does not vary "fast", but "slow", which means |CV (j)| < α. This scenario often happens when packets are temporary loss in the physical-level environment or the disturbance is not so much. In this situation, the QoS performance of such service are not much affected, and may fluctuate slowly. Then, in general, U V (j) also fluctuate correspondingly, whose value may be negative or positive. However, its value is relatively small compared to the earlier two scenarios.
E. WSN Service Ranking
From the discussion above, we believe that the physical-level context should be employed to assist in WSN service ranking, where the fast variation of QoS context must be emphasized. As such, we define the following QoS performance weight for the WSN service ranking purpose, which means the QoS performance of service S j .
whereŪ represents the mean user QoS assessment value of all the candidate services , and CV max represents the maximum context assessment variation of all the candidate services. The WSN ranking process include two steps: (1) calculate the QoS performance weight for each candidate service, (2) sort Q(j) and return the top K candidate services to the active user.
V. CASE STUDY In this section, we will use a case study to illustrate how the proposed WSN service ranking approach can distinguish the QoS performance of services and help users for their selection.
Suppose that Bob send a query a public WSN service registry and there are 24 services meeting Bob's functional requirements in the registry, the current values of whose QoS context factors are shown in Tab. III, where the ID represents service ID. Traditional methods for Web service ranking will only employ users' ratings to assess these candidate services, and can hardly distinguish real good services. In our approach, when Bob' functional requirements are sent to the registry, these candidate services will be filtered firstly. Since WSN services with very bad QoS context may be not able to guarantee basic function provision, we empirically set service load percentage threshold θ lp = 98%, remaining energy percentage threshold θ ep = 5%, average packet loss rate threshold θ pl = 80%, average transmission latency threshold θ tl = 800ms, and remaining memory percentage threshold θ mp = 5% in the pre-filtering process, which means if any factor of a service is worse than its corresponding threshold, such a service will have a great possibility of not working properly. For example, according to our experience, if a WSN service's connections load is more than 98%, it is very likely that the service can not handle new coming connections in time. In addition, the high average transmission latency of WSN services always accompany high average packet loss rate, and this shows the removed WSN services always meet filtering rule 3 and rule 4 simultaneously. From Tab. III, we can see there are still 16 candidate services meet Bob's demand after the pre-filtering. Next we will sort these candidates based on their QoS performance through our proposed hybrid ranking method. Currently there is no standard dataset of user ratings for WSN service ranking, therefore, some works [34] [35] evaluate their approaches by using Movielens, a widely used dataset in recommender system. However, Movielens is not directly applicable as our training data since it does not contain the timestamp information, which is very important for WSN user assessment calculation. In this paper, an artificial training data of user rating is proposed based on Movielens, which is set up by the following steps: firstly, the Movielens dataset consists of more than 100000 ratings ranging from 0 to 5(0 represents no rating) from 943 users on 1682 movies categorized into 19 groups. Assume a movie in Movielens dataset is considered as a WSN service, we choose a group of 50 movies and 100 users (include Bob's ratings) as our training data, and 20 other movies as the candidate services. Secondly, we add timestamps to the ratings from the 100 users for the 20 candidate services, which are randomly distributed in the range of [0, 30] . The timestamp 0 means the rating happened 0 minutes before, and 30 means the rating happened 30 minutes before. We set K = 10 as the Top-10 set, T 0 = 25 minutes as the time threshold in Eq. 3, then Bob's similar neighbor set can be identified, which include 12 similar users. The user assessment value of each candidate service can be correspondingly calculated through Eq. 4. In addition, we set T 0 = 10 minutes, then through Eq. 7 and Eq. 8, the user assessment variation of each candidate service can also be calculated. Due to the limitation of space, we do not provide the calculation details . The first and second column of Tab. IV show the user assessment and variation values of the total 16 candidate services. On the other hand, we set context collection period is τ = 5 minutes, and the weight of positive factors λ = 0.5, which means the positive factor and negative factors have the same weight. From Tab. III and the historical context factor values, after the normalization of each context factor for the 16 candidate services, the context assessment values and context assessment variations of them can be also calculated, which is shown at the second and third column of Tab. IV.
Since the three parameters of each candidate service for WSN service ranking are already calculated, in the next part of this section, we will illustrate how WSN services are ranked and analyze the results of ranking process. From Tab IV, we can see that the top two largest QoS context variation among all the remaining candidate services is service S 4 and service S 8 , and the smallest QoS context variation is service S 11 . However, CV (4) = 1.25 means that the physical-level context of service S 4 has an intense promotion, while CV (8) = −1.13 means that the physical-level context of service S 8 has an intense degradation. Then the mean user QoS assessment valuē U among the 16 services is computed as 2.8172, and CV max = |CV (4)| = 1.25. According to Eq. 9, the QoS performance weight of each candidate service can be correspondingly computed, which is shown in Fig. 1 . After that, these candidate services can be ranked by the value of Qos performance weight, and Bob will be able to select WSN services with the best QoS performance by the ranking list.
According to the ranking results, among the 16 WSN services , service S 10 , service S 16 , and service S 14 are the top 3 best services regarding the QoS performance for Bob, and service S 13 , service S 9 and service S 8 are the top 3 worst services. In addition, we observe that although several candidate services attain good user QoS assessment, the QoS performance weights of them are very small. For example, the values of U (8) and U (15) are 3.3774 and 4.3328 respectively, which seems to be a good recognition from users' perspective. However, their QoS performance weights Q (8) and Q(15) are 0.83 and 2.17, which are not so good comparatively speaking. On the other hand, some candidate services which does not attain good user QoS assessment win very good QoS performance weights, such as service S 4 and service S 1 . In fact, it is not difficult to understand why these results happen. As described earlier, due to the dynamic environment of WSN services, assessments from users' perspective can not timely react to the rapid variation of them, when the QoS performance of WSN service varies, the user assessment can not promptly change the previous "good" to the real "bad" at present or change the previous "bad" to the real "good". To be note that, these "abnormal" results just exactly verify the rationality of our WSN service ranking using physical-level contextawareness.
VI. CONCLUSION AND FUTURE WORK
Wireless Sensor Network(WSN) service, is always deployed on resource-constrained sensor nodes which are related directly to the physical world. Unlike the traditional virtual Web services, WSN services are found in highly dynamic environments where sensors and their services constantly degrade, vanish, and possibly reappear. In this paper, we have introduced a novel QoS-based ranking approach using physical-level context-awareness to assist in WSN service ranking. Our approach can not only be conscious of the rapid QoS performance variation resulted by the change of physical environments, but also react to such variation promptly. Through discussing the affection of QoS performance and user QoS assessment by physical-level context variation, we propose a QoS performance weight to sort WSN candidate services.A case study is also provided to show the effectiveness of our approach.
In the future, we plan to improve the selection of QoS performance weight through further discussing the relationship between the variation of physical-level context and QoS performance variation of WSN services. Moreover, in order to verify the applicability of our approach, implementing more WSN services for massive experiments is a essential direction of our future work.
