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Abstract 
This dissertation investigates the machine vision grading of flue-cured 
Virginia tobacco by means of digital processing of tobacco leaf images. 
With reference to international grading standards and to modem image 
processing techniques, two classifiers are designed. The colour classifier 
uses seven features extracted from each leaf image to grade the leaf into 
one of five official colour classes. It does this with an expected correct 
classification rate of 93.5%. The plant position classifier identifies the 
position on the stalk from which a leaf was reaped, using ten size and 
shape features to classify the leaf into one of six plant position categories. 
It has a correct classification rate of 70%. Average colours for each colour 
class and archetypal shapes for each plant position category are derived 
from the digital leaf data. These should be of value to tobacco graders as 
objective representations of typical leaves within each class. 
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1.1 Historical context 
Upon their. arrival in the Americas in October 1492, Spanish explorers soon noted that 
the Indian inhabitants would burn certain leaves and inhale the smoke through hollow 
reeds for recreation. There is still disagreement [53] as to whether the word tobacco 
was derived, as Oveido claimed in 1535 [52], from the Y-shaped tubes or pipes which 
the Indians used for this purpose, or whether the word referred to the tubular rolls 
of leaves being burned [25]. Whichever the case, the practice of smoking tobacco 
leaves was adopted enthusiastically by the Spaniards, who took both the habit and 
good supplies of the leaf with them when they sailed for home. Rodrigo de Jerez, 
one of Christopher Columbus' lieutenants, is said to have been the first man to have 
smoked tobacco in Europe, an action which was denounced as "devilish" by the In-
quisition and which swiftly led to his imprisonment in his home town of Ayamonte 
[15, 23]. 
Despite such formidable opposition, the smoking of tobacco flourished in Spain in the 
early 16th century, and spread during the next seventy-five years to other countries 
of Europe, particularly to Belgium, France and England (where the first seeds were 
imported in 1565) [7]. A notable early enthusiast was Jean (or Jacques) Nicot (c. 
1530-1600), who encountered tobacco during his term as the French ambassador.to 
the royal court at Lisbon and who first introduced tobacco smoking to France upon 
his return home in 1560 [62]. Nicot encouraged the use of tobacco for medicinal 
purposes, and such was his success that his name rapidly became synonymous with 
1 
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the leaves, then with the action of smoking them and, much more recently, with the 
active chemical alkaloid ingredient, nicotine (C10H14N2)[l3]. The taxonomic plant 
genus Nicotiana includes two species that are particularly high in nicotine compared 
with wild tobacco [34]: N. rustic a which originated in Mexico and was smoked in 
England until 1616; and N. tabacum which came from Brazil, was smoked by the 
Spanish and has been the tobacco of choice for most smokers since it was planted 
in Virginia in the 17th century. More obscurely, the adjectives nicotian and nicotiant 
have been applied to the leaves and to those that smoke them respectively, whilst the 
term nicotism is used, evocatively, for addictive indulgence in tobacco usage [53]. 
In the days of Sir Walter Raleigh, its great English proponent at the dawn of the 
17th century, tobacco leaf sold for its weight in silver. In November 1593, Arthur 
Throckmorton bought 3! ounces from Raleigh (who was his brother-in-law) for eleven 
shillings and sixpence - a huge sum to pay, even for a rich man's luxury [57]. The 
King, James I, was implacably opposed to smoking and famously derided it in 1604 
as 
A custome lothsome to the eye, hatefull to the Nose, harmefull to the 
braine, dangerous to the Lungs, and the blacke stinking fume thereof, 
neerest resembling the horrible Stigian smoke of the pit that is bottomlesse 
[42]. 
Nevertheless, by 1620 prices were beginning to fall and the weight of leaf imported 
annually from Virginia to England had reached 40 000 lbs (or about 18 t) [23, 46]. 
Furthermore, the King was already earning substantial duties from the trade, a fact 
which introduced an irony in the attitude of government towards smoking that still 
persists today. At the Restoration in 1660, King Charles II earned £400,000 annually 
from tobacco revenue [96], the importance of which is evident in comparison with his 
annual income from Parliament of £1.2 million and his debt of £925,000 at the time 
[99]. 
Despite stern opposition from authorities, including the threats at various times of 
excommunication from the Roman Catholic Church (by the Papal Bulls of 1624, 1642 
and 1650), decapitation in China [7], transportation or death in orthodox Russia [35] 
and torture by means of a pipe inserted through the nose in Turkey [23], the demand 
for tobacco continued to grow rapidly. This was fuelled in part by a widely-held belief 
in its medicinal power: in a curious inversion of today's standards, for example, it 
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was made compulsory in 1665 for all the boys at Eton to smoke each morning as a 
means of warding off the Great Plague [5]. Other dubiously-advantageous uses of 
tobacco included the tobacco-smoke enema-syringe, which persisted through the 17th 
and 18th centuries as a major medicinal technique for resuscitating people in a state 
of suspended animation, or apparently drowned [10]. 
Patterns of tobacco usage since the 17th century have been determined far more by 
styles and fashions than by any mistaken faith in its curative properties. Snuff-taking 
was fashionable from around 1680 and throughout the 1700s, while in 1804 cigars 
made their first appearance in the United Kingdom from Spain. The smaller and 
cheaper cigarette followed in about 1842-3, beginning as an exclusive craze, "quite 
la grande mode of late with certain French ladies" [14], but rapidly becoming avail-
able to the masses so that soon it was reported that even "the beggars in the streets 
have paper cigars (called cigarettes) in their mouths" [56]. At the opposite end of 
the social scale, Queen Victoria was strongly opposed to the use of tobacco in all its 
forms [5, 15]. Nevertheless, the European wars of the late 19th and early 20th cen-
turies catalysed the spread of cigarette smoking, with fashions being adopted by army 
officers and men through exposure to cultures that were hitherto unknown to them. 
So, for instance, the Evening News of 10th October, 1914 charges perhaps rather sim-
plistically that "[ o ]ur officers ... brought the habit back with them from the Crimea, 
where they learned it from the Russians" [26]. 
By the mid-20th century, cigarettes had become universally available, and dem,and for 
them was augmented through their frequent use by the film stars of cinema and also 
through more overt forms of product advertisement. It has been estimated that in 1957 
the average American citizen above 15 years of age smoked 3440 cigarettes per year, 
with corresponding figures of 2720 in Canada, 2630 in the United Kingdom, 2380 in 
Ireland and 1510 in Rhodesia [8]. Current annual world cigarette production stands 
at 5700 billion pieces, or just under 1000 cigarettes for every human being alive; 
and, despite greatly increased awareness of the dangers of smoking, consumption in 
the developing world continues to rise [102]. Adult annual cigarette consumption in 
Greece and Cyprus, the highest in the world, is still well over 3000. [24, 91]. 
Even in the face of the emotionally negative response which tobacco production in-
spires in many people today, the tobacco industry remains a vast worldwide enterprise 
which seeks to satisfy the ever-shifting fashions and demands of huge numbers of 
consumers. Technology has been used in the service of this industry ever since the 
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galleons, marvels of their time, set out across the ocean to the Americas. Very effi-
cient mass production techniques and high-precision chemical analysis are just two 
of the technologically-driven features of the modem cigarette fabrication process, and 
recent years have seen similar innovations that streamline the growing and market-
ing of the tobacco crop itself. The many examples would include the introduction of 
1 
machines to assist with reaping, automated regulation of temperature and humidity 
in bulk curers, and new and efficient ways to transport tobacco bales at the auction 
floors. This dissertation will describe a possible application of a relatively new tech-
nology, namely machine vision, to a stage of the tobacco production process known 
as grading. The author (who is a non-smoker) hopes that this work will highlight a 
production process which is still in many ways a hostage to fashion and subjectivity, 
and yet which satisfies the demands of and offers employment to a very large number 
of people today. 
1.2 Economic perspective 
Total annual world tobacco production fluctuates considerably from year to year, de-
pending upon such factors as the success of the global harvest, world stock levels 
from the previous season and where those stocks are held, and the anticipated price, 
especially in seasons following a poor crop in a major producer such as China. Table 
1.1, which gives the total production figures over the last six years, reveals a variation 
between the extreme years of 2.029 million tonnes compared with a mean value of 
6. 739 million tonnes, even over this short period of less than a decade. This volatility 
in the total production figures is offset by the fact that world stocks tend to amount to 
just under a full year's production, although it must be noted that China holds a very 
large percentage of the stock. Table 1.1 also includes the estimated stock holdings as 
they have stood over the past few years, both including and excluding the stock held 
by China [102]. 
The cropped cultivar and the treatment by producers of tobacco also have great world-
wide variation, with the result that total world production may be divided into several 
very distinct types, each of which is most suitable for the manufacture of a specific 
style of smoking material. In 1929, the Bureau of Agricultural Economics of the 
United States Department of Agriculture (USDA) identified six classes of tobacco, 
comprising a total of 26 types (30], each distinguished by the tobacco variety or cul-
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tivar used, or by the process of curing the leaves, or by the eventual end use of the 
tobacco once sold (e.g. cigars, cigarettes, etc.). Many further types, grown in coun-
tries outside the United States, were also identified in this classification. Fortunately 
from the point of view of simplicity, the overwhelming majority of modern tobacco 
production belongs to one of seven of the types identified, which are listed in table 
1.2, together with the approximate total of each type produced in 1997 [103]. 
Both the production and the consumption of tobacco and its products exhibit some 
marked regional trends. Whilst wordwide production grew at about 1.8% per annum 
(averaged over the period 1974-86), this was represented by a mean annual growth 
rate of 3.4% in developing countries and a mean annual decline, -0.9%, in the devel-
oped world. Countries like the United States, Canada, Argentina, Turkey and Japan, 
acting in response to the increased awareness of the dangers of smoking and in recog-
nition of its costs to the public health sectors of their economies, have all cut back on 
production since 1975. Other countries, notably Brazil, Malawi, China and Indone-
sia, expanded production very significantly over the same period, with the latter three 
achieving mean annual growth rates of 6% to 8% for over a decade after 1975. Total 
world consumption in 1974-86 rose by an average of 2.4% per annum, but this was 
represented by a mean rise of 4.8% (or 1.9% per capita) in developing countries and a 
mean fall of -0.4% (or -1.5% per capita) in the developed world [28]. 
More recently, despite new recognition of the health threat posed by passive smoking 
and notwithstanding legislation in many developed countries that curbs advertising, 
discourages teenage smoking and reduces retail outlets, both worldwide production 
and consumption continue their upward trends, with leaf production expected to be 
Total world tobacco production, 1993-1998 
Year Total Stock Stock excl. China 
Mt Mt (est.) Mt (est.) 
1993 7.917 7.7 5.3 
1994 6.140 6.6 4.9 
1995 5.888 5.7 4.3 
1996 6.417 5.8 3.9 
1997 6.961 6.1 4.1 
1998 7.113 - -
Table 1.1: World tobacco production statistics in millions of tonnes of green leaf. 
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Estimated breakdown of 1997 world production 
by the major tobacco types 
Type Production (Mt) 
Flue cured 4.500 
Burley 0.940 
Dark air or sun cured 0.930 
Dark fire cured 0.048 
Light air cured 0.097 
Oriental 0.620 
Table 1.2: Millions of tonnes of green leaf of major types produced in 1997. 
growing at 1.9% (2A% developing world, 0.8% developed) and tobacco consumption 
also to be growing at 1.9% (3% developing world, -0.1 % developed) in the year 2000 
[36]. Price increases through levied taxations, the impositions of higher penalties 
and payments on the players in the industry, the threatened listing of tobacco as a 
drug and, most recently, the negotiations for a massive (US$246 billion) reparatory 
legal settlement [92, 93] in the United States, are curbing (but not strongly reducing) 
the demand for tobacco products in countries such as the United States and United 
Kingdom. This is more than offset, however, by the opening up of new mass markets 
in formerly-communist Eastern Europe, developing Africa, Asia and South America. 
While United States domestic cigarette consumption has fallen by 2% - 3% in most 
years since 1988 [104], the United States is still a massive (and growing) [101] im-
porter of cured tobacco, which it processes and then re-exports for use in other coun-
tries. As an example, United States tobacco imports soared from 1995 to 1996 by over 
60% [76], and United States cigarette sales to Eastern Europe increased 5-fold from 
3.7 billion pieces to 19 billion pieces in the same short period of time [101]. 
In contrast, China, which is by far the world's largest tobacco producer, exports only 
a very small percentage of its crop, the bulk being accounted for in domestic usage. 
Table 1.3 lists the world's main tobacco producing nations and gives, for the five 
largest exporters, the dry weight of their exportation of the main type of cigarette-
manufacturing tobacco, which is the flue-cured product [103, 101]. 
This dissertation will focus almost exclusively on the classification of flue-cured to-
bacco, because this is the dominant style grown in the world today, as Table 1.2 shows, 
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The main tobacco producing nations 
and flue-cured tobacco exporters 
Nation 1997 Total Production 1998 Flue-Cured Export 
lOOOtonnes 1000 tonnes dry weight 
China 2400 80 
USA 433 108 
Brazil 430 230 
Zimbabwe 196 175 





Table 1.3: Estimated production and flue-cured export of the main producers 
and because of its central importance for the cigarette industry. It will also concen-
trate on the tobacco grading practices in Zimbabwe, which, as Table 1.3 reveals, is the 
world's fourth largest tobacco producing country, and the second largest flue-cured 
tobacco exporter. 
The high cash-crop value per unit of land, the opportunity which it offers for substan-
tial rural employment, and its foreign exchange earnings potential all make tobacco 
a favoured crop in a developing country whose climate will support its cultivation. 
The geography, soil conditions and normal seasonal rainfall in parts of the north and 
east of Zimbabwe are ideal for the farming of the Virginia tobacco crops which, when 
flue-cured, are in highest demand for cigarette manufacture. Moreover, Zimbabwean 
rural labour has hitherto been in good supply, with minimum agricultural wages set 
by the Government at significant yet not burdensome levels for the entrepreneur. 
Thus, for many years Zimbabwe has accounted for about 1.8% of total world tobacco 
production, or about 4% of the total global flue-cured crop [81]. Local consump-
tion is very small, and the great majority of the Zimbabwean flue-cured crop is ex-
ported. The tobacco industry in Zimbabwe is not only the nation's main employer, 
but also its largest earner of foreign exchange. In 1996, tobacco accounted for 30% 
of Zimbabwe's total exports of Z$24.2 billion [27], while in 1997 160 million kg of 
flue-cured and burley tobacco were exported, earning the country Z$6.6 billion [37]. 
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Some 98% of production is exported, with the remaining 2% representing domestic 
consumption and wastage losses that are incurred in pre-export processing. 
The concentration of the Zimbabwean economy on the production of high-quality 
export tobacco, and the consequent pressure on the Zimbabwean tobacco industry to 
meet the highest standards in every respect, have long been noted. Akehurst [3], for 
example, observed that 
Zimbabwean tobacco growing is unusual, as an agricultural industry, in 
that a large export trade has been built up on a relatively small home de-
mand. In 1959 exports were nearly 80 per cent of production and the fig-
ure has since risen because production has increased considerably against 
relatively static local consumption. It is thus exceedingly vulnerable and 
must operate on the strictest criteria, in order consistently to produce, in 
every respect, the standards desirable by its markets 
and also that 
The Zimbabwean industry has no equal in the world for the degree with 
which all sectors involved, farmers, merchants, manufacturers and the re-
search organisations are effectively pulling together in the same direction, 
towards lower-cost profitable production of leaf styles covering the re-
quirements of the world's main importing countries. 
Zimbabwean flue-cured tobacco is carefully produced to the highest world standards 
and therefore provides an excellent example by which to assess industrial techniques 
such as the grading criteria that will be considered here. The findings of this disser-
tation, made on the basis of a study of typical Zimbabwean flue-cured tobacco, may 
confidently be extended to flue-cured tobacco as it is grown in all other parts of the 
world precisely because of Zimbabwean success in maintaining stringent international 
standards. 
1.3 Problem statement and scope of study 
Accurate grading of flue-cured tobacco is an essential prerequisite to selling it [80]. 
Grading is currently performed manually in a process which, with a few exceptions, 
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has altered very little over the past century, and which remains very labour intensive. 
Although flue-cured tobacco grades are defined qualitatively and at some length in 
the literature that is available to farmers [90, 54, 60, 94], quantitative criteria for the 
grading of tobacco are scant or non-existent [ 1, 11]. 
The purpose of this study is thus two-fold. Firstly, it is an investigation into the possi-
bility of using machine vision techniques to grade, or assist with the grading of, flue-
cured tobacco leaves. It offers the theoretical basis for the design of an automated or 
semi-automated software system for grading, which may be faster, more accurate and 
cheaper to operate than current manual methods. Secondly, in formulating and testing 
image processing algorithms for the automated grading of tobacco, this study devises 
quantitative criteria which achieve virtually the same classification success rates as 
human graders operating with their relatively ill-defined qualitative guidelines. This 
dissertation may enhance understanding of the grading process, and indeed improve its 
efficiency, by offering objective criteria for the grading of flue-cured tobacco leaves. 
The study will be restricted to two of the major attributes by which leaves are graded 
- colour and plant position. Although for both of these (and particularly for plant 
position) a human grader will use some non-visual cues, such as the aroma or feel of 
the leaf, the assumption here is that these attributes may adequately be judged from 
only the visual information that is available in an image of the upper surface of the 
spread, flattened leaf. This dissertation aims to prove that, even with a much more 
limited set of inputs than is available to the human being (i.e. with visual inputs only), 
a machine vision system could be expected to achieve grading accuracies that are very 
close or even superior to those of typical human graders. 
The practicalities of the hardware implementation of an automated leaf grading system 
i 
will not be discussed, except insofar as they were issues in the practical component of 
\ 
this project (e.g. in the illumination of the leaves for imaging purposes). It is assumed 
that a fully implemented automatic grader could be faster than a human grader because 
of the mechanical properties of its moving parts and because of the processing speed 
of which its electronic hardware would be capable. This study will concentrate on the 
development and testing of image processing algorithms for leaf grading, but will not 
emphasise the coding or the optimisation for speed of these algorithms, except where 
this became an issue in the testing of the algorithms. 
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1.4 Literature review 
Prior to 1926, published literature that describes the process of tobacco grading often 
serves today to emphasise how very subjective a process it was. An excellent treatise 
for its time, for example, is A Textbook on Tobacco [98], published in 1914, in which 
the author's description of the "sorting" of tobacco highlights this impression: 
The tobacco is usually divided, with infinite care and judgement, into 
the following kinds: Brown, dark gray, light gray, yellow, multicolored, 
coarse not speckled, slightly speckled, dark and brown slightly speckled, 
gray and light speckled all colors, little-broken dark and brown, little-
broken gray and light, much-broken all colors, sweepings, and trash. 
In January, 1926, pursuant to the Warehouse Act, the United States Department of 
Agriculture published [87] what the Yearbook of Agriculture of that year [88] de-
scribed as "a complete and systematic classification of All American leaf tobacco". 
This was a huge step forward in tackling the bewildering taxonomy of tobacco types 
and sub-types already prevalent. It established the division of all tobaccos into classes 
(usually depending on their method of curing or their usage in cigars), each of which 
was subdivided into types (often by reference to the American state where it was 
grown). Within each type, a set of grade groups was then assigned, which depended 
on the leaf's position on the plant or on its general coloration, among other consider-
ations. Although this classification scheme is clearly artificial, it has proved helpful 
in establishing a common reference for growers and buyers, and has been adopted in 
many countries worldwide. The USDA literature of the time identified classes and 
types by arabic numerals and the grades by the alphanumeric sequences (e.g. B2L, 
B4F, XlL etc.) that are still essentially with us today [90]. 
Since 1926, the literature relevant to tobacco grading, and particularly to the aims of 
this study, seems to fall into about eight categories: historical books, methodological 
publications, advisory magazine articles, statistical surveys, newspaper articles, tech-
nical papers, books devoted to tobacco or tobacco growing and, finally, textbooks on 
image processing and classification. 
Historical books (e.g. [23, 42, 10, 47, 75, 73]) are valuable in setting the historical 
context of the need for tobacco grading and in highlighting the methods that were 
originally employed to sort tobacco by perceived type. It is clear, for instance, that 
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the buyers' tastes have always been of paramount importance to tobacco growers, and 
that the growers' preoccupation with packing their product into bales of uniform type 
has stemmed from the buyers' requirements in this regard [73]. 
Government, Growers' Association or Marketing Board publications [89, 21, 54], 
which cover the methodology of tobacco growing, curing, grading and sale, are ex-
tremely valuable in placing grading in its correct perspective within the flue-cured 
tobacco production process, and in defining exactly how grading should be carried 
out. Reading this literature often makes it clear that flue-cured Virginia tobacco is 
now handled and graded almost identically worldwide [60, 94], which gives confi-
dence that an automated grading system with objective grading criteria would have 
wide applicability. Of particular value to understanding the grading of tobacco in 
Zimbabwe has been the One Industry Approach to Grading and Presentation of Flue-
Cured Tobacco [80], which describes the modem classification scheme as applied to 
tobacco at auction. There are several references [21, 54] which cover the practicalities 
of grading leaf tobacco in minute detail, including giving recommendations for grad-
ing shed layout, leaf steam conditioning, lighting, humidity, the keeping of records, 
labour requirements, ergonomics, inspection and quality control, and rates of pay. The 
practical considerations arising from these references have an important impact on this 
study, especially as they relate to matters such as the illumination of the grading sheds 
or the volume of tobacco that a human grader can classify in a day. 
The 1960s appear to have been a heyday for national toba~co growers' journals, and 
regular publications that have provided many articles of relevance to tobacco grading 
include the Rhodesian Tobacco Journal, the Australian Tobacco Journal, the Cana-
dian Tobacco Grower, The Bright Leaf (an Ontario tobacco growers' journal) and 
Farming in South Africa. At a time when individual growers were bringing very in-
novative methods to the industry, these journals served to inform farmers of the latest 
practices. By reading back-issues of such publications, one can trace some important 
developments in grading techniques. In Canada, for instance, where tobacco was tra-
ditionally grown and graded by isolated farming families, grading was greatly assisted 
by installing motorised conveyor belts [17, 65, 18]. The introduction of artificial flu-
orescent lights extended the hours of day during which workers could grade tobacco 
without adversely affecting their grading accuracy [64, 71, 63]. Much more attention 
was paid to technical issues such as the layout of the grading shed [63], the quality 
of the graders' colour vision [67] and the work efficiency and remuneration scales 
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for grading [66, 69, 70]. Plentiful advice was also given to farmers as to simple sys-
tems for grading leaf into a relatively small number of categories prior to sale (e.g. 
[68, 19, 48]). From the point of view of this study, these developments are of interest 
because they represent injections of technological or economic innovation into a very 
labour-intensive activity, and, as such, they are forerunners of the kind of innovation 
which this study hopes to bring, four decades later, to the same process of leaf grading. 
Statistical surveys and newspaper articles are of particular value in gleaning data that 
justifies the economic potential of bringing machine vision to an automated grading 
system. Certain issues of Tobacco Trends [101, 102, 103, 104], published quarterly by 
the Market Information Department of the Zimbabwe Tobacco Association, are very 
useful in explaining the current economic context of flue-cured tobacco production 
and marketing both internationally and in Zimbabwe itself. The more detailed Flue 
Cured Crop Annual Statistical Reports [81, 83], prepared by the Technical Division of 
the Tobacco Industry and Marketing Board (TIMB) in Zimbabwe, provide insight into 
the annual earnings from tobacco in Zimbabwe and, most importantly for this study, 
have useful breakdowns of each annual crop into the top 100 grades sold, listed by 
percentage of the crop and price at auction. The breakdowns help one to assess the 
value of accurate grading and, indeed, to see certain cases in which there is no sig-
nificant difference between the prices of two different grades, even though the leaves 
of the two grades differ markedly in appearance. The TIMB's weekly Flue-Cured To-
bacco Market Report (e.g. [79]) and their Statistical Summary of Flue-Cured Virginia 
Auction Sales from 1936 to Date [78] are also both fertile sources of useful statistics. 
There is so far very little published work that deals formally with the possible appli-
cations of machine vision to the grading of leaf tobacco. Campbell [11] points out 
that both farmers and buyers need to be aware of changing fashions in the consumer 
market, and that cured tobacco will continue to be purchased with regard to certain 
subjective selection ideals, even though acceptable objective measures of quality (such 
as chemical content) must increasingly be brought to bear in the trade. He makes the 
important points that tobacco, in contrast to many other agricultural products, "has to 
meet virtually no ... objective specifications prior to purchase" and that "even colour 
has never been defined by the USDA''. This study has the opportunity to rectify this, 
especially in terms of colour but also with reference to the measurable features of leaf 
quality and plant position. 
1. Introduction 13 
Abdallah [1], writing 30 years ago, commented that" it is still rather difficult to estab-
lish a satisfactory means of accurately measuring elements of quality of leaf tobacco, 
i.e. body, texture, thickness, color ... " and that "[t]he need for objective methods 
of defining and measuring quality is the most important area of research in tobacco 
today". Whilst there has been much progress since these comments were made in 
measuring the chemical content of leaves [16], it is the view of the present author 
that a satisfactory means for objectively defining and rapidly assessing leaf colour and 
shape is only now becoming available through digital image processing techniques. 
Some work in this direction has already been undertaken. For example, Tucker and 
Chakrabarty [85] have recently produced software that uses image segmentation and 
classification techniques to identify blight and rust lesions on oats and sunflower 
leaves for the purpose of rapid disease assessment in the field. There has apparently 
been no such initiative to date with tobacco leaves, but it would seem an attractive 
area of study as it offers the possibility of rapid disease detection and possibly even of 
automated diagnosis. For tobacco, there has been some research into the estimation 
of leaf area in Japanese burley [51] and also into a Cuban dark tobacco variety called 
corojo[6]. Both of these projects conclude that leaf area can be estimated with only 
small errors, in the case of the cultivar they were using, from simply-extracted fea-
tures such as leaf length and width. Such feature extraction is what this study seeks to 
automate by applying machine vision techniques to the classification of leaf shape, in 
order to estimate the plant position from which the leaf was reaped. 
Research into the quantitative assessment of tobacco colour has concentrated on the 
use of direct visual comparisons of the tobacco leaf with a physical colour scale or 
chart. Shiga et al [61] developed a colour plate which they used to assess both burley 
and a Japanese cultivar called shiroensu. Using their plate they found that they were 
able, under a wide range of lighting conditions, to assess green leaf colour very pre-
cisely, and from it to identify chlorophyll content with high confidence. In a similar 
experiment, Akimoto et al [ 4] found that the use of a colour scale enabled them to 
determine the readiness for reaping of the leaves of a particular tobacco cultivar and 
that, by bringing reaping forward by as much as a week, the use of the chart could lead 
to an improvement in reaped leaf quality. Of particular relevance to the current project 
is a paper by Carotenuto [12] who used visual comparison with Munsell colour charts 
[50] for the colour assessment of Italian flue-cured Virginia tobacco, and who showed 
that this technique was not only valuable for the assessment of the market grade of 
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the tobacco but could also be used to derive quantitative estimates for leaf reducing 
sugar, total alkaloid and total N content. These papers all seem to point to the hitherto 
unexplored .area of automated leaf colour and shape determination, because they each 
substantiate the fact that quantitative assessment of leaf colour and size is possible. 
The application of computer-based digital image processing techniques to this assess-
ment is just the next logical step in making the assessment more quantitative, more 
objective, more consistent over time, faster and less labour-intensive. 
1.5 Summary of procedure and dissertation preview 
This dissertation aims to produce digital image processing algorithms which are effec-
tive in the grading of flue-cured tobacco. This means that the algorithms must grade 
flue-cured leaf into widely-:used standard categories [90, 80] with a misclassification 
rate that is comparable with (hopefully equal to or less than) the misclassification rate 
of an average human graderc(which is about 10%). The algorithm will operate on 
single images of the tobacco leaves which are to be graded, and human graders will 
have graded the same leaves in a process which must be "blind" as far as the algorithm 
is concerned. In one conceivable method of comparison of grading performance, the 
human graders may have access only to the leaf images, exactly as the computer algo-
rithm does. Whilst this may be thought of as a fair comparison of grading accuracy, 
this dissertation aims to produce an effective machine vision based grading algorithm, 
and so the human graders used in this project were experts who had had full access to 
every imaged leaf (touch, sight and aroma) while grading it. 
The method of procedure in this project is summarised in Figure 1.1. Given the state-
ment of the problem and definition of the aim of the research, as stated in section 
1.3, the next step was to acquire some suitable tobacco leaves. The selected leaves 
were all taken from bales which had been successfully sold at auction on the Tobacco 
Sales Floors in Harare, Zimbabwe. Grading of the whole bales had therefore been 
done by official graders at the auction floors, and had been accepted as correct by 
both the seller and the purchaser. Nevertheless, arrangements were made for each leaf 
to be re-examined individually by an expert grader, who assigned it a grade which 
was recorded for the purposes of this project. Each leaf was then prepared and pho-
tographed under suitable and stringently consistent conditions of lighting and scale. 
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rithms. To ensure the highest standards of consistency, images were pre-processed 
prior to the isolation (segmentation) of the main objects in each image. Once each ob-
ject had been unambiguously recognised, features could be extracted from it. Such 
features may be as simple to extract- as, say, the length or pixel area of the seg-
mented object, or they may be. the results of quite extensive mathematical derivation. 
Whichever the case, the process of choosing appropriate features for a given classifi-
cation purpose is notoriously heuristic and often ad hoc [32], and this dissertation will 
cover in detail the reasons behind the feature choices that were made in this project. 
Two classifier algorithms were developed, one for classifying tobacco leaves by colour, 
and one which deduced the plant position at which the leaf had been reaped from the 
stalk of the tobacco plant. Each classifier was trained by working with a subset of the 
available leaf images, and was then tested on another subset of leaf images which was 
quite distinct from the training set. From this, each classifier earned a "score" of the 
percentage of correctly-classified images, which was derived by comparing the clas-
sifier results with the grades given to each leaf by the human expert grader. Arising 
from these results, it has been possible to give some objective criteria for the grad-
ing of tobacco leaves by colour and plant position, and to draw certain conclusions 
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regarding the feasibility of the machine vision grading of flue-cured tobacco leaves. 
The first (present) chapter of this dissertation provides an introductory statement of 
the problem of grading tobacco, and sets this problem in its historical, economic and 
intellectual contexts. 
Chapter 2 deals in detail with the way that tobacco is graded, giving a full explanation 
of the grades in use in Zimbabwe and around the world and discussing the possible 
advantages of automating the process. Innovations in grading over th~ last 40 years 
are briefly mentioned, and the proposed introduction of machine vision is viewed in 
the context of the on-going application of technology to the grading process. 
Chapter, 3 is a review of the concepts in digital image processing that were used in 
the development of machine vision algorithms for this project. The computer-based 
characterisations of colour and shape, which are central to this study, are explained in 
some detail, and several methods and transforms that were considered or accepted for 
use in the grading algorithms are introduced. 
Chapter 4 explains how photographic images of actual tobacco leaves were acquired, 
and describes the digitisation and pre-processing of the images for use in the classifier 
algorithms. 
Chapter 5 presents the theory of classification on the basis of features extracted from 
digital images. The chapter goes on to describe how the choice of features selected 
for each leaf may be improved by means of discriminant analysis. 
The classification of tobacco leaves by colour is then presented in Chapter 6, which 
discusses the extraction of suitable features for this purpose, the results achieved, error 
rates and the setting of objective criteria for colour classification. 
The classification .of tobacco leaves by plant position is handled in a similar way in 
Chapter 7, where a different set of features is selected for the classifier. Results are 
again presented and discussed, and the quantitative variation of leaf shape with plant , 
position in typical plants is described. 
Finally, in chapter 8, a summary is given of what is felt to have been achieved by the 
project, and the main results are listed along with suggestions for further investigations 
in this area . 
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Chapter 2 
The Grading of Flue-Cured Leaf 
Tobacco 
2.1 Plant position and colour 
So-called "bright" Virginia tobacco grows as a large, somewhat leathery plant (see 
figure 2.1). At maturity, it may attain a height of about 90-150cm (after topping), 
and its approximately 20 leaves change colour from a dark green to a much lighter, 
Figure 2.1: Tobacco plants growing in the field 
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brilliant green, sometimes with yellowish overtones. More leaves would grow, and 
the plant would grow higher and indeed produce flowers, but removal in the land of 
the main budding shoots (known as topping) arrests the progress of the plant's upward 
growth so that the main growing effort is redirected to the leaves [3]. Leaf shape and 
size both vary as functions of position on the plant's main stalk, and many leaves are 
enormous, with lengths in excess of 70cm being not uncommon. The leaves closest to 
the ground ripen first and must be reaped while the upper leaves are still growing (see 
figure 2.2). 
Figure 2.2: Partially reaped tobacco 
··- · - . .. --- .. ~---
-----~-
There are other significant differences be-
tween the lower and upper leaves of a 
Virginia tobacco plant. Figure 2.3 shows 
the relative shapes of leaves and gives 
the names of the six plant positions (or 
groups) that are sometimes referred to in 
this type of tobacco. Primings and lugs, 
closest to the ground, tend to be of thin 
lamina and quite narrow midrib, whereas 
the upper leaves and tips are more thick 
textured, with prominent midrib and veins. 
A very significant chemical difference is 
Figure 2.3: Virginia tobacco plant positions 
that the upper leaves are much richer in 
nicotine that those in lower plant positions. There are also differences in the oiliness 
and aroma of the leaves in the different plant positions (and consequently in their 
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flavour when smoked). These considerations make it essential for cigarette manufac-
turers to purchase tobacco in bales which contain leaves of one plant position or group 
only. At a later stage, the manufacturer can then blend leaves from different parts of 
the plant to achieve a mixture that gives a particular smoking flavour, nicotine content, 
consistency, ash characteristic, etc. It should be noted that pictures like figure 2.3 and 
detailed qualitative descriptions of leaf variation with plant position are a typical part 
of what is currently used to train a person to grade tobacco, and that with experience a 
human grader can become quite proficient at recognising the plant position of a cured 
leaf, having seen, felt and smelled it. 
(a) Before (b) After 
Figure 2.4: Tobacco coloration before and after curing 
Once reaped, tobacco leaves are taken immediately (and with much care to avoid 
breaking or bruising them) to large barns where they are then hung up and cured. Cur-
ing is a treatment of the leaves in bulk which alters and then stabilises their biochemi-
cal properties, so allowing them to be stored for many months thereafter and resulting 
in a product which is acceptable to smoke. There are several methods of curing to-
bacco including hanging it in the open air, laying it under the sun, and treating it with 
smoke; and each of these is traditionally used with certain types of tobacco in various 
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parts of the world. Virginia "bright" tobacco is most usually flue-cured, which means 
that great numbers of leaves are hung together in high barns through which heated air 
is pumped. The air rises from the bottom of the barns and eventually escapes through 
vents at the top. Barn conditions (temperature and humidity) are carefully controlled 
over a period of several days, at the end of which the leaf will have fermented and so 
attained one of a range of brownish colours, a recognisable tobacco aroma, and a firm, 
somewhat pliable, texture. Curing tunnels and bulk curers are increasingly taking the 
place of traditional barns, but operate on exactly the same principle of passing heated 
air over the drying leaves to accelerate and control fermentation. Figure 2.4 shows a 
barn of tobacco both before and after curing, illustrating the colour change that takes 
place in the leaves. 
The colour of a cured leaf depends on the type 
and quantity of certain fermentation products 
within it, and this in tum may relate to the type 
of tobacco plant from which the leaf came, the 
way that the plant was treated when in the land, 
the climatic conditions that prevailed when it 
was growing, or the plant position from which 
the leaf was reaped. Further discussion of how 
Figure 2.5: Tobacco colour variation leaf colour is achieved is beyond the scope of 
this dissertation, but the crucial outcome is that 
the cured leaf colour of tobacco of identical type may vary dramatically from farm to 
farm or from reaping to reaping on a particular farm, and is indicative of important 
differences in the smoking characteristics of the leaf. Figure 2.5 shows a collection of 
several leaves arranged to illustrate this colour variation. 
Flue-cured Virginia tobacco leaves are classified into one of five colours named pale 
lemon, lemon, orange, light mahogany and dark mahogany. Figure 2.6 shows five 
cured leaves, each of which is typical of its colour class. Again, it may be noted 
that human graders will usually learn to recognise tobacco colours through their long 
experience of handling leaves and with reference to written descriptions of the colours. 
They do not presently have access to quantitative descriptions of the leaf colours, 
nor even to pictures like figure 2.6. Leaf colour is somewhat easier to judge than 
plant position but, even so, a human grader may experience difficulty in a marginal 
case. As with plant position, the importance of correctly sorting tobacco leaves by 
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Figure 2.6: Pale lemon, lemon, orange, light mahogany and dark mahogany 
their colour is that different colours of leaves have different concentrations of the 
compounds which affect the smoking experience. In particular, the darker-coloured 
leaves are richer in nicotine, and a manufacturer will wish to blend leaves with this 
sort of consideration in mind. 
2.2 Quality 
Apart from plant position and colour, leaves are also graded according to their quality. 
It is possible for a ripe leaf to endure the growing, reaping, transportation and handling 
processes prior to curing and then to be cured entirely successfully so that it emerges 
from the barn as an essentially unblemished, highly desirable cured leaf. In this case 
its quality is describes as "choice" or "very good", and it will be given a quality grade 
of 1. It is more common, however, for some degree of damage to occur to a leaf during 
its history. Attacks by small animals or insects or heavy rain or hail may damage the 
lamina of the leaf while it is still on the plant. Diseases, some quite harmless to 
the leaf and others very malevolent, may likewise leave their mark. Poor weather 
conditions (such as drought or flood during growth) may also be detectable, as may 
errors in the management of the plant (such as deficiencies or excesses of nutrients, 
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herbicides or pesticides). Careless reaping or transportation to the barns of vulnerable 
ripe leaves can lead to bruised or broken areas which will become dark and shattery 
as a result of the curing process. Furthermore, if the temperature and humidity of the 
barn during curing are not meticulously controlled, leaves may manifest scorching or 
watermarking, or they may retain some of their original green coloration or, worst of 
all, the whole barn full of leaves may begin to mould or rot. Very ripe leaf is most 
desirable from the point of view of buyers, but is most at risk to many of these types of 
damage. On the other hand, leaf which is reaped when immature will be close-grained 
and "slick", and this will be a point against it at auction. It is small wonder, then, that 
the curing period is a very anxious time for the farmer! 
(a) Quality 1 (b) Quality 3 (c) Quality 5 
Figure 2. 7: Cured tobacco leaves of varying quality 
Figure 2. 7 shows a leaf of quality 1, together with two leaves of the same plant po-
sition and colour that have suffered some forms of damage, and have been graded as 
quality 3 and quality 5. What is immediately apparent is that the degradation in the 
lower quality leaves has left dark blemishes on them that give the entire leaf a darker 
appearance. The leaves in figure 2. 7 are all lemon in colour, and indeed they all have 
areas of undamaged lamina which manifest the true lemon colour, but the lower qual-
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ity leaves, and especially the leaf of quality 5, may appear to an inexperienced eye 
to belong to the orange or even to the light mahogany category, simply because of 
the density of blemishes on their surfaces. Human graders learn to judge quality and 
colour separately, but the impact of the quality upon the apparent colour of a cured 
leaf is an issue to which this dissertation must return in considering the grading of leaf 
colour by machine vision. 
2.3 Official grading schemes 
In 1926, the United States Department of Agriculture (USDA) specified in great detail 
[90] how Virginia flue-cured tobacco should be graded. Their rules for grading define 
a grade simply as " a subdivision of a type according to its group, quality and color", 
where the group of the tobacco means either its plant position or else the consistency 
of the tobacco body if it is i'n the form of strips or scrap. A code letter is assigned to 
each group, a number to each quality, and another letter to each possible colour, as 
shown in table 2.1. 
Table of standard grade factors defined in the USDA's 
Official Standard Grades for Flue-Cured Tobacco [90] 
GROUP QUALITY COLOUR 
Name Code Name Code Name Code 
Primings p Choice 1 Whitish Lemon LL 
Lugs x Fine 2 Lemon L 
Cutters c Good 3 Orange F 
Leaf B Fair 4 Red R 
Smoking Leaf H Low 5 Greenish v 
Poor 6 Variegated K 
Table 2.1: Grade identifier symbols used in the United States 
Thus, an orange leaf of good quality reaped from the "leaf" position on the stalk of the 
plant will be assigned the grade mark B3F. Up to two further letters may be added to 
this 3-symbol grade mark ifthere is a need to indicate any extra feature of the tobacco 
such as darkness (D), green (G), oxidation (0), mixed grading (M), etc. Each possible 
grade combination is carefully described in the official publication [90] but, apart from 
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measures oflength, percentage uniformity, percentage injury tolerance and percentage 
wastage, all of the descriptors are qualitative in nature. It is evident that many years of 
experience would be required to become an expert in grading using this system, and 
that grading speed combined with accuracy would, even then, be difficult to achieve. 
The total number of possible flue-cured Virginia grades in the American system is 
153. "Grading" itself is rather loosely defined by the USDA [86] as "classification of 
products by standards of uniformity, size, freedom from blemish or disease, fineness, 
quality, etc.", but there are 29 rules and 85 subsidiary definitions given in the standards 
document which between them constitute a description of how to do it. An impression 
of the subjective and relative nature of the descriptions given for each grade may be 
gained from a quoted example [90]: 
C4KR Fair Quality Variegated Red or Scorched Cutters 
Ripe, open leaf structure, medium body, lean in oil, moderate color inten-
sity, normal width, 16 inches or over in length. Uniformity, 70 percent; 
injury tolerance, 20 percent, of which not over 5 percent may be waste. 
Several writers have attempted formal definitions of grading. Campbell [11], for in-
stance, speaks of "sorting and preparing flue- or air-cured leaf for sale according to 
plant position, colour, maturity, and degree of blemish or damage to produce uniform 
lots", whilst Jahn [39] gives "GRADING: the selection and grouping of leaf according 
to its quality, color, thickness, elasticity, injury, etc." Akehurst [3], working more from 
the perpective of end usability, points out that graded lots ought "to be uniform within 
themselves, but distinct for some ulterior purpose or specification, such as smoking or 
manufacturing qualities". Another definition, given by the Tobacco Industry Market-
ing Board in Zimbabwe [80], focuses on the immediate need of farmers to sell their 
crop: "the aim of grading is to present tobacco in a manner that enhances both its use 
and value to the buyers by sorting out leaves of similar characteristics into uniform 
lots for sale". A definition which encompasses all of these views quite nicely, and 
which stresses plant position, appears in Voges' Tobacco Encyclopedia [95]: 
The sorting of cured leaves into lots which are, for their manufacturing 
purpose, homogeneous according to plant position styles and external ap-
preciation. Factors to be considered include overall colour, blemish, dam-
age, texture, leaf length and ripeness. These will be applied to varying 
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degrees, depending on the tobacco type and market requirements, to each 
plant position category. 
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Armed with plentiful advice about how to grade, tobacco growers worldwide have 
quite understandably been happy to live without an agreed formal definition of grad-
ing, and have converged on grading conventions that are all very close to the USDA's 
official system. Thus manuals on grading from as far afield as Ontario, Victoria 
Province in Australia [94] and Thailand [ 60] all talk in terms of plant position, quality 
and colour as the main determinants of grade, with extra features such as leaf body, 
maturity, texture, solidity, length, oiliness, elasticity, finish, width, grain and strength 
also being taken into consideration. 
In the case of Zimbabwean tobacco grading, Campbell [11] takes the view that the 
USDA grading system (which was developed at a time when cigarettes were still a 
minority destination for graded tobacco) has lost some of its applicability because 
modern tobacco products favour slightly different leaf characteristics from those in 
vogue 70 years ago. Also, unlike in the United States, Zimbabwean grades are not 
linked by statute to the prices paid, and so the buyers can communicate their needs 
directly to the growers through the amount that they bid for a particular grade. In 
several ways, therefore, the Zimbabwe tobacco market is both more grade-conscious 
and more up-to-date than the other big markets worldwide, and this further motivates 
and justifies the use of Zimbabwean tobacco in this project. Official classification and 
grade markings are no less minutely defined in Zimbabwe than elsewhere, and table 
2.2 shows the standard symbols that are used in Zimbabwe, and which will be the 
system referred to constantly throughout the rest of this dissertation. 
In addition to the standard symbols shown in figure 2.2, Zimbabwean grading may 
employ one of three styles factors, denoting extra ripeness (F), immaturity (K) or a 
blemish called guineafowl spot (Y), and one of five extra factors indicating distinctive 
but benevolent spot (A), harsh nature (D), barn scorching (Q), temporary greenishness 
(V) or a set green colour ( G). When used in combination with the 3-symbol standard 
grade mark, the style and extra factors may give a final grade that requires either four 
or five symbols for a full description of the tobacco [80, 82]. 
When one considers that N. tabacum is only one of two species of smokable tobacco, 
that flue-cured tobacco is only one of seven classes of this species defined by the 
USDA, that Zimbabwean Virginia tobacco is only one of several dozen identified types 
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Table of grades and grade symbols used in the 
classification of Zimbabwean flue-cured tobacco [77] 
GROUP QUALITY COLOUR 
Name Code Name Code Name 
Primings p Very Good 1 Pale Lemon 
Lugs x Good 2 Lemon 
Cutters c Fair 3 Orange 
Leaf L Low 4 Light Mahogany 
Smoking Leaf H Poor 5 Dark Mahogany 
Tips T Poorest NG 








of this class, and that the number of possible grades of this type implied by the 5-
symbol full grading appears to be 
6 groups x 5 qualities x 5 colours x 3 style factors x 5 extra factors= 2250, 
one is tempted to the view that that this is minute classification taken to absurd ex-
tremes! The bewildering proliferation of grades of US tobacco was noted by Tilley 
[75] 50 years ago, and the period since then has certainly seen no reduction or rational-
isation of the official grading scheme. Indeed, in 1981 Akehurst [3] made the telling 
comment that "the reality in [the] commercial characteristics made by relatively small 
differences in leaf appearance is questionable". 
There are, however, certain grade mark combinations that can never be seen in real 
tobacco. Lower leaves never achieve dark coloration when cured, so, for instance, 
mahogany primings do not occur. Furthermore, there are style factors which are never 
found in combination. Table 2.3, following the Zimbabwean Tobacco Industry Mar-
keting Board's grading guidelines [77], shows the allowed grade mark combinations 
for Zimbabwean tobacco, including those for strip tobacco (A) and scrap (B), just for 
completeness. 
There are four further restrictions in Zimbabwean grading, as follows: 
1. F and G cannot appear in combination; 
2. Y can only combine with D; 
GROUP-+ 
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/Group I Symbol / Qualities I Colours I Style Factors / Extra Factors I 
Primings p 1,2,3,4,5 E,~,O F,K,Y A,D,Q,V,G 
Lugs x 1,2,3,4,5 E,L,O F,K,Y A,D,Q,V,G 
Cutters c 1,2,3,4,5 E,L,O F A,V 
Leaf L 1,2,3,4,5 E,L,O,R,S F,K A,D,Q,V,G 
Smoking Leaf H 1,2,3,4,5 L,O,R - -
Tips T 1,2,3 L,O,R,S F,K A,D,Q,V,G 
Strip A 1,2,3 E,L,O,R F,K,Y A,D,Q,V,G 
Scrap B 1,2,3 - - -
Table 2.3: Permitted Zimbabwean tobacco grade mark combinations 
3. In cutters (C), A and V cannot combine with F, so all cutter grades have three 
or four symbols, never five; 
4. Choice tobacco (quality 1) may not combine with: 
(a) Y, 
(b) D, QorG, 
( c) the combination KV. 
Using all of this information, table 2.4 presents a calculation of the number of possible 
Zimbabwean grades, which is found to be 990 leaf grades plus 155 for strip and scrap, 
totalling 1145. This dissertation will not be considering the grading of tobacco by 
style factor or extra factor, but instead will be of relevance to the 3-symbol standard 
grade mark for leaf tobacco, for which there are 97 possibilities. Even restricted, 
as it is, to a study of the machine vision grading of leaves by group (plant position) 
Permitted and forbidden grade factor combinations in Zimbabwean tobacco grading 
PRIMINGS LUGS CUTTERS LEAF S.LEAF TIPS STRIP 
No of symbols-+ 3 4 5 3 4 5 3 4 5 3 4 5 3 4 5 3 4 5 3 4 5 3 
Possible 15 120 225 15 120 225 15 45 30 25 175 250 15 0 0 12 84 120 12 96 180 3 
LESS by 1. 15 15 25 12 12 
LESS by2. 60 60 48 
LESS by 3. 30 
LESS by 4(a) 3 15 3 15 4 20 
LESS by4(b) 9 27 9 27 15 30 36 72 12 36 
LESS by4(c) 3 3 5 12 4 
Total 15 108 105 15 108 105 15 45 0 25 160 190 15 0 0 12 48 24 12 80 60 3 
Group Total 228 228 60 375 15 84 152 
GRAND TOTAL 990 leaf grades+ 155 strip or scrap= 1145 possible grades. 
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and colour (i.e. not taking quality into account), this project seeks to classify the 
leaves into one of 21 permissible categories. This is about the maximum number 
of categories into which human graders working on a particular farm would "rough 
grade" the crop prior to sending it to auction [70, 48, 55], and in practice the number 
of farm grading categories during a particular reaping would be more like 10-12 [ 66]. 
Hence, machine vision classification based only on plant position and colour may 
achieve a grading resolution which is as fine as that attempted at present by farm 
graders. Furthermore, farm methods of rough grading tend to grade tobacco leaves 
by reference to local, idiosyncratic categories that can be remembered by the (largely 
uneducated) manual labourers who do the grading work. Machine vision methods 
which would work by reference to the official grading standards may therefore have 
the potential to grade more accurately in the eyes of buyers, the immense importance 
of which to the financial success of farmers has often been stressed (e.g. [31, 84 ]). 
2.4 The case for automation 
Figure 2.8: A farm grading shed 
Every tobacco leaf is graded twice before it is sold - once by the grower and his 
labourers prior to baling his crop (see figure 2.8), and once at the auction floor to 
establish its official grade mark for the information of potential buyers. The second 
grading may result in any of the 1145 grade marks outlined in table 2.4, and takes an 
expert grader about 30 seconds to assess by quickly sampling a few leaves from a bale 
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of tobacco. Farm grading, on the other hand, is a massive, labour-intensive process 
that may take several dozen workers on a typical farm, grading at the standard rate of 
8! hours a day [54], six or seven months to complete each year. The work involves 
opening up each leaf with a quick unrolling action of the thumbs, inspecting its upper 
surface very briefly whilst gauging its feel, and then adding it to one of about a dozen 
heaps, as shown in figure 2.9. 
In an 8 ! hour day, a grader is expected to 
grade about 10 000 leaves in this way, a statis-
tic which highlights the tedious and repeti-
tive nature of the task. It has been estimated 
[74] that in Zimbabwe alone some 20 bil-
lion leaves are individually hand graded each 
year. Grading sheds are hot, with inside tem-
peratures frequently in excess of 40°C, and 
are kept very humid by pumping in steam in 
order to keep leaves in their optimal pliable 
condition. The current (September 1999) min-
imum wage for a grading shed labourer (not 
grading tobacco) is Z$1000.43, based upon 
a working month of 22 days. A grader of to-
bacco earns a minimum of Z$1038.55, and 
a foreman or grading supervisor would re-
ceive Z$1205.28 at the very least. These are 
gazetted minima stipulated by the government, Figure 2.9: Grading tobacco by hand 
and some workers (but by no means all) may 
receive a little more. These wage levels are seen in their harshest perspective when 
viewed against the current exchange rates of Z$6.25 = 1 South African Rand and 
Z$37.95 = 1 United States Dollar with the backdrop of an estimated annual inflation 
rate of 65%. The legislation specifies a maximum working week of 54 hours, but in 
practice most labourers will work for 45-48 hours in a typical week. It has been esti-
mated that 258 000 people (140 000 permanent and 118 000 seasonal workers) were 
employed in the Zimbabwean tobacco industry in 1998, and of these about 35 000 
were employed as graders from time to time. It is a sad fact that many of these people 
live very close to the line of absolute poverty. 
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In this respect, automation is not yet a practical financial solution for an emerging 
economy in which labour is still cheap and in which many workers rely on their grad-
ing job for income. This is especially true in Zimbabwe, where 70% of the labour 
force work in agriculture and where the unemployment rate was estimated (in 1994) as 
being at least 45% [100]. Nevertheless, the automation of tobacco grading should be 
an attractive option in more developed countries such as, for instance, Canada, where 
grading has traditionally been undertaken by isolated farming families who have often 
implemented innovations (such as the use of conveyors) to assist in this uncomfortable 
and monotonous task [17, 65, 18]. 
Figure 2.10: Grading: a time-consuming matter 
Wherever farm grading is carried out, considerable thought must be applied to mak-
ing it as efficient as possible, not only because it is a labour-intensive bottleneck in the 
tobacco production process, but also because even a slight failure to grade to the ex-
acting standards of the tobacco buyers may lead to a farmer's crop being turned down 
at auction or else bought for a lower price than it would deserve if correctly sorted. In 
the 1958-9 season, a team of industrial consultants assisted the local Tobacco Associ-
ation in preparing a Work Study Manual [54] which dealt, among many other things, 
with the ergonomics and the labour deployment issues involved in running a success-
ful grading shed. Minute attention was given to every person's movements and rate 
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of work, and particular focus was brought to bear on the productivity of individual 
workers, their suggest rates of pay and (in that more illiberal age) even to financial 
penalties to be applied to any worker who was found to have fallen short of quota 
or to have made grading errors! Several articles were published which reported that 
the new management methods had cut grading costs, increased grading output and 
simplified the grading process [66, 69, 68], but grading remains even today a very 
time-consuming matter which might be achieved far more quickly, cheaply and accu-
rately with the introduction of some degree of automation. 
Chapter 3 
Some Image Processing Concepts 
3.1 Digital images 
A digital image is a quantised two-dimensional array which represents the spatial 
distribution of light intensity, and also possibly of colour, in some actual object or 
scene. Numerous methods exist for acquiring digital images, but there are broadly 
two types of approach: either the image is captured directly from life using a digital 
imaging system such as a CCD-embedded camera, or else a pre-existing conventional 
(a) 400 x 980 (b) 50 x 123 (c)7x17 
Figure 3 .1: The effect of varying pixel resolution in an image 
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image (a photograph) may be scanned and digitised. In either case, the acquired digital 
image is quantised in two senses. 
Firstly, the image will consist of an array or raster of spatially distinct small elements 
of equal size and shape, known as picture elements or pixels. The detail visible in the 
digital image will be limited by the size of the pixels in relation to the overall image 
dimensions, and this relationship may be used to express the resolution of the image. 
Figure 3.1 shows three digital images of the same tobacco leaf at different resolutions 
to illustrate this concept. 
(a) 256 levels (b) 4 levels (c) 2 levels 
Figure 3.2: The effect of varying the number of grayscale levels in an image 
Secondly, each pixel will be associated with one of a fixed number (usually 256) of 
distinct light intensity levels. The impression that this gives, if the intensity values in 
the digital image are printed or otherwise displayed, is of a black-and-white photo-
graph or monochrome television screen image; and if the pixels are sufficiently small 
and the number of intensity levels sufficiently large, then such a grayscale image may 
appear to the human eye as a good representation of the scene in reality. Figure 3.2 
shows three grayscale images of a tobacco leaf each with a different number of in-
tensity levels: one may note the presence of false contours in the image with only 
four grayscale levels. The impression of realism may be further greatly improved if 
each pixel is associated with a triplet of numbers in the range 0-255, each representing 
primary colour content, as described in the next section. 
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Although neither the spatial resolution nor the grayscale quantisation of today's digital 
images approaches those of which either conventional photography or human visual 
perception is capable, digital imaging nevertheless has several important virtues. By 
allowing a scene to be captured as an image which may be represented as a finite 
series of numbers (three numbers per pixel for a colour image), digital images are 
easily stored in modem computers, and may rapidly be retrieved from such storage or 
transmitted virtually anywhere worldwide through readily-available technology. Fur-
thermore, systematic operations may be carried out on the array of stored numbers 
that represent an image, and this is known as image processing. As computer proces-
sors of ever-increasing speed continue to be produced, and as the times taken for stor-
age, retrieval and mathematical operations continue to fall, image processing becomes 
ever-easier to implement as part of a decision-making sequence of programming steps 
(an algorithm) such as one might find within an automated process, for example. The 
speed and power of many image processing techniques, either in enhancing visual de-
tail or in extracting detail automatically from images, are the principle motivations for 
integrating digital image processing algorithms into industrial systems. There is still 
a huge potential for research and development of industrial applications in what may 
be termed machine vision, and the world's tobacco industry is certainly no exception 
in this regard. 
3.2 The specification of colour 
A machine-vision system for the colour grading of tobacco must evidently reproduce 
the action of the human eye, at least to the extent of an ability to distinguish as well 
as a human does between the leaves of the five colour grades. Although there is no 
actual need for the quantitative assessment of colour to mimic the mechanisms of the 
human perceptual grasp of tones and hues, machine vision colour assessment must 
work on the same input information (the visible leaf) as does the human, and must 
conform to the same classification system and standards in its output. It is perhaps 
natural, then, and especially so considering the tendency of human beings to create 
systems after their own design (e.g. robot arms), that the digitisation and processing 
of images should borrow from what is known of the human visual system. 
A human eye gathers light through the pupil and employs the lens under the control 
of the ciliary muscles to focus the light so as to produce images of objects, near or 
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far, on the retina. The approximately 108 optical sensors in the retina comprise 90% 
rods, which are sensitive to light intensities even in quite poor illumination but which 
have low spatial resolution and no colour sensitivity, and 10% cones, which occupy a 
limited region of the retina known as the fovea and which achieve very high resolution, 
given suitable light conditions. Figure 3.3 gives a diagram of the cross-section of a 
human eye, showing its relevant components. 
A machine vision system must also focus 
the light that is reflected or emitted from 
objects of interest, so as to form an image 
on a light-sensitive surface. This surface 
will be an array of light-sensitive elements 
which are either electronic, as in the case 
of the CCD, or photochemical, as in the 
case of photographic film. The sensitive 
elements themselves, in both cases, may Figure 3.3: Human eye cross section 
either respond only to the intensity of the incident light (yielding a grayscale image), 
or else they may possess a selective sensitivity to different wavelengths of the incident 
light, so giving rise to a full-colour representation of the objects being viewed. A set 
of analogies between the components of the human and of the machine-based visual 
systems is immediately apparent. 
Research into the workings of the human 
eye reveals [58] that three type of cone ex-
ist, and that these are most sensitive to a 
certain blue, a certain green and a certain 
red wavelength in the visible spectrum (the 
"red" cones also possess some blue sen-
sitivity, but not so much as do the "blue" 
cones). Figure 3.4 shows the sensitivities 
of each of the three cone types (B('A.), G('A.) 
and R('A.)) superimposed in a single graph 
of relative sensitivity against wavelength, 




Figure 3.4: Human eye sensitivity 
is then modelled by considering an incident ray of light, radiated or reflected from 
some object of interest and possessing a colour distribution L('A.). The total responses 
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of the "blue", "green" and "red" cones to this incident ray are given, respectively, by 
X =Cl~ B('A)L('A) d'A 
Y =Cl~ G('A)L('A) d'A 
Z =Cl~ R('A)L('A) d'A 
(3.1) 
where C is a constant that depends upon the overall brightness response of the eye 
[97, 58]. The quantities X, Y and Z are known as the tristimulus values of the colour 
of the incident ray, and their sum defines the ray's total luminance or intensity that is 
perceived by the eye: 
L=X+Y+Z (3.2) 
It is often useful to express the proportion of the total luminance that is represented by 
each of the three cone-type responses, and such proportions are called the trichromatic 











In specifying a colour in a machine vision system, one is faced with the problem 
that the human visual system itself is not completely understood, and may even dif-
fer slightly between individuals. Various models exist for the specification of the full 
range of perceivable colours, and each of these more or less closely represents the 
way that humans see colours. What almost all of the models share is that they define 
colours in terms of three components, which generate in a notional 3-space a region 
which all visible colours occupy. A particular colour may then be specified in terms 
of these components, and may be thought of as a point in the three-dimensional space 
that is spanned by the component axes. Mathematical transformations may be used to 
convert this specification from one colour space to another, if required. Despite this, 
the interpretation of the colour components that define a space will always be, at some 
level, a matter of definition; and this must be understood as limiting the precision of 
what is meant by a particular colour in a particular model. It is a fundamental assump-
tion in this dissertation that the specification of colour, in the acquiring, digitising and 
processing of the images that were used, was sufficiently repeatable as to ensure that, 
for instance, a given pixel in a given leaf image would always be assigned the same 
quantised R, G and B values. 
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Throughout the work associated with this project, colours have been thought of in 
terms of a simple RGB model, in which each pixel in the image in considered to 
consist of three sensitive areas, preceded respectively by well-defined filters that pass 
"red", "green" and "blue" light only. The responses of the three sensitive areas are 
designated R, G and B, and three quantised values in the range 0-255 may then be 
stored to represent the pixel's colour. These values are determined on a linear scale 
where 0 indicates no colour content whatsoever of that particular colour, and 255 
indicates maximum colour intensity for that colour component. This scheme permits 
the encoding of the resulting colour specification into three 8-bit words, and is thus 
familiarly known as 24-bit colour. The similarity of the three encoded values to the 
trichromatic coefficients in the model of human vision will be obvious, and, as a matter 
of definition, the tristimulus values are related to the unquantised RGB values of a 24-
bit colour image by the transformation [97]: 
( 
x ) ( 0.607 0.174 
y = 0.299 0.587 
z 0.000 0.066 






Figure 3.5: The RGB colour space showing a plane of equal intensity in the HSI model 
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One other common colour model, which has also been of value in this project, is the 
HSI colour model, in which a colour is specified in terms of its hue, saturation and 
intensity. If one visualises the full range of specifiable colours in terms of orthogonal 
R, G and B components which have been normalised to their maximum possible val-
ues, then each colour would occupy a point in the unit cube shown in figure 3.5. The 
origin in this space represents the absence of all three colours (i.e. black), while the 
point (1, 1, 1) denotes the addition of all three primary components at maximum in-
tensity (i.e. white). In the HSI model, the diagonal line which joins black to white via 
every shade of grey is viewed as the intensity axis. If a certain colour is represented 
by a point in HSI space, its saturation is then given by the perpendicular distance of 
the point from the intensity axis, while its hue is specified by the angle of the point, 
measured clockwise from the line joining the central point to the red vertex as viewed 
from the origin. A locus of points of equal intensity and equal saturation is known as a 
hue circle. Figure 3.5 illustrates these concepts by showing a plane of equal intensity 
and specifying the saturation and hue of a colour represented by a point in the plane. 
One advantage of working with an HSI model of colour is that it seems to follow 
the human visual system in giving separate treatment to luminance (intensity) and 
chrominance (hue and saturation). The model also allows close control to be kept 
on the hue component during image acquisition or processing, which is especially 
necessary if, as in this project, accurate colour representation is important. A minor 
disadvantage of the HSI scheme is that it is not as commonly used nor as simple to 
visualise as the RGB model. Transformation formulre between all the components 




3.3 Isolation of objects within images 
(3.5) 
Once an image has been given a digital representation that has been stored in a com-
puter, it is an easy matter to conduct statistical surveys of its pixels. In the case of the 
grayscale image of a leaf shown in figure 3.6(a), for example, each pixel possesses an 
intensity level in the range 0-255. A graph that shows the total number of pixels of 
each intensity level surveyed over the whole image is known as a histogram, and the 
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(a) Grayscale image 
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(b) Histogram of the grayscale image 
Figure 3.6: A grayscale image, and its histogram 
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histogram for the image in figure 3.6(a) is given in figure 3.6(b). The intensity his-
togram of this image clearly manifests a bimodal distribution, peaking firstly near an 
intensity level of 122 and secondly in the region around intensity level 219. These two 
peaks correspond to the leaf-area foreground and to the light-coloured background of 
the image respectively. 
It is a common aim in digital image processing to wish to separate a foreground object 
from its surrounding background for the pupose of further analysing or processing the 
pixels in the object alone. This isolation of an object of interest is sometimes called 
segmentation. A very frequently used method of segmentation (and the exclusive 
method used for isolating leaves from background in this project) is to determine, 
for each pixel in the image, whether it contributes in the contiguous spatial sense 
to an object or to the background by measuring upon which side of some criterion 
grayscale value its intensity falls. This is a simple and powerful technique known as 
thresholding. In more formal terms, thresholding an image f(x ,y) at some threshold 
intensity criterion K (where 0 < K < 255) returns a new image J'(x,y) in which the 
pixels are given one of only two distinct graylevels, g1 or g2, such that: 
f(x,y) :SK 
f(x,y) > K 
(3.6) 
3. Some Image Processing Concepts 40 
Thresholding an image at a well-chosen grayscale criterion value thus seems to mimic 
the power that the human brain-eye system, with its rapid grasp of intensity variation, 
colour difference and pictorial context, possesses for distinguishing objects from their 
background. Even so, thresholding is far from infallible. It may be noted that, in 
figure 3.6(b), there is no value of pixel intensity in the range 122-219 that does not 
occur somewhere in the image, and that the choice of threshold criterion, K, must be 
made with some care if segmentation is to be effective. If too high a value is chosen 
for K, then some pixels from the background will be misclassified as contributing to 
the object; and too low a value of K will lead to pixels that truly belong to the object 
being misclassified as background. Effective methods for optimising the choice of K 
do exist, and these include choosing the intensity value corresponding to the minimum 
point of the histogram curve between the two peaks, or choosing the intensity value 
that minimises the estimated error by using a priori knowledge of the probabilities 
that a pixel belongs to the object or to the background. 
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(a) Blue band image (b) Histogram of the blue band image 
Figure 3.7: A blue band image, and its histogram 
In this project, such techniques were not found to be necessary, because images of 
leaves were acquired under well-controlled lighting conditions, with each leaf be-
ing set against a well-contrasted background. Nevertheless, some improvement in 
the separation of the two histogram peaks was observed if, instead of calculating the 
histogram of grayscale intensities as described above, a histogram of the blue (B) 
component values of every pixel in the image was considered (see figure 3.7). This 
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improvement was expected as a consequence of the fact that cured tobacco leaves are 
yellowish to brownish in overall colour, and appear in images with pixel values that 
are therefore low in the complementary blue component band. The contrast between 
the pixels representing the leaf and those of the high intensity (i.e. high R, G and B) 
background is thus enhanced by working with the blue band histogram, which in tum 
makes the choice of a threshold criterion level for the unambiguous segmentation of 
the leaf from the background somewhat easier. 
(a) Grayscale inverted mask (b) Blue band mask 
Figure 3.8: Masks of the leaf image 
It is common to normalise the pixel values in a thresholded image by dividing through-
out by the larger of g1 and g2 so as to obtain a binary thresholded image consisting 
only of zeros and ones with, for example, the zeros all corresponding to the back-
ground in the original image, and the ones in the positions formerly occupied by the 
object. Such an array is known as a mask, and figure 3.8(a) illustrates the mask that 
was derived by thresholding the image in figure 3.7(a) using a grayscale criterion 
value of 161, while figure 3.8(b) shows the result when thresholding was done using 
the same intensity criterion of 161 in the blue (B) band. One can see that the results 
are very similar, but that the small amount of "salt-and-pepper" noise due to incorrect 
separation of object from background in figure 3.8(a) has been effectively removed 
in figure 3.8(b) through the use of the superior thresholding method. Figure 3.8(a) 
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uses white to represent zeros and black for ones, and could therefore be viewed as an 
inverted mask. 
The value of creating a mask that corresponds to an object in an image in this way is 
that the mask can then be used as a logical operand with which to isolate the pixels 
of the object of interest for the purpose of further analysis, processing or display. 
Thus, for instance, by treating the white pixels in figure 3.8(b) as ones and the black 
pixels as zeros and then performing a logical AND of every pixel in the mask with 
the identically-positioned pixel in the image of figure 3.9(a), a new image consisting 
only of the object of interest (the leaf) can be derived as shown in figure 3.9(b). This 
completes the isolation (or segmentation) of the object from the rest of the image. 
(a) The object plus background (b) The segmented object 
Figure 3.9: The use of a mask to segment an object from its background 
3.4 Characterising the colour of an object 
It is possible to survey the pixels of an isolated object, much as was done for an entire 
image in the previous section. This can lead to the extraction of statistical parameters 
which give a good specification of the object's colour. In the case of the leaf object 
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in figure 3.9, a simplistic overall assessment of its colour as "brownish" or "yellowy-
brown" will certainly not yield the quantitative evaluation of colour that is required for 
repeatable machine vision grading. Furthermore, a simple averaging of the R, G and 
B values of every pixel in the object, while providing a quantitative measure of overall 
colour (R, G, B), will not express the degree to which the colour has been darkened 
by damage to certain areas of the lamina during the curing process. In fact, no single-
valued measure of the leaf's colour can fully convey the variation in the hue and tone 
of the leaf across its surface. If a machine vision characterisation of the colour of the 
leaf is to have any chance of competing with the human visual system's almost imme-
diate appreciation of both integrated overall colour and differentiated colour variation 
within the leaf object, then it will have to work with a number of parameters, prefer-
ably derived from a survey of all of the pixels in the object. 
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(b) The object's red band histogram 
Figure 3.10: The leaf object in the red band, and its histogram 
Parameters of this nature are readily extractable from histograms of the colour compo-
nent bands compiled from the pixels that make up the object. So, for example, rather 
than working with only the mean red value, R, of the leaf object's pixels, the his-
togram of the red (R) band (see figure 3.10) also yields parameters such as the modal 
red value, Rmd (indicative of the red content of the most commonly observed lamina 
colour of the leaf), and the red value variance, a~ (which suggests the degree of red 
content variation in pixels throughout the leaf, perhaps due to partial lamina damage). 
These parameters are illustrated in figure 3.lO(b), where the standard deviation, aR, 
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which is simply the square root of the variance, is given in order to present a measure-
ment that is in the same units as the histogram data. In a similar way, the histogram of 
the green (G) band may be used to derive mean (G), modal (Gmct) and variance (cr2;) 
values that assist in parameterising the colour of the leaf. Figure 3.11 illustrates this 
for the leaf object of figure 3.9. Corresponding values extracted from a histogram 
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(b) The object's green band histogram 
Figure 3 .11: The leaf object in the green band, and its histogram 
of the blue (B) band were not used in this project, but the mean (/), mode Umct) and 
standard deviation (cr1) of the histogram of pixel intensities (see figure 3.12) did prove 
to be of value, as described in a later chapter. It will be seen from equation 3.5 that 
this is tantamount to using the information contained in the blue (B) band. 




is the total number of pixels in the object, and ni denotes the number of pixels within 
the object that have component band value i. The mode is the value of i within the 
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(a) Object intensity (b) The object's intensity band histogram 
Figure 3 .12: The leaf object in the intensity band, and its histogram 
distribution of x over i for which ni is a maximum for 0 ~ i ~ 255. The variance is 
then the well-known measure of distribution spread: 
(3.9) 
The representation of an object's pixels by a histogram offers a technique called his-
togram equalisation which is very useful for enhancing the contrast (i.e. the mean 
grayscale value difference) between the pixels. This technique may make features 
that were almost invisible in the un-equalised object into clearly distinguishable spatial 
distributions of pixels which may then, themselves, be segmented from their surround-
ings (perhaps by thresholding) and analysed as objects in their own right. Histogram 
equalisation aims to transform the histogram of an object, such as the intensity band 
object of figure 3.12, into a histogram in which each grayscale value in the range 0-255 
is equally likely to occur. Because of the quantised nature of the intensity distribution 
in the un-equalised histogram, however, a truly uniform distribution in the equalised 
histogram cannot be achieved by a simple mapping function. Nevertheless, substan-
tial enhancement of the image may be achieved by mapping the grayscale value g (x,y) 
of every pixel in the un-equalised image f(x,y) to a new grayscale value g'( ) in the x,y 
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equalised image f'(x,y) using the mapping function 
(3.10) 
where Gi is the proportion of pixels in the un-equalised image that are of grayscale 
value i, given by 
(3.11) 
Figure 3.13 shows the equalised histogram resulting from using this mapping on the 
histogram of figure 3.12, and also illustrates the corresponding leaf object, in which 
the veinous system of the leaf is now considerably enhanced, and may be considered 
for further processing or segmentation as described later. 
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(a) The equalised histogram (b) Equalised leaf 
Figure 3 .13: Histogram equalisation, and its effect in enhancing the image of a leaf 
3.5 Characterising the size and shape of an object 
Perhaps the simplest size characteristic to extract from a single contiguous segmented 
object is its area - for this can be stated merely as the number of pixels that the object 
comprises. This number could be arrived at, for example, by taking the histogram of 
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the binary thresholded image in which the object's pixels have been set to a grayscale 
value of 255, and then calculating n155. An area so calculated remains in units of 
pixels, unless a conversion factor to conventional units of area exists, either through a 
known resolution (e.g. in pixels per inch) for the image once printed or, as in figure 
3 .14, if a scale or object of known absolute dimensions has been included in the image 
for the express purpose of calculating such a conversion. Thus, figure 3 .14 is printed 
on page 47 with a resolution of 200 pixels per inch, so that the N = 86693 pixels in 
the leaf object are represented by an area of 
(
86693) = 2 167 [" 2) 
2002 · m 
or 13.98 [emf on the printed page. 
Alternatively, the solid black block which was pho-
tographed in the comer of the image is a square 
of side exactly 2 cm. When this image was first 
scanned it had a resolution of 1700 pixels by 2600 
pixels, and the square block appeared in the image 
with sides of length 75 pixels. Subsequent resam-
pling of the image has reduced it to pixel dimen-
sions of 400 by 612 (i.e. by a factor of 4.25), so the 
most accurate calculation of the area of the black 





= 311.419 [pixels) 
Hence, 1 cm2 comprises 311.419/(22)=77.855 pix-
els, and so the N = 86693 pixels in the leaf object Figure 3.14: Scaled image 
represent a true area of the original leaf of 86693177.855=1113.5 cm2. From this, the 
linear scale of the leaf diagram in figure 3 .14 may be calculated as 
1113.5 
: 1 = 8.92: 1 
13.98 
The length and width of an object parallel to the image axes are similarly simple 
to derive once the object has been segmented. In principle, an inspection of the co-
ordinates (x,y) of each pixel in the object referred to an origin at the comer (say the top 
left-hand comer) of the whole image will reveal the minimum and maximum values 
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of x and y that are found anywhere within the object. Then the vertical length l and 
horizontal width w of the object are given by 
l = Ymax - Ymin [pixels) and w = Xmax - Xmin [pixels) (3.12) 
and these distances can now easily be converted to centimetres, for example using the 
conversion factor of J77 .855 = 8.824 pixels per centimetre. Furthermore, because the 
pixels of the image are presented in a cartesian (x,y) array, the distance between any 
two pixel pointsA(xA,YA) and B(xs ,YB) can be found very simply from the Euclidean 
distance metric: 
(3.13) 
Since the pixels whose co-ordinates contain the four extreme values of x and y will 
inevitably lie on the outer perimeter of the object, these extreme pixels could be found 
(although this would not be the fastest method to use) through the use of a boundary 
finding algorithm. Such an algorithm might begin at the centroid (x, y) of the object, 
defined in terms of the number of pixels N in the entire object as 
1 N 1 N 
x= - ,Lxi and .Y= N L Yi 
N i=l i=l 
(3.14) 
The algorithm then increments the value of one of the co-ordinates (say the x co-
ordinate) until it reaches a point in the binary thresholded image at which a transition 
occurs from a pixel intensity value representing the object to a value representing 
background. This point lies on the boundary of the object. All such points may be 
identified by means of a number of existing edge detection algorithms, which operate 
on binary, grayscale or colour images as two-dimensional digital differentiators of 
intensity as a function of the co-ordinate variables, x and y. A suitable and simple 
detector for the purpose of isolating the boundary of a binary (0,1) thresholded image 
employs the filter mask shown below: 
-1 -1 -1 
-1 8 -1 
-1 -1 -1 
This mask is passed over every pixel point in the image whose object boundaries are 
to be detected. At each point (xc,Yc) in the binary thresholded image f(x ,y), the filter 
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returns the value g(xc,Yc), where 
g(xc,Yc) = - f(xc - 1,yc + 1) - f(xc,Yc + 1) - f(xc + 1,yc + 1) 
- f(xc - 1,yc) + 8f(xc,Yc) - f(xc + 1,yc) (3.15) 
-f(xc -1,yc -1)- f(xc,Yc -1) - f(xc + 1,yc -1) 
as suggested by the filter weights in the filter mask. Subsequent thresholding of g(x,y) 
can then be used to return the edge-detected image to binary (0,1) form. Figure 3.15 
shows the result of performing this filter operation on the binary (0,1) thresholded 
image of figure 3.8(b). It will be noted that this algorithm has found the object's edge 
to a positional accuracy of one pixel. 
Figure 3.15: Detected object outline 
Once the boundary has been identified in this way and then segmented as an object, 
only those pixels that are in the boundary object need to be considered in order to 
find the extrema of x and y within the original object. Moreover, the perimeter of the 
object may now be estimated in several ways. One method of perimeter measurement 
considers the absolute length of the object exterior by tracing a path around all of the 
pixels in the boundary, adding the exterior pixel lengths until returning to the initial 
point. A quicker and surprisingly accurate alternative is to take the total number of 
pixels in the boundary and then treat that number as the perimeter length. This is 
justified so long as the boundary is no more than one pixel thick (as would be the 
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case with the thresholded output of the filter method described above), and assuming 
adjacent boundary pixels to neighbour one another in the 4-neighbours sense (i.e. 
vertically or horizontally, again as in the method above, but not diagonally). The 
absolute object exterior in figure 3.15 was estimated at 1794 pixels by a boundary 
tracking algorithm, and the total number of pixels in the boundary is 1793. This 
happens to be an excellent agreement - in general, the two methods were found 
by experience to agree within 1 %. These estimates mean that the perimeter of the 
leaf in figure 3.14 has a length of 1794/200*2.54=22.8 cm in the printed image and 
1794/8.824 = 22.8 x 8.92 = 203.3 cm in the actual leaf. 
Further geometrically or statistically derived quantities may be extracted from basic 
image length measurements in very natural ways. So, for instance, given the points A, --B and C in an image, the angle BAC is found, as might be expected, from the Cosine 
Rule: 
B~C AB
2 + Ac2 - BC2 
cos :t1 = ------
2 AB AC 
(3.16) 
Similarly, having measured a sequence of widths of an irregular object, for example, 
characterisation of the shape of the object by statistics such as the mean or the variance 
of these widths is a natural step. Both of these types of derived quantities were used 
to advantage in this project, as discussed in later chapters. 
3.6 Morphological filters 
Morphological image processing provides a class of non-linear filters that can be used 
to operate on objects within images, altering their geometrical structure. The simplest . 
morphological techniques are intended for use with binary images only, but grayscale 
morphological procedures also exist, and, since both binary and grayscale morpholog-
ical filters were used in this project, they will both be described here in some detail. 
Binary dilation is a process which augments the number of pixels that represent an 
object within an image, with each pixel in the original un-dilated object being replaced 
in the dilated object by several pixels, as determined by a structuring element. The 
structuring element is thought of as operating upon the pixels of the image, replacing 
each pixel with a map of its own pixel arrangement, after which the dilated output 
image is taken to be the union of all of the maps so formed. As with all such filters, 
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the action of dilation is most elegantly explained in terms of set theory. Thus, if an 
object~ is dilated by a structuring element 'B, both~ and 'B may be treated as sets of 
elements, denoted individually by a and b. 
One way of viewing dilation is to regard each element of set ~ as being translated 
through a series of vector shifts from the origin of~. as indicated by the positions of 
the nonzero pixels in set 'B with respect to the origin of 'B. The dilated version of ~ 
is then written as ~EB 'B, and is taken to be the union of all the translated versions of 
~. With t representing a translated set occupying the two-dimensional space JI2, the 
set theoretic expression for dilation is then 
~EB'B= LJ {tElI2 : t=a+b, aE~} 
bE'l3 
(3.17) 
where"+" represents the vector addition of the offsets of nonzero elements in 'B to the 
nonzero elements of~. 
As an example, the object illustrated below, when repeatedly offset by the shifts in-
dicated by the nonzero pixels of the structuring element shown (in which the asterisk 
represents the origin), yields the dilated image on the right hand side. 
0 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 
0 0 1 1 
0 1 1 1 
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1 1 1 0 1 1 
0 1 1 1 1 0 
0 0 1 1 1 0 
0 1 1 1 1 1 
1 1 1 1 1 1 
It may be noted that this particular structuring element happens to yield an output 
image whose centre is shifted one pixel down and one to the right in the frame of the 
object. In larger objects this effect would probably be negligible. The second notable 
point is that exactly the same dilated image output can be arrived at by thinking of the 
structuring element, rather than the original object, as being the "mobile" operand. If 
structuring element 'B is submitted to the co-ordinate mapping 
{x,y: x-t-x, y-+ -y}, (3.18) 
then it will appear as shown here, and may be written - 'B: 




Now applying -'13 to .91. as a travelling mask (much as was described for boundary 
finding in the previous section), dilation is achieved by taking the union of all points 
that yield a nonzero result (i.e. some overlap) for the intersection of .91. and - '13 when 
the asterisked origin of - '13 lies above them. Again, set theory gives concise expres-
sion to this as 
.9l.EB'l3= LJ {'13.tn.91.:;f 0} (3.19) 
xEll2 
where 
'J3x = { t E ll2 : t = b + x, b E - '13} (3.20) 
Binary erosion differs from dilation in that it uses a structuring element to reduce the 
number of pixels in an object. One can visualise moving the object .91. as indicated by 
the nonzero pixel positions in - '13 so as to create a series of maps of .91.. The eroded 
image of .91. will then consist only of those pixels which are nonzero in all of the maps 
- in other words, the eroded image is the intersection of the translated versions of set 
.91.. This view of the erosion of .91. by - '13 is summarised as 
.91.8'13= n {tEll2 : t=a+b,aE.91.} 
bE-'13 
(3.21) 
and is illustrated below for the same object .91. and structuring element -'13, using the 
symbols 1 and 11 to indicate where only one or two respectively of the three maps gave 
a nonzero result for a location. 
0 0 0 0 0 0 0 I I 0 0 I I 0 
0 1 0 0 0 1 0 I I I I II 0 0 
0 0 1 0 1 0 0 0 I I II 0 0 0 
0 0 0 1 0 0 0 0 I 1 II I 0 0 
0 0 1 1 1 0 0 I 1 1 1 II I 0 
0 1 1 1 1 1 0 I I I I I 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Careful inspection of the object .91. and non-inverted structuring element '13 reveals that 
exactly the same eroded result is achieved by using '13 as a mobile mask and identifying 
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all positions in 5l for which every nonzero element of 'B sits above a nonzero element 
of 51. This completes a pleasing symmetry by adding the result: 
5l8'B= n {'BxU5l:;'=0} (3.22) 
xE][2 
where 
'Bx= {t E ][2 : t=b+x, bE 'B} (3.23) 
Erosion, like dilation, tends (with an asymmetric structuring element) to shift the out-
put image very slightly, as the example above illustrates. Both erosion and dilation 
can also have a dramatic effect on the area of the image upon which they operate, but 
again this effect may be negligible if the structuring element is much smaller than the 
object being eroded or dilated. Figure 3.16 shows how the use of a structuring ele-
ment in the form of a circular disk of radius 9 pixels acts when dilating the image of a 
leaf. Because the structuring element is symmetrical, there is no shifting of the output 
image, and because it is small, the effect on the output image's area is minimal. It is 
interesting to note that the outline of the output image is the locus of points that would 
have lain on the outer perimeter of the circular structuring element as it was rolled 
along the input image, with its centre following the outer contour of all the objects 
(even noise). The operation tends to blur the finer detail of the leaf outline. 
EB D 
Figure 3 .16: Dilation of a leaf image by a circular disk of radius 9 pixels 
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e D 
Figure 3 .17: Erosion of a leaf image by a circular disk of radius 9 pixels 
In figure 3.17, the same leaf is shown being eroded by the circular disk. The output 
image is, in effect, the remainder of the leaf after the centre of the structuring element 
has been rolled along the outer leaf contour and the structuring element has "swept 
away" the parts of the leaf over which it has passed. It will be noted that the output 
object is smaller than the original leaf, with its exterior a smoothed copy of the leaf 
contour. Thin protruding boundary features, and notably the butt of the leaf, have been 
removed by the erosion. 
Further morphological operations have been developed which preserve the size and 
position of the objects upon which they act, whilst retaining some of the useful effect~ 
that erosion and dilation have on the object contour. One such procedure is morpho-
logical opening, which is, quite simply, erosion followed by dilation, usually with the 
same structuring element. Hence, if .91. is opened with '13, the result is written 
(3.24) 
where the brackets indicate the order in which the operations must be carried out. This 
is performed below on the small image of the previous example, and it can be seen that 
the opening has smoothed the outer contour of the input by removing its thin external 
features whilst broadly restoring the size and position of the object. 
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The effect on the object outline is easier to observe in a bigger image, such as is shown 
in figure 3.18, where the circular structuring element of radius 9 pixels has now been 
used to open the outline of a tobacco leaf. This has somewhat smoothed the boundary 
of the object and has removed the protruding features (including the butt of the leaf) 
whilst keeping the leaf's size and position as they were. 
o D 
Figure 3 .18: Opening of a leaf image by a circular disk of radius 9 pixels 
When dilation is followed by erosion, the resulting combined operation is known as 
morphological closing and is written as 
(3.25) 
The equation below shows the result when the same structuring element '13 is used to 
close the example object .91.. What is seen here is that closing has retained the thin 
exterior features of the object, whilst "filling in" on the right hand side the narrow bay 
in the object's outline contour. Size and position are, again, little affected. 
-------------------------------------------------
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Closing an image will generally smooth the outline by filling small concavities, as 
illustrated in figure 3 .19, where the same structuring disk as before has been employed 
to close a leaf image. It will be observed how the exterior features of the leaf have 
been retained, except for the closure of narrow bays in the outline. 
• D 
Figure 3.19: Closing of a leaf image by a circular disk of radius 9 pixels 
The morphological operations discussed above are defined solely as processing tech-
niques for use on binary images, but morphological concepts may be extended to be 
of value in the processing of grayscale images as well. In grayscale erosion, for ex-
ample, both the image to be eroded and the structuring element may be thought of as 
three-dimensional surfaces whose height at any point is given by the intensity value 
of the pixel at that point. The structuring element is then passed as a mask over the 
grayscale image by placing its (asterisked) origin or active point over each pixel of the 
image in tum. In each position, every pixel value of the mask is subtracted from the 
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corresponding pixel value of the image which it overlies, and the minimum of all the 
subtracted values is returned as the pixel intensity value at the corresponding active 
point in the eroded output image. Mathematically, each element of the eroded output 
image, g(x,y) = f(x ,y) 8 s(x,y), is found at position (xc, Yc) from the input image 
f(x,y) and m x n stucturing element s(x,y) as 
i=m, j=n 
g(xc,Yc) = . mii;i {f(xc + i,yc + J) - s(xc + i,yc + J)} 
1=0, J= O 
(3.26) 
Likewise, dilation of a grayscale image is achieved by returning to the active point of 
the output image the maximum value after addition of each of the structuring element 
pixel values to the corresponding image pixel value, for every position of the active 
point of the mask. In this case, each element of g(x,y) = f(x ,y) EB s(x,y) is given by 
(3.27) 
It will be noted that in positions where the output intensity value lies outside the per-
missible range of 0-255, a saturated pixel value of 0 or 255, as appropriate, is returned. 
Edge effects at the periphery of the image are minimised by invoking a surrounding 
skirt of pixels or by implementing a wrap-around, as desired. 
Figure 3.20(a) shows a small grayscale image, which consists of a background of 
intensity value 128 and two objects, similar to the one used in the earlier example, of 
intensity values 64 and 192. For extra realism, additive noise of rms intensity value 
25 has been applied to this image, to yield the grayscale image of figure 3.20(b ). 
(a) A grayscale image (b) Grayscale image with noise 
Figure 3.20: Image used to illustrate grayscale morphology 
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The structuring element 
*10 20 10 
20 30 20 
10 20 10 
was used to perform both grayscale erosion and dilation of this image, and the results 
are shown in figure 3.21. It is immediately clear that the erosion has darkened the 
image background and has removed the lighter (higher) of the two objects in the input 
image. This is consistent with viewing the structuring element as having been inverted 
(so higher numbers are "deeper") and then used to scour out the surface of the input 
image. This has "deepened" the depression representing the darker object, almost 
obliterated the lighter object, and evenly sliced the background to a depth of about 30 
below its original contour. A smoothing of the surface, analogous to the smoothing of 
lines in binary erosion, may also be noted. 
Less obviously, but of importance here, is that the structuring element has imposed 
some of its symmetry upon the objects in the eroded image, leaving the dark object 
almost a copy of the size and depth below the background of the (inverted) structuring 
mask. In certain cases, preferential retention of some of the features of the input 
image can be ensured by choosing a structuring element which mimics the object 
features which one wishes to preserve - a fact that was used to some advantage in 
this project, as reported in a later chapter. 
(a) After grayscale erosion (b) After grayscale dilation 
Figure 3.21: The effects of grayscale erosion and dilation 
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Figure 3.2l(b) shows the output of the grayscale dilation, which can be interpreted 
as having achieved a "filling" of the surface in three dimensions to the depth of the 
structuring element. Thus, the background has lightened almost uniformly by about 
30 intensity points, the darker object has been almost obliterated and the lighter object 
intensified and made to conform to the symmetry of the mask. 
Some of the intensity and shape distortion imposed by grayscale erosion and dilation 
is corrected in the operations of grayscale opening and closing. These are defined in 
the natural way as erosion followed by dilation for opening, or vice versa for closing, 
and the results for the same example object and structuring element are shown in 
figure 3.22. One can see that one object is present in each of the output images after 
opening or closing, and that the background has been restored to its previous intensity. 
Opening has enhanced the peripheral fine structure of the darker object, while closing 
has preserved the gross size of the lighter object. The precise value of these results 
would depend on the application in which the grayscale morphological operators were 
used, and also on the size of the structuring element in comparison with the input 
image objects. The illustration above was made at relatively low resolution - at high 
resolution the remaining distortion of the objects in figure 3.22 would probably be 
negligible for most applications. 
(a) After grayscale opening (b) After grayscale closing 
Figure 3.22: The effects of grayscale opening and closing 
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3. 7 Geometrical transformations 
Multi-stage image processing algorithms frequently include one or more subroutines 
whose function is to alter the geometrical structure of the image, or of objects within 
the image. A simple but important example of this is translation, in which the po-. 
sition of an object in an image is adjusted with respect to a notional origin without 
otherwise affecting the shape or size of the object and with minimal disturbance to the 
background. Each pixel (xr,Yt) in the translated output image g(x,y) is considered in 
tum, and its corresponding pixel (xc,Yc) in the input image f(x,y) is found as 
: if (xr-Xo,Yt-Yo) E Oinf(x,y) [ XYtt]-[XYoo] 
[ XYcc l = [ XYtt l (3.28) otherwise, and if (xr,Yt) fj. 0 in f(x,y) 
undefined : otherwise, and if (xr,Yt) E 0 in f(x,y) 
where 0 is the set of pixels in the input image which comprise the object to be trans-
lated, and x0 and Yo are the desired vector translations in the x- and y-directions 
respectively. Translation is then achieved by setting g(xr,Yt) = f(xc,Yc) for all defined 
values of (xc,Yc) and by returning a suitable background value (for a "copy" effect) or 
null pixel value (for a "cut and move" effect) in those cases where the pixel position 
has been vacated by the object's translation, leaving (xc,Yc) undefined. This formu-
lation of translation, whilst more complex than that found in most texts, is a more 
complete statement of the method, and will work correctly right up to the edges of the 
translated output image. 
The technique of working backwards from the pixels of the output image to find cor-
responding input pixels is of particular value in encoding rotation. Rotation of some 
of the pixels in f(x,y) through a clockwise angle e about the input image origin may 
easily be envisaged to obtain a rotated copy of those pixels by applying 
[ 
Xr l = [ co~ e sin 0 l [ x l 
Yr - sm0 cos0 y 
(3.29) 
However, since in general this yields non-integer values for the pixel positions (xr,Yr) 
of the output image, it is preferable to define the rotation inversely in terms of the 
corresponding pixels (xc,Yc) in the input image for each output pixel position, (xnYr). 





-sine l [ Xr l 
cose Yr 
[ ;: l [ ;: l = 
undefined 
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if [ ;: ] E 0 in f(x,y) 
otherwise, and if(xr,Yr) ~ 0 in f(x,y) 
otherwise, and if (XnYr) E 0 in f(x,y) 
(3.30) 
and rotation is implemented, similarly to translation, by setting g(xnYr) = f(xe,Ye) or 
to a suitable background or null pixel value if (xe,Ye) is undefined. It will be observed 
that most values of e will also yield non-integer values for Xe and Ye, so that corre-
sponding pixel intensity values will have to be chosen either from the nearest pixel to 
(xe,Ye) or, for higher quality results, by interpolation of the values of a set of neigh-
bouring pixels. In this project, it has not been found necessary to use sophisticated 
interpolation for the required image rotations. 
Rotation of an object about a point other than the origin is achieved simply by trans-
lating the entire input image so that the origin lies on the desired rotation point, per-
forming the rotation, and then shifting the image back so as to restore the origin to its 
initial position. The useful operation of rotating an object through clockwise angle e 
about its centroid (x,y), for example, is described by the transformation 
[ Xe l = [ c~s e - sine l ( [ Xr ] - [ : l ) + [ : l Ye sme cose Yr y y (3.31) 
A third geometrical transformation is scaling, in which the size of an image or of an 
object within an image is adjusted (enlarged or reduced) by constant factors in the x-
and/or y-directions. For each pixel position (xs,Ys) in the scaled output image, the 
corresponding input image pixel is 
[ ;: l = 
[ t r H ;: l 
[ ;: l 
undefined 
if [ ;: ] E Oinf(x,y) 
otherwise, and if (xs,Ys) ~ 0 in f(x,y) 
otherwise, and if (xs,Ys) E 0 in f(x,y) 
(with Sx < 1 and/or Sy< 1) (3.32) 
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where Sx and Sy are the desired scaling factors in the x- and y-directions respectively. 
In general, and especially for enlargements of objects with elaborate interior detail, 
scaling requires the use of interpolation techniques because of the fact that Xe and Ye 
will not usually be integers under this transformation. Nevertheless, the formulation 
given above is a powerful one: if either scaling factor is less than 1, then the object 
is reduced in the output image in the corresponding direction; if either scaling factor 
is less than 0, then the object is reflected in the corresponding axis and is enlarged or 
reduced in the ratio indicated by the modulus of the factor. 
Translation, rotation and scaling are all linear transformations, and so they may be 
implemented in any order and are capable of analysis or description using the notation 
and techniques of linear algebra. One image processing method which exploits this 
fact, and which was of particular value in the preprocessing of images in this project, 
is the Hotelling or Karhunen-Loeve transform. This transform provides a means for 
automatically rotating an object's major axis so as to align it in a preferred direction, 
such as parallel to one of the image's co-ordinate axes. The value of this, for example 
in aligning each of the objects in a series of images to ensure similar processing and 
comparable measurements, will be discussed in a later chapter. 
The Hotelling transform begins by deriving a statistical metric known as a covariance 




1 N 1 N 
cri = - L(xT)-x2 = - L(xi-x)2 
N i=I N i=l 
1 N 
crkY = N l:(xiYi) -xy 
i=l 
(3.34) 
2 1 ~ 2 -2 1 ~ - 2 
O'y = - ~(Yi )-y = - ~(yi-Y) 
N i=l N i=l 
C1 and C4 are readily recognised as the variances of the x and y values respectively, 
taken over all of the pixels in the object. C2 and C3 are the covariances, which measure 
how the x and y pixel values in the object are related. If an object of unspecified shape 
and size is aligned so that its major axis (i.e. its longest medial line in the sense of 
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minimising pixel moments) lies along the line y = x, then it will be found that the term 
k Ii7=1 (xm) will have a greater value than at any other possible orientation. On the 
other hand, if the major axis is aligned to a co-ordinate axis such as the x-axis, then y 
pixel positions will be essentially iildependent of their corresponding x pixel positions, 
and the term k Ii7=1 (XiYi) will be very close in value to xy, yielding covariances very 
close to zero. 
The Hotelling transform aims to rotate the major axis of the object precisely so as 
to achieve the condition C2 = C3 = 0, thus ensuring the desired alignment. This is 
equivalent to diagonalising the covariance matrix, which can be done efficiently by 
computing its eigenvalue decomposition. The characteristic polynomial of the matrix 
is 
det(C-A.I) 
C1 -A. C2 
C3 C4-A. 
(C1 -A.)(C4-A.) -C2C3 
A.2 - (C1 +C4)A.+ (C1C4 -C2C3) 
and so the larger eigenvalue is given by 




The homogeneous equation for the system is expressible as an augmented matrix, 
which reduces as follows: 




~ [ ~3 C:'~{l ~ l (3.37) 
from which the eigenvector ei with unit x-component value that corresponds to A.1 
(and which must satisfy Ce1 = A.1e1) is seen to be 
e1 = [ i.,~c, ] (3.38) 
This eigenvector denotes the current orientation of the major axis with respect to the 
co-ordinate axes of the image. Thus, the current angle of the major axis of the object, 
relative to the horizontal x-axis of the image, may be found as 
0 = arctan ("-
1 ~2 Cl) (3.39) 
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(a) Original leaf orientation (b) After Hotelling transform 
Figure 3.23: An illustration of the rotating capabilities of the Hotelling transform 
so that, knowing 0, a clockwise rotation through this angle will align the object's 
major axis with the image's x-axis. In the case where it is also desired to restore the 
centroid of the aligned object to some standard position (x0 ,y0 ), the entire rotation and 
translation to the new co-ordinates may then be defined for the output object (xh,Yh) 
as 
[ 
Xe l = [ c~s 0 - sin 0 l ( [ xh ] - [ Xo l ) + [ : l 
Ye sm0 cos0 Yh Yo · Y 
(3.40) 
Figure 3.23 shows the results of implementing the hotelling transform on the image of 
a leaf which was originally photographed at a random orientation. 
3.8 Fourier descriptors 
Numerous techniques exist for characterising the outer boundary of an object within 
an image - these include run-length encoding, chain code, fractal dimension and the 
use of derived shape parameters such as circularity, form factor, extent, compactness, 
roundness, et cetera [59]. The method chosen in this project, because of its general na-
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ture and its power in discriminating between the gross shape features and the detailed 
outline of an object employs the Fourier descriptors of the outline. 
Each position (x,y) on the object's outer boundary can be represented by a complex 
number x + jy, or may be identified with an angle 0 which is the angle which the 
line joining (x,y) to the object's centroid makes with the image's x-axis. In images of 
leaves, one occasionally finds positions where a value of 0 may correspond to more 
than one boundary point, especially in a damaged section of the leaf; but, given that 
a unique point is chosen for each value of 0 (as will be the case in this project), the 
object boundary can then be described by a complex function /(0). This function is 
defined over the range (-oo, oo) and, because the leaf outline is a closed contour, it is 
periodic with period 2 7t. Since x and y both depend on 0, the function may be written 
/(0) = x(0) + y(0) (3.41) 
or, if one envisages traversing the boundary once in every time period t = T, so that 
T0 th t = Z1t' en 
f(t) = x(t) + y(t) 
The periodic function f(t) has a Fourier transform given by 
!F{f(t)} =F(ro) = /_~J(t)e-irotdt 
(3.42) 
(3.43) 
which (because f(t) is periodic) consists of a sequence of discrete weighted impulses 
at values of ro that are integer multiples of 2;. If the Fourier transform is derived from 
a sampled version of f(t), such as 
00 
ts(t) = t(t)or(t) = t(t) Li o(t- n) (3.44) 
n=-oo 
in which one pixel Sample per time unit (T samples per period) has been obtained 
by multiplying f(t) by the Dirac delta train or(t) = L.;;'=-oo o(t - n), then the Fourier 
transform F8 (ro) will be both periodic and discrete [49], consisting of T impulses 
repeated periodically. The weights of these T impulses are known as the Fourier 
descriptors of the boundary f(t). An alternative method for deriving the Fourier 
descriptors is to take the discrete array of sampled values of f(t), denoted gr for 
r = 0, 1, 2 ... T - 1, and apply the Discrete Fourier Transform (DFT): 
-T T 
for u = 2 + 1,··· -1,0, 1, ... 2 (3.45) 
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The values of G in the output array of this transform correspond to the weights of 
the impulses of Fs ( ro), and are therefore also the complex Fourier descriptors of the 
boundary function f(t). 
The boundary function f(t) is a finite power signal, for which the coefficients of F( ro) 
decay to zero like k or faster. This allows f (t) to be treated as if it were a band-limited 
signal, which can adequately be recovered from the sampled version fs(t) provided 
that the number of samples, T, is large enough to satisfy the Nyquist sampling crite-
rion. All such sampling in this project was done at sufficiently high frequency as to 
ensure that the effects of aliasing were negligible. 
The inverse Fourier transform 




F(ro)e1rot dro (3.46) 
may now be used to recover a continuous representation of the boundary, denoted here 
as f(t) and arbitrarily similar in shape to the original f(t), from the Fourier descriptors 
contained in Fs ( ro). This is achieved by creating from the periodic frequency domain 
function Fs(ro) a non-periodic function F(ro) by windowing Fs(ro) symmetrically and 
retaining only the band-limited portion centred around zero. Then, with 
(
Tro) (ro) { 1 lml < ¥ F( ro) = Fs( ro)Rect 
2
1t where Rect n -
0 ~" lml > ¥ (3.47) 
f(t) can be recovered as 
(3.48) 
and the inverse DFT may be applied with negligible error, since f (t) was adequately 
sampled and F ( ro) effectively band-limited. 
Figure 3.24 shows the results of this reconstruction for various numbers of Fourier 
descriptor pairs, in the case of a leaf outline which was sampled with T = 256 sam-
ples. These reconstructions illustrate how the lower order Fourier descriptors carry 
information about the gross size and shape of the leaf, while the higher order terms 
describe the fine detail in the leaf outline. 
Besides this, Fourier descriptors have several interesting and useful properties. For 
example, it may be noted that the Fourier descriptor Go is the complex number that 
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(a) 1 pair (b) 2 pairs (c) 3 pairs (d) 7 pairs 
(e) 10 pairs (f) 17 pairs (g) 101 pairs (h) 127 pairs 
Figure 3.24: Reconstructions from various numbers of Fourier descriptor pairs 
represents the centroid of the object, and that translation of the objeet within the image 
can be achieved by varying Go and then taking the inverse Fourier transform. The first 
pair of Fourier descriptors, Gi and G_i, combined with Go, carry information about 
an ellipse whose boundary points are contained in the array 
[ (21tr) . (27tr)] [ (21tr) . (27tr)] gr=G1 cos T +jsm T +G-1 cos T -jsm T . +Go 
(3.49) 
Although this ellip~e is not the best fitted ellipse (in the least-squares sense) to the leaf 
outline, nor is its major axis exactly aligned to the major axis of the leaf, nor is its area 
equal to the area of the leaf, it is nevertheless a first-order representation of the size 
and shape of the object, representing it to a degree which higher order descriptors will 
further refine. As figure 3.24 suggests, it does not require many lower order Fourier 
descriptors to generate a set of features that are quite adequate in the classification of 
the shape from which they were derived. 
The linearity of the Fourier transform allows that multiplication of all of the Fourier 
descriptors of an object by a constant factor corresponds in the spatial domain to mul-
tiplication of the object's length dimensions by the same factor. 
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Finally, all of the object's Fourier descriptors except Go are invariant to translations 
of the object within the image, and have magnitudes which are invariant to rotations 
of the object. Since the orientation information is stored in the phases of the Fourier 
descriptors, rotation of the object boundary by an angle 0 in the spatial domain corre-
sponds to multiplication of all of the Fourier descriptors of the object by the constant 
complex rotation factor eje. 
Chapter 4 
Leaf Data Acquisition and 
Preprocessing 
4.1 Introduction 
The successful segmentation and accurate analysis of objects within digital images 
may depend critically upon the quality of acquisition of the images being processed. 
Excessively low or high resolution, inadequate illumination or contrast, blur due to 
poor focusing or camera movement, and overlapping objects within the image can all 
greatly lengthen the time taken by (and increase the difficulty of) image processing 
algorithms. Beyond a certain point, such acquisition defects may even make object 
segmentation impossible. In some image processing applications, such as the identi-
fication of a motor vehicle's number plate from a road-side speed camera photograph 
for instance, there may be little control on the focus, angle or illumination of the ob-
ject within the image, even though the optical system of the camera is of a reasonable 
quality. This is unavoidable in a situation where the image must be acquired quickly 
and the object (the car) is moving with undetermined velocity. However, where one 
has full control of the objects to be imaged, as in this project, it is desirable to do as 
much as possible to ensure that information is not being unnecessarily lost or degraded 
through poor initial acquisition of the images. 
In cases where a number of images are to be submitted to a single algorithm, for 
example to gather comparable data across an entire batch of objects, it is also very 
desirable to ensure that the objects within the images are presented as consistently as 
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possible. This means not only that every image should have been acquired (as far as is 
practicable) under similar conditions of scale, rotation and lighting, but also that such 
unavoidable differences between images as can be normalised by image processing 
should be remedied before further processing and data gathering takes place. This is 
the role of preprocessing. 
This chapter explains how images of leaves were acquired and preprocessed for use in 
this project, and it describes the measures that were taken to ensure that high quality 
and consistent data was available for the segmentation and feature extraction stages 
which followed. 
4.2 Selecting leaves 
Every tobacco leaf which was photographed and used as image data in this project 
had previously been sold at auction at the Zimbabwe Tobacco Sales Floors (TSF), a 
section of which is shown in figure 4.l(a). This means that not only had it been graded 
(a) Tobacco Sales Floors (b) A hand of tobacco 
Figure 4.1: Tobacco bales at auction 
by the farmer who harvested, cured and baled it, but that the bale which contained it 
had been scrutinised and correctly graded according to official Zimbabwean standards 
by a professional grader employed by the TSE Furthermore, since the bale had al-
ready been sold when the sample leaves were removed from it, the bale grading had 
implicitly been accepted as correct by the buyer, who is also an expert in this regard! 
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Figure 4.l(a) shows several lines of bales which had just been auctioned at the TSF, 
awaiting the re-sewing of their hessian baling material prior to transport to their pur-
chasers' warehouses. Just before the re-sewing, a hand of tobacco was removed (see 
figure 4.l(b)) from occasional bales for use as material for data in this project. This 
was done by the Chief Classifier (Flue Cured Tobacco) of the TSF, who then inspected 
each hand and tagged it with a label bearing the official grademark of the tobacco. 
Over the course of about a week, he removed several dozen hands representing a very 
wide range of tobacco grades, some of which are shown in figure 4.2(a). Within each 
(a) Hands of various grades (b) Inspecting individual leaf 
Figure 4.2: Tobacco samples removed from bales 
hand, it was possible to inspect the occasional leaf, as in figure 4.2(b), to ensure that 
it conformed to the grademark indicated on the corresponding tag. Since these assess-
ments were made by an expert under the excellent lighting at the TSF and again in a 
dedicated and well-lit tobacco display room, it is believed that the grademark assigned 
to these hands of tobacco was as accurate as humanly possible. 
Altogether, between two and four hands of tobacco for each grademark were identified 
in this way, and there were 45 different grademarks represented, spanning the most 
commonly seen flue-cured tobacco grades. The number of leaves per hand varies 
widely depending on the leaf weight and quality, but is typically between 15 and 30. 
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4.3 Preparation of leaves 
Having been drawn from the bales at the TSF, the hands were then taken to the grading 
shed of Kutsaga Research Station just outside Harare. The Tobacco Research Board, 
which operates Kutsaga, has outstanding facilities for the handling and accurate grad-
ing of tobacco, and the work for this project was done in the area shown in figures 
4.3(a) and (b). With the help of a Technical Assistant of 6 years' experience and a 
(a) Grading tables and lights (b) Area used for conditioning 
Figure 4.3: Interior of the grading facilities at Kutsaga 
Grader who had been handling and grading tobacco for 36 years, individual leaves 
were now selected for photographing. The leaves were first checked individually to 
ensure that they had all been correctly graded, and occasionally leaves were rejected 
because they appeared to merit a different grademark from the tag on their hand. 
Table 4.1 outlines the numbers and types of leaves which were selected for use in 
studying leaf colour classification. Another set of leaves, intended for use in studying 
plant position classification, was selected at the TSF about a year later than this first 
set. These are tabulated in table 4.2. As these tables show, a total of 870 leaves were 
selected for imaging purposes. Although the leaves still exhibited visible variability 
of colour and shape within each colour and plant position class, they were believed, 
by this stage, to be as correctly individually graded as was reasonably possible. 
Cured tobacco leaves are quite pliable, but it was found that few leaves would read-
ily lie completely fiat. To obtain a consistently-focused image which gave a faithful 
impression of the leaf's shape and size, it was essential to ensure that each leaf was 
spread out entirely fiat prior to photographing it. An informal test showed that the ap-
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Leaves selected for use in colour classification 
Colour Grade mark Factors No. of leaves TOTALS 
Pale lemon 
L2E 65 65 
L3E 15 15 80 
L2L 10 
L2L A 15 
Lemon L2L F 10 
L2L FA 15 
L2L 0 10 60 
L3L 10 
L3L A 15 
L3L F 10 
L3L FA 15 
L3L 0 10 60 
LAL 10 
LAL F 10 
LAL 0 10 30 
LSL 10 
LSL F 10 
LSL 0 10 30 180 
L20 10 
L20 F 10 
Orange L20 FA 15 
L20 0 10 45 
1..30 10 
1..30 F 10 
L30 FA 15 
1..30 0 10 45 
LAO 10 
LAO F 10 
LAO 0 10 30 
LSO 10 
LSO F 10 
LSO 0 10 30 150 
L2R 20 20 
Light L3R - 20 
L3R 0 15 35 
Mahogany LAR 20 
LAR 0 15 35 
LSR 20 
LSR 0 15 35 125 
L3S 55 55 
Dark LAS 25 
L4S 0 15 40 
Mahogany LSS 20 
LSS 0 10 30 125 660 
Table 4.1: Summary of the leaves selected for colour analysis 
Leaves selected for use in plant position classification 
Plant position Full grademark No. of leaves TOTALS 
Primings PILFA 35 35 
Lugs XIE 35 35 
Cutters C3LF 35 35 
Leaf 
LIE 28 
L2E 7 35 
Smoking Leaf H30 35 35 
Tips TIRA 35 35 210 
Table 4.2: Summary of the leaves selected for plant position analysis 
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parent width of a leaf can easily be reduced by about 15% if it does not lie completely 
fiat - an error which would make shape analysis impossible if it were not avoided. 
•• •• 
(a) A typical steambox (b) Conditioning a hand 
Figure 4.4: The use of steam for conditioning leaves before laying them flat 
The pliability of cured tobacco leaves is improved by con-
ditioning them. This simply involves exposing them briefly 
and evenly to steam, which is a standard procedure in 
grading sheds, where correct moisture content is essen-
tial to the baling of a crop which must leave the farm in 
a prime state of readiness for potential buyers. For this 
purpose, grading sheds have a steambox such as the one 
shown in figure 4.4(a). In a steambox, steam is piped to a 
small water-collecting drum and is then percolated evenly 
to the air above through hessian and wooden slatting. A 
hand of tobacco can be conditioned in the steam in a few 
seconds, as shown in figure 4.4(b ). This requires consid-
Figure 4.5: Ready to film erable skill and experience, since a leaf which has been 
over-conditioned may exhibit water staining and a dark-
ening of colour which, for the purposes of this project, would be most undesirable 
because it might affect the accurate colour classification of the leaf image. A perfectly 
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conditioned leaf, however, can be made to lie very fiat, even if it was formerly rather 
brittle and shattery due to disease or poor handling in the curing process. Figure 4.5 
shows a broken leaf of very poor quality that has been laid fiat ready for photography. 
As with every other leaf photographed in this project, this leaf has been laid onto a 
clean white backing board and is accompanied by a scale calibrator (in this case some 
2cm x 2cm squares, although sometimes a small plastic ruler was used), and by a card 
stating the grade of the leaf (L50F in this case) and the number of the leaf image (No. 
8) within the batch of similar L50 F leaves. 
4.4 Photographing the leaves 
The next stage in the process of image acquisition was the photography itself. It was 
considered very important to ensure that the leaves were correctly and sufficiently 
illuminated prior to photographing. This meant trying to recreate the lighting intensity 
and colour under which a human grader would be judging tobacco, so as to make the 
output of the machine classifier as commensurate as possible with the opinion of the 
human grader. It also involved avoiding shadows or bright spots such as would be 
caused by directional lighting or specular reflections. 
Fluorescent tubes have been in use in tobacco grading for about 40 years. When they 
first became available, there was some variation in opinion as to the desirable light 
intensity on the grading table, but a standard system of having one or more fluorescent 
colour-matched daylight tubes of 4ft (l.22m) in length situated 4ft (1.22m) above a 
grading table of rectangular dimensions 4ft x 5ft (l.22m x l.52m) seems to have been 
generally settled upon in the early 1960s [71 , 64]. It was found that grading in the light 
of fluorescent tubes gave more reliable results than the previous system of grading in 
natural light near or under skylight windows. 
Indeed, Gooch, in his doctoral dissertation of 1962 [33], found that both the grading 
and the price of tobacco was affected by the brightness of the weather in the old 
naturally-illuminated auction warehouses in Kentucky. United States federal graders 
were found to have ascribed higher grades and buyers to have bid higher prices on 
bright sunny days than they had on duller days for exactly the same quality of tobacco. 
Gooch concludes his work by recommending the standardisation of light sources in 
grading rooms and warehouses, and the exclusive use of artificial lights. 
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The current standard in Zimbabwe, as described by Akehurst, calls for well-diffused 
artificial light of luminous energy around 323 lumen/m2 over the grading table, prefer-
ably supplied by colour-corrected fluorescent tubes only, but with natural roof lights 
of no more than 10% of the floor area or side lights of no more than 12!% of floor 
area if absolutely necessary [3]. Direct sunlight is completely unacceptable, and, if at 
all possible, grading should take place under the artificial light only. 
Accordingly, the photographs in this project were all taken under a bank of sixteen 40 
watt 4ft (1.22m) Astra™ fluorescent strip lights. The fluorescent tubes were marked 
as "B.2.1 colour match No. 55", which designates one of the daylight tube types that 
has been specifically recommended for tobacco grading use [71]. A tripod was set 
up under these lights as shown in figure 4.6(a), and each leaf to be photographed was 
then placed under the tripod, as figure 4.6(b) illustrates. 
(a) Tripod under lights behind grading table (b) Tripod configuration 
Figure 4.6: The lighting and tripod configuration for photographing the leaves 
In this configuration, the fluorescent tubes were 2.0m above the leaf, and the camera 
was rigidly attached to the tripod, placed so that the leaf was 900mm below its focal 
plane. Great care was taken to ensure that neither the photographer nor the tripod cast 
any shadow over the leaf while it was being photographed. In the case of the leaves 
photographed to study plant position classification, the distance from the camera's 
focal plane to the photographed leaf was increased to 1177mm±lmm to facilitate 
this. Even so, tripod shadows are occasionally to be seen on the outer areas of the card 
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in some of the images. These were removed in the preprocessing, as discussed later. 
The camera used for all of the photography was an Olympus TM OM2N SLR camera 
body with a standard Olympus 50mm lens. The camera was loaded with Fujichrome 
SENSIA TM lOOASA colour slide film in rolls of 36 exposures, all from batch number 
136103. Fujichrome film was chosen for its excellent colour reproduction and stabil-
ity over time, while lOOASA slide film was preferred for its fine resolution (lack of 
graininess) and direct rendering of the image onto positive photo-emulsion, both of 
which promised very high quality images once the photographs were digitised. 
The camera lens was set to F8, and a long time exposure of 1~s was employed. This 
necessitated the use of a shutter release cable to avoid camera movement during the 
exposure, but had the benefit of allowing an exposure time somewhat greater than the 
sb s period of the fluorescent tubes, thus reducing any possible effects of their 50Hz 
flicker. A further advantage of using the shutter release cable was that it enabled the 
photographer to stand further from the tripod, so avoiding shadowing the leaf. 
All 870 leaf photographs were produced in this fashion. The resulting 24 rolls of 
exposed film (18 for analysis of leaf colour and 6 for plant position) were then pro-
fessionally developed and mounted as slides to serve as a long-term resource for both 
this and other tobacco leaf analysis projects. 
4.5 Digitisation of the leaf images 
The mounted slides were scanned to obtain digital images of the tobacco leaves. This 
was undertaken with a Nikon TM LS-4500AF film scanner, operated by launching the 
Nikon Scan TWAIN driver from Adobe PbotoshopTM. The scanner can accommodate 
four slides at a time and offers many features in software, including a preview scan, 
preview image cropping and the choice of focus position on the slide lamina. Each 
slide was individually focused, and a digitised version of the image in RGB format 
was then created. 
The Nikon scanner is capable of scanning at a variety of output resolutions; and a 
resolution of 1000 dots per inch (dpi) was chosen for the images to be used in tobacco 
leaf colour analysis, and 2000dpi for those images destined for the plant position study 
(where it was felt that highly detailed leaf outline information might be required). 
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Both of these resolutions are probably higher than was strictly necessary for either 
part of this project, but it was intended that the digitised images should constitute a 
permanent resource from which the author and other researchers could draw in the 
future. Reduction of the leaf images to a resolution that is appropriate to a particular 
purpose must therefore take place as part of the preprocessing. 
The images for tobacco colour leaf analysis were stored as 800x 1300 pixel 24-bit 
colour files in tagged image file format (TIFF). In this case, the TIFF output pro-
vided for a lossless compression scheme known as Lempel-Ziv-Welch (LZW) com-
pression [59]. This is a dictionary-based technique, by which the image is pre-scanned 
to identify commonly-occurring patterns of information. A list, or dictionary, of 
these patterns is then constructed, in which a short code is assigned to each of the 
(much longer) repeated patterns. When the image is stored with the repeated pat-
terns replaced by these short codes, its total size can be much reduced, even despite 
the fact that it must now be stored together with the dictionary for later decompres-
sion. The 800x 1300 24-bit colour files, which might have been expected to require 
3 x 800 x 1300 = 3. l 2Mbytes of storage space each, were each accommodated in be-
tween 600kbytes and l. lMbytes after LZW compression. These compression ratios 
of 20%-33% are more efficient than the 40%-50% that is typical for the LZW scheme, 
probably because of the large area of each leaf image that is represented by almost 
featureless background. The images for use in plant position analysis were scanned 
at 2000dpi and then stored as 1700 x 2600 pixel 24-bit colour TIFF image files . These 
occupied about 4Mbytes of storage space each, again following LZW compression. 
Finally, all of the scanned images were transferred to writable compact discs, which 
served as the data repository for the rest of this project. 
4.6 Preprocessing of the leaf images 
Some of the preprocessing of the scanned images was necessary for only one of the 
two main algorithms that were developed in this project - that is, either for colour 
analysis or for plant position analysis only. A description of these specific prepro-
cessing methods has therefore been left until the relevant chapters. This section will 
give a brief account of the preprocessing that was applied to every scanned leaf image, 
regardless of how it was to be used later. 
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(a) Scan image (b) Extract B band (c) Threshold (d) Label regions 
(e) Colour objects (f) Segment mask (g) Isolate leaf (h) Rotate leaf 
Figure 4. 7: Stages in the preprocessing of each scanned leaf image 
The aim of preprocessing in this context was to take each scanned image, such as the 
image of figure 4. 7 (a), strip it of its scale calibrator and photograph number, and return 
a standardised leaf image that would contain only the leaf object from the original 
image, rotated so that its major axis would be parallel to the vertical axis of the image 
frame (see figure 4.7(h)). The processing steps in this procedure are illustrated in 
figure 4.7 and will now be described. 
The scanned image (a) was first separated into its component RGB colour bands, and 
the blue band (B) image was extracted (b ). Experience showed that thresholding every 
blue band image at B = 170 would produce a binary representation of the leaf object 
whose outline was not degraded. Several other objects are visible in the thresholded 
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image (c), including the residue of a shadow in one comer, the ruler, the leaf number 
(175), and some minute flecks of dust. 
The binary image was now submitted to a region-labelling algorithm, which identi-
fied the separate objects within the image (there were in fact 69 of them in the case 
illustrated) and ascribed a different colour to each (image (e)). Region labelling is 
achieved by traversing the binary image, considering each as-yet-unmarked pixel in 
tum, and marking both it and every contiguous non-background pixel as belonging to 
the same object. This is usually done by returning a grayscale image (d) in which a 
different grayscale pixel value has been given to every pixel of each contiguous object 
found in this way. The procedure works satisfactorily for labelling up to 255 objects 
(plus the background "object"), and it can be further extended quite easily. In image 
( e ), for example, which is a 24-bit HSI colour image included here for the purpose of 
illustration, the different objects have been emphasised by converting their grayscale 
pixel values to randomly chosen positions around the hue circle and also by giving 
each pixel a high saturation and intensity. 
It was assumed that, by this stage, the leaf would be the largest object in the image. 
Finding this largest object was a simple matter of finding the grayscale value corre-
sponding to the maximum point of the histogram for the grayscale labelled image. 
All other objects could then have their grayscale value set to the background value, 
following which the image was thresholded to a binary format, as shown in image 
(f). Image (f) can be regarded as a mask, which is a faithful representation of the 
leaf shape (with all its holes) in the original scanned image (a). Since image (a) and 
image (f) were of the same size in terms of pixel dimensions, multiplication of each 
pixel value in image (a) by the corresponding value in image (f) (treating black pixels 
as "ones" and white pixels as "zeros") now yielded image (g), which completed the 
segmentation of the leaf object from the original image. 
For consistency of the stored data, it remained only to rotate the leaf object to be 
parallel with the vertical image axis. This was done using the Hotelling transform, 
which showed that (in this case) the leaf's major axis was making an angle of 9.48° 
with the image vertical. A clockwise rotation of the leaf object by 9 .48° about its 
centroid produced image (h), which is the final form in which the leaf data for this 
image was stored on CD ROM. 
Chapter 5 
Some Principles of Machine Vision 
Classification 
5.1 Introduction : the classification problem 
Classification is a higher-level function of image processing than any of those that 
were discussed in chapter 3: a machine vision classifier may incorporate many tools 
that operate at either the pixel level or on larger-scale structures within the image, 
but it must also transcend the elementary components of image analysis in its overall 
operation. The aim of classification in the context of image processing is to assign 
one of a finite number of classes to an image, or to one or more objects within an 
image. This could be for the longer-term purpose of object recognition or of categori-
sation; in each case, the function of the classifier is very similar, with the distinction 
in the end result deriving from a difference in interpretation of the classifier output 
by its human users. In this project, where each image contains only one object after 
preprocessing, classification techniques were used to assign each leaf object firstly to 
one of the five colour categories and secondly to one of the six plant position groups. 
The specific details of how this was done are left to the next two chapters, while this 
chapter prepares the way by presenting the relevant theory. 
The usual components of a machine vision classifier are shown in figure 5.1, which 
is an adaptation of the similar diagrams of Low [45] and Jain et al. [41]. Several 
quite different approaches to classification exist, but each can be discussed in terms of 
this diagram. In every case, classification can be viewed as a succession of reductions 
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of the information that is stored in an image (or in a segmented part of an image), 
firstly to a set of (hopefully) diagnostic features, then to a series of scores for all of 
the possible classes of which the image could be a member, and finally to single class 
within the usually small set of classes recognised by the classifier. 
A detailed treatment of the wider field of statistical pattern recognition cannot be in-
cluded here, but is the subject of several texts (e.g. [20, 40, 22, 32]) that were of value 
in deciding upon classification strategies in this project. The rest of this chapter will 
chart a course through the underlying theory for the tobacco leaf classifiers that were 
developed in this project. In doing so, it must leave aside such major areas as artificial 
neural network techniques [9], which offer promise in solving similar classification 
problems but which were not used in this case because satisfactory results could be 
obtained by other methods. 
5.2 Feature extraction and vector representation. 
The concept of classifying an object by feature extraction is very intuitive and is eas-
ily presented in a mathematical context that makes its implementation in computer 
algorithms both natural and straightforward. The image processing techniques cov-
ered in chapter 3 off er a variety of ways to extract quantitative measurements from 
segmented objects within images. In a classifier, these. extracted measurements are 
known as features, and there are various types of features that can be derived from 
image information. For example, some features may be obtained from analysing the 
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imaged object at the pixel level, and others from measurements of its higher-level ge-
ometric structure. Thus; a measure of modal pixel intensity within a region of a leaf 
gives a statistical feature, while the calculation of the leaf's width or the angle of its 
pointed tip would yield geometrical features. One can also distinguish between global 
features whose calculation requires information from every pixel in a region of interest 
(such as the mean .value taken from the red band histogram of an entire leaf image), 
and local features that need only the consideration of a subset of the available pixels 
(such as leaf boundary length, for example). Some features may be extracted rela-
tively directly from the available image information (for instance, leaf area measured 
as the total number of pixels in the leaf object), while other derived features (such 
as the Fourier descriptors of the leaf outline) may require considerable intermediate 
calculation. Finally, a feature which is based upon the relative position or relative 
orientations of different entities within an image is sometimes known as a relational 
feature [41]. 
In choosing features that are suitable for a particular classification purpose, there is 
always some element of human arbitration. As in many of the everyday decisions 
which we make as human beings, there are usually some criteria in a machine vision 
classifier which, on their own, provide a fairly good basis for decision; others which 
are sometimes useful,· in conjunction with these, to refine a decision; and still other 
considerations which either move the decision no closer or, worse, which serve merely 
to confuse. Whilst there are steps that can be taken to improve and even to optimise the 
features chosen for use in a machine vision classifier (as discussed later), the initial set 
of features that are written into the classifier would still have to have been selected by 
a human programmer, and so will always be subject to the same condition that governs 
criteria for human decision making - namely that a basis for perfect decisions is not 
always possible to define. This is what gives many machine vision classifiers an ad 
hoc or heuristic flavour [32]. 
Whatever the case, it is usually possible to take an object in an image (such as a 
tobacco leaf) and to return a set of values which are the relevant measures for each 
feature that has been conceived for the object's classification. If this set of values is 
given an established order (e.g. the order in which the features were measured), then 
it may be treated mathematically as a vector, and is known as the feature vector for 
the object from which it was derived. The feature vector fully characterises the object 
within the context of the classifier, and will almost always require much less computer 
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memory for its storage than the original object did. It is the purpose of the feature 
extractor in a machine vision classifier to condense a (segmented and preprocessed) 
image or object into a feature vector in this way (see figure 5.1). 
It is very often useful to think of a feature vector as a point in space. Thus, if an 
object is- represented by the n-element feature vector x = (x1 ,x2,x3, ... xn), then the 
same object may also be represented by the point which the vector x denotes in an n-
dimensional space in which the orthogonal co-ordinate axes are assigned to the feature 
measurands (see figure 5.2). As the next section shows, this makes the method of 
decision-making easier to treat mathematically, even though the position of objects in 
n-space becomes rapidly more difficult to visualise as n increases from 2. 
x 
Figure 5.2: The feature vector x corresponds to a point in (2D) feature space 
5.3 The decision-making process 
Once a set of features has been extracted for an imaged object, the next task of the 
classifier is to make a decision about which class (from the finite set of the classes 
{ 0>1, roz, 0>3 .•. O>m}) the object belongs in. There are numerous ways of doing this, but 
each involves examining the features and making a decision on the basis of a model of 
the classes, class-boundaries, typical class membership and similarity within classes. 
The classifier's decision generator applies the model to the feature vector and outputs 
a set of m scores for each possible class: these scores are finally transferred to another 
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module of the classifier, which then outputs the class of the input object, most usually 
on the basis of the maximum (or sometimes the minimum) of these scores. 
There are various approaches which designers of classifiers may take to the decision-
mak:ing process. Perhaps the simplest classifier works on the basis of direct compar-
ison. In the case of this project, this would involve passing each leaf image directly 
through to the decision generator in figure 5.1 (in effect treating each pixel value as 
an element of the feature vector) and then comparing each pixel to the stored pixels 
of digitised leaves already in the model. This would imply either a direct subtraction 
of images, or else a calculation of cross-correlation between images if they were not 
identically centred and of exactly the same size. The ~utputs of the decision gener-
ator should be made to be low numbers for dissimilar images and a high number for 
the one image in the model which (almost) exactly matched the input. This kind of 
classifier would be distinctly clumsy, and is quite unsuitable in this application. It 
lacks the condensation which is made possible if objects are reduced to features, and 
it would therefore need massive storage space and possibly a great deal of processing 
time. In the end, from the point of view of the human user, it would not so much have 
classified the input leaf object as have recognised it from a set of pre-existing images 
in the model base. 
Similar objections would hold for template matching, in which the input image is 
reduced to a feature vector in the feature extractor and this is then compared with a set 
of feature vectors stored in the model, one for each recognisable object. The object in 
the model whose feature vector is identical to that of the input object is returned as the 
"class" of the input. Such a classifier would be of value where the inputs were each 
known to be an exact copy of one of the objects in the model, but it cannot perform qn 
previously unseen input objects, as required in this project. 
A third type of decision maker identifies the class of the input object on the basis 
of a common property that is shared by all of the objects in a class and by no other 
object. A common property might be a discrete fact about the class (e.g. that its 
objects all have one hole whereas all of the objects in other classes have none), or 
else it might be a range of values for a measured feature that exclusively indicates 
the class (e.g. if its length lies between 20cm and 30cm, then it must belong to class 
number 2). Although in principle this system can classify unseen inputs, it requires an 
extraordinary degree of separability of the classes within the feature space. Figure 5.3 
illustrates in the two-feature three-class case the sort of separability implied, including, 
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Figure 5.3: Classification on the basis of common property 
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for generality, one feature (x1) for which the returned values are discrete, and one (x2) 
which measures a continuous variable. Common property classification requires that 
one exclusive property per available class be stored in the model base. In this project 
it has been found that both the colour and plant position of tobacco leaves exhibit 
overlap between the class clusters over every feature in the feature space, so a common 
property approach is not possible. 
Instead, problems of this sort need a classifier that holds know ledge of the clustering 
properties for each class within its model base. This would include knowledge of each 
cluster's position in feature space, stored for the kth cluster as the vector representing 
its centroid, Xk = (:Xk1 ,xk2,Xk3, ... Xkn), which is shown with the symbol 0 on a cluster 
diagram as in figure 5.4. It would also hold information about the spread of the cluster, 
as expressed by its variance or, much better in a space where each axis is measured in 
different units or with varying scales, by the separate variances and covariances of the 
cluster in each of the co-ordinate axis directions, as specified in its covariance matrix, 
Ck. Figure 5.4 illustrates the capability of such a classifier. An unknown object, whose 
feature vector x is illustrated by the 'X' in the diagram, is to be classified into one of 
the classes { 0>1, eoi, ffi3}. Intuitively, 'X' should belong in the "closest" cluster; but 
there are several methods for determining which cluster that is. 
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Figure 5.4: A classification problem that can be solved in several ways 
The single nearest neighbour approach [41] assigns 'X' to the same cluster as the 
nearest sample u = ( u1, u2, ... un) in the n-dimensional feature space. The distance to 
u may be measured in the Hamming sense [45] as 
(5.1) 
or by the Euclidean measure 
(5.2) 






It is important to notice the assumption here that the units of scale are the same in all 
dimensions of the feature space. By the single nearest neighbour approach, 'X' would 
be assigned to the same cluster as the point just above it, which is probably an outlier 
of class coi, but there remains some ambiguity because it is conceivable, looking at 
the shape of cluster 3, that this point and 'X' both belong in class C03. 
Evidently, the single nearest neighbour method of calculating cluster membership car-
ries the danger of being distracted by single outliers which are themselves of ambigu-
ous cluster membership, so sometimes a k-nearest neighbours rule is preferred [22]. 
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In this case, the nearest k samples to the point 'X' are identified, and 'X' is assigned to 
the class most frequently represented in those k samples. Despite its nicely democratic 
flavour, this technique suffers from the arbitrary size of k: as k increases, the accuracy 
of the classification may tend (up to a point) to improve, but the time complexity of 
the algorithm will also increase. In terms of figure 5.4, 'X' will be assigned to class 
mi fork= 1, to class ro3 fork= 3, to class mi for 3 < k ~ 42, and to class ro3 for 
k > 42, so the method remains ambiguous, and can be distracted by a large more dis-
tant cluster even in the presence of a much smaller much closer one. For values of k 
close to the total number of cluster points, the method becomes meaningless, as it will 
always assign a new case to the largest class. 
The issue of which is the closest cluster to 'X' may be most satisfactorily resolved 
by considering the position of 'X' in relation to the cluster centroids, and by taking 
the shapes of the clusters into account as well. The shape of a cluster may be char-
acterised as its degree of spread in the directions of the co-ordinate axes, which is 
well-represented by its n x n covariance matrix C, in which the jkth element is 
(5.4) 
where Q is the total number of points in the cluster. If x denotes the multivariate 
normal distribution of the points in a cluster, then the projection of x onto a unit-
length feature-axis vector, a, has variance aT Ca [22]. Furthermore, the cluster can be 
drawn as a series of closed contours of equal cluster density, for which the value of the 
quadratic form ( x - x) T c-1 ( x - x) is constant. In a feature space with n dimensions, 
these contours are ( n - 1 )-dimensional hyperellipsoid surfaces enclosing the inner 
cluster. A measure of the distance of a point such as 'X' from the cluster centroid is 
the local value of the cluster density contour on which 'X' lies, whose square is known 
as the squared Mahalanobis distance and is given by 
(5.5) 
This distance measure has the advantage of taking all of the cluster elements and 
also the shape of the cluster into account, and so it is often the most appropriate of the 
nearest-neighbour-type classifiers, although it is computationally the most complex. It 
also has the virtue of being unambiguous. Thus, in figure 5.4, although 'X' appears to 
be closest to class mi in the single-nearest-neighbour and distance-to-centroid senses, 
it would be assigned to class ro3 on the basis of minimum Mahalanobis distance from 
the class centroids. This makes sense when one looks at the shape of cluster 3. 
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The action of a classifier can be represented with the use of decision (or discriminant) 
functions [32], so as to formalise what has already been covered in this chapter. In 
an n-dimensional feature space with m classes, the classification problem is to find m 
decision functions d 1 ( x), d2 ( x), ... dm ( x) which have the property that if x belongs to 
class roi, then 
Vj, j=f-i (5.6) 
The set of outputs from these functions is passed from the decision generator to the 
final module of the classifier (see figure 5.1), which then assigns the class of the input 
object according to the decision function with maximum output. The hypersurfaces 
on which 
(5.7) 
are the decision boundaries which separate the regions of feature space occupied by 
each class. 
Thus, in a classification problem such as the one posed in figure 5.4, decision functions 
could be derived using any of the nearest-neighbour-type distance metrics (Hamming, 
Euclidean, Mahalanobis)discussed above, and decision boundaries could then be gen-
erated from these functions. Another way of viewing the problem of finding decision 
boundaries is to look for a weight vector w = ( w1, w2, ... Wn, Wn+ 1) for which scalar 
multiplication by the augmented pattern vector x' = (x1 ,x2, ... xn, 1) gives zero on the 
decision boundary, a·positive result if x lies in one class, and a negative result if it 
belongs to another. In the two-feature case, such a decision boundary is given by 
(5.8) 
which is evidently the equation of a straight line. This concept generalises easily 
to fiat hyperplanes in higher dimensions, and can be extended, with the inclusion of 
higher-order powers of features in the augmented pattern vector, to describe curved 
boundary hypersurfaces as well. In figure 5.5, two decision boundaries, one a straight 
line and one quadratic, have been generated in this way for the classification problem 
of figure 5.4. The straight-line classifier has assigned 'X' to class mi. whereas the 
quadratic classifer, which has more weights and so has been able to "learn" to conform 
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more precisely to the training class boundaries, assigns 'X' to class ro3. The decision 
boundaries for class ro1 are not shown, but could be computed in similar ways. 
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Figure 5 .5: Linear and quadratic weighted decision boundaries 
The detailed mechanics of how decision surfaces are found need not be debated here, 
but techniques for doing so fall into two categories. In off-line learning, fixed prior 
knowledge of the class boundaries, decision boundary weights or other class charac-
teristics is stored in the model base during the training of the classifier, after which 
all input objects are reduced to feature vectors which are classified according to the 
fixed "experience" which this model base represents. In on-line learning, the classifier 
has no prior knowledge of the class of any input object, but the class characteristics 
or decision boundary weight vectors in the model base can be updated automatically 
on the basis of fresh appraisal of the clustering as more and more input objects are 
considered. On-line learning has both the advantage of flexibility to change and the 
disadvantage of liability to be distracted that response to changing input data brings, 
and it also requires much more elaborate programming than off-line learning. In this 
project, classifiers were first trained on a data set of objects of known class so as to 
derive a set of decision functions, and were then put to work to analyse further unseen 
leaf data, which is referred to as test data. 
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5.4 Bayesian decision theory 
Another technique for generating decision boundaries is to plot the decision surfaces 
as the loci of equal probability that a point would lie in either of two adjacent classes. 
This is a powerful (and indeed optimal [22]) method of separating classes, which in 
theory works effectively even when there is considerable overlap of the classes in 
terms of some or all of the measured features. For each of the m available classes, 
the procedure is to compute the probability that a given input object's feature vec-
tor x could lie in that class. These probabilities are denoted P( roilx) for classes 
i = 1, 2, ... m, and they are termed a posteriori conditional probabilities because they 
rely on prior knowledge both of the candidate feature vector x and of the classes ©i. 
Specifically, if one knows the probability that an object vector, chosen at random from 
all known objects in the feature space, lies in class ©i (this is called the a priori prob-
ability P( ©i) ), and if one knows the probability density function for every feature 
considering only those objects in class ©i, (p(xlroi)), then Bayes' Rule [9, 43, 44] 
gives 
P( ·I ) = p(xlroi)P( roi) ffi1 x p(x) (5.9) 
where the denominator is the total probability density function for a feature vector x, 
given by 
m 
p(x) = LP(xlroj)P(roj) 
j=l 
(5.10) 
Figure 5.6 lends some insight into how this can be viewed in the two-feature case. 
Since cluster 1 contains 100 dots and cluster 2 has 50, the a priori probability of 
the next unseen object having a feature vector lying in class ro1 is considered to 
be P( ro1) = 1ob'!so = ~' and the corresponding a priori probability for class ffi2 is 
P( ©2) = 1oJ~50 --.: l· Separate histograms denoting the frequencies of observation for 
value ranges of the features x1 and x2 and for each class, once normalised to unit area, 
represent the best available estimates of the class-conditional probabilities for the fea-
tures x1 and x2. These probabilities are the component values that may be used to form 
the vectors p(xlro1) and p(xlffi2). The denominator function p(x) can now be found 
by combining the class conditional probabilities, using the a priori class probabilities 
as weights. Figure 5.6 shows the components of the denominator function, p(x1) and 
p(x2), calculated in this way. 
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Figure 5.6: Illustration of the quantities involved in Bayes' Rule 
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Once Bayes' Rule has been applied to find a set of a posteriori probabilities (one for 
each possible class) for a candidate feature vector, these probabilities can be passed 
directly from the decision generator to the final module of the classifier (see figure 
5.1), where the input object is assigned to a class on the basis of maximum a poste-
riori probability. It can be shown [22, 32] that the Bayesian probabilistic approach 
to classification which maximises a posteriori probability is an optimal classifier, in 
the sense of minimising the risk of error. The decision functions for the classifier are 
simply the a posteriori probabilities, so that 
k= 1,2, ... m (5.11) 
and decision boundaries, which may be of quite convoluted shape but which are opti-
mal for the given knowledge, may be generated from these dk(x) as described in the 
previous section. It can also be shown [20] that although nearest-neighbour-type clas-
sifiers do not explicitly include a priori knowledge of the class probabilities, their error 
rates tend towards the optimal Bayes classifier rate as ever-greater numbers of training 
set feature vectors are considered. This result supports an intuitive belief that classify-
ing on the basis of minimum Mahalanobis distance from class centroids, which uses 
every piece of available information in classifying an unseen object, implicitly brings 
a priori knowledge of the classes to bear on the problem. 
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5.5 Classifier design and performance 
Gonzalez and Woods (32] make the point that" ... the state of the art in computerized 
image analysis for the most part is based on heuristic formulations tailored to suit 
specific problems". This section explores some of the decisions that have to be made 
in designing a machine vision classifier, and identifies the degree to which general 
design principles can prevail over ad hoc choices for a particular application. It also 
touches upon methods for measuring and improving the performance of a classifier. 
The first issue in classifier design is usually the choice of features to be extracted from 
the input objects. It is desirable to select features which can be extracted with similar 
accuracy and fidelity from any input object, so that feature vectors are not misplaced in 
the feature space due, for example, to a failure properly to measure a feature in an input 
object. In a machine vision classifier, features should be chosen so as to include all 
of the major characteristics of the input objects, and should preferably encompass the 
full range of the objects' attributes, by measuring as many as possible of size, colour, 
colour variation and shape, wherever these are readily available. The use of derived 
or relational features is a good idea, if these seem promising; but features should be 
selected to be as independent as possible, so that each feature adds a maximum of 
new information about an object: somewhat correlated features are inevitable, but 
high correlations are very undesirable. The author's experience from this and similar 
projects suggests that any feature that can be seen to differ between classes by a human 
being, or which seems highly promising in theory, is worth considering in a classifier, 
provided that it does not impose an intolerable computing or storage burden. 
The element of chance in choosing an appropriate feature and, more particularly, in ar-
riving at a set of features which happen to work well together to off er good separability 
of the classes in feature space, may seem distasteful to those who seek a more "scien-
tific" approach to problem solving. Nevertheless, a careful selection of what seem like 
suitable features, coupled with a happy synergy as the features operate together in a 
particular classifier, can yield excellent results - results that may challenge or exceed 
the performance of a human being in the same task (and one must remember that the 
workings of the human visual system are themselves far from completely understood). 
Most machine vision classifiers are created to mimic a human view of reality [ 40]: in 
the light of this, it is perhaps not surprising that there is no general theory to govern 
their design. 
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Another design issue involves the number of features to select for the classifier. A 
classifier that employs "too few" features will fail to separate the classes effectively, 
and so may suffer from an unacceptably high error rate. On the other hand, the ad-
dition of extra features will not necessarily improve classifier performance, and may 
well cause it to deteriorate [22, 20, 40]. A high number of features (even independent 
features) implies a high-dimensional feature space, in which the class clusters may 
tend to become indistinct and dispersed. A great increase in the number of training 
pattern points in the feature space may rectify this, but, given a fixed training set, clus-
tering in high-dimensional feature space is quite likely to be poor. In effect, the cluster 
shapes are distorted by noise that is engendered through the use of features with poor 
discriminating potential. A high number of features relative to the number of training 
set cases is likely to lead to a classifier which is "over-trained" on the training set; that 
is, the classifier becomes too sensitive to the separation of specific cases in the training 
set as opposed to the class separations of the underlying data. In the extreme case of 
a classifier with as many features as training set cases, each feature might as well be 
made identical to an individual training data pattern, which would give the classifier 
perfect performance on the training data but no ability to classify subsequent unseen 
test data. 
Statistical theory provides, within discriminant analysis, a means for rejecting or in-
cluding a feature from the feature set on the basis of its individual performance in 
classing the data. In the simple one-dimensional case, the variability among the posi-
tions of the class centroids is due in part to the performance of the feature in separating 
the classes, and due also to the inherent variability within each class. Discriminating 




where SA is a measure of the variability of the data among the classes, and Sw denotes 
variability within the classes [38]. A "good" feature would offer a high spread of the 
class centroids and only a narrow variance within classes, so L would be a relatively 
small number. By contrast, a "poor" feature would present much overlap between the 
classes since the class centroids would be clustered on a scale that compared with the 
within-class variances, and this would score a high value of L. 
In multivariate discriminant analysis, this concept of variability has to be extended to 
a description of cluster variability in many dimensions. It has already been stated that 
the variance of multivariate distributions is efficiently expressed by the covariance ma-
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trix. Since the diagonal elements of the covariance matrix contain the variances of the 
features, while the off-diagonal elements constitute the covariances, a transformation 
of the feature set to a set of derived factors can be achieved by diagonalising the co-
variance matrix. The resulting matrix is a covariance matrix for which the new factors 
are independent descriptors of the objects to be classified (because it has zero values 
for all covariances). This is the principle axes transform [40], and it will be noted that 
it is identical in form to the diagonalisation undertaken in the Hotelling transform (see 
chapter 3). The remaining diagonal elements of the new covariance matrix give the 
variances of the derived factors, and any factor whose variance is above an arbitrary 
threshold may be regarded as a "good" discriminator, while factors whose variances 
fall short of the threshold may be discarded altogether with very little adverse impact 
upon the classifier. It is important to note that the principle axes transform does not 
improve the separability of the classes in the feature space, but that it may, by indi-
cating the way in which the number of features can be reduced, allow for the choice 
of an optimal subset of the available features which will minimise the computational 
costs of the classifier. 
Multivariate discriminant analysis makes use of matrices which are summations of 
variability information in covariance matrix form, both within classes and over the 
whole distribution of the data [44]. The within-groups sums of squares and cross-
products matrix is denoted as W, and its jkth element is calculated as 
m N 
Wjk = LL [(xjgi-Xjg*)(xkgi-Xkg*)] j, k = 1. . . n (5.13) 
g=l i=l 
where g represents the class number, j and k are two particular elements within a class, 
i denotes one of the total of N elements over all classes, and the asterisks indicate a 
mean to be taken within a class. The total sums of squares and cross-products matrix 
is a similar measure of variability taken over all of the data, and is denoted T with jkth 
element 
m N 
Tjk = LL [(xjgi-Xj**)(xkgi-Xk**)] j, k = 1. . . n (5.14) 
g=l i=l 
where the asterisks now indicate averaging as j and k range over the entire set of 
data. A statistic for the overall discriminating power of a feature set, known as Wilks' 
lambda [44, 72], is then given as the ratio of the determinant of the within-groups 
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The Statistica ™ package, which was used extensively in this project to perform dis-
criminant analysis, uses a multivariate analysis of variance (MANOVA) approach to 
compute A. It then calculates the additional separability conferred by adding a new 
feature to the set, as the multiplicative increment of A: 
A= A( after new feature added) 
A(before new feature added) 
(5.16) 
This ratio is known as the partial lambda for the new feature: A always lies between 
0 and 1; and if near 0 it indicates a feature whose use adds very little discriminatory 
power to the classifier's feature set, while if near 1 it denotes a very valuable feature 
for classification purposes. Since the statistical significance of a given partial lambda 
depends on the number of degrees of freedom that the total number of cases (N), 
the number of classes (m) and the number of already existing features (n) give to the 
problem, the meaning of A is interpreted through the use of the F-statistic [72, 44] 
(5.17) 
Statistica allows a threshold value of F to be selected so that features will be rejected 
from the set if their discriminatory performance is found in this way to be significantly 
poorer than that of other features already in the feature set. 
Closely related to the number of features is the issue of the number of input objects 
that should be chosen for the training data set of a classifier. The larger this number is, 
the more accurate will be the statistical picture of the clustered distribution of the data 
in feature space which is held in the model base. Nevertheless, the amount of training 
data cannot increase without bound: it will inevitably be limited by the quantity of 
relevant data that can be gathered and labelled; it will have to conform to the capacity 
of the model base, and it must also not be so huge as to challenge the computing power 
available for the classifier's program. 
The performance of the classifier is eventually measured with the use of a test set, 
which is a set of input object data whose true classes are known but are hidden from 
the classifier. The classifier's performance may be reported simply as the percentage 
of the test set cases that are correctly classified after the classifier has been trained and 
then tested. This raises the issue of the size of the test set. The larger the test set, the 
lower will be the error on the assessment of classifier performance, so a substantial 
test set is clearly more desirable than a small test in which a random classification 
error might much affect the quoted classifier performance. However, this should not 
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be at the expense of the training set size, especially if there is only a limited number 
of pre-labelled data objects available. 
If the available data is limited so that the training set does not have the same class 
proportions as the true proportions of the classes in the "real world", then the perfor-
mance results of the classifier must be interpreted with great care if the same classifier 
is subsequently to be used to assign classes to unseen "real world" data. Classifier 
testing in this project was done by deriving the a posteriori probabilities for each test 
object across all classes: the class with the maximum a posteriori probability was then 
compared to the actlial class of the test object, and the final success rate over all the 
test objects was quoted as the classifier performance. 
If, however, the training data class proportions are different to those of the "real 
world", then this should be taken into account by adjusting the test performance result 
to give a quotable performance for later "real world" use. Given an observation X, Sta-
tistica calculates the a posteriori probabilities for the m classes as the set of numbers 
P( roiJX)r for i = 1, 2, ... m, where the T subscript indicates that these probabilities 
are based on knowledge of the training set data distribution among the classes, but 
not on knowledge of the "real world" proportions. For a given class, roi, the a priori 
probability of a random observation being from that class is written as P( roi)T for the 
training set, and as P( roi)R in the "real world". It is assumed that the training data is at 
least a fair representation of the "real world" in that the class-conditional probability 
density function of the observation X is the same in either. This is in accordance with 
the fact that exactly the same classifier with the same feature set is to be used in the 
"real world" as was used in the test after training, and it allows one to write: 
(5.18) 
Bayes' Rule may now be stated for the two different situations as 
and P( roilX)R = !(Xlroi)P( roi)R 
Li=l p(Xlroi)P( roi)R 
(5.19) 
which swiftly gives 
G(i)K (5.20) 
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where G(i) is the left-hand part of the above which is a function of i, and where the 
constant ratio of the two summations is written as K for convenience. Since the classes 
in feature space are mutually exclusive and exhaustive of the data, 
m 




KL G(i') = 1 => K = Lm G("') 
f=l t~1 l 
(5.22) 
(Here the index variable is written as i1, simply to avoid confusion with the main 
index variable of interest, which is i). From the above, the "real world" a posteriori 
probabilities can now be expressed as 
(5.23) 
which are simply the original a posteriori probabilities divided by the training data 
proportions, then multiplied by the "real world" proportions, and finally normalised 
so that they total 100%. 
The class of the new maximum of these adjusted probabilities for each test object is 
then compared with the object's known class, and a classifier performance score is 
deduced for each class. The weighted average of these scores (weighted according 
to the class proportions in the "real world") gives the new performance indicator, 
correctly adjusted for "real world" usage of the classifier. 
This concludes the discussion of the theory of classifier design: the next two chapters 
will relate how this theory was applied in the classification of tobacco leaf data by 
colour and plant position. 
Chapter6 
Tobacco, Leaf Colour Classification 
6.1 Features for colour discrimination 
The design of the tobacco leaf colour classifier began with the selection of a set of 
features that showed some promise in discriminating the official colour grades from 
tobacco leaf images across the full range of possible tobacco colours. Since the colour 
of cured tobacco varies from a light greenish yellow to a dark reddish brown, (see 
figures 2.5 and 2.6), it was conjectured that measurements of the red (R) and green 
( G) content of a leaf might be good indicators of its colour within the range. There 
is also a dramatic variation in the darkness of the leaves of different colour grades, 
and so it was also decided to measure the intensity content (/) of each leaf as another 
potential colour discriminator. The blue content of the leaves was not measured, since 
it would be implicitly contained in the R, G and I measurements, via equation 3.5. 
Since tobacco leaves exhibit considerable variation in colour and darkness across their 
surfaces (especially if they are leaves of low quality), it was clear that R, G and I 
measurements of many pixels within each leaf (preferably including information from 
every pixel within the leaf object) would need to be taken to capture this variation. 
The mean values, 
1
R., G and 1, would then give single-valued representations of the 
overall colour of the leaf, while the variances, cr~, cr~ and cry, would be measures of 
the spottedness, blemish or other regional darkening of the leaf. 
To extract these features, it was decided to derive the R, G and I histograms for each 
leaf. Because the size of the leaf was considered irrelevant to a determination of its 
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- orange 
- 11. mahog 
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- pale lemon 
- lemon 
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(c) Intensity 
Figure 6.1: R, G and I normalised histograms for all five colour classes 
colour class, and for statistical convenience, each histogram was immediately nor-
malised to unit area before features were extracted from it. Normalised histograms 
for one leaf from each of the five colour categories are shown in figure 6.1 , where the 
variation in the mean values across the classes is easy to see. Since dark blemishes and 
leaf veins are much more visible in contrast to a light-coloured background than to a 
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dark-coloured one, the variances of the paler leaf histograms are greater than those of 
the mahogany leaves, and this is also clearly visible in the graphs of figure 6.1. It was 
concluded from this that the three means and the three variances all appeared to be 
promising diagnostics of the colour class. 
It was also believed that the higher-order moments of the normalised histograms might 
carry some discriminatory power. Moments about the mean are given by 
where <j>(x) is the probability density fanction of the variable x, a function which is 
well-approximated by the normalised histogram of x in the sense described above. 
The primed quantity is known as a moment about the origin, and may be found from 
µ~= Ix<P(x) 
x 
It will immediately be observed that µ1 is the mean of the distribution. Aitken [2] then 
gives the next three higher moments about the mean as: 
VARIANCE : µ2 
SKEWNESS : µ3 
KURTOSIS : J4 
(a) Skewness 
L(x - µD2 <j>(x) 
µ~ - (µ~)2 
L(x - µ~ )3 <j>(x) 
µ~ - 3µ~µ~ + 2(µ~) 3 
L(x-µ~)4<j>(x) 
µ~ -4µ~µ~ + 6(µ~) 2µ~ - 3(µ~)4 
Lepto urtic 
(b) Kurtosis 
Figure 6.2: lliustration of skewness and kurtosis in a distribution 
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Figure 6.2(a) shows three probability density distributions, one of which is a normal 
distribution, while the others exhibit positive skew and negative skew. The potential of 
skewness features such as µ3R, µ3G and µ31 (derived respectively from the R, G and I 
normalised histograms) to diagnose tobacco colour classes may also be seen from the 
graphs in figure 6.1, in which the tendency for the probability density functions of the 
darker leaves to be positively skewed, and for those of lighter leaves to be negatively 
skewed, is apparent in the R, G and I distributions. 
Figure 6.2(b) illustrates what is meant by kurtosis, by comparing a normal distribution 
to one which is platykurtic (having a low value of µ4) and one which is leptokurtic 
(with high µ4). It was considered possible that the kurtosis values of R, G and I could 
have potential for colour classification, because the graphs of figure 6.1 tend to range 
from leptokurtic for dark mahogany to platykurtic for pale lemon (although this is 
more marked in the cases of µ4G and µ41 than it is for ~R· 
Because the skewness of a distribution tends to perturb the position of its mean (so 
that the mean is a less good indicator of the unblemished average lamina colour, for 
example), it was felt that another measure of the central tendency of distributions, 
which would not be affected in this way, might also offer a useful colour feature. The 
modal values, Rmct. Gmct and lmct. were therefore also adopted as candidate features, 
although they were not taken to replace the mean values altogether because, as figure 
6.1 shows, modal values are very susceptible to displacement by the random "noise" 
in the R, G and I distributions derived from tobacco leaves. 
Analysis of the colour and intensity distributions of the five leaf colour classes in figure 
6.1 therefore produced 15 candidate features for the colour classifier. These are listed 
in table 6.1. It was recognised that these features are by no means independent, and 
R. G 1 







µ3R µ3G µ31 
µ4R µ4G µ41 
Table 6.1: Fifteen colour classifier candidate features 
figure 6.3 gives an illustration of the cross-correlations of all 15, plus a sixteenth fea-
ture, to be discussed in the next section, which was added later. Accessing the small 
graphs in the figure makes it clear that mean and modal measurements are strongly 
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positively correlated for each of R, G and I, as could be expected from figure 6.1. 
R is also positively correlated with G and I, and the modes show similar behaviour. 
Furthermore, the means and modes are quite strongly negatively correlated with the 
skewnesses in figure 6.3, and there is also a visible relationship in figure 6.1 between 
the variances and the kurtoses. In fact, there is a statistical tendency for odd-order 
moments about the mean to be correlated amongst each other and for even-order mo-
ments to behave likewise, with successively higher moments adding less and less extra 
information about the probability distribution from which they were derived. This was 
what had limited the search for features to the fourth (kurtosis) moments in the first 
place. 
Figure 6.3: lliustration of the correlations among all sixteen candidate features 
Ordinarily, all of these correlations might have precipitated the immediate removal 
of many of the candidate features, but in this case all of the features were kept for 
the time being, firstly because they individually seemed to have desirable properties, 
secondly because the data for figure 6.1 were based on only five high-quality leaves, 
and thirdly because it was unknown which of the 15 candidate features would work 
together as the most effective discriminatory subset following discriminant analysis. 
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The reduction of the feature set was therefore left until the discriminatory power of 
each feature had been fully analysed statistically. 
It was noted that the candidate features were not measured in commensurate units: 
whereas the means and modes were measured in the units of the data (pixel brightness 
in this case), the variances, skewnesses and kurtoses would be quoted respectively in 
the square, cube and fourth powers of these units. Following Aitken [2], it was decided 
to remedy this by using the standard deviation as the main measure of spread, and by 
dividing powers of the standard deviation into the higher-order quantities, to obtain 
Rstd = y1iiR Gstct = VfiW lstd = Vii2i 
R -~ skew - (crR) 
G - µ3G 
skew - ( crG)3 
l - µ31 
skew - ( 01 )3 
Rkurt-~ - (crR)4 Gicurt = (~)4 /kurt = (~)4 
This resulted in the set of features listed in table 6.2, which were then used in devel-
oping the colour classifier. 
R - I G 
Rmct Gmct lmct 
Rstct Gstct lstd 
Rskew Gskew I skew 
R1rurt ~ /kurt 
Table 6.2: Fifteen features used in the colour classifier design 
6.2 Quality as an extra colour feature 
A complication in tobacco leaf colour classification is that, as illustrated in figure 2.7, 
leaf blemish and the damage associated with low quality may often manifest itself as a 
darkening of leaf colour. A very poor quality leaf which is, say, lemon in colour may 
appear, as in figure 2.7(c), very close in overall coloration to a typical orange leaf. 
Likewise, damaged orange leaves are easily mistaken for light mahogany leaves, and 
so on. In general, there is a tendency for low-quality leaves to have many darkened 
areas, and this carries the danger of their being classified into a darker colour category 
than the underlying colour of the undamaged parts of their larninre would warrant. In 
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terms of the histograms of these damaged leaves, the mean is at a lower value and the 
variance is greater than would be the case for an undamaged leaf of the same colour 
category. The skewness and kurtosis are also somewhat affected by leaf damage. 
Figure 6.4 shows a lemon leaf of quality 5 and an orange leaf of quality 2: just from 
the colour, few but the most experienced graders would be able to tell which was 
which (in fact, the lemon leaf is the more damaged one on the left). 
Figure 6.4: Lemon leaf of quality 5 easily confused with orange leaf of quality 2 
This problem was addressed by introducing quality itself as an extra colour feature, in 
the hope that adding an extra dimension to the feature space might separate clusters 
that had overlapped purely because of some low quality leaves which they contained. 
Leaf quality can, to some extent, be inferred by the degree of tearing or raggedness of 
the leaf lamina, because it is lamina damage which causes much of the darkening of a 
poor quality leaf. What was therefore required was a means of estimating the amount 
of tearing which each leaf had undergone. Figure 6.5 illustrates the sequence of image 
processing steps that was applied in order to make this estimate. 
The leaf was firstly (a) reduced to a horizontal size of 300 pixels without changing the 
aspect ratio, in order to allow all subsequent steps to run faster whilst not degrading the 
leaf image enough to reduce the accuracy of the quality estimate unduly. The reduced 
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(a) Resampling (b) Thresholding (c) Hole removal 
(d) Closing (e) Subtracting 
Figure 6.5: The processing steps in extracting the raggedness feature. 
image was then (b) thresholded in the blue band at B = 175. Next, the background 
of the thresholded image was region-labelled and then isolated, which resulted in a 
binary image with the outline appearance of the original leaf, but with all of the holes 
removed (c). A morphological closing operation was then applied to this binary image, 
so as to smooth the ragged leaf outline, as shown in figure (d). The structuring element 
used for this purpose was a circular disc of diameter 18 pixels - small enough for the 
closing operation to fill the narrow tears in the leaf outline, but not so big as to change 
the basic shape of the leaf object. 
In the final step, the difference image between the closed binary image of figure (d) 
and the binary silhouette of figure (b) was calculated, so as to arrive at figure ( e ), which 
is a representation of the holes and the edge tears in the original leaf object. When the 
total area of figure (e) is expressed as a percentage of the area of figure (d), one has 
a measurement which is an estimate of the degree of tearing of the leaf lamina, and 
hence an estimate of the leaf quality in the context of colour classification. It should 
be stressed that this percentage is not a measure of official grading quality (which 
includes many subtle leaf surface attributes), but that it does give a suggestion of the 
degree of darkening that might be expected in a given damaged leaf, on the assumption 
that tearing is indicative of lower lamina darkening. For the purposes of this project, 
this percentage was known as raggedness, and it was included as a sixteenth feature 
in the feature vector for every leaf analysed by the colour classifier. 
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These leaves are listed in table A.1 of appendix A, together with all 16 of the measured 
feature values for each leaf (rounded to suitable lengths for the purpose of presentation 
in the table). At the bottom of the table, the feature means are given for each of the five 
colour classes, and it may be noted that several of them show the systematic tendency 
to increase or decrease across the class range that has already been alluded to. In 
particular, the new raggedness feature was found to have an average value of about 
1 % in pale lemon leaves, rising to nearly 6% in dark mahogany leaves, which gave 
further promise that it might prove to be a good feature for colour discrimination in its 
own right. 
6.3 The training of the colour classifier 
In order to limit the data storage requirements and the processing time for the colour 
classifier during its development, it was decided to work with a subset of the available 
leaf images. Thus, 252 leaf images were selected from the data bank so as to include 
leaves of all colours and qualities; and some leaves that had been graded with the extra 
factors "ripe" (F) and "green" (G) were also included in order to make this data subset 
as representative as possible of the tobacco colours that might need to be graded on a 
farm or at auction. It was decided to use 152 of these 252 images as training data and 
the other 100 as test data, with this division being made in order to have a large training 
set and a fairly large test set with a round number of members. The distribution of the 
252 images between the colour classes and between training and test data is given in 
table 6.3. The second column of table A.1 in appendix A gives the colour classes into 
J Colour I ple I 1em I ora I 1ma I dma II TOTAL I 
Training set 18 37 31 36 30 152 
Test set 12 24 22 23 19 100 
I TOTALS I 30 I 61 I 53 I 59 I 49 II 252 
Table 6.3: Distribution of the classifier data between training and test sets 
which each leaf had been graded by expert human graders, and the third column shows 
how the full list of 252 leaves was divided into those selected as training data (column 
entry 1) and those that would be used later as test data (column entry 2). The remaining 
columns give all the data, which were extracted for each leaf using MATLAB code 
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that implemented all of the necessary algorithms in the manner discussed in previous 
chapters. 
The discriminant function analysis package of Statistica was then applied in standard 
mode to the use of the sixteen features in classifying upon colour. The first outputs of 
the analysis were the matrices of tables A.2 and A.3, which give the pooled within-
groups correlations and total-data correlations for the 16 features of the 152 training 
data leaves. It is the latter of these two tables which is a condensation of the informa-
tion shown in figure 6.3. The ratio of the determinants of these correlation matrices 
was then calculated, and this yielded a Wilks' lambda of A= 0.0026475 for the 16-
feature set of the initial model. This can be interpreted as meaning that the model had 
very high discriminatory potential using these 16 features (the associated F-value was 
28.8). Similar calculations were then done by Statistica to derive the entries in table 
A.4 (see appendix A), which is a summary of the discriminatory potential of each of 
the features taken separately. 
The first column of this table gives the Wilks' lambda for the overall model that would 
result after removal of the respective feature variable, and the second column uses this 
information to state the feature's partial lambda. The F-value associated with each 
partial lambda is given in column 3, and the final column holds the confidence level 
(in the range 0 ~ p ~ 1) attached to this F-to-remove value. As the notes for Statistica 
[72] mention, the numbers in this final column must be treated with caution: they are 
only really meaningful as a confidence level for the removal of one feature at a time, 
namely the feature which is currently least valuable as a discriminator. Thus, from 
table A.4, if one wished to reduce the size of the feature set, the first feature to remove 
ought to be the intensity mode, Imd· The tabulated results show that the removal of 
lmct would give the least increase in A (from 0.0026475 to 0.00267 which corresponds 
to a partial lambda of A = 0.993). Values of A may vary from 0 to 1: a value near 0 
indicates a feature which is vital for the effective operation of the feature set; a value 
near 1 denotes a feature which is serving no discriminatory purpose. The lmct feature 
had by far the lowest associated F-value, and the confidence level that can be attached 
to the hypothesis that lmct should be the first feature to be removed was 92.6%. 
In deciding how to adjust the feature set, there exists the dilemma that a feature with 
low correlation with other features may have this low correlation either because it 
is bringing genuinely independent, fresh information to the classifier, or because it 
is simply uncorrelated "noise". A second difficulty with deciding which features to 
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include or remove is exemplified by the case of Rmd· The second feature suggested by 
discriminant analysis for removal was Rmd (presumably because of its high correlation 
with Rand several other features) , and yet in another analysis in which Statistica was 
used to compile a subset of useful features by addition, starting from no features at 
all, Rmd was the first one of the 16 features to be selected for inclusion! The orders in 
which two separate stepwise analyses indicated that features ought to be removed from 
the full set or added starting from none are give in table 6.4. It was found by extended 
experiments with Statistica that feature sets selected by forward stepwise discriminant 
analysis differ in constitution from those left after backwards stepwise reduction, but 
do not differ significantly in their performance on test data in this project. 
No of features 15 14 13 12 11 10 9 8 7 6 5 4 3 2 
By removal of / md Rmd 1 Rggdnss l slJJ RslJJ G stJJ G md R skcw l kun / skew ~un R kun G skcw 
By addition of Rmd G md R kun ~un a R. l kun G stJJ R skcw G skcw I skew RslJJ l slJJ Rggdnss 
No of features I 2 3 4 5 6 7 8 9 10 II 12 13 14 
Table 6.4: Order of removal and addition of features suggested by stepwise analyses 
The question of how to optimise a feature set by reducing the number of features in 
it can be debated almost endlessly, and in this project it was found that there were 
many feature sets of different sizes which, after training of the classifier, scored rea-
sonably well on the test set. It was decided to reduce the feature set to the number 
of features below which there was evidence that the classifier performance might be 
compromised. The advantages of having fewer features would be a more rapid and 
perhaps even a more accurate classifier performance. Table A.5 of appendix A shows 
the full analysis of the backwards stepwise removal procedure, giving the values of A, 
F and A for each feature as the feature set was reduced in number from 16 features to 
only one (which was R). These three statistics are also graphed in figure 6.6 
This graph shows that, as features were removed from the set, the slight degradation 
in classifier performance gave rise at first to a gradual increase in the values of A and 
F (because the within-groups variances were rising in relation to the overall variance 
of the training data for all of the features taken as a set). There was also a steady 
reduction in the partial A for each successive feature removed, which meant that the 
process was removing features each of whose value to the discriminatory power of 
the set was slightly higher than the last. Eventually, the value of A began to rise 
very fast as the feature set became very small and its ability to separate the data into 
the correct classes began to collapse. The partial lambdas of the last few features to 
I 0 
a R. 
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Figure 6.6: Variation in A, F and A, for varying numbers of features 
be removed exhibited erratic variations in value, as the overall discriminatory power 
of the remaining feature set became more sensitive to the discriminating value of its 
individual members, or of small subsets of features within it. 
Recognising that the reduction of a feature set will always involve some arbitrary 
decisions, it was decided to reduce the feature set in the colour classifier to the point 
indicated by the purple arrow, which was felt to be positioned safely before the onset 
of the instabilities mentioned above. This implied the removal of nine features and 
the retention of seven, which are listed in table A.6 of appendix A. These remaining 
seven features included none of the modal and standard deviation statistics, but they 
did comprise several of the skewness and kurtosis measures, which to some extent 
vindicated the approach of characterising the colour and intensity distributions by 
their higher-order moments. The raggedness feature was ejected quite early on (see 
table 6.4 and table A.5), which suggests that the low correlations which it exhibited 
in figure 6.3 were due more to its being a "noisy" statistic than to its adding fresh 
information. For the remaining seven features, table A.6 gives an impression of their 
relative individual values by listing the overall Wilks' lambdas that would result upon 
removal of each, their individual partial lambdas (which are all below the arbitrary 
value of 0.75), and confidence statistics (high F and very low p) which indicate for 
each feature that its removal from the feature set would be detrimental to the set's 
discriminatory potential at a very high level of statistical significance. 
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Under the operation of the reduced feature set, the training data formed clusters in ?-
dimensional feature space. The squared Mahalanobis distances between the centroids 
of the five colour-class clusters are given in appendix A in table A.7. Knowing these 
distances assisted later in the interpretation of the test results. The final stage in the 
training of the colour classifier was the calculation of decision functions which would 
define the class boundaries in the ?-dimensional feature space. These functiomwere 
calculated by the Statistica package on the basis of the analysis of variance (ANOVA) 
of the clustering of the training data. The output of the package in this case was 
five functions in the form of weighted sums of the remaining seven features, plus a 
constant. The calculated weights and three possible values for the constant are given 
in table A.8 in appendix A. As an example, the decision function for the pale lemon 
class was 
dpie = l.3578R+ l.9113Rkurt +0.3746G+ 70.5226Gskew 
- 10.2235 ~rt - 32.2419/skew + 6.7815/kurt - 137.9386 
and that for the lemon class was 
diem= l.7197R + 1.4127 Rkurt -0.4478 G+ 33.8830Gskew 
-4.7444~+5.5353/skew +0.8874/kurt-102.0708 
with the hypersurface dividing the two classes being given by the equation 
diem -dpie = 0 
The constants in these decision functions are slightly sensitive to the distribution of 
the training data among the classes, as expressed by the a priori probabilities for each 
class. Table A.8 gives three possible values for the constant: the first is for use in 
defining class boundaries under the assumption that the class proportions are the same 
as those of the training data; the second is of value where nothing is known about 
the data class proportions either in the training set or in the "real world", and so they 
are assumed to be equal; and the third is used to define class boundaries for test data 
which has been drawn randomly from the "real world", and so is assumed to have the 
same class proportions as exist in the wider context. The "real world" colour class 
proportions for tobacco leaves will be discussed in the next section. The derivation 
of the decision functions concluded the design and training of the colour classifier: it 
now remained to test its performance. 
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6.4 Testing the colour classifier 
The 100 leaf data samples that had been set aside during the training of the colour clas-
sifier were now classified with the use of Statistica, which first calculated the squared 
Mahalanobis distance of each test sample's feature vector from the class centroids. 
These squared distances are tabulated as the first set of columns in table A.9 of ap-
pendix A. The a posteriori probability that the sample belonged to each of the five 
colour classes was then calculated on the basis of these squared Mahalanobis dis-
tances. The five probabilities for each sample are given in the second set of columns 
of table A.9. Classification of the sample was then done on the basis of the maximum 
a posteriori probability, and the final columns of table A.9 give the order of likelihood 
in which the classes were assigned to the sample, with the most probable class listed 
first. An asterisk placed before the name of the sample in the first column of the table 
indicates that this classification turned out to be incorrect when compared to the label 
that had been given to the sample by expert graders. 
I Actual class I % correct II Pale Lemon I Lemon I Orange I Lt Mahog I Dk Mahog II TOTAL I 
Pale Lemon 83.33 10 2 0 0 0 12 
Lemon 87.50 3 21 0 0 0 24 
Orange 77.27 0 1 17 4 0 22 
LtMahog 91.30 0 0 0 21 2 23 
DkMahog 100.00 0 0 0 0 19 19 
I TOTAL I 88.0% II 13 24 17 25 21 II 100 
Table 6.5: Classification matrix for the unadjusted 7-feature colour classifier 
A summary of all of the classifications that were made in the test is given in the classi-
fication matrix shown in table 6.5. The table shows, for each class of the test samples, 
how those samples were allocated to classes by the classifier. So, for instance, of the 
twelve pale lemon leaves in the test data, ten were assigned to the pale lemon class, 
and only two were mistakenly graded as lemon, giving a success rate of about 83.3% 
with that class of tobacco. Overall, the classifier correctly classified 88 of the 100 
leaves. 
All of the calculations involved in producing table A.9 and table 6.5 were done under 
the assumption that the test data would conform to the same a priori class probabilities 
as the data in the training set. These probabilities, which appear in table A.9, were as 
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follows: 
Ppte = 0.12; Pzem = 0.24; Pora = 0.20; Pzma = 0.24; Pdma = 0.20 
As was shown in the previous chapter, if the classifier is intended for use with "real 
world" data, then it is more appropriate to train, test and use the classifier under the 
assumption that data will be distributed according to the class proportions to be found 
in reality. An effort was therefore made to find the appropriate proportions for usage 
in this project. 
Tobacco colour class percentages fluctuate quite widely in Zimbabwe, as elsewhere in 
the world, partly as a response to demand (which is fashion-driven and also dependent 
upon the types and quantities of tobacco stock held throughout the world), and partly 
as an unavoidable function of weather conditions, which will to some extent influence 
which styles of tobacco can successfully be grown. To obtain an impression of the 
"real world" class properties, the class proportions from Zimbabwean auctions over a 
seven year period were tabulated and averaged, as shown in table 6.6 below [81, 83]: 
I Year I Pale Lemon I Lemon I Orange I Lt Mahog I Dk Mahog I Unclassified I 
1990 0.61 46.04 32.46 3.72 0.93 16.24 
1991 0.50 37.21 36.08 6.86 1.71 17.64 
1992 0.64 47.95 29.03 3.39 0.85 18.14 
1993 0.54 40.40 32.79 5.53 1.38 19.36 
1994 0.62 46.29 34.56 4.76 1.19 12.58 
1995 0.71 53.21 30.29 2.58 0.65 12.56 
1996 0.53 39.89 39.50 4.27 1.07 14.74 
Mean 0.59 44.43 33.53 4.44 1.11 15.90 
% 0.7 52.8 39.9 5.3 1.3 100% 
Table 6.6: Proportions of the five colour classes averaged over seven years 
The final percentage figures are based on all classified tobacco, and so are calculated 
without counting the 15.9% of the total which is listed as unclassified. The mahogany 
proportions are approximate, with light mahogany assumed to be about four times as 
common as the darker style. One may note from this table both that the great majority 
of classified leaf tobacco is either lemon or orange, and that the fluctuation in the 
proportions of these grades from year to year are often far larger, as a percentage of 
the total, than the totals for the three minority grades. This has important implications 
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for a machine vision tobacco colour classifier: firstly, it should not be trained on the 
assumption of equal, or nearly equal, class proportions; and secondly, while it must be 
trained to recognise a minority class such as pale lemon, any errors made in classifying 
pale lemon leaves will, as a percentage of all of the leaves being classified, represent 
a very minor aberration. Conversely, the fact that the classifier incorrectly classified 
about 23% of orange leaves (see table 6.5) is a serious flaw in view of the fact that 
orange leaves contribute about 40% of the total number. 
Table A. I 0 of appendix A gives the results that were obtained by training the 7-
feature tobacco leaf colour classifier using the following modified a priori probabili-
ties, which are typical of the actual colour class distribution: 
Pple = 0.01; Pzem = 0.53; Pora= 0.40; Pzma = 0.05; Pdma = 0.01 
Whilst the squared Mahalanobis distances were not changed by this modification, the 
a posteriori probabilities attached to the leaf sample classifications did alter. One can 
see, in comparing table A.IO with table A.9 that the modified classifier misclassified 
a slightly different combination of the 100 test samples than the combination that had 
been in error originally. The classification matrix that resulted from this second test is 
given in table 6.7, which records a substantially improved classification performance, 
especially in the important lemon and orange categories. Even in the minor colour 
classes, dark mahogany remained perfectly recognised and the performance on light 
mahogany was excellent. Only the performance on pale lemon leaves had deteriorated, 
and this was based upon only 12 test samples and, as has been mentioned, would affect 
a very minute percentage of the leaves in a practical application. 
I Actual class J % correct JI Pale Lemon I Lemon I Orange J Lt Mahog I Dk Mahog II TOTAL J 
Pale Lemon 75.00 9 3 0 0 0 12 
Lemon 95.83 1 23 0 0 0 24 
Orange 90.91 0 1 20 1 0 22 
LtMahog 91.30 0 0 0 21 2 23 
DkMahog 100.00 0 0 0 0 19 19 
I TOTAL I 92.0% II 10 27 20 22 21 II 100 
Table 6.7: Classification matrix for a "real-world" adjusted 7-feature colour classifier 
The 92% scored by the adjusted classifier is a percentage that is based only on the 
performance on the 100 samples of the test set (and could be recorded with less as-
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sociated error if the test set had been larger). On the assumption that the accuracy of 
this result is adequate, however, it can be further refined, as described in chapter 5, to 
predict the true success rate of this classifier when working to classify "real world" 
data as: 
75 95.83 90.91 91.30 100 
100 x 0.007 + 100 x 0.528 + 100 x 0.399 + 100 x 0.053 + 100 x 0.013 = 93.5% 
This final percentage of 93.5% is the predicted success rate for the colour classifier 
in this project, which is the 7-feature classifier trained on 152 selected data cases 
under the assumption of "real world" a priori sample probabilities. This classifier's 
performance might be further improved by training it on a larger number of data cases 
or by modifying it for operation in a particular place or for use during a particular 
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Figure 6. 7: Separation of 252 data points by only 2 features (R and G) 
The speed of operation in an actual implementation of this sort of classifier would be 
determined in part by the computer hardware and software that was used. To speed up 
the algorithm still more would require a further reduction in the number of features. 
A maximum-speed version of the classifier, which required only two of the original 
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16 features (R and G) was also investigated. This classifier performed very well, 
considering its simplicity, scoring 85% correct classifications under the assumption of 
a "real world" distribution, with a predicted performance of 92.6% on "real world" 
leaves. Its specific performance on pale lemon leaves was poor (58.3% ), however, 
and the other minority colours were also not as well classified as by the 7-feature 
classifier, scoring 78% for light mahogany and 89% for dark mahogany. Nevertheless, 
a 2-feature classifier may be an attractive option where speed and a basic ability to 
distinguish lemon tobacco from orange tobacco is what is sought. Figure 6. 7 shows 
all 252 data cases plotted in the 2-dimensional feature space of the fast classifier. The 
overlap between classes is evident, and it seems very possible that the classifier might 
perform more poorly on a different test set, but the efficiency of the two features R 
and G acting in concert remains impressive. 
6.5 Archetypal leaves 
Figure 6.8: Five archetypal leaves, each representative of its colour class 
Besides producing a classifier to sort leaves into their colour classes, it was also a 
stated aim of this project to define the leaf classes quantitatively for the information of 
an industry which works largely on qualitative assessment of tobacco colour and by 
much handed-down experience. The statistical output of the classifier now makes it 
easy to define what is meant by a very typical (or archetypal) leaf of a particular colour 
class, and this might be useful information in the training of graders or for ensuring 
maximum consistency in persons who are already trained. Figure 6.8 shows five leaves 
which were selected from the test data on the basis that their a posteriori probabilities 
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closest leaves in their class to the class centroid in the squared Mahalanobis sense (see 
table 6.8). These are therefore leaves that were identified by the classifier as being 
extremely typical of their classes. Images of these archtypal leaves, or preferably 
the leaves themselves, would give a valuable impression to trainee graders of what is 
meant by each class colour. The images printed here will serve that purpose, despite 
some inevitable slight mutation of the colours during the printing process. 
II Pale Lemon I Lemon I Orange I Lt Mahog I Dk Mahog I 
Leaf data number 2e2 219 3o9 3rl 3s5 
A posteriori probability 1.000 1.000 1.000 1.000 1.000 
Squared Mahalanobis distance 6.05 2.51 3.64 1.62 1.69 
Number of pixels selected 269 339 343 216 298 
Minimum 196 189 129 59 31 
Maximum 226 213 182 114 66 
Mean 209.46 199.96 154.84 89.32 47.26 
Std Dev 6.25 4.14 11.59 11.80 7.55 
Minimum 144 128 70 25 16 
Maximum 182 165 120 67 42 
Mean 160.26 143.39 93.17 43.68 27.21 
Std Dev 6.99 5.73 10.50 8.66 5.17 
Minimum 72 59 27 19 16 
Maximum 141 107 66 42 48 
Mean 92.27 73.78 43.03 27.85 30.74 
Std Dev 12.07 10.63 6.13 4.36 6.12 
Table 6.8: Measurements taken from sections of clear laminae of archetypal leaves 
Statistics for typical examples of the five colour classes may also be obtained by look-
ing at the feature values for the leaves which are named as "2e2", "219", "3o9", "3rl" 
and "3s5" in table A.1 of appendix A. However, the mean values of R, G and I given 
for these leaves in the table could be misleading as indicators of the true background 
colour of archetypal leaves, because they are values taken from pixel information 
across the whole leaf, including many dark regions such as the butt, midrib, veins, 
and any spots or damaged sections on the leaf's surface. It is the underlying colour 
of the leaf lamina which is diagnostic of its true colour class; and to find an adequate 
definition for the typical unblemished lamina colours of the classes, the five archetypal 
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leaves of figure 6.8 were each studied further. Several regions of unblemished lamina 
were identified by eye on each of these leaves, and colour statistics were gathered from 
a sample of between 200 and 350 pixels in such undamaged areas. The R, G and B 
histogram measurements for these sampled pixels are summarised in table 6.8. Thus, 
for example, by rounding the mean values appropriately, it was found that the pale 
lemon class is typified by a lamina of colour R = 209, G = 160 and B = 92. The ob-
served ranges and standard deviation values for each leaf colour are also given in table 
6.8. These measurements give objective and repeatable definitions for the five colour 
classes of flue-cured Virginia tobacco. It may be noted that samples of background 
colour from unblemished regions of lamina would probably make excellent features 
for a tobacco leaf colour classifier. However, the segmentation of sometimes tiny sec-
tions of unblemished lamina is a very difficult task, even for a human being, and would 
be unlikely to be amenable to any straightforward image processing technique. 
The information in table 6.8 was finally used to synthesise some swatches of colour 
that might be of value in colour grading. These swatches, which are shown together 
in figure 6.9, have very similar colour means and standard deviations to those stated 
in the table, and have been given a texture which mimics the surface of a tobacco leaf. 
Whilst their colour reproduction on the printed page is a possible source of error to 
which further attention should be given, swatches such as these would offer a grader 
a standard set of colours by which to make more accurate and consistent grading 
decisions. 
Figure 6.9: Swatches illustrating the underlying lamina colours of the five classes 
Chapter 7 
Tobacco Leaf Plant Position 
Classification 
7 .1 Visual indicators of plant position 
In the design of a classifier that would be able to grade leaf images on the basis of the 
leaf's plant position on the stalk at reaping, care was taken to employ features which, 
as far as possible, corresponded to the actual criteria that human graders use in mak-
ing the same decision. As mentioned in chapter 2, several important considerations, 
such as the thickness and oiliness to the touch of the lamina, or such as the leaf's 
aroma, are non-visual and therefore not available to a machine vision classifier that 
operates only on leaf images. This reduction in the number of available cues makes an 
already-difficult task into a very challenging one; but it was nevertheless of interest to 
investigate how well an automated plant position classifier might perform using visual 
grading criteria only. 
The visual considerations applied by graders in deciding from where on a tobacco 
plant a leaf has been reaped fall into three loose categories. Firstly, the overall size 
and simple dimensions of a leaf are good plant position indicators: primings are small, 
short, wide leaves, whilst lugs, cutters and leaf are progressively larger, longer and 
thinner as one looks further up the plant. High on the stalk, the smokers are once 
again shorter, but are also thin; and the tips are often the smallest, thinnest leaves to 
be reaped from the plant. Appendix C gives the pictures of all 210 leaves which were 
used in the development of a plant position classifier, and these simple variations in 
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leaf dimensions are quite evident in browsing through these images. So, too, are the 
considerable variations in shape and size within plant position categories, which is a 
difficulty with which a machine vision classifier must contend. Furthermore, damage 
to the outline and lamime of leaves makes measurement of their size dimensions even 
more problematic. A human grader subconsciously visually interpolates a leaf outline 
where there is damage, and can usually assess the "size" of a leaf, even though parts 
of it are not there! 
The second approach which human graders take towards identifying a leaf's plant 
position is an appraisal of the leaf's general shape by reference to their experience of 
the typical shapes of each class. It must be emphasised that graders have hitherto had 
very few quantitative yardsticks for this way of grading, but that many graders will 
confidently grade a leaf on the basis that it "looks like a typical lug", for example. The 
justification for this sort of approach is that lower leaves tend to be somewhat spatulate 
in shape, rounded near the butt and bulging towards their rounded ends, whilst the 
higher leaves are more lenticular and can be identified by their very angularly-pointed 
tips. Taking their cues from this, and from other more subtle and probably unconscious 
considerations such as the position of the concavities in the leaf's outline, experienced 
human graders will usually correctly identify a leaf's plant position. However, since 
they would invariably have had full access to touching and smelling the leaf, they 
would be making the grading decision on the basis of an overall impression based 
upon numerous indications, many of which they might find difficult to put into words. 
In an informal test for this project, one experienced farmer was asked to grade the 
leaves in appendix C on the basis only of their printed outlines, which were given to 
him in random order. Without the assistance of touching or smelling the leaves, he 
was able to identify the plant position group correctly in about 75% of the cases. 
The third visual indicators of leaf plant position come from inspecting the veinous 
system of the leaf, especially the thicknesses of the stalklet or butt of the leaf and of 
the main vein supplying the leaf up its central line, which is called the midrib. In 
lower leaves such as primings and lugs, the butt and the midrib are both quite thin, 
and the midrib is not especially noticeable as a visible feature of the leaf. Further 
up the plant, the butt of the leaf becomes thicker, and the midrib longer and more 
prominent. An experienced grader would certainly use these as clues to the leaf's 
origin on the plant; but it will be seen from appendix C that visually appraising the 
midrib of a leaf is made quite difficult if the leaf colour is rather dark. In fact, there 
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is a tendency for leaves higher on the plant to be darker in colour after curing, and 
for lower leaves to be lighter; but this tendency was not exploited in this project since 
there are many counter-examples in actual practice and because of the limited numbers 
of leaf data images that were available. Regardless of the leaf colour, extraction of the 
butt and midrib for use in deriving features for plant position determination proved to 
be possible with the use of appropriate image processing techniques. 
The next three sections of this chapter describe in detail how image processing al-
gorithms were developed and used to capture as many as possible of the features by 
which it was believed that a human grader classifies tobacco leaf plant position. The 
three sections cover the three broad approaches to visual appraisal - size, shape sim-
ilarity and veinous system scrutiny - that have been introduced above. 
7 .2 Reconstructing and measuring leaves 
Before measuring the basic dimensions of a leaf (such as its area, length and width for 
use as features in the classifier) it was considered important to pre-process all of the 
leaf images so as to ensure that these measurements would not be unduly affected by 
damage either to the outline shape or to the interior lamina of the leaf being measured. 
Thus, the aim was to reconstruct the unbroken outline of a leaf by interpolating its 
outline contour in sections of damage, much as the human eye-brain system seems 
capable of doing when making an overall assessment of a leaf's size. 
Because size measurements with an accuracy more precise than 1 % were not consid-
ered necessary, and in order greatly to speed up the operation of the image processing 
algorithms, each 1700 x 2600 24-bit colour image that was to be used was first reduced 
to 147x225 pixels, to give an image such as the one shown in figure 7.l(a). The stan-
dard procedure of thresholding this image in the blue (B) band at B = 170 produced 
the binary image of figure 7.l(b), following which region-labelling and identification 
of the largest foreground object in the image yielded the segmented leaf object, given 
in figure 7.l(c). The removal of interior damage was achieved by once again region-
labelling the binary image, identifying the "background object", and then inverting 
the image so as to arrive at the "non-background object", which is a representation of 
the leaf without any holes, as shown in figure 7 .1 ( d). 
For leaf size and shape analysis, what was required was an image of the leaf lam-
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~.· ·: 
(a) Resample (b) Threshold 
(c) Isolate (d) Fill holes 
Figure 7 .1 : Early stages in the reconstruction of a leaf 
ina region only, with an interpolated outline in sections of damage, and with the butt 
removed so that it would not influence measurements of length or the calculated po-
sition of the leaf's centroid, for example. The strategy of reconstructing the leaf in 
order to produce an estimate of the undamaged outline from contours such as figure 
7.l(d) continued with the removal of the butt of the leaf by eroding the binary image 
with a circular disk of radius 40 pixels, so as to obtain the image of figure 7 .2(a). The 
vertical co-ordinate of the lowest object (black) pixel in this eroded image was then 
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(a) Erode outline (b) Remove butt 
(c) Closed image (d) Reveal Damage 
Figure 7 .2: Continuing stages in the reconstruction of a leaf 
taken as the bottom point of the leaf, with all lower points being considered to be part 
of the butt. This division is somewhat arbitrary and is confused by the small flaps of 
leaf, called petioles on either side of the upper butt, but it was considered to give a 
reasonable segmentation of the measurable leaf area, and was applied identically to 
all of the leaf images so as to give a fair basis for comparison. Figure 7 .2(b) shows 
the binary leaf object with its butt removed in this way. To assess which parts of the 
leaf outline had probably suffered damage, this image was now closed (dilated and 
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then eroded) using the same structuring disc of radius 40 pixels. The result is shown 
in figure 7 .2( c ), and is also shown with the binary leaf outline superimposed upon it in 
figure 7.2(d). Regions of outline damage are clearly seen in this superimposed view 
as places in which the silhouette of the closed leaf (in red) differs from that of the 
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(a) Outlines, with damage (b) Reconstructed leaf 
Figure 7.3: Identification of damaged lamina outline, and a reconstructed leaf 
The reconstruction of an undamaged leaf outline might adequately have been achieved 
by adopting the closed leaf outline of figure 7 .2( c) wherever there was damage; but 
since the leaf shape was to be characterised partly in terms of its Fourier descriptors 
in any case, it was decided to use an elegant outline interpolation method that the use 
of the Fourier analysis of the leaf outline would make possible. Both the damaged 
outline and the closed leaf outline of figure 7 .2( d) were sampled at 256 sample points, 
located around their boundaries at angles that were equally separated when subtended 
at the centroid of the damaged leaf. The number of samples was chosen to be large 
enough that the boundary outline could easily be reconstructed to good accuracy from 
a reasonably evenly-distributed half or third of the sample points, it having been shown 
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that 64 samples were sufficient to reconstruct all visible features very adequately, and 
was chosen to be a power of 2 so that the fast Fourier transform would run efficiently 
on the sample series. Figure 7.3(a) shows in dark blue the sample points that were 
taken around the original damaged outline, and also gives in light blue the sample 
points from around the closed leaf outline. Where the positions of two corresponding 
samples differed by a distance of more than one pixel, this was interpreted as an angle 
from the centroid at which outline damage existed. These positions of damage are 
shown in figure 7.3(a) with red symbols. 
The sample series was next stored as an array of elements, gr (r = 1, 2 .. . 256) , from 
which every element which corresponded to a position of damage on the leaf outline 
(the red symbols in figure 7.3(a)) was removed, so as to leave a series of unequally-
spaced samples, each a complex number representing the position of an outline point 
in 2 dimensions. The discrete Fourier transform of gr was then computed, followed 
by the inverse Fourier transform, which returned a boundary function in which the 
missing outline sections were replaced by interpolated values that were based on the 
shape features of the entire outline. It was believed that this method of interpolation 
provided a reconstructed leaf outline which was very similar to the imagined leaf 
outline that the human eye-brain system would create in visually assessing the overall 
size and shape of a damaged leaf. Figure 7.3(b) shows this reconstructed leaf shape 
for the case of the example described above: the leaf object has also been uprighted 
by finding its angle with the vertical, 8, through the use of the Hotelling transform, 
and then by multiplying all of the Fourier descriptors of its outline by eje prior to the 
application of the inverse Fourier transform. The de Fourier descriptor, Go, was also 
previously set to the position of the central point of the image so as to centre the leaf 
object in the frame of view after the inverse transform. Thus, the use of the Fourier 
transform interpolation method allowed the uprighting and centring of the image to 
be performed in a very convenient way. The Fourier descriptors of the reconstructed 
leaf outlines were now calculated from a set of 256 evenly-spaced samples for use as 
shape features, as will be discussed in the next section. 
The isolation of the uprighted and butt-less leaf object of figure 7.3(b) now made it 
very easy to extract several size features which were considered likely to have dis-
criminatory power in the plant position classifier. The distance between the object's 
maximum and minimum vertical co-ordinates was taken as its absolute length, and 
the difference between its maximum and minimum horizontal co-ordinates gave the 
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object's absolute width in a similar way. Both of these measurements were in units of 
pixels, which would be comparable across all of the images because they had all been 
acquired in an identical fashion and then all reduced to the same 147 x 225 resolution. 
The total number of pixels in the reconstructed leaf object gave the area of the leaf. 
To derive a feature that might distinguish between the lowest plant positions where 
the bulge of the leaf is closest to the stalk end and the higher plant positions where 
the maximum width of the leaf occurs progressively further towards the tip, the ratio 
of the length of the leaf to the vertical distance of the widest leaf width from the stalk 
end, height 0~e:~~~st width ' was calculated. This is illustrated in figure 7.4, along with 
several of the other size features described here. 
Absolute width 
Figure 7.4: Size features derived for use in the plant position classifier 
It was also considered likely that some impression of the outline shape of a leaf could 
be gained from measurements of how the width varied up the leaf, with width remain-
ing much more constant as a function of height in the more straight-sided smokers or 
tips than it does in a spatulate and tapered leaf such as a priming or a lug. To indi-
cate this variability for each leaf, the width was measured at every vertical co-ordinate 
value within the leaf, and the width variance was calculated from these measurements, 
as suggested by figure 7.4. Finally, to distinguish between short, wide leaves and long 
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tapered ones, the ratio of the absolute length to the absolute width, known as the aspect 
ratio, was derived as a sixth size feature. 
7 .3 Shape similarity and archetypal outlines 
In the reconstruction of each leaf, the Fourier descriptors of the undamaged part of its 
sampled outline were initially calculated for the purpose of interpolating the outline 
and positioning and uprighting the leaf. The recalculated Fourier descriptors (Gu) 
carry information about the shape of the reconstructed leaf outline function (gr) from 
which they were derived, with the lower-order descriptors, G±2, G±3 ... giving the 
gross shape whilst higher-order descriptors carry ever-finer detail about the outline. 
Bearing in mind human graders' propensity to assign a leaf to a plant position on the 
loose basis of its overall shape, it was decided to try to use the lower-order Fourier 
descriptors of each leaf as features in the plant position classifier. 
Since, as figure 3.24 in chapter 3 shows, the shape of a 
leaf outline is well-captured by using between 7 and 10 
Fourier descriptor pairs, it was decided to work with the 
16 descriptors G±2, G±3, ... G±9 only. Go was not used, 
since it carries no shape information, and G±1, which de-
fines an ellipse whose area is close to proportional to the 
area of the leaf object, was also not used since it would 
be redundant in conjunction with the size features derived 
in the previous section. Instead, each of the Fourier de-
scriptors G±2, G±3, ... G±9 was divided by G1 so as to 
bring every leaf object to a standard size. The resulting 
ratios, G~2 , G~3 , . .. G~9 then carried only shape infor-
mation and could conveniently be used as features in the Figure 7.5: Mean priming 
classifier. The inverse Fourier transform of the full set of descriptors (each divided 
by G1) provided for each leaf a reconstructed boundary that was centrally positioned, 
scaled to standard size, and which was still sampled at 256 points. It was now possible, 
by averaging the values of corresponding sample points across many leaves in each 
class, to arrive at a set of 256 samples which defined the mean leaf outline for each of 
the six plant position classes. Figure 7 .5 shows the outline of the mean priming that 
was calculated in this way. 
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It will be observed that because of the reconstruction process and because of the aver-
aging, this outline is very smooth, and it seems to give an excellent indication of the 
typical shape of a priming. Because it was derived from 30 leaves whose tips varied 
in both position and orientation (and were sometimes not even present - see figure 
C.1 ), the mean priming is unrealistic as a tobacco leaf in the one sense that it has a 
rounded end instead of a tip. In terms of the Fourier descriptors, its tip is rounded 
because the tip of each individual leaf represents a sudden change of direction in the 
leaf's boundary and hence tends to contribute to the higher-frequency information that 
is carried by the higher-order Fourier descriptors. Since the mean leaf is an averaging 
of leaf outlines that were each reconstructed from a finite set of Fourier descriptors, 
the fine structure of the tips of each leaf was not well-preserved. 
Figure 7.6: Boundary function 
In order to create a realistic mean outline for each 
plant position class, every leaf was represented by a 
new sampled boundary function which consisted of 
two copies of the outline, end-on-end as shown in 
figure 7 .6. Samples were taken around this bound-
ary in the sense of a figure-of-eight, so that the new 
boundary function had 512 sample points and twice 
the period of the original leaf boundary function, gr. 
It was found that the number of sample points around 
the boundary could be reduced from 512 to 32 (by 
taking every sixteenth point) without visibly reduc-
ing the accuracy of leaf reconstruction via the inverse 
Fourier transform, and that this reduction also had the 
benefit of reducing the number of sample points that 
were taken in the region of the leaf tips, where po-
sitional variance was at its highest. By sampling the 
figure-of-eight outline for 30 leaves in a class at 512 
points, reconstructing the outline from damaged sec-
tions as described above, down-sampling to 32 sam-
ple points and then averaging across all 30 leaves, a 
mean outline for (half of) the figure-of-eight function 
gave an excellent and realistic impression of a typi-
cal leaf. Figure 7. 7 shows in red the outline of the 
mean priming calculated in this way, superimposed on the original mean priming with 
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rounded tip, shown in blue. Except for the region around the tip, the correspondence 
is almost perfect despite the down-sampling to 32 sample points. 
Figure 7.7: Mean priming with reconstructed tip 
The averaged leaf outlines for each of the plant position groups were then calculated 
using these techniques, and the results are shown in figure 7.8. These archetypal 
boundaries represent an objective statement of what are meant by the shapes of the 
six plant position categories in flue-cured Virginia tobacco. Furthermore, because the 
outlines from which they were derived were not normalised to standard size through 
the division of the Fourier descriptors by G1, they also give a good impression of the 
relative sizes of the different plant position groups. As such, they could be of value to 
graders as an objective expression of the size and shape variation of the leaves at all 
levels of a tobacco plant. 
For the purposes of this project, the mean outlines (without the artificial pointed tips) 
also offered a way of deriving further shape features for use in the plant position 
classifier. When each leaf for classification had been boundary sampled (following 
reconstruction, centering, uprighting and normalisation to standard size), its boundary 
sample positions could be compared to the corresponding positions on each of the 
mean leaf template outlines for the six plant position groups. The template matching 
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(a) Primings (b) Lugs (c) Cutters 
(d) Leaf (e) Smokers (t) Tips 
Figure 7. 8: Archetypal leaf outlines for each of the six plant positions 
procedure is illustrated in figure 7 .9. For each group, the sum of the squared errors of 
the sample positions gives a measure of the fit of the leaf to the mean template. This 
was expected to provide a powerful set of features, the lowest-valued of which would 
be strongly indicative that the leaf should be a member of the corresponding class. 
As a method of plant position diagnosis, this has its analogue in the approach of the 
human graders who, as discussed above, will often assign a leaf to a plant position 
group on the basis of its similarity to their general concept of typicality within the 
group. Using the six mean templates, the machine vision classifier has the advantage 
of being able to do this in an objective and consistent manner. 
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Figure 7.9: A tobacco leaf, shown in comparison with the mean priming template 
Only in the region of the tip of the leaf is the template matching approach liable to 
discriminate poorly between classes, and yet the pointedness of the tip of a tobacco 
leaf is cited by many human graders as a good indicator of plant position. It was 
therefore decided to measure the angle of the pointed tip of each leaf, and to use that 
measurement as another shape feature in the classifier. The tip angle was calculated 
by considering the 16 sample points of the 256 outline samples which lay closest to 
the top of the leaf (which was assumed to be the tip). A straight line of best fit was 
constructed through those members of this group of 16 that included or lay to the 
left of the uppermost point, and another straight line of best fit was constructed for 
the subset of the 16 points that included the tip or lay to its right. The angle formed 
where these two straight lines crossed, calculated using the Cosine Rule discussed in 
chapter 3, was then denoted as the tip angle. Together with the 16 normalised Fourier 
descriptors and the six sums of squared errors to template fits, the tip angle concluded 
a set of 23 candidate shape features which were derived for each training leaf and 
considered for use in the classifier. 
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7.4 Butt and midrib measurements 
The final features that were considered for automatic plant position classification were 
derived from measurements of either the butt (the lower stalk) of the leaf or else of its 
central vein or midrib. Because these objects are both much smaller than the entire 
leaf, it was felt appropriate to work with images of somewhat higher resolution than 
had been used to extract other features, and so the archived 1700x2600 pixel leaf 
images were each reduced to dimensions of 340x520 pixels for this purpose. 
(a) Leaf & structuring element (b) Opened leaf (c) Upright difference image 
Figure 7 .10: The segmentation of a leaf butt by binary opening 
It has already been seen (as in figure 7.2) how morphological erosion of a binary leaf 
image can be used to remove the protruding outer features of the leaf, including the 
butt. Although a disc of radius 40 pixels worked adequately as a structuring element 
in segmenting out the leaf object, for the specific segmentation of the butt a finer 
control on the size of the structuring element was required, especially as the size of 
the leaf object between images was prone to considerable variation (see appendix C). 
After some experimentation, it was found that opening (eroding and then dilating) 
using a disc with a radius of 7% of the square root of the number of pixels in the leaf 
object invariably did an excellent job of removing the butt of the leaf without unduly 
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eroding any of the much wider adjacent leaf lamina. Figure 7. lO(a) shows a binary leaf 
silhouette which was then opened in this way to give the image of figure 7. lO(b ). The 
largest object in the image formed by taking the difference between the original image 
and the opened image was the butt, which is shown, enlarged and after alignment with 
the vertical axis by the use of the Hotelling transform, in figure 7 .10( c). 
The length of the butt is a haphazard function of where it was cut at reaping, and is of 
no value as a feature for plant position classification. However, the width of the butt 
was thought to be worthy of inclusion in the classifier, since it has some tendency to 
increase in moving from the thin leaves near to the ground to the fleshier, heavy leaves 
high on the plant. The average butt width was therefore calculated by taking the mean 
of the width in pixels at vertical co-ordinates down the length of the butt, excluding the 
top 25% and the bottom 25% to avoid any residual influence from either the petiole or 
the ragged end where the butt had been reaped from the stalk. This measure was then 
passed to the classifier design stage as another candidate feature. 
Extracting the midrib of each leaf was a considerably more difficult process, espe-
cially as the midrib lay on the underside of the leaf lamina in all of the images and 
was always in danger of being obscured either by overlying flaps of the lamina if the 
leaf was not laid extremely flat, or by lack of contrast with darkened sections of dam-
aged lamina. The best possible contrast and definition for the midrib was obtained by 
taking a grayscale image of each leaf, as in figure 7 .11 (a), and then applying histogram 
equalisation so as to arrive at an image in which the midrib was much better separated 
in intensity from the surrounding areas of bright lamina (see figure 7.1 l(b)). 
(a) Grayscale leaf image (b) Histogram equalised 
Figure 7 .11: Histogram equalisation of a grayscale leaf prior to midrib extraction 
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It was next required to extract the long, vertical midrib preferentially from the sur-
rounding blotchy regions of the lamina, and this was achieved using techniques in 
both grayscale and binary morphology. By closing (dilating and then eroding) the 
grayscale image of figure 7 .11 (b) with the grayscale structuring element whose inten-
sity values are shown below 
0 0 0 0 0 0 0 0 0 
0 1 3 3 4 3 3 1 0 
0 0 0 0 0 0 0 0 0 
the image of figure 7.12(a) was formed. Remembering that the structuring element is 
of size 7 x 1 pixels and therefore very small in comparison with the whole leaf image, 
it is possible to visualise the grayscale closing as the passing of a "sledge", whose 
sledge-runner profile is given by the numbers in the structuring element, over a rocky 
terrain whose heights are given by the intensities in the leaf image. In this metaphor, 
the midrib represents a narrow gully over which the sledge smoothly passes, whilst the 
other parts of the leaf represent plateaux and basins to which the height of the much 
smaller sledge readily conforms as it passes over them. The butt, which is much wider 
than the midrib, is thus unaffected by the closing operation. 
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(a) Closed leaf image (b) Result of subtraction (c) Image after thresholding 
Figure 7.12: Early stages in the extraction of the midrib: subtraction of the closed leaf 
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When the image of figure 7 .11 (b) was subtracted from that of figure 7 .12( a) and then 
inverted, the result was the image shown in figure 7.12(b), in which the midrib was 
now becoming apparent as a series of elongated objects within this grayscale image. 
The butt and most features of the leaf lamina were no longer seen, and, apart from the 
midrib, there only remained a few vertically-aligned structures that had survived the 
morphological closing process. These are clearly visible in figure 7.12(c), which is a 
thresholded version of the previous image, thresholded at a grayscale value of 100 in 
order to return a binary image for the final extraction of the midrib. 
The final identification of the midrib required several processing steps. The image of 
figure 7.12(c) was first binary dilated using the "dot" shown below as a structuring 
element. 
0 0 0 0 0 
0 1 1 1 0 
0 1 1 1 0 
0 1 1 1 0 
0 0 0 0 0 
This had the effect of thickening every object in the image, including the unwanted 
structures - the result is shown in figure 7.13(a). Next, the image was eroded using 
as a structuring element the vertical "bar" which is shown below. 
0 0 0 
0 1 0 
0 1 0 
0 1 0 
0 1 0 
0 1 0 
0 1 0 
0 0 0 
Long vertical objects such as the midrib were further enhanced by this process whereas 
small and horizontal objects were not favoured (see figure 7.13(b)). At this point, the 
image was region-labelled and its largest object was identified: it was assumed that 
this object, shown in bright blue in figure 7.13(c), formed part of the midrib. Then, 
as illustrated in figure 7.13(c), all objects that were less than 40 pixels in area (shown 
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(c) Apply removal rules (d) Midrib segmented 
Figure 7.13: Later stages in the extraction of the midrib: binary morphology 
in pink) were removed (by replacing them with the background colour), and the few 
surviving objects were tested and also removed either if their major axis deviated by 
more than 10° from the vertical or if the straight line between their centroid and the 
largest object's centroid made an angle of more than 10° with the vertical (these are 
shown in red). It now remained to restore the surviving objects, which in this case 
are the three sections of midrib shown in blue, to their original dimensions, and this 
was done by using the vertical "bar" to dilate the image and then by using the "dot" 
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structuring element to erode it. The outcome of the whole procedure was the seg-
mented midrib, very slightly smoothed after the various morphological operations but 
still, it was believed, close enough to its original form to be of value for the extraction 
of useful features for the plant position classifier. The segmented midrib is shown, 
superimposed on the leaf outline, in figure 7.13(d). 
The average midrib width was calculated for each leaf, using along the whole midrib 
length a similar algorithm to the one that had been developed to find average butt 
width. The total number of pixels in the midrib was also identified as a measure of 
its prominence, and so the midrib area was adopted as a possible feature. Finally, 
in order to express the midrib's size and prominence in relation to the overall leaf 
. th · midrib length d midrib area dd d d'd 1 size, e two ratios leaf absolute length an leaf lamina area were a e as can 1 ate p ant 
position features . Together with the mean butt width feature, this brought the number 
of features extracted from the veinous system of the leaf to five, and the total number 
of candidate features to 34. 
7 .5 Feature reduction and classifier results 
The design of the plant position classifier now proceeded through the establishment 
of an effective discriminatory set of features for the model base and then on to the 
training of the model. Of the leaf images shown in appendix C, 30 were selected at 
random from each plant position class to be used as training data and the remaining 
30 leaves (5 from each class) were retained for later use as test data. The 180 training 
data leaves were submitted to batch processing in order to derive values for all 34 
candidate features for every leaf. The full table of this information was then submitted 
to the discriminant analysis package of Statistica, using a forward stepwise algorithm 
to select from the 34 candidates a set of features that would have good discriminatory 
power in plant position classification. The ten features that were selected for final 
inclusion in the classifier on the basis of this analysis are listed, in the order in which 
they were chosen, as the components of the feature vector shown overleaf. 




error in fit to mean smoker template 
tip angle 
absolute length 
error in fit to mean tip template 
absolute width 
error in fit to mean leaf template 
error in fit to mean priming template 
error in fit to mean cutter template 
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Table B.1 of appendix B.1 summarises the forward stepwise analysis by which this 
feature set was obtained. At each step, a feature was added to the set on the basis of 
its having the highest F-to-include statistic: these F-statistics are given in column 3 
of the table, followed in column 4 by the confidence statistic for the inclusion of the 
feature at the time of its addition to the feature set (a low value of p indicates a high 
confidence for the inclusion of the feature). The overall discriminatory power of the 
feature set is given by the calculated value of Wilks' lambda in column 5, and this can 
be seen to have improved (A falls) with each new feature added. 
The feature selection process chose four of the leaf size features discussed in section 
7.2, five of the overall leaf shape features described in section 7.3, and the tip angle. 
The use of the sixth leaf template (the squared error in fit to the mean lug template) 
was presumably redundant in view of the use of the other five. None of the Fourier 
descriptors proved to be a useful feature in this context. Also, none of the chosen 
set of 10 features was derived from the butt or midrib of the leaf's veinous system 
that was dealt with in section 7.4, and this may well have been because these features 
were "noisy". The midrib was extracted under difficult conditions, with the lamina 
sometimes obscuring it, and furthermore the morphological process of segmenting it 
may have significantly affected its measured width and area dimensions. The butt, 
too, is a relatively thin feature whose variation in width between the different plant 
positions may have been too subtle for image processing to capture, with fine shadows 
in the images sometimes adding slightly to the apparent butt width by way of further 
confusion. 
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The values to the classifier of each of the 10 selected feastures taken individually are 
summarised in table B.2 in appendix B.l. Given the initial discriminatory power for 
the feature set of 10 features as A= 0.088117, the table lists the Wilks' lambda for 
the remaining set of nine features that would result upon the removal of each of the 
10, and the partial lambdas that can therefore be derived for each feature. An F -to-
remove statistic and an associated confidence level are also given. Since the adverse 
effect upon the classifier of removing any feature seemed to be about equal for every 
feature, it was concluded that the chosen set of 10 features would not be improved in 
discriminatory power by further reducing it. 
Discriminant analysis using these 10 features and the 180 leaf images of the training 
data was now performed. Table B.3 of appendix B.1 gives the coefficients for the 
decision functions for each of the six plant position classes, from which decision sur-
faces that separate the class regions in the feature space may be derived as described 
in previous chapters. This concluded the training of the plant position classifier. 
In testing the performance of the classifier, there were two main problems. The first 
was that even when the classifier was used to test the 180 data images upon which it 
had been trained, it correctly identified only about 69% of cases. This performance is 
summarised in the classification matrix of table 7 .1. 
Actual class % correct Primings Lugs Cutters Leaf Smokers Tips TOTAL 
Primings 80.00 24 4 2 0 0 0 30 
Lugs 56.67 6 17 4 2 1 0 30 
Cutters 63.33 4 1 20 4 0 1 30 
Leaf 70.00 0 3 2 21 4 0 30 
Smokers 66.67 2 0 2 5 19 2 30 
Tips 80.00 0 1 0 0 4 25 30 
I TOTAL I 69.4% II 36 I 26 I 30 I 32 I 28 I 28 11 180 
Table 7 .1: Classification matrix for the plant position training set of 180 leaves 
The reasons why this classification rate was not higher can be intuited by looking once 
again at the leaf image data in appendix C, where the variability of leaf size and shape 
within classes is quite evident. Some of this variability was due to the wide size and 
shape ranges that do exist in the appearance of leaves, even though they have been 
reaped from the same positions on the plant; and some of it is felt to be due to the fact 
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that, despite all efforts to ensure accurate pre-grading, there nevertheless remained 
some leaves which were pre-assigned to an incorrect category. Errors of this sort are 
more understandable when one considers that the tobacco leaves used as data had been 
removed from graded bales in complete hands, from which one or two leaves might 
yet have been incorrectly classified. No attempt was made to "clean up" the data, 
because the existing discrepancies, even after several rounds of expert scrutiny, are 
themselves representative of a genuinely difficult classification problem. It should be 
stressed, however, that the number of pre-grading errors in the plant position classifier 
data was felt to be rather greater than had been the case for the data set used in colour 
classification. 
The second problem was the relatively small size of the test set, which consisted of the 
first five leaves from each of the class sets in appendix C. The paucity of test data was 
unavoidable in view of the time taken to acquire the images, yet it was nevertheless 
believed that a test set of 30 images would at least give an indication of how well the 
classifier was working. The classification matrix for the test set is given in table 7 .2. 
Actual class % correct Primings Lugs Cutters Leaf Smokers Tips TOTAL 
Primings 80 4 0 1 0 0 0 5 
Lugs 80 1 4 0 0 0 0 5 
Cutters 80 0 0 4 0 1 0 5 
Leaf 60 0 2 0 3 0 0 5 
Smokers 60 0 0 1 1 3 0 5 
Tips 60 0 0 0 0 2 3 5 
I TOTAL I 10.0% II 5 6 6 4 6 3 11 30 
Table 7 .2: Classification matrix for the 30 members of the plant position test set 
Although the small numbers in the test data make the uncertainties on the results rather 
high, it is nevertheless clear that the classifier was correctly grading about two-thirds 
or three-quarters of the leaves, which was about as well as the expert human had per-
formed when asked to state the plant positions of the samples using only pictures of 
their printed outlines. The 70% scored by the classifier on the test data is a perfor-
mance that would very likely improve if the classifier could be trained on a larger and 
more consistent training set. In addition, a more precise impression of the performance 
could be had if the test set were larger. 
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The complete results from running the plant position classifier on all of the avail-
able data are tabulated in table B.4 of appendix B.l. This table gives the squared 
Mahalanobis distances of each leaf's feature vector from the class centroids in the 
10-dimensional feature space, and also lists, in the second set of columns, the a poste-
riori probabilities which the classifier ascribed to the leaf's membership of each class. 
Classification was made, as in the colour classifier, on the basis of maximum a pos-
teriori probability. Classification errors are shown by means of an asterisk in front of 
the leaf data number in the first column. 
The full classification results allowed the most typical leaves in each class to be iden-
tified on the basis of minimum squared Mahalanobis distance from the class centroids. 
These leaves, one from each plant position class, data numbers 10, 44, 86, 122, 160 
and 191, are depicted in figure 7 .14. As typifiers of the six plant position classes, these 
leaves (or images of them) may be of value either in giving training or else in ensuring 
consistency in the grading of flue-cured Virginia tobacco, especially if they are used 
in conjunction with the archetypal leaf outlines of figure 7.8. 
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(a) Primings (No 10) (b) Lugs (No 44) (c) Cutters (No 86) 
(d) Leaf (No 122) (e) Smokers (No 160) (f) Tips (No 191) 
Figure 7 .14: Leaves closest to the class centroid for each of the six plant positions 
Chapter 8 
Interpretation of Results, and 
Conclusions 
8.1 Comments on the results 
Before drawing the final conclusions of this project, some of the results should be 
qualified in the context of the practicalities of automating the tobacco grading process, 
and in terms of the way that data was acquired and handled in this investigation. 
In the first instance, this project has not dealt with any of the problems that would be 
involved in the transport or mechanical handling of tobacco by any automated grading 
machine. There would be extremely daunting design issues in bringing tobacco leaves 
in bulk to the input side of such a system, moving them through the system below 
cameras, separating and suitably exposing individual leaves for data image capture, 
and then sending the leaves on to appropriate sorted lots, speedily and without causing 
any extra damage to them. Instead, this investigation worked with images of leaves 
that had been carefully laid fiat, exposing the upper part of the lamina to full view. The 
conditioning and spreading of a leaf for data capture was a slow process, but without 
it there would have been no chance of extracting shape information suitable for use 
in the plant position classifier. In fact, the performance of the plant position classifier 
might well have been improved if it had also worked on images of the undersides of 
spread tobacco leaves, in which the midrib and the veinous system would have been 
better exposed to view. As far as colour classification is concerned, even though the 
underside of a leaf has a somewhat duller tone than the top surface of the lamina, 
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the results of this investigation do give some reason to hope that automatic colour 
classification of unspread leaves might be possible in a practical system based on 
algorithms similar to the ones developed here. 
The second qualification of the results in this dissertation is that they apply to leaf im-
age samples that were photographed under a particular set of geometrical and lighting 
conditions. These were made to be as consistent as possible, and were in accordance 
with industry specifications for grading illumination, and so they have given results 
that are coherent and repeatable, but which might have been different if the leaf im-
ages had been captured at a different distance or angle, or under different lights. A 
practical grading system based on the methods employed here would require to be 
calibrated during its commissioning so as to take proper account of the consistency, 
intensity and colour value of the lighting used, and of the geometry and optical char-
acteristics of the imaging system. 
Thirdly, little attention was paid to the speed of grading in the development of al-
gorithms in this project. Certainly, every algorithm was implemented so as to run 
reasonably rapidly and efficiently within the context of this investigation, but the ex-
traction of all of the features for the colour and plant position classification of a leaf 
still required of the order of a minute of computing time for each leaf sample. A hu-
man grader can handle and decide upon the grade of a leaf a good deal faster than that. 
Whilst there is promise that fast automatic grading methods (such as the 2-feature 
colour classifier described in chapter 6) could be developed, this was not a primary 
concern here. 
Greater speed will, in general, be gained at the expense of grading accuracy, and, once 
again, the final judgement as to whether an automated system is "accurate enough" 
would probably have to be made by comparison with human performance. In an 
industry that is otherwise very rich in statistical information, figures for the grading 
accuracy of human tobacco classifiers is surprisingly scant. Farm graders, who are 
not usually working with the official grading scheme in mind, sort leaves into about a 
dozen piles: it is conceivable that they are correctly grading about 90% of the leaves, 
in the sense that a co-worker who re-graded the leaves might allocate about 10% of 
them to different piles (and yet the work of both graders would be acceptable to the 
foreman). Professional classifiers at the auction floors, on the other hand, work by 
the official grading scheme and are considered very consistent - although this does 
not appear to have been tested in a formal way, except insofar as there are apparently 
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very few complaints at auction which focus upon inaccurate grading by the classifier. 
An informal enquiry revealed that, while classifiers sometimes have difficulty with 
grading the more unusual grades and rarer styles of tobacco, their overall grading 
accuracy might be approximated as "90-95%". Automated colour classification may 
compete with this level of accuracy, but computer assessments of plant position and, 
one may speculate, of quality and of subtle differences of style, would probably fall 
short of expert human performance. 
It will be noted that in the colour classifier results for this project and, to a lesser ex-
tent, in the plant position classifier results, errors in classification are generally com-
mitted by ascribing a leaf to an adjacent class. One is accustomed to thinking of an 
error within a classification scheme as being absolute, but in this context an error of 
only one class could be interpreted as a minor mistake in certain restricted cases. A 
lemon tobacco leaf graded as orange at auction would almost certainly by rejected by 
potential buyers, but a pale lemon tobacco leaf graded as lemon might receive more 
sympathy, simply because of the rarity of pale lemon tobacco and the debatability of 
where its boundary with true lemon colour really lies. Likewise, lugs put on auction 
as smoking leaf would probably receive very adverse comment, but lugs graded as 
primings or cutters might just be accepted. One is dealing with the classification of 
colours and shapes that are subject to continuous variation between individual leaves, 
and imposing upon them a discrete and artificial grading structure. Largely differing 
grades of colour or plant position will have different end usabilities in terms of their 
different leaf consistencies and chemical properties. Adjacent grades merge with each 
other by every measurable visible feature that was investigated in this project, and 
would presumably also do so in terms of other characteristics such as texture, aroma 
and chemical composition. Thus, the methods of this project, if used to grade to-
bacco by colour and plant position to a lower resolution (i.e. into a smaller number of 
grade categories), whilst never being 100% accurate might nonetheless be extremely 
effective in an application where small differences did not matter. 
While every effort was made in this project to train the classifiers using a variety of 
leaf types to ensure robust classification of the unseen samples in the test sets, the 
training sets for an industrial system would need to be larger in number and still more 
diverse. Of particular concern in terms of the results of the plant position classifier was 
that the leaf samples were taken from only a few bales for each group. Better plant 
position classification would almost certainly be possible using a classifier trained on 
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many more than 180 images, taken from a much wider representative sampling of the 
leaf population. Clearly, this would have implications in terms of resources such as 
the time taken for image acquisition and preprocessing, or the space available for the 
storage of data, during the training phase. 
There have been two valuable outcomes from this project apart from achieving its 
fundamental aim of developing machine vision classifiers for tobacco grading. The 
first of these has been the acquisition of a fine database of photographic images of 
tobacco leaves, which it is hoped may be of use in other research endeavours. Many 
of the images in the database are already digitised and stored on CD ROM for further 
computer-processing use. The second outcome has been the derivation of quantitative 
descriptors for the various colour and plant position tobacco grades that are in general 
use today. Insofar as these have been derived statistically from a wide range of repre-
sentative leaf data, they should serve to inform the industry of what has been meant 
by each grade, by presenting parameters that are based upon numerous measurements 
so as to yield (for the first time) fully objective, consistent and repeatable colour and 
shape information for each grade. Further information, such as the mean lengths or 
areas of the leaves within each plant position group, was not explicitly calculated here, 
but is now easily extractable from the available image data. The typical colours and 
shapes of each class have been presented here in the form of archetypes and of images 
of typical leaves, because assessment of tobacco leaves is still very effectively done 
by comparison. 
The last comments that should be made in interpreting the practical value of the results 
of this project have to do with social, financial and political issues. Automation of 
any process cannot be viewed in isolation to its alternative, namely that the work be 
done by human labour. Automation of tobacco grading might alleviate the lives of 
many people whose grading work is arduous and dull: on the other hand, it would 
also displace most of them from their employment, which is often their only hope 
of monetary income. In the wider context, it is tempting to characterise the tobacco 
industry as exploitative of cheap labour in the production of an unhealthy product; but 
this is a facile interpretation. Tobacco has been in extremely strong demand wherever 
it has been known for the past 500 years. Efforts on the supply side to farm it, to 
process it for consumption and to market it have certainly occupied the lives of many 
people over that time, but the market is nevertheless predominantly demand-driven. 
This much is clear from the addictive nature of tobacco smoking and from the fact that 
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such a large fraction of the retail prices of tobacco products is paid to governments as 
tax. Technology serves, as in all other products, to meet the demanded output; and 
it is employed to do so wherever it is economically viable and socially acceptable. 
In Zimbabwe, automation of farm grading would be most unlikely to be profitable 
for the forseeable future, because of the cheapness of agricultural labour. However, 
the results of this project may be of immediate use in other countries where a similar 
grading problem exists and where farm wages are much higher. The results may also 
be of value, in Zimbabwe and elsewhere, in the professional classification of baled 
tobacco at auction. 
8.2 Conclusions 
Algorithms have been developed which perform the classification of flue-cured Vir-
ginia tobacco leaves according to the standard grading scheme prevalent in Zimbabwe 
and elsewhere. The classifier derives seven features from a digitised image of the flat-
tened spread leaf, and returns one of five colour classes for the leaf. The classifier may 
be expected to classify 93.5% of such leaves correctly, when the leaves are randomly 
selected from those available at auction. 
An estimate of the typical lamina colour for each of the five colour classes has been 
derived, stated as a set of RGB values for each class and printed as a sample colour 
swatch. These results may be used as objective descriptors of the colour grades for the 
purposes of training graders or of developing grading consistency. 
Further algorithms, which classify flue-cured Virginia tobacco leaves by the position 
on the plant stalk from which they were reaped, have also been developed. The plant 
position classifier measures ten size and shape features from a digitised image of a 
flattened spread leaf, and returns one of the six standard plant position classes. The 
classifier correctly classified 70% of cases in the test set, and misclassified leaves into 
an immediately adjacent class on a further 17% of occasions. 
The leaf data processed in the development of the plant position classifier was also 
used to derive six archetypal shapes, which typify the shapes of the six plant position 
classes, giving an accurate impression of their relative average sizes. These archetypal 
outlines are expected to be of assistance to graders, who have hitherto operated by 
largely subjective criteria. The plant position classifier has the disadvantage that it 
~ 
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cannot operate on information regarding the physical texture or aroma of the leaf: 
it may, however, be expected to perform better if also supplied with images of the 
underside of a leaf, where the leaf's midrib is much more easily visible. 
The historical context, economic framework, technical need, available image process-
ing resources, data acquisition methodology and classification theory for the devel- . 
opment of algorithms for these classifiers have all been covered in detail in this dis-
sertation. The results achieved by the machine vision colour classifier challenge the 
accuracy of human graders, while the plant position classifier, given its limitations, 
performs about as well as a human expert working with visual information only, but 
not as well as a human grader with full access to the leaf. 
Appendix A 
Colour Classifier Statistics 
A.1 Listing of all colour classifier measurements 
Table A. I: Feature values for colour classification, with class means 
Feature values for all data used in colour classification 
Data Col Tr tr st Rmd R R var Rskew Rkurt Gmd G Gvar, Gskew Gkurt lmd 1 I var I skew lkurt Rggdnss 
2el pie I 18S 179.79 20.70 -0.97 S.73 124 128.6S 19.4S -0.21 3.67 121 12S.68 17.69 -0.11 3.8S 0.0087 
2e10 pie 2 189 181.77 17.69 -0.82 4.11 129 127.33 lS.97 -0.13 3.92 12S 123.52 14.17 0.04 4.60 0.0072 
2ell pie I 187 184.53 18.44 -0.89 4.46 140 133.44 IS.76 -0.19 3.42 132 128.39 14.34 -0.07 3.9S o.ooss 
2el2 pie 2 200 187.4S 21.62 -1.19 4.37 137 134.9S 19.07 -0.63 3.67 132 129.3S 16.97 -0.67 4.06 0.0117 
2elS pie I 191 181.20 17.80 -0.89 4.56 131 126.24 16.13 -0.2S 3.66 127 123.37 14.64 -0.08 4.14 0.009S 
2el6 pie 2 192 179.37 20.46 -1.21 S.00 136 129.S6 IS.32 -0.46 4.79 130 124.63 14.62 -0.26 S.12 0.0147 
2el7 pie I 203 184.12 23.0S -1.08 4.8S 146 133.34 21.39 -O.S2 3.SO 134 128.02 19.01 -0.44 3.6S 0.0096 
2e2 pie 2 191 184.06 18.43 -1.37 7.08 136 132.84 16.S6 -0.64 4.71 136 129.32 14.87 -O.S7 S.02 0.0063 
2e20 pie I 187 177.81 21.S6 -1.74 9.21 128 127.81 16.87 -0.90 6.91 126 124.06 IS.38 -0.72 7.04 0.0241 
2e3 pie I 18S 179.96 19.89 -0.71 3.76 129 12S.33 17.68 -0.21 3.24 124 121.89 16.26 -0.08 3.49 0.0100 
2e4 pie I 192 181.20 19.27 -0.78 3.90 128 128.68 17.64 -0.20 3.19 130 124.06 IS.74 -0.12 3.4S 0.0063 
2eS pie 2 180 177.54 24.40 -2.SS IS.63 131 128.69 18.14 -1.78 12.81 124 123.59 17.10 -l.6S 13.JS 0.0177 
2e6 pie I 189 181.31 21.07 -0.92 4.78 136 131.S2 20.0S -0.28 3.41 132 126.7S 17.96 -0.20 3.48 0.0073 
2e61 pie 2 204 193.93 20.S9 -1.84 9.71 140 14S.27 19.81 -0.93 S.S2 13S 140.43 17.78 -0.8S S.39 0.0143 
2e62 pie I 191 182.08 21.22 -1.20 4.91 136 13S.17 17.93 -0.SS 3.88 136 130.06 JS.84 -0.46 4.21 0.0080 
2e63 pie 2 187 176.76 21.07 -1.46 6.S2 132 128.97 18.13 -0.81 S.10 132 12S.09 16.16 -0.67 S.S4 0.0060 
2e64 pie I 19S 183.02 19.94 -1.42 6.87 143 138.76 19.47 -O.S9 4.25 142 133.71 17.28 -0.54 4.43 0.0044 
2e6S pie 2 186 180.56 19.82 -1.22 6.32 133 128.49 18.11 -0.60 4.47 126 127.0S 16.8S -0.49 4.41 o.ooso 
2e7 pie I 187 178.63 24.01 -0.92 4.26 138 127.S3 18.78 -0.41 3.78 129 123.70 17.14 -0.34 3.9S 0.0221 
2e8 pie I 193 189.81 IS.68 -1.26 S.86 139 136.47 14.SS -0.24 3.99 134 131.20 12.97 -0.02 4.96 0.0129 
2e9 pie I 191 191.01 IS.74 -1.22 6.S3 141 138.61 14.S7 -0.34 4.09 134 133.37 12.86 -0.19 4.8S 0.0087 
3el pie 2 167 163.22 18.71 -0.29 2.9S 116 110.14 18.44 0.18 3.37 116 109.89 16.56 0.34 3.98 0.0049 
3e10 pie I 189 174.51 19.26 -0.79 4.34 124 121.S4 18.56 -0.08 3.27 128 119.66 16.60 0.02 3.70 0.0231 
3ell pie 2 183 167.74 22.8S -0.88 3.90 119 117.14 . 22.13 -0.36 3.SO 120 llS.72 19.53 -0.18 3.78 0.0140 
3el2 pie I 183 16S.92 27.73 -0.93 4.39 123 113.66 24.14 -0.44 3.44 121 112.60 21.67 -0.38 3.66 0.0079 
3el3 pie 2 186 17S.13 20.03 -0.69 3.38 122 122.80 18.48 -0.20 3.01 12S 120.00 16.58 -0.08 3.38 0.0101 
3e4 pie I 184 168.S2 22.76 -1.37 6.06 119 116.73 19.67 -0.37 4.53 121 llS.16 17.92 -0.IS S.26 0.04S7 
3e6 pie 2 186 174.SS 21.90 -1.32 6.24 127 120.52 19.43 -0.46 4.17 124 118.64 17.21 -0.39 4.82 0.0211 
3e7 pie I 18S 160.60 28.10 -0.73 3.01 117 110.93 26.38 -0.28 2.62 121 Ill.SS 23.13 -0.2S 2.81 0;019S 
3e8 pie I 173 160.90 25.18 -O.S9 3.23 llS 110.71 22.SS -0.17 3.08 114 110.06 20.3S -0.11 3.3S 0.0207 
ll1 lem I IS6 146.77 17.60 -0.80 4.00 102 100.4S 17.S4 o.os 3.S8 99 96.S9 16.24 0.24 4.43 0.0027 
112 !em 2 160 IS0.44 18.47 -2.84 20.25 104 104.S6 16.4S -0.8S 8.8S 103 99.38 JS.25 -O.S8 10.63 0.0021 
113 !em I IS3 148.8S IS.SJ -0.8S 4.88 102 99.60 IS.08 0.12 5.18 98 9S.14 14.08 0.S2 6.94 0.0031 
114 lem 2 IS9 IS6.93 16.72 -0.88 4.62 Ill 111.87 16.41 -0.28 3.89 107 lOS.90 14.77 -0.05 4.92 0.0023 
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Feature values for all data used in colour classification (cont from prev page) 
Data Col Trffst Rmd R R var Rskew Rkurt Gmd G Gvar Gskew Gkurt lmd I I var I skew Ikurt Ragged 
211 !em I 169 162.56 20.76 -0.91 4.07 119 110.83 17.86 -0.56 4.12 118 !10.05 16.19 -0.37 4.38 0.0060 
2110 !em 2 178 162.80 24.54 -0.76 3.61 116 I08.19 21.27 -0.33 3.52 112 107.67 19.28 -0.22 3.73 0.0106 
2111 !em I 163 159.33 17.90 -0.52 4.30 I07 104.77 15.14 0.30 5.44 I08 104.22 13.84 0.68 7.01 0.0023 
2112 lem 2 184 175.35 18.00 -0.96 5.46 119 117.75 15.80 -0.21 4.35 117 115.94 13.99 0.00 5.26 0.0043 
2113 lem I 190 179.47 21.12 -1.00 4.75 128 122.26 18.86 -0.42 3.64 121 118.33 16.34 -0.31 4.06 0.0043 
2114 !em l 192 183.56 20.42 -0.89 4.40 131 125.00 18.56 -0.14 3.72 126 122.25 16.33 -0.07 4.04 0.0030 
2115 lem I 184 176.04 21.13 -0.94 4.19 123 122.27 18.52 -0.34 3.47 122 119.40 16.41 -0.20 3.88 0.0146 
2116 !em 2 183 167.13 21.10 -0.59 3.62 110 112.04 18.97 -0.17 3.69 114 110.47 16.95 0.03 4.20 0.0072 
2ll7 !em I 158 167.89 23.20 -0.19 2.61 115 115.07 20.40 O.Q3 2.97 102 112.23 18.44 0.14 3.24 0.0253 
2118 !em 2 184 177.44 19.70 -0.79 4.52 119 119.19 17.64 -0.17 3.73 119 117.54 15.50 -0.06 4.34 0.0104 
2119 !em I 179 167.49 20.95 -0.69 3.77 116 112.17 18.21 -0.21 3.65 114 109.56 16.31 -0.02 4.27 0.0149 
212 !em 2 182 163.93 20.62 -0.93 4.18 116 110.79 16.78 -0.35 4.14 120 110.40 15.55 -0.20 4.44 0.0103 
2120 !em I 180 163.55 22.30 -0.76 3.81 116 110.30 19.35 -0.34 3.53 118 108.84 17.47 -0.15 3.87 0.0060 
213 !em 2 182 169.11 23.66 -0.87 4.51 121 112.61 21.10 -0.17 3.22 109 111.30 18.41 -O.Q7 3.86 0.0022 
214 !em I 180 161.41 21.76 -0.43 2.74 120 109.10 18.20 0.03 3.28 119 107.78 16.79 0.20 3.82 0.0071 
215 !em I 164 160.19 23.29 -0.65 3.64 118 107.51 20.22 -0.23 3.45 118 107.65 18.44 -0.14 3.55 0.0050 
216 !em I 168 159.93 24.00 -0.73 3.37 110 I05.77 20.56 -0.38 3.39 110 106.61 18.62 -0.29 3.57 0.0048 
217 !em 2 170 162.45 20.93 -0.52 3.42 111 107.42 17.25 -0.02 3.57 109 I05.87 15.53 0.15 4.27 0.0021 
218 lem I 143 139.59 23.48 -0.46 3.49 84 88.97 19.54 0.19 3.90 91 90.11 17.73 0.33 4.70 0.0034 
219 lem 2 179 164.95 22.64 -0.80 3.59 119 110.08 19.26 -0.26 3.54 118 109.47 17.41 -0.10 3.96 0.0165 
311 !em I 179 160.61 24.00 -0.92 4.26 119 !10.77 20.44 -0.43 3.71 117 I08.96 18.26 -0.24 4.11 0.0204 
312 !em 2 137 138.77 24.06 -0.12 2.76 96 95.17 20.85 0.26 3.48 104 95.15 19.11 0.47 4.18 0.0235 
313 !em I 178 155.43 28.96 -0.48 2.86 122 102.60 26.22 -0.03 2.89 116 102.49 23.67 0.09 3.28 0.0275 
314 !em 2 145 146.61 22.89 -0.43 3.22 104 102.05 20.14 0.19 4.13 I03 IOl.39 18.61 0.52 4.98 0.0344 
315 lem l 156 153.74 19.19 -0.75 4.39 110 106.28 17.77 0.11 4.94 106 I05.76 16.46 0.46 5.93 0.0386 
316 lem I 169 153.48 25.85 -0.77 3.57 109 104.24 22.26 -0.18 3.63 Ill I05.21 20.18 -0.02 4.09 0.0384 
317 !em l 150 148.50 20.57 -0.34 3.01 99 99.58 19.68 0.37 4.07 IOI 99.86 17.80 0.71 5.30 0.0256 
318 !em 2 153 147.67 21.59 -0.71 3.93 97 98.24 17.94 0.12 5.16 102 98.97 16.59 0.39 6.04 0.0129 
319 !em I 150 145.19 23.14 -0.70 3.68 100 95.74 20.37 0.12 4.09 104 98.08 18.60 0.32 4.89 0.0302 
31fl !em 2 133 131.43 21.43 -0.33 3.40 83 83.40 19.03 0.94 6.32 85 87.50 17.89 1.20 7.43 0.0393 
3113 !em I 147 135.15 30.70 -0.69 3.16 96 89.50 24.88 0.01 3.41 104 92.33 23.15 0.15 3.91 0.0347 
31f4 !em 2 144 139.23 25.62 -0.84 3.89 95 92.82 22.37 0.36 4.77 IOI 96.20 21.01 0.61 5.42 0.0474 
31f5 !em I 150 137.17 31.18 -0.74 3.14 102 91.76 24.80 -0.12 3.18 103 94.36 22.98 0.00 3.65 0.0366 
3lgl lem 2 122 124.95 23.20 -0.01 2.74 77 82.88 20.86 0.46 3.69 87 83.25 18.58 0.76 4.85 0.0071 
31g2 !em I 131 127.74 22.33 -0.42 3.76 98 90.47 19.12 0.35 5.17 87 89.08 17.61 0.79 6.62 0.0111 
31g3 !em I 146 137.07 27.35 -0.40 2.56 111 94.00 21.47 -O.Q7 2.84 106 93.24 20.02 0.04 3.18 0.0064 
31g4 !em I 146 146.84 24.48 -0.70 4.03 I07 I05.93 18.53 -0.11 4.28 99 I02.51 17.23 0.22 5.07 0.0189 
31g5 lem 2 135 129.37 25.56 -0.19 2.78 I03 91.28 21.78 0.26 4.16 91 90.12 20.11 0.70 5.23 0.0404 
411 lem I 132 113.85 28.54 -0.54 3.02 72 73.85 24.22 0.50 4.21 83 77.63 22.63 0.64 4.94 0.0385 
4110 !em 2 152 142.74 20.48 -0.52 3.31 IOI 96.79 19.29 0.08 4.11 99 99.47 17.82 0.33 4.84 0.0348 
412 !em I !19 110.74 29.59 -0.29 2.84 75 71.52 25.95 0.68 4.25 76 76.92 24.50 0.76 4.71 0.0540 
413 !em 2 137 128.71 24.21 -0.56 3.61 90 89.69 22.09 0.32 4.35 99 92.09 20.62 0.53 5.12 0.0679 
414 !em I 144 126.75 31.83 -0.78 3.36 81 82.98 25.53 -0.10 3.50 97 86.82 23.89 -0.02 3.90 0.0355 
415 !em 2 148 141.57 24.10 -0.10 2.38 116 98.32 23.59 0.21 2.87 113 99.96 21.53 0.40 3.41 0.0359 
416 lem l 139 140.80 20.37 -0.43 3.79 92 92.18 19.08 0.76 5.76 92 95.39 18.06 1.01 6.60 0.0442 
417 !em I 149 138.65 25.04 -0.35 2.84 96 93.04 21.74 0.16 3.57 100 95.82 20.14 0.34 4.09 0.0558 
418 !em I 128 121.35 21.25 -0.47 3.62 85 79.92 19.65 0.63 6.05 89 83.79 18.36 0.89 7.13 0.0315 
419 !em 2 175 153.79 22.80 -0.40 2.69 122 108.16 21.96 0.03 3.23 125 109.13 20.30 0.26 3.63 0.0423 
511 !em I 135 134.89 22.38 -0.13 2.72 96 91.02 21.79 0.48 3.77 90 95.13 19.70 0.75 4.76 0.0584 
5110 !em 2 172 157.02 23.21 -0.52 3.01 118 110.17 22.14 -0.19 3.11 117 111.17 20.25 -0.01 3.42 0.0495 
512 !em I 149 144.97 17.66 -0.23 3.13 102 101.18 18.48 0.66 4.63 102 104.26 17.60 0.87 5.22 0.0220 
514 !em 2 142 123.77 30.94 -0.44 2.57 92 83.83 26.29 0.04 2.93 94 87.23 24.06 0.16 3.39 0.0387 
515 !em I 136 119.33 33.15 -0.30 2.31 97 78.72 27.87 0.35 3.29 85 83.13 26.33 0.44 3.66 0.0460 
516 !em 2 125 !14.55 26.60 -0.17 2.76 84 78.74 24.94 0.67 4.36 89 83.76 23.56 0.83 4.94 0.1166 
517 lem I 140 !16.88 28.66 -0.34 2.44 95 77.67 26.00 0.40 3.56 92 81.94 24.11 0.55 4.12 0.0312 
518 !em I 143 130.65 26.72 -0.68 3.35 92 87.35 23.61 0.07 3.91 94 90.80 21.92 0.27 4.52 0.0814 
519 !em I 144 118.42 32.54 -0.38 2.27 99 78.03 28.67 0.25 3.11 102 82.63 26.76 0.35 3.49 0.0369 
lo3 ora 2 !II !14.23 20.10 -0.27 3.47 63 68.30 19.34 0.85 6.59 69 69.51 18.50 1.15 7.69 0.0113 
lo4 ora I 114 105.66 19.23 -0.24 3.84 62 61.70 20.12 1.18 7.62 64 63.46 19.16 1.54 9.17 0.0111 
2ol0 ora 2 132 130.47 23.76 -0.21 2.79 70 75.50 20.42 0.63 4.50 75 81.25 18.39 0.77 5.46 0.0122 
2ol2 ora I 133 140.32 28.70 -0.52 3.08 86 89.11 23.40 -0.12 3.16 92 90.99 21.24 O.QJ 3.58 0.0173 
2ol3 ora 2 142 136.19 22.64 -0.41 3.21 92 85.97 19.79 0.37 4.49 90 88.24 17.95 0.62 5.58 0.0130 
2ol4 ora I 120 lll.51 27.35 -0.38 2.76 70 62.61 20.89 0.76 5.45 76 68.96 19.52 0.81 6.15 0.0138 
2ol5 ora 2 160 141.97 31.00 -0.79 3.01 108 88.09 25.33 -0.34 3.02 104 90.68 22.65 -0.24 3.43 0.0052 
2ol6 ora I 136 136.63 22.53 -0.55 4.22 83 84.24 19.32 0.70 5.69 87 87.76 17.84 0.90 6.88 0.0168 
2ol7 ora I 140 125.86 28.50 -0.40 2.80 83 75.15 23.00 0.35 3.85 86 79.80 21.02 0.46 4.47 0.0155 
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2ol8 ora I 135 123.52 24.70 -0.25 2.69 68 74.33 20.89 0.52 4.11 76 78.99 18.75 0.68 5.17 0.0101 
2ol9 ora 2 134 126.95 28.93 -0.52 3.02 81 77.83 24.48 0.35 3.94 84 82.02 22.41 0.49 4.66 0.0328 
2o2 ora l 120 122.50 30.17 0.03 2.49 63 71.23 27.03 0.76 3.81 70 76.61 24.S2 0.90 4.50 0.0518 
2o20 ora 2 118 114.78 21.83 -0.26 3.47 71 68.73 19.97 1.39 8.22 72 74.ll 18.77 1.58 9.35 0.0397 
2o4 ora l 141 137.89 23.88 -0.83 4.13 87 85.57 20.11 0.24 4.44 91 89.03 18.3S 0.3S S.25 0.0196 
2oS ora 2 149 139.42 23.06 -0.61 3.52 86 83.01 19.52 o.so 4.72 90 87.91 17.68 0.65 5.70 0.0135 
206 ora I 122 121.40 27.03 -0.18 2.68 69 69.15 22.39 0.70 4.S8 74 7S.66 20.69 0.76 5.16 0.0342 
208 ora 2 124 120.18 23.97 ..().15 3.11 66 63.59 20.88 0.90 5.57 72 71.19 19.05 0.9S 6.26 0.0087 
3ol ora I 13S 130.97 24.20 -0.56 3.19 79 80.34 20.11 0.3S 4.32 82 84.8S 18.44 0.49 S.18 O.OIS3 
3ol0 ora I 137 129.47 24.46 ..().47 3.73 78 78.89 19.57 0.33 4.51 85 83.14 18.32 0.43 S.12 0.0268 
3o2 ora I 136 128.73 2S.84 -0.51 3.15 8S 78.02 20.90 0.37 4.41 88 83.26 19.38 0.4S S.IO 0.0101 
3o3 ora 2 137 126.61 21.31 -0.21 3.14 70 7S.S9 19.12 1.08 6.56 78 80.90 17.91 1.30 7.79 0.0352 
3o4 ora I 128 128.0S 23.00 ..().42 3.35 77 77.S2 19.06 0.57 S.24 83 82.47 17.S7 0.71 6.22 0.0068 
3o5 ora 2 140 132.50 21.47 -0.47 3.55 81 79.74 18.8S 0.80 S.9S 85 84.28 17.51 0.99 7.02 0.0257 
306 ora I 136 128.38 27.20 -0.23 2.51 81 76.7S 22.10 0.41 3.61 84 81.99 20.27 0.49 4.14 0.0131 
3o7 ora 2 148 l3S.80 23.S2 -0.65 3.48 84 82.57 19.07 0.27 4.68 88 87.33 17.41 0.39 S.61 0.0135 
308 ora I 135 130.28 2S.lS -0.24 2.81 82 80.06 21.26 0.57 4.32 86 84.63 19.60 0.72 5.11 0.0421 
3o9 ora 2 130 129.88 23.07 -0.50 3.61 76 76.40 18.68 0.62 5.31 81 81.71 17.31 0.72 6.25 0.0119 
3ofl ora l 135 125.90 29.49 -0.39 2.77 80 80.12 24.15 0.23 3.15 83 83.98 22.13 0.31 3.63 0.0241 
3of2 ora l 142 131.20 28.23 -0.65 2.98 92 84.72 22.57 0.15 3.55 94 88.29 20.SS 0.27 4.32 0.0366 
3of3 ora I 117 117.48 28.69 -0.34 2.91 72 73.88 23.53 0.S3 4.19 75 78.06 21.89 0.64 4.96 0.0361 
3of4 ora 2 148 131.92 26.70 -0.17 2.42 83 82.78 22.23 0.35 3.25 80 86.88 20.10 0.48 3.92 0.0152 
3of5 ora I 122 109.63 28.12 -0.51 3.13 68 64.64 22.90 0.72 5.29 73 69.91 21.37 0.83 6.13 0.0262 
3ogl ora 2 103 99.90 22.06 0.21 3.36 52 56.14 19.JS 1.94 I0.28 64 63.37 18.0S 1.99 10.99 0.0266 
3og2 ora I 98 100.35 25.64 O.Sl 3.19 53 58.56 23.66 1.8S 7.72 56 65.53 2246 l.88 8.15 0.0870 
3og4 ora 2 ll8 110.93 20.50 0.06 2.99 60 63.72 18.73 1.11 6.51 71 69.61 16.81 1.37 8.41 0.0028 
4ol ora l 106 103.35 26.29 0.00 3.13 52 60.03 23.44 1.63 7.60 67 66.8S 22.20 1.67 8.10 0.0416 
4ol0 ora 2 118 102.22 30.S4 -0.37 2.86 53 61.79 24.82 1.11 5.82 71 68.16 23.90 1.07 6.06 0.0581 
4o2 ora l 113 99.36 28.85 -0.62 3.22 63 57.86 21.92 1.06 7.30 70 64.S2 21.25 0.94 7.28 0.0319 
4o3 ora I 76 83.21 29.20 0.53 3.21 38 47.98 26.42 2.04 8.12 48 5S.67 25.39 1.93 7.9S 0.0604 
4o4 ora I ll7 95.60 32.10 -0.29 2.48 66 58.16 26.S4 1.09 S.40 72 64.45 25.43 1.05 5.59 0.0671 
4oS ora 2 98 84.69 35.08 0.20 2.49 25 54.61 30.12 1.49 5.S9 65 60.89 29.56 1.37 5.37 0.1123 
4o7 ora I 126 119.49 25.74 -0.38 3.21 78 76.57 24.69 1.12 S.72 83 82.03 23.44 l.24 6.22 0.0976 
4o8 ora 2 119 97.96 34.20 -0.46 2.43 68 61.3S 27.00 0.74 4.61 74 66.40 26.00 0.72 4.88 0.069S 
4o9 ora I 87 92.98 23.84 1.09 4.72 4S S6.36 24.68 2.15 8.48 S5 63.52 23.56 2.17 8.75 0.0995 
Sol ora 2 123 114.07 27.41 -0.3S 2.60 7S 70.96 23.35 0.58 4.36 83 75.93 21.S9 0.73 S.12 0.0461 
5ol0 ora I 108 93.99 33.11 ..().Q7 2.48 SS S9.16 27.06 1.29 S.73 60 65.35 26.22 1.20 5.70 0.0533 
So2 ora 2 8S 81.19 23.14 0.4S 4.13 49 48.28 20.88 2.45 12.39 S4 S4.6S 20.09 2.44 12.61 0.0180 
5o3 ora I 118 105.74 21.54 0.38 4.S4 61 63.84 21.28 2.08 9.89 70 71.06 20.48 2.10 JO.II 0.0694 
So4 ora I 124 110.39 28.12 -0.17 2.37 77 66.87 24.75 0.68 4.40 83 73.43 22.92 0.78 S.02 0.02S8 
Sos ora I 77 87.01 27.24 0.37 3.09 40 Sl.57 22.91 2.08 9.52 so S8.74 22.23 l.9S 9.18 0.0378 
5o6 ora 2 IOI 86.53 31.73 -0.08 2.43 48 51.17 24.45 1.69 7.73 62 58.41 24.20 l.43 6.95 0.0622 
5o7 ora I 116 105.96 29.75 -0.51 3.01 72 63.89 23.99 1.01 6.00 73 69.51 22.91 1.03 6.44 0.0667 
508 ora 2 97 96.65 26.34 0.05 3.19 55 57.76 23.92 1.78 7.91 61 65.S5 23.00 1.68 7.81 0.0669 
lrl Ima I 57 64.45 23.72 1.14 5.55 2 21.98 26.76 2.39 10.47 17 31.S9 23.41 2.87 13.81 0.0116 
lr2 Ima 2 59 54.72 23.77 1.21 6.81 2 17.11 26.29 2.89 13.16 15 26.32 22.75 3.37 17.43 0.0174 
lr3 Ima l 66 63.22 23.80 0.57 4.70 2 23.06 23.52 2.59 13.10 16 31.31 21.50 2.88 15.58 0.0074 
2rl Ima 2 72 70.77 22.52 0.46 7.10 32 38.93 20.43 3.22 16.77 46 46.57 20.11 2.81 15.37 0.0102 
2rl0 Ima I 68 72.63 23.39 1.30 5.87 29 40.48 22.49 2.89 13.S4 40 48.16 21.72 2.77 13.ll 0.0743 
2rll Ima I 78 88.40 23.84 0.61 3.79 38 47.83 21.14 2.48 12.09 SS 55.69 20.23 2.45 12.23 0.0471 
2rl2 Ima I 65 70.17 22.77 1.08 6.03 31 38.68 21.18 3.23 15.89 41 46.81 20.68 2.99 14.76 0.0422 
2r13 Ima 2 74 74.51 21.85 1.41 7.18 37 41.39 21.69 3.17 15.61 47 49.12 21.00 3.05 15.12 0.0452 
2rl4 Ima I 81 83.61 24.96 0.87 4.55 40 47.01 23.69 2.62 11.39 48 55.29 22.85 2.52 11.12 0.0493 
2r15 Ima 2 75 84.24 23.44 0.8S 4.40 38 49.42 21.88 2.50 11.46 46 57.23 21.22 2.38 11.02 0.0818 
2rl6 Ima I 87 82.47 18.82 1.22 7.32 44 44.93 18.29 3.S3 19.82 53 53.34 17.53 3.40 19.34 0.0262 
2rl7 Ima 2 72 71.S4 18.85 1.97 10.55 33 39.89 18.81 3.97 21.92 43 47.78 18.2S 3.83 21.19 0.0314 
2rl8 Ima I 69 79.61 25.70 1.04 4.53 28 43.95 24.82 2.30 9.50 38 52.59 23.93 2.20 9.22 0.0725 
2rl9 Ima 2 80 81.75 20.12 0.91 5.69 38 43.64 18.57 3.14 17.56 51 51.54 17.79 3.07 17.49 0.0226 
2r2 Ima I 86 83.02 20.77 0.94 6.02 41 4S.67 20.33 2.87 14.69 50 53.80 19.42 2.81 14.71 0.0229 
2r20 Ima I 90 93.51 20.69 0.47 4.13 47 52.20 18.70 2.23 11.91 SS 60.03 17.87 2.18 11.97 0.0149 
2r3 Ima I 60 64.49 21.44 2.09 10.00 29 35.14 22.0S 3.64 18.02 37 43.18 21.32 3.50 17.3S 0.0300 
2r4 Ima 2 100 100.01 21.36 -0.02 6.23 48 SS.88 20.18 2.44 12.54 63 63.67 19.17 2.38 13.03 0.0261 
2r5 Ima I 49 60.76 25.07 1.87 7.90 23 34.72 2S.07 3.13 13.72 31 41.84 24.51 3.00 13.10 0.0570 
2r6 Ima 2 86 86.43 19.85 0.79 5.22 4S 47.51 18.53 2.89 15.83 53 55.S3 17.62 2.87 16.08 0.0203 
2r7 Ima I 71 75.6S 20.08 1.41 7.42 3S 41.17 20.12 3.43 17.53 43 49.06 19.43 3.31 17.04 0.0490 
2r8 Ima 2 47 54.99 20.70 1.96 10.28 25 29.42 19.16 4.23 24.58 32 36.46 18.96 3.89 22.3S 0.0223 
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219 Ima I 62 67.46 19.52 2.0S 10.76 27 36.lS 19.32 4.13 23.25 3S 44.03 lS.71 3.97 22.32 0.0245 
3rl Ima 2 6S 73.63 24.24 1.06 4.S9 32 40.93 21.SS 2.91 14.23 3S 4S.Sl 21.06 2.74 13.47 0.0434 
3rl0 Ima I 61 70.47 26.49 0.71 4.06 25 33.77 21.SS 2.69 13.55 37 42.3S 21.SS 2.40 12.21 0.0415 
3rll Ima I 74 76.97 24.4S 0.94 4.S7 33 41.69 23.17 2.72 12.37 41 49.84 22.46 2.57 II.SO 0.05S7 
3rl2 Ima I 73 73.27 24.35 0.53 3.75 34 39.16 20.02 2.6S 14.01 44 46.94 19.65 2.41 12.S2 0.0255 
3r13 Ima 2 7S S6.92 21.39 0.% 5.49 40 46.39 21.45 2.Sl 13.57 50 54.7S 20.34 2.SO 13.79 0.0629 
3rl4 Ima I 67 74.10 22.54 1.16 5.72 2S 39.49 20.73 3.19 16.21 39 48.36 20.37 2.93 14.SO 0.0437 
3rl5 Ima 2 63 75.10 23.50 0.9S 4.90 23 37.30 21.69 2.7S 13.65 40 45.6S 20.97 2.64 13.13 0.0224 
3rl6 Ima I 76 73.55 24.24 1.04 5.69 34 39.IS 22.34 2.97 14.10 42 47.72 21.S7 2.72 13.01 0.0341 
3rl7 Ima 2' S6 SS.29 22.56 0.65 4.11 37 45.SS 20.36 2.SS 12.73 4S 54.23 19.62 2.45 12.26 0.0300 
3r!S Ima I 69 76.25 24.13 0.99 4.70 31 43.20 22.73 2.56 11.61 41 51.18 22.05 2.45 11.20 0.0767 
3r19 Ima 2 72 83.73 27.11 0.70 3.SS 32 45.93 24.87 2.25 9.41 41 54.56 24.07 2.12 9.04 O.lllS 
3r2 Ima I 72 77.43 21.69 0.95 5.64 31 40.JO 20.0S 3.24 16.90 44 49.49 19.48 3.00 15.71 0.0170 
3r20 Ima I 66 74.68 25.64 0.77 3.SS 25 36.59 21.S2 2.57 12.7S 35 45.72 21.39 2.29 IJ.3S 0.042S 
3r3 Ima I 91 90.14 24.55 0.54 3.24 36 47.00 20.6S 2.10 J0.35 4S 55.76 19.60 2.06 10.54 0.030S 
3r4 Ima 2 75 76.24 29.70 0.30 3.37 31 37.03 23.25 2.2S 11.00 41 45.65 23.JO 1.90 9.54 0.0253 
3r5 Ima I SS S3.0S 2S.06 0.26 2.98 2S 41.71 23.lS 1.84 S.79 44 50.03 22.50 1.68 S.46 0.0295 
3r6 Ima 2 73 76.49 21.61 l.02 5.66 27 37.42 20.61 3.09 16.21 41 46.SS 19.S2 2.93 15.50 0.0210 
3r8 Ima I 83 70.99 26.S3 0.50 3.66 2S 36.44 20.81 2.49 12.S2 43 45.02 20.SS 2.05 10.81 0.0199 
319 Ima 2 72 75.16 21.53 1.36 6.Sl 31 3S.47 20.55 3.42 17.64 42 47.46 19.S7 3.23 16.70 0.0435 
4rl Ima I 44 66.35 27.21 0.S8 3.96 21 40.14 23.44 2.47 11.09 32 46.60 23.17 2.30 10.41 0.0392 
4rl0 Ima 2 76 76.56 25.4S 0.93 4.35 32 46.20 24.39 2.41 J0.12 46 53.58 23.SI 2.28 9.64 0.0639 
4r2 Ima I 56 65.95 26.76 1.23 4.S9 2S 41.22 24.69 2.38 9.96 40 47.77 24.18 2.2S 9.65 0.0614 
4r3 Ima I 80 71.74 25.15 0.73 4.3S 41 41.33 22.SS 2.S7 13.29 43 48.92 22.lS 2.63 12.28 0.0412 
4r4 Ima I 91 89.26 21.47 0.48 4.22 49 50.57 19.96 2.3S 11.93 SS 5S.3S 19.15 2.36 12.12 0.0367 
4r5 Ima 2 S9 S3.71 26.01 0.47 3.59 41 4S.33 23.36 2.10 9.60 51 55.46 22.60 2.06 9.65 0.05S2 
4r6 Ima I S7 92.41 21.40 0.90 5.21 48 53.16 21.57 2.57 11.90 54 61.08 20.65 2.55 ll.9S 0.0551 
4r8 Ima 2 73 79.95 21.49 1.46 7.00 39 46.99 22.66 2.SS 12.7S 47 54.S6 21.98 2.73 12.31 0.0735 
419 Ima I 85 S2.50 23.43 0.89 4.66 41 49.40 22.76 2.45 J0.94 55 56.23 22.02 2.43 10.97 0.0476 
Sr JO Ima 2 44 52.85 24.27 l.99 8.25 22 32.19 23.4S 3.25 14.76 30 3S.SO 23.2S 3.07 13.SI 0.0610 
5r2 Ima I 45 54.74 24.79 2.05 8.47 25 34.72 24.82 3.03 13.03 33 41.46 24.55 2.84 12.14 0.080S 
5r3 Ima 2 47 60.48 26.36 J.S9 7.29 23 3S.44 26.S6 2.75 10.89 32 45.29 26.47 2.63 10.36 0.1303 
SrS Ima I 50 61.11 24.46 l.44 6.07 25 35.77 21.64 3.17 15.49 31 43.14 21.59 2.S7 13.SO 0.0263 
5r6 Ima I 48 57.16 25.22 l.S3 7.56 28 37.39 25.lS 2.SS 12.26 34 43.71 24.84 2.74 11.63 0.0451 
Sr? Ima I 39 55.01 25.6S l.59 6.43 20 32.99 22.6S 3.10 14.67 28 39.34 22.59 2.SS 13.51 o.osso 
5r8 Ima 2 70 73.08 24.25 l.37 6.13 36 44.79 24.67 2.64 11.06 50 52.54 24.09 2.50 10.52 0.0982 
519 Ima I 62 65.24 22.37 I.SS 8.07 27 39.3S 22.54 3.05 13.84 40 46.55 22.26 2.90 13.09 0.0495 
Isl dma 2 32 35.70 26.46 1.91 8.81 2 9.22 35.31 2.3S 8.06 II 17.30 24.89 3.74 18.29 0.0075 
ls2 dma I 2 24.18 26.54 2.43 10.90 2 6.88 40.89 l.S7 5.45 2 12.29 24.93 3.99 19.95 0.0092 
ls3 dma 2 28 27.98 25.20 2.42 11.34 2 7.13 38.70 2.01 6.20 JO 13.69 23.64 4.12 21.60 0.0047 
ls4 dma I 27 31.58 24.35 2.11 10.51 2 6.98 33.76 2.63 9.42 JO 14.47 21.Sl 4.47 25.62 0.0040 
3sl dma 2 32 45.14 2l.S2 2.51 11.76 21 29.22 19.83 3.91 21.46 2.5 34.96 20.04 3.56 18.97 0.0401 
3sl0 dma I 31 42.00 23.12 2.59 11.80 IS 27.20 20.87 3.90 20.50 25 33.09 21.20 3.52 17.S9 0.0773 
3sll dma I 33 41.53 21.40 2.70 13.40 17 25.44 19.79 4.21 23.78 24 31.32 20.05 3.80 20.77 0.0375 
3sl2 dma I 37 41.51 19.02 3.00 16.04 20 24.S4 18.04 4.71 28.65 27 30.85 IS.JO 4.37 26.00 0.0217 
3sl3 dma 2 43 51.66 23.18 2.31 J0.19 22 30.75 22.61 3.50 16.62 27 37.53 22.45 3.27 15.36 0.0711 
3sl5 dma I 22 3S.78 24.14 2.55 11.47 16 26.14 21.91 3.78 19.36 20 31.40 22.33 3.41 16.86 0.0753 
3sl6 dma 2 29 41.84 23.24 2.65 11.92 18 28.13 22.17 3.69 18.37 24 33.63 22.27 3.41 16.60 0.0369 
3sl7 dma I 38 44.31 20.73 2.69 13.57 21 27.38 18.98 4.29 24.85 25 33.58 19.31 3.83 21.36 0.0252 
3sl8 dma 2 32 45.13 25.59 2.52 J0.31 19 30.05 24.38 3.41 15.46 25 35.75 24.42 3.22 14.39 0.0849 
3sl9 dma I 27 38.28 19.79 2.71 14.61 18 24.50 17.19 4.76 30.89 22 30.21 17.71 4.10 25.30 0.0105 
3s2 dma 2 36 44.97 21.21 2.67 13.29 20 29.01 19.57 4.19 23.69 27 35.07 19.82 3.76 20.59 0.0304 
3s20 dma I 33 44.01 22.96 2.47 10.91 21 28.97 21.66 3.56 17.62 26 34.82 21.80 3.27 15.82 0.0424 
3s3 dma I 34 48.78 28.75 2.05 7.69 20 33.87 28.19 2.78 J0.75 25 39.15 28.07 2.63 10.12 0.1745 
3s4 dma I 35 42.13 22.39 3.06 14.56 21 28.18 22.23 3.92 19.59 27 33.94 22.15 3.68 IS.12 0.027S 
3s5 dma 2 29 41.11 22.62 2.SO 13.0S 20 27.4S 20.S2 4.00 21.20 24 32.92 21.14 3.66 IS.85 0.0516 
3s6 dma I 32 41.71 22.04 2.68 12.53 18 26.Sl 20.67 3.95 20.S4 24 32.52 20.S7 3.64 IS.76 0.0344 
3s7 dma 2 23 35.54 19.50 2.S7 15.64 19 23.14 16.99 4.94 32.45 22 28.46 17.52 4.29 26.85 0.0075 
3s8 dma I 30 3S.30 19.14 3.45 19.29 20 25.25 IS.25 4.7S 29.50 25 31.22 IS.49 4.27 2.5.36 0.0235 
3s9 dma 2 31 42.65 22.02 2.69 12.SS 20 28.44 20.66 3.91 20.63 24 33.S8 20.S4 3.60 18.49 0.0333 
4sl dma I 30 39.S2 23.26 2.68 12.22 lS 26.32 22.26 3.72 lS.32 23 31.63 22.46 3.45 16.66 0.0362 
4sl0 dma 2 41 52.62 24.5S 2.46 9.71 27 37.7S 25.0S 3.02 12.lS 32 43.53 24.S3 2.92 11.74 O.OS03 
4sll dma I 44 56.00 24.46 2.00 S.67 27 33.94 24.01 3.35 15.29 35 40.70 23.74 3.15 14.29 0.0626 
4sl2 dma I 26 46.45 28.65 2.09 7.60 lS 33.27 27.57 2.77 10.72 23 3S.41 27.56 2.64 10.14 0.09S7 
4sl3 dma I 30 42.95 2S.79 2.41 S.97 20 32.32 28.50 2.S5 J0.92 24 37.02 28.53 2.73 10.3S 0.14S5 
4sl4 dma 2 23 37.14 22.11 3.07 15.05 17 25.23 21.79 4.07 20.91 21 29.92 21.S3 3.SS 19.59 0.0333 
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4sl5 dma I 32 49.08 26.42 1.85 7.40 19 31.42 25.17 2.98 12.83 24 37.24 25.26 2.77 11.76 0.0747 
4sl6 dma 2 45 58.30 29.35 1.66 5.85 26 40.81 29.87 2.27 7.85 29 47.03 29.52 2.16 7.50 0.1455 
4sl7 dma L 34 47.14 25.61 2.40 9.64 19 30.95 25.93 3.04 12.56 26 36.57 25.81 2.93 12.02 0.0704 
4sl8 dma 2 33 48.61 26.62 2.43 9.47 22 33.42 27.18 2.95 11.68 26 39.12 27.00 2.85 11.22 0.0897 
4s20 dma I 48 55.79 23.67 1.88 8.25 24 33.95 23.12 3.28 15.18 30 40.76 22.78 3.07 14.14 0.0511 
4s3 dma 2 21 35.04 23.60 2.72 12.53 17 24.31 21.18 3.92 20.73 21 29.09 21.59 3.58 18.39 0.0224 
4s4 dma I 41 51.34 29.36 1.94 6.98 23 37.10 29.52 2.51 9.05 29 42.47 29.25 2.40 8.64 0.1524 
4s5 dma l 35 45.29 22.25 2.55 12.10 19 27.14 21.15 3.97 20.91 26 32.97 21.11 3.73 19.36 0.0786 
4s6 dma I 19 29.71 21.40 3.66 18.90 14 21.40 20.54 4.51 25.13 19 25.54 20.81 4.29 23.40 0.0427 
4s7 dma 2 38 46.47 23.25 2.52 11.18 20 30.82 23.18 3.49 16.25 30 36.54 23.08 3.29 15.16 0.0472 
4s9 dma I 36 46.91 26.24 2.29 9.17 19 32.09 25.98 3.07 12.75 27 37.57 26.05 2.89 11.91 0.0491 
5sl dma 2 34 40.52 20.73 2.88 14.30 19 26.85 19.55 4.12 22.79 24 32.46 19.70 3.79 20.40 0.0260 
5s!O dma I 47 46.38 26.95 2.03 8.20 20 32.42 26.10 2.95 12.15 25 37.98 26.04 2.75 11.26 0.0974 
5s2 dma 2 36 43.65 21.89 2.96 14.20 23 29.48 21.83 3.91 19.53 30 35.60 21.63 3.68 18.18 0.0360 
5s4 dma I 17 39.86 27.37 2.08 8.43 IO 26.66 26.38 3.02 12.75 24 31.89 26.39 2.80 11.75 0.0801 
5s5 dma 2 31 44.12 28.90 2.28 8.35 19 33.55 28.39 2.74 10.41 25 38.11 28.38 2.63 9.92 0.1088 
5s6 dma I 30 41.85 27.28 2.48 9.67 19 31.98 26.86 2.95 12.00 23 36.53 26.70 2.85 11.52 0.0933 
5s7 dma I 33 43.44 25.70 2.46 10.06 19 30.67 25.51 3.14 13.35 24 36.22 25.30 2.98 12.55 0.0543 
5s8 dma I 22 43.51 27.05 1.91 7.64 18 28.54 24.17 3.16 14.50 21 34.01 24.30 2.89 12.98 0.0702 
5s9 dma I 42 49.23 21.38 2.61 12.90 26 30.88 21.15 3.95 20.58 34 37.41 20.94 3.68 18.92 0.0391 
mean pie 188.03 178.23 20.97 -1.11 5.53 130.50 127.06 18.71 -0.43 4.23 127.70 123.68 16.84 -0.32 4.58 0.0129 
mean lem 156.07 146.98 23.48 -0.61 3.75 104.43 99.32 20.66 0.06 4.01 104.21 99.74 18.95 0.26 4.68 0.0260 
mean ora 122.36 115.81 26.23 -0.23 3.14 69.45 69.86 22.35 0.91 5.72 75.64 75.12 20.90 0.99 6.33 0.0352 
mean Ima 70.29 74.41 23.52 1.08 5.76 31.29 40.62 22.07 2.84 13.79 41.71 48.56 21.36 2.71 13.37 0.0443 
mean dma 31.92 43.06 24.12 2.49 11.30 18.35 27.72 24.19 3.49 17.o? 24.00 33.44 23.15 3.40 16.65 0.0575 
A.2 Colour feature correlation matrices : within-groups, 
and over all data 
Table A.2: Pooled within-groups correlation matrix 
Matrix of colour feature correlations within groups 
FEATURE Rmd R Rstd Rskew Rkurt Gmd G Gstd Gskew Gkurt lmd I !std I skew Ikurt Rggdnss 
Rmd 1.0000 0.8850 -0.2619 -0.5527 -0.0882 0.8458 0.8036 -0.3725 -0.4635 -0.1277 0.8922 0.8224 -0.4191 -0.5534 -0.2129 -0.2806 
R 0.8850 1.0000 -0.4088 -0.5110 -0.0863 0.8529 0.9450 -0.4666 -0.4896 -0.1725 0.8641 0.9484 -0.5293 -0.5555 -0.2523 -0.2463 
R std -0.2619 -0.4088 1.0000 -0.1436 -0.5147 -0.2896 -0.3865 0.7818 -0.3259 -0.4794 -0.2628 -0.3543 0.8784 -0.3800 -0.5298 0.4113 
Rskew -0.5527 -0.5110 -0.1436 1.0000 0.5671 -0.3907 -0.4135 0.0168 0.7442 0.5102 -0.4529 -0.4286 0.0833 0.7275 0.4767 0.0714 
Rkurt -0.0882 -0.0863 -0.5147 0.5671 1.0000 0.0170 -0.0264 -0.4338 0.5711 0.7700 -0.0125 -0.0648 -0.4739 0.5626 0.7786 -0.3446 
Gmd 0.8458 0.8529 -0.2896 -0.3907 0.0170 1.0000 0.8921 -0.4094 -0.3897 -0.0720 0.9376 0.8915 -0.4189 -0.5106 -0.2109 -0.2105 
G 0.8036 0.9450 -0.3865 -0.4135 -0.0264 0.8921 1.0000 -0.4811 -0.4303 -0.1415 0.8738 0.9901 -0.4613 -0.5641 -0.3113 -0.1183 
Gstd -0.3725 -0.4666 0.7818 0.0168 -0.4338 -0.4094 -0.4811 1.0000 -0.3315 -0.6162 -0.4185 -0.4649 0.8642 -0.0947 -0.3514 0.3775 
Gskew -0.4635 -0.4896 -0.3259 0.7442 0.5711 -0.3897 -0.4303 -0.3315 1.0000 0.8426 -0.4042 -0.4230 -0.1591 0.8472 0.6821 0.0085 
Gkurt -0.1277 -0.1725 -0.4794 0.5102 0.7700 -0.0720 -0.1415 -0.6162 0.8426 1.0000 -0.0722 -0.1452 -0.4859 0.6379 0.7945 -0.2838 
lmd 0.8922 0.8641 -0.2628 -0.4529 -0.0125 0.9376 0.8738 -0.4185 -0.4042 -0.0722 1.0000 0.8923 -0.4085 -0.5541 -0.2336 -0.2067 
I 0.8224 0.9484 -0.3543 -0.4286 -0.0648 0.8915 0.9901 -0.4649 -0.4230 -0.1452 0.8923 1.0000 -0.4312 -0.5744 -0.3326 -0.0839 
I std -0.4191 -0.5293 0.8784 0.0833 -0.4739 -0.4189 -0.4613 0.8642 -0.1591 -0.4859 -0.4085 -0.4312 1.0000 -0.1781 -0.5246 0.6168 
I skew -0.5534 -0.5555 -0.3800 0.7275 0.5626 -0.5106 -0.5641 -0.0947 0.8472 0.6379 -0.5541 -0.5744 -0.1781 1.0000 0.8242 -0.1052 
lkurt -0.2129 -0.2523 -0.5298 0.4767 0.7786 -0.2109 -0.3113 -0.3514 0.6821 0.7945 -0.2336 -0.3326 -0.5246 0.8242 1.0000 -0.4552 
Rggdnss -0.2806 -0.2463 0.4113 0.0714 -0.3446 -0.2105 -0.1183 0.3775 0.0085 -0.2838 -0.2067 -0.0839 0.6168 -0.1052 -0.4552 1.0000 
A. Colour Classifier Statistics 154 
Table A.3: Total correlation matrix for training data colour features 
Matrix of colour feature correlations over all training data 
FEATIJRE Rmd R Rstd Rskew Rkurt Gmd G Gstd Gskew Gkurt Imd 1 I std I skew Ikurt Rggdnss 
Rmd 1.0000 0.9907 -0.1717 -0.9411 -0.6459 0.9777 0.9726 -0.4574 -0.9402 -0.8101 0.9878 0.9804 -0.6162 -0.9511 -0.8378 -0.5342 
R 0.9907 1.0000 -0.2253 -0.9292 -0.6268 0.9802 0.9872 -0.4896 -0.9368 -0.8061 0.9868 0.9924 -0.6496 -0.9464 -0.8338 -0.5282 
Rstd -0.1717 -0.2253 1.0000 0.0068 -0.3096 -0.2056 -0.2502 0.7556 -0.0409 -0.2252 -0.1926 -0.2308 0.7858 -0.0517 -0.2302 0.4060 
Rskew -0.9411 -0.9292 0.0068 1.0000 0.8115 -0.8867 -0.8826 0.3479 0.9484 0.8769 -0.9088 -0.8998 0.5089 0.9507 0.8846 0.4786 
Rkurt -0.6459 -0.6268 -0.3096 0.8115 1.0000 -0.5473 -0.5410 0.0217 0.7268 0.8306 -0.5819 -0.5756 0.1128 0.7287 0.8350 0.1875 
Gmd 0.9777 0.9802 -0.2056 -0.8867 -0.5473 1.0000 0.9901 -0.4631 -0.9241 -0.7775 0.9939 0.9895 -0.6162 -0.9361 -0.8122 -0.5030 
G 0.9726 0.9872 -0.2502 -0.8826 -0.5410 0.9901 1.0000 -0.4931 -0.9175 -0.7738 0.9879 0.9982 -0.6362 -0.9325 -0.8140 -0.4851 
G std -0.4574 -0.4896 0.7556 0.3479 0.0217 -0.4631 -0.4931 1.0000 0.2294 -0.0173 -0.4689 -0.4887 0.8823 0.3052 0.1256 0.5034 
Gskew -0.9402 -0.9368 -0.0409 0.9484 0.7268 -0.9241 -0.9175 0.2294 1.0000 0.9401 -0.9301 -0.9237 0.4399 0.9828 0.9210 0.4413 
Gkurt -0.8101 -0.8061 -0.2252 0.8769 0.8306 -0.7775 -0.7738 -0.0173 0.9401 1.0000 -0.7870 -0.7860 0.1993 0.9038 0.9454 0.2570 
Imd 0.9878 0.9868 -0.1926 -0.9088 -0.5819 0.9939 0.9879 -0.4689 -0.9301 -0.7870 1.0000 0.9912 -0.6169 -0.9455 -0.8250 -0.5098 
1 0.9804 0.9924 -0.2308 -0.8998 -0.5756 0.9895 0.9982 -0.4887 -0.9237 -0.7860 0.9912 1.0000 -0.6290 -0.9405 -0.8284 -0.4826 
I std -0.6162 -0.6496 0.7858 0.5089 0.1128 -0.6162 -0.6362 0.8823 0.4399 0.1993 -0.6169 -0.6290 1.0000 0.4398 0.2055 0.7191 
I skew -0.9511 -0.9464 -0.0517 0.9507 0.7287 -0.9361 -0.9325 0.3052 0.9828 0.9038 -0.9455 -0.9405 0.4398 1.0000 0.9444 0.4129 
Ikurt -0.8378 -0.8338 -0.2302 0.8846 0.8350 -0.8122 -0.8140 0.1256 0.9210 0.9454 -0.8250 -0.8284 0.2055 0.9444 1.0000 0.1994 
Rggdnss -0.5342 -0.5282 0.4060 0.4786 0.1875 -0.5030 -0.4851 0.5034 0.4413 0.2570 -0.5098 -0.4826 0.7191 0.4129 0.1994 1.0000 
A.3 Discriminant function analysis summary 
Table A.4: Summary of feature discriminant analysis 
Discriminatory potential of the colour features 
FEATURE Wilks' A Partial A. Fremove p-level 
Rmd 0.00272 0.97203 0.94971 0.43754 
R 0.00310 0.85344 5.66704 0.00031 
Rstd 0.00294 0.89943 3.68978 0.00700 
Rskew 0.00331 0.79933 8.28461 0.00001 
Rkurt 0.00363 0.72897 12.26933 0.00000 
Gmd 0.00282 0.93779 2.18929 0.07361 
G 0.00326 0.81276 7.60245 0.00002 
Gstd 0.00293 0.90456 3.48174 0.00973 
Gskew 0.00407 0.64986 17.78004 0.00000 
Gkurt 0.00324 0.81771 7.35654 0.00002 
lmd 0.00267 0.99332 0.22188 0.92581 
I 0.00278 0.95203 1.66272 0.16244 
I std 0.00291 0.91058 3.24046 0.01426 
I skew 0.00349 0.75945 10.45275 0.00000 
I kurt 0.00303 0.87392 4.76096 0.00128 
Rggdnss 0.00286 0.92512 2.67092 0.03492 
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Table A.5: Summary of backwards stepwise discriminant analysis 
Order of removal of features, and discriminatory potentials 
Step number Feature removed Features left Wilks' A F-value Partial A. 
1 Imd 15 0.00267 30.98261 0.99334 
2 Rmd 14 0.00278 33.10596 0.96010 
3 I 13 0.00295 35.32255 0.93946 
4 Rggdnss 12 0.00317 37.85069 0.93284 
5 I std 11 0.00351 40.44268 0.90326 
6 R std 10 0.00394 43.39521 0.88931 
7 Gstd 9 0.00462 46.45352 0.85389 
8 Gmd 8 0.00554 50.04818 0.83436 
9 Rskew 7 0.00671 54.74186 0.82500 
10 I kurt 6 0.00897 59.21304 0.74767 
11 I skew 5 0.01094 68.93661 0.81986 
12 Gkurt 4 0.01207 89.37536 0.90715 
13 Rkurt 3 0.01806 113.88425 0.66817 
14 Gskew 2 0.02639 188.20279 0.68436 
15 R 1 0.07890 429.04324 0.33443 
Table A.6: Summary of feature discriminant analysis (reduced subset) 
Discriminatory potential of the reduced feature subset 
FEATURE Wilks' A Partial A. Fremove p-level 
R. 0.01021 0.65733 18.37567 0.00000 
Rkurt 0.00976 0.68723 16.04295 0.00000 
G 0.01201 0.55857 27.85748 0.00000 
Gskew 0.00981 0.68370 16.30768 0.00000 
Gkurt 0.00955 0.70268 14.91529 0.00000 
I skew 0.00899 0.74593 12.00619 0.00000 
I kurt 0.00897 0.74767 11.89635 0.00000 
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A.4 Squared Mahalanobis distances between classes 
Table A. 7: Squared Mahalanobis distances between classes 
Squared Mahalanobis distances between class centroids 
CLASS Pale Lemon Lemon Orange LightMahog DarkMahog 
Pale Lemon 0.00 14.98 48.40 97.30 125.48 
Lemon 14.98 0.00 15.23 53.11 87.85 
Orange 48.40 15.23 0.00 17.91 54.00 
LightMahog 97.30 53.11 17.91 0.00 24.76 
DarkMahog 125.48 87.85 54.00 24.76 0.00 
A.5 Colour classification functions 
Table A.8: Decision functions for three a priori distributions 
Decision functions for various a priori probabilities 
FEATURE Pale Lemon Lemon Orange LightMahog DarkMahog 
R 1.3578 1.7197 2.3602 2.2551 1.6691 
Rkurt 1.9113 1.4127 2.7874 2.4553 5.6671 
G 0.3746 -0.4478 -1.5130 -1.4680 -0.9167 
Gskew 70.5226 33.8830 60.8630 83.9973 91.5746 
Gkurt -10.2235 -4.7444 -7.8184 -10.3993 -12.3323 
I skew -32.2419 5.5353 -15.7416 -31.3705 -40.1302 
I kurt 6.7815 0.8874 2.4362 5.0362 5.8264 
Constant 1 -137.9386 -102.0708 -94.6376 -100.1496 -91.2179 
Constant 2 -137.4145 -102.2673 -94.6572 -100.3187 -91.2046 
Constant 3 -140.7669 -101.2965 -93.9665 -101.6467 -93.9380 
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A.6 Case-by-case presentation of test results 
Table A.9: Case-by-case unadjusted results for the colour classifier 
Colour classifier results based on training data class distribution 
DATA Obs pie !em ora Ima dma pie lem Ora Ima dma I 2 3 4 5 
Class p=.1184 p=.2434 p=.2040 p=.2368 p=.1974 p=.1184 p=.2434 p=.2040 p=.2368 p=.1974 p=.1184 p=.2434 p=.2040 p=.2368 p=.1974 
2el0 pie 3.13 13.15 43.85 88.42 127.05 0.986 0.014 0.000 0.000 0.000 pie !em ora Ima dma 
2e12 pie 14.01 46.21 82.03 129.72 159.94 1.000 0.000 0.000 0.000 0.000 pie !em ora Ima dma 
2el6 pie 6.40 17.96 62.76 114.83 144.74 0.994 0.006 0.000 0.000 0.000 pie !em ora Ima dma 
2e2 pie 6.05 31.61 68.01 120.91 136.49 1.000 0.000 0.000 0.000 0.000 pie lem ora Ima dma 
2e5 pie 171.74 209.27 261.57 337.44 311.77 1.000 0.000 0.000 0.000 0.000 pie lem ora dma Ima 
2e61 pie 21.64 58.53 109.00 171.45 170.00 1.000 0.000 0.000 0.000 0.000 pie !em ora dma Ima 
2e63 pie 11.58 32.30 77.08 132.49 148.90 1.000 0.000 0.000 0.000 0.000 pie !em ora Ima dma 
2e65 pie 3.49 15.67 51.26 106.04 128.11 0.995 0.005 0.000 0.000 0.000 pie lem ora Ima dma 
*3el pie 12.60 5.41 21.03 57.90 100.61 0.013 0.987 0.000 0.000 0.000 lem pie ora Ima dma 
*3ell pie 6.10 4.56 34.73 82.67 116.60 0.184 0.816 0.000 0.000 0.000 lem pie ora Ima dma 
3e13 pie 2.65 9.53 37.52 81.37 119.12 0.938 0.062 0.000 0.000 0.000 pie !em Ora Ima dma 
3e6 pie 8.34 23.29 42.86 89.57 111.53 0.999 0.001 0.000 0.000 0.000 pie !em ora Ima dma 
*112 lem 233.34 256.38 258.13 316.67 249.47 0.999 0.000 0.000 0.000 0.001 pie dma !em ora Ima 
*114 !em 5.25 8.25 39.59 83.01 106.38 0.686 0.314 0.000 0.000 0.000 pie !em Ora Ima dma 
2110 !em 12.26 3.09 18.72 64.32 103.37 0.005 0.995 0.000 0.000 0.000 fem pie ora Ima dma 
2112 lem 8.53 9.57 27.23 73.12 107.13 0.450 0.549 0.000 0.000 0.000 !em pie ora Ima dma 
2116 fem 11.72 2.93 22.35 67.04 !08.57 0.006 0.994 0.000 0.000 0.000 fem pie ora Ima dma 
*2118 fem 8.26 12.63 27.67 71.20 109.54 0.812 0.188 0.000 0.000 0.000 pie fem ora Ima dma 
212 !em 9.17 3.12 24.52 71.34 106.99 0.023 0.977 0.000 0.000 0.000 fem pie ora Ima dma 
213 !em 11.66 11.23 21.26 63.47 98.13 0.282 0.715 0.004 0.000 0.000 !em pie ora Ima dma 
217 lem 13.29 3.35 16.02 56.21 98.09 0.003 0.995 0.001 0.000 0.000 fem pie ora Ima dma 
219 !em 11.23 2.51 19.93 65.00 !05.29 0.006 0.994 0.000 0.000 0.000 fem pie ora Ima dma 
312 fem 18.50 1.74 18.36 51.04 83.93 0.000 1.000 0.000 0.000 0.000 fem ora pie Ima dma 
314 !em 24.73 7.67 34.93 72.82 107.46 0.000 1.000 0.000 0.000 0.000 !em pie ora Ima dma 
318 !em 19.75 1.55 19.14 57.39 94.21 0.000 1.000 0.000 0.000 0.000 fem ora pie Ima dma 
31fl !em 36.52 8.11 9.15 30.94 72.41 0.000 0.667 0.333 0.000 0.000 !em ora Ima pie dma 
31f4 fem 24.91 2.40 14.93 48.56 81.26 0.000 0.998 0.002 0.000 0.000 !em ora pie Ima dma 
31gl !em 34.06 5.20 14.29 42.67 74.85 0.000 0.991 0.009 0.000 0.000 !em ora pie Ima dma 
3lg5 fem 53.59 24.63 55.16 92.15 123.18 0.000 1.000 0.000 0.000 0.000 !em pie ora Ima dma 
4110 fem 18.96 1.26 20.00 57.25 91.00 0.000 1.000 0.000 0.000 0.000 !em ora pie Ima dma 
413 fem 19.62 3.48 20.64 50.87 74.54 0.000 1.000 0.000 0.000 0.000 !em ora pie Ima dma 
415 lem 17.82 2.95 22.16 55.96 89.47 0.000 1.000 0.000 0.000 0.000 !em pie ora Ima dma 
419 !em 16.97 6.12 34.92 75.09 111.39 0.002 0.998 0.000 0.000 0.000 !em pie ora Ima dma 
5110 !em I0.95 3.80 32.53 75.93 110.36 0.013 0.987 0.000 0.000 0.000 !em pie ora Ima dma 
514 !em 26.21 5.08 15.28 47.66 73.82 0.000 0.995 0.005 0.000 0.000 !em ora pie Ima dma 
516 !em 30.51 6.88 15.48 37.15 61.96 0.000 0.989 0.011 0.000 0.000 lem ora pie Ima dma 
lo3 ora 59.17 15.80 9.96 32.05 70.71 0.000 0.060 0.940 0.000 0.000 ora !em Ima pie dma 
2010 ora 59.38 24.30 4.89 28.62 74.89 0.000 0.000 1.000 0.000 0.000 ora !em Ima pie dma 
*2o13 ora 31.89 4.63 5.89 36.54 76.28 0.000 0.692 0.308 0.000 0.000 fem Ora pie Ima dma 
2ol5 ora 37.42 12.78 11.21 52.45 91.35 0.000 0.353 0.647 0.000 0.000 ora !em pie Ima dma 
2ol9 ora 41.12 10.81 1.91 29.90 66.30 0.000 0.014 0.986 0.000 0.000 ora !em Ima pie dma 
2o20 ora 50.84 16.02 4.85 15.62 57.56 0.000 0.004 0.990 0.005 0.000 ora Ima fem pie dma 
2o5 ora 48.59 20.31 5.71 33.12 77.21 0.000 0.001 0.999 0.000 0.000 ora !em Ima pie dma 
2o8 ora 93.01 50.38 14.81 31.93 79.09 0.000 0.000 1.000 0.000 0.000 ora Ima !em dma pie 
3o3 ora 50.12 16.22 4.71 22.16 68.30 0.000 0.004 0.996 0.000 0.000 ora fem Ima pie dma 
3o5 ora 44.42 14.13 3.23 25.78 69.31 0.000 0.005 0.995 0.000 0.000 ora !em Ima pie dma 
3o7 ora 37.56 13.76 4.10 33.33 72.75 0.000 0.009 0.991 0.000 0.000 ora !em Ima pie dma 
3o9 ora 50.52 21.94 3.64 26.49 66.97 0.000 0.000 1.000 0.000 0.000 ora fem Ima pie dma 
3of4 ora 34.64 7.52 2.30 30.61 69.60 0.000 0.081 0.919 0.000 0.000 ora fem Ima pie dma 
*3ogl ora 70.58 32.09 8.61 6.64 49.90 0.000 0.000 0.243 0.757 0.000 Ima ora !em dma pie 
3og4 ora 56.51 19.66 2.07 14.15 55.48 0.000 0.000 0.997 0.003 0.000 ora Ima fem dma pie 
4ol0 ora 53.99 22.27 2.58 12.34 42.29 0.000 0.000 0.991 0.009 0.000 ora Ima fem dma pie 
4o5 ora 62.05 30.70 11.99 12.54 31.84 0.000 0.000 0.531 0.469 0.000 ora Ima fem dma pie 
4o8 ora 51.04 19.83 7.17 21.91 46.80 0.000 0.002 0.997 0.001 0.000 Ora fem Ima dma pie 
Sol ora 42.60 9.35 2.51 24.82 57.99 0.000 0.038 0.962 0.000 0.000 ora fem Ima pie dma 
*5o2 Ora 75.47 38.11 19.07 7.10 37.83 0.000 0.000 0.002 0.998 0.000 Ima ora fem dma pie 
*5o6 ora 74.43 41.55 13.19 9.74 39.11 0.000 0.000 0.133 0.867 0.000 Ima Ora dma !em pie 
•sos ora 64.43 30.97 6.29 5.37 36.96 0.000 0.000 0.352 0.648 0.000 Ima ora !em dma pie 
lr2 Ima 149.75 93.62 40.14 14.67 36.43 0.000 0.000 0.000 1.000 0.000 Ima dma ora fem pie 
2rl Ima 108.75 78.76 38.03 11.27 28.56 0.000 0.000 0.000 1.000 0.000 Ima dma ora fem pie 
2rl3 Ima 97.24 57.31 22.88 1.45 20.63 0.000 0.000 0.000 1.000 0.000 Ima dma ora fem pie 
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Colour classifier results based on training data class distribution (cont from prev page) 
DATA Obs pie lem ora Ima dma pie lem ora Ima dma I 2 3 4 5 
Class p=.1184 p=.2434 p=.2040 p=.2368 p=.1974 p=.1184 p=.2434 p=.2040 p=.2368 p=.1974 p=.1184 p=.2434 p=.2040 p=.2368 p=.1974 
2rl5 Ima 78.75 41.03 13.63 1.59 29.99 0.000 0.000 0.002 0.998 0.000 Ima ora dma !em pie 
2rl7 Ima 109.13 74.34 41.34 10.13 22.15 0.000 0.000 0.000 0.998 0.002 Ima dma ora lem pie 
2r19 Ima 98.32 58.11 30.57 9.38 48.75 0.000 0.000 0.000 1.000 0.000 Ima ora dma lem pie 
2r4 Ima 83.34 53.81 18.78 8.72 38.71 0.000 0.000 0.006 0.994 0.000 Ima ora dma !em pie 
2r6 Ima 88.74 50.51 24.98 7.61 46.96 0.000 0.000 0.000 1.000 0.000 Ima ora dma !em pie 
2r8 Ima 124.75 83.59 51.48 15.03 26.54 0.000 0.000 0.000 0.997 0.003 Ima dma ora lem pie 
3rl !ma 93.75 51.37 20.88 1.62 30.81 0.000 0.000 0.000 1.000 0.000 Ima ora dma lem pie 
3r13 Ima 96.34 53.20 18.54 3.36 37.71 0.000 0.000 0.000 1.000 0.000 Ima ora dma lem pie 
3r15 Ima 107.57 58.83 18.87 1.84 35.13 0.000 0.000 0.000 1.000 0.000 Ima ora dma lem pie 
3rl7 Ima 92.71 49.17 15.51 2.30 40.92 0.000 0.000 0.001 0.999 0.000 Ima ora dma !em pie 
3rl9 !ma 91.47 47.11 11.76 3.04 34.57 0.000 0.000 0.011 0.989 0.000 Ima ora dma lem pie 
3r4 Ima 116.59 70.95 23.53 10.81 45.61 0.000 0.000 0.001 0.999 0.000 !ma ora dma !em pie 
3r6 !ma 111.71 63.44 23.99 3.49 39.95 0.000 0.000 0.000 1.000 0.000 Ima ora dma !em pie 
3r9 !ma I 11.16 66.72 28.06 3.16 33.39 0.000 0.000 0.000 1.000 0.000 Ima ora dma !em pie 
4r10 Ima 80.50 42.30 14.72 2.66 22.55 0.000 0.000 0.002 0.998 0.000 Ima ora dma lem pie 
4r5 Ima 75.97 35.30 9.20 2.57 32.16 0.000 0.000 0.030 0.970 0.000 Ima ora dma lem pie 
4r8 Ima 91.34 54.74 21.01 5.15 18.49 0.000 0.000 0.000 0.999 0.001 Ima dma Ora !em pie 
*5r10 Ima 108.30 68.23 34.41 9.36 4.34 0.000 0.000 0.000 0.089 0.911 dma Ima ora lem pie 
*5r3 Ima 101.69 64.25 31.47 13.92 7.37 0.000 0.000 0.000 0.043 0.957 dma !ma ora lem pie 
5r8 Ima 87.24 51.27 20.28 5.29 13.89 0.000 0.000 0.000 0.988 0.011 Ima dma ora lem pie 
ls! dma 162.80 109.91 67.87 44.91 33.41 0.000 0.000 0.000 0.004 0.996 dma Ima ora lem pie 
ls3 dma 193.96 149.07 120.12 99.68 65.12 0.000 0.000 0.000 0.000 1.000 dma Ima ora lem pie 
3sl dma 119.07 81.88 52.37 20.81 3.81 0.000 0.000 0.000 0.000 1.000 dma Ima ora lem pie 
3sl3 dma 120.81 81.72 43.04 15.66 2.95 0.000 0.000 0.000 0.002 0.998 dma !ma ora !em pie 
3sl6 dma 128.42 92.97 58.89 28.80 0.65 0.000 0.000 0.000 0.000 1.000 dma !ma ora !em pie 
3sl8 dma 121.25 84.31 50.79 23.85 1.03 0.000 0.000 0.000 0.000 1.000 dma Ima ora !em pie 
3s2 dma 127.87 91.94 60.20 26.13 4.67 0.000 0.000 0.000 0.000 1.000 dma Ima ora lem pie 
3s5 dma 132.25 96.67 63.35 30.35 J.69 0.000 0.000 0.000 0.000 1.000 dma Ima ora !em pie 
3s7 dma 161.71 117.92 95.89 56.45 37.26 0.000 0.000 0.000 0.000 1.000 dma !ma ora !em pie 
3s9 dma 126.89 91.85 59.53 27.36 1.24 0.000 0.000 0.000 0.000 1.000 dma !ma ora lem pie 
4sl0 dma 113.22 82.04 53.13 32.01 5.41 0.000 0.000 0.000 0.000 1.000 dma Ima ora lem pie 
4sl4 dma 155.60 123.68 85.56 50.68 7.21 0.000 0.000 0.000 0.000 1.000 dma Ima ora !em pie 
4sl6 dma 92.23 58.01 33.61 21.54 11.05 0.000 0.000 0.000 0.006 0.994 dma Ima ora !em pie 
4sl8 dma 121.64 85.70 52.55 31.94 5.63 0.000 0.000 0.000 0.000 1.000 dma Ima ora lem pie 
4s3 dma 133.76 96.52 65.31 32.25 2.27 0.000 0.000 0.000 0.000 1.000 dma Ima ora lem pie 
4s7 dma 124.61 90.20 55.09 27.29 1.39 0.000 0.000 0.000 0.000 1.000 dma Ima ora lem pie 
5sl dma 137.91 103.06 69.65 35.87 3.50 0.000 0.000 0.000 0.000 1.000 dma Ima ora !em pie 
5s2 dma 146.47 116.50 78.24 45.68 6.77 0.000 0.000 0.000 0.000 1.000 dma Ima ora lem pie 
5s5 dma 113.92 79.98 54.23 35.05 7.03 0.000 0.000 0.000 0.000 1.000 dma Ima ora !em pie 
Table A.10: Case-by-case adjusted results for the colour classifier 
Colour classifier results based on "real world" class distribution 
DATA Obs pie !em ora Ima dma pie !em ora Ima dma 4 
Class p=.0070 p=.5280 p=.3990 p=.0530 p=.0130 p=.0070 p=.5280 p=.3990 p=.0530 p=.0130 p=.0070 p=.5280 p=.3990 p=.0530 p=.0130 
2el0 pie 3.13 13.15 43.85 88.42 127.05 0.664 0.336 0.000 0.000 0.000 pie !em ora Ima dma 
2e12 pie 14.01 46.21 82.03 129.72 159.94 1.000 0.000 0.000 0.000 0.000 pie !em ora Ima dma 
2e16 pie 6.40 17.96 62.76 114.83 144.74 0.811 0.189 0.000 0.000 0.000 pie !em ora Ima dma 
2e2 pie 6.05 31.61 68.01 120.91 136.49 1.000 0.000 0.000 0.000 0.000 pie !em ora Ima dma 
2e5 pie 171.74 209.27 261.57 337.44 311.77 1.000 0.000 0.000 0.000 0.000 pie !em ora dma Ima 
2e61 pie 21.64 58.53 109.00 171.45 170.00 1.000 0.000 0.000 0.000 0.000 pie lem om Ima dma 
2e63 pie 11.58 32.30 77.08 132.49 148.90 0.998 0.002 0.000 0.000 0.000 pie lem ora Ima dma 
2e65 pie 3.49 15.67 51.26 106.04 128.11 0.854 0.146 0.000 0.000 0.000 pie lem ora Ima dma 
*3el pie 12.60 5.41 21.03 57.90 100.61 0.000 0.999 0.000 0.000 0.000 lem pie om Ima dma 
*3ell pie 6.10 4.56 34.73 82.67 116.60 0.006 0.994 0.000 0.000 0.000 lem pie ora Ima dma 
*3el3 pie 2.65 9.53 37.52 81.37 119.12 0.292 0.708 0.000 0.000 0.000 lem pie ora Ima dma 
3e6 pie 8.34 23.29 42.86 89.57 111.53 0.959 0.041 0.000 0.000 0.000 pie !em ora Ima dma 
•112 lem 233.34 256.38 258.13 316.67 249.47 0.998 0.001 0.000 0.000 0.001 pie !em dma ora Ima 
114 lem 5.25 8.25 39.59 83.01 106.38 0.056 0.944 0.000 0.000 0.000 lem pie ora Ima dma 
2110 lem 12.26 3.09 18.72 64.32 103.37 0.000 1.000 0.000 0.000 0.000 !em om pie Ima dma 
2112 lem 8.53 9.57 27.23 73.12 107.13 0.022 0.978 0.000 0.000 0.000 lem pie ora Ima dma 
2116 !em 11.72 2.93 22.35 67.04 108.57 0.000 1.000 0.000 0.000 0.000 !em pie ora Ima dma 
2118 lem 8.26 12.63 27.67 71.20 109.54 0.105 0.895 0.000 0.000 0.000 !em pie ora Ima dma 
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Colour classifier results based on "real world" class distribution (cont from prev page) 
DATA Obs pie !em ora Ima dma pie !em ora Ima dma 1 2 3 4 5 
Class p=.0070 p=.5280 p=.3990 p=.0530 p=.0130 p=.0070 p=.5280 p=.3990 p=.0530 p=.0130 p=.0070 p=.5280 p=.3990 p=.0530 p=.0130 
212 !em 9.17 3.12 24.52 71.34 106.99 0.001 0.999 0.000 0.000 0.000 !em pie ora Ima dma 
213 lem 11.66 11.23 21.26 63.47 98.13 0.011 0.984 0.005 0.000 0.000 !em pie ora Ima dma 
217 !em 13.29 3.35 16.02 56.21 98.09 0.000 0.999 0.001 0.000 0.000 !em ora pie Ima dma 
219 !em 11.23 2.51 19.93 65.00 105.29 0.000 1.000 0.000 0.000 0.000 !em pie ora Ima dma 
312 !em 18.50 1.74 18.36 51.04 83.93 0.000 1.000 0.000 0.000 0.000 lem ora pie Ima dma 
314 lem 24.73 7.67 34.93 72.82 107.46 0.000 1.000 0.000 0.000 0.000 lem pie ora Ima dma 
318 !em 19.75 J.55 19.14 57.39 94.21 0.000 1.000 0.000 0.000 0.000 !em ora pie Ima dma 
31fl !em 36.52 8.11 9.15 30.94 72.41 0.000 0.690 0.310 0.000 0.000 lem ora Ima pie dma 
31f4 lem 24.91 2.40 14.93 48.56 81.26 0.000 0.999 0.001 0.000 0.000 !em ora pie Ima dma 
3lgl !em 34.06 5.20 14.29 42.67 74.85 0.000 0.992 0.008 0.000 0.000 lem ora pie Ima dma 
3lg5 !em 53.59 24.63 55.76 92.15 123.18 0.000 1.000 0.000 0.000 0.000 lem ora pie Ima dma 
4110 !em 18.96 1.26 20.00 57.25 91.00 0.000 1.000 0.000 0.000 0.000 !em ora pie Ima dma 
413 !em 19.62 3.48 20.64 50.87 74.54 0.000 1.000 0.000 0.000 0.000 !em ora pie Ima dma 
415 lem 17.82 2.95 22.16 55.96 89.47 0.000 1.000 0.000 0.000 0.000 !em ora pie Ima dma 
419 !em 16.97 6.12 34.92 75.09 111.39 0.000 1.000 0.000 0.000 0.000 lem pie ora Ima dma 
5110 lem 10.95 3.80 32.53 75.93 110.36 0.000 1.000 0.000 0.000 0.000 lem pie ora Ima dma 
514 lem 26.21 5.08 15.28 47.66 73.82 0.000 0.995 0.005 0.000 0.000 lem ora pie Ima dma 
516 !em 30.51 6.88 15.48 37.15 61.96 0.000 0.990 0.010 0.000 0.000 !em ora pie Ima dma 
lo3 ora 59.17 15.80 9.96 32.05 70.71 0.000 0.067 0.933 0.000 0.000 ora !em Ima pie dma 
2ol0 ora 59.38 24.30 4.89 28.62 74.89 0.000 0.000 1.000 0.000 0.000 ora !em Ima pie dma 
*2o13 Ora 31.89 4.63 5.89 36.54 76.28 0.000 0.714 0.286 0.000 0.000 lem ora pie Ima dma 
2ol5 ora 37.42 12.78 11.21 52.45 91.35 0.000 0.376 0.624 0.000 0.000 ora !em pie Ima dma 
2ol9 ora 41.12 10.81 1.91 29.90 66.30 0.000 O.Q15 0.985 0.000 0.000 ora !em Ima pie dma 
2o20 ora 50.84 16.02 4.85 15.62 57.56 0.000 0.005 0.994 0.001 0.000 ora !em Ima pie dma 
2o5 ora 48.59 20.31 5.71 33.12 77.21 0.000 0.001 0.999 0.000 0.000 ora !em Ima pie dma 
208 ora 93.01 50.38 14.81 31.93 79.09 0.000 0.000 1.000 0.000 0.000 ora Ima !em dma pie 
3o3 ora 50.12 16.22 4.71 22.16 68.30 0.000 0.004 0.996 0.000 0.000 ora !em Ima pie dma 
3o5 ora 44.42 14.13 3.23 25.78 69.31 0.000 0.006 0.994 0.000 0.000 ora !em Ima pie dma 
3o7 ora 37.56 13.76 4.10 33.33 72.75 0.000 0.010 0.990 0.000 0.000 ora !em Ima pie dma 
3o9 ora 50.52 21.94 3.64 26.49 66.97 0.000 0.000 1.000 0.000 0.000 ora !em Ima pie dma 
3of4 ora 34.64 7.52 2.30 30.61 69.60 0.000 0.089 0.911 0.000 0.000 ora !em Ima pie dma 
3ogl ora 70.58 32.09 8.61 6.64 49.90 0.000 0.000 0.737 0.263 0.000 ora Ima !em dma pie 
3og4 ora 56.57 19.66 2.07 14.15 55.48 0.000 0.000 0.999 0.000 0.000 ora Ima !em dma pie 
4o10 ora 53.99 22.27 2.58 12.34 42.29 0.000 0.000 0.999 0.001 0.000 ora Ima lem dma pie 
4o5 ora 62.05 30.70 11.99 12.54 31.84 0.000 0.000 0.908 0.092 0.000 ora Ima !em dma pie 
4o8 ora 51.04 19.83 7.17 21.91 46.80 0.000 0.002 0.998 0.000 0.000 ora !em Ima dma pie 
5ol Ora 42.60 9.35 2.51 24.82 57.99 0.000 0.042 0.958 0.000 0.000 ora !em Ima pie dma 
*5o2 ora 75.47 38.11 19.07 7.10 37.83 0.000 0.000 0.019 0.981 0.000 Ima ora lem dma pie 
506 ora 74.43 41.55 13.19 9.74 39.11 0.000 0.000 0.573 0.427 0.000 ora Ima !em dma pie 
508 ora 64.43 30.97 6.29 5.37 36.96 0.000 0.000 0.826 0.174 0.000 ora Ima lem dma pie 
lr2 Ima 149.75 93.62 40.14 14.67 36.43 0.000 0.000 0.000 1.000 0.000 Ima ora dma !em pie 
2rl Ima 108.75 78.76 38.03 11.27 28.56 0.000 0.000 0.000 1.000 0.000 Ima dma ora !em pie 
2rl3 Ima 97.24 57.31 22.88 1.45 20.63 0.000 0.000 0.000 1.000 0.000 Ima ora dma !em pie 
2rl5 Ima 78.75 41.03 13.63 1.59 29.99 0.000 0.000 O.Q18 0.982 0.000 Ima ora dma !em pie 
2rl7 Ima 109.13 74.34 41.34 10.13 22.15 0.000 0.000 0.000 0.999 0.001 Ima dma ora !em pie 
2rl9 Ima 98.32 58.11 30.57 9.38 48.75 0.000 0.000 0.000 1.000 0.000 Ima ora dma !em pie 
2r4 Ima 83.34 53.81 18.78 8.72 38.71 0.000 0.000 0.047 0.953 0.000 Ima ora dma !em pie 
2r6 Ima 88.74 50.51 24.98 7.61 46.96 0.000 0.000 0.001 0.999 0.000 Ima ora !cm dma pie 
2r8 Ima 124.75 83.59 51.48 15.03 26.54 0.000 0.000 0.000 0.999 0.001 Ima dma ora !em pie 
3rl Ima 93.75 51.37 20.88 1.62 30.81 0.000 0.000 0.000 1.000 0.000 Ima ora dma !em pie 
3rl3 Ima 96.34 53.20 18.54 3.36 37.71 0.000 0.000 0.004 0.996 0.000 Ima ora dma !em pie 
3rl5 Ima 107.57 58.83 18.87 1.84 35.13 0.000 0.000 0.002 0.998 0.000 Ima ora dma !em pie 
3rl7 Ima 92.71 49.17 15.51 2.30 40.92 0.000 0.000 0.010 0.990 0.000 Ima ora dma !em pie 
3rl9 Ima 91.47 47.11 11.76 3.04 34.57 0.000 0.000 0.088 0.912 0.000 Ima ora dma !em pie 
3r4 Ima 116.59 70.95 23.53 10.81 45.61 0.000 0.000 0.013 0.987 0.000 Ima ora dma !em pie 
3r6 Ima 111.71 63.44 23.99 3.49 39.95 0.000 0.000 0.000 1.000 0.000 Ima ora dma !em pie 
3r9 Ima 111.16 66.72 28.06 3.16 33.39 0.000 0.000 0.000 1.000 0.000 Ima ora dma !em pie 
4rl0 Ima 80.50 42.30 14.72 2.66 22.55 0.000 0.000 O.Q18 0.982 0.000 Ima ora dma !em pie 
4r5 Ima 75.97 35.30 9.20 2.57 32.16 0.000 0.000 0.215 0.785 0.000 Ima ora lcm dma pie 
4r8 Ima 91.34 54.74 21.01 5.15 18.49 0.000 0.000 0.003 0.997 0.000 Ima ora dma !em pie 
*5rl0 Ima 108.30 68.23 34.41 9.36 4.34 0.000 0.000 0.000 0.249 0.751 dma Ima ora Jem pie 
*5r3 Ima 101.69 64.25 31.47 13.92 7.37 0.000 0.000 0.000 0.133 0.866 dma Ima ora !em pie 
5r8 Ima 87.24 51.27 20.28 5.29 13.89 0.000 0.000 0.004 0.993 0.003 Ima ora dma !em pie 
Isl dma 162.80 109.91 67.87 44.91 33.41 0.000 0.000 0.000 0.013 0.987 dma Ima ora !em pie 
ls3 dma 193.96 149.07 120.12 99.68 65.12 0.000 0.000 0.000 0.000 1.000 dma Ima ora !em pie 
3sl dma 119.07 81.88 52.37 20.81 3.81 0.000 0.000 0.000 0.001 0.999 dma Ima ora !em pie 
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Colour classifier results· based on "real world" class distribution (cont from prev page) 
DATA Obs pie !em ora Ima dma pie ·1em ora Ima dma 1 2 3 4 5 
Class p=.0070 p=.5280 p=.3990 p=.0530 p=.0130 p=.0070 p=.5280 p=.3990 p=.0530 p=.0130 p=.0070 p=.5280 p=.3990 p=.0530 p=.0130 
3813 dma 120.81 81.72 43.04 15.66 2.95 0.000 0.000 0.000 0.007 0.993 dma Ima ora lem pie 
3sl6 dma 128.42 92.97 58.89 28.80 0.65 0.000 0.000 0.000 0.000 l.000 dma Ima ora lem pie 
3sl8 dma 121.25 84.31 50.79 23.85 1.03 0.000 0.000 0.000 0.000 l.000 dma Ima ora lem pie 
3;2 'dma 127.87 91.94 60.20 26.13 4.67 0.000 0.000 0.000 0.000 l.000 dma Ima ora lem pie 
3s5 dma 132.25 96.67 63.35 30.35 1.69 0.000 0.000 0.000 0.000 1.000 dma Ima ora lem pie 
3s7 dma 161.71 117.92 95.89 56.45 37.26 0.000 0.000 0.000 0.000 l.000 dma Ima ora !em pie 
3s9 dma 126.89 91.85 59.53 27.36 1.24 0.000 0.000 0.000 0.000 l.000 dma Ima ora !em pie 
4sl0 dma 113.22 82.04 53.13 32.01 5.41 0.000 0~000 0.000 0.000 l.000 dma Ima ora lem pie 
4sl4 dma 155.60 123.68 85:56 50.68 7.21 0.000 0.000 0.000 0.000 l.000 dma Ima ora !em pie 
4sl6 dma 92.23 58.01 33.61 21.54 11.05 0.000 0.000 0.000 0.021 0.979 dma Ima ora !em pie 
4sl8 dma 121.64 85.70 52.55 31.94 5.63 0.000 0.000 0.000 0.000 l.000 dma Ima ora !em pie 
4s3 dma 133.76 96.52 65.31 32.25 2.27 0.000 0.000 0.000 0.000 l.000 dma Ima ora !em pie 
4s7 dma 124.61 90.20 55.09 27.29 1.39 0.000 0.000 0.000 0.000 l.000 dma Ima ora !em pie 
5sl dma l:i7.91 103.06 69.65 35.87 3.50 0.000 0.000 0.000 0.000 l.000 dma_. Ima ora lem pie 
5s2 dma 146.47 116.50 78.24 45.68 6.77 0.000 0.000 0.000 0.000 1;000 dma lma ora lem pie 
5s5 dma 113.92 79.98 54.23 35.05 7.03 0.000 0.000 0.000 0.000 l.000 dma ·Jma ora lem ple 
AppendixB 
Plant Position Classifier Statistics 
B.1 Discriminant function analysis summary 
Table B.1: Summary of forward stepwise discriminant analysis 
Order of addition of features, and discriminatory potentials 
FEATURE Step no. F-to-include p-level Wilks' A 
width variance 1 81.50089 0.000000 0.333603 
area 2 25.52438 0.000000 0.204831 
error in fit to mean smoker template 3 13.63237 0.000000 0.153152 
tip angle 4 5.26589 0.000144 0.135414 
absolute length 5 6.28707 0.000019 0.117021 
error in fit to mean tip template 6 3.26184 0.007463 0.108157 
absolute width 7 2.82360 0.017349 0.100958 
error in fit to mean leaf template 8 2.66751 0.023352 0.094556 
error in fit to mean priming template 9 1.34814 0.245725 0.091413 
error in fit to mean cutter template 10 1.45871 0.205122 0.088117 
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Table B.2: Individual discriminatory value of features in the plant position classifier 
Discriminatory potential of individual features 
FEATURE Wilks' A Partial A. F-to-remove p-level 
width variance 0.091407 0.096400 1.456313 0.205936 
area 0.103369 0.085245 6.750421 0.000008 
error in fit to mean smoker template 0.091989 0.957907 1.713751 0.133121 
tip angle 0.092946 0.948045 2.137280 0.062644 
absolute length 0.100359 0.878014 5.418417 0.000109 
error in fit to mean tip template 0.093039 0.947095 2.178532 0.058102 
absolute width 0.095730 0.920473 3.369536 0.006083 
error in fit to mean leaf template 0.091473 0.963305 1.485617 0.196164 
error in fit to mean priming template 0.091778 0.960107 1.620456 0.156282 
error in fit to mean cutter template 0.091413 0.963946 1.458707 0.205122 
B.2 Plant position classification functions 
Table B.3: Decision functions for the plant position classifier 
Decision functions for the six plant position groups 
FEATURE primings lugs cutters leaf smokers tips 
width variance 6.20 6.22 6.24 6.18 6.17 6.14 
area -1894.59 -1866.81 -1832.00 -1815.30 -1923.60 -1808.28 
error in fit to mean smoker template -0.08 -0.08 -0.08 -0.08 -0.08 -0.08 
tip angle 1.83 1.75 1.81 1.78 1.85 1.78 
absolute length 0.09 0.08 0.08 0.08 0.09 0.08 
error in fit to mean tip template 0.27 0.27 0.27 0.27 0.27 0.27 
absolute width 0.08 0.08 0.08 0.08 0.09 0.09 
error in fit to mean leaf template -0.66 -0.66 -0.66 -0.66 -0.66 -0.65 
error in fit to mean priming template 0.68 0.68 0.68 0.68 0.68 0.67 
error in fit to mean cutter template -0.23 -0.23 -0.23 -0.23 -0.23 -0.23 
I constant I -2384.79 I -2405.53 I -2399.26 I -2382.41 I -2397.61 I -2322.36 I 
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B.3 Case-by-case presentation of test results 
Table B.4: Squared Mahalanobis distances and a posteriori probabilities 
Plant position classification results 
Data Pl Pas priming Jug cutter leaf smoker tip priming lug cutter leaf smoker tip 
•1 priming 13.6052 14.5014 10.2476 10.0642 10.5376 21.3080 0.057049 0.036445 0.305732 0.335091 0.264470 0.001212 
2 priming 10.1442 11.6611 13.2572 13.9062 12.5590 21.1246 0.468431 0.219409 0.098776 0.071405 0.140045 0.001933 
3 priming 7.0569 9.8493 10.2837 20.7881 21.2750 35.7063 0.690315 0.170884 0.137516 0.000720 0.000564 0.000000 
4 priming 5.6447 9.2927 10.3433 21.4702 20.7632 33.6301 0.795097 0.128314 0.075883 0.000291 0.000414 0.000001 
5 priming 10.5623 11.6373 17.4990 23.6689 28.6926 37.2264 0.618458 0.361311 0.019277 0.000882 0.000072 0.000001 
6 priming 2.4391 3.1568 6.2914 12.7526 16.6070 31.1460 0.540315 0.377393 0.078727 0.003112 0.000453 0.000000 
•1 priming 8.9748 7.8775 9.0146 9.5598 13.5227 30.8286 0.219274 0.379541 0.214952 0.163665 0.022564 0.000004 
*8 priming 4.0763 3.9653 7.8728 12.6290 13.1917 32.8934 0.448171 0.473753 0.067150 0.006227 0.004700 0.000000 
9 priming 6.8330 7.2007 8.7916 13.1746 16.1609 26.6803 0.442656 0.368320 0.166250 0.018578 0.004174 0.000022 
IO priming 0.8959 1.7615 2.9468 7.5013 9.9817 22.3408 0.486669 0.315704 0.174535 0.017902 0.005179 0.000011 
11 priming 5.9900 6.1417 9.7605 17.9472 21.7931 34.9317 0.480382 0.445303 0.072920 0.001217 0.000178 0.000000 
12 priming 15.3070 19.7161 19.9802 31.5885 31.5819 42.5752 0.828132 0.091341 0.080043 0.000241 0.000242 0.000001 
13 priming 4.1921 6.2975 9.0769 15.2518 18.9611 27.9359 0.694180 0.242269 0.060362 0.002754 0.000431 0.000005 
*14 priming 7.9261 5.5247 7.5253 6.5139 I0.4735 34.5658 0.127387 0.423228 0.155650 0.258093 0.035642 0.000000 
15 priming 11.0265 11.6026 13.2409 16.7078 19.3460 21.9888 0.463305 0.347362 0.153119 0.027052 0.007233 0.001929 
16 priming 2.8943 4.4634 9.8635 15.4605 18.2874 33.2335 0.671450 0.306401 0.020590 0.001254 0.000305 0.000600 
17 priming 15.7986 18.3756 24.9648 24.4498 26.3588 37.3628 0.766732 0.211370 0.007838 0.010140 0.003904 0.000016 
18 priming 4.9005 5.6531 8.4986 14.5825 17.3895 28.0882 0.537141 0.368695 0.088873 0.004243 0.001043 0.000005 
19 priming 4.8598 7.3655 8.2771 15.0219 17.3112 27.2934 0.677964 0.193686 0.122788 0.004212 0.001341 0.000009 
20 priming 9.4376 9.6956 17.4495 19.3430 25.7752 32.4278 0.525069 0.461507 0.009560 0.003709 0.000149 0.000005 
21 priming 7.0250 I0.1890 16.0777 20.1107 23.8859 34.8759 0.820988 0.168766 0.008883 0.001183 0.000179 0.000001 
•22 priming 2.2365 2.2163 5.2698 9.8091 11.7726 28.9917 0.442324 0.446814 0.097071 0.010032 0.003759 0.000001 
23 priming 2.1272 5.6009 8.9281 16.1553 14.8333 29.6107 0.825033 0.145266 0.027521 0.000742 0.001437 0.000001 
24 priming 5.9451 9.8958 12.1147 18.5952 14.6141 34.2461 0.833781 0.115657 0.038137 0.001493 0.010930 0.000001 
25 priming 10.5375 12.9903 17.8035 24.0176 25.8011 35.7488 0.756746 0.221984 0.020005 0.000895 0.000367 0.000003 
*26 priming 11.6100 10.1353 11.4064 16.3153 21.6739 38.3933 0.232600 0.486226 0.257531 0.022124 0.001518 0.000000 
27 priming 4.7350 5.6781 10.1711 18.2303 19.7179 33.9782 0.591095 0.368867 0.039015 0.000694 0.000330 0.000000 
28 priming 4.1426 5.9565 6.7961 14.7841 9.3895 25.7983 0.572563 0.231168 0.151919 0.002799 0.041540 0.000011 
29 priming 7.4061 12.4726 13.0217 21.8808 20.3955 32.0181 0.875679 0.069529 0.052835 0.000630 0.001323 0.000004 
*30 priming 7.6627 7.9059 7.2734 10.0642 9.8850 14.9066 0.266154 0.235679 0.323339 0.080102 0.087612 0.007115 
31 priming 3.1456 3.8150 4.0176 6.8313 8.3762 23.0785 0.385539 0.275884 0.249303 0.061056 0.028201 0.000018 
*32 priming 5.2575 2.9164 2.8968 4.9377 11.5981 25.4803 0.115011 0.370778 0.374423 0.134954 0.004829 0.000005 
*33 priming 6.3117 5.1363 5.5014 5.6517 8.9607 24.8629 0.167892 0.302168 0.251753 0.233524 0.044647 0.000016 
34 priming 4.3240 5.0578 5.7623 9.7214 10.3761 29.4253 0.435566 0.301795 0.212191 0.029311 0.021129 0.000002 
35 priming 5.7912 7.3526 11.7541 15.9470 17.2586 32.0212 0.658647 0.301719 0.033406 0.004105 0.002131 0.000001 
36 lug 5.9109 3.9298 5.3407 8.4787 14.4449 32.1964 0.188196 0.506763 0.250280 0.052122 0.002639 0.000000 
37 lug 8.3084 6.7082 10.1432 12.5774 14.3294 41.5482 0.263656 0.586824 0.105341 0.031190 0.012989 0.000000 
38 lug 9.4055 8.2965 8.8225 9.4502 11.5951 18.7242 0.185132 0.322333 0.247791 0.181043 0.061946 0.001754 
*39 lug 10.3779 11.3670 17.5119 27.2716 29.7038 42.3309 0.610363 0.372230 0.017237 0.000131 0.000039 0.000000 
40 lug 2.4114 1.5039 3.4231 6.5431 11.5823 25.0973 0.301741 0.475000 0.181943 0.038234 0.003077 0.000004 
*41 lug 2.4388 2.9245 3.1230 6.8816 6.4808 18.3115 0.365492 0.286697 0.259603 0.039642 0.048436 0.000131 
42 lug 3.3488 2.6627 4.6745 6.5622 9.7969 25.0203 0.315958 0.445259 0.162838 0.063366 0.012573 0.000006 
*43 lug 13.2896 14.6304 8.3795 11.4344 10.3806 22.5243 0.050051 0.025602 0.582951 0.126556 0.214345 0.000494 
44 lug 3.7388 1.3831 4.5267 5.7940 12.5951 27.9355 0.188983 0.613684 0.127448 0.067629 0.002256 0.000001 
45 lug 29.5412 25.0857 25.7076 27.4888 43.1629 52.6330 0.050328 0.466992 0.342188 0.140437 0.000055 0.000000 
46 lug 6.7181 3.5494 7.9592 6.2778 14.4511 29.1790 0.130193 0.634829 0.069998 0.162253 0.002725 0.000002 
*47 lug 3.3561 4.3754 8.9153 13.4205 18.6472 32.2363 0.598874 0.359763 0.037169 0.003907 0.000286 0.000000 
48 lug 5.5090 2.7278 5.2162 5.1430 11.3570 32.1022 0.134598 0.540725 0.155818 0.161628 0.007231 0.000000 
*49 lug 2.5265 4.3202 6.9181 14.4654 14.2151 32.6048 0.655928 0.267511 0.072984 0.001676 0.001900 0.000000 
•so lug 3.7695 3.9989 8.9132 11.6595 15.6946 28.7478 0.502532 0.448055 0.038389 0.009724 0.001293 0.000002 
*51 Jug 5.6232 7.3056 11.0554 18.0907 21.4494 28.4467 0.666821 0.287522 0.044098 0.001308 0.000244 0.000007 
52 lug 12.7834 9.2735 15.1938 17.3571 29.3237 41.4331 0.139188 0.804932 0.041705 0.014139 0.000036 0.000000 
53 lug 7.7379 4.7531 8.7110 8.2468 17.3996 36.2535 0.146070 0.649708 0.089798 0.113258 0.001166 0.000000 
*54 lug 3.2526 5.1123 8.3867 17.1324 19.5002 31.8179 0.679057 0.267959 0.052124 0.000658 0.000201 0.000000 
*55 Jug 4.2480 6.9259 10.9053 19.7425 18.9774 32.8400 0.769809 0.201779 0.027591 0.000333 0.000487 0.000000 
*56 lug 8.3051 5.0513 4.4275 4.9115 12.5009 30.5075 0.053711 0.273289 0.373321 0.293087 0.006591 0.000001 
*57 Jug 4.0068 4.3068 7.3374 7.9743 12.1603 20.4130 0.453593 0.390406 0.085790 0.062393 0.007694 0.000124 
*58 Jug 8.6496 5.5120 4.4303 7.5649 7.9470 25.8322 0.058182 0.279324 0.479735 0.100077 0.082671 0.000011 
59 lug 7.5638 7.3943 13.8287 17.4020 22.1245 38.4315 0.467280 0.508605 0.020379 0.003414 0.000322 0.000000 
60 lug 0.8736 3.6655 4.3791 6.1111 12.0297 33.7147 0.082634 0.456499 0.319502 0.134396 0.006969 0.000000 
B. Plant Position Classifier Statistics 164 
Plant position classification results (cont from prev page) 
Data P!Pos priming lug cutter leaf smoker tip priming lug cutter leaf smoker tip 
61 lug 11.2972 9.7095 11.9812 10.0673 11.4581 20.5227 0.149155 0.329914 0.105954 0.275868 0.137628 0.001480 
62 lug 9.9352 7.5278 9.1795 7.6849 8.7821 22.5823 0.093861 0.312789 0.136956 0.289161 0.167066 0.000168 
*63 lug 10.0479 7.8195 4.1087 4.2670 4.3897 26.0214 0.017105 0.052121 0.333269 0.307908 0.289590 0.000006 
64 lug 4.6659 3.7427 5.9267 8.7047 13.3650 29.9395 0.306319 0.485990 0.163077 0.040658 0.003955 0.000001 
*65 lug 12.5691 8.0896 7.0776 5.5903 11.0757 33.4927 0.016435 0.154347 0.256001 0.538537 0.034679 0.000000 
66 lug 24.6985 20.0336 28.0046 33.8548 41.4481 60.3281 0.086917 0.895529 0.016641 0.000893 0.000020 0.000000 
*67 lug 14.4749 13.9289 11.9721 20.1859 15.0217 36.9149 0.150888 0.198248 0.527391 0.008680 0.114792 0.000002 
68 lug 9.4315 8.2633 15.3672 19.6717 29.5924 41.2512 0.350782 0.629073 0.018035 0.002096 0.000015 0.000000 
69 lug 4.5858 3.7429 5.3575 6.3574 9.3543 21.8224 0.269637 0.410962 0.183314 0.111189 0.024849 0.000049 
*70 lug 7.7553 7.5083 5.7355 7.0719 6.0974 13.0055 0.115639 0.130842 0.317473 0.162748 0.264923 0.008376 
*71 cutter 6.6657 3.7094 2.3908 1.9279 6.4106 23.6385 0.038934 0.170719 0.330075 0.416033 0.044232 0.000008 
72 cutter 6.9651 6.1773 3.3552 4.4866 7.4512 20.8359 0.078121 0.115833 0.474950 0.269754 0.061266 0.000076 
*73 cutter 13.9467 13.0101 9.8685 11.5493 7.7483 12.8561 0.026665 0.042592 0.204881 0.088416 0.591445 0.046001 
74 cutter 7.1790 6.1578 4.0237 7.5453 14.5397 28.1278 0.119510 0.19913l 0.578836 0.099506 0.003013 0.000003 
75 cutter 7.5157 7.6863 7.2781 10.8918 7.8853 30.0045 0.246275 0.226134 0.277338 0.045532 0.204718 0.000003 
76 cutter 9.9437 6.0786 4.8492 6.2564 12.6030 29.4777 0.036679 0.253349 0.468470 0.231795 0.009704 0.000002 
77 cutter 13.9937 11.3168 9.1842 11.9086 9.3958 30.5268 0.034856 0.132910 0.386053 0.098870 0.347302 0.000009 
78 cutter 5.3924 3.9474 3.1621 4.6230 11.4780 24.7892 O.l3l 123 0.270049 0.399924 0.192641 0.006255 0.000008 
79 cutter 8.5419 8.5140 3.6539 8.7116 7.9782 23.6175 0.063381 0.064268 0.730082 0.058223 0.084012 0.000034 
80 cutter 12.8346 14.8558 12.1137 21.3232 15.0519 35.0526 0.318235 0.115837 0.456340 0.004565 0.105018 0.000005 
81 cutter 12.7165 11.4347 4.2199 6.7094 8.1338 23.4445 0.009715 0.018441 0.679909 0.195827 0.096063 0.000045 
82 cutter 10.1637 8.1180 5.7877 11.2458 10.5437 25.9367 0.070884 0.197129 0.632080 0.041263 0.058617 0.000027 
83 cutter 13.1312 10.7161 6.9657 8.0655 13.5796 36.5237 0.025283 0.084581 0.551625 0.318306 0.020205 0.000000 
*84 cutter 32.7230 24.9470 18.0508 11.7863 23.2379 38.9384 0.000027 0.001323 0.041611 0.953927 0.003111 0.000001 
85 cutter 9.5462 6.0960 3.0090 3.0212 11.2801 27.0841 0.016828 0.094462 0.442165 0.439470 0.007072 0.000003 
86 cutter 6.9787 4.5573 1.6764 3.0907 8.2073 23.4430 0.038382 0.128804 0.543877 0.268162 0.020765 0.000010 
*87 cutter 5.4804 7.1777 9.4684 12.6722 12.9736 30.5337 0.619125 0.264981 0.084295 0.016986 0.014610 0.000002 
*88 cutter 9.4210 5.9072 6.4923 8.2093 15.3831 28.2247 0.076907 0.445625 0.332604 0.140954 0.003902 0.000006 
89 cutter 23.1296 16.9123 15.3135 17.0809 26.3769 45.4561 0.010642 0.238279 0.529967 0.219014 0.002098 0.000000 
*90 cutter 10.7241 7.2979 6.1806 4.6483 15.3730 26.2059 0.026881 0.149082 0.260643 0.560752 0.002630 0.000012 
91 cutter 3.2057 2.6728 1.7585 5.4275 8.8240 27.4191 0.210229 0.274419 0.433461 0.069222 0.012668 0.000001 
92 cutter 5.3587 4.7881 2.4826 8.8015 I l.l 122 27.9837 0.147545 0.196253 0.621508 0.026383 0.008309 0.000002 
*93 cutter 8.5502 13.9128 16.4298 25.6932 26.5788 33.5572 0.918911 0.062924 0.017875 0.000174 0.000112 0.000003 
*94 cutter 18.0449 17.5517 17.3565 13.5333 12.2554 7.8775 .005190 0.006642 0.007322 0.049527 0.093828 0.837491 
95 cutter 5.4592 5.0022 3.3380 6.8320 8.1424 19.0358 0.169183 0.212612 0.488623 0.085163 0.044229 0.000191 
96 cutter 6.2848 8.4014 5.1631 9.7934 6.7320 18.4724 0.245451 0.085183 0.430070 0.042470 0.196273 0.000554 
97 cutter 7.8374 6.5076 5.6205 12.0118 10.5012 32.4119 0.157187 0.305617 0.476206 0.019496 0.041493 0.000001 
98 cutter 14.9608 11.3481 5.3436 8.0796 15.7706 30.6207 0.006191 0.037693 0.758787 0.193196 0.004130 0.000002 
99 cutter 13.4050 10.4731 5.8075 9.5685 15.3876 33.3450 0.017495 0.075785 0.781097 0.119129 0.006493 0.000001 
100 cutter 6.7738 6.9892 2.9783 10.2935 9.8875 23.2410 0.111710 0.100305 0.745186 0.019222 0.023548 0.000030 
IOI cutter 12.9080 I 1.1946 9.6635 12.6937 12.9423 22.6445 0.095025 0.223821 0.481242 0.105771 0.093410 0.000730 
*102 cutter 5.1823 7.6408 10.7661 17.0686 21.4486 35.5428 0.737071 0.215593 0.045186 0.001934 0.000216 0.000000 
•103 cutter 8.1339 5.1734 2.8835 1.4696 5.4823 20.2878 0.019620 0.086214 0.270904 0.549341 0.073876 0.000045 
104 cutter 7.3620 6.9362 5.9314 8.1004 6.3900 24.0349 0.151527 0.187482 0.309842 0.104749 0.246364 0.000036 
105 cutter 12.3805 12.2831 7.1159 7.9594 7.2575 14.2812 0.026030 0.027328 0.361954 0.237406 0.337218 0.010063 
*106 leaf 13.0493 I0.0331 13.9128 11.0210 15.4769 34.0919 0.108441 0.489948 0.070419 0.298974 0.032215 0.000003 
107 leaf 15.1520 11.3296 10.0254 6.3852 17.1566 28.4641 0.009880 0.066801 0.128224 0.791457 0.003626 0.000013 
108 leaf 14.9022 13.5819 14.4173 7.8174 12.3563 23.2464 0.023616 0.045697 0.030095 0.815890 0.084338 0.000364 
*109 leaf 4.8717 2.7598 3.9892 4.5149 9.6271 26.0304 0.148866 0.427943 0.231440 0.177938 0.013810 0.000004 
!JO leaf 18.4336 12.1454 I0.6173 4.2845 14.1955 37.1414 0.000791 0.018356 0.039408 0.934860 0.006586 0.000000 
III leaf 11.8109 9.5851 11.0344 8.8234 12.6160 23.6287 0.093961 0.285949 0.138535 0.418475 0.062825 0.000255 
112 leaf 18.1866 13.1625 8.6965 8.0674 21.l955 35.2788 0.003495 0.043099 0.402012 0.550616 0.000776 0.000001 
*113 leaf 6.0220 3.5706 7.6680 11.7746 15.7049 30.0421 0.203671 0.693811 0.089434 0.011476 0.001608 0.000001 
114 leaf 10.6420 9.1294 8.8075 6.9149 15.0601 24.9349 0.082032 0.174763 0.205286 0.528846 0.009008 0.000065 
115 leaf 20.7944 14.0323 12.9009 12.6757 24.8370 42.9244 0.007131 0.209651 0.369141 0.413133 0.000945 0.000000 
116 leaf 24.2124 19.7691 12.2580 7.5274 12.9934 18.6438 0.000204 0.001885 0.080601 0.858196 0.055804 0.003309 
*I 17 leaf 10.8754 8.0191 10.1508 10.2904 12.8055 29.9737 0.120071 0.500812 0.172498 0.160868 0.045742 0.000009 
118 leaf 19.2469 13.3158 I0.3911 4.4080 11.4776 30.5299 0.000549 0.010657 0.045997 0.916078 0.026717 0.000002 
119 leaf 15.6347 14.2103 11.9173 11.5640 22.7718 35.9483 0.058353 0.118953 0.374355 0.446692 0.001645 0.000002 
120 leaf 32.5314 27.9202 20.5943 14.9493 21.l796 34.3324 0.000138 0.001380 0.053780 0.904512 0.040135 0.000056 
121 leaf 24.2037 18.5926 14.6945 10.5129 17.7010 38.2852 0.000910 0.015046 0.105656 0.854889 0.023498 0.000001 
122 leaf 13.5133 9.4273 6.3981 1.6121 6.7812 17.8667 0.002189 0.016884 0.076784 0.840496 0.063398 0.000248 
123 leaf 22.2610 17.7803 11.6450 6.9636 10.7057 19.8262 0.000379 0.003564 0.076592 0.795680 0.122503 0.001281 
124 leaf 19.7099 15.1346 9.3090 5.7897 7.9401 25.7536 0.000623 0.006136 0.112952 0.656309 0.223950 0.000030 
125 leaf 21.6194 16.5338 11.2142 10.9559 23.0236 39.5112 0.002483 0.031570 0.451258 0.513458 0.001230 0.000000 
126 leaf 18.0603 13.6873 9.2558 3.8208 7.8968 18.7200 0.000671 0.005978 0.054808 0.829932 0.108128 0.000483 
_ _I 
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Data PlPos priming lug cutter leaf smoker tip priming lug cutter leaf smoker tip 
*127 leaf 9.1678 4.7247 6.6603 5.6602 15.3768 29.8057 0.051160 0.471783 0.179233 0.295528 0.002294 0.000002 
128 leaf 25.0565 22.2427 19.0421 14.5353 14.8236 28.1216 0.002598 0.010610 0.052564 0.500425 0.433241 0.000561 
129 leaf 15.9269 14.7783 7.7061 5.1113 8.2866 17.9544 0.003004 0.005335 0.183170 0.670373 0.137027 0.001090 
130 leaf 23.6204 21.4866 23.1959 15.1872 15.9190 31.8587 0.008334 0.024223 0.010305 0.565082 0.391921 0.000136 
131 leaf 16.9781 13.7830 12.0623 6.0864 8.5648 30.7616 0.003159 0.015609 0.036897 0.732261 0.212071 0.000003 
132 leaf 9.2652 6.7442 4.6243 4.0789 5.2440 19.1514 0.028126 0.099205 0.286335 0.376093 0.210040 0.000201 
*133 leaf 15.4778 13.7177 11.6870 11.3400 3.7274 15.8356 0.002667 0.006431 0.017751 0.021115 0.949805 0.002230 
*134 leaf 7.3151 4.7831 1.8304 2.6195 7.4458 27.2283 0.031777 0.112704 0.493283 0.332469 0.029767 0.000002 
*135 leaf 17.0735 15.1335 7.1868 7.1102 4.8183 16.9173 0.001335 0.003522 0.187236 0.194544 0.611919 0.001444 
136 leaf 17.5506 12.9270 9.2491 6.4604 11.4067 21.0837 0.002838 0.028648 0.180188 0.726575 0.061266 0.000485 
137 leaf 13.2546 9.1697 5.4530 2.6333 4.1918 22.5664 0.002829 0.021806 0.139852 0.572742 0.262744 0.000027 
*138 leaf 2.5579 2.7974 1.1420 4.1990 5.1811 19.4582 0.216135 0.191736 0.438720 0.095139 0.058223 0.000046 
139 leaf 13.6852 10.7469 10.7497 5.1302 10.5279 23.4902 0.011548 0.050179 0.050111 0.832090 0.055987 0.000086 
140 leaf 16.6350 12.2385 7.5959 3.8608 12.3279 26.4214 0.001419 0.012787 0.130286 0.843269 0.012228 0.000011 
141 smoker 16.5730 13.3115 12.8600 8.1633 6.0564 19.2582 0.003677 0.018783 0.023539 0.246420 0.706620 0.000960 
*142 smoker 16.6186 12.2446 9.2205 4.1315 6.5857 27.6261 0.001397 0.012444 0.056447 0.718946 0.210760 0.000006 
143 smoker 21.9063 20.1836 11.4060 12.5529 8.4225 21.1555 0.000870 0.002058 0.165738 0.093405 0.736664 0.001266 
*144 smoker 2.1208 3.9818 2.7432 8.2819 8.4905 21.9934 0.451615 0.178097 0.330831 0.020745 0.018690 0.000022 
145 smoker 33.2114 33.7998 28.4709 35.7460 19.9349 32.9087 0.001286 0.000958 0.013759 0.000362 0.982139 0.001496 
*146 smoker 12.6736 12.7091 6.0266 9.7801 7.8875 19.4514 0.022238 0.021846 0.617244 0.094492 0.243430 0.000750 
147 smoker 21.5266 19.9084 19.2814 22.4767 10.4870 24.2535 0.003894 0.008746 0.011966 0.002422 0.971975 0.000996 
148 smoker 16.4051 14.1949 11.5735 9.9339 7.0775 22.6582 0.006815 0.020579 0.076326 0.173263 0.722717 0.000299 
149 smoker 24.7719 23.6191 17.8824 17.4247 9.3367 27.1059 0.000431 0.000767 0.013499 0.016970 0.968200 0.000134 
150 smoker 17.7315 14.1021 9.9933 8.5320 4.8783 12.1109 0.001267 0.007779 0.060695 0.126029 0.783176 0.021053 
151 smoker 24.1459 20.3901 16.7761 13.7411 11.8116 31.6166 0.001417 0.009264 0.056438 0.257393 0.675456 0.000034 
*152 smoker 36.4983 31.7300 26.7560 17.5452 22.9253 35.1219 0.000071 0.000771 0.009267 0.926838 0.062912 0.000141 
*153 smoker 17.0957 15.1834 8.0661 6.1334 6.7361 14.4899 0.001936 0.005038 0.176913 0.464975 0.344012 0.007126 
*154 smoker 19.9950 16.4862 15.8162 8.6595 13.5354 30.9500 0.003035 0.017541 0.024522 0.878188 0.076702 0.000013 
155 smoker 19.5143 14.2598 15.3394 14.9370 ll.6714 28.7789 0.012012 0.166203 0.096876 0.118467 0.606325 0.000117 
*156 smoker 39.7647 37.1248 32.4785 24.3067 26.0859 42.3018 0.000308 0.001152 O.QJ 1755 0.699378 0.287321 0.000087 
*157 smoker 6.7819 82485 16.1395 19.4305 21.4435 34.6615 0.670207 0.321926 0.006226 0.001201 0.000439 0.000001 
158 smoker 35.2752 41.2292 34.5415 35.7742 23.1646 23.9409 0.001391 0.000071 0.002008 0.001084 0.593121 0.402325 
159 smoker 20.2519 21.3479 21.1972 18.6427 10.9090 18.3585 0.008782 0.005077 0.005474 0.019635 0.938398 0.022634 
160 smoker 19.5183 17.1731 12.2727 10.1429 3.5002 10.2933 0.000307 0.000991 0.011489 0.033323 0.922981 0.030909 
161 smoker 33.9993 34.7303 32.2833 30.9690 19.6380 23.1641 0.000646 0.000448 0.001524 0.002940 0.848847 0.145595 
*162 smoker 37.5132 36.5165 32.1529 32.0910 16.6412 12.8833 0.000004 0.000006 0.000057 0.000059 0.132491 0.867384 
163 smoker 34.6096 32.6891 21.9635 20.9847 18.4869 31.5670 0.000215 0.000563 0.119996 0.195755 0.682486 0.000986 
164 smoker 20.3616 223229 12.7932 17.5786 8.0514 14.1128 0.001841 0.000690 0.080995 0.007401 0.867201 0.041872 
165 smoker 42.0378 37.1401 38.0230 30.6814 23.3133 41.5009 0.000084 0.000968 0.000623 0.024462 0.973754 0.000109 
166 smoker 34.1012 32.9381 22.9478 23.1736 10.9017 18.8363 0.000009 0.000016 0.002367 0.002114 0.977005 0.018490 
167 smoker 23.1394 20.3251 15.2468 14.3930 11.3198 32.8160 0.001981 0.008092 0.102510 0.157100 0.730302 0.000016 
168 smoker 22.0824 20.4103 15.6457 17.9470 10.3676 13.0761 0.002099 0.004844 0.052458 0.016600 0.734412 0.189587 
169 smoker 17.4810 17.1808 9.9931 12.1056 5.6548 16.8687 0.002324 0.002700 0.098212 0.034154 0.859455 0.003156 
*170 smoker 16.0350 15.1936 12.5705 8.8121 11.2139 18.1462 0.017642 0.026869 0.099733 0.653088 0.196529 0.006139 
171 smoker 47.8890 45.0369 42.1283 40.4178 26.6356 33.8932 0.000024 0.000098 0.000420 0.000989 0.972647 0.025822 
172 smoker 53.5655 52.9763 46.6559 53.1226 40.9853 47.9433 0.001692 0.002271 0.053552 0.002111 0.912241 0.028132 
*173 smoker 11.0021 9.5940 7.4270 9.5358 12.1036 28.4898 0.085799 0.173476 0.512641 0.178604 0.049466 0.000014 
*174 smoker 8.1028 10.4329 13.4620 18.2684 13.6500 29.6032 0.690054 0.215232 0.047333 0.004280 0.043087 0.000015 
175 smoker 20.7580 23.3646 19.3008 27.0125 16.8701 18.3091 0.072589 0.019717 0.150415 0.003182 0.507126 0.246970 
176 tip 43.0383 40.1331 33.4565 31.4205 18.7920 12.5896 0.000000 0.000001 0.000028 0.000078 0.043054 0.956839 
177 tip 39.2828 41.2838 37.8654 35.2665 31.6730 8.5838 0.000000 0.000000 0.000000 0.000002 0.000010 0.999988 
178 tip 27.0144 25.9871 20.4579 22.6135 16.6972 10.0720 0.000201 0.000335 0.005319 0.001810 0.034873 0.957462 
179 tip 30.0648 33.8026 28.9714 31.7264 16.6060 15.3110 0.000410 0.000063 0.000708 0.000179 0.343095 0.655545 
180 tip 26.8047 23.3013 19.5073 17.4100 8.1828 7.7175 0.000040 0.000229 0.001527 0.004357 0.439381 0.554466 
181 tip 22.3543 24.7551 20.0384 18.8721 15.6015 7.3141 0.000531 0.000160 0.001690 0.003027 0.015532 0.979061 
182 tip 32.9409 34.2394 30.5049 31.5344 16.7487 8.3413 0.000004 0.000002 0.000015 0.000009 0.014720 0.985249 
183 tip 31.7967 34.2720 26.1335 28.5563 18.7919 9.3717 0.000013 0.000004 0.000227 0.000068 0.008921 0.990767 
184 tip 34.5161 31.9087 26.5756 26.7902 19.5848 8.5316 0.000002 0.000001 0.000120 0.000108 0.003963 0.995798 
185 tip 22.1388 21.6238 21.0913 19.1524 11.2673 8.2582 0.000787 0.001018 0.001328 0.003502 0.180539 0.812826 
186 tip 63.5037 58.8767 54.9473 55.1602 41.7513 23.6830 0.000000 0.000000 0.000000 0.000000 0.000119 0.999880 
*187 tip 28.3384 24.9811 25.5255 23.7371 20.6359 23.4360 0.012646 0.067765 0.051616 0.126221 0.595027 0.146725 
188 tip 31.9921 33.7601 25.1112 23.3065 12.6912 12.2931 0.000029 0.000012 0.000902 0.002224 0.448973 0.547860 
*189 tip 15.8344 17.7425 14.0334 18.4940 10.6973 14.6282 0.052671 0.020288 0.129619 0.013933 0.687217 0.096271 
190 tip 67.5005 70.9013 64.7050 66.3518 50.3074 28.0051 0.000000 0.000000 0.000000 0.000000 0.000014 0.999986 
191 tip 21.0840 22.7953 16.9991 17.9487 12.7939 4.7074 0.000272 0.000116 0.002097 0.001305 0.017173 0.979037 
192 tip 60.0818 63.0176 57.2341 58.4655 49.5079 24.6447 0.000000 0.000000 0.000000 0.000000 0.000004 0.999996 
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Plant position classification results (cont from prev page) 
Data PIPos priming lug cutter leaf smoker tip priming lug cutter leaf smoker tip 
193 tip 31.7664 31:0008 27.1799 23.9573 16.6792 15.0354 0.000160 0.000235 0.001586 0:001945 0.302324 0.687751 
*194 tip 4.9154 5.8182 8.0417 8.2746 l0.4770 18.1749 0.477102 0.303796 0.099943 0.088954 0.029575 0.000630 
195 tip 70.1802 70.6423 71.4006 66.3379 58.0410 26.0395 0.000000 0.000000 0.000000 0.000000 0.000000 1.000000 
196 tip 24.2185 24.8059 21.8260 19.3462 l0.1729 4.8837 0.000059 0.000044 0.000195 0.000675 0.066257 0.932769 
*197 tip 17.2500 15.4310 12.2701 12.7293 6.9135 14.0228 0.004860 0.012068 0.058616 0.046590 0.853465 0.024401 
198 tip 130.4979 132.8037 131.8506 129.7732 111.4592 67.0776 0.000000 0.000000 0.000000 0.000000 0.000000 1.000000 
199 tip 27.3417 32.3801 28.1716 27.4395 22.4561 13.3399 0.000899 0.000072 0.000594 0.000857 0.010348 0.987229 
200 tip 39.2350 39.7377 33.5933 35.1260 29.1985 9.6949 0.000000 0.000000 0.000006 0.000003 0.000058 0.999932 
201 tip 75.8714 77.2073 72.3923 71.3005 61.0561 22.0874 0.000000 0.000000 0.000000 0.000000 0.000000 1.000000 
202 tip 37.4499 45.2312 36.2199 40.8740 31.9197 25.5403 0.002472 0.000051 0.004572 0.000446 0.039255 0.953204 
203 tip 44.2676 43.2403 39.1501 36.8842 24.4186 6.8589 0.000000 0.000000 0.000000 0.000000 0.000154 0.999846 
204 tip 34.2036 38.8036 31.3338 34.5861 17.5611 14.1089 0.000037 0.000004 0.000154 0.000030 0.151049 0.848726 
205 tip 56.7523 55.2517 51.0134 48.4754 42.6603 30.0018 0.000002 0.000003 0.000027 0.000097 .001780 0.998091 
206 tip 40.7738 39.1280 36.9300 30.5442 25.1022 16.7815 0.000006 0.000014 0.000041 0.001010 0.015345 0.983583 
207 tip 35.9011 36.0761 30.2411 30.4250 23.1471 12.9975 0.000011 0.000010 0.000179 0.000163 0.006211 0.993427 
208 tip 35.1806 37.3596 34.0135 34.1026 33.5562 15.3744 0.000050 0.000017 0.000090 0.000086 0.000113 0.999645 
209 tip 40.4688 41.0251 39.9889 37.5598 29.6328 6.9800 0.000000 0.000000 0.000000 0.000000 0.000012 0.999988 
210 tip 32.2489 31.2136 27.9128 27.5089 27.6106 14.4237 0.000134 0.000225 0.001172 0.001434 0.001363 0.995671 
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C.1 Images of primings 
Figure C. 1: The 35 images of primings used in plant position classification 
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C.2 Images of lugs 
Figure C.2: The 35 images of lugs used in plant position classification 
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C.3 Images of cutters 
Figure C.3: The 35 images of cutters used in plant position classification 
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C.4 Images of leaf tobacco 
Figure C.4: The 35 images of leaf used in plant position classification 
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C.5 Images of smoking leaf 
Figure C.5 : The 35 images of smoking leaf used in plant position classification 
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C.6 Images of tips 
Figure C.6: The 35 images of tips used in plant position classification 
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