Abstract. It is well known that external stability of nonlinear input systems can be investigated by means of a suitable extension of the Liapunov functions method. We prove that a complete characterization by means of continuous Liapunov functions is actually possible, provided that the de nition of external stability is appropriately strengthened.
Introduction
A nite dimensional autonomous nonlinear system _ x = f(x u) x 2 R n u 2 R m (1) is said to be bounded input bounded state stable (in short, BIBS stable) if for each initial state and each bounded input u(t) : 0 +1) ! R m the corresponding solution is bounded for t 0 (see 1] for a formal de nition and comments). In the recent paper 3], uniform BIBS stability h a s b e e n characterized by means of certain upper semi-continuous Liapunov functions. In fact, it is known that continuous Liapunov functions may not to exist for BIBS stable systems of the form (1) .
The situation is exactly the same as in the theory of stability for equilibrium positions of systems without inputs (see 2], 4]). In this note we p r o ve that the analogy can be further pursued. We extend to systems with inputs the theory developed in 2]. We s h o w in particular that the existence of continuous Liapunov functions with suitable properties is equivalent t o a t ype of external stability w h i c h is more restrictive than uniform BIBS stability.
In the next section we recall the basic notions (prolongations and prolongational sets associated to a dynamical system). Then we show h o w t h e y generalize to systems with inputs. In Section 3 we i n troduce the de nition of absolute bounded input bounded state stability (our strengthened form of external stability) and state the main result. The last section contains the proof. 
Prerequisites
As already mentioned, for a locally stable equilibrium of a system without inputs _ x = f(x) f 2 C 1 (2) not even the existence of a continuous Liapunov function can be given for sure. In 1964, Auslander and Seibert ( 2] ) discovered that the existence of a continuous generalized Liapunov function is actually equivalent t o a s t r o n g e r form of stability. In order to illustrate the idea, it is convenient to begin with some intuitive considerations. Roughly speaking, stability i s a w ay to describe the behavior of the system in presence of small perturbations of the initial state. More generally, let us assume that perturbations are allowed also at arbitrary positive times: under the e ect of such perturbations, the system may jump from the present trajectory to a nearby o n e . N o w, it may h a p p e n s that an unfortunate superposition of these jumps results in an unstable behavior even if the system is stable and the amplitude of the perturbations tends to zero. This phenomenon is technically described by the notion of prolongation, due to T. Ura and deeply studied in 2]. The existence of a continuous Liapunov function actually prevents the unstable behavior of the prolongational sets. On the other hand, the possibility of taking under control the growth of the prolongational sets leads to the desired strengthened notion of stability.
We proceed now formally to precise what we means for prolongation. First of all, we recall that from a topological point of view, very useful tools for stability analysis are provided by certain sets associated to the given system. These sets depend in general on the initial state. Thus, they can be reviewed as set valued maps. The simplest examples are the positive trajectory issuing from a point x 0 ; + (x 0 ) = fy 2 R n : y = x(t x 0 ) for some t 0g (3) where x( x 0 ) represents the solution of (2) such t h a t x(0 x 0 ) = x 0 , and the positive limit set.
We adopt the following agreements about notation. The open ball of center x 0 and radius r > 0 is denoted by B(x 0 r ). If x 0 = 0 , w e simply write B r instead of B(0 r ). For M R n , w e denote jM j = s u p x2M jxj. Let Q(x) b e a set valued map from R n to R n . F or M R n , w e denote Q(M) = x2M Q(x).
Powers of Q will be de ned iteratively: The operators D and I are idempotent. Moreover, for every set valued map Q, DQ has a closed graph, so that for every x the set (DQ)(x) is closed. However, (IQ)(x) is not closed in general, not even if Q(x) is closed for each x.
When I Q = Q we s a y that Q is transitive. The positive trajectory is an example of a transitive map. In general, DQ is not transitive, not even if Q is transitive. In conclusion, we see that the construction (D(: : : (I(D(I(DQ)))) : : : ))(x) (4) gives rise in general to larger and larger sets.
De nition 1 A prolongation associated to system (2) is a set valued m a p Q(x) which ful ls the following properties:
If Q is a prolongation and it is transitive, it is called a transitive prolongation. The following proposition will be used later (see 2]).
Proposition 2 Let K be a c ompact subset of R n and let Q be a t r ansitive prolongation. Then Q(K) = K if and only if K possesses a fundamental system of compact neighborhoods fK i g such that Q(K i ) = K i .
Starting from the map ; + and using repeatedly the operators D and I , we can construct several prolongational sets associated to (2) . For instance, it is not di cult to see that
is a prolongation, the so called rst prolongation of (2) . The rst prolongation characterizes stability. Indeed, it is possible to prove that an equilibrium x 0 of (1) is stable if and only if D 1 (x 0 ) = fx 0 g. The rst prolongation in general is not transitive.
The intuitive construction (4) can be formalized by means of trans nite induction. This allows us to speak about higher order prolongations. More precisely, let be an ordinal number and assume that the prolongation D (x) of order has been de ned for each ordinal number < . T h e n , w e s e t
The procedure saturates when = , the rst uncountable ordinal number. Indeed, it is possible to prove that I D = D , which o b viously implies D (x) = D (x) for each . Since, as already mentioned, (2) is stable at an equilibrium x 0 if and only if D 1 (x 0 ) = fx 0 g, i t i s n a t u r a l t o g i v e the following de nition.
De nition 2 Let be a n o r dinal number. The equilibrium x 0 is stable of order (or -stable) if D (x 0 ) = fx 0 g. The equilibrium x 0 is said to be absolutely stable when it is -stable.
The main result in the Auslander and Seibert paper 2] is as follows.
Theorem 1
The equilibrium x 0 is absolutely stable for system (2) if and only if there exists a generalized Liapunov function which is continuous in a whole neighborhood of the origin.
Systems with input
The notion of prolongation applies also to systems with inputs ( 5] ). Let us adopt the following agreement: throughout this note an admissible input is any piecewise constant function u( ) : 0 +1) ! U, where U is a preassigned constraint s e t o f R m . In other words, for each admissible input there are sequences ft k g and fu k g such t h a t 0 = t 0 < t 1 < t 2 <: : : < t k : : : and u(t) u k 2 U for t 2 t k;1 t k ). Assume that for each u 2 U, t h e v ector eld f( u ) i s o f c l a s s C 1 . A solution of (1) corresponding to an admissible input u( ) and an initial state x 0 is a continuous curve x( x 0 u ( )) such t h a t x(0 x 0 u ( )) = x 0 and coinciding with an integral curve o f t h e v ector eld f( u k ) o n t h e i n terval (t k;1 t k ). The reachable set A(x 0 U ) relative t o t h e system (1) and the constraint s e t U, is the set of all points lying on solutions corresponding to the initial state x 0 and any admissible input.
Reachable sets are the most natural candidate to play the role of the positive trajectories (3) in the case of systems with inputs. More precisely, let R be a positive r e a l n umber, and let U = B R . W e adopt the simpli ed notation A R (x 0 ) = A(x 0 B R ), and introduce the prolongations (MP) for all R > 0, t h e r e e x i s t s > 0 such that for each admissible input u( ) : 0 +1) ! B R and each solution x( ) of (1) de ned on an interval I and corresponding to u( ), one has that the composite map t 7 ! V (x(t)) is non-increasing on I, p r ovided t h a t jx(t)j for each t 2 I. We are now ready to state our main result.
Theorem 2 System (1) is ABIBS-stable if and only if there exists an ABIBSLiapunov function.
The proof of Theorem 2 is given in the following section. We conclude by the remark that in general an ABIBS stable system does not admit ABIBSLiapunov functions of class C 1 . As an example, consider a system of the form (2) for which there exists a continuous function V (x) w h i c h is radially unbounded and non-increasing along solutions, but not a C 1 function with the same properties. It is proved in 4] that such systems exist, even with f 2 C 1 . Of course, f(x) can be thought o f a s a f u n c t i o n o f x and u, constant with respect to u. A n y V (x) w h i c h is radially unbounded and non-increasing along solutions, can be reinterpreted as an ABIBS Liapunov function.
The proof Su cient part
Assume that there exists a function V (x) with the required properties. In what follows, we adopt the notation W = fx 2 R n : V (x) g : Fix R 0 = 1. According to (MP) w e can associate to R 0 a n umber 0 . In fact, without loss of generality w e can take 0 > R 0 . Let m 0 = max jyj 0 V (y), and pick a n y > m 0 . W e note that Indeed, in the opposite case we could nd > m 0 , x 2 W , y = 2 W , an admissible input u( ) with values in B R0 , and a positive t i m e T such x(T x 0 u ( )) = y. Set for simplicity x(t) = x(t x 0 u ( )). Let 2 (0 T ) such that x( ) 2 W , w h i l e x(t) = 2 W for t 2 ( T]. Such a exists since the solutions are continuous. By construction, V (x( )) = < V ( y). On the other hand, jx(t)j 0 on the interval T], so that V (x(t)) is non-increasing on this interval. A contradiction.
Step 2. For each > m 0 we have (DA R0 )(W ) W .
Even in this case we proceed by c o n tradiction. Assume that it is possible to nd > m 0 , x 2 W , and y 2 (DA R0 )(W ) but y = 2 W . This means V ( x) < V ( y). Let " > 0 be such t h a t + 3 " V ( y). Since V is continuous, there exists > 0 s u c h that V (x) + " < + 2 " < V (y) for all x 2 B( x ) and y 2 B( y ). By the de nition of the operator D, w e can now takẽ x 2 B( x ) a n d y 2 B( y ) in such a w ay t h a t y 2 A R0 (x). This is a contradiction to Step 1: indeed, sincex 2 W +" , w e should havẽ y 2 W +" , a s w ell. On the contrary, the fact that + 2 " < V (ỹ) implies y = 2 W +" . Thus, we h a ve shown that D R0 1 (W ) = W for each > m 0 . T o e n d the proof, we need to make use of trans nite induction. Let be an ordinal number, and assume that the statement D R0 (W ) = W for each > m 0 holds for every ordinal number < . It is not di cult to infer that also (I(D R0 ))(W ) = W for each > m 0 and, hence,
For sake of convenience, let us set E R0 = < (I(D R0 )). The nal step is to prove that External Stability 7 (DE R0 )(W ) W for each > m 0 : Assume that there are > m 0 , x 2 W , a n d y 2 (DE R0 )(W ) b u t y = 2 W . As before, we h a ve V ( x) < V ( y) and, by c o n tinuity, for su ciently small " we c a n n d such t h a t V (x) + " < + 2 " < V (y) for all x 2 B( x ) a n d y 2 B( y ). Let us choosex andỹ satisfying this last conditions, and such t h a t y 2 E R0 (x). This is possible because of the de nition of D. In conclusion, we h a vẽ x 2 W +" , y = 2 W +" , a n d y 2 E R0 (x). A contradiction to (5) . The proof of the lemma is complete.
We are nally able to prove the su cient part of Theorem 2. 
Necessary part
The idea is to construct a Liapunov function V by assigning its level sets for all numbers of the form 2 k j j = 1 : : : 2 k k = 0 1 2 : : :
namely, the reciprocals of the so called dyadic rationals. Note that they are dense in 0 +1 We h a ve so assigned a set to any d y adic reciprocals 2 k j with j = 1 , k = 0 1 2 : : : . Next, consider pairs k j such that k 1 and 2 k;1 j 2 k , t h a t is all dyadic reciprocals such t h a t 2 0 2 k j 2 1 4 if < . This construction can be repeated for all k and j. W e nally obtain an increasing family of compact sets fW g with the property t h a t i f 2 k < 2 k+1 then D Rk (W ) = W .
We a r e n o w ready to de ne the Liapunov function V (x) for all x 2 R n as V (x) = inff : x 2 W g :
Claim A. For each R there exists such that if jxj and y 2 A R (x) then V (y) V (x).
Let R be given and pick the integer k in such a w ay that R k < R R k+1 . We prove that the choice = R k+2 works.
First of all, we remark that if jxj then x = 2 W 2 k+1 , s o t h a t V (x) > 2 k+1 . Let the integer p be such t h a t 2 k+1 2 p V (x) < 2 p+1 , and let be adyadic reciprocal such t h a t V (x) < < 2 p+1 . Of course x 2 W , and hence It follows that if y 2 A R (x), then V (y) . Since can be taken arbitrarily close to V (x), Claim A is proved.
Note that Claim A implies property ( MP).
Claim B. V (x) is radially unbounded.
Let N > 0, and let k be an integer such that N < 2 k . F or jxj > R 2 k+1 , we h a ve x = 2 W 2 k , that is V (x) 2 k . Claim C. V (x) is continuous.
First, we remark that by construction, V is locally bounded. Assume that we c a n n d a p o i n t x 2 R n and a sequence x ! x such that V (x ) d o e s n o t converge to V ( x). By possibly taking a subsequence, we h a ve lim V (x ) = l 6 = V ( x) :
Assume rst that V (x) < l and pick a d y adic reciprocal in such a w ay that V (x) < < l and x 2 Int W . F or all su cient large , w e should have x 2 W as well. But then, V (x ) < , and this is a contradiction to (7).
The case V (x) > l is treated in a similar way. Also the proof of the necessary part is now complete.
