ABSTRACT This paper investigates the problem of H ∞ stabilization for nonuniform sampling fuzzy systems. To achieve better performance, a parallel distributed compensation scheme is proposed to design a nonlinear controller. By taking the deviation bounds of asynchronous normalized membership functions into account, the H ∞ stability criterion is first obtained, which is dependent on the deviation bounds of asynchronous normalized membership functions. To reduce the computational complexity, a method for eliminating slack variables and a structured vertex separator for reducing the number of linear matrix inequalities are provided, and then an H ∞ stabilization criterion with less complexity and less conservatism is obtained. Finally, an illustrative example is given to show the effectiveness of the proposed method and the significant improvement on the existing results.
I. INTRODUCTION
Due to the rapid growth of digital computing technology, powerful micro-controllers and digital computers are popularly utilized for controlling complex dynamical systems to lower the implementation cost and time [1] , [2] . Meanwhile, it is well known that nonlinear systems can be expressed as a weighted sum of some simple linear subsystems by using Takagi-Sugeno (T-S) fuzzy plant models [3] . These models offer a fixed structure to some nonlinear systems and exhibit a semi-linear characteristic to facilitate the stability analysis and controller synthesis. Therefore, the problem of stabilization for T-S fuzzy systems with sampled-data control has been extensively investigated in recent years, and many important results have been reported. For instance, see [4] - [15] and the references therein.
For stability analysis and stabilization of nonuniform sampling fuzzy systems, the input delay approach [16] is inevitably one of the most powerful tools [17] .
With this approach, the obtained results of stability analysis and stabilization can be formulated as linear matrix inequalities (LMIs). For example, [4] , [6] , and [10] considered the stabilization; and [7] , [11] , and [12] considered the H ∞ stabilization, the reliable H ∞ stabilization and output tracking control, respectively. In [6] , [7] , [9] , and [10] , the considered fuzzy systems under nonuniform sampling were regarded as ordinary continuous-time systems with a fast-varying delay. By defining a discontinuous LyapunovKrasovskii functional (LKF) introduced in [18] to capture the sampling characteristic, the control for T-S fuzzy systems was discussed in [19] . For reducing the conservatism of robust H ∞ stabilization criterion, a convex combination technique given in [20] was used and many free weighting matrices were introduced. In the aforementioned works, the free-weighting matrix method was employed, and the computational complexity problem was not taken into consideration. When the number of the fuzzy rules is larger, the computational burden may dramatically increase, which shows that the introducing abundant slack variables may not be a good choice for such complex systems.
It should be mentioned that in some existing works, the fuzzy controllers depend on the continuous measurement of premise variables and available data received by the actuator. As indicated in [13] and [21] , it may not to continuously measure premise variables via sampled-data control, so these results should be reevaluated before they are applied in practice. In a sampled-data fuzzy system, only measurements of premise variables and system states at sampling instants can be available for the fuzzy controller, which shows that premise variables of the fuzzy controller and the controlled plant operate in an asynchronous way.
The existence of asynchronous errors leads to that the routine relaxation methods in [22] , [23] cannot be applied to controller design in an asynchronous way, which implies that only linear controllers can be designed by using the existing methods. Very recently, upper bounds of asynchronous errors of membership functions were taken into consideration for the first time, a fuzzy control design method was proposed in [24] by solving a set of LMIs. In [25] , asynchronous errors of membership functions were regarded as norm bounded uncertainty, a robust stability analysis method was utilized. Combining with a convex combination technique, a less complex stabilization criterion was proposed, by which a nonlinear controller can be designed.
In this paper, the problem of H ∞ stabilization via sampleddata state feedback is investigated for fuzzy systems. A new PDC scheme is proposed to design a nonlinear controller, which can make the closed-loop system achieve better performance. The main contributions of this paper are highlighted as follows.
(i) The nonlinear controller is split into two parts, the one is an PDC, and the other is an uncertainty dependent on asynchronous errors of membership functions. Thus, the original PDC can be designed by routine relaxation methods in [22] and [23] , and the uncertainty can be solved by checking all of the vertices of the set of uncertain parameters. Combining with defining a piecewise LKF for capturing the characteristic of sampled-data systems, new H ∞ stabilization criterion with less conservatism is obtained in terms of LMIs.
(ii) For reducing computational complexity, a method for eliminating slack variables is developed. Since the obtained H ∞ stability conditions are dependent on upper bounds of asynchronous errors of membership functions, it requires checking all of the vertices of the set of uncertain parameters that grows exponentially with the number of fuzzy rules. To overcome the difficulty, a structured vertex separator is used and the number of LMIs is reduced.
The rest of the paper is organized as follows. Section 2 describes the system and problems to be investigated. Section 3 analyzes H ∞ stability and stabilization criteria. A numerical example is given in Section 4 to demonstrate the effectiveness of our method. Finally, Section 5 concludes the paper.
Notation: Throughout this paper, a real symmetric matrix P > 0 (≥ 0) denotes P being a positive definite (positive semi-definite) matrix, and A > B (A ≥ B) means A − B > 0 (≥ 0). I is used to denote an identity matrix with proper dimension. Matrices, if not explicitly stated, are assumed to have compatible dimensions. In symmetric block matrices, * is used as an ellipsis for terms induced by symmetry. diag{M 1 , M 2 , · · · , M n } is a block diagonal matrix whose diagonal blocks are given by M 1 , M 2 , · · · , M n . ⊗ denotes the Kronecker product. For X ∈ R n×n , the notation He{X } stands for X + X T .
II. PROBLEM FORMULATION

Consider the following T-S fuzzy model [3]:
A. PLANT RULE i IF θ 1 (t) is µ i1 and θ 2 (t) is µ i2 and · · · and θ p (t) is µ ip , THEṄ
where µ i1 , · · · , µ ip are fuzzy sets, A i ∈ R n×n , B i ∈ R n×m , C i ∈ R q×n , E i ∈ R n×s are constant matrices, r is the number of IF-THEN rules, and
is the premise variable vector. Given a pair of (x(t), u(t), ω(t)), the final output of the fuzzy system is inferred aṡ
where h i (θ(t)) denotes the normalized membership function, which satisfies
with µ ij (θ j (t)) representing the grade of membership of θ j (t) in µ ij . Suppose that
for any t ≥ 0, then it gets
In this paper, an H ∞ state feedback controller based on sampled-data will be designed for the stabilization of the T-S fuzzy system (3)-(4). The jth controller rule is B. CONTROLLER RULE j IF θ 1 (t) is µ i1 and θ 2 (t) is µ i2 and · · · and θ p (t) is µ ip , THEN (5) where t k (k = 0, 1, · · · ) denotes the kth sampling instant, t 0 ≥ 0 and lim k→∞ t k = ∞. This paper considers the following structures of sampleddata fuzzy controller:
which is a piecewise constant function and can be implemented by using an zero-order-holder (ZOH). By connecting the system in (3)- (4) with the controller in (6), we have the closed-loop system as follows.
where
As the same as in [9] , [18] , and [25] , the following assumption is made.
Assumption 1: The sampling instants t k are assumed to satisfy
where η and η k are positive scalars. For the deviation bound of asynchronous normalized membership functions within sampling intervals, the following assumption is naturally introduced.
Assumption 2 [12] , [13] , [25] : For any t ∈ [t k , t k+1 ), the deviation bound of asynchronous normalized membership functions satisfies
h i (·) = 1, it is easy to see that σ i ≤ 1. In [6] , [9] , [10] , and [27] , the deviation bounds of asynchronous normalized membership functions h i (·) within sampling intervals were neglected, which implies σ i = 1. In [11] , a synchronous strategy was used, which implies
Obviously, if upper bounds of the derivatives of membership functions with respect to time are available [5] , [26] , i.e., if there exist
Although fuzzy controllers were extensively used (see [9] , [27] and the references therein), only linear controllers can be designed by the existing methods, i.e.,
The main reason is that the variation ranges of membership functions within sampling intervals are neglected. So, to overcome the drawbacks, we try to derive a nonlinear controller of form (6) for fuzzy system (3)-(4). In addition, in order to reduce the computational complexity, a method for eliminating slack variables is developed and a structured vertex separator is used, a less conservative H ∞ stability criterion for system (7)- (8) is obtained, and then a controller design method is correspondingly proposed.
Through this paper, the following lemmas are needed. Lemma 1 [28] (Projection Lemma): Let P be a symmetric matrix partitioned into three rows/columns and consider the LMI
in the unstructured matrix X . There exists a solution X of this LMI if and only if
Lemma 2 [29] : For given matrix N = N T , T and a compact subset of real matrices S, the following statements are equivalent:
(i) for each ∈ S, ζ T N ζ < 0 for all ζ = 0 such that T ζ = 0; (ii) there exists Q = Q T such that N + T T QT < 0 and N T QN ≥ 0 for all ∈ S, where N denotes the full-rank matrix representations of the right annihilator of .
III. MAIN RESULTS
Denote
and from Assumption 2, it is known
For such a convex polyhedron, there exist many algorithms for finding its vertices [30] , and the number of its vertices is not less than 2 r−1 . Obviously, S 1 is contained in the convex polyhedron
} is the vertex set of S 2 , and it contains 2 r−1 vertices exactly. Based on S v , we define a set of diagonal matrices as follows
A. H ∞ STABILITY ANALYSIS First, we present an H ∞ stability criterion for system (7)- (8) as follows. Lemma 3: Consider the fuzzy system in (3)- (4) with Assumptions 1 and 2, and suppose the gain matrices K i (i = 1, 2, · · · , r) of the subsystem controllers (5) are given. The closed-loop sampled-data system in (7)- (8) is asymptotically stable with an H ∞ performance index γ if there exist matrices P = P T > 0 and S = S T > 0, and matrices
for any 1 ≤ i ≤ j ≤ r and (λ 1 ,λ 2 , · · · ,λ r−1 ) ∈ S v , where
Proof: Choose a piecewise LKF candidate as follows:
Taking the time derivative of V i (t) (i = 1, 2) along the trajectory of (7)- (8) for t ∈ (t k , t k+1 ) yields thaṫ
For any matrices Y ij and Y ji with appropriate dimensions, it yields that
and
For any M i (i = 1, 2) with appropriate dimensions, the following equality is true
Then, from
and combining (14)- (18), we havė
Thus, if
holds, thenV
is true for any t ∈ (t k , t k+1 ), which implies that closedsystem (7)- (8) is asymptotically stable with ω(t) = 0. For the case of ω(t) = 0, from (21), it follows that
From
for any T (T ≥ t 0 ) holds, where k 0 is a positive integer satisfying T ∈ [t k 0 , t k 0 +1 ). Under zero initial condition and from V (T ) ≥ 0, it is known that the H ∞ performance index γ can be achieved if (20) holds. Note that
and from
Thus, from [31, Th. 2.2], it is known that inequality (20) holds if
, and from the Schur complement, it gets that (25) holds if
On the other hand,
. So, it is known that (26) and (27) hold if (11) and (12) hold for 1 ≤ i ≤ j ≤ r and (λ 1 ,λ 2 , · · · ,λ r−1 ) ∈ S v , which shows that the asymptotical stability of closed-system (7)- (8) can be guaranteed with ω(t) = 0, and the H ∞ performance index γ can be achieved with the zero initial condition and ω(t) = 0, respectively. Thus, the proof is completed. As we can see that, the LMI-based H ∞ stability conditions (11) and (12) involve r 2 matrices variables Y ij , and each Y ij is a 4n × n matrix. Now, we provide an equivalent H ∞ stability criterion with less variables.
Lemma 4: Consider the fuzzy system in (3)- (4) with Assumptions 1 and 2, and suppose the gain matrices K i (i = 1, 2, · · · , r) of the subsystem controllers (5) are given. The closed-loop sampled-data system in (7)- (8) is asymptotically stable with an H ∞ performance index γ if there exist matrices P = P T > 0 and S = S T > 0, and
ii + diag{
for any (λ 1 ,λ 2 , · · · ,λ r−1 ) ∈ S v , where
and ij1 , ij2 , ij3 , ij4 and ijk are defined in Lemma 3. Proof: For 1 ≤ i < j ≤ r, from Lemma 1, it is known that (11) and (12) hold if and only if there exist matrices T ij and W ij such that
After some simplifications, it gets
Then, from Lemma 1 again, it gets that (32) holds if and only if (28) and (29) are true. Similarly, for 1 ≤ i = j ≤ r, from Lemma 1, (11) and (12) hold if and only if there exist matrices T ii such that (30) holds.
The result is established.
Remark 2:
Compared with the ones in Lemma 3, the LMI-based H ∞ stability conditions (28)- (30) in Lemma 4 involve less variables. Obviously, the method for eliminating slack variables given in the proof of Lemma 4 is also applicable to [9] and [32] , and simplified stability criteria can be obtained.
Although the slack variables are effectively eliminated, there are r(r + 1) × 2 r−2 LMIs contained in Lemma 4, which makes the solving these inequalities to be very complicated. Now, we use a structured vertex separator for reducing the number of LMIs.
Note that
Then, (29) and (30) can be represented by
and VOLUME 5, 2017 respectively. Therefore, by letting
Note that ζ = 0 if and only if φ = 0 for any φ ∈ R 4n+v and ζ ∈ R (r−1)m+4n+v satisfying
from Lemma 2 and (34)- (35), we have Theorem 1: Consider the fuzzy system in (3)- (4) with Assumptions 1 and 2, and suppose the gain matrices K i (i = 1, 2, · · · , r) of the subsystem controllers (5) are given. The closed-loop sampled-data system in (7)- (8) is asymptotically stable with an H ∞ performance index γ if there exist matrices P = P T > 0, S = S T > 0 and Q = Q T , and matrices
and (28) hold, where
and ij , ii H ij and F are defined in (29) , (30) and (33), respectively.
Remark 3:
The number of LMIs constraints involved in (36) and (37) is 1 2 r(r + 1) + 2 r−1 , while 2 r−2 r(r + 1) LMIs are contained in (29) and (30) , this fact shows that the number of LMIs is significantly reduced in Theorem 1 by using a structured vertex separator.
B. CONTROLLER DESIGN
From (36) and (37), one can find that M 2 is a nonsingular matrix. Set
where ε is a given constant. Pre-and post-multiply
) and its transpose on the both sides of the left-hand sides of inequality (36) and (37) respectively, we have Theorem 2: For given scalars η > 0 and ε, the fuzzy system described by (7)- (8) with (9) is asymptotically stable with an H ∞ performance index γ if there exist matricesP =P T > 0,S =S T > 0 and Q = Q T , and matricesḠ,
Then, the gains K i of the subsystem controller in (5) are given by
Remark 4: Theorem 2 presents a new H ∞ stabilization criterion for system (7)- (8) . Similar to Theorem 1, Theorem 2 also involves fewer decision variables, and the computational complexity is effectively reduced. Obviously, the stabilization conditions in Theorem 2 are dependent on the upper bounds σ i (i = 1, 2, · · · , r) of the variation ranges of membership functions h i (·) within sampling intervals, the designed controller gains K i (i = 1, 2, · · · , r) may be different. Contrastively, if the variation ranges of membership functions are neglected, one can find that ij (t) < 0 in (20) should be satisfied for all 1 ≤ i, j ≤ r. Obviously, such a treatment is conservative and it will lead to a linear controller rather than a fuzzy controller.
IV. ILLUSTRATIVE EXAMPLES
Example 1 [33] : Consider the problem of balancing and swing-up of an inverted pendulum on a cart. The equations of the pendulum motion are given by [34] 
= g sin(x 1 (t))−amlx 2 2 (t) sin(2x 1 (t))/2−a cos(x 1 (t))u(t) 4l/3 − aml cos 2 (x 1 (t))
where x 1 (t) is the angle (in radians) of the pendulum from the vertical, x 2 (t) is the angular velocity, and u(t) is the force applied to the cart (in newtons), and ω(t) is the disturbance. As the same as in [33] , the parameters are given by g = 9.8m/s 2 , m = 2.0kg, M = 8.0kg, 2l = 1.0m, and a = 1/(m + M ). The control objective here is to balance the inverted pendulum for the approximate range x 1 (t) ∈ (−(π/2), (π/2)) and x 2 (t) ∈ (−π, π) via a sampled-data control approach. First, the system in this example can be represented by a two-rule Takagi-Sugeno fuzzy model [33] :
The membership function h i (θ (t)) (i = 1, 2) are defined by 1 + 2 π x 1 (t), if − π 2 < x 1 (t) < 0, h 2 (θ (t)) = 1 − h 1 (θ (t)) and θ(t)) = x 1 (t). From the definitions of h i (·) (i = 1, 2), it is known that |h i (θ(t)) − h i (θ (t k ))| ≤ 2 π |x 1 (t) − x 1 (t k )| ≤ 2η (i = 1, 2), which implies σ i = min{2η, 1}.
For the closed-system (7)- (8), the allowable upper bound of η obtained by Theorem 2 with ε = 40 is 42ms, while the maximum of η is 24ms obtained by [25, Th. 2] . By using various methods, the maximums of sampling interval, η max , VOLUME 5, 2017 and the corresponding controller gains are listed in Table 1 . It should be noted that the maximum of η is 29ms obtained by [11, Th. 2] , where a synchronous method was used.
When η = 0.03, the minimal H ∞ performance index γ for the closed-system (7- (8) With these controller gains and the sampling instant t k is generated randomly with the constraint that t k+1 −t k ≤ 30ms for all t k , the state response of the closed-loop sampled-data fuzzy system are depicted in Fig. 1 , where the initial state is x(0) = π 3 0
T and the external disturbance is ω(t) = 0.5 sin(2t)e −t . From these data, one can see that our method improves the existing ones significantly, and the closed-loop sampled-data systems are asymptotically stable, showing the effectiveness of the proposed method.
V. CONCLUSIONS
This paper investigates the problem of H ∞ stabilization for fuzzy systems with sampled-data feedback. By considering the deviation bounds of asynchronous normalized membership functions and using a structured vertex separator, a new parallel distributed compensation (PDC) scheme is proposed to design a nonlinear controller. Meanwhile, a method for eliminating slack variables is developed, then an H ∞ stabilization criterion with less complexity and less conservatism is obtained. Compared with the existing ones, the obtained H ∞ stabilization criterion is much less conservative. A numerical example has been provided to illustrate the advantage of the proposed method.
