In this paper, a multiple-object tracking approach in largescale scene is proposed based on visual sensor network. Firstly, the object detection is carried out by extracting the HOG features. Then, object tracking is performed based on an improved particle filter method. On the one hand, a kind of temporal and spatial dynamic model is designed to improve the tracking precision. On the other hand, the cumulative error generated from evaluating particles is eliminated through an appearance model. In addition, losses of the tracking will be incurred for several reasons, such as occlusion, scene switching and leaving. When the object is in the scene under monitoring by visual sensor network again, object tracking will continue through object re-identification. Finally, continuous multiple-object tracking in large-scale scene is implemented. A database is established by collecting data through the visual sensor network. Then the performances of object tracking and object re-identification are tested. The effectiveness of the proposed multiple-object tracking approach is verified.
Introduction
In recent years, with the development of communication technology, signal processing technology and computer technology, the visual sensor network is developing rapidly. Compared with a single camera, the visual sensor network has advantages in solving tracking problems in large-scale and complex environments. Compared with the traditional sensor network, the visual sensor network is more focused on the video and image acquisition and processing, so it can more accurately and comprehensively capture and process object information. Visual sensor networks have attracted wide attentions in the fields of security monitoring and control, smart home, etc. Object detection and tracking technology based on visual sensor network can predict object location, automatically detect object and switch scene. It is the core technology of visual sensor network information processing, and it plays an important role in implementing and expanding the function of visual sensor network.
Aiming at fulfilling the wide-area video surveillance, Wang et al. proposed an adaptive Gaussian mixture model and an unscented Kalman filter to solve target tracking for each camera node. The correspondence between the targets in different camera views is established by homogra- phy transformation of target positions. The optimal node selection is achieved and the accurate tracking is implemented in real scenes [1] . Based on distributed PTZ (pan, tilt, zoom) camera network, Choudhary et al. used particle filter tracking to track the objects in each camera view and multi-layered belief propagation for seamlessly tracking objects across cameras [2] . Fang et al. presented a collaborative multi-tier nodes strategy for visual target tracking in wireless multimedia sensor networks. A novel function measuring the value of utility of tracking as well as energy cost is used to select the optimal camera node. Therefore, a better tradeoff between performance and energy consumption is achieved in two-tier network structure [3] . Dai et al. addressed the problem of object association and consistent labeling through exploring geometrical correspondences of objects, not only in sequential frames from a single camera view but also across multiple camera views [4] . A standard single shot re-identification approach based on offline training is combined with a Dynamic Time Warping (DTW) distance. Then a novel multiple shots re-identification approach is proposed to recognize humans from different views [5] . To limit the computational load, Cabrera et al. proposed to reuse the same set of Haar-features based tracking-by-identification for detection and identification. An Adaboost cascade is used for tracking. The method yields good results on standard datasets, without the need to update the model online [6] . Different from the works in [1] - [4] , we more concern the key regions, and the visual sensors are non-calibrated with non-overlapping views, which increases the difficulty of continuous tracking in different scenes. Furthermore, our research adopts object features instead of historical information [5] , [6] to achieve re-identification and tracking, which improves the ability to cope with the situation where the objects appear with a short-term period. In this paper, a multiple-object tracking approach in large-scale scene is proposed based on the wireless visual sensor network. Object detection is first carried out by extracting HOG features. Then, object tracking is performed based on an improved particle filter method. Furthermore, continuous object tracking in visual sensor network is implemented through object re-identification based on object features.
The remainder of this paper is organized as follows. 
Problem Statement
A visual sensor network is adopted to monitor the objects in large-scale scene, where large-scale refers to that the coverage of monitoring area can be enlarged by multiple cameras with non-overlapping views. These cameras are installed on the top of the room with a downward installation angle, and they are arranged according to the expected monitoring areas. In this paper, we mainly concern the object tracking issue after these cameras have already arranged. Figure 1 gives the schematic diagram of the monitoring scene. We consider two categories of objects: pedestrian and robot. We label s as the scale of object, and Ω is denoted with the evaluation of HOG features of a particle. k and V k represent the weighted HSV colour histogram and the shape information vector of k th region, respectively, where the regions are obtained through region segmentation.
To achieve this goal, objects need to be detected firstly as the initial state of tracking. Then object tracking will be conducted by solving the problems such as nonlinear/noneGaussian condition, the change of object's feature and accumulated error. It shall be noted that the object tracking should be continuously tracked with high precision and real-time capability. Besides, considering that the objects is occluded or move among different scenes, continuous multiple-object tracking can be realized by using object reidentification technique with high real-time capability.
The objective of this paper is stated as follows. Given the video streams from the visual sensor network, design an effective multiple-object tracking approach to achieve continuous multiple-object tracking in large-scale scene.
Object Detection Based on HOG
At present, object detection in visual sensor networks are normally based on feature extraction methods, such as HOG, SIFT and Haar. HOG feature [7] describes the distribution of gradient intensity and gradient direction of local area in the image, and it can characterize the local appearance and shape of object well. Moreover, HOG feature is not Fig. 1 The schematic diagram of the monitoring scene.
sensitive to direction and illumination variance. Compared with other features, HOG feature gets better performance, and it is widely used in object detection.
In this paper, the image is collected from camera whose size is 1280*720, and sample sizes of pedestrian and robot are set to 64*128 and 64*64, respectively, so that the computation quantity can be accepted. Figure 2 is a schematic diagram of the extraction of HOG feature for 1 block. Each sample is composed of multiple blocks.
The positive and negative sample databases are constructed to train classifiers. The purpose of detection is finding out whether the object is in the image. It is a binary classification problem actually. As a supervised learning method, the SVM method can be used to find a super plane in high dimensional space as the segmentation of two classifications, while guaranteeing the minimum classification error rate. So linear SVM method is selected to train classifiers.
Object Tracking Based on an Improved Particle Filter
If the object size and shape is unknown, detection based HOG descriptor needs to detect all scales of the image sequentially. It is high computational complexity and takes a long time. To achieve real-time tracking of multiple objects in the visual sensor network, a simple method with low complexity is needed. Object tracking is essentially a problem of state estimation. Particle filter is widely used to solve the problem of state estimation for nonlinear/none-Gaussian system.
The traditional particle filter generally uses a series of weighted particles to characterize the feature of object. Positioning and iterative tracking of moving object are implemented based on the cycle process of "prediction and update" [8] , [9] . In practical use, the tracking precision is decreased because the feature of object is changing over time. Considering the actual motion situation of object, a temporal and spatial dynamic model is designed to solve the problem. After state transition of particles, the state of each particle needs to be evaluated for selecting the best particle. In the appearance model of traditional particle filter, the particle's evaluation is obtained by comparing HOG feature of current time with that of initial time. This will cause the ac- cumulated error, which leads to tracking failure. So a new appearance model is given to evaluate particles.
One important problem of the traditional particle filter method is the degradation, i.e., after a few iterations, the weights of majority particles are small, which leads to the waste of computing resources. Resampling is normally used to solve the degradation problem, i.e., the particles with small weights are abandoned, while particles with large weights are propagated to progenies with different quantities. The total number of particles is kept constant. In addition, for state update, all of ω j t should be compared with a given threshold ε. If all of them do not exceed ε, it means that tracking process is failure and re-detection is inevitable. Otherwise, the optimal particle of all particles is selected as the final state at current time.
The temporal dynamic model is designed using n order Bessel curve with Gaussian noise:
where
T describes the state vector of a particle at time t,
T represents the coordinate of a particle at time t in the image, υ is zero-mean Gaussian noise,
n−i , and ζ represents the proportional parameter.
The spatial dynamic model is given by:
where s t is the scale of object for current detection, v t+1 is average variation of scale in the last several time, and is zero-mean Gaussian noise. The appearance model is shown as follows:
where ω j t is the weight of particle j at time t, θ is the coefficient.
Object Re-Identification
Losses of the tracking will be incurred for several reasons, such as occlusion, scene switching and leaving. When the object is in the scene again, object tracking in visual sensor network requires that the object can be re-identified. Then object tracking will be continuous in visual sensor network by associating with the tracking history.
As for the re-identification, an object re-identification method based on fusion of local features is proposed. First of all, region segmentation for object is carried out by the combination of colour and shape feature. Feature descriptors are further designed to extract colour and shape information of key regions. Finally, object re-identification is implemented by evaluating similarities among the objects.
Region Segmentation
For human visual characteristics, the recognition process will be carried out with the neglect of some unnecessary small details. Then local information will be summarized and sorted such as colour, texture, shape and other information. The re-identification is accomplished by matching with relevant regional characteristics of candidates. Reasonable segmentation for objects is a meaningful preliminary work for extracting feature information. According to the feature characteristics, it is necessary to complete the region segmentation to obtain relatively stable local region. Compared with the global feature, the feature vector extracted from the local region has better descriptive ability and is more robust to characteristic changes owing to occlusion and deformation, etc.
The size and quantity of the region segmentation should be related to the category and characteristics of object. For pedestrian as an example, the head information is similar and few, while the colour feature of upper body and lower body is relatively stable. Besides, the shape feature of upper body is also very stable. So the object of pedestrian is divided into three parts including the head, upper body and lower body.
The selection of segmentation line takes into account the colour feature and shape feature. Operators are respectively designed to characterize the changes of colour and shape in a certain region. Segmentation line based on the colour feature or shape feature is the place where has most dramatic change. The final segmentation line is determined by weighting the colour segmentation line and shape segmentation line. The weights of two kinds of segmentation lines are different in different regions.
Take pedestrians as examples, the results of region segmentation are given in Fig. 3 . The pedestrians are divided into 3 parts by 2 segmentation lines, and the upper body and lower body are considered as key regions with relatively stable features.
Feature Descriptors Design
After region segmentation, feature descriptors need to be designed to extract the feature information of object's key regions. Feature descriptors include weighted HSV colour histogram and shape information descriptor.
Usually, object re-identification assumes that appearance feature of object will not change in a certain time, so colour is the most commonly used and effective feature in re-identification. But traditional colour histogram does not contain spatial position information, which means descriptive ability of features is reduced to some extent. The weighted HSV colour histogram (Using two parameters of hue and saturation) is designed by importing the weight transformed from the spatial position.
Each dimension of k can be expressed as follows:
where H is the quantized series of hue, and S is the quantized series of saturation. If the hue value of pixel p i, j is within h, while the saturation value is within s, then the value of δ h,s i, j is 1, otherwise it is 0. Q i, j represents the weight of pixel p i, j , obeying two-dimension normal distribution with regional barycenter G as expectation, and η 1 is the normalization constant of Q i, j . The pixels near the barycenter have bigger weights in histogram statistics than others. A better robustness is achieved based on combination of spatial position information and colour information. The dimension of k are fixed and determined by quantized series of S , H.
Colour information has some invariance to the pose changes of object. But it is hard to re-identify accurately by using colour information only when complex situations appear. For examples, the colours between object and background are similar; the colours of different objects are close or just same. Considering the differences of shape features among objects in most situations, so a kind of shape information descriptor is designed. The detailed shape information extraction based on shape information descriptor is shown in Algorithm 1. where A is the dimension of shape information of each sub part, p x,y is the pixel within M, x, y are the coordinates relative to the origin of corresponding sub part, and δ a x,y is calculated according to the Eq. (6) . T i, j represents the weight of pixel p x,y , obeying two-dimension normal distribution with regional barycenter G as expectation, and η 2 is the normalization constant of T i, j . The pixels that are far away from the barycenter contain more shape information of object, and thus they are attached bigger weights in shape information statistics than others.
Fusion and Usage of Features
After extracting features, object re-identification is accomplished by measuring the similarities of features. Because of using different methods for feature extraction, the use of measurement is not same as well.
We assume that I 1 , I 2 are two objects to be compared. The measurement of colour histogram should be able to characterize the similar degree of colour feature in two regions. So the histogram intersection is selected to compare colour histograms of the corresponding regions and the similarity r c (I 1 , I 2 ) of colour features is calculated. Shape information vector is composed of four cascaded parts of shape information. The measurement of shape information vector needs to focus on the variation trend of the corresponding parts, so the Pearson correlation coefficient is selected to calculate the similarity r s (I 1 , I 2 ) of shape features. The final similarity r(I 1 , I 2 ) is obtained by weighting the similarities of two kinds of descriptors.
In the tracking process, the feature information of objects which lose tracking will be recorded. When an object is detected in the scene, the local features are extracted to calculate the similarities with all records. If the max similarity is higher than the threshold ξ, the new object is further associated to the corresponding object which has max similarity. Otherwise, a new tracking sequence will be build.
Experimental Results
The hardware platform adopts 4 wireless camera nodes with the view angle of 60
• to form a visual sensor network with non-overlapping views. All cameras are placed down- ward. The data is provided as 720P video stream with 15 frames/second. This section is used to testify the proposed approach. After the performances of tracking and re-identification are verified, respectively, the performance of the proposed multiple-object tracking approach in largescale scene is testified.
Object Tracking Performance
The performance of the tracking method based on an improved particle filter is evaluated in this section. Experiment is carried out aiming at the monitoring video with multiple objects. The relevant parameters of the experiment are as follows: n = 2, ζ = 1.5, θ = 4, ε = 1. The deviation value e p between tracking result and the ground truth calibrated manually is used as the tracking precision under current conditions, and the initial state of tracking is obtained through object detection. Fig. 8 The snapshots of two-category objects tracking experiment.
Tracking Precision Test
A monitoring video with two pedestrians is used for tracking precision test. The snapshots of the video are shown in Fig. 5 , where the right person is pedestrian 1.
The results including the comparison with the method in [9] for pedestrian 1 and pedestrian 2 are demonstrated in Fig. 6 and Fig. 7 , respectively. Due to the fixed aspect ratio of particle and lanky stature, some deviation values in Fig. 6 are a bit big. On the whole, the deviation result of our approach is acceptable. Figure 8 shows the scenes of tracking two pedestrians and a robot in the visual sensor network. It is seen from Fig. 8 that the tracking performs well, even if the pedestrian is occluded by a cabinet in the environment.
Two-Category Objects Tracking Test

Object Re-Identification Performance
In order to verify the effectiveness of the object reidentification method, pedestrian database is constructed based on the data collected from visual sensor network. In this paper, the performance of our method is evaluated by using the cumulative matching characteristic (CMC) curve [10] . This is the mainstream evaluation criterion in the field of object re-identification. Our method is compared with two methods including using colour feature only and using shape feature only. Experimental results are shown in Fig. 9 . In each round of the test, the rank score represents that the former results with highest similarity to goal sample will be chosen. If the correct sample is included in these results, it is considered that the experimental result of current round is correct. It can be seen from Fig. 9 that the recognition rate of using shape feature only is lower than that of using colour feature only because of the mutability of shape feature. The local features are extracted and fused in our method, which leads to stronger robustness. The recognition rate of our method is nearly 20% higher than that of using colour feature only. Fig. 10 describes a case where there are 5 pedestrians all together in the monitoring scene. These pedestrians move autonomously according to their demands. From the experimental result, our approach has achieved the tracking for all pedestrians. Especially, for pedestrian 2, he is first detected in the scene shown in Fig. 10 (a) . Then, he is occluded by pedestrian 3 (see Fig. 10 (c) ). When he appears again in the scene (see Figs. 10 (d)-(e) ), continuous tracking for pedestrian 2 is implemented by our re-identification algorithm.
3.3 The Performance of Proposed Multiple-Object Tracking Approach in Large-Scale Scene
In this section, we first consider the experiment of object tracking under multiple scenes with three cameras. The experimental result is given in Fig. 11 , where the green and red curves are corresponding to the method in [9] and our proposed method, respectively. The results shows that our method has lower error than the method in [9] . Figure 12 depicts the result where a pedestrian moves through 3 different scenes. One can see that the switching of different scenes has no influence for the tracking performance.
To verify the generality of our method, we choose two sequences of pedestrian motion images from the PETS 2009 dataset as our test environment, where these two se- quences share a common intersection. We emphasis on two pedestrians that are labelled by blue rectangles in Fig. 13 . From the result, our method performs well even under different views where the illumination conditions have greatly changed. Due to the fact that the objects to be tracked is usually small in PETS 2009 dataset, the extracted features is not always stable, which will lead to a reduction of tracking accuracy to some extent. Overall, our approach is considered as an effective one.
Conclusion
In this paper, a multiple-object tracking approach in largescale scene is proposed based on visual sensor network. The approach of this paper is composed of three parts: firstly, object detection is carried out by extracting HOG features. Then, object tracking is performed based on an improved particle filter method. In addition, continuous object tracking in visual sensor network is implemented through object re-identification. A database is established by collecting data through the visual sensor network. Then the performances of object tracking and object re-identification are tested. The effectiveness of the proposed multiple-object tracking approach is verified. In the near future, we will improve the performance of classifiers so that pedestrians with different body types can be detected and tracked accurately. Besides, more stable features will be considered and used and our approach can apply to rich scenes.
