Web Genre Detection by Waligora, Michael
VSˇB – Technicka´ univerzita Ostrava
Fakulta elektrotechniky a informatiky
Katedra informatiky




Prohlasˇuji, zˇe jsem tuto bakala´rˇskou pra´ci vypracoval samostatneˇ. Uvedl jsem vsˇechny
litera´rnı´ prameny a publikace, ze ktery´ch jsem cˇerpal.
V Ostraveˇ 4. kveˇtna 2012 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Ra´d bych podeˇkoval Mgr. Milosˇi Kudeˇlkovi PhD. za cenne´ rady prˇi vedenı´ me´ bakala´rˇske´
pra´ce.
Abstrakt
Hlavnı´m cı´lem pra´ce je prozkouma´nı´ existujı´cı´ch metod automaticke´ detekce zˇa´nru˚ we-
bovy´ch stra´nek, da´le vybranou metodu implementovat pro detekci neˇkolika zˇa´nru˚ a otes-
tovat.V pra´ci bude popsana´ strucˇna´ definice webovy´ch zˇa´nru˚, cˇı´m se odlisˇujı´, definice
vlastnostı´ webovy´ch stra´nek. Da´le budou popsa´ny prˇedchozı´ prova´deˇne´ experimenty
a neˇktere´ existujı´cı´ metody detekce. Aby mohla by´t prˇesnost vybrane´ metody oveˇrˇena,
bude navrzˇena desktopova´ aplikace pro stahova´nı´ webovy´ch stra´nek, parsova´nı´ webovy´ch
stra´nek a detekci jejich zˇa´nru˚. Nakonec bude prˇesnost detekce mojı´ metody porovna´na s
jiny´mi metodami.
Klı´cˇova´ slova: Detekce webovy´ch zˇa´nru˚, Webovy´ zˇa´nr, Parsova´nı´, Naivnı´ bayesovsky´
klasifika´tor
Abstract
The main aim of my work is exploration of existing methods of automatic web genre
detection, then I implement and test the chosen method for several genres. In my work
definition of web genre, differences between each other and features of web genres will
be described briefly. Then previous solved experiments and some existing methods of
detection will be described. In order to check accuracy of chosen method desktop ap-
plication will be designed. It will be able to downloading and parsing a web pages and
detect its genre. Finally accuracy of my method will be compared with other methods.
Keywords: Detection of web genre, Web genre, Parsing, Naive Bayes classifier
Seznam pouzˇity´ch zkratek a symbolu˚
CFS – Correlation-based Feature Subset Selection
DOM – Document Object Model
FAQ – Frequently Asked Questions
HAP – Html Agility Pack
HTML – Hyper Text Markup Language
URL – Uniform Resource Locator
XHTML – Extensible HyperText Markup Language
XPATH – XML Path Language
XSLT – Extensible Stylesheet Language Transformations
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21 U´vod
V dnesˇnı´ dobeˇ internetu, ktery´ na´m poskytuje te´meˇrˇ nekonecˇne´ mnozˇstvı´ informacı´,
se mu˚zˇe zda´t vyhleda´va´nı´ informacı´ snadne´. Ale zkusme si vyhledat slovo auto, vy-
hleda´vacˇ Google va´m nabı´dne prˇes 3 miliardy stra´nek. V takove´m mnozˇstvı´ informacı´ se
uzˇivatel mu˚zˇe snadno ztratit. Pra´veˇ v takovy´ch situacı´ch mu˚zˇeme vyuzˇı´t detekci zˇa´nru˚
webovy´ch stra´nek, pro uprˇesneˇnı´ nasˇeho dotazu. Naprˇı´klad po zobrazenı´ jenom zpravo-
dajsky´ch stra´nek se na´m pocˇet stra´nek zu´zˇı´ o neˇkolik rˇa´du˚ na desı´tky tisı´c.
Za zˇa´nr lze obecneˇ povazˇovat neˇco co ma´ stejne´ vlastnosti, u´cˇel nebo formu a je jedno
k jake´mu odveˇtvı´ se to vztahuje. Filmove´, divadelnı´ nebo litera´rnı´ zˇa´nry zna´ kazˇdy´. Pod
slovy horor, povı´dka, bajka nebo drama si urcˇiteˇ kazˇdy´ doka´zˇe prˇedstavit jejich prˇı´klady
a vlastnosti. Kdybych se va´s zeptal uved’te mi prˇı´klady webove´ho zˇa´nru? Kazˇdy´ z va´s by
jisteˇ neˇkolik uvedl, ale mysleli byste pod stejny´m slovem stejnou stra´nku? A to je nejveˇtsˇı´
proble´m, zˇe neexistuje zˇa´dna´ oficia´lnı´ definice co to zˇa´nr je a co nenı´. Jake´ jsou jeho hra-
nice? Kde zacˇı´na´ zpravodajska´ stra´nka a kde blog? Jestli firemnı´ stra´nka, kde je odkaz
na koupi produktu je uzˇ elektronicky´ obchod? Zˇa´nr dokumentu snadno rozezna´vajı´ ti,
kterˇı´ dokument vytvorˇili nebo ho pouzˇı´vajı´ [2]. Naprˇı´klad starsˇı´ generace bude teˇzˇko
rozezna´vat blog, protozˇe nikdy nevideˇli internet. A naopak mladsˇı´ generace ho snadno
rozezna´.
Cı´lem bakala´rˇske´ pra´ce je popsat existujı´cı´ prˇı´stupy detekce zˇa´nru˚ webovy´ch stra´nek.
Dalsˇı´m cı´lem je vlastnı´ implementace existujı´cı´ nebo vlastnı´ metody a jejı´ otestova´nı´.
V kapitole 2 bude popsa´na definice zˇa´nru, vybrane´ zˇa´nry pro detekci, vlastnosti stra´nek
a existujı´cı´ metody detekce zˇa´nru˚.
Trˇetı´ kapitola popisuje vlastnı´ implementaci mojı´ aplikace. Postupneˇ je popsa´n prˇistup
k parsova´nı´ dokumentu a Naivnı´ bayesovska´ metoda, ktera´ byla vybra´na pro detekci
zˇa´nru.
Cˇtvrta´ kapitola popisuje experimenty. Jsou zde popsa´ny a zhodnoceny vy´sledky jed-
notlivy´ch testu˚, ktere´ jsou porovna´ny s ostatnı´mi klasifikacˇnı´mi metodami.
32 Zˇa´nr a jeho klasifikace
2.1 Definice zˇa´nru
Jedna z mozˇnostı´ jak definovat zˇa´nry je pomocı´ pru˚zkumu, kdy se vytvorˇı´ sada do-
kumentu˚, ktere´ nejsou prˇirˇazeny do zˇa´dne´ho zˇa´nru. Kazˇdy´ u´cˇastnı´k pru˚zkumu rucˇneˇ
prˇirˇadı´ dokument do zˇa´nru, nejcˇasteˇji prˇirˇazovany´ zˇa´nr je potom povazˇova´n za zˇa´nr do-
kumentu. Vı´ce je tato metoda popsa´na zde [2].
Dobrou pomu˚ckou pro identifikaci zˇa´nru je komunikacˇnı´ u´cˇel dokumentu a jeho funkcˇ-
nı´ rysy. Naprˇ. jestli na´m dokument slouzˇı´ k vymeˇnˇova´nı´ na´zoru, potom se jedna´ s vy-
sokou pravdeˇpodobnostı´ o diskuzi. Funkce a u´cˇel dokumentu je tedy veˇtsˇinou snadno
rozeznatelny´ cˇloveˇkem, ale hu˚rˇe pocˇı´tacˇem. Naopak pocˇı´tacˇ snadno rozezna´ jednoduche´
vlastnosti jako pocˇet HTML tagu˚, pocˇet znaku˚, pocˇet klı´cˇovy´ch slov atd. Bohuzˇel neexis-
tuje zˇa´dna´ definice kolik teˇchto jednoduchy´ch vlastnostı´ zˇa´nr ma´. Mozˇnost je extraho-
vat tyto vlastnosti z tre´novacı´ sady dokumentu˚, ktere´ by meˇly by´t z ru˚zny´ch dome´n a
te´maticky´ch oblastı´, aby se pokryl co nejveˇtsˇı´ rozsah dokumentu˚.
Proble´m webovy´ch dokumentu˚ je, zˇe nenı´ zˇa´dna´ sˇablona zˇa´nru a kazˇdy´ vy´voja´rˇ tvorˇı´
stra´nky jinak. Neˇkdo pouzˇı´va´ mı´sto tagu hlavnı´ho nadpisu h1 div, mı´sto odstavce p ta-
bulku apod. Kvu˚li tomu je obtı´zˇne´ najı´t normovany´ dokument k zˇa´nru podle HTML
tagu˚.
Ve veˇtsˇineˇ prˇedchozı´ch pracı´ch je zˇa´nr webove´ stra´nky definova´n stylem, formou a ob-
sahem [9, 1]. Stylem se rozumı´ jak je dokument napsa´n. Jsou zde obsazˇeny vlastnosti jako
interpunkce, velikost slov nebo de´lka veˇt. Forma na´m popisuje jak je dokument zobra-
zen, jaky´ layout stra´nky je pouzˇit. Neˇktere´ stra´nky majı´ slozˇiteˇjsˇı´ strukturu (naprˇ. eshop),
jine´ jsou jednodusˇsˇı´ skla´dajı´cı´ se pouze z jednoho formula´rˇe (naprˇ. webovy´ vyhleda´vacˇ).
Obsah zahrnuje vlastnosti jako pocˇet vy´skytu˚ specificky´ch slov, naprˇı´klad na stra´nce se
zˇa´nrem blog je velka´ pravdeˇpodobnost vy´skytu tohoto slova.
Dalsˇı´ du˚lezˇitou charakteristikou zˇa´nru je jeho neza´vislost na te´matu, tzn. mnozˇina
stra´nek stejne´ho zˇa´nru zahrnuje neˇkolik te´mat nebo jedno te´ma se vztahuje k neˇkolika
zˇa´nru˚m.
V soucˇasnosti je teˇzˇke´ urcˇit prˇesny´ pocˇet webovy´ch zˇa´nru˚, v rychle´m vy´voji na inter-
netu neusta´le vznikajı´ nove´ zˇa´nry. Prˇed neˇkolika lety nikdo neveˇdeˇl, zˇe bude existovat
4zˇa´nr socia´lnı´ch sı´tı´ nebo aukce. Jenom na stra´nka´ch webgenrewiki je popsa´no kolem 80
existujı´cı´ch zˇa´nru˚ [9] a jisteˇ to nenı´ konecˇny´ seznam.
Z du˚vodu, zˇe zˇa´nry webovy´ch stra´nek se mu˚zˇou lisˇit podle jazyka, jsem se rozhodl v
me´ pra´ci detekovat pouze stra´nky v anglicke´m jazyce.
2.2 Vybrane´ zˇa´nry pro testova´nı´
K testova´nı´ byly vybra´ny tyto zˇa´nry: blog, elektronicky´ obchod, cˇasto kladene´ dotazy
(FAQ) a diskuznı´ fo´rum.
Blog
Nejbeˇzˇneˇjsˇı´ osobnı´ blog je stra´nka, kde veˇtsˇinou prˇispı´va´ jeden blogger, ktery´ vyda´va´
cˇla´nky (posts). Existujı´ vsˇak i jine´ typy blogu˚: firemnı´ blog, te´maticky´ blog, podle typu
me´dia1, podle typu zarˇı´zenı´2. V me´ pra´ci budou detekova´ny osobnı´ a te´maticke´ blogy [14].
Charakteristika:
• funkce: mozˇnost prˇida´nı´ komenta´rˇe
• struktura: seznam cˇla´nku˚ rˇazeny´ch chronologicky od nejnoveˇjsˇı´ho
• styl: dlouhe´ veˇty
• obsah: informace o jednom nebo vı´ce te´matech
Cˇasto kladene´ dotazy (FAQ)
FAQ (zkratka anglicke´ho vy´razu Frequently Asked Questions) je dokument, kde jsou
zobrazeny cˇaste´ dotazy zacˇa´tecˇnı´ku a jejich odpoveˇdi. Pu˚vodneˇ internetovy´ dokument
se pozdeˇji rozsˇı´rˇil do dalsˇı´ch forem, FAQ dokumenty jsou nynı´ cˇasto soucˇa´stı´ softwarove´
na´poveˇdy [15].
Charakteristika:
• funkce: zˇa´dna´ funkcionalita
• struktura: seznam
1vlog - video blog, linklog - obsahuje odkazy, sketchblog, fotoblog
2moblog - blog psany´ mobilnı´m telefonem
5• styl: dlouhe´ veˇty
• obsah: pa´ry ota´zek a odpoveˇdı´
Elektronicky´ obchod (Online shopping)
Elektronicky´ obchod je forma elektronicke´ komerce, kde za´kaznı´ci prˇı´mo kupujı´ zbozˇı´
nebo sluzˇby od prodejce.
Charakteristika:
• funkce: na´kup zbozˇı´
• struktura: tabulkova´ struktura, hierarchicke´ rozdeˇlenı´ do kategoriı´
• styl: kra´tke´ veˇty, fra´ze
• obsah: katalogy zbozˇı´
Diskuznı´ fo´rum
Diskuznı´ fo´rum je obvykle te´maticky zameˇrˇena´ stra´nka, uzˇivatele´ si mu˚zˇou vymeˇnˇovat
sve´ na´zory na dane´ te´ma. Kvalitu diskuze zajisˇt’ujı´ modera´torˇi, kterˇı´ filtrujı´ nevhodne´
prˇı´speˇvky. Diskuze je cˇleneˇna do vla´ken vztahujı´ se k urcˇite´ ota´zce.
Charakteristika:
• funkce: mozˇnost zalozˇenı´ nove´ho vla´kna, prˇida´vat prˇı´speˇvky
• struktura: vla´kna jsou zobrazena v seznamu a cˇleneˇna do kategoriı´
• styl: diskutova´nı´ proble´mu nebo ota´zky ve vla´knu
• obsah: podle te´matu diskuze
2.3 Vlastnosti
Kazˇdy´ dokument je charakterizova´n svy´mi vlastnostmi, pomocı´ ktery´ch jsme schopni
dokument prˇirˇadit do zˇa´nru. Klasicke´ textove´ dokumenty jsme mohli charakterizovat
pouze pomocı´ stylu psanı´ a obsahu. Webove´ HTML dokumenty obsahujı´ navı´c dalsˇı´ in-
formace v URL a HTML znacı´ch. Teˇchto vlastnostı´ existujı´ stovky, ale ne vsˇechny se dajı´
pouzˇı´t pro prˇirˇazenı´ dokumentu do zˇa´nru. Jako vy´chozı´ mnozˇinu vsˇech vlastnostı´ jsem
pouzˇil upravenou mnozˇinu, kterou pouzˇili zde [17]:
6• frekvence HTML tagu˚ (viz. tabulka 1)
• frekvence 50 nejbeˇzˇneˇjsˇı´ch slov v anglicˇtineˇ (viz. tabulka2)
• frekvence interpunkcˇnı´ch zname´nek - dvojtecˇka, strˇednı´k, cˇa´rka, tecˇka, vykrˇicˇnı´k,
otaznı´k, apostrof, uvozovky
• slova specificka´ pro zˇa´nr
• pocˇet znaku˚ - pocˇet znaku˚ cˇiste´ho textu (nejsou zapocˇı´ta´va´ny znaky ve skriptech,
atributech, komenta´rˇı´ch...)











Tabulka 1: 28 pouzˇity´ch HTML tagu˚
Nejbeˇzˇneˇjsˇı´ slova v anglicˇtineˇ
V prˇedchozı´ch experimentech se uka´zalo pro detekci zˇa´nru uzˇitecˇne´ pouzˇitı´ teˇchto 50
nejbeˇzˇneˇjsˇı´ch slov v anglicˇtineˇ nashroma´zˇdeˇny´ch z BNC (British National Corpus).
Slova specificka´ pro zˇa´nr
Tyto mnozˇiny slov, ktere´ jsou te´maticky neza´visle´, se cˇasto vyskytujı´ v zˇa´nrech:
• slova specificka´ pro blog - blog, comment, diary, journal, posted, archive, response;
• slova specificka´ pro elektronicky´ obchod - basket, buy, cart, catalogue, checkout,
cost, credit card, debit card, delivery, offer, order, pay, price, purchase, rebate, save,
sell, shipping, shop, store, story, trolley;
7the with are or her
of he not an n’t
and be his were there
a on this we can
in i from their all
to that but been as
is by had has if
was at which have who
it you she will what
for ’s they would said
Tabulka 2: 50 nejbeˇzˇneˇjsˇı´ch slov v anglicˇtineˇ
• slova specificka´ pro FAQ - faq, frequently asked question, answer, enquir, inquir;
• slova specificka´ pro diskuzi - board, bulletin, fori, forum, mailing, message, mode-
rator, post, proble, story, thread, topic, user.
2.4 Funkcˇneˇ motivovane´ vlastnosti
Jiny´ pohled na vlastnosti podle [4] uva´dı´, zˇe vlastnost dokumentu mu˚zˇe reprezentovat
tzv. facet. Pod pojmem facet si mu˚zˇeme prˇedstavit pohled na situaci, kde kazˇdy´ facet
reprezentuje funkci nebo vlastnost. Facet je makro-vlastnost, tzn. kazˇdy´ facet se skla´da´ z
neˇkolika maly´ch vlastnostı´.
Tento prˇı´stup ma´ vy´hodu, zˇe jsou pro cˇloveˇka snadneˇji pochopitelne´, nezˇ jednoduche´
vlastnosti dokumentu uvedene´ vy´sˇe. Dı´ky tomu mu˚zˇeme snadneˇji usoudit do ktere´ho
zˇa´nru dokument patrˇı´. Pro detekci blogu jsem se pokusil vytvorˇit tyto facety:
• jsou pod cˇla´nkem komenta´rˇe
• je u na´zvu cˇla´nku uvedeno datum vyda´nı´
Princip detekce spocˇı´val v nalezenı´ nejcˇasteˇjsˇı´ho nadpisu v dokumentu (h1 ... h4). Pote´
byl spocˇı´ta´n pomeˇr nejcˇasteˇjsˇı´ nadpis / pocˇet vy´skytu˚ data a nejcˇasteˇjsˇı´ nadpis / pocˇet
vy´skytu˚ slova komenta´rˇ. Pokud byl vy´sledek v intervalu <0.4;1.6> byl facet povazˇova´n
za detekovany´. Tento interval byl odhadnut pouhy´m pozorova´nı´m dokumentu˚ v tre´novacı´
sadeˇ a pravdeˇpodobneˇ nemu˚zˇe by´t pouzˇit u jiny´ch dokumentu˚, ale pro moje experimenty
se tato metoda uka´zala jako dostacˇujı´cı´.
82.5 Klasifikace
Automaticka´ klasifikace zˇa´nru je v idea´lnı´m prˇı´padeˇ proces prˇirˇazenı´ webove´ho doku-
mentu do zˇa´dne´ho (pokud je dokument hodneˇ individua´lneˇ upraven), jednoho (pokud
dokument na´lezˇı´ do jednoho zˇa´nru) nebo vı´ce zˇa´nru˚ (kdyzˇ dokument obsahuje neˇkolik
zˇa´nru˚ nebo je hybrid)[4]. V me´ pra´ci se budu zaby´vat pouze klasifikacı´ jednoho zˇa´nru.
Beˇzˇne´ metody klasifikace jsou zalozˇeny na algoritmu ucˇenı´ s ucˇitelem [6]. Ucˇenı´ s
ucˇitelem je metodou strojove´ho ucˇenı´ (SU), ktera´ se zaby´va´ algoritmy umozˇnˇujı´cı´ stroju˚m
proces ucˇenı´.
Klasifikace zˇa´nru pomocı´ ucˇenı´ s ucˇitelem spocˇı´va´ ve vytvorˇenı´ tre´novacı´ch dat (mno-
zˇina webovy´ch dokumentu˚), ktere´ jsou prˇirˇazeny do urcˇite´ho zˇa´nru. Algoritmus pote´
extrahuje vlastnosti teˇchto dokumentu˚. Novy´, dosud do zˇa´dne´ho zˇa´nru neprˇirˇazeny´ do-
kument klasifika´tor prˇirˇadı´ do nejvı´ce podobne´ho zˇa´nru. Cı´lem je optimalizace vy´beˇru
vhodny´ch vlastnostı´, abychom dosa´hli co nejprˇesneˇjsˇı´ch vy´sledku˚. Postupny´m prˇida´va´-
nı´m vlastnostı´ mu˚zˇeme jak zvysˇovat prˇesnost klasifika´toru, tak i snizˇovat. Prˇı´cˇinou to-
hoto proble´mu je naucˇenı´ se za´vislostı´, ktere´ ve skutecˇnosti neexistujı´. Tento proble´m se
nazy´va´ prˇeucˇenı´ [5].
Proble´mem u detekce zˇa´nru˚ webovy´ch dokumentu˚ je, zˇe obsahujı´ prˇı´lisˇ mnoho ne-
uzˇitecˇny´ch informacı´ pro detekci. Dnes pouzˇı´vane´ znacˇkovacı´ jazyky HTML 4 a XHTML
postra´dajı´ se´manticke´ prvky. Proto vznika´ naprˇ. proble´m, kde hledat relevantnı´ infor-
mace o pru˚meˇrne´ de´lce veˇty. Typicka´ stra´nka se skla´da´ z jednoho hlavnı´ho panelu (zde
je umı´steˇn obsah dokumentu) a z neˇkolika postrannı´ch panelu˚ (zde jsou umı´steˇny cˇasto
navigacˇnı´ menu, reklamnı´ banery atd.). Relevantnı´ informace by se meˇli hledat v hlavnı´
cˇa´sti. Ale v soucˇasnosti kdy je stra´nka rozdeˇlena do divu˚ oznacˇeny´ch libovolny´m id nebo
trˇı´dou nenı´ snadne´ najı´t ten pozˇadovany´ div. Z tohoto du˚vodu mu˚zˇeme prˇi parsova´nı´
dokumentu zı´skat data ktere´ se nijak neva´zˇou k zˇa´nru a majı´ negativnı´ vliv na klasi-
fikaci. Tyto data se nazy´vajı´ sˇum. HTML 5 by mohlo prˇine´st zlepsˇenı´, protozˇe zava´dı´
nove´ se´manticke´ znacˇky - aside (bocˇnı´ panel), nav (umı´steˇnı´ navigace), article (umı´steˇnı´
cˇla´nku, komenta´rˇe), header (hlavicˇka dokumentu), footer(paticˇka dokumentu) atd.
92.6 Metody
Neˇktere´ pouzˇı´vane´ metody detekce zˇa´nru˚ v minulosti [1]:
• TF*IDF
• K-nejblizˇsˇı´ soused
• Naivnı´ bayesovsky´ klasifika´tor
• Bayesovske´ sı´teˇ
• Deduktivnı´ metoda




Prvnı´ metodou je TF*IDF, ktera´ byla pouzˇita naprˇ. zde [7]. TF (term frequency) zna-
mena´ pocˇet vy´skytu termı´nu v dokumentu - cˇı´m vı´ce vy´skytu˚, tı´m veˇtsˇı´ va´ha termı´nu.
IDF (inverse document frequency) znacˇı´ zda je termı´n beˇzˇny´ v tre´novacı´ sadeˇ - cˇı´m vı´ce
dokumentu˚ obsahujı´cı´ termı´n, tı´m mensˇı´ va´ha termı´nu. IDF = log NDF , kde DF je pocˇet
dokumentu˚ obsahujı´cı´ dany´ termı´n a N je celkovy´ pocˇet dokumentu˚. Termı´n mu˚zˇe by´t
slovo, nebo souslovı´. Po zparsova´nı´ dokumentu a spocˇı´ta´nı´ vah jednotlivy´ch termı´nu˚
mu˚zˇeme vyuzˇı´t neˇkolik algoritmu˚ ke klasifikaci: Naivnı´ bayesovsky´ klasifika´tor, Support
Vector Machines (SVM) nebo algoritmus K-nejblizˇsˇı´ soused.
Algoritmus K-nejblizˇsˇı´ soused (K-Nearest Neighbour)
Je algoritmus zalozˇeny´ na pameˇti, ktery´ nepotrˇebuje tre´novacı´ fa´zi. Prˇı´klady jsou repre-
zentova´ny vektory o n komponenta´ch, kde n je pocˇet atributu˚ (vlastnostı´). Ke klasifikaci
nove´ho dokumentu algoritmus porovna´ dokument se vsˇemi prˇı´pady tre´novacı´ mnozˇiny
a vypocˇte vzda´lenost mezi nimi. Potom je dokument prˇirˇazen do veˇtsˇinove´ trˇı´dy pro
K nejpodobneˇjsˇı´ch prˇı´padu˚. Podobnost sousedu˚ je reprezentova´na veˇtsˇinou euklidov-
skou metrikou. Naprˇı´klad pokud 3 ze 4 sousedu˚ budou ze stejne´ho zˇa´nru, potom dany´
dokument prˇirˇadı´me do stejne´ho zˇa´nru. Pokud jsou vsˇichni sousedi odlisˇnı´, prˇirˇadı´ se
dokument k nejblizˇsˇı´mu dokumentu [8].
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Naivnı´ bayesovsky´ klasifika´tor
Naivnı´ bayesovsky´ klasifika´tor je jednoduchy´ pravdeˇpodobnostnı´ algoritmus, ktery´ urcˇı´
s jakou pravdeˇpodobnostı´ dokument patrˇı´ do dane´ho zˇa´nru. Vy´hodou tohoto algoritmu
je velmi rychle´ ucˇenı´ a odolnost vu˚cˇi nevy´znamny´m parametru˚m. Jelikozˇ va´hy jsou stejneˇ
velke´ pro vsˇechny parametry, prˇesnost algoritmu mu˚zˇe by´t snı´zˇena pouzˇitı´m prˇı´lisˇ mnoha
parametru˚. Prˇes svoji jednoduchost algoritmus prokazuje velkou prˇesnost v mnoha ob-
lastech. Tento algoritmus byl vybra´n pro implementaci a bude podrobneˇji popsa´n v ka-
pitole 3.3 [10].
LogitBoost
LogitBoost patrˇı´ do kategorie boostovacı´ch algoritmu˚, ktere´ prˇedstavujı´ metodu stro-
jove´ho ucˇenı´ pomocı´ tzv. meta-algoritmu (metody jak nejle´pe ucˇit klasifika´tory). Princi-
pem boostingu je vytvorˇit silny´ klasifika´tor pomocı´ iteracˇnı´ho ucˇenı´ slaby´ch klasifika´toru˚.
Prˇi iterova´nı´ slaby´ch klasifika´toru˚ se upravujı´ va´hy vlastnostı´ tak aby bylo dosazˇeno co
nejlepsˇı´ch vy´sledku˚ [12].
Deduktivnı´ metoda
Deduktivnı´ metoda (Inferential model) spole´ha´ na funkcˇneˇ motivovane´ vlastnosti, me-
toda implementuje zjednodusˇenou formu bayesovske´ho teore´mu nazy´vanou odds-like-
lihood nebo subjektivnı´ bayesovskou metodu. Hlavnı´m rozdı´lem oproti klasicke´ho baye-
sovske´mu klasifika´toru je, zˇe va´hy jednotlivy´ch parametru˚ jsou ru˚zne´. Proto je podstatny´
spra´vny´ vy´pocˇet vah k prˇesne´ klasifikaci. Pro konecˇnou klasifikaci se pouzˇı´va´ jedno-
duche´ rozhodovacı´ IF-THEN pravidlo [4].
Support Vector Machines (SVM)
SVM je bina´rnı´ linea´rnı´ klasifika´tor, kde jsou trˇı´dy prˇı´kladu˚ z tre´novacı´ch dat reprezen-
tova´ny jako body v prostoru. Jednotlive´ trˇı´dy jsou oddeˇleny nadrovinou3 tak, aby mezi
nimi byla co nejveˇtsˇı´ vzda´lenost. Ke klasifikaci nove´ho prˇı´kladu se novy´ prˇı´klad zobrazı´
ve stejne´m prostotu jako tre´novacı´ mnozˇina a je klasifikova´n podle toho v jake´m prostoru
se zobrazı´ [13].
3Nadrovina pro dany´ prostor dimenze n je jeho podprostor dimenze n-1.
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Porovna´nı´ prˇesnosti metod
V tabulce 2.6 jsou zobrazeny orientacˇnı´ vy´sledky prˇesnostı´ klasifikacˇnı´ch metod prova´-
deˇne´ v prˇedchozı´ch experimentech. K testova´nı´ byly pouzˇity tre´novacı´ sady obsahujı´cı´
1 400 dokumentu˚ (pro SVM a Naivnı´ bayes) a 2 480 dokumentu˚ (pro odvozovacı´ me-
todu) [4].
Zˇa´nr SVM (%) Naivnı´ bayes (%) Odvozovacı´ metoda (%)
Blog 96 92 91
Eshop 88 76 83
FAQ 94.5 67 88.5
Front page 100 98 97
Seznamy 80 29 75.5
Osobnı´ stra´nky 79 27 77
Vyhleda´vacˇe 85 82 88
Celkem 89 67 86
Tabulka 3: Porovna´nı´ prˇesnosti klasifikacˇnı´ch metod
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3 Implementace klasifikacˇnı´ metody
K implementaci aplikace byl pouzˇit .NET framework a jazyk C#. .NET framework jsem
vybral z du˚vodu rychle´ho vy´voje GUI na Windows platformeˇ pomocı´ WinForm a velke´ho
mnozˇstvı´ knihoven pro pracı´ s HTML ko´dem.
3.1 Parsovanı´
K parsova´nı´ HTML stra´nek byla pouzˇita .NET knihovna pod Microsoft Public License
HTML Agility Pack (HAP). HAP je agilnı´ HTML parser ktery´ na´m umozˇnˇuje:
• Nacˇtenı´ a ulozˇenı´ stra´nky z neˇkolika zdroju˚ - web, soubor.
• Funkce pro manipulaci s DOM - prˇida´va´nı´/odebı´ra´nı´ uzlu˚, cˇtenı´ hodnot uzlu˚, pocˇet
uzlu˚ . . .
• Prohleda´va´nı´ struktury HTML dokumentu pomocı´ technologiı´ XPATH a XSLT (prˇı´-
klad na vy´pisu 1).
parsedDoc.Genre = document.DocumentNode.SelectSingleNode(”//div[@id=’genre type’]”).
InnerText;
// obsahuje url blog, pri ulozeni dokumentu byl pridan div s url
parsedDoc.Url = document.DocumentNode.SelectSingleNode(”//div[@id=’url’]”).InnerText;
Vy´pis 1: Prˇı´klad zı´ska´nı´ hodnoty uzlu podle hodnoty id
Pomocı´ HAP tedy mu˚zˇeme snadno zjisˇt’ovat pocˇet HTML tagu˚, hodnoty atributu˚ nebo
hodnoty tagu. Proble´m vsˇak nasta´va´ kdyzˇ chceme naprˇ. zjistit pocˇet znaku˚ v dokumentu,
pocˇet veˇt, pocˇet termı´nu˚ atd. Vlastnost InnerText trˇı´dy DocumentNode vracı´ rˇeteˇzec ob-
sahujı´cı´ take´ nezˇa´doucı´ prvky (komenta´rˇe, skripty, vnorˇene´ html tagy atd.). Naprˇı´klad
kdyzˇ chceme vyhledat slovo comment, veˇtsˇina vy´voja´rˇu˚ si da´ do ko´du prˇed div s ko-
menta´rˇem pozna´mku, zˇe se tady zobrazujı´ komenta´rˇe (v textu je jeden vy´skyt comment,
parser najde dva vy´skyty). Tento proble´m se pak negativneˇ projevuje na prˇesnosti par-
seru. Pro jsem vytvorˇil funkci ConvertToText(string html) viz. Vy´pis 5, ktera´ na´m od-
filtruje nezˇa´doucı´ obsah. Prˇı´klad ko´du hledajı´cı´ pocˇet vy´skytu klı´cˇovy´ch slov najdete
na Vy´pisu 2. K ukla´da´nı´ extrahovany´ch vlastnostı´ jsem vytvorˇil trˇı´du DocumentInfor-
mation, ktera´ je v uka´zka´ch ko´du reprezentova´na objektem parsedDoc.
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string allString = document.DocumentNode.SelectSingleNode(”//body”).InnerHtml.Trim();
allString = ConvertToText(allString) ;
// hledani faq words
matchCol = Regex.Matches(allString, @”(faq)|(frequently\ asked\ question)|(answer)|(enquir)|(
inquir)”, RegexOptions.Compiled | RegexOptions.IgnoreCase);
parsedDoc.FaqWordCount = matchCol.Count;
Vy´pis 2: Prˇı´klad zjisˇteˇnı´ pocˇtu klı´cˇovy´ch slov
3.2 IF-THEN klasifikace
Prvnı´ algoritmus, ktery´ jsem pouzˇil byla jednoducha´ IF-THEN klasifikace. Cı´lem je pouhe´
rozlisˇenı´ zda dany´ dokument patrˇı´ do zˇa´nru, nebo nepatrˇı´. Klasifikace vyuzˇı´va´ relativneˇ
ma´lo funkcˇneˇ motivovany´ch vlastnostı´ se stejnou va´hou. Pokud dokument obsahuje da-
nou vlastnost je k celkove´mu sko´re prˇicˇtena 1. Dokument je pozitivneˇ klasifikova´n pokud
je soucˇet sko´re alesponˇ 60% maxima´lnı´ho (viz. Vy´pis 3). Pozdeˇji jsem od tohoto algoritmu
upustil z du˚vodu problematicke´ detekci jeho vlastnostı´ a implementoval jsem Naivnı´ ba-
yesovsky´ klasifika´tor viz. kapitola 3.3.











Vy´pis 3: Prˇı´klad IF-THEN klasifikace blogu
3.3 Naivnı´ bayesovsky´ klasifika´tor
Naivnı´ bayesovsky´ klasifika´tor vycha´zı´ z Bayesovy veˇty o podmı´neˇne´ pravdeˇpodobnosti.
Tato pravdeˇpodobnostnı´ metoda je velice cˇasto vyuzˇı´va´na ve strojove´m ucˇenı´ ke klasi-
fikaci. Bayesovsky´ vztah (1) slouzˇı´ pro vy´pocˇet aposteriornı´ pravdeˇpodobnosti P(H|E),
tedy podmı´neˇne´ pravdeˇpodobnosti, zˇe platı´ hypote´za H prˇi pozorova´nı´ evidence E. Vy-
cha´zı´ z apriornı´ pravdeˇpodobnosti hypote´zy P(H), pravdeˇpodobnosti vy´skytu evidence
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P(E) a podmı´neˇne´ pravdeˇpodobnosti P(E|H), ktera´ popisuje pozorova´nı´ evidence E v
prˇı´padeˇ, zˇe platı´ hypote´za H [10].
P (H|E) = P (E|H)P (H)
P (E)
(1)
Prvnı´ metodou mu˚zˇeme spocˇı´tat pravdeˇpodobnost pro jednu evidenci, pro sledova´nı´
vı´ce evidencı´ pouzˇijeme vzorec pro Naivnı´ bayesovsky´ klasifika´tor (2). Vycha´zı´me z prˇed-
pokladu, zˇe jednotlive´ evidence jsou neza´visle´ [10].
P (H|E1, ..., EK) = P (H)
P (E1, ..., EK)
K
k=1
P (EK |H) (2)
Pro vy´pocˇet pravdeˇpodobnostı´ pro evidenci x je pouzˇito norma´lnı´ (nebo Gaussovo)
rozdeˇlenı´ pravdeˇpodobnosti (3) [11]. Z tre´novacı´ch dat zı´ska´me strˇednı´ hodnotu π a roz-







private double probability(Parameter p, double x)
{
return (1 / (Math.Sqrt(2 ∗ Math.PI ∗ p.Variance))) ∗ Math.Exp((−(x − p.Mean) ∗(x − p
.Mean))/(2∗p.Variance));
}
Vy´pis 4: Zjednodusˇeny´ ko´d vy´pocˇtu pravdeˇpodobnost pro jeden parametr
V prˇı´padeˇ, zˇe existuje vı´ce hypote´z T a rozhodujeme, ktera´ je pro danou evidenci nej-
pravdeˇpodobneˇjsˇı´. Podle vzorce (4) vybereme hypote´zu s nejveˇtsˇı´ aposteriornı´ pravdeˇ-
podobnostı´ HMAP z prostoru hypote´z T. Jelikozˇ na´s nezajı´ma´ prˇesna´ hodnota pravdeˇ-
podobnosti ale pouze nejveˇtsˇı´, mu˚zˇeme ve vzorci vynechat jmenovatele, ktery´ je pro
vsˇechny hypote´zy stejny´.
P (H|E1, ..., EK) = argmaxP (Ht)
K
k=1
P (EK |H), t ∈ T (4)
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Algorimus
• Vybere se tre´novacı´ sada pro ucˇenı´.
• Parser extrahuje vybrane´ vlastnosti.
• Klasifika´tor se naucˇı´ - spocˇı´ta´ rozptyl a pru˚meˇr pro kazˇdou vlastnost pro vsˇechny
zˇa´nry.
• Vybere se testovacı´ sada, pro kazˇdy´ prvek v testovacı´ sadeˇ se spocˇı´ta´ pravdeˇpodob-
nost pro vsˇechny zˇa´nry, prvek je klasifikova´n k zˇa´nru s nejvysˇsˇı´ pravdeˇpodobnostı´.
Pro aplikova´nı´ Naivnı´ho bayesovske´ho klasifika´toru jsem vytvorˇil trˇı´du NaiveBayes,
jejı´zˇ trˇı´dnı´ diagram je zobrazen na obra´zku 1. Tato trˇı´da nenı´ omezena pouze na detekci
zˇa´nru˚ webovy´ch stra´nek, ale da´ se vyuzˇı´t pro libovolna´ data. Jediny´m omezenı´m je, zˇe
hodnoty vlastnostı´ musı´ by´t typu double.
Obra´zek 1: Trˇı´dnı´ diagram trˇı´dy NaiveBayes
Pro pouzˇı´va´nı´ trˇı´dy stacˇı´ zna´t tyto verˇejne´ metody:
• learn - klasifika´tor se naucˇı´ z vlozˇeny´ch dat
• classify - klasifika´tor vra´tı´ na´zev detekovane´ho zˇa´nru
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Obra´zek 2: Algoritmus klasifikace dokumentu pomocı´ Naivnı´ho bayesovske´ho klasi-
fika´toru
3.4 Aplikace
Pro otestova´nı´ funkcˇnosti algoritmu jsem vytvorˇil aplikaci Web genre detector. Na obra´zku 3
je zobrazen use case diagram popisujı´cı´ chova´nı´ syste´mu z pohledu uzˇivatele.
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Obra´zek 3: Use case diagram aplikace
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4 Experimenty
Vsˇechny webove´ stra´nky pouzˇite´ v experimentech byly rucˇneˇ shroma´zˇdeˇny a prˇirˇazeny
do zˇa´nru. Prˇi shromazˇd’ova´nı´ stra´nek jsem se snazˇil vybı´rat prˇı´klady zˇa´nru˚ z ru˚zny´ch
dome´n a te´mat, aby byl pokryt co nejveˇtsˇı´ rozsah stra´nek.
Vyhodnocenı´ vy´sledku˚
Abychom zjistili u´speˇsˇnosti testu, je potrˇeba vy´sledky analyzovat. V testova´nı´ se bude
pocˇı´tat celkova´ prˇesnost AC (5), ktera´ na´m urcˇuje jak je test kvalitnı´ [19].
AC = (TP + TN)/(TP + TN + FP + FN) (5)
TP znamena´ spra´vneˇ pozitivnı´ (dokument je spra´vneˇ klasifikovany´ jako zˇa´nr), TN zna-
mena´ spra´vneˇ negativnı´ (dokument je spra´vneˇ oznacˇen zˇe nepatrˇı´ do zˇa´nru), FP znamena´
falesˇneˇ pozitivnı´ (dokument je nespra´vneˇ klasifikovany´ jako zˇa´nr) a FN znamena´ falesˇneˇ
negativnı´ (dokument patrˇı´cı´ do zˇa´nru nebyl klasifikova´n jako zˇa´nr).
4.1 Experiment - IF-THEN klasifikace
V prvnı´m experimentu se testovalo zda webova´ stra´nka je zˇa´nr blog nebo nenı´4. Pro tento
experiment byly vlastnosti vybra´ny pozorova´nı´m.
Parametry testu
• tre´novacı´ sada - 20 dokumentu˚ zˇa´nru blog, 20 dokumentu˚ jine´ho zˇa´nru
• testovacı´ sada - 20 dokumentu˚ zˇa´nru blog, 20 dokumentu˚ jine´ho zˇa´nru
• vlastnosti dokumentu - 2 funkcˇneˇ motivovane´ vlastnosti pro blog (viz. kapitola 2.4),
typicka´ slova pro zˇa´nr blog
4Tato metoda nenı´ implementova´na v aplikaci Web genre detector.
19
Vy´sledky
Acˇkoli vy´sledky oproti pozdeˇjsˇı´m experimentu˚ nejsou sˇpatne´, kvu˚li komplikovane´ de-
tekci funkcˇneˇ motivovany´ch vlastnostı´ jsem od te´to metody upustil.
Zˇa´nr Prˇesnost TP TN FP FN
BLOG 82.5 % 16 17 3 4
Tabulka 4: U´speˇsˇnost IF-THEN klasifikace, tre´novacı´ sada
4.2 Popis experimentu - Naivnı´ Bayesovsky´ klasifika´tor
V ra´mci testova´nı´ u´speˇsˇnosti Naivnı´ho Bayesovske´ho algoritmu jsem provedl 2 typy
testu˚:
• Rozlisˇova´nı´ zda dokument patrˇı´ do zadane´ho zˇa´nru nebo nepatrˇı´ - tzn. tre´novacı´
sada obsahuje dveˇ trˇı´dy (dokumenty patrˇı´cı´ do zˇa´nru, dokumenty nepatrˇı´cı´ do
zˇa´nru).
• Prˇirˇazenı´ dokumentu do zˇa´nru ze zna´me´ho pocˇtu zˇa´nru˚ - tzn. tre´novacı´ sada obsa-
huje dokumenty ze 4 trˇı´d (blog, diskuznı´ fo´rum, FAQ, elektronicky´ obchod).
Vy´beˇr vhodny´ch vlastnostı´
Dobra´ mnozˇina vlastnostı´ je ta, ktera´ obsahuje vlastnosti majı´cı´ vztah s trˇı´dou, ale nemajı´
vztah mezi sebou [16]. Pro na´sˇ experiment tedy bude du˚lezˇite´ vybrat vhodne´ vlastnosti,
podle nichzˇ budeme moci klasifikovat dokument do zˇa´nru. Pro hleda´nı´ vhodny´ch vlast-
nostı´ jsem pouzˇil metodu Correlation-based Feature Subset Selection (CFS). K aplikova´nı´
te´ty metody jsem pouzˇil program Weka5. Prˇedchozı´ch experimentech bylo doka´za´no zˇe
vybra´nı´m vlastnostı´ pomocı´ CFS bylo dosazˇeno stejny´ch nebo lepsˇı´ch vy´sledku˚ u Na-
ivnı´ho bayesovske´ho klasifika´toru. CFS odstranı´ nerelevantnı´, nadbytecˇne´ a vlastnosti
za´visle´ na ostatnı´ch vlastnostech.
Postup experimentu
• Parser extrahuje vsˇechny vlastnosti do csv souboru.
5Weka, open source program vyvinuty´ na universiteˇ Waikato, je kolekce algoritmu˚ strojove´ho ucˇenı´ pro
dolova´nı´ dat (data mining). Weka obsahuje na´stroje pro u´pravu vstupnı´ch dat, klasifikaci, vy´beˇr atributu˚,
vizualizaci atd[18].
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• Vlastnosti se importujı´ do programu Weka a aplikuje se metoda Correlation-based
Feature Subset Selection pro vy´beˇr nejlepsˇı´ch vlastnostı´.
• Klasifika´tor se naucˇı´ z pouze vybrany´ch vlastnostı´.
• Klasifika´tor klasifikuje vsˇechny dokumenty v tre´novacı´ i testovacı´ sadeˇ.
• Na za´veˇr bude vyhodnocenı´ a porovna´nı´ vy´sledku˚ s ostatnı´mi metodami strojove´ho
ucˇenı´6.
4.3 Experiment 1 - Naivnı´ bayesovska´ metoda
V prvnı´m experimentu se bude testovat zda stra´nka patrˇı´ do zˇa´nru FAQ nebo nepatrˇı´.
Parametry testu
• tre´novacı´ sada - 20 dokumentu˚ zˇa´nru FAQ, 20 dokumentu˚ jine´ho zˇa´nru
• testovacı´ sada - 20 dokumentu˚ zˇa´nru FAQ, 20 dokumentu˚ jine´ho zˇa´nru
• vlastnosti dokumentu - typicke´ slova pro zˇa´nr FAQ, pocˇet vy´skytu˚ HTML tagu
<ul>
Vy´sledky
Jak mu˚zˇeme videˇt v tabulka´ch 5 a 6 prˇesnost vsˇech testovany´ch metod je stejna´.
Zˇa´nr Prˇesnost TP TN FP FN
FAQ 90 % 17 19 1 3
Tabulka 5: U´speˇsˇnost klasifikace Naivnı´ Bayes, testovacı´ sada
FAQ Naive Bayes Bayes Net LogitBoost K-NN
Tre´novacı´ sada 100 % 100 % 100 % 100 %
Testovacı´ sada 90 % 90 % 90 % 90 %
Tabulka 6: U´speˇsˇnost klasifikace - porovna´nı´ metod
6Pro porovna´nı´ ostatnı´ch metod bude pouzˇit program Weka.
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4.4 Experiment 2 - Naivnı´ bayesovska´ metoda
V druhe´m experimentu se bude testovat zda stra´nka patrˇı´ do zˇa´nru diskuze nebo nepatrˇı´.
Parametry testu
• tre´novacı´ sada - 20 dokumentu˚ zˇa´nru diskuze, 20 dokumentu˚ jine´ho zˇa´nru
• testovacı´ sada - 20 dokumentu˚ zˇa´nru diskuze, 20 dokumentu˚ jine´ho zˇa´nru
• vlastnosti dokumentu - typicke´ slova pro zˇa´nr diskuze
Vy´sledky
V druhe´m experimentu mu˚zˇeme videˇt o 2.5 % horsˇı´ vy´sledky u naivnı´ bayesovske´ me-
tody.
Zˇa´nr Prˇesnost TP TN FP FN
Diskuze 90 % 19 17 3 1
Tabulka 7: U´speˇsˇnost klasifikace Naivnı´ Bayes, testovacı´ sada
FAQ Naive Bayes Bayes Net LogitBoost K-NN
Tre´novacı´ sada 95 % 97.5 % 97.5 % 97.5 %
Testovacı´ sada 90 % 92.5 % 92.5 % 92.5 %
Tabulka 8: U´speˇsˇnost klasifikace - porovna´nı´ metod
4.5 Experiment 3 - Naivnı´ bayesovska´ metoda
V trˇetı´m experimentu se bude testovat zda stra´nka patrˇı´ do zˇa´nru elektronicky´ obchod
nebo nepatrˇı´.
Parametry testu
• tre´novacı´ sada - 20 dokumentu˚ zˇa´nru elektronicky´ obchod, 20 dokumentu˚ jine´ho
zˇa´nru
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• testovacı´ sada - 20 dokumentu˚ zˇa´nru elektronicky´ obchod, 20 dokumentu˚ jine´ho
zˇa´nru
• vlastnosti dokumentu - typicke´ slova pro zˇa´nr elektronicky´ obchod, pocˇet vy´skytu˚
html tagu <img>
Vy´sledky
V trˇetı´m experimentu jsou videˇt prvnı´ veˇtsˇı´ rozdı´ly mezi metodami. Nejvyrovnaneˇjsˇı´
vy´sledky ma´ LogitBoost, u ostatnı´ch metod jsou znatelne´ rozdı´ly prˇesnosti mezi tre´novacı´
a testovacı´ sadou.
Zˇa´nr Prˇesnost TP TN FP FN
Elektronicky´ obchod 90 % 16 20 0 4
Tabulka 9: U´speˇsˇnost klasifikace Naivnı´ Bayes, testovacı´ sada
FAQ Naive Bayes Bayes Net LogitBoost K-NN
Tre´novacı´ sada 77.5 % 85 % 97.5 % 100 %
Testovacı´ sada 90 % 80 % 95 % 85 %
Tabulka 10: U´speˇsˇnost klasifikace - porovna´nı´ metod
4.6 Experiment 4 - Naivnı´ bayesovska´ metoda
Ve cˇtvrte´m experimentu se bude testovat zda stra´nka patrˇı´ do zˇa´nru blog nebo nepatrˇı´.
Parametry testu
• tre´novacı´ sada - 20 dokumentu˚ zˇa´nru blog, 20 dokumentu˚ jine´ho zˇa´nru
• testovacı´ sada - 20 dokumentu˚ zˇa´nru blog, 20 dokumentu˚ jine´ho zˇa´nru




U detekce blogu je videˇt velky´ rozdı´l v prˇesnosti na tre´novacı´ sadeˇ u Naivnı´ho baye-
sovske´ klasifika´toru oproti ostatnı´m metoda´m. Na testovacı´ sadeˇ jizˇ tolik nezaosta´va´.
Zˇa´nr Prˇesnost TP TN FP FN
Blog 67.5 % 10 17 3 10
Tabulka 11: U´speˇsˇnost klasifikace Naivnı´ Bayes, testovacı´ sada
FAQ Naive Bayes Bayes Net LogitBoost K-NN
Tre´novacı´ sada 72.5 % 92.5 % 100 % 100 %
Testovacı´ sada 67.5 % 67.5 % 75 % 75 %
Tabulka 12: U´speˇsˇnost klasifikace - porovna´nı´ metod
4.7 Experiment 5 - Naivnı´ bayesovska´ metoda
Parametry testu
• tre´novacı´ sada - 20 dokumentu˚ zˇa´nru blog, elektronicky´ obchod, FAQ a diskuznı´
fo´rum (celkem 80 dokumentu˚)
• testovacı´ sada - 20 dokumentu˚ zˇa´nru blog, elektronicky´ obchod, FAQ a diskuznı´
fo´rum (celkem 80 dokumentu˚)
• vlastnosti dokumentu - typicke´ slova pro jednotlive´ zˇa´nry, pru˚meˇrna´ de´lka veˇty, 50
nejbeˇzˇneˇjsˇı´ch slov v anglicˇtineˇ, pocˇet vy´skytu˚ html tagu <img>
Vy´sledky
V poslednı´m testu se rozlisˇovalo mezi cˇtyrˇmi zˇa´nry, nejhu˚rˇe dopadla detekce blogu. A to
pravdeˇpodobneˇ z du˚vodu, zˇe jednotlive´ testovane´ dokumenty tohoto zˇa´nru se navza´jem
nejvı´ce lisˇily. Nejlepsˇı´ch vy´sledku˚ dosahovala metoda LogitBoost.
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Zˇa´nr Prˇesnost TP TN FP FN
Blog 47.5 % 11 8 12 9
Elektronicky´ obchod 67.5 % 14 13 7 6
Diskuze 77.5 % 16 15 5 4
FAQ 72.5 % 12 17 3 8
Tabulka 13: U´speˇsˇnost klasifikace Naivnı´ Bayes, testovacı´ sada
FAQ Naive Bayes Bayes Net LogitBoost K-NN
Tre´novacı´ sada 86.25 % 92.5 % 100 % 100 %
Testovacı´ sada 66.25 % 76.25 % 80 % 72.5 %
Tabulka 14: U´speˇsˇnost klasifikace - porovna´nı´ metod
4.8 Shrnutı´ vy´sledku˚ experimentu˚
Jak mu˚zˇete videˇt v tabulce 15 nejlepsˇı´ch vy´sledku˚ ve vsˇech testech dosa´hla metoda Lo-
gitBoost. Pro prakticke´ vyuzˇitı´ jsou neuzˇitecˇneˇjsˇı´ vy´sledky testu˚ na testovacı´ sadeˇ. Zde
Naivnı´ bayesovska´ metoda zaosta´vala nejme´neˇ oproti ostatnı´m metoda´m.
FAQ Naive Bayes Bayes Net LogitBoost K-NN
Tre´novacı´ sada 86.25 % 93.5 % 99 % 99.5 %
Testovacı´ sada 80.75 % 81.25 % 86.5 % 83 %
Tabulka 15: Pru˚meˇrna´ u´speˇsˇnost klasifikace vsˇech testu˚ - porovna´nı´ metod
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5 Za´veˇr
Cı´lem pra´ce bylo navrhnout aplikaci a metodu pro detekci zˇa´nru˚ webovy´ch stra´nek.
Vy´sledna´ aplikace Web genre detector pouzˇı´va´ k detekci zˇa´nru˚ pravdeˇpodobnostnı´ Na-
ivnı´ bayesovskou metodu.
V me´ pra´ci jsem testoval 4 webove´ zˇa´nry - blog, diskuznı´ fo´rum, FAQ a elektronicky´
obchod. Jelikozˇ se aplikace ucˇı´ z tre´novacı´ch dat, mu˚zˇe prˇi pouzˇitı´ jiny´ch extrahovany´ch
vlastnostı´ detekovat te´meˇrˇ jaky´koliv zˇa´nr. Aplikace meˇla nejveˇtsˇı´ u´speˇsˇnost u struktura´lneˇ
jednodusˇsˇı´ch zˇa´nru˚ jako FAQ a diskuznı´ fo´rum. U elektronicke´ho obchodu a u blogu˚
byly pozorova´ny horsˇı´ vy´sledky, a to hlavneˇ z du˚vodu rozdı´lne´ struktury a obsahu tes-
tovany´ch prˇı´kladu˚. V porovna´nı´ s ostatnı´mi metodami Naivnı´ bayesovsky´ klasifika´tor
mı´rneˇ zaosta´va´ a pro dalsˇı´ pra´ce by bylo lepsˇı´ vyuzˇı´t sofistikovaneˇjsˇı´ algoritmus (naprˇ.
LogitBoost).
Nejveˇtsˇı´ slabinu te´to metody spatrˇuji v parsova´nı´ dokumentu, cozˇ by se v budoucı´ch
pracı´ch jisteˇ meˇlo zlepsˇit. Metoda pouzˇı´va´ jednoduche´ vlastnosti (pocˇty HTML tagu˚,
frekvence vy´razu˚) namı´sto slozˇiteˇjsˇı´ch funkcˇneˇ motivovany´ch vlastnostı´, ktere´ le´pe cha-
rakterizujı´ zˇa´nr. Bohuzˇel detekovat tyto vlastnosti pocˇı´tacˇem nenı´ snadne´. Domnı´va´m se
pokud bychom pouzˇili stejnou klasifikacˇnı´ metodu a mı´sto vlastnostı´ detekovane´ par-
serem pouzˇili vlastnosti detekovane´ cˇloveˇkem, vy´sledky by byli neˇkolikana´sobneˇ lepsˇı´.
Svou vinu na horsˇı´ch vy´sledcı´ch nese take´ otevrˇenost internetu, kde neexistuje zˇa´dna´
sˇablona jak by meˇl zˇa´nr vypadat. Mı´rne´ zlepsˇenı´ detekce zˇa´nru˚ vidı´m v HTML 5, ktera´
na rozdı´l od HTML 4 ma´ se´manticke´ prvky pro prˇesneˇjsˇı´ vyznacˇenı´ cˇa´stı´ dokumentu.
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A Prˇı´loha na CD/DVD
Soucˇa´stı´ pra´ce je CD s elektronickou podobou pra´ce ve forma´tu PDF. Da´le jsou zde
umı´steˇny testovane´ dokumenty a zdrojove´ ko´dy.
/corpus Testovane´ dokumenty
/source Zdrojove´ ko´dy aplikace
/text Elektronicka´ podoba pra´ce
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B Zdrojove´ ko´dy
Na vy´pisech 5 a 6 jsou vybrane´ uka´zky zdrojovy´ch ko´du˚ pouzˇity´ch prˇi parsova´nı´ doku-
mentu.
// odstrani html tagy, scripty , komentare, prazdne znaky
private string ConvertToText(string html)
{
// odstraneni scriptu
html = Regex.Replace(html, ”<script.∗?</script>”, string.Empty, RegexOptions.
Singleline | RegexOptions.IgnoreCase);
// odstraneni komentaru
html = Regex.Replace(html, ”<!−−.∗?−−>”, string.Empty, RegexOptions.Singleline |
RegexOptions.IgnoreCase);
// odstraneni html tagu
html = Regex.Replace(html, ”<[ˆ>]∗>”, string.Empty);
// nahrazeni bilych znaku
html = Regex.Replace(html, ”\n”, ” ”) ;
html = Regex.Replace(html, ”\r”, ” ” ) ;
html = Regex.Replace(html, ”\t”, ” ” ) ;
// nahrazeni html entit
html = Regex.Replace(html, ”&nbsp;”, ” ”);
html = Regex.Replace(html, ”&lt;”, ”<”);
html = Regex.Replace(html, ”&gt;”, ”>”);
html = Regex.Replace(html, ”&amp;”, ”&”);
html = Regex.Replace(html, ”&quot;”, ”\”” ) ;
html = Regex.Replace(html, ”&plusmn;”, ”$\pm$”);
html = Regex.Replace(html, ”&times;”, ”$\times$”);
html = Regex.Replace(html, ”&reg;”, ”$\textregistered$”) ;
html = Regex.Replace(html, ”&copy;”, ”$\copyright$”);
html = Regex.Replace(html, ”&euro;”, ”$\texteuro$”);
html = Regex.Replace(html, ”&raquo;”, ”$\guillemotright$”) ;
html = Regex.Replace(html, ”&laquo;”, ”$\guillemotleft$” ) ;
// odstraneni opakovanych mezer
html = Regex.Replace(html, ”( )+”, ” ” ) ;
return html;
}
Vy´pis 5: Prˇevede HTML vstup na cˇisty´ text
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// prumerna delka vety
HtmlNodeCollection nodes = document.DocumentNode.SelectNodes(”//p”);
int senCount = 1;
long totalSenLen = 0;
if (nodes != null )
{
foreach (HtmlNode n in nodes)
{
string s = this .ConvertToText(n.InnerText);
// pridani mezery na konec, kvuli detekci vet
s += ” ” ;
matchCol = Regex.Matches(s, @”(?sx−m)[ˆ\r\n].∗?(?:(?:\.|\?|!)\s)”,
RegexOptions.Compiled | RegexOptions.IgnoreCase);












Vy´pis 6: Prˇı´klad spocˇı´tanı´ pru˚meˇrne´ de´lky veˇty
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C Uzˇivatelska´ prˇı´rucˇka
Pro oveˇrˇenı´ funkcˇnosti implementovane´ metody jsem vytvorˇil aplikaci Web genre detec-
tor. Aplikace je naprogramova´na v jazyce C# s vyuzˇitı´m .NET frameworku. V uzˇivatelske´
prˇı´rucˇce bude popsa´no ovla´da´nı´ aplikace a jejı´ mozˇnosti. Po spusˇteˇnı´ aplikace se zobrazı´
pra´zdne´ okno, za´kladnı´m prvkem uzˇivatelske´ho rozhranı´ je menu s nabı´dkami:
• Corpus - zde jsou umı´steˇny prvky pro pra´ci s tre´novacı´ sadou, parsova´nı´ doku-
mentu˚, export vlastnostı´ dokumentu.
• Classify corpus - tato nabı´tka slouzˇı´ ke klasifikaci vybrane´ sady ulozˇene´ na disku.
• Classify page - po vlozˇenı´ url aplikace klasifikuje webovou stra´nku.
Pra´ce s sadou dokumentu˚ (Nabı´dka Corpus)
Obsahuje neˇkolik podnabı´dek:
• Select - zobrazı´ se dialogove´ okno (viz. obra´zek 4), kde mu˚zˇeme vybrat existujı´cı´
sadu (Select corpus) nebo vytvorˇit novou sadu (Create | Edit corpus). Tre´novacı´
sada je adresa´rˇ obsahujı´cı´ upravene´ HTML dokumenty s informacı´ o zˇa´nru a url
dokumentu.
• Learn - zobrazı´ se dialogove´ okno (viz. obra´zek 6) pro vy´beˇr vlasnostı´, ktere´ ma´
parser extrahovat. Po zparsova´nı´ dokumentu se klasifika´tor naucˇı´ a zı´skana´ data se
zobrazı´ v tabulce.
• Export features - exportuje vlastnosti dokumentu do csv souboru.
Obra´zek 4: Vy´beˇr sady dokumentu˚
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Po kliknutı´ na tlacˇı´tko Create | Edit corpus se zobrazı´ okno Downloader (viz. obra´zek 5).
Po zada´nı´ url, zˇa´nru a na´zvu se dokument se sta´hne do urcˇene´ho adresa´rˇe.
Obra´zek 5: Stazˇenı´ a prˇirˇazenı´ HTML dokumentu˚ do zˇa´nru
Obra´zek 6: Vy´beˇr vlastnostı´, ktere´ se budou extrahovat
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Klasifikace sady dokumentu˚ (Nabı´dka Classify corpus)
Obsahuje dveˇ podnabı´dky:
• Use training set - klasifikovat se bude tre´novacı´ sada.
• Use test set - klasifikovat se bude testovacı´ sada.
Po kliknutı´ na jednu z podnabı´dek bude kazˇdy´ dokument klasifikova´n, zobrazı´ se pro-
centua´lnı´ u´speˇsˇnost testu. Spra´vneˇ klasifikovane´ dokumenty jsou oznacˇeny zeleneˇ, ne-
spra´vneˇ klasifikovane´ dokumenty jsou oznacˇeny cˇerveneˇ.
Obra´zek 7: Vy´beˇr vlastnostı´, ktere´ se budou extrahovat
34
Klasifikace internetove´ stra´nky (Nabı´dka Classify page)
Poslednı´ nabı´dka na´m umozˇnˇuje klasifikovat webovou stra´nku do jednoho z naucˇeny´ch
zˇa´nru˚ (viz obra´zek 8).
Obra´zek 8: Vy´beˇr sady dokumentu˚
