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Abstract
We show the existence of positive solution for the following class of singular Neumann problem −u + a(x)
uβ
= λh(x)up in
BR with ∂u/∂ν = 0 on ∂BR , where R > 0, λ > 0 is a positive parameter, β > 0, p ∈ [0,1), BR = BR(0) ⊂ RN , a :BR → R and
h :BR →R are radially symmetric nonnegative C1 functions. Using variational methods and sub- and supersolutions, we obtain a
solution for an approximated problem involving mixed boundary conditions. The limit of the approximated solutions, is a positive
solution.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We are concerned with the existence of a positive solution to the problem⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−u+ a(x)
uβ
= λh(x)up in BR,
u > 0 in BR,
∂u
∂ν
= 0 in ∂BR,
(P )
where β > 0 is a constant, 0 p < 1, λ > 0 is a positive parameter, BR = BR(0) ⊂ RN is a ball, N  1. Throughout
this note, we assume that h(x) = h(r) and a(x) = a(r) for r = ‖x‖, are nonnegative C1 functions with a,h ≡ 0.
Nonlinear singular boundary value problem arise in several physical situations such as fluid mechanics pseudo-
plastics flow, chemical heterogeneous catalysts, non-Newtonian fluids, biological pattern formation, for more details
about this subject, we cite the papers of Fulks and Maybee [12], Callegari and Nashman [4,6] and references therein.
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ditions, we can cite for example, the papers of Crandall, Rabinowitz and Tartar [5], del Pino and Hernandez [10],
Sun, Wu and Long [15], Choi and McKenna [2,3], Taliaferro [13], Cîrstea, Ghergu and Radulescu [7], Cîrstea and
Radulescu [8] and references therein.
To the best of authors knowledge, the class of problems considered in this paper have been considered only in del
Pino and Hernandez [10], which was motivated by the same problem in dimension N = 1 under periodic boundary
conditions, that is, u(0) = u(T ) and u′(0) = u′(T ) studied in [9,14,16]. It was obtained a solution u ∈ C2(B1 −{0})∩
C(B1), assuming λ = R = 1, β > 1, p = 0 and
∫
B1
h > 0. A comparison with our main result is in order. The function
h in [10] may change sign. This is the only case not completely handled by our approach, since we require h(x) 0
and h ≡ 0. Our result extend the study made in [10] to nonlinearities like λh(x)up for 0  p < 1 and for smaller
values of β , that is, 0 < β  1. Moreover, our solution has the same regularity C2(BR − {0})∩C(BR) of [10].
In [10] the authors considered the perturbed problem (P ) by considering⎧⎪⎨
⎪⎩
−u+ 1
max(u, s)β
= h(|x|)+ εδ0 in B1,
∂u
∂ν
= 0 in ∂B1,
(1)
where δ0 is the Dirac measure supported at 0. After showing a priori lower boundedness of the solutions of (1), they
apply the Saddle Point Theorem to find a solution of (1). Then, let parameter s > 0 tend to 0 and subsequently let
ε > 0 tend to 0, thus finding a solution to (1).
We adopt a different double perturbation scheme, similarly to the one already used in [1] when treating the Dirichlet
problem. For each 0 < r < R, we consider the class of problems⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−u+ a(x)u
(u+ ε)β+1 = λh(x)u
p in BR \Br,
u > 0 in BR \Br,
u = σ in ∂Br,
∂u
∂ν
= 0 in ∂BR,
(Pε,r )
where σ > 0 is an appropriate fixed constant. We find a solution to (Pε,r ), and take the limit as r → 0+. Subsequently,
we let ε → 0+, thus getting a solution to (P ).
Our main result is the following:
Theorem 1.1. The problem (P ) has a positive solution u ∈ C2(BR − {0})∩C(BR) if one of the following conditions
holds:
(1) For λ ‖a‖∞, β > 0 and h(x) 1 for all x ∈ BR .
(2) For λ > 0 large enough and 0 < β < 1.
(3) For λ > 0 large enough, a(x)
d(x,∂BR)
2β bounded in BR and 0 < β < 1.
To finish this introduction, we would like to stress two points about our paper:
• Our main result is also true for other classes of nonlinearities of type h(x,u), which have essentially the same
type of behavior of the function h(x)up at origin and at infinite.
• In this paper, since we are working with Neumann boundary conditions and only with Laplacian operator, the
existence of a supersolution to (P ) is not immediate, see Section 2.3.
2. The perturbed problems
In this section, we study the perturbed problems used to get a solution to (P ). In the first perturbation, for each
ε > 0, we consider the class of problems:
114 C.O. Alves, M. Montenegro / J. Math. Anal. Appl. 352 (2009) 112–119⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−u+ a(x)u
(u+ ε)β+1 = λh(x)u
p in BR,
u > 0 in BR,
∂u
∂ν
= 0 in ∂BR.
(Pε)
Our goal is to get a solution to the above problem for each ε > 0 and let ε → 0 in order to find a solution to (P ).
2.1. Existence of subsolution to (Pε,r )
In this subsection, we will show the existence of subsolution u to (Pε,r ) which does not depend on r and ε. To this
end, we will divide our study in three cases.
Case 1. λ ‖a‖∞, β > 0 and h(x) 1 for all x ∈ BR .
In this case, u = 1 is a subsolution to (Pε,r ), provided that σ > 1.
Case 2. λ > 0 large enough and 0 < β < 1.
In this case, we use the same arguments developed in [1] to construct a subsolution. Let ζ be a positive solution of
the below problem{
−u = h(x)(d(x, ∂BR))pγ in BR,
u = 0 on ∂BR,
where γ = 21+β . Let Y be the solution of{
−Y = 1 in BR,
Y = 0 on ∂BR,
and ξ = ζ − cδY . Since h(x)  0, ≡ 0 for x ∈ BR , we have ζ > 0 and ∂ζ∂ν < 0 on ∂BR . Also, Y > 0 in BR and ∂Y∂ν
on ∂BR . Thus, ξ > 0 on BR and ∂ξ∂ν < 0 on ∂BR for small δ > 0.
Define u = kξγ , thus ∂u
∂ν
= kγ ξγ−1 ∂ξ
∂ν
= 0 on ∂BR . Computing the equation
−u+ a(x)
uβ
= −kγ cξγ−1 + kγ ξγ−1h(x)(d(x, ∂BR))pγ + a(x)k−β
ξβγ
− kγ (γ − 1)ξγ−2|∇ξ |2.
Since β ∈ [0,1), γ > 1 and consequently for k > 0 large, in the interior (away from the boundary) of BR we have
−kγ ξγ−1c + a(x)k−β < 0
and near the boundary ∂BR
a(x)k−β − kγ (γ − 1)|∇ξ |2 < 0.
Moreover, since ∂ξ
∂ν
< 0 on ∂BR , |∇ξ |2  const > 0 along ∂BR and ξ Md in BR for some constant M > 0. Take
now λ > 0 large enough such that
kγ ξγ−1h(x)
(
d(x, ∂BR)
)pγ  λh(x)up
hence
−u+ a(x)
uβ
 λh(x)up in BR.
Finally we choose σ such that kξγ < σ .
Case 3. λ > 0 large enough and a(x) 2β bounded in BR and 0 < β < 1.d(x,∂BR)
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−u+ 1
uβ
= −k2cξ + k2ξh(x)(d(x, ∂BR))2p + a(x)ξ−2βk−β − k2|∇ξ |2.
Since a(x)
d(x,∂BR)
2β is bounded in BR , there exists N > 0 such that
−u+ 1
uβ
−k2cξ + k2ξh(x)(d(x, ∂BR))2p +Nk−β − 2k|∇ξ |2,
thus, using similar arguments to Case 2, for k and λ large, we arrive at the same conclusion.
2.2. Existence of supersolution to (Pε,r )
In this subsection, we will use variational methods to get a supersolution to (Pε,r ), to this end, we need to fix some
notations. Hereafter, σ > ‖u‖∞ and X denotes the subspace of H 1(A), A = BR \Br , given by
X = {v ∈ H 1(A): v(r) = 0, v is radially symmetric}
endowed with the norm
‖v‖ =
(∫
A
|∇v|2 ds
) 1
2
.
We stress that ‖ .‖ is a norm in X, since Poincaré inequality holds in X, see [11], that is, there exists a positive constant
η > 0 such that∫
A
|v|2 dx  η
∫
A
|∇v|2 dx ∀v ∈ X.
Note that if v ∈ X is a solution of the problem below⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−(sN−1v′)′ = λsN−1h(s)(v + σ)p in (r,R),
v > 0 in (r,R),
v(r) = 0,
v′(R) = 0,
(Sε,r )
the function u = v + σ is a supersolution to (Pε,r ), because it is easy to check that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−(sN−1u′)′ + sN−1a(s)u
(u+ ε)β+1  λs
N−1h(s)up in (r,R),
u > 0 in (r,R),
u(r) = σ,
u′(R) = 0.
To get a solution to (Sε,r ), we will apply variational methods to the functional I : X →R given by
I (v) = 1
2
R∫
r
sN−1|v′|2 ds − λ
R∫
r
sN−1h(s)F
(
v(s)
)
ds
where F(t) = ∫ t0 ((w + σ)+)p dw and t+ = max{t,0}. It is easy to check that I is C1 and weakly lower semicontin-
uous, so its critical points are weak solutions to (Sε,r ). Since p ∈ [0,1) it follows that I is coercive in X, thus there
exists v0 ∈ X such that
I (v0) = min
v∈X I (v) and I
′(v0) = 0.
From the above details, we conclude that v0 is a solution to (Sε,r ).
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s ∈ [r,R]. Moreover,
Ur(s) = σ + λ
s∫
r
1
wN−1
[ R∫
w
tN−1h(t)(Ur + σ)p dt
]
dw
and Ur ∈ C3[r,R].
Lemma 2.2. There exists M > 0 independent of r , such that ‖Ur‖C[r,R] M for all r ∈ (0,R). Moreover, for each
ρ ∈ (0,R), there exists Cρ > 0 and rρ ∈ (0,R) such that
‖Ur‖C1[ρ,R],‖Ur‖C2[ρ,R],‖Ur‖C3[ρ,R]  Cρ ∀r ∈ (0, rρ).
Proof. Since
Ur(s) = σ + λ
s∫
r
1
wN−1
[ R∫
w
tN−1h(t)(Ur + σ)p(t) dt
]
dw,
by a direct calculus, we can prove that there exist positive constants A1 and A2 independents of r verifying the
inequality∣∣Ur(s)∣∣A1 +A2∣∣Ur(s)∣∣p ∀s ∈ [r,R],
which implies
‖Ur‖C[r,R] A1 +A2‖Ur‖pC[r,R].
Using the hypothesis p ∈ [0,1), the last inequality implies that there exists M > 0 independent of r , such that
‖Ur‖C[r,R] M for all r ∈ (0,R). The estimates involving the norms ‖Ur‖C1[ρ,R],‖Ur‖C2[ρ,R],‖Ur‖C3[ρ,R] follows
easily using the estimative found for ‖Ur‖C[r,R]. 
2.3. Existence of solution to (Pε,r )
We use an interaction method starting from u0 = u and defining the sequence un, n ∈N, by solving the problems⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−(sN−1u′n+1)′ + sN−1a(s)un+1(un + ε)β+1 = λsN−1h(s)upn in (r,R),
un+1 > 0 in (r,R),
un+1(r) = σ,
u′n+1(R) = 0.
Next, we recall a maximum principle.
Lemma 2.3 (Maximum principle). Assume that u is of class C2 on [r,R] and g be a nonnegative continuous functions
in [r,R] verifying
−(sN−1u′)′ + g(s)u 0 ∀s ∈ (r,R), u(r) 0 and u′(R) = 0.
Then, u(s) 0 ∀s ∈ [r,R].
Using the above maximum principle, we are able to prove the following result for the sequence un.
Lemma 2.4. The sequence un is nondecreasing and
u0(s) un(s) un+1(s)Ur(s) for all s ∈ [r,R] and n ∈N. (2)
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−(sN−1W ′)′ + g(s)W  0 ∀s ∈ (r,R), W(r) 0 and W ′(R) = 0,
where g(s) = sN−1a(s)
(u0+ε)β+1 . From Lemma 2.3,
W(s) 0 ∀s ∈ [r,R],
hence
u0  u1(s) ∀s ∈ [r,R].
On the other hand, considering Ψ = u1 −Ur , we can prove that
−(sN−1Ψ ′)′ + g(s)Ψ  0 ∀s ∈ (r,R), Ψ (r) 0 and Ψ ′(R) = 0
and again applying Lemma 2.3, we get
u1 Ur(s) ∀s ∈ [r,R].
Thus,
u0  u1(s)Ur(s) ∀s ∈ [r,R].
Now, the proof follows by induction at n. 
Hereafter, ur(s) = limn→∞ un(s) for all s ∈ [r,R], and consequently
1 ur(s)Ur(s) ∀s ∈ [r,R]. (3)
Lemma 2.5. The function ur belongs to C2[r,R] and verifies (Pε).
Proof. For each n ∈N,
un(s) = σ +
s∫
r
1
wN−1
[ R∫
w
tN−1
(
λh(t)u
p
n−1 −
a(t)un
(un−1 + ε)β+1
)
dt
]
dw.
Since
u(s) un(s)Ur(s)M ∀n ∈N and ∀s ∈ [0,R],
the last equality implies that ‖un‖C3[r,R] is bounded, so for some subsequence, still denote by un, we have that
un → ur in C2[r,R].
Therefore, ur is a solution of the problem⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−(sN−1u′r)′ + sN−1a(s)ur(ur + ε)β+1 = λsN−1h(s)upr in (r,R),
ur > σ in (r,R),
ur(r) = σ,
u′r (R) = 0
and the proof of lemma is finished. 
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From the last lemma, ur is given by
ur(s) = σ +
s∫
r
1
wN−1
[ R∫
w
tN−1
(
λh(t)u
p
r − a(t)ur
(ur + ε)β+1
)
dt
]
dw (4)
and
u(s) ur(s)Ur(s)M ∀s ∈ [r,R]. (5)
Using (4) and (5), it is possible to prove that for each ρ ∈ (0,R) there exist Cρ > 0 and rρ ∈ (0,R), such that
‖ur‖C1[ρ,R],‖ur‖C2[ρ,R],‖ur‖C3[ρ,R]  Cρ ∀r ∈ (0, rρ).
Hence, there exist a sequence rn ⊂ (0,R) with rn → 0 and uε : (0,R] →R, such that the sequence zn = urn satisfies
zn → uε in C2loc((0,R)),
and
zn → uε in C1[ρ,R] ∀ρ ∈ (0,R).
The above limits imply that uε is a solution of the problem ((Pε) written in radial form):⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−(sN−1u′ε)′ + sN−1a(s)uε(uε + ε)β+1 = λsN−1h(s)upε in (0,R),
uε > 0 in (0,R),
u′ε(R) = 0.
2.5. Existence of solution to (P )
Note that the family uε verifies
uε(s) = uε(R/2)+
s∫
R/2
1
wN−1
[ R∫
w
tN−1
(
λh(t)upε −
a(t)uε
(uε + ε)β+1
)
dt
]
dw if s R/2, (6)
uε(s) = uε(R/2)−
R/2∫
s
1
wN−1
[ R∫
w
tN−1
(
λh(t)upε −
a(t)uε
(uε + ε)β+1
)
dt
]
dw if 0 < s R/2, (7)
and
u(s) uε(s)M ∀s ∈ (0,R). (8)
Using (6)–(8), for each ρ ∈ (0,R) fixed, there exist Cρ > 0 and ερ ∈ (0,R), such that
‖uε‖C1[ρ,R],‖uε‖C2[ρ,R],‖uε‖C3[ρ,R]  Cρ ∀ε ∈ (0, ερ).
Hence, there exist a sequence εn ⊂ (0,R) with εn → 0 and u : (0,R] →R, such that the sequence Ψn = uεn satisfies
Ψn → u in C2loc((0,R)),
and
Ψn → u in C1[ρ,R] ∀ρ ∈ (0,R).
Using the above informations, u(s) u(s) ∀s ∈ (0,R], and u is a solution of the problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−(sN−1u′)′ + sN−1a(s)
uβ
= λsN−1h(s)up in (0,R),
u > 0 in (0,R),
u′(R) = 0.
(9)
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shows that we can extend u to the interval [0,R], in such a way that u is continuous on [0,R].
Lemma 2.6. If u is the solution found for (9), we have that limr→0 u(r) exists. Hence, we can extend u to the interval
[0,R] assuming u(0) = limr→0 u(r). Thus getting the regularity u ∈ C2(BR − {0})∩C(BR).
Proof. Let rm ⊂ (0,R/2) be a sequence with rm → 0. From (7),
u(rn) = u(R/2)−
R/2∫
rn
1
wN−1
[ R∫
w
tN−1
(
λh(t)up − a(t)
uβ
)
dt
]
dw
so, if rm > rn
∣∣u(rm)− u(rn)∣∣=
∣∣∣∣∣
rm∫
rn
1
wN−1
[ R∫
w
tN−1
(
λh(t)up − a(t)
uβ
)
dt
]
dw
∣∣∣∣∣.
Since u(s) u(s)M ∀s ∈ (0,R], the last equality implies that there exists a positive constant C > 0 such that
∣∣u(rm)− u(rn)∣∣ C
∣∣∣∣∣
rm∫
rn
1
wN−1
dw
∣∣∣∣∣= C|rm − rn|.
Therefore, u(rm) is a Cauchy sequence, and there exists L ∈R such that limn→∞ u(rn) = L. Using similar arguments,
if sn is another sequence with sn → 0, it follows that limn→∞ u(sn) = L, so that limr→0 u(r) exists. 
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