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ABSTRACT
This dissertation focuses on challenging static and dynamic problems encountered in
cooperative multi-agent systems. First, a unified optimization framework is proposed
for a wide range of tasks including consensus, optimal coverage, and resource alloca-
tion problems. It allows gradient-based algorithms to be applied to solve these prob-
lems, all of which have been studied in a separate way in the past. Gradient-based
algorithms are shown to be distributed for a subclass of problems where objective
functions can be decoupled.
Second, the issue of global optimality is studied for optimal coverage problems
where agents are deployed to maximize the joint detection probability. Objective
functions in these problems are non-convex and no global optimum can be guaranteed
by gradient-based algorithms developed to date. In order to obtain a solution close
to the global optimum, the selection of initial conditions is crucial. The initial state
is determined by an additional optimization problem where the objective function is
monotone submodular, a class of functions for which the greedy solution performance
is guaranteed to be within a provable bound relative to the optimal performance.
vii
The bound is known to be within 1− 1/e of the optimal solution and is improved by
exploiting the curvature information of the objective function. The greedy solution
is subsequently used as an initial point of a gradient-based algorithm for the original
optimal coverage problem. In addition, a novel method is proposed to escape a local
optimum in a systematic way instead of randomly perturbing controllable variables
away from a local optimum.
Finally, optimal dynamic formation control problems are addressed for mobile
leader-follower networks. Optimal formations are determined by maximizing a given
objective function while continuously preserving communication connectivity in a
time-varying environment. It is shown that in a convex mission space, the connectivity
constraints can be satisfied by any feasible solution to a Mixed Integer Nonlinear
Programming (MINLP) problem. For the class of optimal formation problems where
the objective is to maximize coverage, the optimal formation is proven to be a tree
which can be efficiently constructed without solving a MINLP problem. In a mission
space constrained by obstacles, a minimum-effort reconfiguration approach is designed
for obtaining the formation which still optimizes the objective function while avoiding
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1.1 Motivation and Background
There exist many civilian and military missions involving searching, exploring and
collecting data in an environment that is potentially highly dynamic, even hazardous
to human operators (Hart and Martinez, 2006). Consider a scenario where rescue
team members search for survivors after a catastrophic earthquake under the risk
of aftershocks and landslides. Also think of the need of measuring environmental
temperature, humidity, and gas concentration on wide complex areas in order to pro-
vide more accurate weather forecast or prevent forest fire occurrence. More examples
of such tasks include animal population studies, pollution detection, water and air
quality monitoring.
It is desirable to develop autonomous multi-agent systems which are capable of
dynamic self-deployment and communication in order to replace humans for poten-
tially long unattended periods of operation. Indeed, many of the aforementioned
tasks are difficult, or impossible, to be accomplished by a single agent. Multi-agent
systems have significant advantages over a single sophisticated agent, including ro-
bustness to dynamic uncertainties such as individual agent failures, non-stationary
environments, and adversarial elements (Shamma, 2007; Wang and Zhang, 2017;
Greco et al., 2010). The potential benefits of a multi-agent cooperative system have
attracted the researchers’ attention in this field. In particular, consensus (Mesbahi
and Egerstedt, 2010; Ji and Egerstedt, 2007; Moreau, 2004), formation control (Ya-
2maguchi and Arai, 1994; Cao et al., 2011), containment control (Ji et al., 2008; Mei
et al., 2012), vehicle-target assignment (Arslan et al., 2007; Nygard et al., 2001; Li
and Cassandras, 2006), optimal coverage (Cortes et al., 2004; Cassandras and Li,
2005; Zhong and Cassandras, 2011; Gusrialdi and Zeng, 2011), maximum reward
collection (Khazaeni and Cassandras, 2014), and persistent monitoring (Cassandras
et al., 2013; Yu et al., 2015) are all well-known topics.
Cooperative multi-agent systems have the following features:
1. The system seeks to achieve a common goal which is determined by the agents’
states. The Individual agent may or may not have its goal.
2. Agents in the system may share their local information with each other through
explicit communications, usually in the form of message passing over a network,
or implicitly via observation of other agents’ states.
Considerable efforts have been dedicated to all aspects regarding the study of
multi-agent cooperative systems including modeling of cooperative systems, resource
allocation, discrete-event driven control, continuous and hybrid dynamical control,
and theory of the interaction of information, control, and hierarchy. Methods, such
as optimization and control approaches, emergent rule-based techniques, game theo-
retic and team theoretic approaches have been proposed. Performance measures that
include the effects of hierarchies and information structures on solutions, performance
bounds, concepts of convergence and stability, and problem complexity have also been
put forward (Butenko et al., 2013).
In this dissertation, we focus on the optimization problems encountered in multi-
agent systems. Optimization problems are often formulated by considering the com-
mon goal as the objective, the states of agents as the decision variables, and the
communication requirements as the constraints. These problems are static multi-
agent problems if the decision variables are independent of time (e.g., deployment of
3agents), for example, the vehicle-target assignment problem where multiple vehicles
are going to be assigned to a number of targets by optimizing a certain total reward
(Li and Cassandras, 2006). In addition, there are dynamic multi-agent problems in
which the decision variables depend on time, that is, the states of the agents are
optimized for a period of time which can be finite or infinite. Many types of trajec-
tory optimization problems are good examples of dynamic multi-agent problems, such
as persistent monitoring, data harvesting, and trajectory planning around obstacles
(Khazaeni, 2016).
Optimal coverage problems are typical static optimization problems where agents
are deployed in an environment to maximize the total coverage (Cortes et al., 2004;
Cassandras and Li, 2005; Zhong and Cassandras, 2011; Gusrialdi and Zeng, 2011).






R(x)P (x, s)dx (1.1)
where x is a point in the mission space, R(x), x ∈ Ω is a prior information of the
environment, e.g. event density function obtained from historical data, s is the posi-
tion vector of the agents, and P (x, s) is the joint detection probability at x if agents
are located at s. This objective function is shown to be of a surprisingly general
nature, which motives us to pursue a unified optimization framework for multi-agent
cooperative systems. Chapter 2 will discuss this topic in detail.
To solve optimization problems and perform tasks correctly and efficiently, we
need to overcome the following difficulties:
1. Complexity and scalability. It is often impossible for an individual agent to
access the information gathered by all agents. Furthermore, there is typically
communication cost of gathering information in the centralized scheme. Even
if information were available, the inherent complexity of the decision problems
4cannot be ignored especially for a large-scale multi-agent system. Distributed
algorithms are alternative approaches, which are used to speed up the compu-
tation of complex computing tasks through parallel processing, and to make
the system robust to the failure of agents. However, such benefits come with
significant challenges, such as the analytical difficulties of dealing with partial in-
formation and the trade-off between communication costs and the performance
(Shamma, 2007).
2. Global optimality. The objective functions derived from the tasks are often
non-convex and the environment is non-convex and may be time-varying. The
inherent non-convexity of the objective function and environment uncertainty
make a global optimum hard to be guaranteed by gradient-based methods.
As we mentioned, though distributed algorithms are desired, it is impossible for us
to identify whether there exist distributed algorithms only from the objective function
like (1.1). We will then address the issue of identifying conditions under which a
centralized solution to such problems can be recovered in a distributed manner in
Chapter 2.
The issue of global optimality stands out for the optimal coverage problems espe-
cially when the environment clutters with obstacles. For example, in a very simple
scenario, two agents cover a mission space which is almost partitioned into a big area
and a small area by an obstacle. Figure 1·1 shows a local optimum obtained by the
gradient-based algorithm for such scenario where the blue rectangle represents an
obstacle and the numbered circles 0 and 1 are agents. We can see no agent covers the
big area, thus making the solution very bad. This motivates us to find a systematic
way to obtain a local optimum with performance bound or to be able to escape a
local optimum. Chapter 3 will study this problem.
When the number of available agents is few compared to the size of the mission
5Figure 1·1: An example of a poor local optimum in optimal coverage problem
space, a static agent deployment solution may never give a satisfactory coverage of
the whole space. In other words, there will always be a large uncovered area even
with a globally optimal configuration. Under such scenarios, instead of assigning the
agents to converge to some fixed locations, we can take advantage of the mobility
of a mobile multi-agent system. However, communications between agents may be
easily interrupted due to the mobility of the agents or be blocked by obstacles in the
environment. The communication preservation is the first challenge to be considered,
this motivates our third problem, optimal dynamic formation control, in Chapter 4.
This section is then followed by a brief outline of our research topics and literature
review of start-of-the-art methods for the problems we present. Section 1.3 summa-
rizes the main contributions of the dissertation and this chapter is ended by Section
1.4, which overviews the organization of the dissertation.
61.2 Research Outline and Literature Review
1.2.1 Unified Optimization Framework of Multi-Agent Systems
A unified optimization framework is proposed for static multi-agent problems includ-
ing consensus, optimal coverage problems and resource allocation problems. They are
usually treated as independent control problems and considerable progress has been
made in a separate way.
Consensus or agreement problems require the states of all agents to reach an
agreement (Ren et al., 2005; Mesbahi and Egerstedt, 2010; Ji and Egerstedt, 2007;
Moreau, 2004). They have been studied extensively over the past decade, starting
from single-integrator agents, to double-integrator agents, to identical general linear
agents, and to non-identical general linear agents (Seyboth et al., 2016). Information
exchange topology is assumed to be time-invariant or dynamic. Consensus protocol
can either be continuous-time or discrete-time (Ren et al., 2005).
Coverage control is the process of controlling the movement of multiple agents
and ultimately optimally deploying them in the mission space so as to maximize
the sensing coverage or minimize the sum of distance from agents to the interested
points in the mission (Zhong and Cassandras, 2011; Gusrialdi and Zeng, 2011; Sun
et al., 2014; Cortes et al., 2004; Gusrialdi et al., 2008; Breitenmoser et al., 2010).
This is a more general problem since the mission not only involves the agent-agent
interactions like those in consensus and formation control, but also agent-environment
interactions. Besides, the final states of agents in coverage control problems are
needed to be found and optimized, instead of giving in advance like consensus and
formation control problems. So we will focus on this problem in the following chapters
and provide a detailed literature review in Section 1.2.2.
More recently, these problems tend to be solved via unified frameworks and algo-
rithms. In (Nedic´ and Ozdaglar, 2009) and (Zhu and Martinez, 2013), a framework of
7multi-agent non-convex optimization is proposed to minimize a sum of local objective
functions subject to global constraints. However, the additive structure of this model
is not always true, e.g., coverage control problems in (Zhong and Cassandras, 2011).
In (Schwager et al., 2011), a generalized cost function is proposed to derive a stable
gradient descent controller. In (Sakurama et al., 2015), on the other hand, the au-
thors first come up with a distributed controller as a unified solution, then they find
an objective function for a specific multi-agent coordination task. However, the as-
sumption that the network topology is fixed may not be true due to agent failures and
time-delays. In this dissertation, we propose a generalized optimization framework:
to find the best states of agents so as to achieve a maximal reward (minimal cost)
from the interactions between agents and the environment (e.g., coverage control) or
among each other (e.g. consensus control).
Gradient-based methods are usually used to solve such problems (Bertsekas, 1995).
Communication costs and constraints imposed on multi-agent systems, as well as the
need to avoid single-point-of-failure issues, motivate distributed optimization schemes
allowing agents to achieve optimality, each acting autonomously and with as little
information as possible. A natural question is what kind of multi-agent optimization
problems can be solved by a distributed gradient algorithm. In Chapter 2, we identify
a subclass of problems where distributed gradient-based algorithms exist.
1.2.2 Optimal Coverage Problem
Coverage is a key performance metric of sensor networks and has been studied under
various settings and approaches in the past decade (see (Fan and Jin, 2010) and (Zhu
et al., 2012) for two surveys on the subject). Next, we give a synopsis of the literature
that is most relevant to our work in this field.
The traditional coverage problem is of the form “How many agents are needed
to be deployed or to be activated to cover a given region of interest?” Such prob-
8lems are often solved using techniques in Computational Geometry. The problems of
covering a set of points using a minimum number of a given geometric body are gen-
erally NP-hard, and approximation algorithms had been proposed (Gonzalez, 1991;
Hochbaum and Maass, 1985). More recently, it goes to a dual direction, i.e., how
to deploy agents to maximize the rewards obtained by given number of agents in a
bounded environment. The environment at first is assumed as a convex area with no
obstacles in it (Cortes et al., 2004). Then it evolves to a non-convex area (Zhong and
Cassandras, 2011), which makes it more complex. Optimal coverage problems can
be solved by either on-line or off-line methods. Some widely used on-line methods,
such as distributed gradient-based algorithms (Cassandras and Li, 2005; Zhong and
Cassandras, 2011; Gusrialdi and Zeng, 2011) and Voronoi-partition-based algorithms
(Cortes et al., 2004; Gusrialdi et al., 2008; Breitenmoser et al., 2010), typically result
in locally optimal solutions, hence possibly poor performance. One normally seeks
methods through which controllable variables escape from local optima and explore
the search space of the problem aiming at better equilibrium points and, ultimately, a
globally optimal solution. In heuristics algorithms, for example, simulated annealing
(Laarhoven et al., 1987; Bertsimas and Tsitsiklis, 1993), this is done by probabilis-
tically perturbing controllable variables away from a local optimum. However, it is
infeasible for agents to perform such a random search which is notoriously slow and
energy inefficient. Even if this method is used in a off-line setting, the computa-
tion is inefficient and the conditions for global optimality convergence are hard to
be satisfied. A “ladybug exploration” strategy is applied to an adaptive controller
in (Schwager et al., 2008), which aims at balancing coverage and exploration. How-
ever, these on-line approaches cannot quantify the gap between the local optima they
attain and the global optimum. In (Zhong and Cassandras, 2011), a gradient-based
algorithm was developed to maximize the joint detection probability in a mission
9space with obstacles.
Note that a proper starting point is crucial to get a good local optimum by
gradient-based algorithms. Multiple-start algorithms (Snyman and Fatti, 1987; Mart´ı,
2003; Boese et al., 1994; Mart´ı et al., 2013) are proposed to address the global op-
timization problem by using a local optimization routine but starting it from many
different points. These methods have two phases that are alternated for a certain
number of global iterations. The first phase generates a solution and the second seeks
to improve the outcome. Each global iteration produces a solution that is typically a
local optimum, and the best overall solution is the output of the algorithm. The most
tricky thing is to create a balance between search diversification (structural variation)
and search intensification (improvement).
We seek systematic methods to overcome the presence of multiple local optima in
optimal coverage problems to avoid randomness and repeat work.
In computer science literature, a related problem is the “maximum coverage”
problem (Khuller et al., 1999; Berman and Krass, 2002), where a collection of dis-
crete sets is given (the sets may have some elements in common and the number of
elements is finite) and at most N of these sets are selected so that their union has
maximal size (cardinality). The objective function in the maximum coverage prob-
lem is submodular and all properties of submodular maximization can be applied.
Motivated by the maximum coverage works, we try to find out a good initial point
with performance bound. in our work, we begin by limiting agents to a finite set of
feasible positions. An advantage of this formulation is that it assists us in eliminat-
ing obviously bad initial conditions for any gradient-based method. An additional
advantage comes from the fact that we can show our coverage objective function to
be monotone submodular, therefore, a suboptimal solution obtained by the greedy
algorithm can achieve a performance ratio L(N) ≥ 1− 1
e
, where N is the number of
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agents in the system. The greedy solution is subsequently used as an initial point for
a gradient-based algorithm to obtain solutions even closer to the global optimum.
In addition, the boosting function approach is proposed to escape a local optimum
in a systematic way instead of randomly perturbing controllable variables away from
a local optimum. This is accomplished by exploiting the structure of the problem
considered. The main idea is to alter the regional objective function whenever an
equilibrium is reached. A boosting function is a transformation of the associated
partial derivative which takes place at an equilibrium point, where its value is zero;
the result of the transformation is a non-zero derivative, which, therefore, forces an
agent to move in a direction determined by the boosting function and to explore the
mission space. When a new equilibrium point is reached, we revert to the original
objective function and the gradient-based algorithm converges to a new (potentially
better and never worse) equilibrium point.
1.2.3 Optimal Dynamic Formation Control Problem
Optimization problems of mobile multi-agent networks is a natural extension of the
static multi-agent system to the mobile multi-agent system. For example, persistent
monitoring problems are a dynamic version of the coverage control problem, consid-
ering the case that the environment changes constantly and sometimes continuously.
Persistent monitoring is defined as the problem of designing the optimal trajectories
and finding the optimal movement along those trajectories (Cassandras et al., 2013;
Yu et al., 2015; Lin and Cassandras, 2015).
The optimal dynamic formation control is motivated by coverage control problems
with a fixed base where each agent is asked to maintain a connection with the base
(Zhong and Cassandras, 2011). However, when the sensing area is small compared
to the environment, the agent network cannot cover the whole mission space. In this
dissertation, we deal with the issue that all agents are required to connect to a mobile
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base, which is defined as a leader.
The optimal dynamic formation control is also motived by formation control prob-
lems. In traditional formation control problems, mobile agents are required to estab-
lish and maintain a certain spatial configuration, which is defined by relative distances
or relative bearings (Cao et al., 2011; Oh and Ahn, 2014; Yamaguchi and Arai, 1994;
Das et al., 2002). Formation control problems are generally approached in two ways:
in the leader-follower setting, an agent is designated as a team leader moving on
some given trajectory with the remaining agents tracking this trajectory while main-
taining the formation; in the leaderless setting the formation must be maintained
without any such benefit. In robotics, formation control is a well-studied problem.
In (Yamaguchi and Arai, 1994), the desired shape for a strongly connected group of
robots is achieved by designing a quadratic spread potential field on a relative dis-
tance space. In (Desai et al., 1999), a leader and several followers move in an area
with obstacles which necessitate the transition from an initial formation shape to a
desired new shape; however, the actual choice of formations for a particular mission
is not addressed in (Desai et al., 1999). In (Ji and Egerstedt, 2007) the authors
consider the problem of connectivity preservation when agents have limited sensing
and communication ranges; this is accomplished through a control law based on the
gradient of an edge-tension function. More recently, in (Wang and Xin, 2013), the
goal is to integrate formation control with trajectory tracking and obstacle avoidance
using an optimal control framework.
Note that in these problems, the formations are usually given in advance. So
the formation control seeks to deal with “How to go”. However, we should ask a
high-level question “where to go” and/or “why this formation”. Since agent teams
are typically assigned a mission, there is an objective (or cost) function associated
with the team’s operation which depends on the spatial configuration (formation)
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of the team. Therefore, in this dissertation, we view a formation as the result of an
optimization problem which the agent team solves in either a centralized or distributed
manner. We adopt a leader-follower approach, whereby the leader moves according to
a trajectory that only he/she controls. During the mission, the formation is preserved
or adapted if the mission (hence the objective function) changes or if the composition
of the team is altered (by additions or subtractions of agents) or if the team encounters
obstacles which must be avoided. In the latter case, in particular, we expect that the
team adapts to a new formation which still seeks to optimize an objective function
so as to continue the team’s mission by attaining the best possible performance.
The problem is complicated by the fact that such adaptation must take place in
real time. Thus, if the optimization problem determining the optimal formation is
computationally demanding, we must seek a fast and efficient control approach which
yields possibly suboptimal formations, but guarantees that the initial connectivity
attained is preserved. Obviously, once obstacles are cleared, the team is expected to
return to its nominal optimal formation.
Although the optimal dynamic formation control framework proposed here is not
limited by the choice of tasks assigned to the team, we will focus on the dynamic
coverage control problem because its static version is well-studied and amenable to
efficient distributed optimization methods (Meguerdichian et al., 2001; Cortes et al.,
2004; Cassandras and Li, 2005; Caicedo-Nuez and Zefran, 2008; Caicedo-Nunez and
Zefran, 2008; Breitenmoser et al., 2010; Zhong and Cassandras, 2011; Gusrialdi and
Zeng, 2011), while also presenting the challenge of being generally non-convex and
sensitive to the agent locations during the execution of a mission. The local opti-
mality issue, which depends on the choice of objective function, is addressed in (Sun
et al., 2014; Schwager et al., 2008; Gusrialdi et al., 2013), while the problem of con-
nectivity preservation in view of limited communication ranges is considered in (Ji
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and Egerstedt, 2007; Zhong and Cassandras, 2011).
1.3 Contributions
To summarize, the main contributions of this dissertation are as follows.
For a unified optimization framework of multi-agent systems, the contributions are
twofold. First, we build a general framework of multi-agent optimization problems
taking both agent-agent interactions and agent-environment interactions into consid-
eration. We integrate consensus, optimal coverage, and resource allocation problems
in this framework. Second, we show that for some class of problems, each agent can
decompose the objective function into a regional objective function dependent on this
agent’s controllable states and a function independent of it. This implies a distributed
algorithm and facilitates the evaluation of the partial derivative.
For optimal coverage problems, we address the issue of global optimality by
proposing two approaches: submodularity-based approach and boosting function ap-
proach. Submodularity-based approach adopts a simple greedy algorithm to get a
solution with provable performance bound for an approximation problem where ob-
jective function is monotone submodular. The bound is known to be within 1− 1
e
of
the optimal solution. We derive a tighter lower bound for the optimal coverage prob-
lems by further exploiting the structure of the objective function. In particular, we
apply the total curvature and the elemental curvature of the objective function and
show that these can be explicitly derived and lead to new and tighter lower bounds.
Moreover, we show that the tightness of the lower bounds obtained through the total
curvature and the elemental curvature respectively are complementary with respect
to the sensing capabilities of the agents. In other words, when the sensing capabil-
ities are weak, one of the two bounds is tight and when the sensing capabilities are
strong, the other bound is tight. Thus, regardless of the sensing properties of our
14
agents, we can always determine a lower bound tighter than 1− 1
e
and, in some cases
very close to 1, implying that the greedy algorithm solution can be guaranteed to be
near-globally optimal. The greedy solution is subsequently used as an initial point
of a gradient-based algorithm to obtain solutions for the original optimal coverage
problem.
In addition, the boosting function approach is proposed to escape a local optimum
in a systematic way instead of randomly perturbing controllable variables away from
a local optimum. This is accomplished by exploiting the structure of the problem
considered. The main idea is to alter the regional objective function whenever an
equilibrium is reached. A boosting function is a transformation of the associated
partial derivative which takes place at an equilibrium point, where its value is zero; the
result of the transformation is a non-zero derivative, which, therefore, forces an agent
to move in a direction determined by the boosting function and to explore the mission
space. When a new equilibrium point is reached, we revert to the original objective
function and the gradient-based algorithm converges to a new (potentially better and
never worse) equilibrium point. We define three families of boosting functions and
discuss their properties.
For optimal dynamic formation control problems, the contribution is to formulate
an optimization problem which jointly seeks to deploy agents in a two-dimensional
mission space so as to optimize a given objective function while at the same time
ensuring that the leader and remaining agents maintain a connected graph dictated
by minimum distances between agents, thus resulting in an optimal formation. The
minimum distances may capture limited communication ranges as well as constraints
such as maintaining desired relative proximity between agents. We show that the so-
lution to this problem guarantees such connectivity. For the class of optimal coverage
control problems, we show that an optimal formation is a tree whose construction
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is much more computationally efficient than that of a general connected graph. The
formation becomes dynamic as soon as the leader starts moving along a trajectory
which may either be known to all agents in advance or determined only by the leader.
Thus, it is the team’s responsibility to maintain an optimal formation. We show that
this is relatively simple as long as no obstacles are encountered. When one or more
obstacles are encountered (i.e., they come within the sensing range of one or more
agents), we propose a scheme for adapting with minimal effort to a sequence of new
formations which maintain connectivity while still seeking to optimize the original
team objective.
1.4 Dissertation Organization
In Chapter 2, we begin with a unified optimization framework for a wide range
of tasks, including consensus, optimal coverage, and resource allocation problems.
Gradient-based algorithms are shown to be distributed for a subclass of problems
where objective functions can be decoupled.
In Chapter 3, we focus on the optimal coverage problems and propose two ap-
proaches to address the issue of global optimality for the coverage control problems.
In Chapter 4, we investigate the optimal dynamic formation control problems of
mobile multi-agent systems. We propose algorithms for the convex mission space and
non-convex one, respectively. We then focus on optimal coverage control problems
and prove that a tree is an optimal formation, and propose an algorithm to construct
such a tree in a convex mission space.
Finally, Chapter 5 summarizes the main contributions of the dissertation and
discusses future research directions.
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Chapter 2
Unified Optimization Framework of
Multi-Agent Systems
2.1 Introduction
Multi-agent systems are commonly modeled as hybrid systems with time-driven dy-
namics describing the motion of the agents or the evolution of physical processes in a
given environment, while event-driven behavior characterizes events that may occur
randomly (e.g., an agent encounters an obstacle) or in accordance to control policies
(e.g., an agent stopping to sense the environment or to change directions). In some
cases, the dynamics of agents may be complex. From a design point of view, it is
desirable to separate the control of the high-level multi-agent behavior from the low-
level dynamical behavior of the agents. Optimization problems are often formulated
to obtain the high-level multi-agent behavior, that is, tasks that multi-agent systems
need to fulfill.
In this chapter, a unified optimization framework is proposed for a wide range of
tasks including consensus, optimal coverage problems, and resource allocation prob-
lems. It allows gradient-based algorithms to be applied to solve these problems, all of
which have been studied in a separate way in the past. We then identify a subclass of
problems that can be solved via distributed gradient algorithms by only investigating
the structure of the objective function.
The rest of this chapter is organized as follows. In Section 2.2, we formulate
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a general multi-agent optimization problem and point out a subclass of problems
which can be solved by distributed gradient-based algorithms. In order to test the
generality of this model, we show that consensus, optimal coverage problems, and
resource allocation problems are all special cases of our framework in Section 2.3.
2.2 Problem Formulation
Consider a networked multi-agent system where agents are labeled by i ∈ A =
{1, . . . , N} in a mission space Ω. Let s = (s1, ..., sN) denote the global state vec-
tor. Considering mission space Ω may have obstacles or forbidden areas for agents,
let F ⊆ Ω be the feasible state space for each agent, that is, si ∈ F . Let P (x, s) :
Ω×FN 7→ R be a non-negative reward function to represent the reward resulting from
interactions between agents with state s and x ∈ Ω in the mission space. For exam-
ple, in coverage control problems, P (x, s) is the joint detection probability of agents
if some event occurs at x. For some point x ∈ Ω, the property function R(x) : Ω 7→ R
describes the property associated with a point x in the mission space Ω, e.g., the
weight of importance over the mission space Ω. We assume that R(x) ≥ 0, and∫
Ω
R(x)dx < ∞. Still in coverage control problems, R(x) is a prior estimate of the
frequency of event occurrences in the mission space. In a general setting, we seek to






s.t. si ∈ F, i ∈ A
(2.1)
This is a general formulation because it models interactions between agents and the
mission space, between agents and finite targets, and among agents. For example,
Let Ω+ = {x | R(x) > 0} be a set for the points of interest and R(x) = 0 for the
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Figure 2·1: An example of mission space Ω with two obstacles and four agents
in it.
rest of points (e.g., obstacles in the mission space). The set Ω+ could be a compact
set if it models the interactions between agents and a continuous mission space, a
set with a finite number of points denoted by t = (t1, ...tM) if it models the finite
number of targets, or a set of agents themselves s. For the latter two cases, R(x) can
be simplified to R(x) =
∑M
k=1 1(x− tk), and R(x) =
∑N
i=1 1(x− si), respectively.
For the objective function H(s) in the existing problems, we can find the corre-
sponding P (x, s) and R(x). Examples can be found in Section 2.3.
Figure 2·1 shows a 2-d mission space with two obstacles and four agents in it.
It is highly desirable to develop a distributed algorithm to solve (2.1) so as to
(i) speed up the calculation by parallel computation by individual agents (ii) impart
robustness to the system as a whole by avoiding single-point-of-failure issues.
However, it is not easy to see whether a distributed algorithm exist or not and
it is natural to ask whether all kinds of problems in the form of (2.1) can be solved
in a distributed fashion. If not, what characters should the problems have such that
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distributed gradient based algorithms may exist.
2.2.1 Decomposition Theorem
There are different kinds of agent models regarding the ability that agents can interact
with the mission space, targets or among agents. For example, if agents are sensors
and their interaction with the mission space is sensing, the sensing ability could be
unlimited, limited within a disk, or limited within a cone. We will show that the
interacting ability model is crucial for a separable objective function H(s).
For the agent i, we assume that it interacts with the mission space in a limited
interaction region which is denoted by Vi, and Vi ⊆ Ω. Note that the region Vi can
vary with the state si. For example, an ultrasonic sensor can transmit and receive
ultrasound waves within a certain radius. Let pi(x, si) : Ω×F 7→ R be a non-negative
local reward function to reflect the reward of the interaction between a point x in the
mission space and the agent i. For x ∈ Vi, the reward is a non-negative differentiable
function fi(x, si). For x /∈ Vi, the reward is a constant C (e.g., zero reward), which is
independent of si. In addition, we denote the non-interaction region as V¯i = Ω \ Vi.
So the local reward function pi(x, si) is:
pi(x, si) =
{
fi(x, si) x ∈ Vi ⊂ Ω
C x ∈ V¯i (2.2)
Generally speaking, fi 6= C for at least a finite set of points x ∈ Vi. Besides, V¯i 6= ∅
For simplicity, pi(x, si) is abbreviated to pi, fi(x, si) to fi in what follows.
We define Bi as a set of neighbor agents with respect to i and α is the cardinality
of the neighbor set.
Bi = {j : Vi ∩ Vj 6= ∅} = {b1i , ...bαi }. (2.3)
Clearly, this set includes all agents j whose interaction region Vj has a nonempty
intersection with Vi.
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We define a regional state vector sLi , α + 1 entries, including the states of the
neighbors and itself.




Given that there is a total number of N agents, we define a complementary set Ci
with cardinality β.
Ci = A \ {Bi, {i}} (2.5)
The following theorem establishes the decomposition of H(s) into one function de-
pending on sLi , and the other one not depending on si, for any agent i ∈ A.
Theorem 1 Given an objective function H(s), if there exist R(x) and local reward
functions pi, i ∈ A as defined as (2.2) such that P (x, s) = P (p1, . . . , pN) and H(s)
can be expressed as H(s) =
∫
Ω
P (p1, . . . , pN)R(x)dx, then the objective function H(s)
can be expressed as two terms
H(s) = H1(s
L
i ) +H2(s¯i) (2.6)
where s¯i = (s1, . . . , si−1, si+1, . . . , sn) for any i.
Proof: Since there exist pi defined in 2.2, the mission space Ω can be written












R(x)P (p1, . . . , pN)R(x)dx+
∫
V¯i
R(x)P (p1, . . . , pN)R(x)dx
(2.7)
Recalling the definition of pi in (2.2), the first term is∫
Vi
R(x)P (p1, . . . , fi, . . . , pN) dx. (2.8)




R(x)P (p1, . . . , fi, . . . , pN) dx−
∫
Vi




R(x)P (p1, . . . , C, . . . , pN) dx,
(2.9)
and the second term is ∫
V¯i
R(x)P (p1, . . . , C, . . . , pN)dx. (2.10)
















R(x)P (p1, . . . , C, . . . , pN)dx.
The integrands of the third and forth terms are the same. So the integral domain of






P (p1, . . . , fi, . . . , pN)






R(x)P (p1, . . . , C, . . . , pN) dx.
(2.11)
We refer the two terms in (2.11) as H1(s
L
i ) and H2(s¯i), respectively. s¯i = (s1, . . . , si−1,
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si+1, . . . , sN) is a vector of all agent positions except i. Combining the definitions of




















i ) as the regional objective function of agent i and observe that it
depends on Vi, fi, and pj for j ∈ Bi which are all available to agent i (the latter
through some communication with agents in Bi). It’s nonzero in general since fi 6= C.




R(x)P (p1, . . . , C, . . . , pN)dx. (2.13)
and it is independent of si in both integrand and integral domain. 
Theorem 1 implies that for some problems in which the limited interaction abilities






, k = 0, 1, . . . (2.14)
where the partial derivative with respect to agent i can be calculated by only regional









The step size sequence {ζk} is appropriately selected (see (Bertsekas, 1995)) to ensure
the convergence of the state.
Note that the definition of neighbors 2.3 is different from that defined based on
a communication network. In a communication network, neighbors are agents who
can communicate and the communication topology is usually fixed. In former case,
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the neighbors of the agent i are time-varying. If the agent i’s neighbors are all the
other agents, that is sLi = s, then the first term H(s
L
i ) still depends on the whole
state vector. This is the worst case since agent i still needs all the states information
and it is hard to avoid for a particular agent at some iterations by gradient-based
algorithms. But this decomposition is still helpful if there exist some agent j such
that sLj is a subset of s.
We also should point out that the exist of pi defined in 2.2 is a sufficient condition
to decompose the objective function H(s). For example, if the objective function is
H(s) = s1 + s2, it is separable but there is no definition of pi needed.
2.3 Examples of Multi-Agent Optimization Problems
In this section, we illustrate how the general problem setting (2.1) and Theorem 1 can
be specialized to coverage control problems, consensus control and a counter-example
resource allocation problem proposed in (Zhu and Martinez, 2013).
2.3.1 Consensus Problem
Consensus or agreement problem of a multi-agent system requires all agents to reach
the same state, i.e., s1 = ... = sN . These problems are usually addressed in a control
viewpoint, i.e., propose a control law such that the states of agents converge to a same
state. Examples of consensus algorithms may be found in (Mesbahi and Egerstedt,
2010; Ji and Egerstedt, 2007; Moreau, 2004).
Let G = (N , E) be a graph that specifies the communication topology of a network
of N agents whereN is the agent set and E = {(i, j) : i, j ∈ N} contains all connected
agent pairs is the edge set. The graph is full connected. A consensus algorithm usually
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[sj(t)− si(t)], s(0) = c (2.16)
where Ni is the neighbor set of agent i such that (i, j) ∈ E.
The consensus problem can be shown to fit the general framework We can consider






||sj − si||2 (2.17)
From the objective function value view, the optimal value is zero and it is obtained
when s1 = ... = sN . That’s exactly the solution of the consensus problem. From the






(sj − si) (2.18)
is also exactly the same as the usual distributed consensus algorithm, see (Mesbahi
and Egerstedt, 2010; Ji and Egerstedt, 2007; Moreau, 2004).
Although it’s obvious to see that for some agent i, H(s) defined in 2.17 can be















||sk − sm||2 (2.20)
It’s also a good example to see how the theorem works.
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‖x− si‖2 x = sj, j ∈ Ni, j > i
0 others.
(2.22)
and the total reward P (x, s) is a sum of pi(x, si)







































2.3.2 Optimal Coverage Problem
We introduce two kinds of coverage control modeling frameworks. To distinguish
them, we name them optimal coverage and Voronoi-based coverage, respectively.
Optimal Coverage
In optimal coverage problems, agents (e.g., sensors) sense the environment to detect
some events happening in it. Our goal is to control the agent position vector s =
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(s1, . . . , sN) to maximize the overall joint detection probability of events taking place
in the environment.
The mission space Ω is modeled as a non-self-intersecting polygon, i.e., a polygon
such that any two non-consecutive edges do not intersect. The mission space may
contain obstacles which are modeled as m non-self-intersecting polygons denoted by
Oj, j = 1, . . . ,m which block the movement of agents. The interior of Oj is denoted
by O˚j and thus the overall feasible space is F = Ω \ (O˚1 ∪ . . . ∪ O˚m), i.e., the space
Ω excluding all interior points of the obstacles. We assume that each such agent has
a bounded sensing range defined by the sensing radius δi. Thus, the sensing region
of agent i is Ωi = {x : di(x) ≤ δi} where di(x) = ‖x− si‖. The presence of obstacles
inhibits the sensing ability of an agent, making a visibility set for agent i V (si) ⊂ F .
A point x ∈ F is visible from si ∈ F if the line segment defined by x and si is
contained in F , i.e., [λx + (1 − λ)si] ∈ F for all λ ∈ [0, 1], and x can be sensed, i.e.
x ∈ Ωi. Then, Vi = Ωi ∩ {x : [λx + (1− λ)si] ∈ F} is a set of points in F which are
visible from si. We also define V¯ (si) = F \ Vi to be the invisibility set (e.g., the grey
area in Figure 2·2).
A sensing model for any agent i is given by the probability that i detects an event
occurring at x ∈ Vi, denoted by fi(x, si). We assume that fi(x, si) is expressed as
a function of di(x) = ‖x − si‖ and is monotonically decreasing and differentiable in
di(x). An example of such a function is
fi(x, si) = p0ie
−λi‖x−si‖





Figure 2·2: Mission space with two polygonal obstacles
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overall sensing detection probability is denoted as pi(x, si) and defined as
pi(x, si) =

fi(x, si) if x ∈ Vi
0 if x ∈ V¯ (si)
(2.25)
Note that fi(x, si) is not a continuous function of si and that this is the concrete form
of local reward function in (2.2). We may now define the joint detection probability
that an event at x ∈ Ω is detected by at least one of the N agents:
P (x, s) = 1−
N∏
i=1
[1− pi(x, si)] (2.26)
where we assume that detection events by agents are independent. Therefore the








s.t. si ∈ F, i ∈ A
(2.27)
where R(x) is referred to as an event density, i.e., a priori estimate of the frequency





In this problem, P (x, s) in (2.26) satisfies the condition in Theorem 1, so the
objective function of the coverage control problem can be decoupled and there exists
a distributed-gradient algorithm as expected. This result has been shown in our
previous work (Sun et al., 2014).
H(s) = H1(s
L
i ) +H2(s¯i) (2.29)
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[1− fk(x, sk)]}dx (2.31)
Voronoi-Based Coverage
The Voronoi-based coverage problem described in (Cortes et al., 2004) is a location
optimization problem in a convex mission space where controllable variables are the
agents’ positions si, i ∈ A. In Voronoi coverage, the problem strives to minimize the







where Vi = {x ∈ Ω | ‖x− si‖ ≤ ‖x− sj‖, for all j 6= i} is the Voronoi cell of agent i
(e.g., Figure 2·3) and f(‖x− si‖) provides a quantitative assessment of how poor the
sensing performance is. R(x) represents a measure of information or probability that





The main difference between the coverage control and the Voronoi coverage con-
trol is the model of sensing. In coverage control problems, agents are assumed to
have limited sensing range and their sensing regions can overlap while in Voronoi
coverage control problem agents have unlimited sensing range and each agent is only
responsible for its own Voronoi cells. Although the proposed algorithm in (Cortes
et al., 2004) is dynamic, that is, the states of agents evolve in time, the objective
function VoronoiCoveObj is also time independent.
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Figure 2·3: Voronoi Partition by Lloyd algorithm (Cortes et al., 2004)
This framework is a special case of the generalized optimization problem proposed
in (2.1) if we define the total local reward function as
pi(x, si) =
{
f(‖x− si‖) x ∈ Vi
0 x /∈ Vi (2.34)
and




In this problem, P (x, (s)) satisfies the condition in Theorem 1, so the objective













2.3.3 Counter-Example: Resource Allocation Problem
In (Nedic´ and Ozdaglar, 2009; Zhu and Martinez, 2013), the authors propose a multi-
agent optimization framework where agents seeks to minimize a sum of local objective
functions which depend on a global decision vector over convex or nonconvex con-
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s.t. si ∈ Ω
(2.38)
where fi represents the cost function of agent i, only known by this agent and more
constraints about the decision vector s like g(s) < 0 can be added to this problem.
In this case, there are only interactions between agents. For agent i, all the other
agents are its neighbors and the local reward function for each agent is
pi(si) = fi(s) (2.39)





R(x)dx = 1, then H(s) =∫
Ω
P (s)R(x)dx = P (s). Although H(s) can be written as the general formulation, in
this case, the local function is fi(s) cannot be written as the form of pi 2.34. So we
cannot apply the theorem to know whether there is a distributed gradient algorithm
or not. In fact, this problem is solved due to estimation technologies (see (Nedic´ and
Ozdaglar, 2009)) or primal-dual subgradient algorthm in (Zhu and Martinez, 2013).
2.4 Conclusions
We have proposed a general framework of static multi-agent optimization problems.
We have also shown that the objective function H(s) for a subclass of problems that
can be decomposed into a regional objective function H1(s
L
i ) for each agent i and a





In chapter 2, we have shown that optimal coverage problems can be solved by a
distributed gradient-based algorithm. However, objective functions of the optimal
coverage problems are non-convex and no global optimum can be guaranteed by
gradient-based algorithms developed to date. The nonconvexity of objective functions
motivates us to seek systematic methods to overcome the presence of multiple local
optima in this chapter. Some of the introductory material in this chapter overlaps
with Chapter 1 and is included here for completeness.
3.1.1 Submodularity-Based Approach
Initial points play an important role to the local optima in the gradient-based al-
gorithm Depending on initial conditions, multiple local optima with distinct perfor-
mances are often obtained. The basic idea for this approach is to find a good initial
point, motivated by a “maximum coverage” problem (Khuller et al., 1999; Berman
and Krass, 2002), where a collection of discrete sets is given (the sets may have some
elements in common and the number of elements is finite) and at most N of these sets
are selected so that their union has maximal size (cardinality). The objective function
in the maximum coverage problem is submodular, a special class of set functions with
attractive properties one can exploit. In particular, a well known result in the sub-
modularity theory (Nemhauser et al., 1978) is the existence of a lower bound for the
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global maximum provided by any feasible solution obtained by the greedy algorithm,
i.e., an algorithm which iteratively picks the set that covers the maximum number of
uncovered elements at each iterative step. Defining, for any integer number N of sets,
L(N) = f/f ? where f ? is the global optimum and f is a feasible solution obtained
by the greedy algorithm, it is shown in (Nemhauser et al., 1978) that L(N) ≥ 1− 1
e
(e is the base of the natural logarithm). In other words, since f ? ≤ (1 − 1
e
)−1f , one
can quantify the optimality gap associated with a given solution f .
Our goal is to derive a tighter lower bound, i.e., to increase the ratio L(N) by
further exploiting the structure of our objective function. In particular, we make use
of the total curvature (Conforti and Cornue´jols, 1984) and the elemental curvature
(Wang et al., 2016) of the objective function and show that these can be explicitly
derived and lead to new and tighter lower bounds. Moreover, we show that the
tightness of the lower bounds obtained through the total curvature and the elemental
curvature respectively is complementary with respect to the sensing capabilities of the
agents. In other words, when the sensing capabilities are weak, one of the two bounds
is tight and when the sensing capabilities are strong, the other bound is tight. Thus,
regardless of the sensing properties of our agents, we can always determine a lower
bound tighter than L(N) = 1− 1
e
and, in some cases very close to 1, implying that the
greedy algorithm solution can be guaranteed to be near-globally optimal. The greedy
algorithm solution can be subsequently used as an initial point of a gradient-based
algorithm for the original optimal coverage problem. Simulation results show that
this approach leads to significantly better performance relative to previously used
algorithms.
3.1.2 Boosting Function Approach
If on-line distributed algorithms are required to escape a local optimum, one nor-
mally seeks methods through which controllable variables escape from local optima
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and explore the search space of the problem aiming at better equilibrium points and,
ultimately, a globally optimal solution. In gradient-based algorithms, this is usually
done by randomly perturbing controllable variables away from a local optimum, as
in, for example, simulated annealing which, under certain conditions, converges to
a global solution in probability. However, in practice, it is infeasible for agents to
perform such a random search which is notoriously slow and computationally ineffi-
cient. In the same vein, in (Schwager et al., 2008), a “ladybug exploration” strategy
is applied to an adaptive controller which aims at balancing coverage and exploration.
In (Zhong and Cassandras, 2011), a gradient-based algorithm was developed to max-
imize the joint detection probability in a mission space with obstacles. Recognizing
the problem of multiple local optima, a method was proposed to balance coverage
and exploration by modifying the objective function and assigning a higher reward
to points with lower values of the joint event detection probability metric.
In Section 3.5, we propose a systematic approach for coverage optimization prob-
lems that moves nodes to locations with potentially better performance, rather than
randomly perturbing them away from their current equilibrium. This is accomplished
by exploiting the structure of the problem considered. In particular, we focus on the
class of optimal coverage control problems where the objective is to maximize the
joint detection probability of random events taking place in a mission space with
obstacles. Our first contribution is to show that each node can decompose the ob-
jective function into a local objective function dependent on this node’s controllable
position and a function independent of it. This facilitates the evaluation of the local
partial derivative and provides insights into its structure which we subsequently ex-
ploit. The second contribution is the development of a systematic method to escape
local optima through “boosting functions” applied to the aforementioned local partial
derivative. The main idea is to alter the local objective function whenever an equilib-
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rium is reached. A boosting function is a transformation of the associated local partial
derivative which takes place at an equilibrium point, where its value is zero; the result
of the transformation is a non-zero derivative, which, therefore, forces a node to move
in a direction determined by the boosting function and explore the mission space.
When a new equilibrium point is reached, we revert to the original objective function
and the gradient-based algorithm converges to a new (potentially better and never
worse) equilibrium point. We define three families of boosting functions and discuss
their properties.
This chapter is organized as follows. The optimal coverage problem is formu-
lated in Section 3.2. After reviewing the distributed gradient-based algorithm as the
benchmark in Section 3.3, we propose two approaches submodularity-based approach
to get a performance guaranteed local optimum, and boosting function approach to
escape a local optimum in a systemic and efficient way in Section 3.4 and Section 3.5,
respectively.
3.2 Problem Formulation
We begin by reviewing the basic coverage problem presented in (Zhong and Cassan-
dras, 2011). A mission space Ω ⊂ R2 is modeled as a non-self-intersecting polygon,
i.e., a polygon such that any two non-consecutive edges do not intersect. For any
x ∈ Ω, the function R(x) : Ω → R describes some a priori information associated
with Ω. When the problem is to detect random events that may take place in Ω, this
function captures an a priori estimate of the frequency of such event occurrences and is
referred to as an event density satisfying R(x) ≥ 0 for all x ∈ Ω and ∫
Ω
R(x)dx <∞.
The mission space may contain obstacles modeled as m non-self-intersecting polygons
denoted by Mj, j = 1, . . . ,m which block the movement of agents. The interior of





Figure 3·1: Mission space with two polygonal obstacles
i.e., the space Ω excluding all interior points of the obstacles. There are N agents in
the mission space and their positions are defined by si, i = 1, . . . , N with an overall
position vector s = (s1, . . . , sN). Figure 3·1 shows a mission space with two obstacles
and an agent located at si. The agents may communicate with each other, but there
is generally a limited communication range so that it is customary to represent such
a system as a network of nodes with a link (i, j) defined so that nodes i, j can com-
municate directly with each other. This limited communication and the overall cost
associated with it are major motivating factors for developing distributed schemes to
allow agents to operate so as to optimally achieve a given objective with each acting
as autonomously as possible.
In a coverage control problem (e.g., (Zhong and Cassandras, 2011),(Caicedo-Nunez
and Zefran, 2008),(Cortes et al., 2004)), the agents are sensor nodes. We assume that
each such node has a bounded sensing range captured by the sensing radius δi. Thus,
the sensing region of node i is Ωi = {x : di(x) ≤ δi} where di(x) = ‖x − si(t)‖.
The presence of obstacles inhibits the sensing ability of a node, which motivates the
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definition of a visibility set V (si) ⊂ F . A point x ∈ F is visible from si ∈ F if the line
segment defined by x and si is contained in F , i.e., [λx+(1−λ)si] ∈ F for all λ ∈ [0, 1],
and x can be sensed, i.e. x ∈ Ωi. Then, V (si) = Ωi ∩ {x : [λx + (1− λ)si] ∈ F} is a
set of points in F which are visible from si. We also define V (si) = F \ V (si) to be
the invisibility set (e.g., the grey area in Figure 3·1).
A sensing model for any node i is given by the probability that i detects an event
occurring at x ∈ V (si), denoted by pi(x, si). We assume that pi(x, si) is expressed as
a function of di(x) = ‖x − si‖ and is monotonically decreasing and differentiable in
di(x). An example of such a function is
pi(x, si) = p0ie
−λi‖x−si‖ (3.1)
For points that are invisible by node i, the detection probability is zero. Thus, the
overall sensing detection probability is denoted as pˆi(x, si) and defined as
pˆi(x, si) =

pi(x, si) if x ∈ V (si)
0 if x ∈ V (si)
(3.2)
Note that pˆi(x, si) is not a continuous function of si. We may now define the joint
detection probability that an event at x ∈ Ω is detected by at least one of the N
cooperating nodes in the network:
P (x, s) = 1−
N∏
i=1
[1− pˆi(x, si)] (3.3)
where we have assumed that detection events by nodes are independent. Finally,









s.t. si ∈ F, i = 1, . . . , N
(3.4)
Thus, we seek to control the node position vector s = (s1, . . . , sN) so as to maximize
the overall joint detection probability of events taking place in the environment. Note
that this is a nonlinear, generally nonconvex, optimization problem.
3.3 Distributed Gradient-Based Algorithm
It is highly desirable to develop distributed optimization algorithms to solve (3.4) so as
to (i) limit costly communication among nodes (especially in wireless settings where
it is known that communication consumes most of the energy available at each node
relative to sensing or computation tasks) and (ii) impart robustness to the system
as a whole by avoiding single-point-of-failure issues. Towards this goal, a distributed







, k = 0, 1, . . . (3.5)
where the step size sequence {ζk} is appropriately selected (see (Bertsekas, 1995)) to
ensure convergence of the resulting node trajectories. If nodes are mobile, then (3.5)
can be interpreted as a motion control scheme for the ith node. In general, a solution
through (3.5) can only lead to a local maximum and it is easy to observe that many
such local maxima result in poor performance (Zhong and Cassandras, 2011) (we will
show such examples in Section 3.4.5).
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Figure 3·2: Mission space example, FD consists of the blue dots
3.4 Submodularity-Based Approach
We propose a two-step submodularity-based approach, termed as Greedy-Gradient
Algorithm (GGA), to solve the optimal coverage problem. As the name suggests, the
first step is to generate a desirable initial agent location by using a greedy algorithm,
and the second step is to obtain solutions even closer to the global optimum by a
gradient method.







s.t. s ∈ I
(3.6)
where I = {S ⊆ FD : |S| ≤ N} is a collection of subsets of FD and |S| denotes the
cardinality of set S, and FD = {f1, . . . , fn} is a discrete set of feasible positions with
cardinality n.
Remark 1 Here FD represents a discrete approximation of the continuous space F
with fi ∈ F . Even though the objective function H(s) in (3.6) has the same form
as the one in (3.4), it is a set function instead of a function of a 2N dimensional
vector. Loosely speaking, the gap of the optimal values between problems (3.4) and
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(3.6) decreases monotonically as the cardinality of the set FD increases. Figure 3·2
is an example of FD.
The problem (3.6) is a combinatorial optimization problem by choosing N agent
positions from n feasible positions. A naive method to find the global optimum is
the brute-force search and the time complexity is n!/(N !(n − N)!). The brute-force
method may not generate quality solutions in a reasonable amount of time when n
and N are large. In this section, we will introduce the basic elements of submodularity
theory and apply it to the optimal coverage problem. We will show that our objective
function H(s) in (3.6) is monotone submodular, therefore, we can apply basic results
from submodularity theory which hold for this class of functions. According to this
theory, the greedy algorithm (described in Section 3.4.2 and shown in Algorithm 1)
produces a guaranteed performance in polynomial time. Note that n > N , the time
complexity is O(n2), which is independent of the number of agents.
3.4.1 Monotone Submodular Coverage Metric
A submodular function is a set function whose value has the diminishing returns
property. The formal definition of submodularity is given as follows.
Definition 1: Given a ground set Y = {y1, . . . , yn} and its power set 2Y , a
function f : 2Y → R is called submodular if for any S, T ⊆ Y ,
f(S ∪ T ) + f(S ∩ T ) ≤ f(S) + f(T ). (3.7)
If, additionally, f(S) ≤ f(T ) whenever S ⊆ T , we say that f is monotone submodular.
An equivalent definition, which better reflects the diminishing returns property, is
given below, where the proof of equivalence can be found in Appendix A.1.
Definition 2: For any sets S, T ⊆ Y with S ⊆ T and any y ∈ Y \ T , we have
f(S ∪ {y})− f(S) ≥ f(T ∪ {y})− f(T ). (3.8)
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Intuitively, the incremental increase of the function is larger when an element is added
to a small set than to a larger set. In what follows, we will use the second definition.




where I is a non-empty collection of subsets of a finite set Y . M = (Y, I), I ⊆ 2Y is
independent if, for all B ∈ I, any set A ⊆ B is also in I. Furthermore, if for all A ∈ I,
B ∈ I, |A| < |B|, there exists a j ∈ B \A such that A∪ {j} ∈ I, thenM is called a
matroid. Moreover,M = (Y, I) is called uniform matroid if I = {S ⊆ Y : |S| ≤ N}.
The following theorem establishes the fact that the objective function H(s) in
(3.6) is monotone submodular, regardless of the obstacles that may be present in the
mission space. This will allow us to apply results that quantify a solution obtained
through the greedy algorithm relative to the global optimum in (3.6).
Theorem 2 H(s) is monotone submodular, i.e.,
1. H(S ∪ {sk})−H(S) ≥ H(T ∪ {sk})−H(T )
2. H(S) ≤ H(T )
for any S, T ⊆ FD with S ⊆ T and sk ∈ FD \ T .
Proof Let S and T , such that S ⊆ T ⊆ FD, be two agent position vectors. Since
S ⊆ T and 0 ≤ 1− pˆi(x, si) ≤ 1 for any si ∈ FD, we have
∏
si∈S
[1− pˆi(x, si)] ≥
∏
si∈T
[1− pˆi(x, si)] (3.10)
42






























The difference between H(S) and H(S ∪ {sk}) is given by






[1− pˆi(x, si)]dx. (3.11)
Using the same derivation for T , we can obtain






[1− pˆi(x, si)]dx. (3.12)
From (3.11) and (3.12), the difference between H(S∪{sk})−H(S) and H(T ∪{sk})−
H(T ) is
















Using (3.10), it follows that the difference [H(S ∪ {sk}) − H(S)] − [H(T ∪ {sk}) −
H(T )] ≥ 0. Therefore, from Definition 2, H(s) is submodular.





































Using (3.10), we have H(S)−H(T ) ≤ 0. Therefore, H(s) is a monotone submodular
function. 
3.4.2 Greedy Algorithm and Lower Bounds
Finding the optimal solution to (3.9) is in general NP-hard. The following greedy
algorithm is usually used to obtain a feasible solution for (3.9). The basic idea of the
greedy algorithm is to add an agent which can maximize the value of the objective
function at each iteration.
Algorithm 1 Greedy Algorithm
Input: Submodular function f(S)
Cardinality constraint N
Output: Set S
Initialization: S ← ∅, i← 0
1: while i ≤ N do
2: s∗i = argmaxsi∈Y \S f(S ∪ {si})
3: S ← S ∪ {s∗i }
4: i← i+ 1
5: end while
6: return S
In the following analysis, we assume that f is a monotone submodular function





where f ? is the global optimum of (3.9) and f is a feasible solution obtained by
Algorithm 1. Then, as shown in (Nemhauser et al., 1978), a lower bound of L(N) is
1− 1/e .
This lower bound can be improved by considering the curvature information in-
troduced in (Conforti and Cornue´jols, 1984) and (Wang et al., 2016).








introduced in (Conforti and Cornue´jols, 1984). Using c, the lower bound of L(N)










where c ∈ [0, 1], and
T (c,N) ≥ 1− 1
e
for any N ≥ 1. If c = 1, the result is the same as the bound obtained in (Nemhauser
et al., 1978), (Fisher et al., 1978).
In addition, we consider the elemental curvature
α = max
S⊂Y,i,j∈Y \S,i6=j
f(S ∪ {i, j})− f(S ∪ {j})
f(S ∪ {i})− f(S) , (3.16)
based on which the following bound is obtained:
E(α,N) = 1−
(
α + . . .+ αN−1
1 + α + . . .+ αN−1
)N
(3.17)
and it is shown in (Wang et al., 2016) that L(N) ≥ E(α,N). Note that E(α,N) can
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)N , when α = 1;
1− (α−αN
1−αN )
N , when 0 ≤ α < 1.
(3.18)
If both bounds T (c,N) and E(α,N) can be calculated, then the larger one will
be the lower bound L(N), defined as
L(N) = max{T (c,N), E(α,N)}. (3.19)
Accordingly, we have f(S) ≥ L(N)f(S∗), where S? is the global optimum set, and S
is the set obtained by Algorithm 1.
Figure 3·3 shows the dependence of T (c,N) and E(α,N) on the number of agents
N for some specific values of c and α (as shown in the figure). Clearly, if c < 1 and
α < 1, then L(N) in (3.19) is much tighter than 1− 1
e
.
3.4.3 Curvature Information Calculation
In this subsection, we will derive the concrete form of the total curvature c and the el-
emental curvature α in the context of coverage problems. For notational convenience,
pˆi(x, si) is used without its arguments as long as this dependence is clear from the
context.
























Figure 3·3: T (c,N) and E(α,N) as a function of the number of agents N
and











The difference between H(FD) and H(FD \ {sj}) is



























Remark 2 If the sensing capabilities of agents are weak, that is, pˆi is small for
most parts in the mission space, then
∏n
i=1,i 6=j(1 − pˆi) is, in turn, close to 1, which
leads to a small value of c. It follows from (3.15) that the lower bound T (c,N) is a
monotonically decreasing function of c and approaches 1 near c = 0. This implies
that the solution of the greedy algorithm is very close to the global optimum when the
sensing capabilities are weak.
Next, we calculate the elemental curvature α. From (3.11), the difference between
H(S) and H(S ∪ {sk}) is







Using the same derivation, we can obtain







The elemental curvature in (3.16) can then be calculated by
α = max
S,sj ,sk





























Remark 3 Observe that the elemental curvature turns out to be determined by a
single agent. If there exists a pair (x, sj) such that x ∈ V¯ (sj) in (3.2), then pˆj(x, sj) =
0 and α = 1. This may happen when there are obstacles in the mission space or the
sensing capabilities of agents are weak (e.g., the sensing range is small or the sensing
decay rate is large). On the other hand, if the sensing capabilities are so strong
that pˆj(x, sj) 6= 0 for any x ∈ F, sj ∈ FD, then α < 1. In addition, E(α,N) is a
monotonically decreasing function of α.
An interesting conclusion from this analysis is that T (c,N) and E(α,N) are comple-
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mentary with respect to the sensing capabilities of sensors. From Remark 1, T (c,N)
is large when the sensing capabilities are weak, while from Remark 2, E(α,N) is large
when the sensing capabilities are strong. This conclusion is graphically depicted in
Figures. 3·4 and 3·5 (where sensing capability varies from strong to weak). In Figure
3·4, E(α,N) and T (c,N) have been evaluated for N = 10 and δ = 80 as a function of
one of the measures of sensing capability, the sensing decay rate λ in (3.1), assuming
all agents have the same sensing capabilities. One can see that for small values of
λ, the bound E(α, 10) is close to 1 and dominates both T (c, 10) and the well-known
bound 1− 1
e
. Beyond a critical value of λ, it is T (c, 10) that dominates and approaches
1 for large values of λ. Figure 3·5 shows a similar behavior when T (c,N) and E(α,N)
are evaluated for N = 10 and λ = 0.03 as a function of the other measure of sensing
capability, the sensing range δ. When the sensing range exceeds the distance of the
diagonal of the mission space, there is no value in further increasing the sensing range
and E(·) becomes constant. When δ > 20, the sensing capabilities are strong and T (·)
becomes constant. Therefore, both E(·) and T (·) become constant when δ exceeds
corresponding thresholds. On the other hand, when the sensing range is smaller than
some threshold, then α = 1, and E(1, 10) = 0.6513.
Figures 3·4 and 3·5 also illustrate the trade-off between the sensing capabilities
and the coverage performance guarantee. Agents with strong capabilities obviously
achieve better coverage performance. On the other hand, one can get a better guar-
anteed performance as the agents’ capabilities get weaker. Therefore, if one is limited
to agents with weak sensing capabilities in a particular setting, the use of T (c,N) is
appropriate and this trade-off may be exploited.
3.4.4 Greedy-Gradient Algorithm
Thus far, we have restricted agent positions to be selected from the finite feasible set
fD = {f1, ..., fn}. In this section, agents are allowed to be deployed at any feasible
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Figure 3·4: Lower bound L(10) as a function of the sensing decay rate of agents
Figure 3·5: Lower bound L(10) as a function of the sensing range of agents
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s.t.si ∈ F, i = 1, ..., N.
(3.26)
We propose a Greedy-Gradient Algorithm (GGA) shown in Algorithm 2 to solve this
problem. The basic idea is to use existing gradient-based algorithms with an initial
deployment given by the greedy algorithm (Algorithm 1) to seek better performance.







, k = 0, 1, . . . (3.27)
where the step size sequence {ζk} is appropriately selected to ensure convergence of
the resulting trajectories for all agents (Bertsekas, 1995). The detailed calculation
of ∂H(s)
∂ski
can be found in (Sun et al., 2014). The stopping criterion is of the form
Algorithm 2 Greedy-Gradient Algorithm
Input: Objective function H(s)
Output: Agent positions s
Initialization: s given by Greedy Algorithm 1
1: while the stopping criterion is not satisfied do
2: Choose a step size ζ > 0
3: for i = 1, . . . , N do
4: Determine a searching direction ∂H(s)
∂si






‖ ≤ η, where η is a small positive scalar.
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3.4.5 Simulation Results
In this section, we illustrate through simulation our analysis and the use of the GGA
for coverage problems in a variety of mission spaces with and without obstacles. The
mission space is a 60 × 50 rectangular area and the event density function R(x) is
assumed to be uniformly distributed, i.e., we set R(x) = 1 in (3.6).
Next, we compare the performance of the greedy algorithm (Algorithm 1), the
proposed GGA (Algorithm 2) and the distributed gradient algorithm in (3.27) for
solving the optimal coverage problem in different mission spaces: no obstacles, a
wall-like obstacle, a maze-like obstacle, a collection of random obstacles, and a room-
like obstacle. Since the global optimum is unknown, we resort to comparing all three
results as shown in Figures. 3·6-3·8, Figures. 3·9-3·11, Figures. 3·12-3·14, Figures.
3·15-3·17 and Figures. 3·18-3·20 for each of these five cases. In each case, we fix the
sensing range to δi = 80, i = 1, ..., N and use three different values of λ, where (a)
shows the results of our distributed gradient-based algorithm, (b) shows the results
under the greedy algorithm, and (c) shows the results under the GGA. The mission
space is colored from dark to light as the joint detection probability (our objective
function) decreases: the joint detection probability is ≥ 0.97 for purple areas, ≥ 0.50
for green areas, and near zero for white areas.
When there are no obstacles, all algorithms perform similarly, as shown in Figures.
3·6-3·8, although the actual agent configurations are generally different (suggesting
that there are multiple equivalent local, and possibly global, optima.) For the case
where λ = 0.02, the greedy algorithm is guaranteed to be within about 8% of the
global optimum of (3.6) (using Figure 3·4) and we see that using the GGA hardly
improves performance, probably because the actual global optimum is achieved.
For all cases with obstacles in the mission space, the greedy algorithm and the
GGA clearly outperform the basic gradient-based algorithm.
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H(s) = 2999.7 H(s) = 2999.6 H(s) = 2999.7
Figure 3·6: The decay factor λ = 0.02, and no obstacles in the mission space
H(s) = 2105.3 H(s) = 2080.9 H(s) = 2105.3
Figure 3·7: The decay factor λ = 0.12, and no obstacles in the mission space
H(s) = 78.3 H(s) = 78.3 H(s) = 78.3
Figure 3·8: The decay factor λ = 0.4, and no obstacles in the mission space
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H(s) = 2771.3 H(s) = 2773.9 H(s) = 2774.6
Figure 3·9: The decay factor λ = 0.02, and a wall-like obstacle in the mission
space
H(s) = 437.1 H(s) = 1813.3 H(s) = 1846.3
Figure 3·10: The decay factor λ = 0.12, and a wall-like obstacle in the mission
space
H(s) = 269.6 H(s) = 371.9 H(s) = 373.2
Figure 3·11: The decay factor λ = 0.4, and a wall-like obstacle in the mission
space
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H(s) = 2401.6 H(s) = 2421.9 H(s) = 2423.4
Figure 3·12: The decay factor λ = 0.02, in a general mission space
H(s) = 1443.4 H(s) = 1518.9 H(s) = 1532.9
Figure 3·13: The decay factor λ = 0.12, in a general mission space
H(s) = 325.8 H(s) = 349.2 H(s) = 349.4
Figure 3·14: The decay factor λ = 0.4, in a general mission space
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H(s) = 1792.2 H(s) = 2490.0 H(s) = 2490.6
Figure 3·15: The decay factor λ = 0.02, in a maze mission space
H(s) = 924.5 H(s) = 1297.6 H(s) = 1307.9
Figure 3·16: The decay factor λ = 0.12, in a maze mission space
H(s) = 275.0 H(s) = 311.1 H(s) = 311.1
Figure 3·17: The decay factor λ = 0.4, in a maze mission space
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H(s) = 2418.8 H(s) = 2582.3 H(s) = 2583.5
Figure 3·18: The decay factor λ = 0.02, in a room mission space
H(s) = 1187.0 H(s) = 1462.6 H(s) = 1466.9
Figure 3·19: The decay factor λ = 0.12, in a room mission space
H(s) = 303.1 H(s) = 344.5 H(s) = 347.2
Figure 3·20: The decay factor λ = 0.4, in a room mission space
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3.5 Boosting Function Approach
The motivation of the boosting function approach is the structure of the partial
derivative. To reveal the insights of the partial derivative, we re-derive it in the
following section. This derivation follows the way used in (Zhong and Cassandras,
2008) while paying more attention to interpret the nature of the derivative along the
derivation.
3.5.1 Structure of The Partial Derivative
Define Bi to be a set of neighbor nodes with respect to i:
Bi = {k : ‖si − sk‖ < 2δi, k = 1, . . . N, k 6= i} (3.28)
Clearly, this set includes all nodes k whose sensing region Ωk has a nonempty inter-
section with Ωi, the sensing region of node i. Accordingly, given that there is a total
number of N nodes, we define a complementary set Ci
Ci = {k : k /∈ Bi, k = 1, . . . N, k 6= i} (3.29)
In addition, let Φi(x) denote the joint probability that a point x ∈ Ω is not detected




[1− pˆk(x, sk)] (3.30)





[1− pˆj(x, sj)] (3.31)
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R(x)Φi(x)pi(x, si)(uxdxy − uydxx)
(3.32)
where (ux, uy) illustrates the “velocity” vector at a boundary point x = (xx, xy) of




















where (x − si)x is the x component of the vector (x − si). Similarly, we can obtain
an integral Eiy with (x− si)y in place of (x− si)x.
Let Ei = (Eix, Eiy). The integrand of Ei can be viewed as a weighted normalized
direction vector (x−si)
di(x)
connecting si to x ∈ F where x is visible by the ith node. This
weight is defined as
w1(x, si) = −R(x)Φi(x)dpi(x, si)
ddi(x)
(3.34)
Observe that w1(x, si) ≥ 0 because dpi(x,si)ddi(x) < 0 since pi(x, si) is a decreasing function
of di.
Next, we evaluate the second term in (3.32), referred to as Eb. This evaluation is
more elaborate and requires some additional notation (see Figure 3·21).
Let v be a reflex vertex of an obstacle and let x ∈ F be a point visible from v. A





Figure 3·21: Mission space with two polygonal obstacles
v − x, is defined by
I(v, x) = {q ∈ V (v) : q = λv + (1− λ)x, λ > 1} (3.35)
The ray intersects the boundary of F at an impact point. The line from v to the
impact point is a I(v, x).
An anchor of si is a reflex vertex v such that it is visible from si and I(v, si)
defined in (3.35) is not empty. Denote the anchors of si by vij, j = 1, . . . , Q(si),
where Q(si) is the number of anchors of si. An impact point of vij, denoted by
Vij, is the intersection of I(vij, si) and ∂F . As an example, in Figure3·1, vi1, vi2,
vi3 are anchors of si, and Vi1, Vi2, Vi3 are the corresponding impact points. Let
Dij = ‖si − vij‖ and dij = ‖Vij − vij‖. Define θij to be the angle formed by si − vij
and the x-axis, which satisfies θij ∈ [0, pi/2], that is, θij = arctan |si−vij |y|si−vij |x . Using this
notation, a detailed derivation of the second term in (3.32) may be found in (Zhong
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where Γi = {j : Dij < δi, j = 1, . . . , Q(si)}; zij = min(dij, δi −Dij) and ρij(r) is the
Cartesian coordinate of a point on Iij which is a distance r from vij:
ρij(r) = (Vij − vij) r
dij
+ vij (3.37)
In the same way, we can also obtain Eby. Note that Eb = (Ebx, Eby) is the gradient
component in (3.32) due to points on the boundary ∂V (si). In particular, for each
boundary, this component attracts node i to move in a direction perpendicular to the
boundary and pointing towards V (si). We can see in (3.36) that every point x written
as ρij(r) in the integrand has an associated weight which we define as w2(x, si):
w2(x, si) = R(x)Φi(x)pi(x, si) (3.38)
and observe that w2(x, si) ≥ 0, as was the case for w1(x, si). Combining (3.33) and























































derivatives of the original objective function H(s) which was derived in (Zhong and




, confirming (as expected) that
the local objective function Hi(s) is sufficient to provide the required derivative for a
distributed gradient-based algorithm using (3.5). Note that the derivation of (3.39)-
(3.40) excludes pathological cases where si coincides with a reflex vertex, a polygonal
inflection, or a bitangent, where H(s) is generally not differentiable.
We can now use the weight definitions (3.34) and (3.38) in (3.39) and (3.40) to



































We can see that the essence of each derivative is captured in the weights w1(x, si),
w2(x, si). In the first integral, w1(x, si) controls the mechanism through which node i
is attracted to different points x ∈ V (si) through (x−si)di(x) . If obstacles are present, then
w2(x, si) in the second integral controls the attraction that boundary points exert on
node i with the geometrical features of the mission space contributing through njx,
njy, θij, and Dij in (3.41)-(3.42). This viewpoint motivates the boosting function
approach described next.
3.5.2 Boosting Function Approach




above, any equilibrium point is characterized by
∂H1(sLi )
∂si
= 0. Since agent i controls
its position based on its local objective function H1(s
L
i ), a simple way to “escape” a
local optimum s1 is to alter H1(s
L






6= 0 and inducing the agent to explore the rest of the mission space
for potentially better equilibria. Subsequently, when a new equilibrium is reached
with agent i at s˜1i 6= s1i and ∂Hˆi(s)∂si
∣∣∣
s˜1i
= 0, we can revert to H1(s
L






6= 0 and the agent will seek a new equilibrium at s2i .
Selecting the proper Hˆi(s) to temporarily replace H1(s
L






i ) is much simpler due to the nature of
the derivatives we derived in (3.41)-(3.42). In particular, the effect of altering H1(s
L
i )
can be accomplished by transforming the weights w1(x, s), w2(x, s) in (3.41)-(3.42)
by “boosting” them in a way that forces
∂H1(sLi )
∂si
= 0 at a local optimum to become
nonzero. The net effect is that the attraction exerted by some points x ∈ F on si is
“boosted” so as to promote exploration of the mission space by agent i in search of
better optima.
In contrast to various techniques which aim at randomly perturbing controllable
variables away from a local optimum (e.g., simulated annealing), this approach pro-
vides a systematic mechanism for accomplishing this goal by exploiting the structure
of the specific optimization problem reflected through the form of the derivatives
(3.41)-(3.42). Specifically, it is clear from these expressions that this can be done
by assigning a higher weight (i.e., boosting) to directions in the mission space that
provide greater opportunity for exploration and, ultimately “better coverage”. To de-
velop such a systematic approach, we define transformations of the weights w1(x, si),
w2(x, s) for interior points and for boundary points respectively as follows:
wˆ1(x, s) = gi(w1(x, s)) (3.43)
wˆ2(x, s) = hi(w2(x, s)) (3.44)
where gi(·) and hi(·) are functions of the original weights w1(x, s) and w2(x, s) respec-
tively. We refer to gi(·) and hi(·) as boosting functions for agent i = 1, . . . , N . Note
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that these may be agent-dependent and that each agent may select the time at which
this boosting is done, independent from other nodes. In other words, the boosting
operation may also be implemented in distributed fashion, in which case we refer to
this process at agent i as self-boosting.
gi(·) and hi(·) can be any functions, such as linear functions, quadratic functions,
or other polynomial functions. To make the boosting process as simple as possible,
we will focus on linear functions of the original weights such as
wˆ1(x, s) = αi1(x, s)w1(x, s) + βi1(x, s) (3.45)
wˆ2(x, s) = αi2(x, s)w2(x, s) + βi2(x, s) (3.46)
where αi1(x, s), βi1(x, s), αi2(x, s), and βi2(x, s) are functions dependent on the point
x and the agent position vector s in general. We point out that although the form
of (3.45)-(3.46) is linear, the functions αij(x, s), βij(x, s), j = 1, 2, i = 1, . . . , N are
generally nonlinear in their arguments.
To keep notation simple, let us concentrate on a single agent i and omit the
subscript i in αij(x, s), βij(x, s) above. By replacing w1(x, s), w2(x, s) with wˆ1(x, si),










































can be obtained in a similar way. Obviously, the boosting process (3.45)-
(3.46) actually changes the objective function H(s). Thus, when a new equilibrium is
reached in the boosted derivative phase of system operation, it is necessary to revert
to the original objective function by setting α1(x, s) = α2(x, s) = 1 and β1(x, s) =
β2(x, s) = 0.
We summarize the boosting process as follows. Initially, agent i uses (3.41)-(3.42)
until an equilibrium s1 is reached at time τ 1 and nodes communicate their positions
to each other.
1. At t = τ 1, evaluate H(s(τ1)) and set s∗ = s1 and H∗=H(s(τ1)). Then, apply
boosting functions (3.45)-(3.46), evaluate (3.47), and iterate on the controllable
agent position using (3.5).




= 0 at time τˆ 1 > τ 1.








= 0 at time τ 2 > τˆ 1 and evaluate H(s(τ2)). If
H(s(τ2)) >H∗, then set s∗ = s(τ2) and H∗=H(s(τ2)). Otherwise, s∗, H∗ re-
main unchanged (if nodes are mobile and have already been moved to s(τ2),
then return them to s∗).
5. Either STOP, or repeat the process from the current s∗ with a new boosting
function to further explore the mission space for better equilibrium points.
Note that if s1 is a global optimum, then the boosting process simply perturbs
agent locations until Step 4 returns them to s1. The process will stop if no solution
is better than s1 after trying finite boosting functions. It is also possible (due to
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symmetry) that there are multiple global optima, in which case H(s(τ 2)) =H(s(τ 1))
and the new equilibrium point is equivalent to the original one.
The process above assumes that all agents wait until they have all reached an
equilibrium point s1 before each initiates its boosting process. To evaluate the objec-
tive function in the process, it needs information of all agents. These states exchange
can be done by consensus algorithms which were mentioned in Chapter 2. Note that
the consensus algorithms are distributed and they can know other agents’ partial
derivatives and states by communication.
3.5.3 Boosting Function Selection
The selection of boosting functions generally depends on the mission space topology.
For instance, it is clear that if there are no obstacles, then α2(x, s) = 1, β2(x, s) =
0, since only the first integrals in (3.41)-(3.42) are present. In what follows, we
present three families of boosting functions that we have investigated to date; each
has different properties and has provided promising results.
Before proceeding, we make a few observations which guide the selection of boost-
ing functions. First, we exclude cases such that α1(x, si) = α2(x, si) = C independent





, which has no effect on ∂H(s)
∂si
= 0. Second, we observe
that if |β1(x, si)| >> α1(x, si)w1(x, s), then the first integral in (3.47) is dominated
by the second one, and the net effect is that nodes tend to be attracted to a single
point (their center of mass) instead of exploring the mission space. The third ob-
servation is more subtle. The first term of (3.41) contains information on points of
the visible set Vi, which is generally more valuable (i.e., more points in Vi) than the
information in the second term related to the boundary points in Γi (except, possibly,
for unusual obstacle configurations). Thus, a boosting function should ensure that
the first integral in (3.41) dominates the second when
∂H1(sLi )
∂six
6= 0. In order to avoid
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such issues, in the sequel we limit ourselves to boosting w1(x, s) only and, therefore,
we set α2(x, si) = 1, β2(x, si) = 0.
P -Boosting function
In this function, we keep β1(x, s) = 0 and only concentrate on α1(x, s) which we set:
α1(x, s) = kP (x, s)
−γ (3.48)
where P (x, s) is the joint detection probability defined in (3.3), γ is a positive integer
parameter and k is a gain parameter. Thus, the boosted derivative associated with




















The motivation for this function is similar to a method used in (Zhong and Cassan-
dras, 2011) to assign higher weights for low-coverage interior points in Vi, in order for
nodes to explore such low coverage areas. This is consistent with the following proper-
ties of this boosting function: (P (x, s))−γ →∞ as P (x, s)→ 0, and (P (x, s))−γ → 1
as P (x, s)→ 1.
Neighbor-Boosting function
We set α1(x, s) = 1 and focus on β1(x, s). Every agent applies a repelling force on





δ(x− sj) kj‖si − x‖γ (3.50)
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where kj ≥ 0 is a gain parameter for j, γ is a positive integer parameter, and δ(x−sj)
























‖sj − si‖γ+1 (sj − si)x
(3.51)
Note that kj may vary over different neighbors j. For instance, if some neighboring
agent j is such that j /∈ Vi, then we may set kj = 0.
Φ-boosting function
This function aims at varying α1(x, s) by means of Φi(x) defined in (3.30), which is
the probability that point x is not detected by neighboring nodes of i. β1(x, s) = 0
as well. Large Φi(x) values imply a lower coverage by neighbors, therefore higher
weights are set. In particular, we define
α1(x, s) = kΦi(x)
γ (3.52)























Observe that Φi(x) = 0 means that x is well-covered by neighbors of i, therefore,
sensor node i has no incentive to move closer to this point. On the other hand,
Φi(x) = 1 means that no neighbor covers x, so the boosted weight is the value of the
gain k.
3.5.4 Simulation Results
In this section, we provide simulation examples illustrating how the objective function
value in coverage control problem is improved by using the boosting function process
and how the parameter values in the three boosting functions we have considered can
further affect performance.
Figures 3·22-3·25 presents four mission spaces with different obstacle configura-
tions (obstacles shown as blue polygons), which we refer to as “General Obstacle”,
“Room Obstacle”, “Maze Obstacle” and “Narrow Obstacle” respectively. In the first
three cases, there are 10 nodes shown as numbered circles and the event density func-
tion is uniform, i.e., R(x) = 1. In the Narrow Obstacle case, there are only 2 nodes.
The mission space is colored from dark to lighter as the joint detection probability
(our objective function) decreases (the joint detection probability is ≥ 0.97 for pur-
ple areas, ≥ 0.50 for green areas, and near zero for white areas). Nodes start from
the upper left corner and reach equilibrium configurations with associated objective
function values shown in the captions. It is easy to see that these deployments are
sub-optimal due to the obvious imbalanced coverage. For instance, in Figure 3·23,
the upper and lower rightmost “rooms” are poorly covered while there are 4 nodes
clustered together near the first obstacle on the left side. We expect that boosting
functions can guide nodes towards exploration of poorly covered areas in the mission
space, thus leading to a more balanced, possibly globally optimal, equilibrium.
Figures 3·26-3·29 illustrate the effect of the P -boosting function with γ = 4 and
k = 100. For example, comparing Figure 3·27 with Figure 3·23, the clustered nodes
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Figure 3·22: General obstacle with
H(s∗0) = 1368.3
Figure 3·23: Room obstacle with
H(s∗0) = 1183.5
Figure 3·24: Maze obstacle with
H(s∗0) = 860.7
Figure 3·25: Narrow obstacle with
H(s∗0) = 245.5
in the former have spread apart and the upper and lower rightmost “rooms” are now
covered by two nodes. As a result, H(s) increases from 1183.5 to 1419.5. We have
also studied the effect of the parameters γ and k (details omitted) and have found
that γ = 4, k = 100 yield the best results for all four mission spaces.
Next, we consider the neighbor-boosting function. We select the gain parameters
kj in two different ways: (i) the same for all neighboring nodes in a line of sight of
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Figure 3·26: P -boosting function;
H(s∗) = 1532.6
Figure 3·27: P -boosting function;
H(s∗) = 1419.5
Figure 3·28: P -boosting function;
H(s∗) = 1180.5
Figure 3·29: P -boosting function;
H(s∗) = 502.5
si, otherwise, kj = 0:
kj =

k if sj ∈ Vi), j ∈ Bi
0 otherwise
(3.54)
and (ii), kj = 0 for all neighboring nodes except for the closest neighbor of si:
kj =





We define H(s∗)1 and H(s∗)2 to correspond to the objective function values after
the boosting process for each of these two choices and have found through extensive
experimentation (details omitted) that H(s∗)2 > H(s∗)1 for all cases considered.
Figures 3·30-3·33 show the effect of Neighbor-boosting using (3.55) and the best
parameter pair we have found for each of the four mission spaces. The performance
improvements are identical or comparable to those of the P -boosting function in
Figures. 3·26-3·29, except for the Narrow Obstacle case where this type of boosting
has no effect, because it fails to provide a sufficient repelling force to one of the two
nodes to move around the long obstacle. Figures 3·34-3·37 illustrate the effect of
Φ-boosting for each of the four mission spaces in Figures. 3·22-3·25. The effect of
the parameters γ and k was studied (details omitted) and the best parameter pair we
have found for each case is shown. The performance improvements are identical or
comparable to those of the P -boosting function in Figures. 3·26-3·29, including the
Narrow Obstacle case. A significantly better performance is obtained for the Maze
Obstacle case. Finally, Table 3.1 summarizes our results in terms of boosting function
effects on these four mission spaces, each representing a different type of obstacle
configuration. We use H(s∗) to denote the post-boosting objective function value
attained, compared to H(s∗0), the objective function value obtained at the original
equilibrium point. The Φ-boosting function appears to be effective in all cases. We
also find that this approach, while still not guaranteeing global optimality, provides
substantial improvements in the objective function value, varying from 12% to 105%.
3.6 Conclusions
We have proposed two approaches to address the issue of global optimality for optimal
coverage problems.
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Figure 3·30: Neighbor-boost, γ = 2,
k = 500; H(s∗) = 1532.5
Figure 3·31: Neighbor-boost, γ = 1,
g = 500; H(s∗) = 1415.1
Figure 3·32: Neighbor-boost, γ =
2,g = 1000; H(s∗) = 1168.6
Figure 3·33: Neighbor-boost,
γ = 1,g = 300; H(s∗) = 245.3
In submodularity-based approach, we have obtained a solution to the optimal
coverage problem by using the greedy algorithm to first solve an approximated op-
timal coverage problem where the objective function is monotone submodular. The
obtained greedy solution ensures a guaranteed lower bound relative to the global op-
timum of the approximated optimal coverage problem which is significantly tighter
than the one well-known in the literature to be 1 − 1/e. This is made possible by
proving that our coverage metric of the approximated optimal coverage problem is
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Figure 3·34: Φ-boost, γ = 2, k =
1000; H(s∗) = 1526.4
Figure 3·35: Φ-boost, γ = 1, k =
1000; H(s∗) = 1419.1
Figure 3·36: Φ-boost, γ = 2, k =
100; H(s∗) = 1236.1
Figure 3·37: Φ-boost, γ = 2, k =
1000; H(s∗) = 502.5
monotone submodular and by calculating its total curvature and its elemental cur-
vature. Therefore, we are able to reduce the theoretical performance gap between
optimal and suboptimal solutions enabled by the submodularity theory. Moreover,
we have shown that the two new bounds derived are complementary with respect
to the sensing capabilities of the agents and each one approaches its maximal value
of 1 under different conditions on the sensing capabilities, enabling us to select the
most appropriate one depending on the characteristics of the agents at our disposal.
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Table 3.1: Summary of boosting function effects
Space Best boosting H(s∗) H(s∗0)
H(s∗)−H(s∗0)
H(s∗0)
General All 1530.3 1368.3 12%
Room P and Φ 1419.1 1183.5 20%
Maze Φ 1236.1 860.7 44%
Narrow P and Φ 502.5 245.5 105%
In addition, by combining the greedy algorithm with a distributed gradient-based
algorithm we have proposed a greedy-gradient algorithm (GGA) so as to improve
the coverage performance by searching in a continuous feasible region with initial
conditions provided by the greedy algorithm. We have included simulation results
uniformly showing that the proposed distributed GGA outperforms other related
methods we are aware of.
In boosting function approach, we have shown the structure of the partial deriva-
tive. This leads to the definition of boosting functions to systematically (as opposed to
randomly) allow nodes to escape from a local optimum so that the attraction exerted
by some points on an agent i is “boosted” to promote exploration of the mission space
by i in search of better optima. We have defined three families of boosting functions,
and provided simulation results illustrating their effects and relative performance.
The submodularity-based algorithm is suitable for off-line calculation especially
for greedy algorithm while the boosting function approach can be implemented on-
line. Comparing the simulation results, we seem to conclude that the submodularity-
based algorithm outperforms the boosting function approach. However, considering
the boosting function approach starts from any local optimum and the solution ob-
tained from the submodularity-based algorithm is also a local optimum, the boosting
function can further improve this solution.
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Chapter 4
Optimal Dynamic Formation Control
4.1 Introduction
In this chapter, we will focus on the dynamic multi-agent systems. In many cases,
mobile agents are required to establish and maintain a certain spatial configuration,
leading to a variety of formation control problems. We take a different viewpoint of
formations. Since agent teams are typically assigned a mission, there is an objective
(or cost) function associated with the team’s operation which depends on the spa-
tial configuration (formation) of the team. Therefore, we view a formation as the
result of an optimization problem which the agent team solves in either centralized or
distributed manner. We adopt a leader-follower approach, whereby the leader moves
according to a trajectory that only he/she controls. During the mission, the formation
is preserved or must adapt if the mission (hence the objective function) changes or if
the composition of the team is altered (by additions or subtractions of agents) or if
the team encounters obstacles which must be avoided. In the latter case in particular,
we expect that the team adapts to a new formation which still seeks to optimize an
objective function so as to continue the team’s mission by attaining the best possible
performance. The problem is complicated by the fact that such adaptation must
take place in real time. Thus, if the optimization problem determining the optimal
formation is computationally demanding, we must seek a fast and efficient control
approach which yields possibly sub-optimal formations, but guarantees that the ini-
tial connectivity (the definition of connectivity can be found in Section. 4.2) attained
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is preserved. Obviously, once obstacles are cleared, the team is expected to return
to its nominal optimal formation. Although this optimal dynamic formation control
framework is not limited by the choice of tasks assigned to the team, we will focus
on the optimal coverage problem which is well studied in chapter 3 and amenable to
efficient distributed optimization methods.
This chapter is organized as follows. In Section 4.2 we formulate a general optimal
formation control problem and, for a convex feasible space, derive a mixed integer
nonlinear optimization problem whose solution is shown to ensure connectivity while
maintaining an optimal formation. In Section 4.3, we focus on optimal coverage con-
trol problems, prove that a tree is an optimal formation, and propose an algorithm
to construct such a tree in a convex mission space. In Section 4.4, we address the
optimal formation problem in a mission space with obstacles. We propose an algo-
rithm to first obtain a connected formation and then optimize it while maintaining
connectivity. Simulation results are included in Section 4.5.
4.2 Problem Formulation
Consider a set of N + 1 agents with a leader labeled 0 and N followers labeled 1
through N in a mission space Ω ∈ R2. Agent i is located at si(t) ∈ R2 and let
s(t) = (s0(t), ..., sN(t)) be the full agent location vector at t. The leader follows a
predefined trajectory s0(t) over t ∈ [0, T ] which is generally not known in advance by
the remaining agents. We model the agent team as a directed graph G (s) = (N ,E , s),
where N = {0, 1, ..., N} is the set of agent indices and let NF = {1, . . . , N} ⊂ N
be the set of follower indices. In this model, the set of edges E = {(i, j) : i, j ∈ N }
contains all possible agent pairs for which constraints may be imposed.
In performing a mission, let H(s(t)) be an objective function dependent on the
agent locations s(t). If the locations are unconstrained, the problem is posed as
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maxs(t)∈Ω H(s(t)) subject to dynamics that may characterize the motion of each agent.
If t is fixed, then this is a nonlinear parametric optimization problem over the mission
space Ω ((Zhong and Cassandras, 2011)). If, in addition, agents are required to satisfy
some constraints relative to each other’s position, then a formation is defined as a
graph that satisfies these constraints. We then introduce a Boolean variable c(si, sj)
to indicate whether two agents satisfy these constraints:
c(si, sj) =
{
1 all constraints are satisfied
0 otherwise
(4.1)
and if c(si, sj) = 1 we say that agents i and j are connected. A loop-free path from
the leader to agent i, pii = {0, . . . , a, b, . . . , i}, is defined as an ordered set where
neighboring agents are connected such that c(sa, sb) = 1. Let Πi be the set of all
possible paths from i connected to the leader. The graph G (s) is connected if Πi 6= ∅
for all i ∈ NF . We can now formulate an optimal formation problem with connectivity




s.t. si(t) ∈ F ⊆ Ω, i ∈ NF
s0(t) is given
G (s(t)) is connected
(4.2)
For the sake of generality, we impose the constraint si(t) ∈ F ⊆ Ω for all follower
agents to capture the possibility that a formation is constrained. The feasible space
F can be convex (e.g., followers may be required to be located on one side of the
leader relative to a line in Ω that goes through s0(t)) or non-convex (e.g., followers
may be forbidden to enter polygonal regions, possibly physical obstacles, and F is
the set Ω excluding all interior points of these regions). The solution to this problem





Figure 4·1: A mission space example where the triangle is the leader and the
purple line is a predefined trajectory. The circles are followers and the rectangle
is an obstacle. The formation is maintained in [0, t1], but at t2 a new formation is
needed.
[t1, t2], the formation is maintained in [t1, t2] if si(t)− si(t1) = s0(t)− s0(t1) holds for
all t ∈ [t1, t2], i ∈ NF ; otherwise, it is a new formation. Figure 4·1 shows an example
of optimal dynamic formation control in a mission space with obstacles. Clearly, this
is a challenging problem. To begin with, the last constraint in (4.2) is imprecise
and may be different in a convex or non-convex feasible space. In addition, the
computational complexity of obtaining a solution may be manageable in determining
an initial formation but becomes infeasible if a new formation G ∗(s(t)) is required
during the real-time execution of a mission. We first propose a general approach to
solve this problem in a convex feasible space for arbitrary H(s(t)). In the next section,
we will limit ourselves to the class of optimal coverage problems in both convex and
non-convex feasible spaces and show how to take advantage of the specific structure
of H(s(t)) in such cases.
In a convex feasible space, the simplest connection constraints are of the form
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dij(t) ≡ ‖si(t)−sj(t)‖ ≤ Cij for some pair (i, j), i, j ∈ {0, 1, ..., N}, where Cij > 0 is a
given scalar. This may be the minimum distance needed to establish communication
or dij may be used to enforce a specific desired geometric shape in the formation.
Techniques based on the graph Laplacian are often used to solve this kind of problem,
e.g., (Olfati-Saber and Murray, 2004; Merris, 1994). However, our goal is to determine
a formation which solves the optimization problem in (4.2) for a given H(s(t)). Thus,
we describe next an approach to transform the last constraint in (4.2) into a mixed
integer nonlinear optimization problem by introducing a set of flow variables over
G (s). The leader 0 is assumed to be a source node which sends N units of flow
through the graph G (s) to all other agents. Let ρij ∈ Z+, i ∈ N , j ∈ NF be an
integer flow amount through link (i, j). Note that, in general, ρij 6= ρji and that
either ρij > 0 or ρji > 0 implies that agent i and j is connected, that is c(si, sj) = 1.
We can then define a flow vector ρ = (ρ01, ρ11, . . . , ρN1, . . . , ρ0N , . . . , ρNN). Observe
that ρi0, i ∈ N is not a flow variable in ρ since the leader is not allowed to receive
any flows from the followers. For each follower j, we define an auxiliary variable Nj








Using this notation, we introduce next a number of linear constraints that represent
a connected graph. First, the leader provides N units of flow:
∑
i∈NF
ρ0i = N (4.4)
Next, each follower j must receive a net flow Nj = 1 in order to ensure that there is







ρji = 1, j ∈ NF (4.5)
80
To prohibit self loops, we require that
ρii = 0, i ∈ NF (4.6)
Finally, the maximal flow capacity is upper bounded by the source amount N :
ρij ≤ N, i ∈ N , j ∈ NF (4.7)
Observe that (4.4) and (4.5) are linearly dependent since
∑
j Nj = N . Thus, the
constraint (4.4) is redundant and may be omitted.
Theorem 3 If and only if there exists a flow vector ρ such that constraints (4.5)-
(4.7) hold, then there exists a connected graph G (s). Moreover, the number of possible
graphs is finite.
Proof:
In what follows, the binary operator + is used to concatenate two paths into a
new path: If pia = {pi1a, . . . , pima } and pib = {pi1b , . . . , pinb }, then
pia + pib = {pi1a, . . . , pima , pi1b , . . . , pinb }.
Sufficient Condition:
We use a contradiction argument. Assume that at least one follower is not con-
nected to the leader. Then the followers are divided into two sets: N1 = {k : Πk 6= ∅},
which can connect to the leader and N2 = {j : Πj = ∅}, which are not. Then ρkj = 0
must be true for all k ∈ N1 and j ∈ N2. This is because if ρkj > 0, then there exists
a path pij = {pik} + {j} where pik ∈ Πk, which contradicts the fact that j ∈ N2. In
addition, obviously ρ0j = 0 for j ∈ N2. Summing the left-hand-sides of all constraints
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Next, summing the right-hand-sides of the constraints (4.5) over j ∈ N2 we get∑
j∈N2 Nj = |N2| ≥ 1, contradicting (4.8). Therefore, the assumption is wrong and
the graph G (s) is connected. The additional constraints (4.6)-(4.7) are necessary to
ensure that the number of feasible flow vectors ρ is finite. Clearly, (4.6) prohibits
self-loops while (4.7) prevents an infinite number of solutions where edges (i, j) in
G (s) may take any unbounded flow value ρij > 0.
Necessary Condition: If G (s) is connected, there exists a flow vector ρ such
that constraints (4.5)-(4.7) hold.
Given a connected graph G (s), we can construct such a flow vector ρ. We first
assign every following agent 1 unit of net flow, that is Nj = 1. Then we can compute
the flow vector ρij and ρji based on the following rules:
1. If G (s) is not a tree, convert it to a tree in which agent 0 is the root.
2. ρij = 0, ρji = 0 if agent i and j is not connected in the tree.
3. ρii = 0.
4. If agent j is a leaf in the tree, then ρij = 1 and ρji = 0 for all agents i that is
connected to j.
5. Then we compute ρij and ρji from the leaf to the leader level by level, that is
from child to parent. Since we have converted G (s) to a tree, for each agent j,
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there is only one parent agent i. Set ρji = 0. Based on 4.5, ρij =
∑
k∈NF ρjkz+1.
ρjk has been calculated since k is the j’s child.
The above rules satisfy constraints (4.5)-(4.6). Since there are at most N follower
agents, a parent agent has at most N children. Each child only has 1 unit of net
follows, then ρij ≤ N, i ∈ N , j ∈ NF and constraint (4.7) holds. 
Observe that ρij > 0 indicates a connection between agents i and j. This can
be combined with the constraint dij(t) ≤ Cij to write ρij(dij(t) − Cij) ≤ 0 for all
edges (i, j) in G (s). Moreover, the convex set F can be expressed through linear
constraints. Thus, the optimal formation problem with connectivity preservation at









ρji = 1, j ∈ NF
ρij(dij(t)− Cij) ≤ 0, i ∈ N , j ∈ NF
ρii = 0, i ∈ NF
ρij ≤ N, i ∈ N , j ∈ NF
(4.9)
Note that any agent position vector s(t) specifies a graph at time t. The role of ρ
is to ensure that this graph is connected by satisfying the constraints in (4.9), thus
creating an optimal formation. However, there is no advance information regarding
what the optimal formation looks like and how the optimal formation changes over
time as the leader moves in a time interval [0, T ] unless H(s(t)) is given some specific
structure. For the rest of this chapter, we focus on a class of problems which impose
a particular structure on H(s(t)).
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4.3 Optimal Coverage Problem
In Chapter 3, we have investigated the optimal coverage problem in detail. In this
chapter, we will use the optimal coverage as the formation goal to illustrate how we
approach the optimal dynamic formation control problem. We revisit the setting of
the optimal coverage problem in brief.




R(x)P (x, s(t))dx (4.10)
where R(x) : Ω→ R captures an a prior estimate of the frequency of event occurrences
at x satisfying R(x) ≥ 0 for all x ∈ Ω and ∫
Ω
R(x)dx < ∞. For the formation
problems we consider here, we assume that R(x) is a constant for any x ∈ Ω.
Agents are also assumed to be equipped with some sensing and some communi-
cation capabilities. In particular, we assume that agent i’s sensing is limited to a
set Ωi(t) ⊂ Ω. For simplicity, we let Ωi(t) be a circle centered at si(t) with radius
δi. Thus, Ωi(t) = {x : di(x, t) ≤ δi} where di(x, t) = ‖x − si(t)‖, the standard Eu-
clidean norm. To further maintain simplicity (without affecting the generality of the
analysis), we set δi = δ for all agents.
P (x, s(t)) is the joint detection probability that an event at x ∈ Ω is detected by
at least one of the N cooperating agents in the network:
P (x, s(t)) = 1−
N∏
i=0
[1− pˆi(x, si(t))]. (4.11)
For a single agent, let pi(x, si(t)) be the probability that agent i detects an event
occurring at point x. This function has the following properties: (i) pi(x, si(t)) = 0 if
x /∈ Ωi(t), and (ii) pi(x, si(t)) ≥ 0 is a monotonically nonincreasing function of di(x, t).
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The overall sensing detection probability is denoted by pˆi(x, si(t)) and defined as
pˆi(x, si(t)) =

pi(x, si(t)) if x ∈ Ωi(t)
0 if x /∈ Ωi(t)
(4.12)
Note that pˆi(x, si(t)) may not be continuous in si(t).
In addition to sensing, the communication capabilities of agents are defined by
their relative distance: agents i and j can establish a communication link if ‖si(t)−
sj(t)‖ ≤ Cij. For simplicity, Cij = C for all i and j. Thus, in this class of problems
a formation is required to maintain full communication among agents. Finally, one
of the agents, indexed by 0, is designated as the leader whose position s0(t) is given.
We are interested in formations maximizing the total detection probability over the




with R(x), P (x, s(t)) as defined above and ρ the flow vector defined in the previous
section.
This MINLP is NP-hard ((Ko¨ppe, 2012)) and its solution is computationally
costly, so that it is not realistic to expect re-solving it over the course of a mis-
sion as the leader moves. In fact, it is not always necessary to repeatedly solve this
problem over [0, T ]. Theorem 2 presents a condition under which we only need to
solve the problem at t = 0. This simply formalizes the rather obvious fact that if
no new constraints (e.g., obstacles) are encountered over t ∈ (0, T ], then the optimal
formation at t = 0 can be preserved by maintaining fixed relative positions for all
agents.
Theorem 4 Assume that R(x) = R for all x ∈ F . Let s(0) be an optimal solution
of problem (4.9) at t = 0 and that s0(t) is known to all followers for all t ∈ (0, T ].
If si(t) = si(0) + s0(t) − s0(0), i ∈ NF and Ωi(t) ⊂ F, i ∈ N , then s(t) maximizes
H(s(t)) in (4.10) with P (x, s(t)) in (4.11).
Proof:
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Let us introduce a local polar coordinate system for each agent i, so that the origin
of i’s such system is si and the axes are parallel to those in the mission Cartesian
coordinate system. Given any point x = (xx, xy) ∈ F , let l = (ri, θi) be the polar
coordinates in i’s local coordinate system. Then, the transformation that maps (ri, θi)
onto the global coordinate system is x = si(t) + [ri cos θi ri sin θi]
T . Upon switching
to this local coordinate system, the sensing probability becomes pi(x, si(t)) = pi(ri)
if ri < δ. Since Ωi(t) ⊂ F for all t ∈ [0, T ], the local sensing range of si(t), which
is denoted by ΩLi = {(ri, θi) : ri ≤ δ, 0 ≤ θi ≤ 2pi}, is time-invariant. Therefore,



















so that the objective function value remains fixed for any t ∈ [0, T ]. Since for any
agents i and j, by assumption, si(t)−sj(t) = si(0)+s0(t)−s0(0)−(sj(0) + s0(t)− s0(0)) =
si(0) − sj(0), and s(0) is an optimal solution of (4.9), it follows that G (s(0)) is con-
nected, therefore, G (s(t)) is also connected and we conclude that s(t) maximizes
H(s(t)). 
The implication of Theorem 4 is that when a mission space has no obstacles
in it or the leader follows a trajectory where no obstacles are encountered by any
agent, our problem is reduced to one of ensuring that all agents accurately track the
leader’s trajectory. We may discretize time so that agents update their locations at
0 < t1 < · · · < tK = T . Assuming that problem (4.9) is solved at t = 0, an optimal
formation is obtained and we subsequently strive to maintain this formation until
a significant “event” occurs such as an agent failure, a change in objective function
H(s(t)), or encountering obstacles; at such a point, some amount of reconfiguration
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is required while still aiming to maximize H(s(t)).
Figures 4·2 and 4·3 show two examples of optimal formation obtained by solving
(4.9) at time t with s0(t) located at the center of the mission space. To get Fig. 4·3,
we simply add constraints six ≤ s0x in (8) and the methodology remains the same.
Moreover, any such linear constraint can be accommodated. In these examples, the
optimal formation graphs G ∗(s) are trees (The definition of a tree can be found in
(Bertsimas and Tsitsiklis, 1997)). Clearly, if we know that an optimal formation is a
tree, the problem is much simpler to solve. We will show next that this is indeed the
case for formations constructed to solve optimal coverage problems.
Figure 4·2: Optimal formation for 5
followers and a leader in a bounded mis-
sion space.
Figure 4·3: Optimal formation for 9
followers and a leader. Followers are
constrained to the left of the leader.
Theorem 5 Assume that the feasible space is F = Ω = R2, C < 2δ, R(x) = R
for all x ∈ F and pi(x, si(t)) = p(x, si(t)). Then, an optimal formation G ∗(s)(t) for
problem (4.9) with the objective function (4.10) with P (x, s(t)) in (4.11) is a tree with
the distance between connected agents given by C.
Proof: This proof includes three lemma and is lengthy. To make this chapter easy
to follow, we put the proof in the Appendix.
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This theorem enables us to construct an optimal solution rather than solving the
MINLP problem, thus dramatically decreasing computation. Algorithm 3, which is
of complexity O(N2), is an example of a simple procedure through which such a tree
can be constructed.
Algorithm 3 Tree Construction Procedure
Input: The leader agent’s position s0
Output: A tree G (s) where dij = C for c(si, sj) = 1
Initialization: U = {0}
Do the following procedure:
1: For any agent j, j ∈ N \ U , select an agent i ∈ U and locate sj such that
dij = C and djz > C for all z ∈ U \ i. Update U = U ∪ {j}.
2: Repeat step 1 until U = N .
Note that the feasible space F is assumed to be R2 in Theorem 3. This implies
that a tree is optimal as long as no agent’s position is limited by a constraint such as
an obstacle or the finite boundaries of the mission space. To address this issue, we
define a union coverage area set by Au(s) = ∪Ni=0Ωi. Then Au(s) ⊂ R2 due to the
fact that the sensing range of any agent is limited (see the definition of Ωi). A tree
solution, say G (s) obtained by Algorithm 3 may be globally optimal if Au(s) ⊂ F







, k = 0, 1, . . . (4.13)
where the step size sequence {ζk} is selected (e.g., (Bertsekas, 1995)) to ensure con-
vergence and the calculation of ∂H(s)
∂ski
can be found in (Zhong and Cassandras, 2011).
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4.4 Optimal Dynamic Formation Control in a Mission Space
with Obstacles
We have thus far solved an optimal dynamic formation problem with connectivity
constraints in a convex feasible space F by solving a MINLP or simply constructing
a tree when Theorem 3 applies. In the latter case, we can construct a solution with
minimal computation, as in Algorithm 3. However, this method may fail when F is
non-convex, e.g., when F cannot be described through linear or nonlinear constraints.
In this section, we address the optimal dynamic formation problem in a mission space
with obstacles, thus considering a non-convex feasible space.
We model the obstacles as m non-self-intersecting polygons denoted by Mj, j =
1, . . . ,m. The interior of Mj is denoted by M˚j, so that the overall feasible space is
F = Ω\(M˚1∪ . . .∪M˚m), i.e., the space Ω excluding all interior points of the obstacles.
In this setting, we seek to ensure the following two requirements. First, the distance
between two connected agents must be ≤ C. We define c1(si, sj) to indicate whether
this requirement is satisfied:
c1(si, sj) =
{
1 ‖si − sj‖ ≤ C
0 otherwise.
Second, the connected agents are required to have a line of sight with respect to each
other. We define c2(si, sj) to indicate this requirement:
c2(si, sj) =
{
1 αsi + (1− α)sj ∈ F for all α ∈ [0, 1]
0 otherwise.
Agents i and j satisfying c1(si, sj) = 1 as well as c2(si, sj) = 1 are referred to as
connected. We also define c(si, sj) = c1(si, sj)c2(si, sj).
A version of this connectivity preservation problem was addressed in (Zhong and
Cassandras, 2011), where agents are required to remain connected with a fixed base
while at the same time maximizing the objective function in (4.10). A gradient-
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based algorithm, termed Connectivity Preservation Algorithm (CPA), was developed
for agent position updating and it was shown that, given an initially connected net-
work and if only one agent updates its position at any given time, the CPA preserves
connectivity. The algorithm is applied iteratively over one agent at a time and it con-
verges to a (generally local) optimum. The CPA exploits the existence of distributed
optimization algorithms for optimal coverage to attain optimal agent locations while
also preserving connectivity to a base (details on the CPA and its complexity are
provided in (Zhong and Cassandras, 2011)).
Our approach here is to take advantage of the CPA. In our problem, however, the
conditions for applying the CPA do not generally hold; this is because the leader’s
motion does not take connectivity with its neighbors into account and the presence
of an obstacle, for example, may cause it to disconnect from one or more followers.
This is illustrated in Fig. 4·4: At time t, the agent network shown (represented by
three orange circles and an orange triangle as the leader) is connected. At t+ , the
leader (triangle) moves to s0(t+ ) and if agent 2 moves to the point shown in yellow
(as expected by Theorem 4), then it becomes disconnected from the leader because of
the obstacle present. We propose an algorithm next to construct a connected graph,
which may no longer be optimal in the sense of problem (4.9) but it does provide
a valid initial condition for invoking the CPA described above (this is illustrated in
Fig. 4·4 as the solid green graph). This immediately allows us to iteratively apply
the CPA so as to obtain a new (locally optimal) formation.
Clearly, it is also possible to invoke (4.9) as soon as a formation reconfiguration
is needed. However, the set F is no longer convex and the computational complexity
of this problem makes it infeasible for the on-line adaptation required, whereas the
approach we propose and the use of the CPA render this process computationally




















Figure 4·4: An example of a connected network at t and constructed connected
network by Algorithm 4 at t+ .
each agent i determines its new position through a gradient-based scheme using only
its neighbor set and its downstream and upstream agent sets relative to the leader
(formally defined in the next section). When the number of agents increases, note
that the the number of neighbors of i may not be affected. The overall increase in
complexity is linear in the network size.
Before proceeding, we identify the precise instants when formation reconfiguration
is necessary due to obstacles encountered by agents as the mission unfolds over [0, T ].
We define two states that the agent team can be in: (i) The constrained state occurs












= ∅. Thus, the interval [0, T ] is partitioned into free and









...tzf < T . When the agent network enters a free state at time t
k







= ∅ for all t ∈ [tkf , tk+1c ) and F = Ω \ (M˚1 ∪ . . . ∪ M˚m),
so Ωi(t) ∈ F for any i over t ∈ [tkf , tk+1c ), the optimal formation is maintained based
on Theorem 4. Next, we consider how to generate optimal formations in constrained
states.
Given a connected graph G (s), we have defined a loop-free path connecting agent
i to the leader as pii = {0, . . . , a, b, . . . , i}; we have also defined Πi to be the set of
all possible paths connecting i to the leader. Let pii,k be the kth path in Πi and we
use piji,k to denote the jth element in pii,k. Let Di = ∪j,kwi(pij,k) be the set of agents
downstream from i (further away from the leader 0) where
wi(pij,k) =
{
pil+1j,k if i ∈ pij,k, i 6= j and i = pilj,k
∅ otherwise (4.14)
We also define the set of upstream agents from i as Ui = {j : i ∈ Dj, j ∈ 0, . . . , N}.
The length of a path pii,k is defined as Ψ(pii,k) =
∑|pii,k|−1
l=1 ‖spili,k − spil+1i,k ‖, where |pii,k|
is the cardinality of pii,k. For agent i, the shortest path connected to the leader is
pi∗i = arg min
pii,k∈Πi
Ψ(pii,k)
For example in Fig. 4·4, in path pi3,1 = {0, 2, 3} we have 3 ∈ D2, 0 ∈ U2, Ψ(pi3,1) =
‖s0− s2‖+ ‖s2− s3‖; for path pi3,2 = {0, 1, 2, 3}, we have Ψ(pi3,2) = ‖s0− s1‖+ ‖s1−
s2‖+ ‖s2 − s3‖. Therefore, pi∗3 = pi3,1 is the shortest path from agent 3 to the leader.
Let pii and pij be two paths. Then, we define pii+pij = {pii, pik}, where pik = pij \pii,
as an ordered set. Note that pii + pij is generally different from pij + pii because of the
order involved. Given a connected graph G (s), We define
Q(G (s)) = pi∗1 + . . .+ pi
∗
N (4.15)
to be an ordered set containing a permutation of the agent set {0, 1, ..., N} constructed
so as to start with the shortest path pi∗1 from 0 to agent 1, followed by pi
∗
2 \ pi∗1 and so
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on. It immediately follows from this construction that the first element of Q(G (s)) is
0 and that |Q(G (s))| = N + 1. Therefore, we can rewrite Q(G (s)) as
Q(G (s)) = {0, q2, . . . , qN+1}
where qj ∈ NF , j = 2, . . . , N + 1. For example, in Fig. 4·4, at time t, Q(G (s(t))) =
{0, 1, 2, 3}. We show next that Q(G (s)) has the following property regarding the
order of its elements.
Lemma 1 If qi is the ith element of Q(G (s)) constructed from a connected graph
G (s), then there exists qj ∈ Uqi such that qj is the jth element of Q(G (s)), and j < i
for all qi ∈ NF .
Proof: If for all qj ∈ Uqi , j > i, we cannot find a subset of Q(G (s)) that
includes {qj, qi}, qj ∈ Uqi , then there is no path connected to qi. This contradicts the
assumption that Q(G (s)) is constructed from a connected graph. 
We also define a projection of x ∈ R2 on a set A ∈ R2 as
PA(x) = arg min
y∈A
‖x− y‖
Next, let Y (si) = {y : y ∈ R2, c(si, y) = 1). Recalling the definition of c(·, ·), Y (si)
is the set of points with which si can establish a connection. For any subset of agents
V ⊂ N , let Σ(V ) = ⋃i∈V Y (si) be the union of all connection regions for agents in
V . For example, in Fig. 4·4, the grey area is Σ(V ) for V = {0, 1} at time t+ .
We are now ready to deal with the situation where the formation is in a constrained
state and may lose connectivity at time t+ given that the graph G (s(t)) is connected.
In particular, suppose that when the leader is about to move to s0(t+ ) and informs
the followers, at least one of the agents will lose connectivity with the formation. Our
task is to obtain an optimal formation at t+  and this is accomplished in two steps:
(i) Construct a connected graph G (s(t+ )) for time t+ , and (ii) Use this connected
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graph G (s(t + )) as an input to invoke the CPA. Step (i) is crucial because of the
fact that the CPA relies on an initially connected graph before it can be executed
to seek (locally) optimal agent locations which still preserve connectivity. This first
step is carried out by constructing a connected graph through Algorithm 4. We use
Algorithm 4 Connected Graph Construction Algorithm
Input: Graph G (s(t)), s0(t+ )
Output: Graph G (s(t+ ))
Initialization: Ui,Di for i ∈ N , V = {0}, Q(G (s(t))) = {0, q2, . . . , qN+1} using
(4.15)
For agent i = qj, j = 2, . . . , N + 1
Do the following procedure:
1: Generate a candidate next location for i: sˆi = si(t) + ∆L.
2: If c(sˆi, sv(t+ )) = 0 for all agents v ∈ Ui
⋂
V , go to Step 3; else, go to Step 4.
3: Project si onto Σ(Ui
⋂
V ). Set sˆi = PΣ(Ui
⋂
V )(si).
4: Set si(t+ ) = sˆi.
5: Add i to V
∆L(t) = s0(t+ )− s0(t) to denote the position change vector of the leader from t to
t+ , where we assume that followers have the ∆L(t) information available at t.
Theorem 6 G (s(t+ )) obtained by Algorithm 4 is connected.
Proof:
Since G (s(t)) is connected, Ui 6= ∅ for i ∈ NF . We then use induction to prove
that the graph constructed by agents in V remains connected at Step 5 in every
iteration. Initially, V = {0} which is connected. Next, assuming there are n agents
in V and the graph they form is connected, we will prove that after adding the
(n+ 1)th agent, say i, the graph remains connected.
The addition of i to V occurs at Step 5. There are two possible sequences for
reaching this step: 1-2-4 and 1-2-3-4. At Step 2, Ui
⋂
V 6= ∅ because of the property
of Q(G (s)) in Lemma 4. It follows that before i performs the procedure, there is at
least one upstream agent in V . In the 1-2-4 sequence, there exists some m ∈ V ∩Ui
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such that c(sˆi, sm(t+)) = 1. Therefore, all agents in V including i will be connected.
In the 1-2-3-4 sequence, at Step 3, agent i’s position is projected onto the connection
ranges of all v ∈ V ∩ Ui. It follows that the graph formed by agents in {V , i} is
connected. Step 5 adds agents to V one by one until V = N , therefore, the graph
G (s(t+ )) is connected. 
Obviously, Algorithm 4 does not provide a unique way to construct a connected
graph. For example, the formation could be adjusted to a line or a star configuration
with s0(t+ ) as the center of the star. However, this would entail a major formation
restructuring whereas in Algorithm 4 we seek to retain the closest possible formation
to the original (optimal) one by setting candidate locations as seen in Step 1. If
such a candidate is not feasible, then the agent will move a minimal distance (in the
projection sense) to be connected.
Once step (i) above is completed by obtaining this connected graph G (s(t)), step
(ii) is performed by invoking the CPA to optimize the agent locations within the
new formation. Clearly, once obstacles are cleared and the agent team re-enters a
free state, we may revert to the original optimal formation. As for the complexity
of this algorithm, in order to initialize Q(G(s(t))), the time complexity for finding
the shortest path is O(N2). In addition, to make a projection, agents need O(N2)
comparisons, while the complexity of the CPA algorithm is O(N). Therefore, the
overall complexity is O(N2) in this case.
4.5 Simulation Results
In this section, we provide a simulation example illustrating what the optimal for-
mation maximizing coverage in a mission space with obstacles looks like and how it
changes at some significant instants (a video of the implementation of our optimal
formation control approach for a team of small mobile robots in a laboratory setting
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can be found at http://www.bu.edu/codes/research/distributed-control/.)
We choose the event density functions to be uniform, i.e., R(x) = 1. The mission
space is a 60 × 50 rectangle. The distance constraint is C = 10 and the sensing
range of each agent is δ = 8. At every step, the leader moves to the right one
distance unit per unit of time. The mission space is colored from dark to lighter as
the joint detection probability decreases (the joint detection probability is ≥ 0.50 for
green areas, and near zero for white areas). The leader (labeled “L”) moves along
a predefined trajectory (the purple dashed line). There are 8 followers, indicated by
numbers, which are restricted to locations on the left side of the leader during any
movement.
Figures 4·5-4·10 show snapshots of the process at selected events of interest over
[0, T ]. Figure 4·5 shows the initial configuration at t = 0, where the agent team
is located in a convex feasible space. As shown in Sec. III, in this case, the opti-
mal formation can be obtained by solving a MINLP. In the results shown, we have
used TOMLAB, a MATLAB-based optimization solver. For the non-convex objec-
tive function defined in (4.10), the solution is usually a local maximum; we sought to
find the best local (possibly global) optimum possible by implementing a multi-start
algorithm on the solver. This is done at the start of the mission, when an off-line
computationally intensive procedure is possible. Moreover, this local maximum can
be improved by applying the CPA; in fact, in this example the use of the CPA led to
an improvement from H(s) = 741.5 to H(s) = 816.7, as shown in Fig. 4·6. Thus, in
general, supplying the CPA with an initial connected graph obtained by solving the
MINLP enables it to converge to a better value. For example, Fig. 4·12 is a local
maximum attained by starting with a star-like connected graph shown in Fig. 4·11
with the objective function value H(s) = 781.1 (although this is still worse than the
value in Fig. 4·6).
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Figure 4·5: At t = 0, an optimal
formation is obtained by MINLP with
H(s) = 741.5
Figure 4·6: The optimal formation in
Fig. 4·5 is improved by CPA. H(s) =
816.7
Figure 4·7: At t = 5, agent 5 needs
projection in Step 3 of Algorithm 4
Figure 4·8: At t = 6, agent 5 makes
projection and CPA applies to Fig. 4·7
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Figure 4·9: At t = 12, structure of the
optimal formation changes
Figure 4·10: At t = 35, the end of the
mission
Figure 4·11: A star-like connected
graph
Figure 4·12: Apply CPA to Fig. 4·11.
H(s) = 781.1
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In the time interval [0, 5], the formation is maintained. At t = 5, agent 5 is located
at a vertex of an obstacle and will therefore lose connectivity as the leader moves to
the next step at t = 6. At this point, agent 5 will determine its next position
s5(6) by applying a projection at Step 3 of Algorithm 4. Note that only agent 5
needs to perform this projection, rather than the whole team of agents, hence the
computational effort is minimal. Figure 4·8 captures the optimal formation following
Fig. 4·7.
Observe that over the period [0, 12), although the optimal formation remains a
tree, it is no longer the same as the original one. However, for each agent i, its
downstream node set Di and upstream node set Ui remain unchanged. At t = 12,
clearly, the structure of the formation has been changed. This is a consequence of
either the projection step in Algorithm 4 or the CPA. At the end of the mission at
t = 35, the formation is shown in Fig. 4·10. The agents seek to form a line to go
through the narrow region of the mission space while at the same time maximizing
coverage. During the remaining interval [12, 35], the process is similar to what is seen
over [5, 12].
As we pointed out in the last section, constructing a connected graph can be ac-
complished in a variety of ways. As shown in Fig. 4·11, a star-like graph is an inferior
formation to that of Fig. 4·6; this is expected since the latter was obtained specifically
to maximize the objective function in (4.10). In addition, a reconfiguration process as
shown in Fig. 4·12 requires agents to move longer distances, hence consuming more
energy.
4.6 Conclusions
We have addressed the issue of optimal dynamic formation of multi-agent systems in
mission spaces with constraints. When the agent team is in a free state (no obstacles
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in the mission space affecting them), a locally optimal solution of a MINLP can
provide an initial formation that agents maintain or it is a good initial point for
using the CPA (developed in prior work (Zhong and Cassandras, 2011)) to obtain a
better local optimum. When the feasible space is non-convex and connectivity is lost,
we have developed an algorithm to construct a connected graph as an input for the
CPA while seeking to maintain the original formation with minimal effort. We have
also shown that for the class of optimal formation problems where the objective is to
maximize coverage, the optimal formation is (under certain conditions) a tree which
can be efficiently constructed without solving a MINLP.
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Chapter 5
Conclusions and Future Directions
5.1 Conclusions
This dissertation investigated some static and dynamic optimization problems en-
countered in cooperative multi-agent systems. In Chapter 2, a unified optimization
framework has been proposed for a wide range of tasks involving both agent-agent
interactions and agent-environment interactions. We have derived consensus, opti-
mal coverage, and resource allocation problems in this framework, all of which have
been studied in a separate way in the past. It allows gradient-based algorithms to be
applied to solve these problems. In addition, we have shown that for some class of
problems, each agent can decompose the objective function into a regional objective
function dependent on this agent’s controllable states and a function independent of
it. This implies a distributed algorithm and facilitates the evaluation of the partial
derivative.
In Chapter 3, the issue of global optimality is studied for optimal coverage prob-
lems where agents are deployed to maximize the joint detection probability. Objective
functions of problems are non-convex and no global optimum can be guaranteed by
gradient-based algorithms developed to date. We have addressed the issue by propos-
ing two approaches: submodularity-based approach and boosting function approach.
Submodularity-based approach adopts a simple greedy algorithm to get a solution
with provable performance bound for an approximation problem where the objective
function is monotone submodular. The bound is known to be within 1 - 1/e of the
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optimal solution. we derive a tighter lower bound for the optimal coverage problems
by further exploiting the structure of the objective function. In particular, we make
use of the total curvature and the elemental curvature of the objective function and
show that these can be explicitly derived and lead to new and tighter lower bounds.
Moreover, we show that the tightness of the lower bounds obtained through the total
curvature and the elemental curvature respectively are complementary with respect
to the sensing capabilities of the agents. In other words, when the sensing capabil-
ities are weak, one of the two bounds is tight and when the sensing capabilities are
strong, the other bound is tight. Thus, regardless of the sensing properties of our
agents, we can always determine a lower bound tighter than 1− 1
e
and, in some cases
very close to 1, implying that the greedy algorithm solution can be guaranteed to be
near-globally optimal. The greedy solution is subsequently used as an initial point
for a gradient-based algorithm to obtain solutions of a gradient-based algorithm for
the original optimal coverage problem.
In addition, the boosting function approach has been proposed to escape a local
optimum in a systematic way instead of randomly perturbing controllable variables
away from a local optimum. This is accomplished by exploiting the structure of the
problem considered. The main idea is to alter the regional objective function whenever
an equilibrium is reached. A boosting function is a transformation of the associated
partial derivative which takes place at an equilibrium point, where its value is zero; the
result of the transformation is a non-zero derivative, which, therefore, forces an agent
to move in a direction determined by the boosting function and explore the mission
space. When a new equilibrium point is reached, we revert to the original objective
function and the gradient-based algorithm converges to a new (potentially better and
never worse) equilibrium point. We define three families of boosting functions and
discuss their properties.
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In Chapter 4, a new class of optimization problem, optimal dynamic formation
control problems have been put forward. We have formulated an optimization prob-
lem which jointly seeks to deploy agents in a two-dimensional mission space so as to
optimize a given objective function while at the same time ensuring that the leader
and remaining agents maintain a connected graph dictated by minimum distances
between agents, thus resulting in an optimal formation. The minimum distances may
capture limited communication ranges as well as constraints such as maintaining de-
sired relative proximity between agents. We show that in a convex mission space, the
connectivity constraints can be satisfied by any feasible solution to a mixed integer
nonlinear optimization problem (MINLP). For the class of optimal coverage control
problems, we have shown that an optimal formation is a tree whose construction is
much more computationally efficient than that of a general connected graph. The
formation becomes dynamic as soon as the leader starts moving along a trajectory
which may either be known to all agents in advance or determined only by the leader.
Thus, it is the team’s responsibility to maintain an optimal formation. We show that
this is relatively simple as long as no obstacles are encountered. When one or more
obstacles are encountered (i.e., they come within the sensing range of one or more
agents), then we propose a scheme for adapting with minimal effort to a sequence
of new formations which maintain connectivity while still seeking to optimize the
original team objective.
5.2 Future Directions
In Chapter 3, we have seen that submodularity theory is a powerful tool in solving
some multi-agent tasks. To date, optimal coverage problems, sensor deployment prob-
lems (Krause et al., 2008b; Krause et al., 2008a), and task assignment problems (Qu
et al., 2015) have been solved by greedy algorithms in a centralized fashion. Design of
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distributed or asynchronous greedy algorithms for multi-agent systems with probably
performance bound is an interesting direction. In addition, extending our optimal
coverage solution to 3-dimensional mission space is also an interesting research direc-
tion, especially when the sensor network operates in environments with mountains,
forests, high-rise buildings, or an array of wind turbines.
In Chapter 4, the leader is assumed to be fixed and given a trajectory in the mission
of optimal dynamic formation control. Another interesting direction is to relax this
assumption to make the whole agent system to be fully autonomous. The leader
could be time-varying, thus making the problem more challenge in communication
preservation. If multiple leaders are allowed, it could be an optimal containment
control problem where mobile leaders form a convex hull and followers are controlled
to move within this convex hull while the whole team optimizing their joint coverage
of the mission space.
In both optimal coverage problem and optimal dynamic formation control prob-
lem, the obstacles are assumed to be time-invariant. Another interesting direction




A.1 Proof of Equivalent Definitions
Definition 1 ⇒ Definition 2
Suppose that S ⊆ T , y /∈ T , and f satisfies (3.7). Replacing S in (3.7) by S ∪{y}
gives
f(S ∪ {y} ∪ T ) + f(S ∪ {y} ∩ T ) ≤ f(S ∪ {y}) + f(T ). (A.1)
Rearranging the terms in (A.1), we obtain (3.8).
Definition 2 ⇒ Definition 1
Suppose that f satisfies (3.8), and y ∈ S/(S ∩ T ). It is easy to verify that
S ∩ T ⊆ T , and y /∈ T . Replacing S in (3.8) by S ∩ T , and using (3.8) repeatedly to
all elements y ∈ S/(S ∩ T ), we obtain
f (S ∩ T ∪ (S/(S ∩ T )))︸ ︷︷ ︸
f(S)
− f (S ∩ T )
≥ f (T ∪ (S/(S ∩ T )))︸ ︷︷ ︸
f(T∪S)
− f (T ) .
(A.2)
Rearranging the terms in (A.2) gives (3.7).
A.2 Proof of Theorem 5 in Chapter 4
Before we prove Theorem 5, we provide some notation and prove three lemmas. For







Lemma 2 If pi(x, si) = p(x, si) for all i ∈ N , then Mi = M for all i ∈ N .















where pi(ri) = p(ri) if pi(x, si) = p(x, si), so the statement holds and Mi is spatially
invariant. 
Lemma 3 Assume that (i) the feasible space is F = Ω = R2, C ≤ 2δ and R(x) = R
for all x ∈ F , and (ii) pi(x, si) = p(x, si) for all i ∈ N . Then, the global optimal
solution to problem (4.9) when N = 1 is any position vector (s0, s1) such that ‖s0 −
s1‖ = C and the flow variable is ρ = (1, 0).
Proof: Recalling the sensing model (4.12) and the assumption pi(x, si) = p(x, si),
















where the first two terms are the constants M0 = M1 = M by Lemma 1 and we define
a function M2(si, sj) to represent the third term:
M2(si, sj) = R
∫
Ωi(si)∩Ωj(sj)
p(x, si)p(x, sj)dx (A.6)
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Using M and M2(si, sj) in (A.5), we get
H(s) = 2M −M2(s0, s1) (A.7)
Let sC = (s0, sC) and sz = (s0, sz) be two feasible solutions where ‖s0− sC‖ = C and
‖s0 − sz‖ = z, 0 ≤ z < C. We will show that H(sC) is a global optimal solution,
i.e., H(sC) > H(sz) holds for any z. To facilitate this proof, we establish a Cartesian
coordinate system where s0 = (0, 0), sC = (C, 0) and sz = (z, 0), as shown in Fig.
A·1. Accordingly, we define the sensing range intersections Aa = Ω0(s0)∩Ω1(sC) and

















Observing that if z > C, sz is an infeasible solution, we will prove next that H(sC)−
H(sz) > 0 for any 0 ≤ z < C. Define a function p˜(x, sz, sC) = p(x, sz) − p(x, sC)
and observe that it has the following properties which are direct consequences of the
monotonicity of the function p(·) in ‖x− si‖, i = C, z:
P1 :p˜(x, sz, sC)

> 0 if xx < (z + C)/2
= 0 if xx = (z + C)/2
< 0 if xx > (z + C)/2
P2 :p˜(x, sz, sC) = −p˜(x′, sz, sC) if ‖x− sz‖ = ‖x′ − sC‖ and ‖x− sC‖ = ‖x′ − sz‖
(A.9)
We then consider two cases: z ≥ 2δ − C and 0 ≤ z < 2δ − C, corresponding to









Figure A·1: The sensing ranges of agents 0 and 1 where sC = (C, 0), sz = (z, 0)










Figure A·2: Subsets of Aa when z < 2δ − C. Aa = Aa1 ∪ Aa2 where Aa1 is the
green shape. A′a2 (the blue-line green-filled shape) and Aa2 (the blue-line write-
filled shape) are symmetric with x = (C + z)/2.
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1. If z ≥ 2δ − C, then for any point x ∈ Aa we have xx < (z + C)/2. Using P1,
we get p˜(x, sz, sC) > 0. It follows that H(sC)−H(sz) in (A.8) is positive since




p(x, s0)p˜(x, sz, sC)dx+R
∫
Ab\Aa
p0(x, s0)p1(x, sz)dx > 0
(A.10)
2. If 0 ≤ z < 2δ − C, then we divide the set Aa into two subsets Aa1 = {x|xx ≤
(z + C)/2, x ∈ Aa} and Aa2 = {x|xx > (z + C)/2, x ∈ Aa}. In the set Aa1, we
can find a subset A′a2 = {(z + C − xx, xy), (xx, xy) ∈ Aa2} which is symmetric
to Aa2 around an axis through xx = (z + C)/2 (see Fig. A·2). Then, for any
point x ∈ Aa2, there exists a point x′ ∈ A′a2 such that ‖x− sz‖ = ‖x′− sC‖ and
‖x− sC‖ = ‖x′− sz‖. Using P2, we obtain p˜(x, sz, sC) = −p˜(x′, sz, sC). Hence,∫
Aa2∪A′a2
p(x, s0)p˜(x, sz, sC)dx = 0 (A.11)





p(x, s0)p˜(x, sz, sC)dx+R
∫
A1a1




p(x, s0)p(x, sz)dx > 0
(A.12)
since the first term is zero due to (A.11), the second term is positive by P1 and the
third term is positive because of the positive integrand. Thus, in both cases (A.10)
and (A.12) yield H(sC) > H(sz), i.e., any vector (s0, s1) such that ‖s0 − s1‖ = C is













Figure A·3: Two Cartesian coordinate systems x− y and x′ − y′
Lemma 2 establishes the fact that if there are only two agents in the feasible space,
the optimal solution is obtained when the two agents are located at a distance of C




p(x, s0)p(x, sC)dx (A.13)
and obtain a final lemma:
Lemma 4 For agents i and j, if ‖si − sj‖ = C, then M2(si, sj) = MC.
Proof: We establish a Cartesian coordinate system where the original point is si,
the x-axis is in the same line as sj − si, as shown in Fig. A·3. Then, it immediately
follows that the result of the integration for M2(si, sj) = MC .
We prove the result by induction and the use of Lemmas 1-3. When N = 1, by
Lemma 2, the optimal formation is obtained by connecting the two agents with the
distance between them being C. Next, we assume that when N = k the optimal
formation Gk(s) is a tree with the distance between the connected agents being C.
Without loss of generality, these k agents are labeled 1, ..., k.
As Gk(s) is a tree, |E| = k − 1, i.e., there are k − 1 pairs of connected agents. Let
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Ω(Ei) = Ωai ∩Ωbi where (ai, bi) = Ei ∈ E , i = 1, . . . , k−1. In addition, it is impossible
for more than two agents to be connected to each other because there is no cycle in
the tree, which implies that Ωi1 ∩ . . . ∩ Ωip = ∅ for any ip ∈ {0, ...k} and p > 2.
When N = k+1, the optimal formation Gk+1(s) is obtained by connecting the new
agent to Gk(s) with the distance between connected agents being C. Assume that the
new agent is labeled h = k+1. Agent hmay establish connection with p (p ≥ 1) agents
at the same time (examples are shown in Figs. A·4-A·5). Accordingly, we denote the
position of agent h as sph if it connects to p agents and let sp = (s0, . . . , sk, s
p
h). Next,
we will show that H(s1) > H(sp) for any p ≥ 1.
𝑠1 𝑠ℎ
1
Figure A·4: Agent h connects to agent
1
𝑠"#𝑠# 𝑠$
Figure A·5: Agent h connects to
agents 1 and 2
Similar to M2(si, sj), we define a function
M3(si, sj, sh) = R
∫
Ω(Ei)∩Ωh
pi(x, sai)pj(x, sbi)ph(x, sh)
and we can write the objective function H(sp) for N + 1 agents as follows:

















where (ai, bi) = Ei. For p = 1, 2, H(s1) and H(s2) are




H(s2) = (k + 2)M −
∑
m,n 6=h
M2(sm, sn)−M2(s1, s2h)−M2(s2, s2h)
+M3(sai , sbi , s
2
h)
In Figs. A·4-A·5, a1 = 1 and a2 = 2. Note that M2(s1, s1h) = M2(s1, s2h) = MC due to
the fact that ‖s1 − s1h‖ = ‖s1 − s2h‖ = C and invoking Lemma 3. Therefore,




















h)−M3(sai , sbi , sph))
=(p− 1) (H(s1)−H(s2))
(A.16)
This is true due to the fact that ‖si−sph‖ = C for i = 1, . . . , p−1, thus M2(si+1, sph) =
MC using Lemma 3, and M3(sai , sbi , s
p
h) = M3(s1, s2, s
p
h).
We conclude that if agent h = k + 1 is connected to p agents of the tree, then
H(s1)−H(sp) = (p− 1)(H(s1)−H(s2)) > 0. In other words, the optimal solution is
obtained when the newly added agent is connected to a single agent and the resulting
formation Gk+1(s) is still a tree. Moreover, the distance between agent h and the
agent it is connected to, say j, is C, which can be proved with the same argument
as that used in Lemma 2, i.e., we can perturb sh from djh = C to djh < C and show
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that djh = C is the optimal solution. In addition, by Lemma 3, connecting h to any
feasible agent j results in the same objective function value. 
Corollary For an optimal formation with N + 1 agents, the objective function is
H(s) = (N + 1)M −NMC where M and MC are as defined in Lemma 1 and (A.13).
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