Abstract. We characterize ideals whose adjoints are determined by their Rees valuations. We generalize the notion of a regular system of parameters, and prove that for ideals generated by monomials in such elements, the integral closure and adjoints are generated by monomials. We prove that the adjoints of such ideals and of all ideals in twodimensional regular local rings are determined by their Rees valuations. We prove special cases of subadditivity of adjoints.
An aspect of proving subadditivity and computability of adjoints is whether there are only finitely many valuations v 1 , . . . , v m such that for all n,
We prove in Sections 4 that Rees valuations suffice for the generalized monomial ideals. We also give an example (the first example in Section 5) showing that Rees valuations do not suffice in general. In Section 5 we give a general criterion for when the adjoint of an ideal is determined by its Rees valuations. A corollary is that Rees valuations suffice for ideals in two-dimensional regular domains. The first three sections develop the background on generalized monomial ideals.
1. Generalized regular system of parameters Remark: Any part of a generalized regular system of parameters is again a generalized regular system of parameters.
For example, when R is regular local, an arbitrary regular system of parameters (or a part thereof) is a generalized regular system of parameters; or if R is a polynomial ring over a field, the variables are a generalized regular system of parameters.
Let p be any prime ideal containing the generalized regular system of parameters x 1 , . . . , x d . As R/(x 1 , . . . , x d ) is regular, so is R p /(x 1 , . . . , x d ) p , whence x 1 , . . . , x d is part of a (usual) regular system of parameters in R p . Proof: By possibly taking a subset of the x i , without loss of generality all v(x i ) are positive. Let p be the contraction of the maximal ideal of R v to R. After localizing at p, x 1 , x 2 , . . . , x d are a part of a regular system of parameters (see comment above the lemma). We may possibly extend the x i to a full regular system of parameters, so we may assume that p = (x 1 , . . . , x d ) is the unique maximal ideal in R. We may also assume that v(x 1 ) ≥ v(x 2 ) ≥ · · · ≥ v(x d ) ≥ 1.
If d = 0, the lemma holds trivially. If d = 1, then v is the p-adic valuation, in which case R v = R, J R v /R = R. As v is normalized, v(x 1 ) = 1, and the lemma holds again. Now let d > 1 and let S = R[
, . . . ,
]. Then S is a regular ring contained in R v , and
that by Lipman and Sathaye [11, page 201] 
Though in general not as nicely behaved as variables in a polynomial or power series ring, generalized regular systems of parameters come close to them in many aspects. One interesting property is the following. Proposition 1.3: Let R be a regular domain and let x 1 , . . . , x d be a generalized regular system of parameters of R. Furthermore let s ≤ d, p = (x 1 , . . . , x s ) and let f be a nonzero element of R. Then there exist monomials m 1 , . . . , m t in x 1 , . . . , x s and elements h, g 1 , . . . , g t ∈ R \ p such that
Proof: Clearly we may assume that R is local with maximal ideal p, and we then prove the proposition with h = 1. First we reduce to the case of complete local rings: Let R be the completion of R, and note that x 1 , . . . , x s is a regular system of parameters of R. Suppose we know the result for R and
Clearly we may assume that none of the monomials is a multiple of another one. Let I = (m 1 , . . . , m t ) ⊆ R. As f ∈ I R ∩ R = I by faithful flatness, we may write f = t i=1 g i m i with g i ∈ R, and in R we get
Thus it suffices to prove the proposition in the case R is complete local with maximal ideal p = (x 1 , . . . , x s ).
Assume now that R is complete and let f ∈ R. Assume f ∈ p n 1 \ p n 1 +1 . Then we may write
with some (unique) monomials m 1i of degree n 1 in x 1 , . . . , x s and some a 1i / ∈ p (unique mod p) and with some f 2 ∈ p n 1 +1 . Let M 1 = (m 11 , . . . , m 1t 1 ). If f 2 = 0 we are done, otherwise we write
with some a 2i / ∈ p, some monomials m 2i of degree n 2 in x 1 , . . . , x s , and some f 3 ∈ p n 2 +1 . Set M 2 = M 1 + (m 21 , . . . , m 2t 2 ) and continue. In this way we get an ascending chain M 1 ⊆ M 2 ⊆ · · · of monomial ideals, which must stabilize eventually,
with each m i a monomial of degree d i in x 1 , . . . , x s . We may assume that none of these monomials divides any of the other ones and that all m i appear in a presentation of some f j as above. Then in each step above we may write
with n li ∈ p n l −d i , and where furthermore if l is the smallest integer such that m i appears with a non-trivial coefficient in the expansion of f l , we have n li ∈ p. Hence
with some c li / ∈ p (or c li = 0), and with c l+1,i − c li ∈ p n l −d i (and f l+1 ∈ p n l+1 +1 ). As R is complete, this converges, and we get
with some c i / ∈ p.
Integral closures of (general) monomial ideals
Monomial ideals typically denote ideals in a polynomial ring or in a power series ring over a field that are generated by monomials in the variables. Such ideals have many good properties, and in particular, their integral closures and multiplier ideals are known to be monomial as well. The just stated result on multiplier ideals for the standard monomial ideals is due to Howald [3] . In this section we consider generalized monomial ideals and present their integral closures. For alternate proofs on the integral closure of generalized monomial ideals see Kiyek and Stückrad [7] .
We define monomial ideals more generally: 
so it is generated by monomials.
Proof: As NP(I n ) = n · NP(I), we may assume that n = 1. Write I = (x a 1 , . . . , x a s ). Let α = x e be such that e ∈ NP(I) ∩ N d . Then there exist c 1 , . . . , c s ∈ Q ≥0 such that c i = 1 and e ≥ c i a i (componentwise). Write c i = m i /n for some m i ∈ N and n ∈ N >0 . Then
so that α ∈ I. It remains to prove the other inclusion. Let S be the set of hyperplanes that bound NP(I) and are not coordinate hyperplanes.
Suppose that the theorem is known for the (generalized) monomial ideals I H . Then
Thus it suffices to prove the theorem for I H . As before, let i h i X i = h define H. By possibly reindexing, we may assume that h, h 1 , . . . , h t are positive integers and that h t+1 = · · · = h d = 0. As noted above it suffices to show
. This is a free finitely generated R-module and
is a regular domain, so p is a prime ideal, and for any prime ideal q in R ′ containing p, R ′ q is a regular local ring. By construction,
p is integrally closed, and as R ′ is finitely generated over a locally formally equidimensional (regular) ring, R ′ q is locally formally equidimensional for every prime ideal q containing p. By a theorem of Ratliff, from [14] , since p is generated by a regular sequence, the integral closure of p h R ′ q has no embedded prime ideals. It follows that the integral closure of
q is a regular domain and p is generated by a regular sequence,
and by freeness of R ′ over R, the last ideal is exactly (x e | e ∈ N, i h i e i ≥ h), which finishes the proof.
Rees valuations of (general) monomial ideals
Recall that the Rees valuations of a non-zero ideal in a Noetherian domain form a unique minimal set RV(I) of finitely many normalized valuations such that for all positive integers n, I n = {r ∈ R | v(r) ≥ nv(I) for all v ∈ RV(I)}.
In an arbitrary Noetherian domain, for arbitrary ideals I and J, RV(I) ∪ RV(J) ⊆ RV(IJ), and equality holds in two-dimensional regular domains. (This has appeared in the literature in several places, see for example Muhly-Sakuma [13] , or the Rees valuations chapter in the upcoming book [16] .)
We will prove that the Rees valuations of an ideal generated by monomials in a regular system of parameters are especially nice. 
When the x i are understood from the context, we say that v is monomial. 
Proof: By reindexing we may assume that a 1 > 0, . . . , a s > 0, a s+1 = · · · = a d = 0 for some s > 0, and we also may assume that all a i are integers.
The uniqueness of v is immediate by Proposition 1.3. To prove the existence we may replace R by R p (with p = (x 1 , . . . , x s )) and assume that R is local. Let R ′ be the regular local ring obtained by adjoining a a th i -root y i of x i to R (i = 1, . . . , s) and let n be the maximal ideal of R ′ . Then the n-adic valuation w on L = Q(R ′ ) is monomial in y 1 , . . . , y s with w(y i ) = 1 for all i. The restriction v := w| K is a monomial valuation as desired. 
The following is a local version of Howald [3, Lemma 1]. Howald's proof relies on the existence of a log resolution. 
Proof: Since v is monomial in the x i , the center of v on R is contained in m = (x 1 , . . . , x d ) . By localizing, we may assume that m is the only maximal ideal in R. Let a i = v(x i ).
Without loss of generality a 1 ≥ a 2 ≥ · · · ≥ a d , and let s be the largest integer such that a s > 0. As v is monomial, if s = 0, then v = 0 and the lemma holds trivially. Thus we may assume that s > 0. If s = 1, necessarily a 1 = gcd(v(x i )|i), and v is a 1 times the (
So the lemma holds in the case s = 1. We proceed by induction on i a i . We may assume that s > 1. Let S = R[
. Then S is a regular ring contained in R v , 
As R ⊆ S ⊆ R v are all finitely generated algebras over R that are regular rings and have the same field of fractions, by Lipman and Sathaye [11, page 201 
Adjoints of (general) monomial ideals
A proof similar to the proof of Theorem 2.3 shows that the adjoint of a (general) monomial ideal is monomial. This generalizes Howald's result [3] . 
as v varies over the (normalized) Rees valuations of I. In particular, the adjoint is also generated by monomials.
Proof: As I n is monomial and as the Rees valuations of I n are contained in the set of Rees valuations of I, it suffices to prove the theorem for n = 1. By Corollary 3.3 and by Lemma 3.4, the second and third equalities hold. So it suffices to prove that adj I equals the other three expressions (when n = 1).
First we prove that x e ∈ adj(I) whenever e ∈ N d with e + (1, . . . , 1) ∈ NP • (I)). Let v be a valuation as in the definition of adj(I). As (x 1 · · · x d x e ) n ∈ I n+1 for some positive integer n, v(
As v was arbitrary, this proves that (x e | e ∈ N d , e + (1, . . . , 1) ∈ NP • (I)) ⊂ adj I. It remains to prove the other inclusion.
Let S be the set of bounding hyperplanes of NP(I) that are not coordinate hyperplanes. For each H ∈ S, if an equation for H is
. By the definition of Newton polyhedrons,
By possibly reindexing, without loss of generality h 1 , . . . , h t > 0 and
. By the properties of v H , the last ideal is generated by monomials in the
This theorem allows to address the subadditivity problem for monomial ideals: 
implying by Theorem 4.1 that x f ∈ adj(I) and x g ∈ adj(J). Example: Let R be a regular local ring with regular system of parameters x, y. Let I be the integral closure of (x 5 , y 7 ). Then by the structure theorem, I has only one Rees valuation, and I = (x 5
. By [5] , by [3] , or by Theorem 4.1, adj(I) = (x 4 , x 3 y, x 2 y 2 , xy 4 , y 5 ), which is not the integral closure of (x 4 , y 5 ). Thus adj(I) has more than one Rees valuation. In fact, it has two Rees valuations, both of which are monomial and neither of which is equivalent to the Rees valuation of I: v 1 (x) = 1 = v 1 (y), v 1 (adj(I)) = 4, and v 2 (x) = 3, v 2 (y) = 2, v 2 (adj(I)) = 10.
Nevertheless, the one Rees valuation of I still determines the adjoints of all the powers of I.
Adjoints of ideals and Rees valuations
In this section we characterize those ideals I for which adj(I n ) is determined by the Rees valuations of I for all n. In the last section we have seen that this is the case for monomial ideals. That the Rees valuations of an ideal I should play a crucial role in determining the adjoint of I in general is also implied by the following result: Proposition 5.1: Let I be an ideal in a regular domain R, and let V be a finite set of valuations on the field of fractions of R such that for all n ∈ N,
Then V contains the Rees valuations of I.
Proof: Assume that there exist some Rees valuations of I not contained in V. By the defining property of Rees valuations there exist a non-negative integer n and an element r ∈ R with
(2) r / ∈ I n . Let w be a Rees valuation of I with w(r) ≤ n · w(I) − 1. Assume that I is l-generated and let t ≥ l · w(I). Then
On the other hand,
by [9] , (1.4.1), a contradiction.
It is not true in general that the set of Rees valuations determines the adjoint of an arbitrary ideal:
Example: Let (R, m) be a d-dimensional regular local ring, with d > 2, and let p be a prime ideal in R of height h ∈ {2, . . . , d − 1} generated by a regular sequence. Then the p-adic valuation v p is the only Rees valuation of p. If v p defined adj(p n ) in the sense that
However, if p is generated by elements in m e , where e ≥ d/(h − 1), and if v denotes the m-adic valuation, then
which is a contradiction. A concrete example of this is
, which defines the monomial curve (t 9 , t 10 , t 12 ).
The following is a geometric reformulation of [15] , see also Remark: Let R be a regular domain and let I ⊆ R be an ideal of R. Let Y = Spec(R), P = R[IT ], the Rees ring of I and let P be its normalization and ϕ : X = Proj(P ) → Y the induced scheme. Then X/Y is essentially of finite type by [11] , p. 200 (see also [16, 9.2.3] , for details). Thus ϕ is a projective, birational morphism, X is a normal, Noetherian scheme and IO X is an invertible ideal. Let P 1 , . . . , P r be the irreducible components of V(I) (i.e., those points x of X of codimension 1 such that IO X,x is a proper ideal of O X,x ). Then O X,P i is a discrete valuation ring (with field of fractions K = Q(R)) and the corresponding valuations v 1 , . . . , v r are exactly the Rees valuations of I. If (R, m) is local and I is m-primary, the Rees valuations correspond to the irreducible components of the closed fibre ϕ −1 (m) which in this case is a (dim(R) − 1)-dimensional projective scheme (in general neither reduced nor irreducible). 
is a canonical dualizing sheaf for f with
where M Z denotes the constant sheaf of meromorphic functions on Z. If
is another birational morphism and if g is proper and Z ′ is normal as well, then
(cf. [11, 2.3] and [12, §4] ). 
Then adj(I n ) = adj Z (I n ) by [9] , where f : Z → Y varies over all such morphisms. By the universal properties of blow-up and normalization, any such f factors as
As π * ω Z/Y ⊆ ω X/Y , and as IO Z is invertible, this implies by the projection formula
and therefore ( * ) adj Z (I n ) ⊆ adj X (I n ) for all positive integers n for any such f : Z → Y .
As ω X/Y is reflexive by [11, p. 203] , and as IO X is invertible, I n ω X/Y is a reflexive coherent subsheaf of the sheaf of meromorphic functions of X, and therefore we have
For x ∈ X with ϕ(x) / ∈ V(I) we have
as ϕ is an isomorphism away from V(I). Those x ∈ X with ht(x) = 1 and ϕ(x) ∈ V(I) correspond to the Rees valuations of I, and thus
where we also use, that ω R v /R is an invertible fractional ideal with inverse J R v /R . As π * ω X/Y = O X by [12, §4] , the converse inclusion is obvious, and we conclude that
First assume (2) . This direction is implicit in [9] , cf.
[9], 1.3.2(b). Let f : Z → Y be as above. By the assumptions we have trivially
implying by the calculations preceeding ( * ) that adj X (I n ) = adj Z (I n ) for all positive integers n. Thus (1) folllows.
Conversely suppose that (1) holds, i.e., that adj(I n ) = adj X (I n ) for all positive integers n. Then by ( * ) we must have that the canonical inclusions
are isomorphisms for all positive integers n. If X ′ denotes the blow-up of I on Y , then IO X ′ is a very ample invertible sheaf on X ′ . As X/X ′ is finite, IO X is an ample invertible sheaf on X, and thus the above isomorphisms imply that the canonical inclusion
is an isomorphism, i.e., that (2) holds. Then the corollary follows from Theorem 4.1.
By the work of Lipman and Teissier we also know (2) in some cases. Remark: In the case of two-dimensional regular rings an elementary direct proof of 5.4 can be given as well: We may assume that (R, m) is local with infinite residue field and that I is m-primary. Then it follows from [4] and [5] (see also [9] ) that for a generic x ∈ m \ m With this line of argument we can also give an easy proof of subadditivity of adjoint ideals in the two-dimensional case. Again we may assume that (R, m) is local with infinite residue field, and that I and J are m-primary. For a generic x ∈ m \ m 2 we will have that I, J, IJ, adj(I), adj(J), adj(IJ) and adj(I) adj(J) are contracted from S = R[ m x ]. Denoting by I ′ , resp. J ′ , the strict transforms of I, resp. J, we conclude by the above and by induction on mult(I) + mult(J): Alternatively, the subadditivity result may be deduced from [10] and [9] . We note that Tagaki and Watanabe [17] proved subadditivity of adjoint ideals more generally, for twodimensional log-terminal singularities. The argument given here does not extend to their situation.
