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Abstract
We study the space of stability conditions on K3 surfaces from
the perspective of mirror symmetry. It is done in the so called
attractor backgrounds (moduli) which can be far from the con-
ventional large complex limits and are selected by the attractor
mechanism for certain black holes. We find certain highly non-
generic behaviors of stability walls (a key notion in the study of
wall crossings) in the space of stability conditions. They cor-
respond via mirror symmetry to some non-generic behaviors of
special Lagrangians in an attractor background. The main results
can be understood as a mirror correspondence in a synthesis of
homological mirror conjecture and SYZ mirror conjecture.
∗wenxuanl@math.upenn.edu
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1 Introduction
We study in this paper the interaction of the following three topics on
K3 surfaces
1. Stability conditions on derived categories of coherent sheaves.
2. Mirror Symmetry.
3. Attractor mechanism in the study of certain black holes.
The study of stability conditions is a generalization of the study of
stable bundles. The space of stability conditions on derived categories of
coherent sheaves is a generalization of the space of complexified Kahler
moduli. The study of counting stable objects is closely related to the
enumerative geometry. If we move in the space of stability conditions
we might encounter real codimension one walls (called stability walls
in this paper) such that the counting problem of stable objects exhibits
nontrivial jumps called wall crossings. Moreover stability conditions are
actually defined for general triangulated categories which include sce-
narios beyond complex geometry.
Stability conditions is a key notion that connects the two major
programs of mirror symmetry: SYZ mirror conjecture of Strominger,
Yau and Zaslow and homological mirror conjecture of Kontsevich.
Roughly speaking the homological mirror conjecture predicts that
for a mirror pair of Calabi-Yau varieties M and Mˇ there should be a
2
duality exchanging the complex geometry and symplectic geometry of
them. We expect a correspondence of the following form1
DFuk(M)←→ D(Mˇ) (1)
Here DFuk(M) is the derived Fukaya category of M . It is obtained
by applying some categorical construction to the Fukaya category. La-
grangian submanifolds are objects of the Fukaya category. D(Mˇ) is the
derived category of coherent sheaves on Mˇ .
On the other hand SYZ mirror conjecture predicts that M carries
a special Lagrangian torus fibration structure and Mˇ should be con-
structed as the dual special Lagrangian fibration. Passing from La-
grangians to special Lagrangians means that we need to impose condi-
tions on the so called central charge Z(γ,Ω) (see section 2 for the defini-
tion). It turns out when we define stability conditions there is a similar
procedure involving central charges. We can speculate that there are
stability conditions on DFuk(M) satisfying essentially the same axioms
in the definition of stability conditions on derived categories of coher-
ent sheaves. Moreover special Lagrangians should be realized as stable
objects.
On the other side of the mirror duality (i.e. D(Mˇ)) we will also put
stability conditions on D(Mˇ) and then consider stable objects. Mirror
symmetry should then exchange stable objects of the two sides. In fact
in some cases one can check the correspondence of special Lagrangians
inM and stable bundle on Mˇ which can be interpreted as a baby version
of this correspondence. Since we expect wall crossings when we count
stable objects there should also be a correspondence of wall crossings of
the two sides.
So we have explained that we expect a much more ambitious and
unified version of mirror symmetry of the following form
DFuk(M)+stability conditions←→ D(Mˇ)+stability conditions (2)
stable objects in DFuk(M)←→ stable objects in D(Mˇ) (3)
space of stability conditions of DFuk(M)←→
←→ space of stability conditions of D(Mˇ) (4)
1This is meant to be a very short description of the background. So we have
deliberately ignored many important details.
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wall crossings for DFuk(M)←→ wall crossings for D(Mˇ) (5)
As far as we know there is very few work in the literature about
this version of mirror symmetry because it seems extremely difficult to
study stability conditions on derived Fukaya categories. In particular it
seems that there is virtually no results about correspondences of type
(5).
One of the purposes of this paper is to formulate and prove a few
theorems that can be considered as a softened version of a correspon-
dences of type (5) for certain K3 surfaces. To explain it we need to
introduce the third player of this paper: attractor backgrounds (mod-
uli) produced by the attractor mechanism for black holes.
In the study of certain four dimensional black hole solutions obtained
by reduction from a ten dimensional string theory physicists have discov-
ered an interesting fact called the attractor mechanism. We assume that
the black hole solution has spherical symmetry so that it makes sense
to talk about the radial direction. The black hole solution of course
depends on the six dimensional part of the spacetime. It turns out the
six dimensional part over each value of the radial direction should be
a Calabi-Yau threefold and these threefolds can have different moduli.
Now the attractor mechanism claims that the underlying supersymme-
try of the theory forces the moduli points over the horizon of the black
hole to be special. They are called attractor backgrounds in this paper.
In fact there is a flow called the attractor flow in the moduli space and
the attractor backgrounds are stationary points.
Attractor backgrounds are very special in the moduli space. If the
Calabi-Yau threefold is K3×T 2 one can determine them explicitly. It is
then interesting to ask what mirror symmetry can say about them. In
this paper we study the mirror symmetry of K3 surfaces coming from
the K3 × T 2 attractor backgrounds. This is somewhat unconventional
as the attractor moduli points can be far from the so called large com-
plex limits where most work of mirror symmetry has been done.
How is this problem related to stability conditions? It turns out that
due to the very special property of attractor backgrounds the central
charges of special Lagrangians in K3 and K3× T 2 have certain highly
non-generic property. Roughly speaking if we have a right framework
of defining stability conditions such that special Lagrangians are sta-
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ble objects then this non-generic property would mean that there is
an unexpected huge number of stability walls containing the attractor
background. From the perspective of wall crossings this is certainly very
unusual and intricate.
Unfortunately the right framework of defining stability conditions
for derived Fukaya categories does not exist yet. Nevertheless we can
apply the mirror symmetry of K3 surfaces and ask if the above property
is transformed into some statements which can be proved independently
and can be viewed as the corresponding mirror statement under a cor-
respondence of type (5). In other words we want to check if there is
a highly non-generic configuration of stability walls for stability con-
ditions on the derived category of coherent sheaves on the mirror K3
surface and if this behavior has nice correspondences (induced by mirror
symmetry) with the similar behavior mentioned before for the original
K3 surface in an attractor background. If that is the case then we not
only have some nontrivial results about mirror symmetry in attractor
backgrounds but also can connect them to stability walls in the space
of stability conditions. Then the three topics in this introduction are
finally on the same page.
In this paper we study this problem and the author believes that
we have verified that the idea in the previous paragraph works and the
expectations are true.
In section 2 we review the attractor backgrounds of K3 surfaces
given by Moore [12] and also some basic properties of them obtained by
Shioda and Inose [14]. In section 3 we review the work of Bridgeland [6]
on stability conditions on derived categories of coherent sheaves on K3
surfaces. Then following the exposition of Dolgachev [8] and Huybrechts
[11] we explain mirror symmetry of K3 surfaces. We discuss the non-
generic property in an attractor background mentioned before in section
5. It is observed by physicists Aspinwall, Maloney and Simons [3] and
has inspired the author to write this paper. Our main theorems are
formulated and proved in section 6. There are also some speculations
at the end of section 6.
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2 Singular K3 Surfaces as Attractors
Let us formulate the mathematical condition proposed by physicists
that characterizes attractor backgrounds. For a Calabi-Yau threefold
X we fix a cohomology class (called a charge)
γ ∈ H3(X,Z) (6)
Let M˜ be the universal cover of the moduli space M of complex struc-
tures of X. Consider the family of the marked Calabi-Yau threefolds pi :
X˜ → M˜ and the pull-back L˜ of the Hodge bundle. L˜ := Rpi∗Ω
3,0(X˜ )→
M˜. For γ and a section Ω of L˜ we define a function called the central charge
Z(γ,Ω) :=
∫
X
Ω ∧ γ (7)
To simplify notations later we will just write Z(γ) for Z(γ,Ω) when it
is clear what the holomorphic 3-form Ω is equal to.
Attractor backgrounds are determined by charges. We fix a charge γ.
Then attractor backgrounds are nonvanishing local minima of |Z(γ,Ω)|2.
It is shown in [12] that this condition can be reformulated as the follow-
ing attractor equation
γ = γ3,0 + γ0,3 ∈ H3,0(X)⊕H0,3(X) (8)
In other words, the attractor complex moduli must be such that the
Hodge decomposition of the topological object γ has only (3, 0) and
(0, 3) parts. So the essence of the attractor mechanism is that special
complex moduli (attractor backgrounds) are determined by cohomology
classes (charges). From now on we can forget physical motivations and
the mathematically precise formulation of the attractor equation will be
our starting point.
Let us consider Calabi-Yau threefolds X := S × T 2 with varying
complex moduli. Here S is aK3 surface. We choose a basis ofH1(T 2,Z)
which can be written as {dx, dy} with coordinates x, y of T 2. We can
choose appropriate x, y such that we have the normalization∫
T 2
dx ∧ dy = 1
Since H3(X,Z) = H2(S,Z)⊗H1(T 2,Z), a charge can be written as
γ = pdx+ qdy (9)
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where p, q ∈ H2(S,Z). Let τ be the complex modulus of T 2 and Ω be a
holomorphic 2-form on S, then
Ω3,0 := (dx+ τdy) ∧Ω (10)
is a holomorphic 3-form on X. In [12] the attractor equation has been
solved and the result is
τ =
p · q + i
√
Dp,q
p2
(11)
Ω = q − τ¯ p (12)
where p · q is the intersection paring on H2(S,Z), p2 := p · p and Dp,q =
p2q2 − (p · q)2. We always assume that Dp,q > 0.
H2(S,Z) endowed with the intersection paring is a lattice isomorphic
to
Γ := 2(−E8)⊕ 3U (13)
where U is called the hyperbolic plane and is defined to be the free
group of rank two generated by isotropic vectors {e1, e2} with e1 · e2 =
1. The signature of Γ is (3, 19). The choice of a lattice isomorphism
φ : H2(S,Z) ≃ L is called a marking. Recall the definition of Neron-
Severi lattice NS(S) and transcendental lattice TS (in the following
j : H2(S,Z)→ H2(S,C) is the inclusion)
NS(S) := H1,1(S,R) ∩ Im j(H2(S,Z)) (14)
TS := NS(S)
⊥ ∩ Im j(H2(S,Z)) (15)
For an algebraic K3 surface NS(S) = Pic(S). The rank ρ(S) of NS(S)
is called the Picard number. The intersection paring on NS(S) has sig-
nature (1, ρ(S) − 1). As noticed in [12], the equation (12) means that
NS(S) is the orthogonal complement of the lattice generated by p, q.
So ρ(S) is 20. Note that 20 is the largest possible Picard number of a
K3 surface.
Shioda and Inose have studied K3 surfaces with ρ(S) = 20 ([14]).
They are called singular K3 surfaces2
2The word singular here does NOT mean nonsmooth. Perhaps it is more appro-
priate to call them attractive K3 surfaces because of theorem 2.2.
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Theorem 2.1. ([14])There is a natural one-to-one correspondence from
the set of singular K3 surfaces to the set of equivalence classes of positive-
definite even integral binary quadratic forms with respect to the action
of SL2(Z).
For a singular K3 surface the rank 2 transcendental lattice TS has
a natural orientation by requiring that the ratio of two corresponding
periods has positive imaginary part. Let {p, q} be an oriented basis of
TS then we can define a quadric form Qp,q by
Qp,q :=
(
p2 p · q
p · q q2
)
(16)
This is the quadratic form mentioned in the theorem. Here positive-
definite means Dp,q > 0. The equivalence relation with respect to the
action of SL2(Z) is that Q1 ∼ Q2 iff Q1 = r
TQ2r for some r ∈ SL2(Z).
Note that p2 and q2 need not to be squares of integers.
Conversely for any positive-definite even integral binary quadratic
form Shioda and Inose can construct a singular K3 surface such that the
intersection matrix of the rank 2 transcendental lattice is the quadratic
form.
So we have explained the following basic fact discovered in [12].
Theorem 2.2. For X := S × T 2 and a charge specified by the choice
of p, q above, the attractor background is determined by (11) (12). The
K3 surface S is the singular K3 surface corresponding to Qp,q.
From now on a K3 surface in an attractor background is always
understood as the singular K3 surface corresponding to some given
Qp,q.
Shioda and Inose have also proved that singular K3 surfaces always
carry elliptic fibration structures.
Theorem 2.3. Every singular K3 surface has an elliptic fibration struc-
ture with an infinite group of sections.
This theorem implies that every singular K3 surface has an infinite
group of automorphisms (this is actually a theorem in [14] and theorem
2.3 is obtained in the proof of it). It is also interesting to know that
there might be more than one elliptic fibration structures with sections
on a given singular K3 surface.
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3 Stability Conditions on K3 Surfaces
Bridgeland has defined stability conditions on a triangulated category
based on the work of Douglas. We summarize some results from [6].
Definition 3.1. A stability condition σ = (Z,P) on a triangulated cat-
egory D consists of a linear map Z : K(D)→ C called the central charge
(here K(D) is the Grothendieck group of D), and full additive subcat-
egories P(φ) ⊂ D for each φ ∈ R, satisfying the following axioms
1. if 0 6= E ∈ P(φ) then Z(E) = m(E) exp(ipiφ) for some m(E) ∈
R>0,
2. for all φ ∈ R, P(φ+ 1) = P(φ)[1],
3. if φ1 > φ2 and Aj ∈ P(φj) then HomD(A1, A2) = 0,
4. for 0 6= E ∈ D there is a finite sequence of real numbers
φ1 > φ2 > · · · > φn
and a collection of triangles
0 = E0 > E1 > E2 > · · · > En−1 > En = E
A1
<
<
A2
<
<
An
<
<
with Aj ∈ P(φj) for all j.
Each subcategory P(φ) is abelian and nonzero objects of it are called
semistable objects with phase φ in σ. Simple objects of P(φ) are called
stable objects. Define
φ+σ (E) = φ1, φ
−
σ (E) = φn (17)
The set of stablity conditions3 on a triangulated category D is denoted
by Stab(D). It has a natural topology induced by the following gener-
alized metric
d(σ1, σ2) = sup
06=E∈D
{|φ−σ2(E)−φ
−
σ1
(E)|, |φ+σ2(E)−φ
+
σ1
(E)|, | log
mσ2(E)
mσ1(E)
|}
(18)
3In fact one imposes a technical condition called local finiteness. For details see
[6].
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We will not discuss abstract triangulated categories. A triangulated
category in this paper is always the bounded derived category of coher-
ent sheaves D(X) on a smooth complex projective variety X. For two
objects E,F ∈ D(X) we define the Euler form χ(E,F ) by
χ(E,F ) :=
∑
i
(−1)i dimCHom
i
X(E,F [i])
Define N (X) = K(X)/K(X)⊥ where K(X)⊥ is the radical of the bi-
linear form on K(X) induced by the Euler form.
From now on we shall always assume that a stability condition σ =
(Z,P) is numerical in the sense that the central charge Z of it is of the
following form
Z(E) = −χ(pi(σ), E) (19)
for some vector pi(σ) ∈ N (X) ⊗ C. The set of locally finite numerical
stability conditions on D(X) is denoted by Stab(X) instead of Stab(D).
From now on whenever we say space of stability conditions we always
mean space of locally finite numerical stability conditions.
Theorem 3.1. For each connected component of Stab∗(X) ∈ Stab(X)
there is a linear subspace V ∈ N (X) ⊗C such that
pi : Stab∗(X)→ N (X) ⊗C
is a local homeomorphism onto an open subset of V .
Now let S be a projective K3 surface. One can show that
N (S) = Z⊕NS(S)⊕ Z (20)
On the cohomology ring H∗(S,Z) = H0(S,Z)⊕H2(S,Z)⊕H4(S,Z) we
define the Mukai pairing (·, ·)
((r1,D1, s1), (r2,D2, s2)) := D1 ·D2 − r1s2 − r2s1 (21)
For E ∈ D(S), the Mukai vector v(E) is
v(E) = (r(E), c1(E), s(E)) := ch(E)
√
td(S) (22)
One can show that v(E) is integral and lies in N (S). Moreover the
condition (19) becomes
Z(E) = (pi(σ), v(E)) (23)
10
for some vector pi(σ) ∈ N (S)⊗ C.
To study the space of stability conditions on S we first need to find
some stability conditions. Take a pair of divisors B,ω ∈ NS(S) ⊗ R
such that ω lies in the ample cone. Define a group homomorphism
Z : N (S)→ C by
Z(E) := (exp(B + iω), v(E)) (24)
If we write it explicitly it is
Z(E) =
1
2r
((D2 − 2rs) + r2ω2 − (D − rB)2) + i(D − rB) · ω (25)
where (r,D, s) := v(E) and we assume r 6= 0. If r = 0 then
Z(E) = (D · B − s) + i(D · ω) (26)
Theorem 3.2. Suppose B,ω ∈ NS(S) ⊗ Q and ω lies in the ample
cone. Suppose Z(E) does not lie in R≤0 for all spherical sheaves E
(this holds if ω2 > 2). Then there is a stability condition on D(S) with
central charge given by (24).
Next we describe the space of stability conditions. Let P(S) ⊂
N (S)⊗C be the open set consisting of all elements of N (S)⊗C whose
real and imaginary parts span positive definite two-planes in N (S)⊗R.
It has two connected components exchanged by complex conjugation.
Consider the following tube domain
{B + iω ∈ NS(S)⊗C : ω2 > 0}
It is easy to see that if B + iω is in this tube domain then
Ψ := exp(B + iω) ∈ P(S) (27)
So P(S) contains the space of complexified Kahler deformations (the
tube domain).
Let P+(S) be the connected component of P(S) containing the vec-
tors of the form exp(B + iω) for ample real classes ω. Define
∆(S) := {δ ∈ N (S) : (δ, δ) = −2}
Note that it contains (−2)-classes of curves of S. For each δ ∈ ∆(S),
we define a hyperplane
δ⊥ := {Ψ ∈ N (S)⊗C : (Ψ, δ) = 0}
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The hyperplane complement is
P0(S) = P(S) \
⋃
δ∈∆(S)
δ⊥
We also define
P+0 (S) = P
+(S) \
⋃
δ∈∆(S)
δ⊥
A connected component Stab∗(S) ⊂ Stab(S) is a good component if
it contains a point σ such that pi(σ) ∈ P0(S). Let Stab
0(S) ⊂ Stab(S)
be the connected component containing the stability conditions con-
structed in theorem 3.2.
Theorem 3.3. The subset P0(S) ⊂ N (S)⊗C is open and the restriction
pi : pi−1(P0(S))→ P0(S) (28)
is a topological covering map. If a connected component Stab∗(S) is good
then the image pi(Stab∗(S)) contains one of the two connected compo-
nents of the open subset P0(S). Moreover
pi : Stab0(S)→ P+0 (S) (29)
is a topological covering map.
Note that even though in theorem 3.2 we have assumed that B and
ω are rational we can drop this restriction now as along as exp(B+iω) ∈
P0(S). Theorem 3.3 guarantees that there are stability conditions in the
pre-image under the map pi and central charges are still given by (24).
There are certain walls in the space of stability conditions that are
our main interest in this paper. We say a set of objects T ⊂ D(S) has
bounded mass in a connected component Stab∗(S) if sup{mσ(E) : E ∈
T} <∞ for some σ ∈ Stab∗(S).
Theorem 3.4. Suppose the subset T has bounded mass in a good com-
ponent Stab∗(S) and fix a compact subset B ⊂ Stab∗(S). Then there is
a finite collection {Wγ˜ : γ˜ ∈ Γ˜} of real codimension one submanifolds of
Stab∗(S) such that any connected component
C ⊂ B \
⋃
γ˜∈Γ˜
Wγ˜
has the following property: if E ∈ T is semistable in σ for some σ ∈ C
the E is semistable for all σ ∈ C.
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Let us call the real codimension one submanifoldsWγ˜ stability walls.
The above theorem means that when we change the stability condition
the set of semistable objects does not change if no stability walls are
crossed. If a stability wall is crossed then the set of semistable objects
might change and determining these changes quantitatively is a subject
called wall crossing formulas.
These stability walls can be described explicitly. In fact let {vi :
i ∈ I} be the finite set of Mukai vectors of objects of set of nonzero
objects A ∈ D(S) such that for some σ ∈ B and some E ∈ T one has
mσ(A) ≤ mσ(E). Let Γ˜ be the set of pairs i, j ∈ I such that vi and vj
do not lie on the same real line in N (S)⊗R. Then the definition in [6]
is
Definition 3.2. (Definition-Theorem) The stability walls in theorem
3.4 are defined by
Wγ˜ = {σ = (Z,P) ∈ Stab
∗(S) : Z(vi)/Z(vj) ∈ R>0} (30)
4 Mirror Symmetry of K3 Surfaces
We will be following the expositions of [11] and [8].
First we introduce some period domains. Let Γ be the K3 lattice
2(−E8) ⊕ 3U and ΓR = Γ ⊗ R. Define Gr
po
2 (ΓR) to be the space of
all oriented two dimensional positive subspaces of ΓR. Here positive
means that the restriction of the bilinear form on ΓR induced by the
lattice paring is positive definite. Similarly we can define Grpo3 (ΓR) and
Grpo4 (ΓR ⊕ UR). We also define
Grpo2,1(ΓR) := {(P, ω) : P ∈ Gr
po
2 (ΓR), ω ∈ P
⊥ ⊂ ΓR, ω
2 > 0} (31)
and
Grpo2,2(ΓR ⊕ UR) := {(H1,H2) : Hi ∈ Gr
po
2 (ΓR ⊕ UR),H1 ⊥ H2} (32)
Take a copy of hyperbolic plane U (which is not to be considered
as a sublattice of Γ). Let us fix a standard basis {w,w∗} of U (so
w2 = (w
′
)2 = 0 and w · w
′
= 1). There is a natural injection s :
Grpo2,1(ΓR)× ΓR → Gr
po
2,2(ΓR ⊕ UR).
s(((P, ω), B)) = (H1,H2) (33)
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with
H1 := {x− (x ·B)w : x ∈ P}
H2 := (1/2(ω
2 −B2)w + w∗ +B)R⊕ (ω − (ω ·B)w)R
There is an isomorphism
ϕ : Grpo3 (ΓR)× R>0 × ΓR
∼= Gr
po
4 (ΓR ⊕ UR) (34)
It is given by
ϕ : (F,α,B)→ Π := B
′
R⊕ F
′
(35)
where F
′
:= {f − (f ·B)w : f ∈ F} and B
′
:= B + 1/2(α−B2)w+w∗.
The inverse map ψ : Π → (F, (B
′
)2, B) is defined in the following way.
First define a three dimensional space F
′
:= Π ∩ w⊥ and then define
F := pi(F
′
) where pi is the natural projection pi : ΓR⊕UR → ΓR. There
exists a B
′
∈ Π such that Π = B
′
R ⊕ F
′
is an orthogonal splitting.
Such a B
′
is of course not unique but we can make it unique by impos-
ing the condition B
′
· w = 1. Finally we define B := pi(B
′
). We call B
a B − field.
The spaces defined above have interpretations as period domains.
Definition 4.1. A marked K3 surface is a pair (S, φ) such that S
is an K3 surface and φ : H2(S,Z) ∼= Γ is an lattice isomorphism (it
must respect the parings). Two marked K3 surfaces are equivalent if
there is an isomorphism of the underlying K3 surfaces such the lattice
isomorphisms are identical after composing with the induced map on
the cohomology ring.
Then we can define the period map P complex by sending an equiva-
lence class of marked K3 surfaces (S, φ) to
P complex(S, φ) := φ〈ReΩ, ImΩ〉 ∈ Grpo2 (ΓR) (36)
Here Ω is an holomorphic 2-form on S and 〈ReΩ, ImΩ〉 is the subspace
generated by ReΩ and ImΩ.
We can also define a marked complex hyperkahler K3 surface with a
B-field which is a tuple (S, g, I,B, φ), a marked hyperkahler K3 surface
with a B-field which is a tuple (S, g,B, φ) and a marked Kahler K3
surface with a B-field which is a tuple (S, ω,B, φ). The meanings of S
and φ are the same as before. g is a hyperkahler metric on S, I is a
compatible complex structure and B ∈ H2(S,R). ω is a Kahler class
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on S. We can also define the obvious equivalence relations. By Yau’s
solution of Calabi’s conjecture we know that there is a natural bijection
between the set of equivalence classes of marked complex hyperkahler
K3 surfaces with B-fields and the set of equivalence classes of marked
Kahler K3 surfaces with B-fields.
We have period maps from the set of equivalence classes of (S, g,B, φ)
and respectively (S, g, I,B, φ) (or equivalently (S, ω,B, φ)) to period do-
mains.
Let H2+(S,R) be the three dimensional space spanned by ReΩ, ImΩ
and ω. It is the cohomology of the space of self-dual 2-forms (see [1])
and is determined by the metric g. Now we define the period maps
P 4,4(S, g,B, φ) :=
= (φ(H2+(X,R)), ω
2, φ(B)) ∈ Grpo3 (ΓR)× R>0 × ΓR
∼= Gr
po
4 (ΓR ⊕ UR)
(37)
P 2,2(S, g, I,B, φ) := (P (S, α, φ), φ(B)) ∈ Grpo2,1(ΓR)× ΓR (38)
Here we have used the fact that there is a natural bijection between the
set of equivalence classes of (S, g, I, φ) and the set of equivalence classes
of (S, α, φ). P (S, α, φ) is defined to be
P (S, α, φ) := (P complex(S, φ), φ(α)) ∈ Grpo2,1(ΓR) (39)
These period maps are all O(Γ)-equivariant.
We recall the following famous surjectivity theorem [4].
Theorem 4.1. P complex defined in (36) is surjective.
Let us assume that there is a splitting Γ = Γ
′
⊕ U
′
where U
′
is a
copy of hyperbolic plane. We fix an isomorphism f : U
′ ∼= U . Let ι
be the involution given by ι : (H1,H2) → (H2,H1). Let ξ ∈ O(Γ ⊕ U)
to be the map which is the identity on Γ
′
and swaps U and U
′
via the
isomorphism f.
Definition 4.2. Define the mirror map on the period domain ξ˜ to be
ξ˜ := ι ◦ ξ (40)
It acts on Grpo2,2(ΓR ⊕ UR) and is an involution.
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Since there is an natural projection pi : Grpo2,2(ΓR⊕UR)→ Gr
po
4 (ΓR⊕
UR) by sending (H1,H2) to H1⊕H2, ξ˜ also naturally acts on Gr
po
4 (ΓR⊕
UR) and coincides with ξ. We also recall that Gr
po
2,1(ΓR) × ΓR can be
considered as a subspace of Grpo2,2(ΓR ⊕ UR) via a natural injection s.
Theorem 4.2. Let {v, v∗} be a basis of U
′
that corresponds to {w,w∗}
of U under f. Let pr be the natural projection pr : ΓR → Γ
′
R. Let
((P, ω), B) ∈ Grpo2,1(ΓR)×ΓR such that ω,B ∈ Γ
′
R⊕Rv. Then its image
under the mirror map ξ˜ is ((Pˇ , ωˇ), Bˇ) ∈ Grpo2,1(ΓR)× ΓR
Ωˇ :=
1
(ReΩ) · v
(pr(B + iω)− 1/2(B + iω)2v + v∗) (41)
Bˇ + iωˇ :=
1
(ReΩ) · v
(pr(Ω)− (Ω · B)v) (42)
Here P is spanned by ReΩ and ImΩ and we choose Ω such that ImΩ
is orthogonal to v.
So far the mirror map is studied only on period domains. To relate
it to actual K3 surfaces we use the construction of Dolgachev [8].
Definition 4.3. Let N be a sublattice of Γ of signature (1, r) (r can
be 0). A marked N -polarized K3 surface is a marked K3 surface (S, φ)
such that N ⊂ φ(Pic(S)).
For a projective K3 surface S we define
∆˜(S) := {δ ∈ Pic(S) : δ2 = −2} (43)
∆˜(S) has two components
∆˜(S) = ∆˜(S)+
∐
∆˜(S)− (44)
with ∆˜(S)+ = −∆˜(S)− and ∆˜(S)+ consists of effective classes. Define
V (S) := {x ∈ H1,1(S) ∩H2(S,R) : x2 > 0} (45)
This is a cone consisting of two components. We denote by V (S)+ the
component which contains the class of some Kahler form on S. Then
we define
C(S) := {x ∈ V (S)+ : (x, δ) ≥ 0 for any δ ∈ ∆˜(S)+} (46)
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One can show that the set of interior points C(S)+ of C(S) is the Kahler
cone of S. We also define
Pic(S)+ := C(S) ∩H2(S,Z), P ic(S)++ := C(S)+ ∩H2(S,Z) (47)
For the sublattice N we define
V (N) := {x ∈ NR : x
2 > 0} (48)
It has two components. We fix one of them and call it V (N)+. Let
∆˜(N) := {δ ∈ N : δ2 = −2} (49)
∆˜(N) = ∆˜(N)+
∐
∆˜(N)− with ∆˜(N)+ = −∆˜(N)− and ∆˜(N)+ has the
following property. If δ1, · · · , δk ∈ ∆˜(N)
+ and δ is a linear combination
of them with nonnegative coefficients then δ ∈ ∆˜(N)+. Denote by
C(N)+ the following set
C(N)+ : {h ∈ V (N)+ ∩N : h · δ > 0 for any δ ∈ ∆˜(N)+} (50)
Definition 4.4. A marked N -polarized K3 surface S is called a marked
pseudo-ample N -polarized K3 surface if
C(N)+ ∩ φ(Pic(S)+) 6= ∅ (51)
It is called a marked ample N -polarized K3 surface if
C(N)+ ∩ φ(Pic(S)++) 6= ∅ (52)
Let T 2,2Γ be the set of equivalence classes of marked Kahler K3
surfaces with B-fields. Let T 2,2N⊂Γ ⊂ T
2,2
Γ be the subset consisting
of all marked Kahler K3 surfaces with B-fields (S, ω,B, φ) such that
ω,B ∈ NR and N ⊂ φ(Pic(S)). T
2,2
N⊂Γ is realized as a subset of
Grpo2,1(ΓR)× ΓR by the period map. It is shown that the closure T
2,2
N⊂Γ
is
T
2,2
N⊂Γ = {((P, ω), B) ∈ Gr
po
2,1(ΓR)× ΓR : B,ω ∈ NR, P ⊂ N
⊥
R }
We assume additionally that the orthogonal complement N⊥ ⊂ Γ
contains a hyperbolic plane U
′
(this implies that r < 19). Then one
can show that there is a splitting N⊥ = Nˇ ⊕U
′
for a sublattice Nˇ with
signature (1, 18 − r). Moreover we have
Γ = (U
′
)⊥ ⊕ U
′
(53)
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It is easy to see that ˇˇN = N .
Then we can introduce T
2,2
Nˇ⊂Γ and T
2,2
Nˇ⊂Γ
by replacing N by Nˇ in the
definition of T
2,2
N⊂Γ and T
2,2
N⊂Γ.
We define the period domain of marked N -polarized K3 surfaces
DN := {CΩ ∈ P(N
⊥ ⊗ C) : Ω · Ω = 0,Ω · Ω¯ > 0} (54)
Here P(N⊥⊗C) is the projective space associated to N⊥⊗C. DN is a
subset of
QΓ := {Ω ∈ P(ΓC) : Ω
2 = 0,Ω · Ω¯ > 0} ∼= Gr
po
2 (ΓR) (55)
We define the following tube domain
TN := {B + iω ∈ N ⊗ C : ω
2 > 0} (56)
DN and TN are interpreted as the space of complex deformations and
the space of complexified Kahler deformations respectively for a marked
N -polarized K3 surface (but note that in the definition above we do not
insist that ω is Kahler). Similarly we can define DNˇ and TNˇ .
Clearly the map ((P, ω), B)→ B + iω defines a surjection T
2,2
N⊂Γ →
TN . There is also the natural surjective map T
2,2
N⊂Γ → DN by forgetting
ω and B.
Theorem 4.3. The mirror map ξ˜ induces a bijection
T
2,2
N⊂Γ
∼= T
2,2
Nˇ⊂Γ (57)
We also have the following commutative diagram
T
2,2
N⊂Γ > T
2,2
Nˇ⊂Γ
TN
∨
> DNˇ
∨
(58)
where the two vertical maps are the two surjective maps defined above.
The top horizontal one is the bijection T
2,2
N⊂Γ
∼= T
2,2
Nˇ⊂Γ and the bottom
horizontal one is an isomorphism a given by
a(z) := [z −
1
2
z2v + v∗], z ∈ TN (59)
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Clearly the above theorem is still true if we swap N and Nˇ because
ˇˇN = N .
We also define
Γ
′
:= (U
′
)⊥ = N ⊕ Nˇ (60)
so that Γ = Γ
′
⊕ U
′
.
Remark 4.1. It is clear that what matters is the splitting Γ = Γ
′
⊕ U
′
,
the splitting Γ
′
R = NR ⊕ NˇR and the isomorphism f : U
′ ∼= U . The
lattices N and Nˇ are not important.
We do not expect that we have a bijection T 2,2N⊂Γ
∼= T
2,2
N⊂Γ. To relate
period domains to K3 surfaces we use the following results. As pointed
out in [8], the fine moduli space of marked N -polarized K3 surface KN
exists and the period map p (which is defined to be the restriction of
the period map of marked Kahler K3 surfaces) maps it to DN .
Theorem 4.4. Let p be the restriction of the period map p : KN → DN
to the subset KpaN of equivalence classes of marked pseudo-ample N -
polarized K3 surfaces. p is surjective. There is a natural bijection
between the fiber of the map p over a point in DN and a subgroup of
isometries of Γ generated by some reflections (for details see [8]).
This theorem tells us that mirror symmetry (the mirror map) ex-
changes complex deformations and complexfied Kahler deformations4
associated with marked pseudo-ample N -polarized K3 surfaces and
marked pseudo-ample Nˇ -polarized K3 surfaces and vice versa. But for
a given marked pseudo-ample N -polarized K3 surface (whose complex
structure and complexified Kahler structure are given by P and B+ iω
in the triple ((P, ω), B))) there is not a unique mirror K3 surface even
though ((Pˇ , ωˇ), Bˇ) is uniquely determined. That is because the map p
of theorem 4.4 is not bijective even though the fiber is discrete. The
following theorem improves the situation.
For any δ ∈ ∆˜(N⊥) define
Hδ := {z ∈ N
⊥
C : z · δ = 0}, D
◦
N := DN \ (
⋃
δ∈∆˜(N⊥)
Hδ ∩DN ) (61)
Theorem 4.5. Let KaN be the subset of KN consisting of equivalence
classes of marked ample N -polarized K3 surfaces. The restriction of
the period map p to KaN (also denoted by p) induces a bijection
p : KaN → D
◦
N (62)
4Note that we do not know if ωˇ is a Kahler class even if we call T
Nˇ
the space of
complexified Kahler deformations.
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5 Special Langangians in Attractor Backgrounds
Let Y = S×T 2 where S is an singularK3 surface. We pick a hyperkahler
metric g such that the underlying complex structure of the singular
K3 surface S is compatible with g. Such a hyperkahler metric exists
abundantly and is determined by the choice of a Kahler class on S. The
underlying complex structure of the singular K3 surface is denoted by
J . The set of all compatible complex structures is identified with P 1 and
generated by three complex structures I, J,K (i.e. it is {aI + bJ + cK :
a2 + b2 + c2 = 1}). Let ωI , ωJ , ωK be the three corresponding Kahler
classes and ΩI ,ΩJ ,ΩK be the three corresponding holomorphic 2-forms
(appropriately normalized). Then we have
ΩI = ωJ + iωK , ΩJ = ωK + iωI (63)
The trick of hyperkahler rotation is that if we consider the com-
patible complex structure I then a holomorphic cycle L in J becomes a
special Lagrangian cycle. In fact ωI = ImΩJ vanishes on L since L is
holomorphic in J . And ImΩI = ωK = 1/2(ΩJ +Ω¯J) restricts to 0 on L
while ReΩI = ωJ restricts to the volume form on L. This recovers the
definition of a special Lagrangian cycle. So in the complex structure I
each class l ∈ Pic(S) is the Poincare dual of a special Lagrangian cycle
(but it may not be a smooth special Lagrangian submanifold).
The following theorem is implicitly contained in [3].
Theorem 5.1. Let l1, l2 ∈ Pic(S). Pick a compatible hyperkahler met-
ric g on S (the underlying complex structure is J) and a flat metric g
′
on T 2. Endow Y with the product metric gˆ. Take the hyperkahler rota-
tion on S by rotating J to I. Endow the manifold Y with the product
complex structure which is the product of I and the one on T 2 corre-
sponding to τ . Set ui := li∧dy. Then ui is dual to a special Lagrangian
cycle in Y endowed with the product metric and the product complex
structure specified above. Moreover
argZ(u1) = ± argZ(u2) (64)
In fact we have a stronger result which implies (64):
Z(ui) = ZK3(li) := ωJ · li ∈ R (65)
Proof The holomorphic volume form (up to a normalization) on S is
ΩJ = q− τ¯ p (equation (12)) while the holomorphic volume form (up to a
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normalization) on T 2 is dz = dx+ τdy. After the hyperkahler rotation
on S the holomorphic volume form is ΩI = ωJ + i(q − Re(τ)p). So
the normalized holomorphic 3-form on the product Y with the product
complex structure is
ΩY := ΩI ∧ dz = (ωJ + i(q −Re(τ)p)) ∧ (dx+ τdy) (66)
li is dual to a holomorphic cycle Li of S in J . Then ui is dual to a three
cycle Li × S
1 in Y . Here S1 is a circle in T 2 dual to dy.
On Y with the product metric and the product complex structure
we should consider the restriction of ΩY . Clearly ImΩY restricts on
Li × S
1 to 0 while ReΩY restricts to ωJ ∧ dx|Li×S1 . The integration of
ωJ ∧ dx|Li×S1 on Li × S
1 is its normalized volume in gˆ. So we know
Li × S
1 is a special Lagrangian cycle in the product Y .
Direct calculation gives
Z(ui) = Z(ui,ΩY ) = ωJ · li ∈ R (67)
Here we have used
∫
T 2 dx ∧ dy = 1 and p · li = q · li = 0. ♦
Remark 5.1. We have defined ZK3(li) to indicate that the central charge
is actually associated to the K3 surface. It will be related by the mirror
symmetry to another central charge Z(µ(li)) associated to a K3 surface
defined in section 6.
In fact even if S is just a K3 surface the hyperkahler rotation trick
gives us special Lagrangian cycles assuming S has holomorphic cycles.
One (trivial) interesting point about a singular K3 is that there are
many such cycles. Theorem 5.1 gives us another interesting fact. It
means that there are many special Lagrangians with aligned or anti-
aligned central charges in an attractor background of S × T 2 (after a
hyperkahler rotation on S). If we fix the topological data (the cohomol-
ogy classes) then we can view the central charge as a function of the
complex moduli. The condition that two charges having the same phase
for the central charges is a condition which gives real codimension one
locus (a wall) in the moduli space. So we have just shown that many
codimension one walls intersect at an attractor background which is a
quite special situation.
As explained in the introduction, we expect that there exist stability
conditions on derived Fukaya categories such that special Lagrangians
are stable objects (see [2][15] [16] for some hints). Then the condition
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of having aligned central charges will become the definition of stability
walls in the space of such stability conditions. So we expect that the-
orem 5.1 can be interpreted as the statement that many stability walls
intersect at an attractor background.
6 Mirror Symmetry and Stability Conditions
of K3 Surfaces in Attractor Backgrounds
Let us assume that S is an elliptic K3 surface pi : S → P 1 with a section
σ0. We denote the cohomology class of a general fiber by f and denote
the section class also by σ0. Then there is a hyperbolic plane sublattice
U
′
⊂ H2(S,Z) generated by the basis {v, v∗} with
v := f, v∗ := f + σ0 (68)
Here we have used f2 = 0, f · σ0 = 1 and σ
2
0 = −2.
Denote the complex structure of the elliptic K3 surface S by J . Pick
a compatible hyperkahler metric g. The set of all compatible complex
structures is generated by three complex structures I, J,K. The trick
of hyperkahler rotation then tells us that if we consider the compatible
complex structure I then pi : S → P 1 becomes a (singular) special
Lagrangian torus fibration.
Inspired by the SYZ mirror conjecture we consider mirror symmetry
of S in the complex structure I. Note that we already have ωI ∈ Γ
′
R.
We will discuss below how to pick an N -polarization for a singular K3
surface. Here let us assume that we already have a marked pseudo-
ample N -polarization structure. We choose B ∈ NR. ΩI is normalized
by
ω2I = (ReΩI)
2 = (ImΩI)
2 (69)
Note that ImΩI ∈ Γ
′
R.
Under the assumption above the ξ˜ mirror (ΩˇI , ωˇI , Bˇ) of (ΩI , ωI , B)
is given by (according to theorem 4.2)
ΩˇI =
1
(ReΩI) · f
(B + iωI −
1
2
(B + iωI)
2f + f + σ0) (70)
ωˇI =
1
(ReΩI) · f
(ImΩI − ((ImΩI) · B)f) (71)
Bˇ =
1
(ReΩI) · f
(pr(ReΩI)− ((ReΩI) ·B)f) (72)
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We now study mirror symmetry of K3 surfaces in an attractor back-
ground. So we assume S is a singular K3 surface corresponding to Qp,q.
As before we choose a hyperkahler metric g such that this complex struc-
ture is J in a triple (I, J,K). S carries elliptic fibration structures with
sections. Pick and then fix such a structure. Let f be the fiber class of
a general fiber and σ0 be the cohomology class of a section.
To specify the mirror map ξ˜ on the period domains we need a hy-
perbolic plane U (with basis {w,w∗}) and an isomorphism f : U
′ ∼= U .
Here U
′
is the hyperplane generated by v := f and v∗ := f + σ0. In
section 4 the lattice U is somewhat abstract. One natural way to ge-
ometrically identify U is to identify it with H0(S,Z) ⊕ H4(S,Z). We
extend the intersection paring on H2(S,Z) ∼= Γ to the Mukai paring on
H∗(S,Z) := H0(S,Z)⊕H2(S,Z)⊕H4(S,Z). So
ΓR ⊕ UR ∼= H
∗(S,R) (73)
We pick a basis {w,w∗} of U . In term of the notation of section 2,
we take
w = (0, 0,−1), w∗ = (1, 0, 0) (74)
Clearly (w,w∗) = 1. 5
As for the isomorphism f : U
′ ∼= U we pick the one that maps {f, σ0}
to {w, (1, 0, 1)}. So f maps {v, v∗} to {w,w∗}. It respects the Mukai
pairing.
Fix any marking φ of S. We need an N -polarization which is at
least pseudo-ample.
Theorem 6.1. Assume that
√
Dp,q (which is an invariant of equiva-
lence classes of Qp,q) is an integer. Denote by (S, I) the K3 surface S
with the complex structure I and by Pic(S, I) its Picard lattice.6 Then
there is a marked pseudo-ample N -polarization of ((S, I), φ) for some
sublattice N ⊂ φ(Pic(S, I)) with signature (1, r) (r ≤ rank(Pic(S, I))−
1). Moreover U
′
⊂ N⊥.
5Here w = (0, 0,−1) because we want to use the Mukai pairing on H∗. If we use
the standard intersection pairing (we can do that) then we should take w = (0, 0, 1)
so that w · w∗ = 1. Using Mukai pairing as the pairing on U introduces a somewhat
confusing point that we want to clarify now. In section 4 the pairing on the lattice
U is denoted by x · y. But now it should be denoted by (x, y). So the condition
w · w∗ = 1 in section 4 now becomes (w,w∗) = 1.
6We should also use (S, J) and replace Pic(S) by Pic(S, J). But when there is
no danger of confusions we may keep using Pic(S).
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Proof By our assumption about
√
Dp,q the holomorphic 2-form ΩJ =
q − τ¯ p in the complex structure J is rational. After the hyperkahler
rotation to I we have a rational Kahler class ωI = ImΩJ = Im(τ)p.
Therefore p2ωI (which is integral) is in Pic(S, I). This guarantees the
existence of a nonempty sublattice N . For definiteness we can choose
N = 〈p2ωI〉. This N -polarization is an ample N -polarization.
Since f, σ0 ∈ Pic(S, J), f · ωI = σ0 · ωI = 0. Therefore at least for
N = 〈p2ωI〉 we have U
′
⊂ N⊥. Of course the choice of N in theorem
6.1 needs not to be unique. ♦
We choose B ∈ NR after we have chosen N . If we choose B = 0
(we will do that later) then the choice of N or NR from theorem 6.1
is irrelevant (only the existence is required). In fact since the splitting
Γ = Γ
′
⊕ U
′
is independent of the choice of N or NR so are equations
(70) (71) (72) when B = 0.
Let (Sˇ, ΩˇI , ωˇI , Bˇ, φˇ) be a mirror of (S,ΩI , ωI , B, φ). (Sˇ, φˇ) can be
assumed to be a marked pseudo-ample Nˇ -polarized K3 surface by the-
orem 4.4. Note that although Sˇ is projective it is not guaranteed that
ωˇI Kahler. Also note that (Sˇ, φˇ) may not be uniquely determined by
(S,ΩI , ωI , B, φ) if the period point of ΩˇI is not in D
0
Nˇ
. Of course
(ΩˇI , ωˇI , Bˇ) is uniquely determined by (S,ΩI , ωI , B, φ). This guarantees
that results in the rest of this section hold regardless of which (Sˇ, φˇ) we
choose from theorem 4.4 .
Recall the definition of the mirror map ξ˜ = ι◦ξ where ξ exchanges U
and U
′
via U ∼= U
′
and restricts to the identity on Γ
′
R. Clearly we have
a lattice isomorphism between two sublattices of H2(S,Z) and H2(Sˇ,Z)
j := φˇ−1 ◦ ξ ◦ φ : φ−1(Γ
′
)→ φˇ−1(Γ
′
) (75)
Definition 6.1. For a cohomology class l ∈ H2(S,Z) we define its
mirror class µ(l) ∈ H∗(Sˇ,Z) in the following way. If l ∈ φ−1(Γ
′
) then
µ(l) := j(l) (76)
If l ∈ φ−1(U
′
) then
µ(l) := φˇ−1 ◦ f ◦ φ(l) (77)
Then we can extend µ to be defined on H2(S,Z) ≃ φ−1(Γ
′
)⊕ φ−1(U
′
).
Here we have extended φˇ to the isomorphism H∗(Sˇ,Z) → Γ ⊕ U by
identifying H0⊕H4 with U with the specification of the basis {w,w∗}.
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Remark 6.1. This transformation of cohomology classes is not only de-
manded by the mirror symmetry on the level of period domains (and the
non-explicit construction of mirrors by the surjectivity of period maps)
but also compatible with some other approaches to mirror symmetry of
K3 surfaces (for example see [10] [13]).
However we are not able to describe the mirror classes explicitly as
φˇ is obtained by using the surjectivity of period maps which is not an
explicit construction (at least to the author). Nevertheless since φ, φˇ
are lattice isomorphisms we can compute the intersection (or Mukai)
pairings of classes on S or Sˇ by going to Γ⊕ U and therefore omit the
markings in the formulas below.
Now let us formulate and prove main theorems of this paper.
Theorem 6.2. Let S be the singular K3 surface corresponding to Qp,q
with a specified elliptic fibration structure with sections. Assume that√
Dp,q is an integer. Fix a tuple (S,ΩI , ωI , B, φ) described above. Fix
a marked pseudo-ample N -polarization for some N from theorem 6.1.
Fix the lattices U and U
′
with basis specified above. Fix the splittings
Γ = Γ
′
⊕ U
′
. Fix the isomorphism f specified above.
For any l1, l2 ∈ Pic(S) define Z(µ(li)) := (exp(Bˇ+ iωˇI), µ(li)) (here
µ(li) is considered as an element of Γ via the marking φˇ but we have
omitted the makings in our notations). Then
argZ(µ(l1)) = ± argZ(µ(l2)) (78)
In fact we have a stronger result that implies (78)
Z(µ(li)) ∈ R (79)
Proof The holomorphic 2-form (up to a normalization) on S is given
by : ΩJ = q − τ¯ p. Therefore
ωI = Im(ΩJ) = Im(τ)p (80)
Im(ΩI) =
1
2
(ΩJ + Ω¯J) = q −Re(τ)p (81)
Re(ΩI) = ωJ (82)
(ΩˇI , ωˇI , Bˇ) are given by
ΩˇI =
1
(ωJ) · f
(B + iIm(τ)p −
1
2
(B + iIm(τ)p)2f + f + σ0) (83)
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ωˇI =
1
(ωJ) · f
(q −Re(τ)p− ((q −Re(τ)p) · B)f) (84)
Bˇ =
1
(ωJ) · f
(pr(ωJ)− (ωJ · B)f) (85)
where pr is the projection pr : ΓR → Γ
′
R.
Since Γ = Γ
′
⊕U
′
we know that li = l
a
i + l
b
i with l
a
i ∈ Γ
′
and lbi ∈ U
′
.
Since U
′
⊂ Pic(S) = Pic(S, J) we see that lai , l
b
i ∈ Pic(S). Therefore
to prove the theorem it suffices to prove (79) for any li ∈ Γ
′
and for any
li ∈ U
′
.
If li ∈ Γ
′
then
Z(µ(li)) = (exp(Bˇ + iωˇI), (0, li, 0))
Here we are computing the pairing in Γ⊕ U as explained before. So
Z(µ(li)) = li · Bˇ + ili · ωˇI (86)
Since ΩJ · li = 0 (li ∈ Pic(S)) and li is real we get p · li = q · li = 0. Also
note that f · li = 0 (because li ∈ Γ
′
= (U
′
)⊥). Therefore li · ωˇI = 0 i.e.
Z(µ(li)) ∈ R.
For the case of li ∈ U
′
it suffices to show that Z(µ(f)), Z(µ(σ0)) ∈ R.
By (25) (26),
Z(µ(f)) = Z((0, 0,−1)) = 1 (87)
Im(Z(µ(σ0))) = Im(Z((1, 0, 1))) = −Bˇ · ωˇI (88)
We have pr(ωJ) · f = 0, f
2 = 0 and f · p = f · q = σ0 · p = σ0 · q = 0.
We also have ωJ · ΩJ = 0 which implies
ωJ · p = ωJ · q = 0
So we see that Bˇ · ωˇI = 0 which means that Z(µ(σ0)) is also real. ♦
We want to show that exp(Bˇ+ iωˇI) ∈ P0(Sˇ). In general this is hard
to verify and may not be true. But we have some freedom when we
choose the data (ΩI , ωI , B). So the idea is that maybe we can use the
freedom to make sure that exp(Bˇ+iωˇI) ∈ P(Sˇ) is away from
⋃
δ∈∆(Sˇ) δ
⊥.
We certainly do not want to change the singular K3 surface (S, J). So
we fix ΩJ . After choosing B equation (83) tells us that ΩˇI is fixed up to
a real scaling factor. Now ∆(Sˇ) depends on the complex structure so we
had better fix the period point ΩˇI . That means after fixing B once and
for all the only freedom is changing ωJ i.e. changing the hyperkahler
metric g. This is natural as the attractor mechanism says nothing about
ωJ . Changing ωJ will change Bˇ.
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Theorem 6.3. We make the assumptions of theorem 6.2. When we
choose B we choose7 B = 0. In addition we assume that Dp,q 6= 2p
2.
Then there exists some Kahler class ωJ on (S, J) such that
exp(Bˇ + iωˇI) ∈ P0(Sˇ) (89)
Proof With B = 0 equations (83) (84) (85) simplify to
ΩˇI =
1
(ωJ) · f
(iIm(τ)p +
1
2
(Im(τ))2p2f + f + σ0) (90)
ωˇI =
1
(ωJ) · f
(q −Re(τ)p) (91)
Bˇ =
1
(ωJ) · f
(pr(ωJ)) (92)
We need to check that for any δ ∈ N (Sˇ) with (δ, δ) = −2 we have
(exp(Bˇ+iωˇI), δ) 6= 0. Here again we are computing the pairing on Γ⊕U
and have omitted markings in the notations. Such a δ = (r,D, s) must
belong to one of the following types.
1. D2 = −2, r = 0, s 6= 0. In this case
Re(exp(Bˇ + iωˇI), δ) = D · Bˇ − s (93)
2. D2 − 2rs = −2, r 6= 0, s 6= 0. In this case
Re(exp(Bˇ + iωˇI), δ) =
1
2r
(−2rs+ r2ωˇ2I − r
2Bˇ2 + 2rD · Bˇ) (94)
3. D2 = −2, r 6= 0, s = 0. In this case
Re(exp(Bˇ + iωˇI), δ) =
1
2r
(r2ωˇ2I − r
2Bˇ2 + 2rD · Bˇ) (95)
4. δ = (0,D, 0), D2 = −2. In this case
Re(exp(Bˇ + iωˇI), δ) = D · Bˇ (96)
7Assumptions made in this theorem may not be optimal.
27
Pick a reference Kahler class ω0J in the complex structure J . Let
{n1, · · · , n20} be a basis of Pic(S). Let α := (α1, · · · , α20) ∈ R
20.
Define ‖α‖ := max1≤i≤20{|αi|}. For any given positive number β if ‖α‖
is small enough (depending on β) then the class
ωα,βJ := βω
0
J +
20∑
k=1
αknk (97)
is Kahler. First of all, ωα,βJ is real and of type (1, 1). By our assumption
about β and ‖α‖ we can assume that (ωα,βJ )
2 > 0. Therefore ωα,βJ is
in a small enough neighborhood of βω0J in the positive cone V (S)
+.
Since the dimension of the positive cone is equal to the dimension of the
Kahler cone and βω0J is in the interior of the Kahler cone we know that
a small enough neighborhood of βω0J in the positive cone is actually
contained in the Kahler cone. So ωα,βJ is Kahler.
ωα,βJ ∈ 〈p, q〉
⊥
R := (〈p, q〉⊗R)
⊥ where 〈p, q〉 is the sublattice generated
by p, q (which is the transcendental lattice of the singular K3 surface
S). We also know that pr(ωα,βJ ) ∈ (U
′
R)
⊥. Moreover U
′
R ⊂ 〈p, q〉
⊥
R .
Therefore
pr(ωα,βJ ) ∈ 〈p, q, f, σ0〉
⊥
R (98)
We set ωJ = ω
α,β
J . Then
ωˇ2I−Bˇ
2 =
1
((ωα,βJ ) · f)
2
(q2+(Re(τ))2p2−2Re(τ)p·q−(pr(ωα,βJ ))
2) (99)
D · Bˇ =
1
(ωα,βJ ) · f
(pr(ωα,βJ ) ·D) (100)
When δ belongs to type 1,2 or 3 we are going to show that the condition
Re(exp(Bˇ+ iωˇI), δ) = 0 is too strong to be satisfied by a generic pertur-
bation of ωα,βJ . For type 1, s is a nonzero integer. If D · Bˇ happens to
be a nonzero integer we just redefine ωα,βJ by adding cσ0 (with a small
enough positive constant c) to it. Then due to (98) the numerator of
D · Bˇ does not change while the denominator is modified by adding a
real number c. Hence for such a small perturbation of ωα,βJ the integral
property D · Bˇ = a nonzero integer can not hold. Note that this means
that
Re(exp(Bˇ + iωˇI), δ) 6= 0
for all δ’s of type 1.
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For type 2 or 3, s, r, q2 + (Re(τ))2p2 − 2Re(τ)p · q are fixed and ra-
tional. rωˇ2I − rBˇ
2 + 2D · Bˇ must be rational. We can assume that
pr(ωα,βJ ) 6= 0. In fact if that is not the case we can perturb ω
α,β
J
along a direction in (U
′
)⊥ ∩ Pic(S). Then we will have pr(ωα,βJ ) 6= 0.
Here (U
′
)⊥ ∩ Pic(S) 6= ∅ because ρ(S) is too large. Since 〈p, q, f, σ0〉
has signature (3, 1) we know 〈p, q, f, σ0〉
⊥ has signature (0, 18). So
(pr(ωα,βJ ))
2 6= 0. Then we know that for a generic choice of ωα,βJ such
that (pr(ωα,βJ ))
2 is irrational, rωˇ2I − rBˇ
2 and hence also 2D · Bˇ must be
nonzero. We also notice that the denominator of D · Bˇ is not a fixed
multiple of the denominator of ωˇ2I − Bˇ
2. Therefore the same perturba-
tion of Kahler class argument (adding cσ0) shows that for some small
perturbation of ωα,βJ the condition Re(exp(Bˇ + iωˇI), δ) = 0 is not true
for all δ’s of type 1, 2 or 3.
We still need to handle type 4 for which the condition Re(exp(Bˇ +
iωˇI), δ) = 0 becomes
D · Bˇ = 0 (101)
The above perturbation of Kahler class argument can fail in this case.
It fails if and only if
D · η = 0 for any η ∈ 〈p, q, f, σ0〉
⊥
R (102)
Clearly if (102) is true then (101) always holds no matter how we perturb
ωα,βJ . And if (101) is true and there is an η ∈ 〈p, q, f, σ0〉
⊥
R such that
D · η 6= 0 then we can perturb ωα,βJ by adding cη to get D · Bˇ 6= 0.
Now let us show that when δ is of type 4 the condition
(exp(Bˇ + iωˇI), δ) = 0 (103)
and the condition (102) can not both hold. Clearly this (together with
the discussion on type 1,2 and 3) implies that for some Kahler class ωα,βJ
on (S, J) we have
(exp(Bˇ + iωˇI), δ) 6= 0, for any δ ∈ ∆(Sˇ) (104)
Then the theorem is proved.
Let us suppose that (103) and (102) both hold for some δ of type 4.
By computation (103) is equivalent to
Re(exp(Bˇ + iωˇI), δ) = D · Bˇ = 0 (105)
Im(exp(Bˇ + iωˇI), δ) = D · ωˇI = 0 (106)
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The first equation is already implied by (102). We also have the follow-
ing obvious relations (since D ∈ NS(Sˇ))
Im(ΩˇI) ·D = 0 i.e. p ·D = 0 (107)
Re(ΩˇI) ·D = 0 i.e. (
1
2
(Im(τ))2p2f + f + σ0) ·D = 0 (108)
Since 〈p, q, f, σ0〉
⊥ has signature (0, 18), (102) implies thatD ∈ 〈p, q, f, σ0〉.
Note that U
′
is the orthogonal complement of 〈p, q〉 in 〈p, q, f, σ0〉. Then
(107) and (106) together imply that D = mf + nσ0 for some integers
m,n. Then (108) becomes
m− n+
Dp,q
2p2
n = 0 (109)
We have used f2 = 0, f · σ0 = 1 and σ
2
0 = −2. On the other hand we
have
D2 = 2mn− 2n2 = −2
which implies
n(m− n) = −1 (110)
Since m,n are integers we must have n = ±1 and m− n = ∓1. Substi-
tute these results back to (109) and we can get
Dp,q = 2p
2 (111)
But this violates our assumption. This is a contradiction.
Finally we want to point out that the condition that
√
Dp,q is integral
and the condition Dp,q 6= 2p
2 can be satisfied at the same time. The
following positive definite even integral quadratic form
Qp,q :=
(
2 0
0 8
)
is such an example. ♦
Theorem 3.3 and theorem 6.3 tell us that there is a covering map
pi−1(P0(Sˇ))→ P0(Sˇ) (112)
such that there are stability conditions in pi−1(P0(Sˇ)) whose central
charge is
Z(E) = (exp(Bˇ + iωˇI), v(E)) (113)
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Let Stab∗(Sˇ) be the good component containing these stability con-
ditions. We will write Z(E) as Z(l), l = v(E) to emphasize that the
central charge depends only on the Mukai vector l ∈ N (Sˇ) and not on
E directly. Clearly Z(l) can be extended by the same formula (113) to
be defined for all l ∈ H∗(Sˇ,Z).
Definition 6.2. Let vi, vj ∈ H
∗(Sˇ,Z) and γ˜ = (i, j). We define the
generalized stability wall W˜γ˜
W˜γ˜ = {σ = (Z,P) ∈ Stab
∗(Sˇ) : Z(vi)/Z(vj) ∈ R>0} (114)
Although the definition of W˜γ˜ is similar to the definition of the sta-
bility wall Wγ˜ in section 3 there is a difference. In the definition of
W˜γ˜ we say nothing about objects in D(Sˇ) while in the definition of Wγ˜
we require that the elements vi, vj ∈ N (Sˇ) are Mukai vectors of some
objects in D(Sˇ). Every stability wall is a generalized stability wall. Of
course if vi, vj ∈ N (Sˇ) are Mukai vectors of some objects used in the
definition 3.2 then W˜γ˜ is a stability wall.
Let {l1, · · · , l20} be a basis of Pic(S) = Pic(S, J). By definition
we have {µ(li) ∈ H
∗(Sˇ,Z)}, 1 ≤ i ≤ 20. Let Γ˜ be the set of pairs
(i, j), 1 ≤ i, j ≤ 20 with i < j. Then for any γ˜ = (i, j) ∈ Γ˜ we have the
generalized stability wall
W˜γ˜ = {σ = (Z,P) ∈ Stab
∗(Sˇ) : Z(µ(li))/Z(µ(lj)) ∈ R>0} (115)
Theorem 6.4. We make the assumptions of theorem 6.3. Then there is
some Kahler class ωJ on (S, J) such that (89) is true and ReZ(µ(li)) 6=
0 for any i. We change li to −li for some i’s if necessary (see the
proof for its meaning). Then the projections of generalized stability walls
{pi(W˜γ˜)}, γ˜ ∈ Γ˜ from the space of stability conditions on Sˇ to N (Sˇ)⊗C
intersect at Bˇ + iωˇI .
Proof First we show that ReZ(µ(li)) 6= 0 for any i.
We already know Z(µ(f)) = 1. For ReZ(µ(σ0)) we see that µ(σ0) =
(1, 0, 1) is of type 2 in the proof of theorem 6.3. By the proof of theorem
6.3 there is an ωJ such that both (89) and ReZ(µ(σ0)) 6= 0 are true.
For li ∈ Γ
′
(also note that li ∈ Pic(S)), we have ReZ(µ(li)) = li · Bˇ
which is the same as (96) with D replaced by li. But here we know
that li ∈ 〈p, q, f, σ0〉
⊥. So the condition (102) is not true. But then
the proof of theorem 6.3 tells us that ReZ(µ(li)) 6= 0 for some small
perturbation of ωJ . In general li = al
a
i +mf + nσ0 where l
a
i ∈ Γ
′
and
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a,m, n are integers. Again a perturbation of Kahler class guarantees
that ReZ(µ(li)) 6= 0 for all i and (89) holds.
8
By theorem 6.2 every Z(µ(li)) is real i.e. Z(µ(li)) = ReZ(µ(li)).
So after changing some li to −li for some i’s we can assume that
argZ(µ(li)) > 0 for any i. We know that exp(Bˇ + iωˇI) ∈ P0(Sˇ) and
therefore is in pi(Stab(Sˇ)). Clearly it is in pi(Stab∗(Sˇ)) for some con-
nected component Stab∗(Sˇ). So we can define generalized stability walls
{W˜γ˜}, γ˜ ∈ Γ˜. The rest of the theorem is only a restatement of the fact:
argZ(µ(li)) = argZ(µ(lj)) for each pair γ˜ = (i, j). ♦
Remark 6.2. Theorem 6.4 and theorem 5.1 together is a statement about
a correspondence of mirror symmetry in an attractor background. On
both sides we have correspondent conditions about central charges (i.e.
alignment of many central charges with charges related by the mirror
map). On one side of this correspondence we get intersections of gen-
eralized stability walls in the space of stability conditions. The only
remaining part to get a complete correspondence of type (5) is defining
stability conditions on derived Fukaya categories properly.
Remark 6.3. We may wonder if one can find a statement in correspon-
dences of type (3). This problem is harder. It requires us to verify that
stable objects are related by the mirror symmetry (this is much more
refined than homological mirror conjecture) but mirror symmetry of K3
surfaces used in this paper is mapping cohomology classes to cohomol-
ogy classes (this is coarser than homological mirror conjecture). The
following question should be answered for the study of correspondences
of type (3):
When is a generalized stability wall in theorem 6.4 a stability wall?
Remark 6.4. It is natural to ask if there is a generalization of main
theorems to S × T 2. After all this is where the story begins. The only
reason that we do not study this problem is that people do not know
how to build stability conditions on Calabi-Yau threefolds (but see [5]).
Remark 6.5. In the paper we have directly verified that ZK3(l) equals
Z(µ(l)) up to a real normalization when the complex moduli for the
former and the complexified Kahler moduli for the latter are related
by mirror symmetry (of course the former is also assumed to be an at-
tractor background). This kind of statements have been widely used by
8As in the proof of theorem 6.3 the case of li · Bˇ 6= 0 requires a different treatment
from other cases. So we have discussed it before the general cases.
32
physicists (for more general settings) and can lead to nontrivial math-
ematical predictions (see [9]). However the author feels that it is not
clear why this should be true from a purely mathematical perspective.
It should be considered as a prediction of mirror symmetry and requires
justifications.
Remark 6.6. One can speculate if a mirror Sˇ of a K3 surface in an
attractor background is also in some sort of attractor background. This
would make mirror symmetry more perfect. Of course for Sˇ the moduli
must be complexfied Kahler moduli. In fact there does exist an attractor
mechanism in the space of complexifed Kahler moduli for black holes in
another type of string theory. A lot of papers have been written about
this attractor mechanism. However the central charges in this attractor
mechanism receive corrections that are not under control when we are
far from the large volume limits. So even though it might be true that
the mirror of an attractor background (in the complex moduli) is an
attractor background (in the complexified Kahler moduli) it is not clear
how to verify it.
Remark 6.7. The wall crossings we study in this paper are static in
the sense that we are sitting on attractor backgrounds where many sta-
bility walls intersect. A more dynamical approach would be starting
from somewhere away from attractor backgrounds and then move to an
attractor background. During this process we might encounter some
stability walls. If we move along the attractor flow (which seems to be
the most natural choice) then we can actually derive some very sophis-
ticated wall crossing formulas. One such example is [7]. This point of
view may be very helpful when we try to formulate and prove corre-
spondences of (3).
Remark 6.8. Readers may have realized that black holes actually do
not play a very essential role in this paper. All we need from them
is the motivation to study singular K3 surfaces and the idea that we
should compute the central charge. However if one wants to use the
dynamical approach in the previous remark to study wall crossings of
stable objects there is a way to make the black hole perspective essential.
Instead of just playing in the space of complex moduli (or complexified
Kahler moduli) one can study the existence of black hole solutions and
use it to deduce nontrivial wall crossing information. For a sample of
this big subject see [7]. This is very puzzling for a geometer: how can
the existence and counting of special Lagrangians and stable objects in
D(X) be related to black holes? Clearly we have just seen a tip of a
33
huge iceberg. We hope to discuss this topic in the future.
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