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Abstract
In this work we aim to develop a video-based face verification algorithm suitable for real-
time use in an embedded environment with limited space and restricted computational
resources. We investigate face verification based solutions to envisioned real-time video
applications that require open-set face identification. In particular, we create a prototype
system for keeping track of the identities of persons currently inside a closed area. This is
done by verifying face images captured at the entry with images captured at the exit.
We consider a pair-wise face verification setup that makes the binary decision if two face
images are of matching or non-matching identities. The Joint Bayesian classifier was found
useful for this purpose and we show that it compares well to a set of standard classifiers.
Face verification is evaluated using two distinct feature types: local feature representations
around landmark points and deep representations extracted from Convolutional Neural
Networks (convnets) trained for generic object detection and fine-tuned on face image data.
With these face verification algorithms we implement and evaluate open-set identification.
Combined with a Joint Bayesian classifier the deep representations show good accuracy
applied to face verification, we reached a face verification accuracy of 91.37% on the popular
Labeled Faces in the Wild benchmark. The feature extraction with the deep representations
is computationally demanding but may become applicable to embedded environments in the
future. The local feature representations investigated requires less computational resources
but yields lower accuracy, 86.4% on the Labeled Faces in the Wild benchmark.
We identified the local features as the currently most applicable feature representation
for the considered real-time video applications in the immediate future. For this reason
a local feature scheme based on Local Binary Patterns (LBP) is used in our prototype
system. For our demo prototype we set up a video-based face recognition pipeline where
tracks of face images are matched, instead of matching singular images. Currently, the
demo prototype, running on a desktop computer, process two simultaneous video streams
either from recorded files or live from network video and maintain a dynamic gallery of the
persons that are inside the closed area.
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Chapter 1
Introduction
As a popular topic in computer vision face
recognition has received significant research ef-
forts during the past several years (Jafri and
R.Arabnia, 2009). Face recognition has many
important applications in video analysis, for ex-
ample access control, person identification and
can constitute a key component in person re-
identification systems. The primary advantage
of face recognition compared to other biomet-
rics is its non-intrusive nature and that it does
not require active cooperation. Two main tasks
in face recognition are verification (authentica-
tion) and identification, problems which are re-
lated. Identification concerns correctly identify-
ing face images, usually assigning them to the
identity labels in a database. The purpose of
face verification is to confirm or deny a claimed
identity. As a consequence verification need to
explicitly consider the possibility of identities
not present in the training data. Such unknown
or unseen identities are called impostors. Iden-
tification required to handle impostors in ad-
dition to the identities present in the training
database is called open-set identification. As
opposed to closed-set identification which in-
stead assumes all identities are within a finite
and known set. Video-based face recognition in
uncontrolled settings need to address challenges
such as changes in illumination, variation in
head pose, facial expression, occlusion, transla-
tion, scaling, image compression, artifacts, mo-
tion blur and out of focus effects. This is done
by designing or learning invariant features for
the face representation and by designing more
robust face recognition algorithms.
1.1 Main Objective
The aim of this work is to develop a video-based
face verification algorithm suitable for real-time
use in an embedded environment with limited
space and restricted computational resources.
Also, we want to investigate face verification
based solutions to potential real-time applica-
tions (listed in 1.1.1) by creating a prototype.
1.1.1 Envisioned Real-Time
Applications
Three potential applications that can be imple-
mented with face verification are:
1. Closed-Area Application Keep track of
identities currently inside a closed area and
record identities and stay times by verify-
ing face images of persons entering with
images of the persons leaving.
2. Multi-Camera Face Tracking Newly ob-
served identities are verified against pre-
viously observed identities and if the iden-
tity is recognized a common label is handed
over otherwise a new label is created.
3. Face Search Face search in a real-time
video stream based on an existing face
image or face descriptor that is verified
against all new faces that appear in the
video stream.
As described in Section 3.9 we implement the
Closed-Area Application as a demo application
and to test the face verification algorithm’s real-
time properties. The same mechanism as in
the demo application can be used to implement
Multi-Camera Face Tracking and Face Search.
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1.2 Problem Description
1.2.1 Image-Based Face verification
Image-based face verification can be posed as a
pair-matching problem, where the verification
algorithm determines if two face images belong
to the same identity. This allows for a binary
decision: match or non-match. A verification
algorithm according to this formulation theo-
retically works for any pair of identities, i.e.
when one or both identities are not present in
the training data seen by the algorithm.
An alternative approach is to verify a sin-
gle face image against a subject-specific model
trained on a set of training images from a sin-
gle person. The problem is whether to confirm
or deny that the test image has the same iden-
tity as the model. This type of solution re-
quires data for all persons the algorithm should
be able to verify.
For both approaches the binary assignments
are usually associated with a confidence score or
similarity measure that is thresholded in order
to get the final decision.
In this project we pursue the first prob-
lem formulation because a single trained model
works for any pair of identities. This is conve-
nient for example in the Closed-Area Applica-
tion which requires the algorithm to keep track
of a dynamic set of identities and this setup en-
ables us to do this without online re-training.
The second approach might be more suitable if
all the identities are known beforehand and suf-
ficient training data is available for each person.
For a dynamic set this approach would require
online re-training. Other motivations for this
choice is that a pair-wise formulation makes it
possible to generate a lot of data and it appears
more inline with the ongoing face recognition
research.
1.2.2 Video-Based Face verification
A common way to extend image-based face
recognition to video is by the use of face
tracking (Ramanan et al., 2007) (Everingham
et al., 2009) (Fischer et al., 2011). We adopt
this idea and extend the image-based face
verification algorithm to video by using face
tracking to temporally link face images of the
same identity and then match the produced
tracks using the image-based face verification.
Approaches extracting features directly from
image-sequences or video exists, but is not ex-
plored in this thesis.
1.2.3 Real-Time Face Recognition
To test the real-time feasibility of the video-
based face verification algorithm we place it in
a real-time pipeline where face detection cap-
tures face images from the video frames. To
cope with the uncontrolled settings of real-
world data pre-processing and face alignment
is performed. A face tracker groups the de-
tected faces into tracks and then recognition is
performed on the face tracks. In this real-time
pipeline we implement the Closed-Area appli-
cation with open-set face identification built on
face verification.
1.2.4 Questions for Research
The problem description above leads to the fol-
lowing research questions:
• Are technologies inspired by well-
performing still-image face verification
algorithms applicable for real-time pur-
poses on embedded hardware? If not, can
we identify a good trade-off between ac-
curacy and performance when it comes to
developing a face verification algorithm?
• Are face recognition technology alone suf-
ficient to achieve acceptable accuracy and
performance for the target applications?
This is interesting considering the research
efforts put on person re-identification using
multi-modal approaches.
• How much data is needed and what pre-
processing does it need?
• What feature descriptors and representa-
tion are effective for face verification-based
recognition? Under what circumstances
are learned features be a better option than
hand-crafted feature representations?
• Can we produce both a compact and ac-
curate feature representation, achieved for
example with feature selection or dimen-
sionality reduction techniques?
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1.3 Previous Works on
Real-Time Face
Identification Systems
The authors of (Ekenel et al., 2009) propose
a visitor interface system with face verification
based open-set face identification. Their real-
time performing system includes face registra-
tion via face detection and face tracking. The
face representation is local-feature based on the
Discrete Cosine Transform (DCT). Classifica-
tion is performed with linear support vector
machines (SVM) and the distance to the hy-
perplane is used as confidence. Another real-
time person identification system is presented
by (Apostoloff and Zisserman, 2007). On top of
the face detection, face tracking and sequence
extraction it makes use of normalized intensity
features extracted from facial landmark cen-
tered image patches and a random-ferns clas-
sifier. In a related system, (Sivic et al., 2009),
Histogram of Oriented Gradients (HOG) fea-
tures are used instead.
A key difference with this work, is that we de-
sign for a dynamic database and cannot expect
the algorithm to be trained on the identities
that are added to the database.
1.4 Restrictions
In this work we consider only frontal-faces, i.e.
the range of face images that can be detected by
a industry standard frontal-face detector. Most
of the publicly available data-sets for face recog-
nition are frontal-faces, therefore in order to
have a reasonable amount of training data we
consider frontal-faces. So far, recognition al-
gorithms based on front faces have been most
successful. We use an off-the-shelf solution for
face detection to allow us to completely focus
on the face recognition.
For the closed area demo application we as-
sume relatively controlled settings with two
cameras, the first is ceiling-mounted and cen-
tered in front of a unidirectional entrance. The
second is mounted in the same way but facing
a unidirectional exit. With the same function-
ality implemented in the closed area applica-
tion it is possible to at a later time create more
complex setups, such as a setup with two bi-
directional doorways and four cameras.
Further, we primarily consider a short time-
span measured in terms of hours or a working
day. Because this is the time-span that is rele-
vant for the target application.
These assumptions let us setup a general sce-
nario using a minimum of cameras and let focus
be put on the face recognition without simpli-
fying the problem too much.
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Chapter 2
Data-Sets
For the training and evaluation of this face
recognition research we have identified and se-
lected a handful of publicly available data-sets.
In the listing shown below, we concisely state
the purpose of each data-set within the context
of this thesis. Then we proceed with describing
the individual data-sets.
• Pubfig For development purposes and
medium-scale experimental evaluations.
• FaceScrub For medium to large-scale
training.
• ChokePoint For realistic test scenarios
with surveillance angle and temporally or-
dered data.
• Labeled Faces in the Wild (LFW) For
the formal evaluation and to enable com-
parison with other research efforts.
• MSRA-CFW To enable large-scale train-
ing even when we filter away subjects that
overlap any of the data-sets we use for eval-
uation.
2.1 Pubfig
The Pubfig data-set (Kumar et al., 2009) con-
tains web-images on celebrities and is provided
as a list of links and checksums (checksums are
used to verify if two files are identical) of the
annotated images. It is partitioned in two iden-
tity disjoint sets: eval and dev, with 140 and 60
database subjects respectively.
In order to retrieve the images we created a
couple of download scripts verifying the check-
sums and checking that the JPEG files are not
corrupt. However, a substantial amount of the
links were broken or returned an image not
identical to the annotated one according to the
checksums. The provided face crop annotations
then used a set of padded face images with ap-
proximately centered faces and padding relative
to face width. The cropped images were further
processed with face alignment Section 3.1.
This resulted in a downloaded data-set of
wide face crops 15, 617 and 5, 578 images for
the eval and dev partitions and for each crop
type.
2.2 FaceScrub
FaceScrub database (Ng and Winkler, 2014)
contain images of 530 actors and actresses re-
trieved from the web and is approximately bal-
anced with respect to gender. It is provided
with annotations in almost the same format
as Pubfig, so we could use almost identical re-
trieval scripts to request and process each of
the 107, 818 image URLs. The slightly more
than 15GB worth of annotated JPEGs were
processed in the same manner as Pubfig and re-
sulted in the final image count of 77, 323. Here
as well, some of the image links have decayed.
2.3 ChokePoint
The ChokePoint data-set (Wong et al., 2011)
was selected to model realistic video-based ap-
plication scenarios with recordings made from
surveillance view. The ChokePoint videos were
captured in two sessions with 25 and 29 sub-
jects, one month apart and each at a differ-
ent portal. At a portal, the setup has 3 cam-
eras mounted in either direction (centered, ∼ 30
and ∼ 45 degrees) and there are 4 sequences of
recorded video in either direction with the sub-
jects sequentially walking through the scene.
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Since the preprocessed, cropped images are
only provided in gray-scale we retrieved the ap-
proximately 12GB of raw JPEG frames and
performed cropping ourselves. Cropped face
images were created from originals with a face
detector using a minimum resolution of 40× 40
and by first creating regions-of-interest (ROI)
guided by the XML-encoded eye coordinate
ground truths of the data-set and then running
the face detector. This strategy gave few mis-
takes and but introduced small miss-alignments
coming from the face detector. For each video
sequence the images were grouped by the sub-
ject labels also provided in the annotations (this
removes the need for face tracking before per-
forming realistic image-set based face recogni-
tion).
2.4 Labeled Faces in the Wild
Labeled Faces in The Wild (LFW) (Huang et
al., 2007) has become something of a standard
benchmark for image-based face verification in
uncontrolled settings. It contains web-images
of 5, 749 celebrities, where only about half of
the subjects have more than one image.
The benchmark consists of independent 10-
folds with 600 pairs each, 300 matching and
300 non-matching. The testing follows 10-fold
cross-validation scheme, where 10 test cases is
created by selecting 1 fold as test set and leave
the other 9 folds for training. The reported re-
sults are the average verification accuracy and
its standard deviation and the average Receiver
Operating Characteristic (ROC) curve.
LFW has a couple of evaluation protocols de-
pending on if unsupervised or supervised learn-
ing is allowed, if only the binary match-no
match labels are allowed or if the provided iden-
tities is allowed to be used to create more pairs
and if labeled or non-labeled outside data are
allowed. In this project the relevant protocol
is Unrestricted, Labeled Outside Data, since we
use labeled data from other data-sets to train
the face verification algorithms. It also con-
tains a category for the estimated Human Per-
formance on face verification.
The data-set is provided as widely padded
face crops that we use directly as input to the
face aligner.
2.5 MSRA-CFW
MSRA-CFW (Zhang et al., 2012) is a large
data-set with 1, 583 identities and it is provided
as 202, 792 image URLs. Instead of checksums a
set of backup links to identical images has been
provided. This is a crude solution, as there is
no way to validate if the image downloaded is
identical to the image that was annotated (ex-
cept maybe for the provided thumbnails).
The here used retrieval strategy for this
database is therefore to run a face detector on
the downloaded JPEG images and accept the
noise introduced by assuming the both the face
detection and the person identity is correct.
Because of the limited time we only expected
to be able to download parts of this data-set,
subjects were downloaded ordered by decreas-
ing number of samples and the number of sam-
ples per subject were limited to 400.
2.6 Data Augmentation
Data augmentation is a procedure to generate
extra, synthetic training data from a data-set
by applying different transformations. The rea-
son to do this is to obtain more densely sam-
pled underlying class distributions and thereby
achieve better classification.
Noise transformations, such as Gaussian and
Salt and Pepper noise, can give increased ro-
bustness by decreasing an algorithms depen-
dency on individual pixel values.
Color augmentations, like in (Krizhevsky et
al., 2012) by adding to each image pixel multi-
ples of the principal components of color sam-
ple data and with magnitudes proportional to
the eigenvalues multiplied with a Gaussian dis-
tributed scale factor. This has been shown to
increase performance in generic object detec-
tion. It can be used to increase the performance
in gray-scale based algorithms too (Chatfield et
al., 2014), applying it first to color images and
then convert to gray-scale.
Inspired by the Dropout (Hinton et al., 2012)
used in training of neural networks, preventing
co-adaption of neurons by randomly inhibiting
neuron activations. We do this on the input
images in a localized manner, placing a rectan-
gle of zeros with the size of a typical occlusion
at randomized locations. The idea here is to
reduce the co-adaption of features from local
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parts of a face, for example if one of the eyes,
the mouth or the nose is occluded. We call this
procedure Blackout.
Foveation, inspired by the Fovea in the
retina, is a technique of creating multi-
resolution images where content is sharp con-
centrated around a focus point while the pe-
ripheral parts are blurred proportional to the
distance from to the focus point. Foveation
has been used as data augmentation in pixel-
classifiers for segmenting neuronal membranes
in electron microscopy images (Ciresan et al.,
2012). We use foveation in a slightly different
manner similar to the sub-crops with random-
ized offsets used in (Krizhevsky et al., 2012),
randomly generating the focus point location
as the sum of the center point and a random
offset drawn from a Gaussian distribution. The
aim is to reduce co-adaption of localized high-
frequency content in the images.
We use noise, color augmentation, blackout,
foveation, aligned and un-aligned images in the
following text whenever we say that data aug-
mentation is applied.
2.7 Recording of Video Data
As part of the developed Closed-Area demo
application we recorded video sequences from
a typical application scenario. A single en-
try and a single exit in office corridor environ-
ment. Both cameras are ceiling mounted and
approximately centered with the aim to cap-
ture frontal-faces from surveillance view. The
illumination conditions are slightly different as
one of the camera faces large windows while the
other is directed inwards. Figure 3.10a shows
an overview of the demo application including
the camera arrangements.
2.8 Comments
Several face verification algorithms are reported
to perform significantly better if the training
data have both large width, number of examples
per subjects, and depth, number of unique iden-
tities (Chen et al., 2012) (Chen et al., 2013).
For this reason neither ChokePoint or LFW are
not well suited for training. Therefore, during
the development process we have primarily used
a balanced version of the Pubfig data-set with
40 uniformly sampled images per subject, dis-
carding subjects with too few images and parti-
tioned into a training set of 140 subjects and a
test set with 60 identities disjoint to the train-
ing set.
2.9 Evaluations
We have performed the following evaluations
leading from face verification algorithm and
progressively towards the implemented closed
area demo application:
1. Verification Test Evaluate and ana-
lyze the verification performance on test
databases.
2. Open-Set Identification Test Evalu-
ate performance of verification based se-
tups implementing open-set identification
on test databases. This is highly relevant
because the application Section 1.1.1 can
be modeled with one (3) or multiple in-
stances (1,2) of open-set face identification.
3. Simulation of Application with
Recorded Video Clips Simulate appli-
cation scenarios with recorded video clips,
with one or multiple cameras.
4. Physical Demo Setup Implement as a
demo application and run with live video
streams from cameras.
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Chapter 3
Methodology
3.1 Face Alignment
Face alignment has shown to improve face
recognition performance, for example in
(Huang et al., 2012). The goal is to reduce
variation in the data that is not discriminative
when it comes to identities, such as variation
due to head pose and the scaling and transla-
tion effects introduced by many face detectors.
As part of this project we investigate face align-
ment based on 2D point correspondences fitting
wither a similarity transform or an affine trans-
form.
3.1.1 Background
2D point correspondences can be used to es-
timate transforms between the image subject
to alignment and a rectified reference image.
This was the approach taken by (Chen et al.,
2012) who use an affine transformation esti-
mated from five landmarks and (Sun et al.,
2014b) who fits a similarity transform based on
three landmark points, both achieves great re-
sults for face verification.
More sophisticated approaches include face
alignment based on active shapes. For exam-
ple (Cao et al., 2013) who claims real-time per-
formance and was used in the face verification
method of (Chen et al., 2013).
State of the art methods, such as (Taigman et
al., 2014), exploits the 2D-3D correspondences
between 67 detected landmarks of a 2D face and
corresponding points on a reference 3D shape.
A 3D-2D camera is then fitted with generalized
least squares using the point correspondences.
The points of the 2D image are connected into
triangles with Delaunay triangulation and this
triangulation is used to direct a piece-wise affine
transformation onto the 3D face. Finally, less
visible triangles as seen from the fitted camera
are filled in with color values from their sym-
metrical counterparts and a frontal-face view is
rendered. The authors dub their rigorous align-
ment process frontalization. An even more re-
cent but similar idea is presented by (Hassner
et al., 2014). Generally, methods incorporating
3D models should be able to compensate for
out-of-plane rotations better.
Other approaches make use of neural net-
works to estimate identity-preserving transfor-
mations (Zhu et al., 2013). Recent results
(Razavian et al., 2014a) suggests that the first
hidden layer of a generic convolutional neural
network can be used as features for linear re-
gression localizing 2D-landmark points.
3.1.2 Facial Landmark Detection
An important step in alignment methods based
on point correspondences is being able to de-
tect stable point features in the image category
subject to the alignment. In face recognition, it
is fairly common to use points located at facial
landmarks such as the nose tip and the corners
of the eyes and the mouth. To find such points
we need a facial landmark detector.
Flandmark
One way to create such a detector is to maxi-
mize a score function based on the summation
of local appearance fit and deformation cost
for each landmark of a suggested configuration.
This can be achieved with a Deformable Parts
Model (DPM), as in (Uřičář et al., 2012),
where the location of each facial landmark
is connected via a directed acyclic graph to
the fixed face center. A penalty is then intro-
duced on graph deformations away from the
initial positions. The local appearance around
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the landmarks is described with Local Binary
Pattern (LBP) features and used to discrimina-
tively score the appearance fit. The parameters
for the appearance fit and deformation cost
functions are learned from annotated examples
using a structured Support Vector Machine
(SVM) (taking structured output labels not
just scalars). By modeling landmark positions
on a directed acyclic graph the score function
can be formulated as a max-sum problem and
maximized with dynamic programming. The
publicly available implementation is efficient
and is what we have consistently used when
detecting facial landmarks throughout this
project.
3.1.3 Fitting Transforms with Point
Correspondences
A reasonable approach to face alignment is to
use 2D point correspondences to fit a transform
between the detected landmarks in the image
to be aligned and a set of reference points in a
rectified frame. The implementation of such an
approach, fitting either a similarity transform
or an affine transformation, is described in the
following sections.
Reference Points
In our case, statistics on detected landmarks
position were collected from a data-set auto-
matically aligned with commercial techniques
(Huang et al., 2012). The process involved the
usage of a face detector in order to express land-
mark coordinates relative to the face detection
bounding boxes. The average positions of the
landmarks was used as reference points in all of
the experiments described in the following sub-
sections. The landmark statistics are visualized
with the 2D-histogram in Figure 3.2a, the refer-
ence points are located at the close to the tops.
Direct Linear Transformation
Direct Linear Transformation is a popular al-
gorithm in computer vision and can be used to
estimate a homography from point correspon-
dences. A homography is a transformation H,
a 3× 3 matrix, mapping point correspondences
expressed with homogeneous coordinates as fol-
lows
xˆH = HxH . (3.1)
In a homography representing a full projec-
tive transform we have 9 unknowns and as de-
scribed in (Solem, 2012) and (Hartley and Zis-
serman, 2004) we state the problem

xˆi
yˆi
...
 = M

h1,1
h1,2
h1,3
h2,1
h2,2
h2,3
h3,1
h3,2
h3,3

,
M =

−xi −yi −1 0 0 0 xixˆi yixˆi xˆi
0 0 0 −xi −yi −1 xiyˆi yiyˆi yˆi
...
...
...
...
...
...
...
...
...
 ,
i ∈ [1, n],
(3.2)
this formulation is called Direct Linear Trans-
formation and can be solved with least squares.
Practically, the least squares solution is often
obtained with Singular Value Decomposition
(SVD).
Next we describe how we used the DLT al-
gorithm to fit similarity transforms and affine
transforms.
Similarity Transform
Expressed here in homogeneous coordinates a
similarity transform maps 2D points according
to
xˆH =
(
sR t
0 1
)
xH (3.3)
and performs rotation R, uniform scaling s and
translation t.
As in (Solem, 2012) we can write a similarity
transform for a single point correspondence as
xˆ =
(
a −b
b a
)
x +
(
tx
ty
)
, (3.4)
with
sR =
(
a −b
b a
)
, s =
√
a2 + b2.
With this parameterization in unknowns
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Figure 3.1: The input face image (left) with
detected facial landmark points (red) and ref-
erence points (green) is aligned with a similar-
ity transform estimated from point correspon-
dences. The transformed image (right) shows
that the transformed landmarks points (red)
are close to the reference points and the bound-
ing box (green) contains a registered face image.
a, b, tx and ty the DLT equations simplify to xˆiyˆi
...
 =
 xi −yi 1 0xi yi 0 1
...
...
...
...


a
b
tx
ty
 ,
i ∈ [1, n]
(3.5)
and we can solve it as mentioned in Section
3.1.3.
In our implementation, we detect 8 landmark
points for each face with Flandmark (Uřičář et
al., 2012), consequently we have 8 points cor-
respondences at our disposal. We create an
overdetermined equation system on same form
as Equation 3.5 and solve it using least squares.
The solution minimizes the error ||xˆ − Tx||22
where T is the estimated transform.
Affine Transform
An affine transformation allows for more defor-
mation than a similarity transform. According
to
xˆH =
(
A t
0 1
)
xH (3.6)
it performs an affine mapping A (including scal-
ing,rotation,squeeze and shear mapping) and a
translation t while preserves parallel lines.
An affine transformation simplifies the DLT
algorithm 3.1.3 as it comes with the constraints
h3,1 = h3,2 = 0 and h3,3 = 1 on the homogra-
phy. We solve the simplified system

xˆi
yˆi
...
 =

−xi −yi −1 0 0 0 xˆi
0 0 0 −xi −yi −1 yˆi
...
...
...
...
...
...
...


h1,1
h1,2
h1,3
h2,1
h2,2
h2,3
h3,3

,
i ∈ [1, n]
(3.7)
and then normalize H by dividing with h3,3.
Weighted Least Squares
As mentioned in 3.1.3, we extracted statistics
of landmark points. Investigation of those led
to the conclusion that not all detected land-
mark points are equally stationary. For ex-
ample the position of the mouth corners move
around much more more than the eye positions
3.2a. This led to the idea to trust landmarks
inversely proportional to their associated un-
certainty (i.e. variance) while fitting the affine
transformations.
This serves as motivation for experiments
with weighted least squares with the reciprocal
variance of the landmark points as weights.
Eigen-Analysis of Facial Landmarks -
Generalized Least Squares
The idea of 3.1.3 can be taken a step further
by also considering the covariance between the
landmark points in the configuration. The co-
variance matrix can be estimated from the land-
mark statistics and we can have a look at its
eigenvectors and eigenvalues.
As seen, in figure 3.2b, from the two largest
eigenvectors (red and green) with respect to
each landmark point, there is a lot of trans-
lation both vertically and horizontally. This is
possibly due to miss-alignments by the face de-
tector. The third largest eigenvector (magneta)
indicate motion due to scaling. We can also ob-
serve that the magnitudes of the eigenvalues are
larger for the mouth and nose points compared
to the other landmarks.
With the estimated covariance matrix we
tried fitting affine transforms with generalized
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(a) Distribution of detected landmarks positions
for a machine-aligned data-set.
(b) Eigenvectors of the estimated landmark po-
sition covariance matrix scaled in proportion to
eigenvalue magnitude.
Figure 3.2: Analysis of facial landmark data.
least squares. We noted that the landmark
points were transformed to configurations with
much more dependency, e.g. the mouth cor-
ners were transformed symmetrically with re-
spect to each other. However, the approach of-
ten finds to bad transforms. Perhaps, this is due
to the automatic nature of the landmark statis-
tics leading to accumulated noise from first the
face detector and then the landmark detector
or that the uncertainty is not close to identical
across the observations. It could be interesting
to see if this works better with manually anno-
tated landmark data.
3.2 Face Tracks from Video
From a single video stream it is possible to cre-
ate sequences of face images that with high con-
fidence belong to the same identity by exploit-
ing the spatio-temporal relations between con-
secutive frames. These sequences, called face
tracks, can then be used for identity-matching
between separate video sources.
To achieve this, we have implemented a
detection-based face tracker. The main mo-
tivation for using a face tracker is to reduce
the computational complexity of the identity-
matching problem by considering face tracks in
contrast to directly matching the detections of
individual frames.
Some researchers, such as (Fischer et al.,
2011), stress the advantage of using a face
tracker in conjunction with a face detector, as
this enables capturing a wider range of head
poses compared to the frontal-faces given by
most face detectors. All the same, we chose
to implement a detection-based tracking solu-
tion, similar to (Everingham et al., 2009), since
it does not introduce any new false detections
in addition to those caused by the face detec-
tor. Other reasons include that the main focus
of this project is face recognition constrained
to frontal-faces and that most publicly avail-
able data-sets of reasonable size are restricted
to frontal-faces.
Several research efforts have used face tracker
approaches, notably: real-time person identifi-
cation (Apostoloff and Zisserman, 2007), per-
son re-identification in TV-series (Fischer et
al., 2011), automatic naming of TV-series char-
acters (Everingham et al., 2009), human ac-
tion localization in video (Kläser et al., 2012)
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and semi-supervised creation of labeled data-
sets (Ramanan et al., 2007). This suggests that
it is a fairly common setup.
This chapter starts off with giving a techno-
logical background for optical flow and point-
features tracking, before going into the details
of our tracker implementation.
3.2.1 Optical Flow
Optical flow refers to the field of velocity vectors
describing the relative motion between a cam-
era and the scene it captures (Wikimedia Foun-
dation, 2015c). For video imaging with a static
camera the optical flow can be estimated from
two or more consecutive video frames. Under
the assumption that the optical flow is con-
stant in a pixel’s local spatial neighborhood this
can be done with differential methods based on
Taylor series expansion. One such method is
the Lucas-Kanade method (Lucas and Kanade,
1981), which is briefly described below.
Estimating Optical Flow: Lucas-Kanade
Method
Let I(r) be the intensity of a single video pixel
located at r = (x, y, t)T and I(r+d) be the in-
tensity of the same image content but displaced
by a vector d = (∆x,∆y,∆t)T to a nearby spa-
tial position in another frame at the temporal
distance ∆t.
The main idea in optical flow estimation,
as understood from (Wikimedia Foundation,
2015b), is that the pixel intensity remains the
same (or changes minimally) for the same im-
age content when assuming small displacement
d. This is called the brightness constancy con-
straint and can be formulated as
I(r) = I(r + d) ≈ I(r) +∇rI(r) · d, (3.8)
where the last equation is obtained by applying
linear Taylor series approximation, i.e. taking
a step d in the direction of the gradient with
respect to r. This in turn leads to
∇rI(r) · d = 0 (3.9)
and dividing with ∆t we get
∇rI(r) · (Vx, Vy, 1)T = IxVx + IyVy + It = 0,
(3.10)
where Ix, Iy and It are partial derivatives of
the image intensity with respect to pixel r and
Vx =
∆x
∆t and Vy =
∆y
∆t are the components of
the velocity vector we want to estimate for each
pixel.
Assuming that the optical flow is approx-
imately constant locally, each neighborhood
pixel nk, k ∈ [1, n] (including the center pixel)
should satisfy the brightness constancy con-
straint and we obtain one equation 3.10 per
neighborhood pixel. This results in an overde-
termined equation system
Av = b, (3.11)
where
A =

...
...
Ix(nk) Iy(nk)
...
...
 ,
v =
(
Vx
Vy
)
, b =

...
−It(nk)
...
 ,
with partial derivatives Ix, Iy and It with re-
spect to pixel r.
Multiplying the system with AT we end up
with the normal equations
ATAv = AT b (3.12)
and iff the structure tensor ATA is invertible
we can find the least-squares solution, which
minimize the residual ||Av−b||22, via the Moore-
Penrose pseudo-inverse
v = (ATA)−1AT b. (3.13)
For ATA to be invertible positive eigenvalues λ1
and λ2 are required, from numerical perspective
preferably with some margin.
Moreover, the weighted least squares solution
v = (ATWA)−1ATWb can be used to assign
more weight to the closest neighbors, e.g. solv-
ing for a neighborhood weighted by a Gaussian
window.
3.2.2 Feature Tracking of Point
Features
Tomasi and Kanade (Tomasi and Kanade,
1991) describes a method for point feature
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tracking on top of the Lucas-Kanade estimated
optical flow 3.2.1 and investigate what point
features are best suited for tracking. The argu-
ment about feature selection involves the two
eigenvalues of the structure tensor ATA. If
λ1  λ2 the pixel is located on an edge the
pixel position is not well described by its spatial
neighborhood since there is large uncertainty
along the direction of the edge tangent. On the
other hand, if λ1 ∼ λ2  0 the pixel is a corner
point or a local extremum and the pixel posi-
tion is well defined by its neighborhood.
The conclusion from (Tomasi and Kanade,
1991) is that corner points are better suited to
be tracked with search directed by the trajec-
tories of the estimated optical flow. The point
feature detector they present, which was later
termed Good Features to Track (Tomasi and
Shi, 1994), is very similar to the Harris Cor-
ner Detector (Harris and Stephens, 1988). In
both methods points are detected if certain con-
ditions on the structure tensor eigenvalues are
satisfied. In the case of Good Features to Track
the condition is
min
k∈{1,2}
λk ≥ τ > 0 (3.14)
for a predefined threshold τ , while the condition
for the Harris Corner Detector is
det(A)− κTr(A)2 > τ (3.15)
for a sensitivity parameter κ. Being formulated
in det(A) and Tr(A) there is no need to explic-
itly compute the eigenvalues of A.
Combining such a point feature detector with
the Lucas-Kanade method (Lucas and Kanade,
1981) to track point features with search di-
rected by optical flow results in something gen-
erally called a Kanade-Lucas-Tomasi tracker
(KLT-tracker) (Wikimedia Foundation, 2015a)
and the points being tracked are often called
interest points.
More robust versions of KLT-tracking use
a scale-space pyramid implementation, as in
(Bouguet, 2000), initializing the search in lower
resolutions and then continuing in the increas-
ingly larger resolutions. This is a trick to be
able to track longer pixel-wise distances than
the small displacement assumption otherwise
allows.
3.2.3 Dropping Feature Points
Dynamically
Shi-Tomasi (Tomasi and Shi, 1994) introduced
a way to discard inefficient interest points. The
first step includes fitting an affine transforma-
tion between the neighborhood of the tracked
point and the location suggested by the KLT-
tracker in a non-consecutive frame. Then, if
the re-projected neighborhood is too dissimilar
from the original one the interest point is dis-
carded. This is a way to maintain a good set
of point features, features with a chance of be-
ing valid between more than just consecutive
between frames.
3.2.4 Face Tracks from Video Streams
With the background given above, this sec-
tion describes the implemented solution for how
to group face detections from a single video
stream by identity. These temporally ordered
sequences of face images assumed to have the
same identity are called face tracks.
Inspiration: Naming Characters in
TV-Series
Our solution is inspired by (Everingham et al.,
2009) but differs in both implementation and
the decision process. Everingham (Evering-
ham et al., 2009) implemented a KLT-based
face tracking scheme as a module in a system
for naming characters in TV-series by connect-
ing the names in the subtitles with detected
face tracks of the named character. After they
learned these associations oﬄine face recogni-
tion was applied to a TV show episode (Buffy
the Vampire Slayer to be precise) to name
known characters and register timestamps of
appearances.
To create their face tracks they track interest
points forward and backwards through whole
scenes of the TV episode and count interest
point trajectories that intersect each of the de-
tection bounding boxes. From this they formu-
late a pair-wise confidence that detections from
two separate frames are connected.
Let FA and FB be face detections in two sep-
arate frames and A and B be the sets of interest
point trajectories that intersect the respective
bounding boxes. Then the confidence is defined
as
g(A,B) =
|A⋂B|
|A⋃B \A⋂B| (3.16)
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that is the number of point-tracks the detec-
tions have in common divided by the number
of disjoint ones.
Connecting Face Detections to Face
Tracks
In Algorithm 1 implementing a point feature-
based face tracking on detections, interest
points are tracked forward and backward be-
tween the current and a previous detection-
frame. Just as in (Everingham et al., 2009)
detections in the same frame are assumed to be
of disjoint identities. For efficiency, only two
frames at the time are considered: the current
frame with a newly detected face and the latest
frame of an open track candidating to accumu-
late the detection.
Let FA and FB be face detections in current
and the previous frame respectively. Between
30 and 50 Good Feature to Track -interest points
are detected for each face image, sets A and B.
Interest points are then tracked both forwards
and backwards with the pyramid implementa-
tion of Lucas-Kanade optical flow tracking de-
scribed in (Bouguet, 2000) which is part of the
well-known OpenCV library. This results in
two sets Ainlier and Binlier of tracked interest
points ending up inside the respective bounding
boxes and that are not dropped according to the
Shi-Tomasi verification (see Section 3.2.3). We
consider these two sets as inliers and since we
know the number of interest points with which
we initialized the searches, |A| and |B|, we com-
pute the forward and backward inlier ratios de-
fined as
rfw =
|Ainlier|
|A| , rbw =
|Binlier|
|B| . (3.17)
Finally, a comfortable confidence measure is
derived by the harmonic mean of the two inlier
ratios
f(rfw, rbw) =
2rfwrbw
rfw + rbw
. (3.18)
This means that when both forward and
backward inlier ratios are high the confidence
is high, close to 1, and it is sufficient that one
is small to significantly lower the confidence.
The algorithmic core of our detection-based
tracking is concisely summarized in Algorithm
1.
Data: FA, FB face detections from nearby
frames.
Data: A, B detected interest points.
Result: Confidence f(rfw, rbw) of FA, FB
belonging to same identity.
1. Track A backward.
2. Track B forward.
3. Binlier ← non-dropped forward-tracked
points intersecting FA.
4. Ainlier ← non-dropped backward-tracked
points intersecting FB .
5. Compute inlier-ratios
rfw ← |Ainlier||A| , rbw ← |Binlier||B| .
6. f(rfw, rbw)← 2rfwrbwrfw+rbw+ .
Algorithm 1: Confidence measure for infer-
ring identity information on face detections in
nearby frames from a single video source.
Samples from a captured face track is shown
in Figure 3.6a.
Managing Face Tracks
Another problem considered in the tracker is
how to manage face tracks: when new tracks
should be created, when open tracks can be
closed and if a closed track is worth keeping.
From Section 3.2.4 we know how to register
detections, i.e. connect new detections to any
of the open tracks. If the confidence Equation
3.18 is below a set threshold then it is stipu-
lated that no good candidate has been found
and the algorithm starts to consider opening a
new track. Another condition for a track to be
opened is that the maximum recent overlap be-
tween the suggested track and any open track
is small. In our case this means less than 25%
overlap. This is primarily to avoid corrupted
interest points for the new detection, corrupted
in the sense that the interest points are asso-
ciated with another identity. With recent we
mean that the overlap occurred within a few
past seconds.
Face tracks are simply closed when a maxi-
mum time of inactivity has passed. Hence the
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tracks keep the absolute time of when it ac-
cepted its last member.
As a way to reduce incorrect face tracks
caused by sporadic face detector mistakes, a
track is required to have a certain minimum
number of detections. This increase the quality
of the face tracks ensuring a minimum length
of the sequences.
To further increase the robustness to false de-
tections done by the face detector, such as large
detections holding a smaller correct open track
inside we introduced a minimum scale change
condition on the bounding boxes for new detec-
tions to be accumulated by an open track.
3.3 Face Representations based
on Local Features
3.3.1 Spatial Histograms of Local
Binary Pattern
Spatial histograms of Local Binary Pattern
(LBP) is a widely used local image feature. It
has found applications in many face recognition
tasks, for example face identification, face ver-
ification, facial expression recognition and gen-
der classification.
Local Binary Pattern
Local Binary Pattern is a local operator that
was originally designed for texture analysis
(Ojala et al., 2002). The center pixel value
is thresholded against the samples from its lo-
cal neighborhood. Each thresholded sample ac-
count for a single bit in the bit-sequence de-
scribing and characterizing the neighborhood.
The bit-sequence constitute a code, for a neigh-
borhood of eight an 8-bit integer in [0, 255], that
is called an LBP-code or an LBP-pattern.
Similarly to (Pietikäinen et al., 2011), the
extended LBP-operator can be can be defined
for neighborhood of size P (number of sample
points) and radius R as
LBPP,R(xc) =
P−1∑
p=0
θ(I(xp)− I(xc))2p (3.19)
where θ is the unit step function and I(x) the
gray-level intensity at point x.
The idea introduced by (Ahonen et al., 2004)
is to consider a face as a composition of micro-
patterns. They create features in Bag-of-
Visual-Word style, by computing histograms of
LBP-patterns from image regions. Since a sin-
gle histogram does not encapsulate any spatial
information, the face images are divided into a
set of grid regions and histograms of the LBP-
patterns are computed locally for each region.
The histograms are then concatenated into a
single global feature vector, i.e. describing a
whole face. Using feature vectors as described
above (Ahonen et al., 2004) applied a nearest
neighbor classifier using χ2-distance to imple-
ment face identification.
LBP Versions
The original version of the LBP-operator sim-
ply uses the 8 neighboring pixel values as neigh-
borhood, thus it computes very fast.
In the extended version neighbor samples are
instead uniformly distributed on a circle around
the center pixel and the intensity values are
approximated with bi-linear interpolation using
the intensities of the 4 nearest pixels. This op-
erator is parameterized by the circle radius and
the number of neighbor samples.
Another improvement to the LBP-operator
is the Uniform-LBP, introduced by (Ojala et
al., 2002) and described in (Pietikäinen et al.,
2011). If assuming that flat-surfaces, edges and
corners characterize a texture well, a descrip-
tor based on LBP-patterns with at most 2 bi-
nary transitions would be enough. Patterns
with more transition would correspond to high-
frequency, noisy image features. Actually, as
stated in (Ahonen et al., 2004), it was shown in
experiments with texture images that uniform
patterns account for about 90 % of all patterns
when using a (8,1) neighborhood and for around
70 % in case of a (16,2) neighborhood. The Uni-
form LBP-operator is often denoted LBPu2P,R,
where u2 means uniform with at most 2 binary
transitions.
For an 8-neighborhood, a Uniform LBP-
histogram is created by mapping the 256 LBP-
patterns to 58 uniform LBP-bins and a single
non-uniform bin.
Properties of the LBP-Operator
A convenient property of the LBP-operator is
that the LBP-codes are invariant to monotonic
gray-scale transformations. This is due to its
definition and that the relative intensities stays
the same after a monotonic gray-scale transfor-
mation is applied. This for example reduces
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the benefit from pre-processing steps such as
histogram normalization and explains the LBP-
operator’s robustness to illuminations changes
in general. The spatial histograms strategy
introduce a certain amount of robustness to
translation and rotation.
Related Works: LBP for Face
Verification
The main inspiration to investigate LBP-based
features’ plausibility for real-time face verifi-
cation is motivated by (Chen et al., 2013)
and their face verification algorithm with LBP-
histogram features extracted from grid regions
around 27 dense facial landmark points in mul-
tiple image scales and then concatenated to
a single high-dimensional descriptor. With
a high-dimensional feature of 100, 000 dimen-
sions they report good results on the LFW-
benchmark. The dimensionality is reduced
with Principal Component Analysis (see Sec-
tion 3.5.1) before applying the Joint-Bayesian
classifier (Chen et al., 2012). As a further im-
provement they make a sparse approximation,
Rotated Sparse Regression, of the dimensional-
ity reduction projection matrix in order to save
space and computation. They show that the
sparse approximation performs well compared
with other feature selection methods such as
backward greedy and structured sparsity. The
question we want to answer is whether a similar
but somewhat reduced approach could give suf-
ficient accuracy while being light-weight enough
for use in real-time video applications.
In (Chen et al., 2012) a hierarchical classifi-
cation approach is taken, by using a linear Sup-
port Vector Machine to create an ensemble of
individual Joint Bayesian classifiers trained on
separate types of LBP-features (and other local
features).
An alternative to use subspace methods is to
use boosting in order to do feature selection, as
is done in (Wang et al., 2009) with their boosted
multi-task learning framework. They train sub-
ject specific verifiers in a one-vs-all fashion on
a high-dimensional pool of LBP-features of dif-
ferent types and use early termination to only
compute the LBP-codes that were selected by
their boosted multi-task framework. It is not
clear, however, how to apply this method to
the pair-wise face verification formulation. But
we note the possible efficiency improvements of
early termination in the computation of LBP-
codes and that multi-scale features can be en-
coded by using LBP-operators of different radii.
3.3.2 Histogram of Oriented Gradients
Histogram of Oriented Gradients (HOG) is a
local feature type that has been successful,
for example in pedestrian detection (Dalal and
Triggs, 2005).
HOG features are usually computed by scan-
ning a block region with a specified step size
over a gamma and color normalized input im-
age, usually with overlapping blocks. Each
block typically contains 4 cells for each of
which a histogram of gradients is computed by
weighted voting. The gradient directions are
often described with 9 (or 18 if mirrored) bins.
A contrast normalization scheme is applied to
the blocks and finally block features are con-
catenated to a single feature vector describing
the image content.
The authors of (Sivic et al., 2009) used a
HOG feature with 9 × 9 grid of overlapping
blocks and 6 bins as features in subject-specific
Multiple-Kernel-Learning Support Vector Ma-
chines classifiers to discriminate face tracks ap-
pearing in TV-series episodes.
3.3.3 Framework for Extracting Local
Features for Face Verification
Inspired by (Chen et al., 2013) we present a
feature extraction framework for extracting lo-
cal features around landmark-centered image
regions. The question we want to answer is
whether a similar but somewhat condensed ap-
proach could give sufficient accuracy while be-
ing light-weight enough for use in real-time
video applications.
Landmark-Centered Feature Extraction
Facial landmarks are detected with the Fland-
mark library, see Section 3.1.2, and are first
used for the face alignment. Square image re-
gions are then extracted from the aligned and
histogram equalized face image around 7 land-
mark points Figure 3.3 that have been trans-
formed into the aligned frame. The size of
the extracted regions is specified relative to the
width of the aligned face image or with fixed
size in pixels. In case parts of the regions are
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Figure 3.3: Feature regions (cyan) located
around 7 facial landmarks (red) outlined by
their respective bounding boxes.
located outside the bounding box of the aligned
face we apply padding.
The infrastructure allows for local features to
be extracted from these image regions. For ex-
ample this allows us to extract Uniform LBP
histogram features from a 4 × 4 grid with or
without grid-cell overlap (inspired by the HOG
feature we give the option to do this for LBP
as well) and with or without histogram equal-
ization applied to the local image region. This
results in 7 image region descriptors, in the ex-
ample with dimension 944 for a single LBPu28,R
operator, and we can create a face descriptor ei-
ther by using the local descriptors individually
or to concatenate them into a single holistic de-
scriptor. The concatenated feature would be of
dimension 6608 in the example case.
A concatenated representation enforces spa-
tial constraints and might be more discrimina-
tive. We hypothesize that using the local de-
scriptors to train independent classifiers is pos-
sibly more robust to occlusions and changes in
facial expressions.
Multiple Scales
To capture information on multiple scales we
have implemented two strategies. The first
strategy is to extract features from at multiple
resolutions by creating image pyramids for the
local image regions. The second strategy is spe-
cific to the LBP features and relies on the use
of multiple LBP-operators with different radii.
If we for instance use 2 scales we end up with
14 local descriptors and in addition to the op-
tions mentioned before when it comes to repre-
sentation we can choose to concatenate features
on a per scale basis and create independent de-
scriptors for each scale.
When using 2 scales for LBP features with
8-neighborhood and 4 × 4 grids around the 14
landmarks locations, then the feature dimen-
sion becomes 13216. This is a fairly modest di-
mension in comparison with the 100, 000 dimen-
sional raw feature of (Chen et al., 2013) and is
because we want to investigate the performance
characteristics of a condensed model but also
because of limited computational resources and
memory bottlenecks (Singular Value Decompo-
sitions of large matrices) in the computational
framework.
Dimensionality Reduction
The framework relies on subspace methods for
feature selection and compression of the rela-
tively high-dimensional descriptors. Subspace
projections are done with Principal Component
Analysis Section or Linear Discriminant Anal-
ysis Section 3.5.2 and a normalization scheme
similar to (Azizpour et al., 2014).
Holistic Grid-Region Feature Extraction
For reference the framework can also extract
features in holistic grid regions directly from
the aligned face image. This allows for imple-
mentations of feature extraction in the style of
(Ahonen et al., 2004) or (Sivic et al., 2009).
3.4 Convolutional Neural
Network-based Deep Face
Representations
3.4.1 Motivation
A recent development in visual recognition is to
use deep representations extracted from Convo-
lutional Neural Networks (CNN) as generic ob-
ject descriptors (Sermanet et al., 2014) (Raza-
vian et al., 2014b) (Chatfield et al., 2014). In
the following text we use the term convnet when
referring to Convolutional Neural Networks.
The convnets used for visual recognition pur-
poses are often trained on huge data-sets for
generic object recognition, for example the sub-
set of ImageNet data-set used in the Ima-
geNet Large-Scale Visual Recognition Challenge
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(ILSVRC)-competition with roughly 1.2 mil-
lion training images spanning 1000 categories
(Krizhevsky et al., 2012).
In this project we have investigated if the
generic object recognition task can be trans-
ferred to face recognition tasks. Our ap-
proach is inspired by (Karayev et al., 2013) who
transfer-learned a generic convnet to recognize
image styles according to Flickr-tags. In par-
ticular, we fine-tune convnets with architecture
similar to the AlexNet (Krizhevsky et al., 2012),
and use the activations of the last hidden layer
as face descriptors. We used the pre-trained
weights of the BVLC-Reference-Caffenet con-
vnet that is available via the Caffe-framework
(Jia et al., 2014).
The idea is that the filters learned by such
convnets are of a generic nature. That the fil-
ters, as a result of the versatile training set
with a vast number of object categories, cap-
ture generic concepts (high and mid-level fea-
tures composed of lower-level features such as
edges and textures) and consequently are able
to characterize other types of objects, in our
case faces.
From a data perspective it makes sense to
transfer learn from a task where a lot of labeled
data is available and then fine-tune to a more
specific task using a limited amount of labeled
data and as a result also less computational re-
sources.
The training and feature extraction process
are more closely described in Section 3.4.4 while
the following sections give some technical back-
ground.
3.4.2 Background: Convolutional
Neural Networks
The biologically inspired Convolutional Neu-
ral Network is an efficient supervised statisti-
cal machine learning method. It organizes and
learns a feature extraction hierarchy that is well
suited for visual recognition tasks. As a special
type of Feed-Forward Neural Network it can be
trained with the Back-Propagation Algorithm.
In accordance with one of the definitions of
Deep Learning given in (Deng and Yu, 2014):
Machine learning that attempt to
learn in multiple levels, correspond-
ing to different levels of abstraction.
It typically uses artificial neural net-
works. The levels in these learned sta-
tistical models correspond to distinct
levels of concepts, where higher-level
concepts are defined from lower-level
ones, and the same lower-level con-
cepts can help to define many higher-
level concepts.
CNNs are considered to be deep learning
methods.
A CNN, such as the classic LeNet5 (Lecun
et al., 1998) used for handwritten character
recognition, is roughly described a hierarchical
convolutional feature extraction with a Multi-
Layer Perceptron (MLP) classifier stacked on
top.
The feature extraction part of the LeNet5
CNN consist of alternating convolutional and
sub-sampling (pooling) layers, where each layer
extracts features from the previous one and in
that way describe increasingly more global con-
cepts. The core idea is to model local receptive
fields as linear filters, where each receptive field
responds to a small region of the input image.
By applying convolution (evaluating the filter
at different locations of the input) the filter
weights can be shared throughout the image.
This effectively reduces the number of param-
eters representing the network and allows for
shared computations. The input is usually con-
volved with several filters and each convolution
results in a feature map, which can be seen as
an activation in response to the visual stimuli
presented by the input.
More recent CNN architectures, such as
AlexNet (Krizhevsky et al., 2012), use Rectified
Linear Units (ReLU) as activation functions
rather than sigmoidal functions and include lay-
ers for local contrast normalization Local Re-
sponse Normalization (LRN) and Dropout, i.e.
completely inhibiting neurons with a specified
probability.
The classification part can contain several
fully connected layers of neurons. For recog-
nition tasks the final layer, the output layer, is
often a Softmax (i.e. Logistic Regression) layer
that has as many neurons as class labels and
where the neurons represent the probabilities of
each class respectively. The intermediate neu-
ron layers are often called hidden layers and
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their neurons hidden units. The first hidden
layer is connected to the feature maps of the
last convolutional (or pooling) layer.
3.4.3 Related Work
Deep representations seem to gain success now
in an ever-growing list of tasks, including:
speech recognition, natural language modeling,
traffic sign recognition and face verification.
For a handful of tasks the algorithms are com-
petitive to (or even surpass) the human perfor-
mance. In the case of face verification evalu-
ated on the popular Labeled Faces in the Wild
(LFW) benchmark (Huang et al., 2007), sev-
eral top performing contributions have recently
surpassed the estimated human performance.
These include among others the convnet-based
approaches (Zhou et al., 2015) (Sun et al.,
2014a) (Sun et al., 2015) but also the Gaussian
process-based (Lu and Tang, 2014).
When it comes to large-scale generic visual
object recognition, the success story of the
convnets seem to really have taken off when
the generic object recognition competition
ImageNet Large-Scale Visual Recognition
Challenge 2012 (ILSVRC-12) was won by the
AlexNet convnet (Krizhevsky et al., 2012). In
this work we experiment with network archi-
tectures that are all related to the AlexNet.
The availability of high-performing GPU-
accelerated frameworks for feature extraction
based on convnets, such as OverFeat (Sermanet
et al., 2014) (the winner of ImageNet ILSVRC-
13) and Caffe (Jia et al., 2014), has spawned a
lot of research. For example (Razavian et al.,
2014b), who investigate if the generic descrip-
tors OverFeat in combination with linear Sup-
port Vector Machines (SVM) are suitable for a
variety of more specific visual recognition tasks.
They conclude:
Deep learning with CNN has to be
considered as the primary candidate
in essentially any visual recognition
task.
A thorough comparative study is presented
in (Chatfield et al., 2014), comparing the state-
of-the-art among local feature representations
and with the deep representations produced by
CNNs pre-trained for generic object detection,
with or without fine-tuning. They evaluate
performance on several large object recognition
benchmark data-sets while using the same
learning algorithm (linear SVM) for both fea-
ture types. They study convnet architectures
of three different sizes, all implemented with
Caffe and with designs related to OverFeat and
AlexNet (Krizhevsky et al., 2012). They show
that limiting the convnets to use grayscale
intensity image input only gives a moderate
accuracy penalty, a drop of about 3%. Sim-
ilarly, they show that representations from
convnet architectures incorporating non-linear
dimensionality reduction can give compact rep-
resentations without giving too much negative
impact on the performance. They conclude
that deep representations outperforms local
features (SIFT features encoded in Improved
Fisher Vectors (IFV)) by a large-margin and
with the extra convenience of more compact
representations.
Research from the last couple of months,
(Azizpour et al., 2014), investigate how deep
representations transfer from generic visual
tasks to more specific. In the process the
authors achieve state-of-the-art performances
on 16 visual recognition tasks.
In the face verification algorithm DeepID
(Sun et al., 2014b) (which is a top performer
on the LFW benchmark) a powerful discrimina-
tive face descriptor is learned by training mul-
tiple convnets, each for a certain patch of the
input image, on hard face identification prob-
lems including 10000 identities. The learning
process has later been refined to supervise with
both identification and verification signals (Sun
et al., 2014a) (Sun et al., 2014c) and recently
to also include supervision in the early stages of
the convnets (Sun et al., 2015), this improved
the results substantially. DeepID, together with
two other convnet approaches to face verifi-
cation DeepFace (Taigman et al., 2014) and
Face++ (Zhou et al., 2015), serves as motiva-
tion to perform fine-tuning for a face identifica-
tion problem even though the goal is to produce
a face descriptor for face verification.
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3.4.4 Fine-Tuning for Face
Representations
The authors of (Sun et al., 2014b) (Sun et al.,
2014b) emphasize the large number of identities
(10000 subjects) as a key to the successful per-
formance of their face descriptor. In the case of
this project however, it is not feasible to train
a large convnet from scratch as we only have
small and medium-sized face recognition data-
sets at our disposal and because the time and
computational resources of this project are lim-
ited.
Instead we choose to fine-tune a pre-trained
convnet, initialized with the weights of BVLC-
Reference-Caffenet (Jia et al., 2014) which was
trained for generic object recognition with 1000
image categories, for face identification and we
restrict the feature extraction model to only in-
clude a single convnet.
The fine-tuning process optimizes the con-
vnet weights for classification using the new
data-set. For obvious reasons the layers initial-
ized with pre-trained weights need to have the
same dimensions as in the original network ar-
chitecture. Conversely, the output layer dimen-
sionality need to be adjusted to match the new
number of object categories. This is fundamen-
tal as the Softmax-Loss is computed from the
output layer activations and the labels and it is
the derivatives of the Softmax-Loss w.r.t. the
parameters (weights) that governs the Stochas-
tic Gradient Descent of the back-propagation
algorithm. We adjust the learning rates and
step size according to (Karayev et al., 2013).
Our fine-tuning setups are all combinations
of the following modifications to the BVLC-
Reference-Caffenet convnet:
• Replace output layer with a new fully
connected layer with as many neurons as
object classes in the training data-set. The
neuron and bias unit weights are randomly
initialized.
• Adjust learning rates to learn the new
layers faster than the pre-trained layers.
To achieve this the learning rate of the lay-
ers initialized with pre-training is set lower
than for the new layers, so that the pre-
training is not forgotten.
• Decrease the step-size of optimiza-
tion algorithms Since we initialize with
pre-training the training process should be
closer to a local minimum and it should be
reasonable to decrease the step-size of the
gradient-based optimization algorithms.
• Update mean-subtraction to subtract
the mean of the new training data as op-
posed to the old.
• Extend with dimensionality reduc-
tion layer As a way to achieve more com-
pact descriptors, a fully-connected layer
with reduced number of hidden units can
be inserted before the output layer.
Once the convnet is trained, our aim is to use
it as a feature extractor for faces. This can be
done by performing the forward pass through
the convnet with a given input image and then
extract the activations in the last hidden layer
as face descriptor. The face descriptor is then
used as feature in separate classification algo-
rithms performing the actual face verification,
the classification algorithms can be something
as simple as nearest neighbor.
Figure 3.4 illustrate the learned filters 3.4a
and filter activations 3.4b 3.4c 3.4d for a few
selected layers from the resulting forward pass
when a convnet is presented with a face image.
Architectures
The three convnet architechtures researched in
this project is:
1. Fine-tuned AlexNet An AlexNet-
arichtecture pre-trained on ImageNet and
fine-tuned for faces. The last hidden layer
activations of dimension 4096 is used as
feature.
2. Fine-tuned AlexNet-1024 An AlexNet-
architecture fine-tuned for faces with an
additional hidden layer for dimensionality
reduction. The activations of this new
layer is used as a 1024-dimensional feature.
3. Fine-tuned AlexNet-128 As 2, but we
try to create a really compact feature by
reducing the dimension of the additional
hidden layer to 128.
We fine-tune convnets with data both with and
without face alignment pre-processing, so 6 ar-
chitectures in total.
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(a) The 96 filter kernels of the first convolu-
tional layer. The learned filters are similar to
Gabor filters and behaves similar to how the
human visual receptors are believed to work.
(b) Responses of the 9 first filters in 3.4a when
applied to a face image. The shown filter out-
puts capture mostly edge patterns with differ-
ent frequency and orientation.
(c) The 9 first activations from the filters of
the second convolutional layer. These filter
responses contain more abstraction and corre-
sponds to patterns in the earlier layer activa-
tions that are discriminative for identities.
(d) All 256 activations of the final convolutional
layer after max-pooling. The activations are
sparse and localized. For a local group of pixels
the activations possibly signals how much of a
specific trait is present in the input image.
Figure 3.4: We visualize what happens during a forward-pass of a convnet by showing learned filter
weights and some example activations from a couple layers of a Fine-tuned AlexNet-1024 -convnet
(Section 3.4.4). The visual stimuli to generate the responses is a face image of Steven Spielberg in
case it feels familiar.
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Figure 3.5: Convnet architecture 2, Fine-tuned
AlexNet-1024.
3.5 Linear Dimensionality
Reduction Techniques
There are several reasons why dimensionality
reduction may be a good idea and why it is
often included in visual recognition pipelines.
One important reason is that more compact ob-
ject descriptors reduce the computational com-
plexity. This is vital in face verification, match-
ing problems or content retrieval in general be-
cause it leads to faster processing.
Another desirable effect of low dimensional-
ity is that the data storage and network band-
width requirements are reduced. This is impor-
tant when it comes to building a database of
object descriptors, embedding object descrip-
tors as meta-data or sending object descriptors
over the network. For some learning algorithms
it may be necessary to employ dimensionality
reduction as pre-processing to reduce the algo-
rithm’s training time and memory footprint. In
some cases lower dimensions fits learning algo-
rithms better and is a way to counter the curse
of dimensionality.
Dimensionality reduction techniques can be
interpreted as a kind of feature selection, se-
lecting dimensions according to some criteria,
e.g. maximizing variance as in Principal Com-
ponent Analysis or finding the most discrimina-
tive dimensions as in Linear Discriminant Anal-
ysis. Discarding less important dimensions can
be interpreted as a way to reduce noise or re-
move redundant information.
3.5.1 Principal Component Analysis
Principal Component Analysis (PCA) is a
unsupervised statistical analysis method that
finds an orthogonal basis that maximize total
variance. The directions in the data responsible
for the most variance are called principal com-
ponents and can be found by diagonalizing the
covariance matrix of the data (Lindgren, 2006).
Given am×n data matrixX we can estimate
the covariance matrix with the sample covari-
ance
ΣX =
1
n− 1
n∑
i=1
(xi − x¯)(xi − x¯)T , (3.20)
where x¯ is the mean and then diagonalize ΣX
ΣX = PΛP
T ⇔ Λ = PTΣXP (3.21)
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to find the principal components P and the di-
agonal matrix Λ with the eigenvalues λ on the
diagonal. A related way to find the directions
P is to instead perform a Singular Value De-
composition (SVD) on the centered data matrix
P , because the singular values are the square
root of the eigenvalues of the covariance ma-
trix. As the SVD computations became a major
memory bottle-neck in our training framework,
we alleviated this problem by replacing the de-
fault truncated SVD algorithm (Matlab’s svds)
with Limited Memory Block Krylov Subspace
Optimization for Computing Dominant Singu-
lar Value Decompositions (LMSVD) (Liu et al.,
2013).
The principal component, or eigenvector, cor-
responding to the largest eigenvalue is the direc-
tion with maximum total variance. The second
eigenvector is the direction of maximum vari-
ance in the vector space orthogonal to the first
eigenvector and so on.
The principal components are a basis for the
data, meaning the data points can be expressed
as linear combinations of the principal compo-
nents. Dimensionality reduction can be per-
formed by truncating this basis, i.e. discarding
the principal components contributing the least
variance and by keeping only the k first. The
coordinates in this reduced space are given by
projecting the data points onto the k first prin-
cipal components and these coordinates are a
compact representation of the data points.
As in the classic Eigenface algorithm (Turk
and Pentland., 1991) it is possible to perform
face recognition by applying PCA directly to
intensity images of faces. However, this works
well only under very controlled circumstances
as it is sensitive to occlusions, illumination and
pose changes.
A major assumption in PCA is that all vari-
ance is useful. But if we for example apply PCA
to intensity images of faces, non-discriminative
factors such as large pose and illumination
changes or occlusions may contribute the most
variance and often the 2-3 first principal com-
ponents can be identified as sharp directed illu-
mination.
We apply the normalization scheme described
by (Azizpour et al., 2014), normalizing data
points to unit length according to l2-norm be-
fore subtracting the mean and re-normalizing
after the subspace projections and feature vari-
ance normalization. The details can be found
in 2.
Data: X, n data points of dimension m.
Result: X ′, n projected data points of
dimension m′.
1. xj ← xj||xj ||2 ,∀xj ∈ X = (x1 · · ·xn)
2. X ← X − E[X]
3. [U, S, V ]← svds(X,m′)
4. X ′ ← UTX
5. Whitening (feature variance
normalization)
xi ← xiσ2i ,∀xi ∈ X = (x1; · · · ;xm′)
6. Re-normalization
x′j ←
x′j
||x′j ||2 ,∀x
′
j ∈ X = (x′1 · · ·x′n)
Algorithm 2: PCA as done in this project.
3.5.2 Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) is a super-
vised linear dimensionality reduction technique.
Just like the PCA-based Eigenface algorithm it
has been applied directly on intensity images
to find a subspace suitable for face identifica-
tion Fisherfaces (Belhumeur et al., 1997). In
contrast to PCA it makes use of class labels
to find the most discriminative directions. In-
tuitively, it finds the directions in the training
data that separates the classes the most, in-
stead of the directions that separates all train-
ing data the most like in PCA. The key idea is
to minimize within-class variance and maximize
the between-class variance.
Given a m × n data matrix X and classes
Ci, i ∈ [1,K], we compute the m × m total
within-class scatter matrix by
SW =
K∑
i=1
Si =
K∑
i=1
∑
{j:xj∈Ci}
(xj − x¯i)(xj − x¯i)T ,
(3.22)
i.e. centering the data in a per class manner
by subtracting the individual class means x¯i
and computing the scatter. This describes the
movement of data points xk ∈ Cc away from
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its class mean x¯c. A scatter matrix is a propor-
tional to the covariance matrix.
The m×m between-class scatter matrix mea-
sures how the class means scatter around the
centre of mass and is computed as
SB =
K∑
i=1
ni(x¯i − x¯)(x¯i − x¯)T , (3.23)
where ni is the number of samples per class
and where mean of the class means x¯ = 1n
∑
x¯i
(Alpaydin, 2010) or the weighted mean of the
class means x¯ = 1n
∑
nix¯i (Mian and Pears,
2012).
The aim is to find a subspace projection xˆ =
WTx by maximizing Fisher’s Criterion
J(W ) = max
W
det(WTSBW )
det(WTSWW )
, (3.24)
i.e. maximizing between-class scatter and min-
imizing within-class scatter. The determinants
are the products of the eigenvalues and can be
interpreted as the square of the scattering vol-
umes (Mian and Pears, 2012).
Differentiating w.r.t. W and setting to zero
leads to the Generalized Eigenvalue Problem
S−1W SBW − JW = 0 (3.25)
where the eigenvectors of S−1W SB corresponding
to the largest eigenvalues are the directions we
want to project the data onto.
The number of direction that can be found
with LDA is limited toK−1. This is because of
the rank of the SB matrix that has been formed
from K outer products. Also, SW need to be
non-singular and the initial feature dimension
might be too large for matrix inversion. For
these reasons it is common to perform a PCA
before applying the LDA.
3.6 Classification
With the chosen pair-wise face verification for-
mulation Section 1.2 and given a pair of ex-
tracted face descriptors x1 and x2, one per face
image, the purpose of the classifier is to give
a confidence, or similarity measure if you like,
how likely the face descriptors derive from the
same identity. The classification is performed
by thresholding the confidences to reach a bi-
nary decisions: match or non-match. Then
later, an appropriate threshold (w.r.t the target
application) can be selected to make a reason-
able trade-off between the two error types, false
positives (non-matches classified as matches)
and false negatives (matches classified as non-
matches).
3.6.1 Nearest Neighbor
A minimalistic approach is to simply take the
distance between the two feature vectors ac-
cording to some metric, for example the l2-
norm that gives the Euclidean Distance, as dis-
similarity measure. We just negate it to get a
similarity measure
d(x1, x2) = −||x1 − x2||2. (3.26)
The authors of (Zhou et al., 2015) claim that
their simple norm-based verification scheme
work as well as or better than more sophisti-
cated classification schemes, such as the Joint
Bayesian Classifier, when the amount of train-
ing data is sufficiently large. Their convnet-
based, deep feature representation is learned
from massive amount of training data, about
5 million face images. This makes the nearest
neighbor classification interesting in its simplic-
ity. It also serves as a baseline classifier and it is
a good indicator if a specific feature space does
a good job in separating the classes.
3.6.2 Joint Bayesian Classifier
A more sophisticated take on the classifica-
tion is the Joint Bayesian Classifier (Chen et
al., 2012). It is the classifier of choice in sev-
eral state-of-the-art face verification algorithms
(Chen et al., 2013) (Sun et al., 2014b) (Sun et
al., 2014a) (Sun et al., 2014c) (Sun et al., 2015).
Comparisons presented in (Sun et al., 2014b)
shows the Joint Bayesian performs better than
verification based on a Siamese Convolutional
Neural Network.
Model
A face x ∈ N(0,ΣX), represented in some arbi-
trary feature space, is assumed to be a vector
of stochastic variables drawn from a zero-mean
multi-variate Gaussian distribution. A face is
then modeled as a sum of two independent la-
tent zero-mean multi-variate Gaussian variables
x = µ+ , (3.27)
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where µ ∈ N(0, Sµ) represents the person iden-
tity and  ∈ N(0, S) the sample-specific vari-
ation within the subject distribution. Here Sµ
and S are two unknown covariance matrices
which the algorithm eventually will estimate.
The idea is to find a probabilistic measure
of the similarity of a pair of faces x1 and x2
by modeling the joint distribution {x1, x2} and
then formulate the log-likelihood ratio
r(x1, x2) = log
P (x1, x2|HI)
P (x1, x2|HE) , (3.28)
for the conditional probabilities given by each
of the two hypotheses HI and HE . This is a bi-
nary Bayesian decision problem with hypothe-
ses HI , intra-personal, that assumes that x1
and x2 are of the same identity and HE , extra-
personal, that stipulates x1 and x2 belong to
different identities.
Taking advantage of the linear form of Equa-
tion 3.27 and the independency assumption be-
tween the hidden variables µ and  the covari-
ance of the joint distribution can be expressed
as
cov(xi, xj) = cov(µi, µj) + cov(i, j),
i, j ∈ {1, 2}. (3.29)
Assuming hypothesis HI we see that the
identity variables, µ1 and µ2, are dependent
while the in-class variation variables, 1 and
2, are independent. This leads to a covari-
ance matrix for the conditional distribution
P (x1, x2|HI) on the form
ΣHI =
(
Sµ + S Sµ
Sµ Sµ + S
)
. (3.30)
If we instead assume hypothesis HE the iden-
tity variables, µ1 and µ2, are independent as
well as µ1 and µ2 and the covariance matrix for
P (x1, x2|HE) is on the following form
ΣHE =
(
Sµ + S 0
0 Sµ + S
)
. (3.31)
Log-likelihood Ratio Closed Form
Expression
The log-likelihood ratio has a closed-form ex-
pression
r(x1, x2) = x
T
1 Ax1 +x
T
2 Ax2−2xT1 Gx2, (3.32)
where
A = (Sµ + S)
−1 − (F +G),(
F +G G
G F +G
)
=
(
Sµ + S Sµ
Sµ Sµ + S
)−1
.
(3.33)
Proof. Consider the multi-variate Gaussian
P (x1, x2) =
1
α
e−
1
2 (x−x¯)TΣ−1(x−x¯). (3.34)
The log-probabilities in the similarity measure
can be expressed in terms of the exponents and
a constant term
r(x1, x2) = logP (x1, x2|HI)− logP (x1, x2|HE)
=− 1
2
(x− x¯)TΣ−1HI (x− x¯)+
1
2
(x− x¯)TΣ−1HE (x− x¯) + C.
(3.35)
The linear scaling and the translation does
not affect the relative ordering of the similarity
measure and x = [x1;x2] is zero-mean, we can
write
r(x1, x2) =− xTΣ−1HIx+ xTΣ−1HEx
=− [x1;x2]TΣ−1HI [x1;x2]+
[x1;x2]
TΣ−1HE [x1;x2].
(3.36)
From theMatrix Inversion Lemma (Lindgren
et al., 2013) for inversion of a block-partitioned
matrix and because of the block-structure of
ΣHI and ΣHE we conclude that their inverses
are on the form
Σ−1HI =
(
Aˆ Bˆ
Bˆ Aˆ
)
,Σ−1HE =
(
Cˆ 0
0 Cˆ
)
.
(3.37)
This allows us to continue the computations
and we end up with
r(x1, x2) =x
T
1 (Cˆ − Aˆ)x1 + xT2 (Cˆ − Aˆ)x2
− 2xT1 Bˆx2.
(3.38)
with a change of notations we get the equivalent
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closed form Equation 3.32 where
A =Cˆ − Aˆ
=(Sµ + S)
−1−
((Sµ + S)
−1 − Sµ(Sµ + S)−1Sµ)−1
G = Bˆ.
(3.39)
By assuming that Σ−1I has the following form
Σ−1I =
(
Sµ + S Sµ
Sµ Sµ + S
)−1
=
(
F +G G
G F +G
)
(3.40)
we can express the equation system ΣIΣ−1I =
I. On the diagonals we have equations
(Sµ + S)(F +G) + SµG = I (3.41)
and on the off-diagonals
(Sµ + S)G+ SµF + SµG = 0. (3.42)
Subtracting Equation 3.42 from Equation 3.41
gives
SF = I ⇔ F = S−1 . (3.43)
Substitute F in Equation 3.42 and solve for G
G = −(2Sµ + S)−1SµS−1 . (3.44)
Now we have shown that the closed form exists
and how to calculate A and G expressed in the
parameters Sµ and S.
Learning
The two covariance matrices Sµ and S can
be learned from the training data with the
Expectation-Maximization algorithm presented
by (Chen et al., 2012). For the sake of com-
pleteness we describe it here, see Algorithm 3.
The E-Phase is performed per subject and
computes the expectation of the hidden vari-
ables, h = [µ, 1; · · · ; m],
E(h|x) = ΣhPTΣ−1x x, (3.45)
given an observation of m data points, stacked
into a single column x = [x1; · · · ;xm], all from
a single subject.
The distribution of the latent variables is
assumed to be h ∼ N(0,Σh) with Σh =
diag(Sµ, S, · · · , S). Equation 3.27 leads to the
Data: X.
Result: Estimated Sµ and S.
Initialization:
Sµ, S ←
cov(randomData(µX , σX))
repeat
E-Phase:
foreach Subject with m observations x.
do
E(h|x)← ΣhPTΣ−1x x
end
M-Phase:
Sµ ← cov(µ)
S ← cov()
until Iterations done;
Algorithm 3: EM-algorithm to learn covari-
ance matrices Sµ and S for latent variables µ
and  from data X.
following relationship between hidden variables
and observations
x = Ph,
P =

I I 0 · · · 0
I 0 I 0
...
...
. . .
...
I 0 0 · · · I
 . (3.46)
This relationship in turn gives the distribution
of x
Σx =

Sµ + S Sµ · · · Sµ
Sµ Sµ + S
. . . Sµ
...
. . . . . .
...
Sµ Sµ · · · Sµ + S
 .
(3.47)
For an image feature of dimension d, Σx is a
huge md × md matrix and the algorithm re-
quires it to be inverted. Because of the block-
structure the inverse can be computed effi-
ciently in block-wise manner. In our implemen-
tation of this algorithm all the computations are
performed block-wise, when multiplying with
PT which is a (m+ 1)d×md matrix and when
multiplying with Σh.
In theM-Phase the parameters Sµ and S are
29
updated from the expectations of h
Sµ = cov(µ)
S = cov().
(3.48)
The algorithm iteratively produce better es-
timations of Sµ and S by alternating the E and
the M-phase. When the parameters are learnt
we can express the A and G matrices in the
parameters and form the similarity measure in
Equation 3.32.
Efficiency
The similarity measure Equation 3.32 can be
evaluated efficiently, as the authors of (Chen et
al., 2012) claim, by noting that the first two
terms, x1Ax1 = c1 and x2Ax2 = c2, are im-
age specific constants. Furthermore, they show
the matrix G is negative definite and can be
factorized, G = −UTU . This means that the
last term in Equation 3.32, −2x1Gx2 can be ex-
pressed as−2x1Gx2 = 2(Ux1)T (Ux2) = 2yT1 y2,
where y1 = Ux1 and y2 = Ux2 are image spe-
cific vectors. With these pre-computations in
place the similarity measure resolves to
r(x1, x2) = c1 + c2 + 2y
T
1 y2, (3.49)
which is basically a scalar product.
3.6.3 Standard Classifiers
To enable comparisons and verify results we in-
vestigate the performance of three off-the-self
classifiers available in Matlab 2014b.
We define the two pair-wise learning setups
compatible with those classifiers (Equation 3.50
and Equation 3.51) by concatenating the indi-
vidual feature vectors of a pair x1 and x2 into
a single feature vector xpair and creating bi-
nary match or no-match labels. The xpair de-
scriptors and corresponding labels {−1, 1} from
many pairs were then used for the learning.
In the first setup we simply stack the feature
vectors of the pair
xpair =
(
x1
x2
)
(3.50)
and in the second setup we instead stack the
sum and the difference of the feature vectors
xpair =
(
x1 + x2
x1 − x2
)
. (3.51)
We generated pairs from data by first bal-
ancing the training data to contain an equal
number of examples per subject and then gen-
erate an equal number (5000 for each class) of
matching and non-matching descriptor pairs by
uniformly sampling from the balanced training
data.
Random Forests
A Random Forest (Breiman, 2001) is an en-
semble of decision trees with a learning pro-
cess specially designed to ensure variance be-
tween the ensemble members. For each deci-
sion tree in the ensemble a subset of the train-
ing data is selected by random sampling with
replacement, this is often called bagging or
bootstrapaggregation. Furthermore, the learn-
ing algorithm also performs feature bagging, i.e.
at each candidate split in the learning process
a subset of the features is selected. This effi-
ciently reduce correlation between the ensemble
members.
We train Random Forests of regression trees
(Matlab’s BaggingTree) to give a confidence for
the face verification problem.
Boosted Regression Trees
Boosting is another powerful ensemble learning
algorithm. In general, boosting iteratively se-
lects the best weak classifier from a set of weak
candidate classifiers and then weights and adds
it to the ensemble. In each iteration the impor-
tance of miss-classified data points is increased.
In that sense the selected weak classifier, is the
weak classifier that best adjust for the errors
made by the ensemble so far.
The boosting algorithm we use to build an
ensemble of regression trees producing a con-
fidence score for the face verification problem
is Least Squares Boosting (LSBoost option in
Matlab’s fitensemble). As described in the doc-
umentation it fits a new learner to the differ-
ence between the observed response and the ag-
gregated prediction of all learners grown previ-
ously and the ensemble is trained to minimize
mean-squared error.
Support Vector Machines
Support Vector Machines (SVM) is a learning
algorithm that finds the hyper-plane best sep-
arating the classes in some kernel space. Ra-
dial Basis Function (RBF) is a powerful ker-
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nel, non-linearly mapping the data to its kernel
space. With the problem formulation described
above we had no success in getting the more
commonly used Linear kernel SVM to converge
even when changing the underlying optimiza-
tion methods from Sequential Minimal Opti-
mization to Quadratic Programming.
With the same setup as for the ensemble
methods described above, we trained a binary
SVM-RBF classifier (Matlab’s svmtrain with a
Gaussian RBF-kernel and RBF sigma parme-
ters set to 5 or 10) and used the signed distance
to the hyper-plane as confidence.
3.7 Best-Shot Selection
With a face tracker such as the one we describe
in Section 3.2.4 we obtain a sequence of face im-
ages for each subject. However, not all of the
images in the obtained sequences are of high
quality. There are three main problems: low-
resolution face images for long-distance face de-
tections, motion-blur and out-of-focus effects.
Some of these images are even hard for humans
to identify, see Figure 3.6a. In such cases there
are little hope the algorithm will produce more
then a sophisticated guess.
This motivates us to implement a form
of Best-Shot Selection. We implement Low-
Resolution Pruning where low-resolution im-
ages are filtered out and discarded.
To address the other two issues we imple-
mented a Low-Frequency Pruning scheme. The
high-frequency energy is computed for each of
the images in the sequence.
A first idea was to sum up the high-frequency
parts of the squared magnitude of the Fourier
transformed image and summing up the high
frequency content. But a more light-weight ap-
proach is to apply a Sobel filter to get a rough
estimate the high-frequency content by comput-
ing the Root Mean Square (RMS) norm of the
Sobel channel. Images with high-frequency con-
tent below the mean high-frequency content of
the sequence minus some multiple of the stan-
dard deviation of the high-frequency content of
the sequence can then be discarded.
3.8 Open-Set Face Identification
Combining the feature extraction, as in Sec-
tions 3.3.3 and 3.4.4, with a binary classifier,
(a) Example images from a captured face track
sequence. There are images that suffers from
low-resolution, motion-blur and out-of-focus ef-
fects. Some images are so low quality that the
glasses are not visible.
(b) Three captured images
(left column) and their So-
bel channels (right col-
umn). The top one is up-
sampled from lower resolu-
tion, the second out of fo-
cus and the bottom sharp.
For the sharp image there
is high-frequency content
showing as increased in-
tensity in the Sobel chan-
nel.
Figure 3.6: (a) The varying quality of the im-
ages of a face track sequence motivates best-
shot selection. (b) Sharp images are assumed
to, in general, have more intensity in the Sobel
channel.
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Figure 3.7: Pair-wise face verification.
see Section 3.6, we have a pair-wise face ver-
ification algorithm. A schematic is shown in
Figure 3.7.
Typically, the feature extraction is incar-
nated in a still-image face recognition pipeline
such as Figure 3.8. With the pair-wise face ver-
ification open-set face identification can be im-
plemented and here we present two ways to do
this based on pair-wise matching.
Figure 4.8 shows the first approach, where
the face descriptor of the face to be recognized is
matched in a pair-wise manner with all the face
images belonging to the database with known
identities. The face is recognized as the match-
identity from the verification yielding the high-
est similarity score if the confidence is above
a certain threshold otherwise it is decided that
the identity is unknown.
Instead of only considering a single match-
identity, the second approach Figure 3.9b con-
sider the k match-identities with highest confi-
dence and makes a majority vote. The scores
of the winning identity is averaged and then
thresholded to decide if the face belongs to the
matched identity or an unknown identity.
3.9 Video-Based Face Matching:
Closed Area Demo
Application
To test the face verification algorithm’s appli-
cability for the real-time video analysis applica-
tions described in Section 1.1.1 we have created
a demo system keeping track of persons enter-
ing and leaving a closed area. For the scope of
this thesis work we assume that the entry and
the exit is unidirectional and that a face track
can be created from only frontal-face face de-
tections of each person. A schematic overview
of the system setup is shown in Figure 3.10a.
Figure 3.11: A screenshot of the closed area
demo application. The bounding boxes (cyan)
overlaid the two video streams indicating the
currently open face tracks. The gallery (lower
part) shows the dynamic database of persons
currently inside the closed area.
System Description
The demo system is a multi-threaded pro-
gram implemented with pthreads on-top of the
OpenCV framework and, currently, runs in
real-time on a single desktop computer. It anal-
yses two video streams, one configured to be the
entry to the closed area and the other setup to
be the exit, and can stream video frames either
live from two cameras or from recorded video
files.
For each video frame requested by the ap-
plication and as illustrated in Figure 3.10b,
faces are detected with a previously trained
face detector. From the face detections, facial
landmarks are extracted and the face images
are aligned according to similarity transform as
presented in Section 3.1. Faces are then regis-
tered to a track managing module Section 3.2.4
which decides whether to open new tracks or
append the face images to existing ones.
A track is closed if it remains inactive for a
short time period. If the closed track is valid,
meaning it has more than a certain number of
registered face images, it is sent for feature ex-
traction. This notion of valid or invalid face
tracks is a way to temporally filter out sporadic
false positives from mistakes made by the face
detector.
For the demo application we use LBP-
histogram features extracted around facial
landmark points Section 3.3.3 that is reduced
in dimension using LDA Section 3.5.2. The
LBP-histogram features were selected because
of its fast feature extraction and processed with
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Figure 3.8: Still-image based face recognition feature extraction pipeline. A detected face is aligned
and preprocessed before the features are extracted to create a face descriptor.
(a) Open-set face identification implemented with pair-wise face verification. The face descriptor of the
face to be recognized (left column) is matched with the faces belonging to a database (right column). The
match-identity from the verification yielding the highest similarity score is returned if the confidence is
above some threshold otherwise the identity is unknown.
(b) Another way to implement open-set face identification with pair-wise face verification is to have a look
at the k best match-identities, perform a majority vote and threshold the average score of the winning
match-identity.
Figure 3.9: Two ways to implement open-set face identification with pair-wise face verification.
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(a) Overview of the closed area application demo system setup. Persons are
recorded while entering and leaving a closed area. Images from entry and exit
is used to maintain information of who is currently inside the closed area, this
is registered in the dynamic gallery.
(b) Schematic overview of the video-based face recognition pipeline used to implement the closed area
demo. For each requested video frame, faces are detected and registered to the track managing. Track
managing decides whether to open new tracks or append the face images to existing ones. A track is closed
if it remains inactive for a short time period. If the closed track is valid, e.g. has enough images, it is sent
to feature extraction. The track, now represented as a sequence of face descriptors, is compared to the
dynamic database of persons currently inside the closed area and decisions are made whether to add or
remove the track to the database or if nothing should be done.
Figure 3.10: Overview of the closed area demo application Figure 3.10a and the video-based face
recognition pipeline we use to implement it Figure 3.10b.
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LDA the relatively high-dimensional LBP fea-
tures could be compressed to a 200-dimensional
descriptors with reasonable accuracy.
The tracks are then represented as a sequence
of face descriptors and is compared, using the
Joint Bayesian pair-wise similarity described in
Section 3.6.2, to the dynamic database of per-
sons currently inside the closed area and deci-
sions are made whether to add or remove the
track to the database or if nothing should be
done.
Chained Open-Set Face Identification
Instances
The application can be viewed as two chained
open-set face identification instances. At the
entry, tracks are tested against the dynamic
database and if the person is not recognized the
person is added to the database. If the person
is recognized we are left with uncertainty, either
the algorithm has made a mistake, the person
has a doppelgänger or the person has entered
twice. This should probably trigger a log mes-
sage but in the demo application we assume the
person has already entered and we do nothing.
At the exit there is a similar procedure, tracks
are again tested against the database. If a per-
son is recognized we can conclude that the rec-
ognized person is leaving the closed area and
just remove them from the dynamic database.
If the person on the other hand is not recog-
nized we are left with a problem: algorithm mis-
take, doppelgänger or a person leaving twice.
From a design point of view we have until
now modeled the problem as two chained open-
set face identifications using the same threshold
for both instances to decide if the face image is
known or unknown. However, the closed area
application gives additional structure: a per-
son entering is probably not in the closed area
database and a person exiting is more likely to
be in the database. Individual thresholds can
be set, such that the algorithm is biased to add
persons to the database at the entry and bi-
ased to remove people from the database at the
exit. This makes the closed area problem a lit-
tle bit easier than applications such as Multi-
Camera Tracking or more general Person Re-
Identification where such structure is not avail-
able.
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Chapter 4
Experimental Evaluation
4.1 Face Verification
4.1.1 Comparison of Features
In the early high-level prototyping we did fea-
ture evaluations to decide what features to con-
tinue to investigate. Some of the most inter-
esting results are presented in Figure 4.1 in
the form of Receiver Operating Characteristics
(ROC) curves.
Training and evaluation is done on the rela-
tively small-sized Pubfig data-set, training on
Pubfig Eval and evaluating on Pubfig Dev.
All the results are produced using the Joint
Bayesian classifer.
These results are from early prototyping. Be-
cause of this the normalization scheme of (Az-
izpour et al., 2014) is not used, it was incorpo-
rated in the training algorithms at later time.
Also, the region extraction, the Uniform LBP
and HOG feature implementations are from the
early stage high-level implementation. Those
modules were later replaced by a low-level im-
plementation. Therefore, rerunning these eval-
uations would most likely increase performance
slightly for all feature types, so the reader is en-
couraged to consider the curves relative to each
other. Figure 4.2 the results of the AlexNet-
1024 features with a more recent implementa-
tion.
As can be seen in Figure 4.1 the AlexNet-
1024 features learned from similarity trans-
formed images (light blue) performs better than
AlexNet-features learned from un-aligned im-
ages (green). On the other side of the spec-
trum, the single scale Uniform LBP features
extracted from landmark regions without face
alignment (blue) performs worse than with sim-
ilarity transform alignment (orange). This im-
plicates that both convnet-features and local
features benefit from the face alignment.
In order to make the local features more com-
petitive with the convnet features it is neces-
sary to use multiple scales. Using two scales
we see that the HOG feature (yellow) performs
slightly worse than the Uniform LBP (purple).
We see that the Uniform LBP (purple) is the lo-
cal feature (included in our experiments) that
best competes with the convnet-features.
4.1.2 Comparison of Convnet
Architectures
With the same data arrangements as in Sec-
tion 4.1.1 we compare and evaluate the three
different feature types extracted from the fine-
tuned convnets, Section 3.4.4. We do this with
and without the similarity transform alignment.
The 6 different convnets that we compare were
fine-tuned to learn features from the relatively
modest Pubfig Eval data-set with its 140 sub-
jects. Then, with each of the convnets we ex-
tracted features from the Pubfig Eval data-set
and trained a Joint Bayesian classifier.
The results are presented in Figure 4.2. In
contrast to the experiments done in the pre-
vious Section 4.1.1 these experiments is per-
formed with an updated learning pipeline. We
have improved feature normalization (Azizpour
et al., 2014) and changing the PCA to use
LMSVD (Liu et al., 2013)) enabled us to use
more training data in the PCA. This explains
the improved results in absolute terms com-
pared to 4.1.
The Equal Error Rates (EER) in Table 4.2b
suggests that the AlexNet-1024 architecture
performs best, with its EER of 0.107. We also
see that alignment generally improves the re-
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Figure 4.1: Here, an early prototyping feature evaluation is shown. Training and evaluation is done
on the small-sized Pubfig data-set. The AlexNet-1024 features learned from similarity transformed
images (light blue) performs slightly better than AlexNet-features learned from un-aligned images
(green). On the other side of the spectrum we have the single scale Uniform LBP features extracted
from landmark regions without face alignment (blue), with similarity transform alignment (orange)
it performs slightly better. Results more competitive with the convnet features were obtained by
using multiple scales and alignment for the landmark-based features. Using two scales we see that
the HOG feature (yellow) performs slightly worse than the Uniform LBP (purple).
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sults. Since we do not perform any averaging
in these experiments (we perform averaging in
the more formal evaluation on the LFW data-
set in Section4.1.5) it is a possibility that the
1000 matching and the 1000 non-matching pairs
uniformly selected for that particular evalua-
tion instance is not very representative for the
entire data-set. For this reason it is important
not to draw too large conclusions from these
experiments, but they provide insights about
the general picture. Instead of averaging we
have lazily confirmed that re-running the ex-
periments gives similar results.
The performance drop when aggressively re-
ducing the feature dimension to 128 dimen-
sions, using the AlexNet-128 convnet, but we
note that the drop is not that large. Also, for
all of the convnet features we note that we can
get good performance with a compact descrip-
tor, only 60-dimensions after performing PCA.
Based on these results the AlexNet-1024 ar-
chitecture was selected for continued research
with more time-demanding training on large-
scale data-sets, Section 4.1.3.
4.1.3 Effects of Larger Training Set
In Figure 4.3 we show an illustrative exam-
ple on the effect of increased data. Four face
verification setups with AlexNet-1024 features
and Joint Bayesian classifiers have been trained
with increasing amount of data and then eval-
uated on 1000 matching and the 1000 non-
matching pairs uniformly selected from Pubfig
Dev. In these experiments we have incorpo-
rated a blacklist mechanism to prevent that any
identity in the evaluation set is present in the
training data.
The first two convnets were fine-tuned on 303
subjects from Facescrub data-set, not overlap-
ping any subject in either Pubfig Dev or LFW
and with more than 100 images per subject.
This is approximately double the number of
subjects compared with the training done in
previous Section 4.1.2, but note that the num-
ber of images per subject is increased from 40 to
100. This resulted in 32362 images. In the first
one the Joint Bayesian was only trained with
data from the Pubfig Eval set and gives EER
of 0.134. For the second setup we increased
the training data for the Joint Bayesian to the
32362 images from Facescrub, this lowered the
EER to 0.124.
For the third setup we synthetically increased
the amount of data to 325847 by first applying
data augmentation and then selected 366 sub-
jects with more than 400 synthetic examples
for training. Both the convnet and the classi-
fier used the increased amount of data. This
gave an EER of 0.111.
The last convnet was fine-tuned with 394317
images of 478 subjects with more than 200
synthetic examples selected from the pool of
augmented data from Facescrub and parts of
MSRA-CFW. While the training images for the
classifier remained 325847. The EER becomes
0.093.
Both the convnet feature extraction and the
Joint Bayesian classifier benefit from increased
amount of training data.
Assuming that the features compared in Sec-
tion 4.1.1 scales in a similar manner, the per-
formance for a certain amount of data with the
AlexNet-1024 features, shown in Figure 4.3, can
probably be used as an upper limit estimate of
the performance of those other features.
4.1.4 Classification Algorithms
Joint Bayesian Implementation
compared to Standard Classifier
Algorithms
To verify the quality of the face verification
based on our Joint Bayesian implementation
Section 3.6.2, we compare it to face verification
based on three off-the-self classifiers: Random
Forests, Boosted Regression Trees and Support
Vector Machine with Radial Basis Function ker-
nel, see Section 3.6.3.
The three off-the-self classifiers were trained
on pairs of face descriptors belonging to 5000
matching and 5000 non-matching identities and
were given labels in {−1, 1} accordingly.
To create the balanced training data-set
(5000 examples per class) pairs were generated
by uniformly sampling from a version of the
Pubfig Eval dataset balanced such that each
subject had 40 images. The total of 10000 train-
ing pairs was judged a reasonable upper limit
for the amount of training data considering the
computational resources available to us.
The evaluation data was generated by uni-
formly sampling 1000 matching pairs and 1000
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(a) Comparison of the features from finetuned convnets of the three different architecture and with or
without similarity transform alignment and all using the Joint Bayesian.
Architecture EER (Un-Aligned) EER (Aligned)
AlexNet 0.126 0.121
AlexNet-1024 0.112 0.107
AlexNet-128 0.126 0.117
(b) Equal Error Rates (EER) of the features from finetuned
convnets of the three different architecture and with or without
similarity transform alignment. The AlexNet-1024 evaluated on
aligned images gives the lowest EER, 0.107.
Figure 4.2: ROC curves Figure 4.2a and EER Table 4.2b for evaluation on Pubfig with features
from finetuned convnets of the three different architectures Section 3.4.4 and with or without
similarity transform alignment.
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Figure 4.3: The effects of increasing the amount of training data available to the fine-tuned convnet
features and the Joint Bayesian classifier.
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non-matching pairs from the Pubfig Dev data-
set balanced to have 40 images per subject.
All the experiments in Figure 4.4 were per-
formed with the same feature type, i.e. the
1024-dimensional feature of AlexNet-1024, Sec-
tion 3.4.4, trained on Pubfig Eval. For all the
ROC curves shown in Figure 4.4 the feature di-
mension are compressed to 60 dimensions using
PCA, except the one that says nopca for the
Random Forests.
For the Random Forests and the SVM-RBFs
the curves show evaluations for both the feature
setups: Equation 3.50 and Equation 3.51. For
the Boosted Regression Trees we only include
ROC-curves for the better performing stacked
addition and subtraction-feature. The legend
in the figure says stacked for the ROC curves
from experiments where the stacked -feature
were used, otherwise we used the stacked ad-
dition and subtraction-feature.
The results, in Figure 4.4, show that the
Joint Bayesian Classifier performs either in-
significantly worse than or better than all the
off-the-shelf classifiers, i.e. the true positive
rate is generally higher for the same false pos-
itive rate. However, boosting using 1000 re-
gression trees and Random Forests with 100 re-
gression trees using the stacked addition and
subtraction-feature gives performance compa-
rable with the Joint Bayesian Classifier, es-
pecially when considering performance at the
EER and for higher false positive rates. For
the more interesting parts of the ROC space,
i.e. where the false positive rate is low, the
true positive rate is consequently higher for the
Joint Bayesian. When it comes to SVM-RBF
it performs notably worse than the other learn-
ing methods. Possibly searching for the best
parameters with cross-validation or changing
learning to another SVM-framework could in-
crease the performance.
The off-the-shelf classifier ensembles with 100
and 1000 regression trees are starting to become
large and we think the Joint Bayesian stands
out as a good choice both when it comes to
accuracy and prediction time efficiency.
Large-scale data effects on Joint
Bayesian and l2-norm Nearest Neighbor
As we write in Section 3.6.1: The authors
of (Zhou et al., 2015) claim that their simple
norm-based verification scheme work as well as
or better than more sophisticated classification
schemes, such as the Joint Bayesian Classifier,
when the amount of training data is sufficiently
large.
Therefore, we evaluate two different magni-
tudes of training data, ROC curves for an l2-
norm nearest neighbor face verification and for
Joint Bayesian face verification. The smaller
training set in this example contained 303 iden-
tities. The larger training set contained 478
subjects and for the used data-set we also ap-
plied data augmentations.
From the curves in Figure 4.5 we conclude
that with the amount of training data we use
here the Joint Bayesian face verification still
shows a clear advantage. For the l2-norm
method there seems to exist a certain propor-
tions of hard test images, explaining why the
true positive rate for the l2-norm methods do
not get close to 1 until very high false positive
rates.
Possibly, we can observe a tendency that
the difference between the methods becomes
smaller for larger training sets. But that may
be a too strong conclusion based on only this
experiment.
4.1.5 LFW Evaluation
To formalize our face verification evaluation
and to enable comparison with previous work
we evaluate on the popular LFW benchmark
Section 2.4. The relevant protocol in our case
is Unrestricted, Labeled Outside Data since we
train on other data-sets and make use of the
labels. The 10-fold evaluation scheme requires
the training data to have completely disjoint
identities from the evaluation part of each fold.
To make sure this is the case, we blacklist all
subjects included in LFW and chose to only use
other data-sets (outside data) for the training.
Otherwise, the protocol specifies that 9 folds
are allowed for training in each fold of the 10
folds.
We evaluate three face verification algo-
rithms. The two first are multi-operator
Uniform LBP features with two scales and
AlexNet-1024 features, both trained on Face-
Scrub. The number of subjects in the train-
ing data were reduced to 303 since we blacklist
all identities present in LFW. The third algo-
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Figure 4.4: Comparisons of our Joint Bayesian implementation (blue) with face verification based
on the three standard classifiers Random Forests, Boosted Regression Trees and Support Vector
Machines. All training and evaluation was performed on the Pubfig data-set. The Random Forests
ensembles, each with 100 regression trees, are trained on the stacked addition and subtraction-
feature with or without PCA and on the stacked -feature with PCA. Results are also shown for
Boosted Regression Tree ensembles trained on the stacked addition and subtraction-feature with
PCA of dimension 60 and with increasing number of regression trees: 100, 500 and 1000. For the
SVM-RBF classifiers, we show evaluations for both the stacked addition and subtraction-feature
and the stacked -feature and different RBF sigmas, all with PCA dimension of 60.
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Figure 4.5: The Joint Bayesian compared to the simpler l2-norm distance face verification. Results
for both algorithms are shown for a small (303 subjects) and a larger data-set (478 subjects).
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rithm use AlexNet-1024 and a Joint Bayesian
learned form a much larger data-set with data
augmentations applied. It is the same convnet
as evaluated in 4.1.3 trained on 478 identities
from both FaceScrub and MSRA-CFW. For all
three algorithms we use PCA-dimension of 200.
Figure 4.6 shows the LFW evaluations, where
our algorithms are labeled as Grundstrom
CTAS, and enables comparison to the other
research efforts. The verification accuracy for
the two smaller setups are 86.4% for the LBP
feature and 85.3% for the convnet. However,
corresponding evaluations on Pubfig Dev per-
formed using the very same models show veri-
fication accuracies of 84.7% and 89.1% respec-
tively, where we see the AlexNet-1024 perform
better. Applying data augmentation to the
FaceScrub data setup, the verification accuracy
increase to 88.1% (not shown in figure).
With increased training data to 478 identi-
ties we score a verification accuracy of 91.37%
with a AlexNet-1024. The data augmentations
were not explored for the LBP-based algorithms
because of limitations in the computational re-
sources available.
4.1.6 Cross-Environment Scenarios
with Realistic Data
Since the classifier training and feature learn-
ing have been done exclusively using frontal-
face images originating from the web, it is in-
teresting to see how face verification accuracy is
effected when instead evaluating on data from
surveillance video. This means the evaluation
data is less consistent with the training data.
We arranged a couple of cross-environment
evaluations using the Chokepoint data-set, de-
scribed in Section 2.3. The way that we have
processed the Chokepoint data-set, it is impor-
tant to note that some face images are of signif-
icantly lower resolution compared to what have
been used for the algorithm training, as low as
40 × 40 pixels. It would be interesting to re-
run these tests with only higher resolution face
images, that better match the resolutions the
algorithms have been trained on.
The evaluation setup use sequences from the
entry and the exit of the first portal, so the con-
sidered time-span is short. We aim to test how
well subjects appearing at the entry are verified
against subjects appearing at the exit. There-
fore, we create a cross-environment scenario by
randomly generating pairs with the first image
taken from the entry sequence and the second
image from the exit.
We generated 1000 matching and 1000 non-
matching pairs, from which we let the face ver-
ification algorithms, the same two 303-subject
setups used in Section 4.1.5, produce confi-
dences and finally ROC curves.
In Figure 4.7 we show the resulting ROC
curves when considering three different angle
offsets between the entry and exit cameras. For
both algorithms we show results for centered 0◦
offset, 30◦ offset and a 45◦ offset.
Interestingly, the performance drop is larger
for the AlexNet-1024 features than for the
multi-operator LBP feature when changing to
the surveillance evaluation data-set and its low-
resolution face images.
For both methods, the 30◦ offset evaluations
show better results than the 0◦ offset evalua-
tions. The camera angle for the data set se-
quences does not exactly correspond to the face
pose of the captured subjects and all face im-
ages have been detected using a frontal-face de-
tector.
4.2 Open-Set Identification
The envisioned face recognition applications in
Section 1.1.1 use real world data in relatively
uncontrolled settings. The closed-area applica-
tion and the multi-camera face tracking appli-
cations require the algorithm to decide if a face
is known or unknown and in the former case
what identity the face belongs to. This boils
down to open-set face identification, where the
algorithm suggests an identity and gives a con-
fidence as for how likely the answer is true.
If the answer is accepted for any confidence,
then you basically discard the possibility of un-
known identities and you get closed-set identifi-
cation. More reasonable is to find some thresh-
old such that the false positive rate of the al-
gorithm is below some application specific limit
and then determine if the true positive rate is
high enough. With ROC curves we show the
true positive rates and false positive rates for
all valid thresholds on the confidence.
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(a) Selected ROC curves from the LFW Unrestricted, Labeled Outside Data protocol.
(b) Zoomed in ROC curves from the LFW Unrestricted, Labeled Outside Data protocol.
Figure 4.6: ROC curves from the LFW Unrestricted, Labeled Outside Data protocol. Our algo-
rithms are the ones prefixed with Grundstrom CTAS.
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Figure 4.7: Cross-environment matching between an entry and an exit scene for three different
camera angle offsets, centered 0◦ offset, 30◦ offset and a 45◦ offset.
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4.2.1 Alarm Curves (Watch-list ROC)
Inspired by NIST’s Face Recognition Vendor
Test (Grother and Ngan, 2013), we divide our
data in a mate and a non-mate set with disjoint
identities. The mate set contains the known
identities and we partition it to create a gallery
and a mate test set. Both of these partitions
contain examples from all the mate identities.
The gallery is the database of images for which
the algorithm knows the identity. The purpose
of the algorithm is to match test images from
the mate test set and from the non-mate set
with images in the database and return the sug-
gested match-identity and a confidence score.
With the non-mate set we can estimate how
likely the algorithm is to recognize a non-mate
as one of the identities in the gallery of G iden-
tities. In this way we can define the False Pos-
itive Identification Rate (FPIR), as the ratio of
false positives and the number of pursued non-
mate searches. We also define the True Positive
Identification Rate (TPIR), as the the number
of mate-searches where the correct identity is
found in the top R candidates and for which the
confidence is above the threshold T divided by
the total number of performed mate-searches.
Plotting the TPIR against FPIR we get an
Alarm Curve (or Watch-list ROC ). Interest-
ingly, the TPIR value for the highest FPIR
value shows the performance for closed-set iden-
tification.
For R ∈ {1, 5, 10} and G = 30 we get the
results presented in Figure 4.8.
4.2.2 Cumulative Match
Characteristics
For semi-automatic face recognition applica-
tions, that for instance present a list of the
R top matches to the user, it is interesting to
know the ratio of correct matches likely to be
included above a certain rank R. A way to visu-
alize this is to create a Cumulative Match Char-
acteristics (CMC) curve, that shows the rate
of searches correct containing a correct match
within the top R candidates. CMC curves com-
puted on the Pubfig Dev data-set is shown in
Figure 4.9. We can see that the convnet trained
on the larger data-set with data augmentation
(yellow) gives highest top-1 accuracy and finds
most faces in top-6. The top-1 accuracy is simi-
lar for the LBP-based algorithm (blue) and the
convnet (red) when trained on Facescrub with-
out data augmentation.
We randomly select the face image to match
with the remaining images, repeat this 1000
times and then averages.
4.2.3 Increasing Gallery Size
For completely automatic face recognition ap-
plications relying on open-set face identifica-
tion it is often the Top-1 accuracy (R = 1)
that counts, i.e. the accuracy of the best
match returned by the open-set identification
algorithms. In Section 4.2.1 we parameterized
open-set identification based on the rank R.
Here we investigate how the Top-1 performance
vary with increasing gallery size G. For each
gallery size G ∈ {5, 10, 20, 30, 40, 50} the gallery
subjects are randomly selected from the evalu-
ation set, Pubfig Dev, and the remaining sub-
jects are used as non-mates. For each gallery
size this is repeated 10 times and Figure 4.10
shows the averages. Otherwise, this evaluation
follows the same idea as described in Section
4.2.1.
The results, Alarm Curves for a sequence of
gallery sizes G, for two different algorithms is
presented in Figure 4.10 and we can see how the
problem get easier when the gallery size is low
and how the problem becomes harder for in-
creased number of gallery subjects. The figures
also suggest that transforming the application
setups to more controlled settings by giving ad-
ditional structure, such that they become more
similar to a closed-set identification problems,
could help simplify the problem and give in-
creased performance.
4.3 Timing Experiments
As a simple timing experiment we measure
the feature extraction time averaged over 1000
images from the Pubfig data-set for both a
landmark-based local feature and the AlexNet-
1024 feature.
The multi-operator LBP feature with 13216
dimensions extracts in 12.2 ms on average, in-
cluding face alignment 8.1 ms, pre-processing
0.2 ms and feature extraction 3.9 ms.
The AlexNet-1024 features extracts in
160.9 ms on average from aligned images us-
ing 4 CPU cores on a desktop computer. With
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(a) Top 1, 5 and 10 alarm curves for the AlexNet-1024 feature trained on the combined parts
of MSRA-CFW and Facescrub.
(b) Top 1,5 and 10 alarm curves for a multi-operator Uniform LBP feature.
Figure 4.8: Open-set identification evaluated with alarm curves for top 1, 5 and 10 and for deep
(a) and local (b) features. 48
Figure 4.9: Cumulative Match Characteristics curves of two convnet-based features trained on
different amount of data compared with multiple-operator Uniform LBP.
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(a) Alarm curves for increasing gallery size for the AlexNet-1024 feature trained on the combined
parts of MSRA-CFW and Facescrub.
(b) Alarm curves for increasing gallery size for a multi-operator Uniform LBP feature.
Figure 4.10: Open-set identification evaluated for increasing gallery size with alarm curves for deep
(a) and local (b) features. 50
an additional 8.1 ms for the alignment the total
extraction time resolves to 169 ms.
4.4 Closed-Area Application
4.4.1 Memory Requirements
The dimension of the parameters required by
the PCA and the Joint Bayesian models are
listed in Table 4.1. In our demo application
the matrices are all 32-bit floating point num-
bers. In this section we neglect the storage
costs of the landmark detector and focus on
the most demanding parts that differentiate the
presented algorithms.
The raw feature, xraw, as given by the feature
extractor has the dimension draw×1. We apply
a dimensionality reduction to dpca dimensions
to get the compressed feature xPCA.
The last column of the table shows a typical
scenario for a 2-scale local feature based on Uni-
form LBP draw = 2×7×4×4×59 = 13216 and
dpca = 200. We note that the projection matrix
is huge, 2643200-dimensions, and account for
most of the storage. This subspace projection
results in a time consuming matrix-vector mul-
tiplication, performed once per face descriptor.
The total number of parameters needed by this
example model is 2736616 floating point values,
summing up the last column in Table 4.1.
Table 4.1: Storage requirements for the PCA
and the Joint Bayesian Model. The last col-
umn gives the storage requirements in absolute
numbers for a 13216-dimensional local feature
example.
Parameter Dimension xraw : 13216× 1,
xPCA : 200× 1
Means, M draw × 1 13216
Projection, R dpca × draw 2643200
Stddevs., S dpca × 1 200
Model, A dpca × dpca 40000
Model, U dpca × dpca 40000
Then we of course need to maintain a
database of the p persons each represented with
i images, who are currently inside the closed
area, this requires dpca×pi floating points. The
current track with features for i images requires
additionally draw × i floating points.
To put this in perspective the AlexNet-based
feature extractors require at least the 60 mil-
lion parameters. That is substantial and far
from optimal considering embedded deploy-
ment. Considering the an AlexNet-1024 exam-
ple, the dimensions draw = 1024 and dpca = 200
gives a projection matrix of 204800 floats.
For convnet features the heavy lifting, i.e. a
lot of floating point multiplications, are per-
formed during the convnet’s forward-pass and
results in a compact feature. The local features
is cheap to extract but requires a huge subspace
projection with many floating point multiplica-
tions. For embedded environments these mul-
tiplications would ideally be implemented with
fix point computations, which is faster.
4.4.2 Time-Complexity of Face
Matching
Here we investigate the cost of matching a sin-
gle face image against a database of size N us-
ing the Joint Bayesian Section 3.6.2. Note, that
we do not include the complexity of the feature
extraction in these calculations.
For each image we perform the following pre-
computations using the same notation and di-
mensionality as in Table 4.1: a subspace projec-
tion xPCA = Rxraw, an image specific constant
c = xTPCAAxPCA and an intermediate feature
vector y = UxPCA. The cost of these compu-
tations are O(drawdPCA), O((dPCA + 1)dPCA)
and O(d2PCA) respectively.
The cost of pair-wisely matching the face im-
age with a single database image involves eval-
uating Equation 4.1 and is more or less a scalar
product of the two intermediate feature vectors,
O(dPCA).
In total, performing pre-computations and
matching with N images, we get a cost of
O(drawdPCA+(2dPCA+1)dPCA+NdPCA), (4.1)
where the first term is governed by the di-
mensionality reduction, the second by the pre-
computations and the last by the pair-wise
matching with N images.
The cost of the comparisons scale linearly
with the number of database images. As we
tried to design a system for relatively large
databases (up to 1000 subjects with m images
each), we expect this cost to be dominant and
prefer a low dimension dPCA.
For the relatively high-dimensional local fea-
tures Section 3.3.3, for example with draw =
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13216, we note that dimensionality reduction
term becomes dominant. For this reason we
see a large room for improved efficiency in this
area.
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Chapter 5
Discussion
5.1 Analysis
We have selected and implemented a classifier,
the Joint Bayesian, that shows good results for
face verification, Section 4.1.5, that compares
good with a set of standard classifiers, Section
4.1.4, and is relatively light weight. During our
development it has shown to produce a versatile
similarity measure that we used to implement
face verification, face search, open-set identifi-
cation and the closed area demo application.
As the results in Section 4.1.5 show we have
reached relevant results with our face verifica-
tion algorithms. The best results were achieved
with the combination of the AlexNet-1024 fea-
tures with the Joint Bayesian trained on 478
identities and using data augmentations, face
verification accuracy of 91.37% Figure 4.6. This
is currently slightly below the state-of-the-art
methods but interesting since we use a fairly
compact face descriptor of 200 dimensions and
a limited amount of training data.
Comparison with Other Research Efforts
Recently convnet-based methods such as
DeepID2+ (Sun et al., 2014c), DeepID3 (Sun
et al., 2015), Face++ (Zhou et al., 2015) and
Google’s FaceNet (Schroff et al., 2015) have just
about nocked the ceiling in the LFW face verifi-
cation benchmark. FaceNet published the cur-
rent record verification accuracy 99.63% only
three months ago and interestingly use a com-
pact 128-bit representation. All of these meth-
ods are trained on data-sets that are a mag-
nitude larger than the data-sets that we have
used. In (Sun et al., 2014c) the authors note
that their moderately sparse representation can
be binarized while retaining most of the accu-
racy, this also yields a very compact descriptor.
Nevertheless, many of the other top-performing
results use complex ensembles and high dimen-
sional descriptors that are not directly applica-
ble in more time critical practical applications,
such as real-time video analysis. Since our fo-
cus is applications in live network video we have
a slightly shifted goal, for this reason (and be-
cause of hardware limitations) we have mostly
considered descriptors of relatively low dimen-
sion.
Our face verification performance with both
the multi-scale Uniform LBP, with face veri-
fication accuracy of 86.4% on LFW, and the
AlexNet-1024 comes closer to methods such
as the combined Joint Bayesian (Chen et al.,
2012) and high dimensional LBP (Chen et al.,
2013) shown in Figure 4.6. This is not very sur-
prising since the same classifier ((Chen et al.,
2012)) is used and our local feature method is
highly inspired by the high dimensional LBP.
In contrast to our methods combined Joint
Bayesian and high dimensional LBP reports
performance with ensembles of several Joint
Bayesian classifiers trained on different features
and combined with a linear SVM.
It is also interesting to note that the high
dimensional LBP (Chen et al., 2013) use a
raw LBP feature of 100, 000 dimensions, this
makes the 13, 216 dimensional raw LBP fea-
ture of our implementation seem rather modest.
With such high dimensionality the training pro-
cedure gets cumbersome, memory bottlenecks
need to be replaced and eventually out-of-core
implementations will be needed. One bottle-
neck in our training framework is the SVD com-
putations on such high dimensions, even when
sub-sampling. Other research, such as (Chat-
field et al., 2014) comparing deep representa-
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tion with hand-crafted features for generic ob-
ject recognition, indicate that local feature rep-
resentation requires much higher dimensional-
ity than deep convnet representations and they
also show that local features are outperformed
by deep representations when it comes to accu-
racy on generic object recognition but that both
feature types benefit from data augmentations.
Dimensionality Reduction
Investigating linear dimensionality reductions
for the local features representations we found
that when using LDA instead of PCA, before
learning the Joint Bayesian, we could reduce
the number of dimensions more while retaining
the same verification accuracy. Possibly this is
because some of the most important dimensions
according to the PCA encodes non-discriminant
information. For this reason we chose to use
LDA for the LBP features. According to (Chen
et al., 2013), when increasing the target dimen-
sion in the LDA subspace projection the vari-
ance of the feature dimensions (eigenvalues of
Equation 3.25) can become very un-balanced,
the variance of new dimensions stagnates and
then performance is not increased when us-
ing more dimensions. It may appear counter-
intuitive to perform LDA before learning the
Joint Bayesian, because both do much of the
same thing, trying to separate classes assuming
underlying Gaussian class-distributions.
For the convnet-based representations we did
not observe the same effects and chose to use
only PCA for the dimensionality reductions.
Convolutional Neural Network
Architectures
From the comparisons of different convnet ar-
chitectures, Section 4.1.2, we conclude that the
AlexNet-1024 architecture performed slightly
better than the other and this is the reason
it was selected for training with the increased
amounts of data and evaluation on LFW. In-
stead of reducing the dimension of the last hid-
den layer, like (Chatfield et al., 2014), we in-
serted an additional hidden layer with dimen-
sion reduced to 1024. Possibly, this extra layer
allows for more non-linear transformation be-
fore the dimensionality reduction (similar to
deep auto-encoders).
So far, we have trained convnets with holis-
tic face images. Training instead with local
face image patches could give better robustness
to occlusions and drastic illumination changes.
Another way to improve the training, giving
more scale-invariance to the feature and pos-
sibly increase accuracy is to perform scale-
jittering in addition to the subcropping data
augmentation during training (Simonyan and
Zisserman, 2014b).
There already exist several newer convnet ar-
chitectures that are top-performers of the more
recent years’ Image-Net Large Scale Recogni-
tion Challenge (ILSRC) competitions. Over-
Feat (Sermanet et al., 2014) for example was
considered for use in this project, but its fea-
ture extraction was heavier than the CaffeNet’s.
The very deep nets (14 and 19 layers) of (Si-
monyan and Zisserman, 2014b) for ILSRC-14
and the 22-layer deep (Szegedy et al., 2014)
might be too large for us to even fine-tune with
the computational resources (RAM) given by a
desktop computer.
Open-Set Identification
The Alarm curves in Figure 4.8 of the open-
set identification evaluation shows the differ-
ence of open-set identification (FPIR < 1) and
closed-set identification (FPIR = 1), the prob-
lem gets significantly easier if the test image
can be safely assumed to be within the gallery
set. In a similar way Figure 4.10 shows how
the open-set identification gets harder when in-
creasing the gallery size, while it at gallery size
of 5 persons is fairly simple.
Real-Time Feasibility
There is no way to disregard the large num-
ber of parameters (60 million) of the convnets
that we fine-tuned initialized with the weights
of CaffeNet. The complexity of the models
becomes obvious when timing the feature ex-
tractions, Section 4.3. The feature extraction
for a single image takes about 169 ms using 4
CPU cores compared to 12.2 ms for a 13, 216
dimensional LBP feature using a single CPU
core. Here, we actually already tried to sim-
plify the convnet feature extraction by only us-
ing the layer activation from the forward-pass
of the centered subcrop. Instead of performing
10 forward-passes for different subcrops like in
the original AlexNet paper (Krizhevsky et al.,
2012), that used the center, the 4 corners and
all their 5 mirror images.
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Because we used pre-trained weights instead
of training the convnets from scratch, we need
to use layers that are compatible with the layers
of the pre-trained weights. This limits the con-
vnet architectures that we could explore. For
example, we could not change the architecture
to use gray-scale instead of the 3 RGB chan-
nels. For generic object detection, changing the
architecture from color to gray-scale resulted in
approximately 3% drop in accuracy (Chatfield
et al., 2014). So, it is definitely a measure to
consider for reducing the number of parame-
ters. Another thing that we could not change
is the input image resolution of 256×256, this is
a choice made considering generic objects, not
faces as we consider here. In face verification al-
gorithms, such as (Sun et al., 2014b), faces are
represented as multiple image patches of size
31× 31. Reducing the input dimension saves a
lot of parameters and increase processing speed.
Such drastic changes of the architecture proba-
bly requires training from scratch and we do not
have the time or the amounts of data needed to
do that.
With the large number of parameters (60 mil-
lion) and feature extraction times of 200 ms per
image we cannot expect to use the AlexNet-
1024 features for real-time video analysis in an
embedded environment without serious hard-
ware acceleration. But the results are inter-
esting from another point of view. The Caffe
framework is actually well renowned for being
fast, especially when accelerated by high-end
GPUs the feature extraction using the same
net can be expected to take 1-4 ms (numbers
taken from the web site of the Caffe frame-
work). Several other convnet frameworks are
also hardware accelerated and runs in real-time
on cloud services. With this knowledge, we
think that convnets and their impressive ac-
curacy is the competition that embedded ap-
proaches will face from centralized solutions
such as cloud services. Therefore, it is also a
relevant technology for us to investigate here
and because the convnets are well suited for
hardware acceleration we should probably ex-
pect to see them also in embedded systems in
the near future.
For us and at the current time, the local
features Uniform LBP and HOG provide fast
enough feature extraction to be deployed in
real-time on hardware with less resources. This
is the main reason why we selected the Uniform
LBP feature for the development of the demo
application Section 3.9. We create a prototype
implementation in a desktop computer environ-
ment and show that it can run live from two
video streams (we have simply not tried adding
more video streams).
Live-System Challenges
In Section 4.1.6 we saw that performance
dropped for the AlexNet-1024 features when
evaluating on low-resolution surveillance data,
data that is significantly different that the data
from which the features were learned. This indi-
cate the need for more data, data that is similar
to the application domain. The LBP-based fea-
tures handled the evaluation data-set transition
better. Perhaps the use of color information is
a dis-advantage for the AlexNet-1024 in case of
this evaluation set and compared to the LBP
method.
A major weakness in the face recognition for
the demo application turned out to be the in-
teraction between the face detection and the
landmark detection. The landmark detection
(Flandmark) turned out to be more sensitive to
initialization than we expected and the face de-
tector more inconsistent with its returned face
detection bounding boxes. This became even
more complicated by the change of view in the
training data compared to the video data from
the live streams, as the training data is (for
most part) sharp frontal face images of celebri-
ties gathered from the web and the video stream
data is captured from ceiling mounted cameras
with motion blur and possibly out of focus ef-
fects. The change in angle is a challenge for the
landmark detector and this currently degrade
accuracy. Possibly, training the landmark de-
tector with surveillance view data could help to
resolve the issue.
5.2 Future Work
Improving Accuracy
The most important area of improvement is the
data. Face verification algorithms like Face++
and DeepFace are trained on 4-5 million face
images from data-sets with both large width
(number of subject) and the depth (number
of images per subjects). Actually, the authors
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of Face++ (Zhou et al., 2015) observed that
adding training data with too low width can
actually degrade performance.
The data that is encountered in the demo
application is very different from the current
training data. Ideally, a large data-set of
surveillance view face images would be used for
training. Currently, no such data set is publicly
available to the research community.
By using face alignment methods based on
3D methods, like (Hassner et al., 2014) or Deep-
Face (Taigman et al., 2014) described in Sec-
tion 3.1.1, we think it is possible to gain signif-
icant accuracy. These methods are sometimes
called frontalization as they effectively produce
frontal-face images from un-aligned faces and
greatly simplifies the unconstrained face recog-
nition problem. Another interesting idea is to
use 3D-keypoints as in the recent paper (Li et
al., 2015) in which a near real-time registration-
free matching algorithm for 3D-keypoint de-
scriptors is presented.
Currently, the only way we use temporal
information in our track-based face verifica-
tion is when we use optical flow to create
the face tracks. Certainly, we can exploit the
temporal information available in the video
stream further. Interesting work is done on
action recognition (Simonyan and Zisserman,
2014a). Possibly temporal modeling with Hid-
den Markov Models or dynamic face represen-
tations are ways forward. There also exist
completely video-based face recognition meth-
ods like Affine Hull based Image Set Dis-
tance (AHISD) (Cevikalp and Triggs, 2010) or
manifold modeling based on the Mutual Sub-
space Method (MSM) (Yam, 1998) but accord-
ing to (Wolf et al., 2011), introducing the
YouTube Faces DB benchmark with video-to-
video matching and comparing wide range of
methods (including Constrained Mutual Sub-
space Method) using LBP features, other meth-
ods are more successful.
The convnets we fine-tuned for face represen-
tations were only supervised by identification
labels. The (Sun et al., 2014a) and its succes-
sors supervise their convnet-based feature ex-
tractors with both identification and verifica-
tion signals by training on image pairs. A fur-
ther improvement (Sun et al., 2014c) added su-
pervision also for the early layers, including the
convolutional layers, instead of just supervising
from the output layer as we have done.
To counter problems with long distance shots
that give low-resolution images and is quite
common in surveillance video, it could be rea-
sonable to train face verification models for
multiple image resolutions and dynamically se-
lect which model to use at test-time.
The development of 3D face features using
stereo-imaging, depth maps and sensor data are
also directions where we expect progress. Face
recognition is a strong biometric and can be a
key component in the more general person re-
identification problem. Even so, such a hard
problem could benefit from multi-modal train-
ing data.
In the demo application we could gain some
accuracy from improved consistency of the face
detection regions because this improves the
quality of the facial landmark detection and as
a consequence also face alignment and feature
extraction.
Increasing Efficiency
For convnet approaches, when considering effi-
ciency in computational terms, a possible way
forward is to use model compression (Bucila et
al., 2006) (Ba and Caurana, 2013) (Hinton et
al., 2015), i.e. learning a reduced model from a
complex model. This allows for convnets light-
weight enough to be deployed to be learned
form more complex models, for example by do-
ing regression on the SoftMax outputs. As men-
tioned earlier in the discussion we can improve
efficiency by using gray-scale input and reduce
the input dimensions. A lot of research is done
on improving efficiency of convolutions, for ex-
ample computing the convolutions in frequency
domain accelerated by hardware (Mathieu et
al., 2013).
In some cases benefits can be given by enforc-
ing sparsity, for example the large PCA sub-
space projection matrix can be approximated
with a sparse matrix like the authors of (Chen
et al., 2013) do with their Rotated Sparse re-
gression. The LBP histograms, if using rel-
atively small regions for the histograms, are
sparse. This should at the very least be ex-
ploited in computations, for example by skip-
ping whole columns in the LDA-PCA subspace
vector-matrix multiplication. Recent publica-
56
tions (Sun et al., 2014c) show that their rel-
atively sparse convnet feature representation
can be binarized without losing much accu-
racy. This enables extremely compact descrip-
tors and could improve matching efficiency as
well. A similar way to create compact binary
descriptors is to use image retrieval methods
such as Semantic Hashing, that learn sparse
auto-encoders to create binary codes from fea-
ture vectors. Such compact binary descriptors
are tractable to use as meta-information and
send over the network.
Other kinds of features selections, such as
AdaBoosting with multi-task learning (Wang
et al., 2009), can be used to reduce the size of
the raw local features by knowing beforehand
what features are likely to be useful. However,
no such works are presented among the state-
of-the-art methods evaluated on LFW so it is
unclear how they compare.
For the face tracking a first improvement
would be to use a motion model. Then the
initial search positions for the interest points
can be estimated and potentially the search
becomes faster. In some cases a pure tracker
solution, not solely relying on face detections,
could capture a wider range of face poses and
give longer and better tracks. Then alternating
detection and tracking to save computational
resources. An obvious optimization is to only
compute the optical flow for a region of interest.
5.3 Conclusion
In this work we have set out to find a feature
extraction and classifier combination leading to
a face verification algorithm suitable for real-
time video applications. The experimental eval-
uations of feature types and classifiers, Section
4.1.1 and 4.1.4, left us with two main alterna-
tives for face verification: the landmark-based
multi-operator LBP features and the deep rep-
resentations extracted from an AlexNet-1024
convnet.
For those two algorithms we have consid-
ered the computational characteristics in terms
of feature extraction times, Section 4.3, and
the memory footprint in terms of the number
of parameters, Section 4.4.1. It is clear that
the local feature algorithm is more light-weight
than an AlexNet-1024 algorithm with the pre-
sented setups, both in terms of feature extrac-
tion time and memory footprint. However, the
obvious way to improve the accuracy for the lo-
cal features requires increased dimensionality,
either by increasing the number of landmark
regions, scales or feature types. In Section 5.1
we discussed the high-dimensions necessary to
achieve near state-of-the-art performance with
local features. Using a more modest feature di-
mension, like the 13, 216 that we have used, is
a compromise solution. On the other hand, it
is most likely that a convnet architecture with
fewer parameters than the AlexNet, which was
designed for generic object recognition, can pro-
duce good results for faces. Model compression,
as suggested in Section 5.2, can be a way to
achieve this. Currently, convnet methods run
in real-time on GPU accelerated workstations
or cloud services but we think it is only a mat-
ter of time before we see improved methods and
sufficient hardware acceleration for deployment
also in embedded environments and distributed
systems.
Comparisons of a set of classifiers, 4.1.4,
makes us confident that the Joint Bayesian clas-
sifier is a good choice even outside the LFW
top-score list. With a compact feature descrip-
tor we were able to use it live in the demo appli-
cation and we expect matching to scale reason-
ably for increased database sizes, Section 4.4.2.
Evaluation on the LFW benchmark shows
that the deep representations combined with
the Joint Bayesian classifier and trained on a
larger data-set (478 subjects) give high verifica-
tion accuracy, 91.37%, see Section 4.1.5. With
a data-set about half the size (303 subjects) we
still achieve relevant results on LFW, 86.4%
verification accuracy for the multi-operator
LBP and 85.3% for the AlexNet-1024 feature.
The experiments show that substantial gains
in performance can be made by increasing the
amount of training data.
We implemented open-set identification with
pair-wise face verification. The alarm curves
in Section 4.2.1 makes it clear that we face a
much harder problem than closed-set face iden-
tification. We also observed how the open-set
identification becomes harder when the size of
the database increase, see Section 4.2.3. In the
same way the closed area application problem
becomes harder when the size of the dynamic
database increase.
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Altogether, we view the multiple-operator
Uniform LBP extracted around landmark
points as the best suited candidate for de-
velopment in an embedded environment, at
least in the immediate future. For this reason
we implemented the prototype with the multi-
operator Uniform LBP. We also identified the
subspace projection as the most critical part
of the method because of the large matrix di-
mensions when the raw feature vectors are high
dimensional, see Section 4.4.1. The dimension-
ality reduction is a vector-matrix multiplication
and results in many expensive floating point
multiplications, but it lend it self well to hard-
ware accelerations and if using Uniform LBP
histograms with small regions the high dimen-
sional feature is sparse.
By developing a prototype system for the
closed area application we show that the classi-
fier and the rest of the video-based face recogni-
tion pipeline can handle (at least two) live video
streams, when the prototype runs on a desktop
computer, and maintain a dynamic gallery of
the persons that are currently inside a closed
area.
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