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Abstract- Genetic algorithms (GAs) and evolution
strategies (ESs) are two widely used evolutionary algo-
rithms. The main differences between GAs and ESs lie
in their representations and variation operators, which
result in very different search dynamics. In this paper,
we compare the search dynamics of GAs and ESs the-
oretically using a theoretical framework for analyzing
the search dynamics of evolution strategies proposed in
this paper and a framework for genetic algorithms we
suggested in [Oka05]. Based on the theoretical analysis,
interesting aspects of the search dynamics of GAs and
ESs for single objective optimization are revealed. As an
extension, preliminary results on the search dynamics of
GAs for multi-objective optimization are also presented.
1 Introduction
Both genetic algorithms (GAs) and evolution strategies
(ESs) have shown to be effective in solving parameter op-
timization problems1. The main differences between GAs
and ESs lie in the representation and the variation operators.
Canonical GAs use bit-strings to represent parameters to be
optimized, whereas ESs adopt real-valued coding2. Due to
their different representations and different variation oper-
ators, the way of generating offspring, in other words, the
search dynamics of GAs and ESs, is also very different.
While crossover is considered as the major genetic opera-
tor in GAs, mutation plays the major role in ESs.
Little work has been done on a theoretical comparison
of GAs and ESs. This paper aims to understand the differ-
ences in search dynamics of GAs and ESs theoretically. It is
hoped from these understandings that we are able to know
better whether GAs or ESs are more likely to show good
performance for a given problem. To simplify the analysis,
we focus on the major genetic operator, i.e. the crossover in
GAs and the mutation in ESs, without selection.
This paper is structured as follows. Section 2 intro-
duces the related work on theoretical analysis of GAs and
ESs. Section 3 revisits the theoretical framework for ana-
lyzing the search dynamics of genetic algorithms we pro-
1Evolutionary programming (EP) [Fog99] is also one of powerful meth-
ods in evolutionary computation. However, EP is beyond the scope of this
paper.
2There are also variants of GAs that use a real-valued representation.
These GAs are known as Real-coded GAs, which are essentially equivalent
to ESs.
posed in [Oka05]. Section 4 presents a theoretical frame-
work for analyzing the dynamics of evolution strategies.
The search dynamics of GAs and ESs are compared in Sec-
tion 5. Although this paper mainly addresses the search dy-
namics of evolutionary algorithms for single objective op-
timization, preliminary results on the search dynamics of
GAs for multi-objective optimization are also presented in
Section 6. Finally, a summary of this paper is given in Sec-
tion 7.
2 Related Work
A wide range of research for the dynamics analysis of evolu-
tionary algorithms has been reported, which can roughly be
divided into cumulant-based and model-based approaches.
The cumulant-based approach describes population dis-
tribution using cumulants, e.g. average, deviation, skew-
ness, kurtosis etc., and analyzes the dynamics of the popula-
tion distribution by observing the change of the cumulants.
The advantage of this approach is that it becomes rather easy
to observe the population dynamics, although much infor-
mation will be lost by representing the population with the
cumulants. The cumulant-based approach is well suited for
the dynamics analysis of evolutionary algorithms in single
objective optimization. However, it is insufficient for de-
scribing the dynamics of evolutionary algorithms in multi-
objective optimization due to the fact that population dis-
tributions in multi-objective optimization can no longer be
simplified to a normal distribution, refer to [Oka02, Oka04]
for some examples.
Dynamics analysis of GAs focus on the roles of ge-
netic operators, e.g., two-point crossover [Pru01], recom-
bination [Pru01b], and selection schemes, such as roulette
wheel and stochastic universal sampling [Rog97], genera-
tional and steady state selections [Rog99], and the stabiliz-
ing selection [Rat95].
Beyer and his colleagues have conducted systematic in-
vestigations on the dynamics of ESs [Bey01, Arn02]. On a
sphere function where the objective is to minimize the dis-
tance between the current point to the optimal point, the
mean of the population distribution is investigated. Based
on the mean value, the progress rate and the progress
gain are discussed for
 
and
 
	
evolution strate-
gies [Bey93, Bey94, Bey95, Bey96]. The dynamics of
ESs in noisy environments has been considered in [Bey00,
Arn02, Bey03, Bey04]. Nu¨rnberg and Beyer [Nur97] have
also modeled the dynamics of ESs for the optimization of
traveling salesman problems and analyzed the dynamics of
the tour length.
The model-based approach analyzes the dynamics of
evolutionary algorithms by building a model. As far as we
know, the model-based approach has mainly been used in
analyzing the dynamics of GAs and no work on model-
based approach to the dynamics of ESs has been reported.
One of the first models for GAs was introduced
in [Gol89], where a model for canonical GAs with two-bit
strings was built. Vose [Vos99] extended Goldberg’s model
to an arbitrary number of strings. To store the information
on the population distribution, a probability vector is intro-
duced whose element indicates the probability of a certain
chromosome. In both models, the influence of genetic op-
erators is investigated by observing the change of the prob-
ability. To address the finite population effect in the proba-
bility based models, Markov chain has also been employed
to analyze population dynamics. All possible states of the
population are stored in a state vector, which is changed by a
transition matrix that reflects the role of crossover, mutation
and selection. Modeling GAs with Markov chain is also
studied in [Suz98] and convergence analysis of canonical
GAs with Markov chain is investigated in [Fog92, Rud94].
A detailed review of existing theoretical work on ana-
lyzing dynamics of evolutionary algorithms is beyond the
scope of this paper. Interested readers are referred to
[Vos99, Bey01, Arn02, Ree03].
Despite the large amount of work on theoretical work on
dynamics analysis of GAs and ESs, theoretical comparisons
of the search dynamics of GAs and ESs have not been con-
ducted, to the best of our knowledge. This paper suggests a
framework for analyzing search dynamics of ESs and com-
pares the dynamics of ESs with that of GAs using the the-
oretical framework for GAs [Oka05]. In addition, prelimi-
nary results on dynamics analysis of GAs in multi-objective
optimization are also presented.
3 Dynamics of Genetic Algorithms
In this section, we briefly review the theoretical framework
for analyzing dynamics of GAs suggested in [Oka05].
Let us denote the ratio between the number of individu-
als with the chromosome   against the total number of in-
dividuals in a population as 
 
 

, where   is the index of
chromosome  that can be defined by  	

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
 
means the

-th component of the chro-
mosome  . 
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
is termed as the probability of chromo-
some   . Consequently, we have 
 
 

ﬀ .
In the theoretical framework introduced in [Oka05], we
calculate the probability of a certain chromosome at gen-
eration
 ﬂﬁ 	


according to the probability distribution at
generation
 ﬂﬁ 
. Consider the probability of chromosome
ﬃ "!#!%$&$$'!#!)(*$$&$+(-, , of which the last

alleles are the
dont’t care symbol, ( . The symbol ! denotes alleles that
should keep constant. To avoid confusion, we denote  as
 /.
	 , which can be defined by  -.	   
	
0
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,
where, the superscript of 4 and the subscript of

mean that
the

loci counted backwards are the don’t care symbol. The
probability of   .	 65 , denoted by  .	
 
5

, can be calculated
recursively from the probabilities of   .	

 as follows:
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, here the su-
perscript of _ and the subscript of

mean that the first  loci
are the don’t care symbol. The probability of   [	 \5 can be
calculated based on the probability of   [	
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 as follows:
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With Equations (1) and (2), the generative probability
of  , i.e., the probability of  after crossover (denoted by
g
 

 ) can be calculated as follows:
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Here, kx is crossover rate. The first term of Equation (3)
is the probability where exactly the same chromosome,  ,
is selected and no crossover occurs. The second term de-
scribes the probability where two proper chromosomes are
chosen as parents and crossover occurs at the proper posi-
tion. With Equation (3), the probability of all chromosome
after crossover,
g
 


, can be calculated by using the proba-
bility of the chromosome before crossover.
4 Dynamics of Evolution Strategies
4.1 Definitions
Before discussing the dynamics of ESs, a number of defini-
tions need to be introduced.
First, the probability density function (PDF) of an one-
dimensional normal distribution, denoted by y
 ﬂz
, can be
expressed as follows:
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where,

and  are the mean and the standard deviation.
When

 and  , this distribution is termed Standard
Normal Distribution. We denote the PDF of the standard
normal distribution by yF
 Cz
.
Now, we can define the cumulative density function
(CDF) by:
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The CDF  
 Cz
describes the probability of a variable
smaller than
z
. The integration of the PDF in the whole
range, i.e., 

 , should be  . Thus, the following equa-
tion holds:
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We also define the Gaussian Integral  3
 ﬂz
as:
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For analyzing the dynamics of ESs, the following Error
Function erf
 ﬂz
is also used:
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The integration of the error function can be expressed as:
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Note that the Gaussian Integral and the Error Function are
closely related and the following relationship should be sat-
isfied:
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The CDF can now be calculated from  3
 Cz
or erf
 ﬂz
as
follows:
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4.2 Analysis of ES Search Dynamics
In ESs, the mutation is carried out by adding a normally
distributed random number to an objective parameter. We
assume that all individuals have the same global step size 
for simplicity.
We first assume that the number of individuals in the par-
ent population is  , and the location of the individuals is
denoted by
z
	

 



$&$$

 . The probability of
z
	 is
denoted as 
 ﬂz
	

. An illustration of the situation where 
individuals exist in one dimensional search space is plotted
in Figure 1.
Since the offspring distribution generated by the parents is
also Gaussian, the PDF of offspring, 
 ﬂz 
, can be calcu-
lated by summing up all Gaussian distributions over the 
parents:
P(x
  )1
P(x
  )2
P(x
  )4
P(x
  )5
P(x
  )3
xx5x4x3x2x1
PD
F Gaussian
Figure 1: An illustrative ES population where the popula-
tion size is 5. The probability of each individual is 
 ﬂz
	

.
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Figure 2: The PDF, y
 Cz
of parent when the population size
is infinite.
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Although the parent individuals are located discretely, the
locations of the the offspring are continuous because the
Gaussian distribution is continuous. Now, we assume that
the number of parent individuals is infinite, and conse-
quently, the locations of the parent become also continuous,
see Figure 2. Thus, the Equation (12) can be modified as
follows:
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where, y
 #" 
is the PDF of the parent population.
As a simple example, we can calculate the PDF of off-
spring 
 ﬂz
assuming that the parents are uniformly dis-
tributed within 
z%$ z%&
 . In this case, the PDF of parents,
y
 ﬂz
, can be defined by:
{
;|}>~@ A
;|('
o
|

>
MFN
if |*),+ |


|('.-
n
otherwise S (14)
Then, the PDF of the offspring distribution after mutation
can be calculated by:
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If we replace
 2"

z43
 by 5 
 #"

z63
 and since 7
"83
7(5 
 , we can transform the above equation into the following
form:
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With the help of Gaussian integral  3
 ﬂz 
or the error func-
tion erf
 ﬂz
, the above equation can be further simplified:
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Figure 3 shows examples of the PDF of offspring dis-
tribution, 
 Cz
, given different values of  . Obviously, the
search dynamics of the mutation, in other words, the dis-
tribution change caused by the Gaussian mutation, is quite
different to that of crossover. One main difference is that
the probability for offspring that are located outside 
z $ z &

is non-zero and its maximum value is
 ﬂz $ 	z & 43

.
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Figure 3: Examples of PDFs of offspring distribution. In
these examples, 
z%$ z &
 =  }$ 

/$ ! . Offspring distributions
when ﬀ/$ 

<$ 

<$

 are shown.
5 Comparison of Dynamics
5.1 Dynamics of GAs
In this section, we study the crossover dynamics of binary-
coded GAs and Gray-coded GAs. We compare the Linkage
Equilibrium [Oka05], i.e., the converged probability distri-
bution when the number of generation approaches to infi-
nite. Three initial parent distributions are used, which are
illustrated in Figures 4. In these case studies, we use   bits
for both binary and Gray coding.
Figures 5(a), (c) and (e) show the crossover dynamics
of binary-coded GAs, while Figures 5(b),(d) and (f) the
dynamics of Gray-coded GAs using our theoretical frame-
work. In all the figures, the dotted lines denote the par-
ent probability distribution and the solid lines the offspring
probability distribution.
To verify the theoretical results, a GA of population size
D/ and chromosome length   is run for  /? times. The
average converged probability distributions are plotted in
Figure 6. It is noticed that the empirical results agree with
the theoretical results very well.
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Figure 4: Examples of parent distributions used in compar-
ing dynamics of binary-coded GAs and Gray-coded GAs.
Case 1: Probability increases linearly. Case 2: Probabil-
ity increases linearly until
z
 }$  and decreases linearly.
Case 3: Probability increases linearly until
z
 
3
and
decreases linearly.
From these figures, it can be seen that binary-coded GAs
with one-point crossover has a higher search probability in
the areas near the two boundaries. This may imply that bi-
nary GAs are more suited for problems whose optimal solu-
tions are located near the boundaries of the search space,
see Figures 5 (a) and (b). On the contrary, Gray-coded
GAs search more often in the middle of the coded parameter
space, compare Figures 5 (c) with (d) or (e) with (f).
5.2 Dynamics of ES
We now investigate the dynamics of ESs resulting from the
Gaussian mutation using Equation (13). We again use three
initial PDFs, y
 Cz
, as the parent distribution. Unlike in Sec-
tion 5.1, probability density functions are used instead of
the probability of all possible chromosomes due to the con-
tinuity of the search space in ESs. In all three cases, the
initial probability density outside [0,1] is  .
Case 1 : In this case, the upper bound of the initial search
space has the highest probability and the lower bound has
the lowest probability density, which can be described as
follows:
{
;|c>~@B| ;
n
|

HJ>
S
(19)
Case 2 : The probability density on both upper and lower
bounds is  , and the highest probability density is in the
center of the initial search space.
{
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(20)
Case 3 : Similar to Case 2, both upper and lower bounds
have the lowest probability density, however, the highest
density is located at
z


 .
{
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n
|
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N
ﬀ
>
ﬁ
o
ﬁ
| ;
N
ﬀ

|

H>
(21)
Given the above three initial PDFs, we can calculate the
PDFs of offspring with Equation (13):
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Figure 5: Theoretical results on the converged probability
distribution of GAs with a chromosome length of 15. (a)
and (b) for Case 1, (c) and (d) for Case 2, and (e) and (f) for
Case 3.
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Case 3 :
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Figure 6: Empirical results of the converged probability dis-
tribution with a chromosome length of 15. (a) and (b) for
Case 1, (c) and (d) for Case 2 and (e) and (f) for Case 3.
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The PDFs of the population for  different  s are plotted
in Figure 7. We can see that the probability density is very
similar to the initial one given a small step-size  . We also
notice from Figures 7 (a) and (b) that the highest probability
density is shifted from the boundary ( z   ) towards the
center of the search space even if the step-size is small. The
same trend can be also seen in Figures 7 (e) and (f) but in
Figures 7 (c) and (d). Thus, it is not the most efficient for
ESs when the optimum is located near the boundaries of the
search space.
Unlike GAs, the probability density outside the initial
range is larger than  , particularly when the step-size is
large. This means that ES will search outside the initial
range, while GAs can never search outside the coded search
space. This topic will be discussed further in the next sec-
tion.
We also verified the theoretical results empirically. The
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Figure 7: Probability density of ES using mutation. The
initial parental distribution is denoted with thinner lines.
empirical results are completely the same as the theoretical
results. Therefore, the empirical results are not plotted in
the figures.
5.3 Comparing GAs and ESs
One main difference in search dynamics between GAs and
ESs is that ESs have a non-zero search probability outside
the initial range, while the search space of GAs is implicitly,
but strictly bounded by the initial coding range.
Assuming that the parents are uniformly distributed
within 
z $ z &
 , we can calculate the probability with which
an offspring will be located outside 
z $ z%&
 using Equation
(13). We denote this probability as    Cz z 3  z $ z &   :
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The following equation can be derived regarding the
probability  
 ﬂz 
:
 
 Cz z z%$ 

 
 ﬂz z &Lz
$ (26)
A proof of the equation is given in Appendix A. Using
Equation (26), we can obtain the probability at which off-
spring is outside 
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We now present some examples of the probability at
which the ESs search the space outside the initial range

z $ z &
 given different step-sizes. The results are shown
in Table 1. By defining a new variable 
3  ﬂz &

z $ 
, we
can plot the relationship between the probability
 
 
$

and

3  Cz &

z $ 
, see Figure 8. From the figure, we can see that
the search of ESs will be local if the step-size  is small.
When the step-size increases, a more global search will be
performed in that the probability at which ESs search out-
side the initial range becomes larger.
Table 1: Examples of the probability out of 
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0.01 0.007979 0.02 0.007979
0.10 0.079789 0.20 0.079789
0.25 0.199468 0.50 0.199468
0.50 0.390452 1.00 0.390452
0.75 0.534821 1.50 0.534821
1.00 0.631254 2.00 0.631254
1.50 0.743468 3.00 0.743468
2.00 0.804583 4.00 0.804583
4.00 0.900781 8.00 0.900781
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Figure 8: The probability at which ESs search the region
outside 
z%$ z%&
 vs. 
3  ﬂz%&

z $ 
.
Comparing the search dynamics of GAs and ESs, we can
draw the following conclusions:
 GAs are not able to search the space outside the initial
coding range3, thus GAs will completely fail if the
3Even if the mutation is used, GAs cannot search the space outside the
initial coding range.
optimum is not located in the coded range.
 ESs can search region outside the initial range with
a probability depending on the step-size. The advan-
tage is that ESs are still able to find an optimal so-
lution if the optimum is not in the initial area. The
disadvantage is, however, when the optimum is in the
initial range and if a large step-size is used, a part of
the search efforts will be “wasted”.
6 Preliminary Results on Multi-Objective Op-
timization
Our discussions so far are limited to single objective opti-
mization. However, Equation (3) for GAs and Equation (13)
for ESs are still valid for multi-objective optimization.
As an illustrative example, Equation (3) is applied to a
widely used multi-objective test function, SCH1 (     )
[Coe01, Deb01], to examine the probability transition with-
out selection. The SCH1 test function can be described as
follows:
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We assume that the initial parent population is distributed
uniformly on the Pareto front,
z


z
$
z

z
$

 


 .
For this analysis, we use 8 bits for 2 design parameters,
each having 4 bits. The probability transition of all possible
chromosomes (        ) is shown in Figure 9 (a). We
observed that  various transition curves exist, which are la-
beled as A, B, C and D. Out of the  	 chromosomes, the
transition probability of 4 chromosomes can be described
by curve A, 
 by curve B, another 4 by curve C, and the
rest 240 chromosomes by curve D. The corresponding loca-
tions of the different types of chromosomes i n the parame-
ter space after convergence are shown in Figure 9 (b), where
both the results on binary coding and Gray coding are pre-
sented. In Figure 9 (b), the filled circles denoted by A are
the initial parent individuals. After convergence, individu-
als (chromosomes) located on positions  ,  , and  have
the same probability, and the probability at which individ-
uals are located at position  remains  . In other words,
the final population are distributed uniformly in  


 , even
though the initial population are distributed uniformly on
the Pareto front. This observation is true for GAs with ei-
ther binary coding or the Gray coding. Furthermore, the dy-
namics of the binary coding and the Gray coding are rather
similar on this case.
An important remark that can be made from the above
simple example is that in multi-objective optimization, the
population cannot be regarded as converged even if all indi-
viduals are located on the Pareto front. The reason is that
in multi-objective optimization, offspring generated from
two Pareto-optimal solutions by crossover can be located
far from the Pareto front.
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Figure 9: GA dynamics on SCH1. (a) Transition of the
probabilities.  	 chromosomes show 4 different transition
characteristics, A, B, C, and D. (b) The corresponding loca-
tions of 4 types of solutions on the
z


z
$ space. The left
figure shows the solutions of the binary-coded GA and the
right the Gray-coded GAs.
7 Summary
This paper suggests a theoretical framework for dynamics
analysis of ESs using probability density. Based on this the-
ory and the theory for analyzing GA dynamics suggested
in [Oka05], we compared the search dynamics of binary-
coded GAs, Gray-coded GAs and ESs theoretically. The
theoretical results are also verified by empirical studies. We
reveal very distinct search dynamics of binary-coded GAs,
Gray-coded GAs and ESs. These differences in search dy-
namics imply that in general, binary-coded GAs are more
suited for problems of which the optimum is located within
initial range and is close to the boundaries. For Gray-coded
GAs, the rough range of the optimum should also be known
so that it can be encoded in the initial range. Besides, Gray-
coded GAs have a higher probability to find the optimum
if it is located near the middle of the initial range. The dy-
namics of ESs is more or less similar to that of Gray-coded
GAs in that ESs tend to search the areas in the middle of the
initial range more often, however, ESs are still able to find
the optimum even if the optimum is not located in the initial
range.
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A Proof of Equation (26)
Define _
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since erf
 ﬂz
  erf
 

z
. Thus, function _
 ﬂz 
is symmet-
ric to the center
 Cz%$ 	 z & 43

, where
 
 ﬂz z z%$ 
integrates
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from
z
  to
z

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, and  
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