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Abstract
Artificial Intelligence problems, ranging form plan-
ning/scheduling up to game control, include an es-
sential crucial step: describing a model which accu-
rately defines the problem’s required data, require-
ments, allowed transitions and established goals.
The ways in which a model can fail are numerous
and often lead to a failure of search strategies to
provide a quick, optimal, or even any solution. This
paper proposes using SMT (Satisfiability Modulo
Theories) solvers, such as Z3, to check the valid-
ity of a model. We propose two tests: checking
whether a final(goal) state exists in the model’s de-
scribed problem space and checking whether the
transitions described can provide a path from the
identified initial states to any the goal states (mean-
ing a solution has been found). The advantage
of using an SMT solver for AI model checking is
that they substitute actual search strategies and they
work over an abstract representation of the model,
that is, a set of logical formulas. Reasoning at an
abstract level is not as expensive as exploring the
entire solution space. SMT solvers use efficient de-
cision procedures which provide proofs for the log-
ical formulas corresponding to the AI model. A
recent addition to Z3 allowed us to describe se-
quences of transitions as a recursive function, thus
we can check if a solution can be found in the de-
fined model.
1 Introduction
AnAI problem is generally solved by defining a model equiv-
alent to a production system, with one or more initial states,
one ore more goal (final) states and some transitions rules,
and by providing a search strategy which is able to find a path
between an initial state and a final state within the problem
space described by the model.
From the STRIPS [Fikes and Nilsson, 1971] to
more recent efforts [Russell and Norvig, 2016] and
[Hopgood, 2016], various methods to formalize AI problems
(described in natural language) have been made. Although
significant variations exists, a general procedure has been
cemented, as described initially in [Amarel, 1981] and
further detailed in [Russell and Norvig, 2016]. We follow
four steps: we find a representation for a state of the
problem, we identify initial and goal (final) states, we
described the available transitions (and means to validate
them) and we apply a search strategy within the problem
space which is able to find a solution as a path between
an initial and a final state. The resulting transition system
can, however, be difficult to check, since the problem can
hide many details (assumed data, hidden references), can
be incorrectly interpreted and can have solutions difficult
(or impossible) to recover. Checking whether a model can
solve an AI problem has been a task considered since the
original STRIPS language, with solutions ranging from
mathematical demonstrations [Bylander, 1994] to computer
aided efforts [Huang and Van Der Meyden, 2014] and
[Edelkamp and Helmert, 2001]. In [Clarke et al., 2001],
bounded model checking is tested in real scenarios with
good results, which was one of the motivations for the effort
presented in this paper.
A model can allow a solution (path) to be discovered, but
it can also fail to do so, even if the problem has a solution.
The reasons why a model can fail are varied, starting from an
insufficiently detailed representation for a state, not including
all required validations and transitions, even up to not consid-
ering particular search strategies which may be unable to find
a solution even if it exists. We propose validating a model by
checking whether two claims (implemented as logical formu-
las) can be proven as valid:
• Valid final state (VFS): a valid state exists which checks
the conditions for a final state. This would mean that a
final state exists within the problem space, as defined by
the model.
• Path to a final state (PFS): using valid transitions, as de-
scribed in the model, a path can be found between the
initial state and a final state.
If both claims are proven, a search strategy can be used to
recover one or more solutions using the tested model. Check-
ing PFS has the added benefit of providing such a solution,
which could be used to choose or build a better search heuris-
tic for this particular problem and model.
Indeed, checking these properties is not an easy task. The
usual way to tackle this is to explore the solution space of
the model using various strategies. In this paper we pro-
pose a different methodology for checking the desired prop-
erties of AI models. First, we encode the model using log-
ical formulas, and thus, we keep an abstract representation
of the solution space. Then, we use an existing tool called
Z3 [de Moura and Bjørner, 2008] which is able to automati-
cally reason about logical formulas. Reasoning at an abstract
level is not as expensive as exploring the entire solution space.
Finally, we analyze the results returned by Z3.
Satisfiability Modulo Theories Satisfiability Modulo The-
ories, shorthanded as SMT, are proposed solution to the
problem of finding whether a (classical first-order) logi-
cal formula is satisfiable with respect to logical theories.
More precisely, provided with a logical formula with vari-
ables, the task is to find an assignment for the variables
that make the formula true. Solving the SMT problem
is useful when it is restricted to logical theories: actual
tools can be implemented to search the solutions of the
problem. Such tools are called SMT solvers and some of
the more well-known are: Z3 [de Moura and Bjørner, 2008],
CVC4 [Barrett et al., 2011] and AltErgo [Bobot et al., 2008].
The list of theories and procedures that SMT
solvers are based on is extensive and includes
simple linear arithmetic [Kroening et al., 2010],
array theory [Bruttomesso et al., 2012], uninter-
preted functions to model-based theory combina-
tion [de Moura and Bjørner, 2008], model based quanti-
fier instantiation [Reynolds et al., 2013], simplex (linear
real arithmetic) [Dutertre and de Moura, 2006], exten-
sional array theory [Stump et al., 2001] and SAT abstrac-
tion/refinement [Clarke et al., 2004].
To give the reader a glimpse of how SMT solvers work, we
provide a classic example [de Moura and Bjørner, 2009] of a
logical formula that involves integer arithmetic, arrays (en-
coded using the select and store axioms), and uninterpreted
functions:
j = i+ 2 ∧ f(select(store(a, i, 3), j − 2)) 6= f(j + 1− i)
Here, store(a, i, 3) returns the array a which stores value 3 at
position i, and select(a, i) returns the value stored in a at po-
sition i. The formula also contains an uninterpreted function
f (we are not aware of what f computes).
First, an SMT solver performs a substitution of j inside the
formula, and thus, the first equality dissapears:
f(select(store(a, i, 3), i+ 2− 2)) 6= f(i+ 2 + 1− i)
Second, some simple arithmetic is performed:
f(select(store(a, i, 3), i)) 6= f(3)
Then, the SMT solver uses an axiom about the select and
store, which is included in a theory of arrays:
select(store(a, i, v), i) = v,
Therefore, after using this axiom, we obtain:
f(3) 6= f(3).
Indeed, this formula is not satisfiable for any choice of the
function f .
What is important to mention here is that the reasoning that
Z3 performs is based on theories which guarantee that the re-
sults obtained by Z3 are formally correct. By encoding VFS
and PFS in Z3 as logical formulas and checking their satisfi-
ability, we obtain formal guarantees of correctness.
For a given input formula, say ϕ, an SMT solver has three
possible outputs:
• sat: when the input ϕ is satisfiable;
• unsat: when the input ϕ is not satisfiable;
• unknown: ϕ might be sat or unsat, but determining
this is beyond the capabilities of the decision procedures.
SMT solvers scale in practice. For instance, Z3
is used at Microsoft for test case generation (e.g.,
PEX [Tillmann and de Halleux, 2008]), program verification
(e.g., Spec# [Barnett et al., 2005]), static driver verification
(e.g., SLAM [Ball et al., 2004]). Our choice for the Z3 SMT
solver is motivated by several reasons: Z3 is used at an indus-
trial scale; Z3 has native support for recursive functions (a
quite recent addition to Z3, since November 20, 2018); and
Z3 can be trusted: when it answers sat then it produces a
witness (an assignment for variables) that make the formula
satisfiable; when it answers unsat it produces a proof that
the formula is not satisfiable.
1.1 Contributions.
We propose a systematic approach to tackle the verification
of the VFS and PFS properties for AI models. First, we show
how to encode these properties as logical formulas. Then,
we explain how to use these encodings inside the Z3 SMT
solver in order to obtain useful answers from it. Next, we
exemplify our approach on a model for a well-known AI toy
problem and we provide an implementation in Z3 which is
also available online. Finally, we analyze the results that we
get when running the implemented Z3 code.
1.2 Paper organization.
Section 2 of this paper shows how the two tests (VFS and
PFS) are defined as logical formulas and implemented in an
SMT solver. Section 3 exemplifies the proposed method on
a model for a classic AI problem and the results of testing
the corresponding formulas in Z3, as well as the impact some
changes have on the obtained results. Section 4 concludes the
above sections and talks about possible future developments.
2 Encoding PFS and VFS as logical formulas.
We start by explaining our notations. We denote by V (s) the
predicate which is true when the state s is valid, and by F (s)
the predicate which is true when the state s is final. Transition
functions are denoted by t : State × Params → State, and
they receive as arguments a state and some parameters, and
return a state. Indeed, the passed parameters should produce
a valid state. Multiple applications of a transition function
to a state is denoted by tn(s, P ), where n is the number of
applications and P is a generic list of parameters:
tn(s, P ) = tn−1(t(s, head(P )), tail (P )).
Encoding VFS. By checking this property we essentially
check the model with respect to predicates valid (V ) and final
(F ). If there is no state which is both valid and final then
a final state could never be reached, since it doesn’t exists
within the searcheable problem space.
In SMT, we analyse VFS by checking the satisfiability of
the quantified conjunction: ∃s.V (s) ∧ F (s). If the solver re-
turns sat then it means that our model is consistent and it
includes at least one final state in the problem space. On the
other hand, if the SMT solver returns unsat then there is no
point of implementing any transitions or search strategies, as
no path to a goal state could exist in the current model. If
the solver returns unknown, then the only information we
have is that the procedures implemented by the solver were
not sufficient to decide satisfiability. This usually means that
finding a valid final state is very difficult, even if it exists, a
difficulty which transfers to an eventual working implemen-
tation of that model.
Encoding PFS. Encoding PFS as a logical formula is a lit-
tle bit more complex. The problem is that we have to check if
there exists a sequence of applications of the transition func-
tion (checking also the validity of the transition for its param-
eters) which starts with an initial state and ends with a final
state. If we assume that I(s) is the predicate which is true
when s is an initial state, then PFS is equivalent to the fol-
lowing formula:
∃s.∃n.∃P.(I(s) ∧ F (tn(s, P )))
Basically, the formula above says that there exists an initial
state s and there is a sequence of n transitions which produces
a final state starting with s. Moreover, the transitions to the
final state are given by the list of parameters P .
When Z3 answers unsat for this formula, then there is
no initial state s such that a final state can be reached from s
in the model. This information is a quite significant, since it
tells us that, whatever strategy we use, we will never reach a
final state.
On the other hand, if Z3 answers sat then there is cer-
tainly a path to a final state starting from an initial state.
Therefore, we are sure that the model allows us to find such
paths. However, there is no guarantee that a particular strat-
egy will recover solutions within this model. But Z3 also pro-
vides a solution as a set of values for witch the checked for-
mula is satisfiable, including the list of parameters P. Having
an example of a solution will allow an informed choice with
regards to a search strategy. Also, we can adjust the problem’s
input parameters by adding various constraints over them and
then use Z3 to look for solutions for particular instances. We
discuss this further in Section 3.2.
The SMTLib language. The above properties can be en-
coded into a language called SMT-LIB [Barrett et al., 2017]
which is accepted by the most important SMT solvers. This
language is meant to describe logical theories and logical for-
mulas which are meant to be checked for satisfiability. The
language has a syntax very similar to S-expressions or Lisp.
Examples of SMT-LIB code is shown in Section 3.2.
3 Missionaries and Cannibals
3.1 Problem description
This classic AI problem is well known, its generalization can
be formulated as: On the shore of a river there are nm mis-
sionaries and nc cannibals. There is a boat with bcap capacity
on the same shore. Find, if it exists, a way to move all people
on the initial shore to the other shore, using the boat. Consider
that the boat moves only with 1 to bcap people in it, and on
neither shore there can be more cannibals than missionaries,
if there is at least one missionary there.
3.2 Model #1: The valid variant
A first example of a possible model for this problem will be
described below. The model is an adaptation of the one pro-
posed in [Amarel, 1981]. Consider a state of the problem a
list of 6 values: 〈bcap, nm1 , nc1 , bp, nm2 , nc2 〉, where:
• bcap is the capacity of the boat (maximum number of
passengers)
• nm1 and nc1 are the numbers of missionaries and can-
nibals on the left (initial) shore
• bp is the current location of the boat (either shore 1 or 2)
• nm2 and nc2 are the numbers of missionaries and can-
nibals on the right (goal) shore
Considering the problem statement in Section 3.1, the follow-
ing have to be true for a state to be valid (within the problem
space):
• nm1 + nm2 = nm
• nc1 + nc2 = nc
• bp ∈
{
1, 2
}
• nm1 > 0→ nm1 ≥ nc1
• nm2 > 0→ nm2 ≥ nc2
The initial state would be 〈bcap, nm, nc, 1 , 0 , 0 〉, and the fi-
nal state 〈bcap, 0 , 0 , 2 , nm , nc〉.
A transition is configured by two parameters, mm - the
number of missionaries to be moved and mc - the number of
cannibals to be moved. The only transition available is
t
(
〈bcap, nm1, nc1, bp, nm2, nc2〉,mm,mc
)
=
〈bcap, nm′
1
, nc′
1
, bp′, nm′
2
, nc′
2
〉,
which is valid if:
• 0 < mm +mc ≤ bcap
• bp = 1 → nm′
1
= nm1 −mm and nc
′
1
= nc1 −mc
and nc′
2
= nc2 +mc and nc
′
2
= nc2 +mc
• bp = 2 → nm′
1
= nm1 + mm and nc
′
1
= nc1 + mc
and nc′
2
= nc2 −mc and nc
′
2
= nc2 −mc
• bp′ = 3− bp
A solution (sequence of transitions) can be described as a list
P =
{
〈mm1,mc1〉, 〈mm2,mc2〉, ..., 〈mmk,mck〉
}
, where
each element denotes a valid transition, first one from the ini-
tial state, last one to the final state.
The model in SMT-LIB. The model discussed in Sec-
tion 3.2 can be easily encoded as an SMT-LIB specification.
For precision, we use version 2.0 of this language. Recall
that SMT-LIB is a language accepted by many SMT solvers,
including Z3.
Let us recall the VFS and PFS properties: ∃s.V (s) ∧ F (s)
and ∃s.∃n.∃P.(I(s)∧F (tn(s, P ))). Encoding these existen-
tially quantified formulas in SMT-LIB is done as follows:
• s, n and P are declared as uninterpreted func-
tions/constants of their corresponding type:
(declare-const state State)
(declare-const n Int)
(declare-const p Parameters)
It is worth noting that State and Parameters are just
aliases for arrays of integers.
• The input parameters are uninterpreted constants too:
(declare-const nm Int)
(declare-const nc Int)
• The predicates V , F , and I are implemented using
functions that return a boolean value; here, we show
only F :
(define-fun final ((s State)) Bool
(and
(and
(= (nm2 s) nm)
(= (nc2 s) nc))
(= 2 (bp s))))
We use additional helper functions that extract informa-
tion from the state: the call (bp s) returns the boat po-
sition in the current state s, (nm2 s) returns the num-
ber of missionaries on shore 2, and (nc2 s) returns the
number of missionaries on shore 2. Therefore, a state is
final if all the missionaries and cannibals are on shore 2.
The code corresponding to I is available at
https://github.com/andreiarusoaie/z3-ai-model-verification/blob/master/experiments/cannibals_and_missionaries/correct-model/pfs.smt2#L65,
while the code corresponding to V is available at
https://github.com/andreiarusoaie/z3-ai-model-verification/blob/master/experiments/cannibals_and_missionaries/correct-model/pfs.smt2#L36.
• The function t is defined as an ordinary function
which takes a state and some parameters (e.g., mission-
aries and cannibals to be moved) and returns a new state:
(define-fun transition
((s State) (mm Int) (mc Int))
State
<function body>
)
The implementation in SMT-LIB for
the transition function is available at
https://github.com/andreiarusoaie/z3-ai-model-verification/blob/master/experiments/cannibals_and_missionaries/correct-model/pfs.smt2#L85.
• The function tn is defined as a recursive function which
repeatedly applies t:
(define-fun-rec tran
((n Int)
(state State)
(params Parameters)
<additional params> )
State
<function body with recursive call>
)
The corresponding code is available here:
https://github.com/andreiarusoaie/z3-ai-model-verification/blob/master/experiments/cannibals_and_missionaries/correct-model/pfs.smt2#L129.
• VFS is now encoded as a simple conjunction:
(assert
(and (valid state) (final state))
)
• PFS is a little bit more complex:
(assert
(and
(initial state)
(final (tran n state p state (* 2 n)))
))
Here, p = mm1,mc1, . . . ,mmk,mck is a list of length
2n which corresponds to a solution sequence P ={
〈mm1,mc1〉, 〈mm2,mc2〉, . . . , 〈mmk,mck〉
}
. The
last two parameters are helper parameters that hold the
last valid state and the size of p, respectively. The task
of the SMT solver is to find values for n, s, and p.
To check VFS or PFS we need to include the corresponding
assertion in the implemented model. Consider that VFS and
PFS can be satisfiable or not independent of the other.
In order to check our SMT-LIB specification for satisfia-
bility we have to append the following command at the end
of the specification: (check-sat). If Z3 returns sat, then
it means that there are some values for s (for VFS) or s, n
and p (for PFS, respectively) that satisfy the specification.
In order to obtain them we add (get-model) right after
(check-sat). If Z3 returnsunsat, then there are no values
that satisfy the specification. This means that our model does
not have the property we are currently checking and it might
be something wrong with the model. If Z3 returns unsat or
unknown, we can try to adjust the parameters of our model
by adding various constraints (e.g., limit the boat capacity).
In addition to all these, we can add problem specific re-
strictions to our specification. For instance, we should add an
assertion that limits the range of the parameters of the tran-
sition function, i.e., parameters should be between 0 and the
boat size. This is acceptable, since exceeding the capacity of
the boat in a transition will never lead us to a valid state.
3.3 Other model variants
In order to see how Z3 can indicate failures in a model, we
tried two alternatives to the model described above.
Model #2
First variation was to change these tests from the valid state
checks:
• nm1 > 0→ nm1 ≥ nc1 changed to nm1 ≥ nc1
• nm2 > 0→ nm2 ≥ nc2 changed to nm2 ≥ nc2
This variation assumes that we check that the number of mis-
sionaries is larger than the number of cannibals while ignor-
ing the requirement for this to be true only when the number
of missionaries is non-zero. This is a likely assumption to
make by a person developing the model when he/she is not
experienced/attentive enough, especially since it requires less
written code.
This change should make VFS invalid. Also, for most in-
stances of this problem, a solution, unless bcap is larger than
nc, requires that, at least at one point, the number of mission-
aries on a shore be zero and the number of cannibals non-
zero, thus we should also expect PFS to fail for most problem
instances.
Model #3
The second alternative model added an additional check to
validate a transition: mm > mc. The requirement to always
move more missionaries than cannibals could be a misinter-
pretation of the problem requirements that on all shores, if
the number of missionaries is non-zero, it is larger than the
number of cannibals. Someone might assume that this re-
quirement also applies to the boat.
This change would still allow a valid final state (thus VFS
is satisfiable), but PFS should fail, as a solution for which
always moremissionaries than cannibals are moved shouldn’t
exist unless for particular instances in which nm > nc and
bcap > 2.
3.4 Analysis with Z3.
The entire SMT-LIB specification discussed
in Section 3.2 is available on Github:
https://github.com/andreiarusoaie/z3-ai-model-verification.git.
Follow the accompanying instructions to run the code. Im-
plementations for all variation discussed above and both VFS
and PFS checks (performed separately) are included.
Typically, for every scenario that we created, we have two
files – one for each property: pfs.smt2 and vfs.smt2.
In every scenario, we constrained the boat size to be greater
than 2, and we asserted that the number of missionaries and
cannibals should be greater than 2 as well (to avoid trivial
solutions):
(assert (< 2 missionaries))
(assert (< 2 cannibals))
(assert (< 2 (bcap state)))
For each scenario we present the elapsed time, the memory
consumption, and the number of basic resource-consuming
operations within the solver.
We have performed the following tests on a machine with
an Intel i7 8700K CPU at 3.7 GHz, and 32 GB of RAM. The
system runs an Ubuntu based operating system called PopOS.
Tests for model #1. In the first scenario we used the model
described in Section 3.2. Z3 returns sat for both PFS and
VFS, indicating that each property is satisfiable, and thus
proving that the model can describe at least one solution. The
results are summarized in Table 1.
Scenario Time Memory r-limit
# 1 (s) (MB) (no of ops.)
VFS 0.01 2.9 2855
PFS 119.43 31.14 517650739
Table 1: Z3 statistics for model #1
The (get-model) command also gives us solutions. For
VFS, Z3 finds the state 〈4, 0, 0, 2, 7722, 3〉, where the num-
ber of missionaries is 7722 and the number of cannibals is
3. Indeed, this state is final and valid. Note that for a dif-
ferent version of Z3 the returned solution could be different.
A drawback for Z3 is the output which is not easy to read
when it prints arrays or functions. This is common to all
SMT solvers, and we recommend the use of an external tool
to postprocess the output.
For PFS, Z3 returns sat as well, and, when asked, it pro-
vides a solution. What is interesting to notice is that the num-
ber resource-consuming operations for PFS is much bigger
than for VFS, and this is explained by the use of a recursive
function. Solving the SMT problemwhen recursive functions
are used is expensive, as pointed out by the values for mem-
ory consumption and elapsed time.
The almost two minutes time required to validate the exis-
tence of a sequence of recursive calls of the transition func-
tion is low, considering the unrestricted nature of the test. nm
and nc are not restricted (except as being Integers and posi-
tive), bcap is restricted to values between 2 and nm and the
parameters for the transitions (mm andmc) are restricted be-
tween 0 and bcap. No other heuristics are used as to keep the
results relevant for any possible search heuristic applied on
the model.
Tests for model #2. In the second test we reproduce
the first failure discussed in Section 3.3. The error that
we introduce in the model is meant to emphasize a com-
mon mistake: the lack of precision, i.e., we only say that
the number of missionaries is bigger than the number
of cannibals. This is not always true, since the problem
constraints allow us to have zero missionaries on shores.
This change makes both the VFS and PFS invalid. The
corresponding code for both VFS and PFS can be found here:
https://github.com/andreiarusoaie/z3-ai-model-verification/tree/master/experiments/cannibals_and_missionaries/variation1-bad-valid-function.
For this scenario, Z3 returns unsat for both properties.
In Table 2 we show the statistics for this test. Both VFS
and PFS fail in this case. Z3 is slower for PFS again, but it is
able to decide in a fairly reasonable amount of time that this
alteration of the model is not feasible. Since Z3 is sound, the
Scenario Time Memory r-limit
# 1 (s) (MB) (no of ops.)
VFS 0.01 2.87 1667
PFS 1.43 9.5 6676831
Table 2: Z3 statistics for model #2.
result indicates the fact that we will never be able to discover
a solution. Moreover, this applies to any possible strategy.
This is a very powerful result, which can be obtained only by
reasoning about logical formulas.
Tests for model #3. Finally, in the third test we experiment
the second failure that we discuss in Section 3.3. In this case,
the transition function is enriched with a new constraint: the
number of missionaries in the boat is always bigger than the
number of cannibals. Also, we limited nm as equal to nc. As
explained in Section 3.3, for VFS Z3 should return sat and
it does, while for PFS, Z3 returns unsat.
The behavior of Z3 for VFS should be
the same as in Table 1. The change af-
fects only PFS, whose code is available here:
https://github.com/andreiarusoaie/z3-ai-model-verification/blob/master/experiments/cannibals_and_missionaries/variation2-bad-transition/pfs.smt2.
For the statistics shown in Table 3.3, we added a constraint
for the depth of the recursion to be less than 100. Considering
the number of variables (even the instance is not set, parame-
ters for the transitions are not constant), the number of varia-
tions attempted at each step is significant, nearly reaching the
maximum available RAM for our test system.
Scenario Time Memory r-limit
# 1 (s) (MB) (no of ops.)
VFS 0.01 2.9 28555
PFS 4854.07 545.91 103893362134
Table 3: Z3 statistics for model #3.
The statistics shown in Table 3 shows that the time spent
by Z3 to decide unsatisfiability is much larger than for the
satisfiable model #1. For PFS, the intended error in the model
is significantly harder to prove and Z3 needs to almost 2000
times more operations to reach this conclusion.
A positive sign is that for no test the result was ”unknown”,
as that would assume the insufficiency of Z3’s decision pro-
cedure for this model. In additional tests we found that ”un-
known” is concluded extremely rarely and was always a con-
sequence of errors in the SMT implementation of the model.
Discussion
Z3 allows various tricks and tweaks. For instance, not only
that you can use it to find whether the AI model has certain
properties, but you can add various constraints to check more
powerful properties. For instance, in the first scenario, one
can search for solutions where bc, nm and nc are bigger
than, less than, or equal to some specified value. Knowing
that a model is valid can lead to checking the existence of
solutions for particular instances, even discovering limits or
correlations between the existence of a solution and the val-
ues of these parameters. Constraints set on the values in P
- for example considering that people only of a single type
can use the boat at once - can allow for testing various other
variations. By setting an upper bound or a lower bound for
the recursion depth we can test the existence of solutions of
length between those bounds.
More powerful tools for proving logical formulas are inter-
active theorem provers like Coq [Bertot and Caste´ran, 2010],
or Isabelle [Nipkow et al., 2002]. Unfortunately, these
are not automatic and require a lot of professional train-
ing. On the other hand, other SMT solvers like
CVC4 [Barrett et al., 2011] or AltErgo [Bobot et al., 2008],
can be used in parallel with Z3. Note that SMT solvers cannot
contradict each other: it is impossible for one to return sat
and another one to return unsat for the same input formula.
What can be different is the amount of time spent to compute
the result and the complexity of the implementation. Also,
only Z3 has native support for recursive functions which are
required to test PFS or similar properties.
4 Conclusion and Future work
We showed that the benefits of a state-of-the-art SMT solver
used to validate transition systems (as models for AI prob-
lems) can be significant. The added value of SMT solvers
consists in the fact that the entire model is encoded using log-
ical formulas. These formulas allow reasoning at an abstract
level, and thus, it decreases the search space. The very recent
addition of support for recursive functions in Z3 allowed us to
look for and recover solutions, a new capability for bounded
model checking.
The proposed application of an established SMT solver
in AI model validations comes with the minimal overhead
of having to describe that model as SMT logical inferences.
This effort proved to be manageable, the main difficulty being
maintaining the semantic accuracy of the transcription. A po-
tential automated transcription between STRIPS and Z3 code
is planned as a future development for our system. PDDL
[McDermott et al., 1998] or other action languages could be
considered later on as well.
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