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Resumo
Neste trabalho, desenvolvemos a teoria de co´digos corretores de erros, a fim de
estudar os conceitos de co´digos MDS no espac¸o das matrizes com relac¸a˜o a ρ-
me´trica e de co´digos MDS em me´tricas poset quaisquer, seguindo as exposic¸o˜es
existentes em trabalhos de Kim e Hyun e de Skriganov. Para tanto, introduzimos
alguns conceitos e ferramentas de a´lgebra e da teoria cla´ssica de co´digos corre-
tores de erro. Por fim, apresentamos uma construc¸a˜o explı´cita de um famı´lia de
co´digos MDS na ρ-me´trica.
Palavras-chave: Co´digos MDS; Poset; ρ-me´trica; Ditribuic¸a˜o de pesos.
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Abstract
In this work, we developed the Coding theory in order to study the concepts of
MDS codes in the space of matrices with respect to ρ-metric and MDS codes in
any poset metrics following the existing exibitions in papers by Kim and Hyun
and by Skriganov. To this end, we introduce some concepts and tools of algebra
and of classical theory of error-correcting codes. Finally we present an explicit
construction of a family of MDS codes in the ρ-metric.
Keywords: MDS Codes; Poset; ρ-metric; Weight Distribution.
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Introduc¸a˜o
A Teoria de Co´digos Corretores de Erro e, de maneira geral, a Teoria da Informac¸a˜o
originou-se no trabalho A Mathematical Theory of Communication [13] de Claudie Shannon
publicado em 1948. O trabalho de Shannon nos da´ uma medida precisa do teor das informac¸o˜es
na saı´da de um transmissor aleato´rio em termos de sua entropia. A teoria de co´digos corretores
de erro possui va´rias aplicac¸o˜es, pois a mesma interve´m todas as vezes que queremos transmitir
uma mensagem que esta´ sujeita a interfereˆncias, acarretando em erros na mensagem a ser lida
posteriormente. Exemplos de aplicac¸o˜es sa˜o as transmisso˜es via sate´lites e o armazenamento
de dados em CD’s e DVD’s.
Um sistema de comunicac¸a˜o utilizado para transmissa˜o da informac¸a˜o segue o modelo
abaixo:
Uma fonte e´ o conjunto das possı´veis mensagens a serem enviadas por um codifica-
dor, que e´ um dispositivo que transforma a fonte em um sinal, para que possa ser enviada por
um canal para o dispositivo decodificador, que transforma o sinal em uma mensagem para o
usua´rio.
Um canal de comunicac¸a˜o pode apresentar uma se´rie de imperfeic¸o˜es como ruı´dos,
distorc¸o˜es, interfereˆncias, etc. Como consequeˆncia, a func¸a˜o do decodificador pode ser resu-
mida como sendo habilidade de apresentar em sua saı´da a melhor estimativa da informac¸a˜o ou
mensagem que foi transmitida.
Um co´digo corretor de erros e´ um modo organizado de se introduzir dados a uma
informac¸a˜o que se queira transmitir, de forma que ao se receber tal informac¸a˜o se consiga de-
tectar e corrigir possı´veis erros (frutos das imperfeic¸o˜es do canal de comunicac¸a˜o). Na pra´tica,
a classe de co´digos mais utilizada e´ a dos co´digos lineares. Neste caso, o co´digo de canal sera´
Introduc¸a˜o 2
um subespac¸o vetorial de Fnq onde o alfabeto Fq possui a estrutura de corpo finito.
Dados um corpo finito Fq e um co´digo linear C ⊆ Fnq de dimensa˜o k, onde 1 6 k < n,
pode-se definir uma distaˆncia entre as palavras co´digo de C, em geral, utiliza-se a me´trica de
Hamming. Para um co´digo C, define-se a distaˆncia mı´nima do co´digo C como sendo a menor
distaˆncia entre duas palavras quaisquer do co´digo. Um problema cla´ssico na teoria de co´digos
lineares e´ tentar encontrar um co´digo linear C de dimensa˜o k com maior distaˆncia mı´nima d
possı´vel.
O problema de determinar d foi generalizado para o problema de encontrar d(H) por
Niederreiter [8], [9], abaixo enunciado:
Sejam n1, n2, . . . , ns inteiros positivos e H =
{
h(i,j) : 1 6 i 6 s, 1 6 j 6 ni
}
o sis-
tema de n1 + n2 + · · ·+ ns vetores em Fmq particionado em s conjuntos ordenados de cardina-
lidades n1, n2, . . . , ns respectivamente, ou seja,
H =
{
h1,1, . . . , h1,n1 , h2,1, . . . , h2,n2 , . . . , hs,1, . . . , hs,ns ∈ Fmq
}
.
Defina d(H) = min
s∑
i=1
di, onde este mı´nimo e´ extendido sobre todos os inteiros
d1, . . . , ds tal que 0 6 di 6 ni (1 6 i 6 s) e
s∑
i=1
di e´ positivo e para o qual o conjunto de
vetores h(i,j), 1 6 i 6 s, 1 6 j 6 di, e´ linearmente dependente.
Se na˜o existem tais inteiros d1, . . . , ds, ou seja, os vetores h(i,j) sa˜o linearmente inde-
pendentes e n1 +n2 + · · ·+ns 6 m, enta˜o definimos d(H) como sendo n1 +n2 + · · ·+ns + 1.
O problema de Niederreiter foi generalizado por Brualdi et al. [1] introduzindo o con-
ceito de me´tricas poset, tambe´m chamadas de P-me´tricas, onde P e´ um conjunto parcialmente
ordenado. O conceito do problema acima, sendo considerado para uma P-me´trica qualquer,
de fato, e´ uma generalizac¸a˜o, pois o problema cla´ssico da me´trica Hamming e´ equivalente ao
problema para a P-me´trica onde, o poset P e´ do tipo anticadeia.
Em [10], Rosenbloom e Tsfasman introduzem uma nova me´trica em um espac¸o linear
sobre um corpo finito Fq, chamada de ρ-me´trica ou me´trica de Rosenbloom-Tsfasman. A ρ-
me´trica e´ definida no espac¸o linear Matn,s(Fq) das matrizes com n-linhas e s-colunas sobre
Fq.
A ρ-me´trica e´ aplicada em problemas onde um remetente transmite mensagens, cada
uma sendo uma s-upla formada de n-uplas de sı´mbolos q-a´rios, transmitidos por n canais em
paralelo. Existe interfereˆncia da seguinte natureza: algumas vezes, partes dos canais falham,
iniciando pelom-e´simo deles, o grau de interfereˆncia e´ medido pelo nu´mero total de sı´mbolos q-
a´rios enviados pelo primeiro dos canais que na˜o falha “sobre” a mensagem. Deste modo teremos
Introduc¸a˜o 3
que distaˆncia mı´nima de um co´digo no sentido da ρ-me´trica caracteriza a sua estabilidade em
tal interfereˆncia.
Em [2] e [14] Dougherty e Skriganov introduzem o conceito de um Co´digo de Maxi-
mum Distance Separable (MDS) na ρ-me´trica. Tambe´m em [14] Skriganov estabelece relac¸o˜es
entre co´digos MDS na ρ-me´trica e Distribuic¸o˜es O´timas no cubo unita´rio, ale´m de ser feito
o estudo sobre o enumerador de peso de um co´digo MDS na ρ-me´trica e de uma distribuic¸a˜o
o´tima.
A ρ-me´trica e´ um tipo especial de me´trica poset. Sendo assim, em [5], Kim e Hyun
generalizam o conceito de co´digo MDS para uma P-me´trica qualquer e fazem o estudo do
enumerador de peso de um P-co´digo MDS qualquer.
Neste trabalho, estamos interessados em desenvolver a teoria de co´digos MDS para a
ρ-me´trica, assim como para P-me´tricas quaiquer seguindo as exposic¸o˜es encontradas em [5],
[10] e [14].
O texto esta´ organizado da seguinte forma:
No Capı´tulo 1, apresentamos o estudo sobre corpos finitos e de extenso˜es de corpos
finitos. Ale´m disso, realizamos o estudo de propriedades polinomiais referentes a raı´zes de
polinoˆmios, raı´zes da unidade e polinoˆmios cicloˆtomicos definidos sobre um corpo finito Fq.
O Capı´tulo 2, consiste nos conceitos necessa´rios para o entendimento da Teoria de
Co´digos, como os conceitos de Co´digo linear, dual de um co´digo linear, Me´trica de Hamming,
distaˆncia mı´nima de um co´digo e definimos co´digos MDS. Neste mesmo capı´tulo, estudamos
algumas desigualdades envolvendo a distaˆncia mı´nima do co´digo, definimos o polinoˆmio enu-
merador de peso de um co´digo linear e, por fim, se faz um estudo sobre co´digos cı´clicos.
No Capı´tulo 3, apresentamos o conceito de ρ-me´trica no espac¸o das matrizes sobre um
alfabeto finito qualquerA, assim como os conceitos de co´digo MDS na ρ-me´trica e Co´digo Uni-
formemente Distribuı´do. Mostramos que estas duas u´ltimas definic¸o˜es sa˜o equivalentes. Apre-
sentamos o conceito de Distribuic¸a˜o O´tima no cubo unita´rio e obtemos uma relac¸a˜o biunı´voca
entre Co´digos MDS na ρ-me´trica e Distribuic¸o˜es O´timas no cubo unita´rio (quando considera-
mos que nosso alfabeto A possui a estrutura de corpo). Tambe´m no caso em que A possui a
estrutura de corpo, mostramos uma expressa˜o para o enumerador de peso de uma Distribuic¸a˜o
O´tima e, consequentemente, para um Co´digo MDS na ρ-me´trica. Por fim, exibimos uma
construc¸a˜o explı´cita de uma famı´lia de co´digos MDS na ρ-me´trica, ale´m de argumentarmos
sobre a existeˆncia de co´digos sobre Zq.
No Capı´tulo 4, apresentamos um estudo sobre espac¸os poset e co´digos MDS sobre
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estes espac¸os. Obtemos uma expressa˜o para o enumerador de peso de um P-co´digo MDS, onde
P e´ um poset qualquer. Por fim, argumentamos sobre a existeˆncia de co´digos posets MDS.
Capı´tulo 1
Corpos Finitos e Propriedades Polinomiais
1.1 Caracterizac¸a˜o de Corpos finitos
Seja F um corpo. Um subconjunto K de F que e´ um corpo com as operac¸o˜es de F
e´ chamado de subcorpo de F. Neste contexto, F e´ chamado uma extensa˜o de K. Se K 6= F,
dizemos que K e´ um subcorpo pro´prio de F. Um corpo que na˜o conte´m subcorpos pro´prios e´
chamado de Corpo Primo.
Definic¸a˜o 1.1 Seja L uma extensa˜o do corpo K. Se L considerado como um espac¸o vetorial
sobre K possui dim < ∞ enta˜o L e´ chamado de extensa˜o finita de K. A dimensa˜o de L e´
chamada de grau de L em K e a denotamos por dimL = [L : K].
Exemplo 1.2 Considere o corpoQ e sua extensa˜oQ(
√
2). Quando consideramosQ(
√
2) como
espac¸o vetorial sobre Q temos
{
1,
√
2
}
como base, logo
dimQ(
√
2) = [Q(
√
2) : Q] = 2.
Definic¸a˜o 1.3 Seja K um subcorpo de um corpo F e θ ∈ F. Se existe um polinoˆmio na˜o trivial
f em K[x] tal que f(θ) = 0, enta˜o θ e´ dito um Elemento alge´brico sobre K. Uma extensa˜o L
de K e´ dita Extensa˜o Alge´brica de K se todo elemento de L e´ alge´brico sobre K.
Teorema 1.4 Toda extensa˜o finita de K e´ uma extensa˜o alge´brica.
Demonstrac¸a˜o. Seja L um extensa˜o finita de K e seja [L : K] = m. Para θ ∈ L os m + 1
elementos 1, θ, . . . , θm sa˜o linearmente dependentes sobre K (devido a definic¸a˜o de grau de
extensa˜o finita). Enta˜o temos que
a0 + a1θ + · · ·+ amθm = 0
5
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com ai ∈ K na˜o todos nulos. Isto mostra que θ e´ alge´brico sobre K.
Definic¸a˜o 1.5 Se θ ∈ F e´ alge´brico sobre K, enta˜o o polinoˆmio moˆmico g ∈ K[x] gerador do
ideal J = {f ∈ K[x] : f(θ) = 0} de K[x] e´ chamado de Polinoˆmio Minimal de θ sobre K.
Dizemos que θ e´ alge´brico de grau n sobre K, se seu polinoˆmio minimal sobre K tem
grau n.
Proposic¸a˜o 1.6 Se θ ∈ F e´ alge´brico sobre K, enta˜o o seu polinoˆmio minimal g ∈ K[x] e´ um
polinoˆmio irredutı´vel sobre K.
Demonstrac¸a˜o. Suponha que g = h1h2 onde h1, h2 ∈ K[x] com 1 6 deg(hi) 6 deg(g),
i = 1, 2.. Enta˜o, segue que 0 = g(θ) = h1(θ)h2(θ) implicando que h1 ou h2 pertence a J e
assim este e´ divisı´vel por g, o que e´ impossı´vel.
Definic¸a˜o 1.7 Seja K um subcorpo de um corpo F e M qualquer subconjunto de F. Enta˜o o
corpoK(M) e´ definido como a intersec¸a˜o de todos os subcorpos de F contendo ambosK eM e
e´ chamado a extensa˜o deK obtida por Adjaceˆncia dos elementos deM . ParaM = {θ1, . . . , θn}
finito escrevemos K(M) = K(θ1, . . . , θn). Se M e´ formado por apenas um elemento θ ∈ F
enta˜o L = K(θ) e´ dita extensa˜o simples de K.
Teorema 1.8 Seja θ ∈ F alge´brico de grau n sobre K e seja g o polinoˆmio minimal de θ sobre
K. Enta˜o:
i) K(θ) e´ isomorfo a K[x]/〈g〉;
ii) [K(θ) : K] = n e {1, θ, . . . , θn−1} e´ uma base de K(θ) sobre K;
iii) Todo α ∈ K(θ) e´ alge´brico sobre K e seu grau e´ divisor de n.
Demonstrac¸a˜o. Ver [7].
Teorema 1.9 Se L e´ uma extensa˜o finita do corpo K e T e´ uma extensa˜o finita do corpo L.
Enta˜o T e´ uma extensa˜o finita do corpo K com
[T : K] = [T : L] [L : K] .
Demonstrac¸a˜o. Ver [7].
Teorema 1.10 Se F e´ um corpo finito contendo um subcorpo K com q elementos. Enta˜o F
possui qm elementos onde m = [F : K].
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Demonstrac¸a˜o. Considere F como um espac¸o vetorial sobre K. Como F e´ finito, este possui
dimensa˜o finita sobreK. Se [F : K] = m enta˜o, F possui uma base com m elementos, digamos,
b1, . . . , bm. Logo todo elemento de F pode ser representado de maneira u´nica como a1b1 +
· · · + ambm onde, a1, . . . , am ∈ K. Como cada ai pode assumir q valores distintos, F possui
exatamente qm elementos.
Definic¸a˜o 1.11 Se R e´ um anel arbitra´rio e existe n ∈ Z+ tal que n.r = 0 para todo r ∈ R,
enta˜o o menor inteiro positivo para o qual isto ocorre e´ chamado de caracterı´stica de R. R e´
dito de caracterı´stica zero se na˜o existe tal inteiro.
Teorema 1.12 Um anel R 6= {0} de caracterı´stica positiva com identidade e sem divisores de
zero possui caracterı´stica prima.
Demonstrac¸a˜o. Como R possui elementos na˜o nulos enta˜o R possui caracterı´stica n > 2. Se n
na˜o e´ primo podemos escrever n = km com k,m ∈ Z, 1<k,m<n. Enta˜o, 0 = ne = (km)e =
(ke)(me), onde e ∈ R e´ a identidade. Assim (ke) = 0 ou (me) = 0 poisR na˜o possui divisores
de zero. Daı´, segue que kr = (ke)r = 0 para todo r ∈ R ou, mr = (me)r = 0 para todo
r ∈ R. Contradizendo a definic¸a˜o de n.
Corola´rio 1.13 Um corpo finito F possui caracterı´stica prima.
Demonstrac¸a˜o. Basta mostrar que todo corpo finito tem caracterı´stica positiva. Considere enta˜o
os elementos e, 2e, 3e, . . .. Como F possui um nu´mero finito de elementos, existem k,m ∈ Z+
com 1 6 k < m tais que ke = me, ou seja, (m − k)e = 0 e enta˜o, F possui caracterı´stica
positiva.
Teorema 1.14 Seja R um anel comutativo com caracterı´stica prima p. Enta˜o
(a± b)pm = apm ± bpm .
para a, b ∈ R e m ∈ N.
Demonstrac¸a˜o. Observe que, p
i
 = p(p− 1) . . . (p− i+ 1)
i(i− 1) . . . 1 ≡ 0 mod(p).
para todo i ∈ Z com 1 < i < p, enta˜o
(a+ b)p = ap +
 p
1
 ap−1b+ · · ·+
 p
p− 1
 abp−1 + bp = ap + bp.
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Agora aplicando induc¸a˜o emm temos o resultado (a+b)pm = apm+bpm . Para a outra igualdade
basta notar que apm = ((a− b)) + b)pm = (a− b)pm + bpm e o Teorema e´ va´lido.
Lema 1.15 Todo corpo K de ordem p e´ isomorfo a Zp.
Demonstrac¸a˜o. Seja K um corpo de ordem p e 1 a sua unidade. Observe que K sendo finito
tem caracterı´stica finita, que so´ pode ser p. Defina φ : Zp −→ K por φ(m) = m ∗ 1 (ou seja,
somamos m vezes a unidade em K). Se m ∗ 1 = n ∗ 1 enta˜o m = n pois −p < m − n < p.
Logo os p elementos 0, 1, 2 ∗ 1, . . . , (p − 1) ∗ 1 sa˜o elementos distintos de K, e portanto, φ e´
uma bijec¸a˜o. Como φ preserva as operac¸o˜es temos que φ e´ um isomorfismo e o Lema e´ va´lido.
Teorema 1.16 Seja F um corpo finito, enta˜o F possui pn elementos, onde o primo p e´ a carac-
terı´stica de F e n e´ o grau de F sobre este subcorpo.
Demonstrac¸a˜o. Se F e´ um corpo finito, pelo Corola´rio 1.13 sua caracterı´stica e´ prima, mais
ainda, o subcorpo primo K de F e´ isomorfo a Zp pelo Lema 1.15 e enta˜o, conte´m p elementos.
Daı´, pelo Lema 1.10, F possui pn elementos onde n := [F : Fp].
Lema 1.17 Se F e´ um corpo finito com q elementos, enta˜o todo a ∈ F satisfaz aq = a.
Demonstrac¸a˜o. A identidade aq = a e´ trivial se a = 0. Por outro lado, e´ fa´cil ver que os
elementos na˜o nulos de F formam um grupo de ordem (q−1) em relac¸a˜o a` multiplicac¸a˜o, enta˜o
pelo Teorema de Lagrange, aq−1 = 1 para todo a ∈ F com a 6= 0 ou seja, aq = a.
Definic¸a˜o 1.18 Seja f ∈ K[x] de grau positivo e F uma extensa˜o de K. Enta˜o f e´ dito fa-
tora´vel em F se pode ser escrito como o produto de fatores lineares em F[x], isto e´, existem
α1, . . . , αm ∈ F tais que,
f(x) = a(x− α1)(x− α2) . . . (x− αm)
onde a e´ o coeficiente lider de f . O corpo F e´ um Corpo de Decomposic¸a˜o de f sobre K se f e´
fatora´vel em F e se, ale´m disso temos F = K(α1, . . . , αm).
Lema 1.19 Se F e´ um corpo finito com q elementos eK e´ um subcorpo de F, enta˜o o polinoˆmio
xq − x em K[x] decompo˜e em F[x] como,
xq − x =
∏
a∈K
(x− a)
e F e´ um corpo de decomposic¸a˜o de xq − x sobre K.
Corpos Finitos e Propriedades Polinoˆmiais 9
Demonstrac¸a˜o. O polinoˆmio xq − x de grau q possui q raı´zes em F pelo Lema 1.17 e sabemos
quais sa˜o estas raı´zes (todos os elementos de F). Enta˜o o polinoˆmio dado decompo˜e-se em F
na maneira indicada, e este na˜o pode ser fatorado em qualquer corpo menor.
Lema 1.20 Um elemento b ∈ Fq e´ uma raiz mu´ltipla de f ∈ Fq [x] se, e somente se, este e´ raiz
de f e f ′.
Demonstrac¸a˜o. Ver [7].
Teorema 1.21 Dado um corpo K e um polinoˆmio f(x) ∈ K[x] na˜o constante, existe um corpo
de decomposic¸a˜o de f(x) que e´ u´nico a menos de isomorfismos.
Demonstrac¸a˜o. Ver [11].
Teorema 1.22 (Existeˆncia e unicidade de corpos finitos). Para cada primo p e todo inteiro po-
sitivo n existe um corpo finito com pn elementos e qualquer corpo finito com q = pn elementos
e´ isomorfo ao corpo de decomposic¸a˜o de xq − x sobre Fp.
Demonstrac¸a˜o.
EXISTEˆNCIA: Para q = pn considere xq−x ∈ Fp[x], e seja F seu corpo de decomposic¸a˜o sobre
Fp. Este polinoˆmio possui q raı´zes distintas em F pois, sua derivada e´ qxq−1−1 = −1 em Fq[x]
e enta˜o pelo Lema 1.20 na˜o podemos ter raı´zes mu´ltiplas. Seja S := {a ∈ F : aq − a = 0}
enta˜o S e´ um subcorpo de F pois,
i) 0, 1 ∈ S;
ii) Se a, b ∈ S enta˜o pelo Teorema 1.14 temos que (a − b)q = aq − bq = a − b e assim,
(a− b) ∈ S;
iii) Para a, b ∈ S com b 6= 0 temos, (ab−1)q = aq(b−1)q = ab−1 e enta˜o ab−1 ∈ S.
Pore´m xq−x pode ser decomposto em S pois S conte´m todas as raı´zes de xq−x. Enta˜o F = S
e como S possui q elementos temos que F e´ um corpo finito com q elementos.
UNICIDADE: Seja F um corpo finito com q = pn elementos. Enta˜o F possui caracterı´stica p
pelo Teorema 1.16 e enta˜o conte´m Fq como subcorpo. Isto mostra pelo Lema 1.19 que F e´
corpo de decomposic¸a˜o de xq − x sobre Fp e enta˜o o resultado segue da unicidade dos corpos
de decomposic¸a˜o.
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Teorema 1.23 Seja Fq um corpo finito com q = pn elementos, enta˜o todo subcorpo de Fq
possui ordem pm onde m e´ um divisor positivo de n. Consequentemente, se m e´ um divisor
positivo de n, enta˜o existe exatamente um subcorpo de Fq com pm elementos.
Demonstrac¸a˜o. Um subcorpoK de F possui ordem pm para algumm 6 n. O Lema 1.10 mostra
que q = pn deve ser uma poteˆncia de pm e enta˜o necessariamente m e´ divisor de n.
Consequentemente, sem e´ um divisor positivo de n enta˜o pm−1 divide pn−1 assim, xpm−1−1
divide xpn−1 − 1 em Fp[x]. Logo toda raiz de xpm − x e´ uma raiz de xpn − x = xq − x e enta˜o
pertence a Fq[x]. Isto mostra que Fq deve conter como subcorpo um corpo de decomposic¸a˜o
de xpm − x em Fp. Pelo Teorema 1.22 este subcorpo possui ordem pm. Se houvessem dois
subcorpos distintos de ordem pm em Fq, eles teriam juntos mais que pm raı´zes de xp
m − x em
Fq o que e´ uma contradic¸a˜o.
Para um corpo finito Fq denotamos por F∗q o grupo multiplicativo dos elementos na˜o
nulos de Fq.
Teorema 1.24 Para todo corpo finito Fq o grupo multiplicativo F∗q de elementos na˜o nulos de
Fq e´ cı´clico.
Demonstrac¸a˜o. Assuma que q > 3. Considere h = pr11 pr22 . . . prmm a fatorac¸a˜o prima da ordem
h = (q − 1) do grupo F∗q . Para cada i, 1 6 i 6 m, o polinoˆmio x
h
pi − 1 possui no ma´ximo
h
pi
raı´zes em Fq. Como hpi < h, existem elementos na˜o nulos em Fq que na˜o sa˜o raı´zes deste
polinoˆmio. Seja ai um destes elementos. Defina bi = a
h
p
ri
i
i . Temos que b
p
ri
i
i = 1, enta˜o a ordem
de bi e´ um divisor de prii e mais ainda e´ da forma p
si
i com 0 6 si 6 ri. Por outro lado,
b
p
ri−1
i
i = a
h
pi
i 6= 1.
e enta˜o a ordem de bi e´ prii .
Mostraremos agora que b = b1b2 . . . bm possui ordem h. Para tanto suponha que a
ordem de b e´ um divisor pro´prio de h e e´ portanto, um divisor de, no mı´nimo, um dos m inteiros
h
pi
onde, 1 6 i 6 m, digamos h
p1
. Enta˜o temos,
1 = b
h
p1 = b
h
p1
1 b
h
p1
2 . . . b
h
p1
m
Agora, se 2 6 i 6 m, enta˜o prii divide hp1 e enta˜o b
h
p1
i = 1. Portanto, b
h
p1
1 = 1 e isto implica
que a ordem de b1 divide hp1 o que e´ impossı´vel pois, a ordem de b1 e´ p
r1
1 . Enta˜o F∗q e´ um grupo
cı´clico com gerador b.
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Definic¸a˜o 1.25 Um gerador do grupo cı´clico F∗q e´ chamado de um elemento primitivo de Fq.
Teorema 1.26 Seja Fq um corpo finito e Fr uma extensa˜o de Fq. Enta˜o Fr e´ uma extensa˜o al-
gebrica simples de Fq e todo elemento primitivo de Fr pode servir como um elemento primitivo
de Fr sobre Fq.
Demonstrac¸a˜o. Seja θ um elemento primitivo de Fr. Claramente Fq(θ) ⊆ Fr, por outro lado,
Fq(θ) conte´m 0 e todas as poteˆncias de θ e enta˜o todos os elementos de Fr ou seja, Fr = Fq(θ).
Teorema 1.27 Para todo corpo finito Fq e todo inteiro positivo n existe um polinoˆmio irre-
dutı´vel em Fq[x] de grau n.
Demonstrac¸a˜o. Seja Fr a extensa˜o do corpo Fq de ordem qn enta˜o [Fr : Fq] = n e pelo Teorema
1.26 temos que, Fr = Fq(θ) para algum θ ∈ Fr. Enta˜o o polinoˆmio minimal de θ sobre Fq e´ um
polinoˆmio irredutı´vel em Fq[x] de grau n.
1.2 Raı´zes de polinoˆmios irredutı´veis
Lema 1.28 Seja f ∈ Fq[x] um polinoˆmio irredutı´vel sobre o corpo Fq e seja α uma raiz de f
em uma extensa˜o do corpo Fq. Enta˜o para algum polinoˆmio h ∈ Fq[x] temos h(α) = 0 se, e
somente se, f divide h.
Demonstrac¸a˜o. Seja a o coeficieˆnte lider de f e defina g(x) = a−1f(x). Deste modo g e´
moˆnico, irredutı´vel em Fq[x] com g(α) = 0 e enta˜o este e´ o minimal de α em Fq.
Lema 1.29 Seja f ∈ Fq[x] um polinoˆmio irredutı´vel sobre Fq de grau m. Enta˜o f(x) divide
xq
n − x se, e somente se, m divide n.
Demonstrac¸a˜o.
⇒) Suponha que f(x) divide xqn − x. Seja α uma raiz de f no corpo de decomposic¸a˜o de f
em Fq. Enta˜o αq
n
= α, e enta˜o α ∈ Fqn . Isto mostra que, Fq(α) e´ um subcorpo de Fqn . Como
[Fq(α) : Fq] = m e [Fqn : Fq] = n, o Teorema 1.9 mostra que m divide n pois
m = [Fq(α) : Fq]
= [Fq(α) : Fqn ][Fqn : Fq]
= [Fq(α) : Fqn ]n
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⇐) Se m divide n enta˜o o Teorema 1.23 implica que Fqn conte´m Fqm como um subcorpo.
Seja α uma raiz de f no corpo de decomposic¸a˜o de f sobre Fq. Enta˜o [Fq(α) : Fq] = m e
Fq(α) = Fqm . Logo temos que α ∈ Fqn e enta˜o αqn = α assim α e´ raiz de xqn − x ∈ Fq[x] e
pelo Lema 1.28 segue que f(x) divide xqn − x.
Teorema 1.30 Se f e´ um polinoˆmio irredutı´vel em Fq[x] de grau m, enta˜o f possui uma raiz
α em Fqm . Mais ainda, todas as raı´zes de f sa˜o simples e sa˜o dadas pelos m elementos
α, αq, . . . , αq
m−1
de Fqm .
Demonstrac¸a˜o. Seja α uma raiz de f no corpo de decomposic¸a˜o de f sobre Fq. Assim temos
[Fq(α) : Fq] = m donde, Fqm = Fq(α) e em particular α ∈ Fqm . Vamos mostrar que se β ∈ Fqm
e´ uma raiz de f enta˜o βq tambe´m e´ uma raiz. Escreva,
f(x) = amx
m + · · ·+ a1x+ a0 com ai ∈ Fq para 0 6 i 6 m.
Enta˜o pelo Lema 1.17 e pelo Teorema 1.14
f(βq) = amβ
qm + . . .+ a1β
q + a0
= aqmβ
qm + · · ·+ aq1βq + a0
= (amβ
m + · · ·+ a1β + a0)q
= f(β)q
= 0.
Mais ainda, os elementos α, αq, . . . , αqm−1 sa˜o raı´zes de f . Basta mostrar que elas sa˜o distintas.
Para tanto suponha por absurdo que αqj = αqk para inteiros j, k com 0 6 j < k 6 m− 1. Daı´,
αq
(m−k+j)
= αq
m
= α.
Enta˜o pelo Lema 1.28 f(x) divide xq(m−k+j)−x e pelo Lema 1.29m divide (m−k+j). Pore´m,
0 < m− k + j < m, uma contradic¸a˜o.
Corola´rio 1.31 Seja f um polinoˆmio irredutı´vel em Fq[x] de grau m. Enta˜o, o corpo de
decomposic¸a˜o de f sobre Fq e´ dado por Fqm .
Demonstrac¸a˜o. O Teorema 1.30 mostra que f decompo˜e-se em Fqm . Ale´m disso,
Fq(α, αq, . . . , αq
m−1
) = Fq(α) = Fqm
para uma raiz α de f em Fqm , onde a segunda identidade seque do Teorema 1.30.
O Corola´rio 1.31 nos diz que quaisquer dois polinoˆmios irredutı´veis em Fq[x] de
mesmo grau possuem corpos de decomposic¸a˜o isomorfos.
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Definic¸a˜o 1.32 Seja Fqm uma extensa˜o de Fq e seja α ∈ Fqm . Os elementos α, αq, . . . , αqm−1
sa˜o chamados de conjugados de α com respeito a Fq.
Teorema 1.33 O conjugado de α ∈ F∗q com respeito a qualquer subcorpo de Fq possui a mesma
ordem no grupo F∗q .
Demonstrac¸a˜o. Como F∗q e´ um grupo ciclico o teorema segue da Proposic¸a˜o 4.68 (Apeˆndice) e
do fato de todas poteˆncias da caracterı´stica de Fq serem co-primas com a ordem (q − 1) de F∗q .
Corola´rio 1.34 Se α e´ um elemento primitivo de Fq, enta˜o sa˜o assim todos os seus conjugados
com respeito a qualquer subcorpo de F∗q .
Teorema 1.35 Os automorfismos distintos de Fqm sobre Fq sa˜o todas as func¸o˜es σ0, σ1, . . . , σm−1
definidas por σj(α) = αq
j
para α ∈ Fqm e 0 6 j 6 m− 1.
Demonstrac¸a˜o. Para cada σj e todos α, β ∈ Fqm temos, σj(αβ) = σj(α)σj(β) e tambe´m pelo
Teorema 1.14 σj(α + β) = σj(α) + σj(β). Enta˜o σj e´ um endomorfismo de Fqm . Ale´m disso,
σj(α) = 0 se, e somente se, α = 0. Enta˜o σj e´ injetora e como Fqm e´ finito temos que σj e´ um
automorfismo. Ainda pelo Lema 1.17 temos αj(a) = a para todo a ∈ Fq e enta˜o cada σj e´ um
automorfismo de Fqm sobre Fq. As func¸o˜es σ0, σ1, . . . , σm−1 sa˜o distintas pois possuem valores
distintos para um elemento primitivo de Fqm .
Agora suponha que σ e´ um automorfismo arbitra´rio de Fqm sobre Fq. Seja β um ele-
mento primitivo de Fqm e seja
f(x) = xm + am−1xm−1 + · · ·+ a0 ∈ Fq[x]
o seu polinoˆmio minimal sobre Fq. Enta˜o,
0 = σ(βm + am−1βm−1 + · · ·+ a0)
= σ(β)m + am−1σ(β)m−1 + · · ·+ a0.
Daı´, σ(β) e´ um raiz de f em Fqm e pelo Teorema 1.30 temos σ(β) = βq
j para algum j 0 6 j 6
m− 1. Como σ e´ um homomorfismo temos σ(α) = αqj para α ∈ Fqm .
Note que pelo Teorema 1.35 os conjugados de α ∈ Fqm com respeito a` Fq sa˜o dados
pela aplicac¸a˜o de todos os automorfismos de Fqm sobre Fq no elemento α.
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1.3 Raı´zes da Unidade e Polinoˆmios Ciclotoˆmicos
Definic¸a˜o 1.36 Seja n um inteiro posı´tivo. O corpo de decomposic¸a˜o de xn − 1 sobre K e´
chamado de n-e´simo Corpo Ciclotoˆmico sobreK e sera´ denotado porK(n). As raı´zes de xn− 1
em K(n) sa˜o chamadas de raı´zes n-e´simas da unidade sobre K. O conjunto de todas as raı´zes
n-e´simas da unidade sera´ denotado por E(n).
Teorema 1.37 Seja n um inteiro positivo e K um corpo de caracterı´stica p, enta˜o,
i) Se p na˜o divide n, enta˜oE(n) e´ um grupo cı´clico de ordem n com respeito a` multiplicac¸a˜o
em K(n);
ii) Se n = mpe, ondem e´ um inteiro na˜o divisı´vel por p, enta˜oK(n) = K(m)E(n) = E(m) e as
raı´zes de xn − 1 em K(n) sa˜o os m elementos de E(m), onde cada um tem multiplicidade
pe.
Demonstrac¸a˜o.
i) Para n > 2, xn − 1 e sua derivada nxn−1 na˜o possuem raı´zes em comum pois, nxn−1
possui apenas zero como raiz. E pelo Lema 1.20 xn− 1 na˜o possui raı´zes repetidas o que
mostra queE(n) possui n elementos. Agora se α, β ∈ E(n) enta˜o (αβ−1)n = αn(βn)−1 =
1 enta˜o αβ−1 ∈ E(n) isto mostra que E(n) e´ um grupo multiplicativo.
Seja n = pe11 p
e2
2 . . . p
et
t a fatorac¸a˜o prima de n. Enta˜o pelo argumento do Teorema 1.24
temos que para cada i, 1 6 i 6 t, existe αi ∈ E(n) que na˜o e´ raiz do polinoˆmio x
n
pi − 1 e
que βt = α
n
pet
t possui ordem p
et
t e que E(n) e´ um grupo cı´clico com gerador β = β1 . . . βt.
ii) Temos que xn − 1 = xmpe − 1 = (xm − 1)pe .
Definic¸a˜o 1.38 SejaK um corpo com caracterı´stica p, n um inteiro positivo que na˜o e´ divisı´vel
por p. Enta˜o um gerador do grupo cı´clicoE(n) e´ chamado de raiz n-e´sima primitiva da unidade
sobre K.
Definic¸a˜o 1.39 Seja K um corpo de caracterı´stica p, n um inteiro posı´tivo que na˜o e´ divisı´vel
por p e α uma raiz n-e´sima primitiva da unidade sobre K. Enta˜o o polinoˆmio
Qn(x) =
n∏
s=1
(x− αs)
onde o produto se estende a todo s = 0, 1, . . . , n tais quemdc(s, n) = 1, e´ chamado de n-e´simo
polinoˆmio ciclotoˆmico sobre K.
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Teorema 1.40 Seja K um corpo de caracterı´stica p e n um inteiro positivo que na˜o e´ divisı´vel
por p, enta˜o
i) xn − 1 =
∏
d|n
Qd(x);
ii) Os coeficientes de Qn(x) esta˜o no subcorpo primo de K.
Demonstrac¸a˜o.
i) Cada raiz n-e´sima da unidade sobre K e´ uma raiz d-e´sima primitı´va da unidade sobre K
para um divisor d de n.
De fato, se α e´ uma raiz n-e´sima primitiva da unidade sobre K e αs e´ uma raiz n-e´sima
arbitra´ria da unidade sobre K enta˜o tome d = n
mdc(s,n)
, isto e´, d e´ a ordem de αs em E(n).
A fo´rmula em i) e´ obtida pela colec¸a˜o de fatores para os quais (x− αs), onde, αs e´ uma
raiz d-e´sima primitiva da unidade sobre K.
ii) Note que Qn(x) e´ um polinoˆmio moˆnico. Para n = 1 temos Q1 = x − 1 e o resultado e´
va´lido. Agora seja n > 1 e suponha que a proposic¸a˜o seja va´lida paraQd com 1 6 d 6 n.
Enta˜o por i)
Qn(x) =
xn − 1
f(x)
onde f(x) =
∏
d|n
Qd(x).
A hipo´tese de induc¸a˜o implica que f(x) e´ um polinoˆmio com coeficientes no subcorpo
primo de K ou em Z no caso em que a caracterı´stica de K e´ zero.
Chamaremos de func¸a˜o de Euler a func¸a˜o φ definida por,
φ(x) = |{n ∈ N : n < x e mdc(n, x) = 1}| .
Teorema 1.41 O corpo ciclotoˆmico K(n) e´ uma extensa˜o simples de K. Ale´m disso,
i) Se K = Q, enta˜o o polinoˆmio ciclotoˆmico Qn e´ irredutı´vel sobre K e [K(n) : K] = φ(n);
ii) Se K = Fq com mdc(q, n) = 1, enta˜o, Qn fatora-se em φ(n)/d polinoˆmios moˆnicos
distintos irredutı´veis em K[x] de mesmo grau d, onde d e´ o menor inteiro positivo tal
que qd ≡ 1 mod(n). K(n) e´ um corpo de decomposic¸a˜o de qualquer um dos fatores
irredutı´veis sobre K e [K(n) : K] = d.
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Demonstrac¸a˜o. Se existe uma raiz n-e´sima primitiva α da unidade sobre K e´ claro que K(n) =
K(α). Ale´m disso temos a situac¸a˜o descrita no Teorema 1.37 enta˜o K(n) = K(m) e o resultado
segue novamente. Basta enta˜o provar ii).
Seja α uma raiz n-e´sima primitiva da unidade sobre Fq. Enta˜o α ∈ Fqk se, e somente
se, αk = α ou seja, qk ≡ 1 mod(n) e o menor inteiro para o qual isto e´ va´lido e´ k = d e enta˜o
α ∈ Fqd . Pore´m na˜o existe subcorpo pro´prio de Fqd enta˜o o polinoˆmio minimal de α sobre Fq
possui grau d e como α era qualquer raiz de Qn o que prova o resultado.
Teorema 1.42 O corpo finito Fq e´ o (q − 1)-e´simo corpo ciclotoˆmico sobre qualquer um dos
seus subcorpos.
Demonstrac¸a˜o. O polinoˆmio xq−1−1 decompo˜e-se em Fq pois suas raı´zes sa˜o exatamente todos
os elementos na˜o nulos de Fq. Obviamente, o polinoˆmio na˜o pode se decompor em qualquer
subcorpo pro´prio de Fq e enta˜o o corpo de decomposic¸a˜o de xq−1 − 1 sobre qualquer um de
seus subcorpos e´ Fq.
Lema 1.43 Se d e´ um divisor de um inteiro positivo n com 1 < d < n enta˜o Qn divide x
n−1
xd−1 .
Demonstrac¸a˜o. Pelo Teorema 1.40 sabemos que Qn(x) divide xn− 1 = (xd− 1) (xn−1)(xd−1) e como
d e´ um divisor pro´prio de n, os polinoˆmios Qn(x) e xd − 1 na˜o possuem raı´zes em comum.
Enta˜o mdc(Qn(x), xd − 1) = 1 e o lema e´ va´lido.
Capı´tulo 2
Teoria Alge´brica dos Co´digos
Neste capı´tulo apresentaremos a teoria cla´ssica de co´digos lineares, introduziremos o
conceito de co´digo MDS e tambe´m apresentaremos um estudo sobre co´digos cı´clicos. Seguire-
mos como refereˆncias principais [3] e [7].
2.1 Co´digos lineares
Definic¸a˜o 2.1 SejaH uma matriz (n−k)×n de posto (n−k) com entradas em Fq. O conjunto
C de todos os vetores c ∈ Fnq tais que HcT = 0 e´ chamado de [n, k]-co´digo linear sobre Fq; n
e´ dito o comprimento e k a dimensa˜o do co´digo. Os elementos de C sa˜o chamados de palavras
co´digo (vetores co´digo), a matriz H e´ chamada de matriz de paridade de C. Pode-se provar
que todo co´digo C possui um co´digo equivalente com matriz de paridadeH da forma (A In−k).
Se q = 2, C e´ um co´digo bina´rio.
Exemplo 2.2 Seja q = 2 e (a1, . . . , ak) uma mensagem dada, enta˜o o sistema de codificac¸a˜o
definido por f ,
f : Fk2 −→ Fk+12
(a1, . . . , ak) 7−→ (b1, . . . , bk+1)
onde, bi = ai para i = 1, . . . , k e
bk+1 =

0 se
k∑
i=1
ai = 0,
1 se
k∑
i=1
ai = 1
17
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e´ tal que a soma
k+1∑
i=1
bi de qualquer palavra co´digo (b1, . . . , bk+1) recebida e´ zero. Se a soma
das coordenadas de uma palavra recebida e´ 1, enta˜o o receptor sabe que ocorreu um erro de
transmissa˜o. Seja n = k + 1, enta˜o este e´ um [n, n − 1]-co´digo linear bina´rio com matriz de
paridade H = [11 . . . 1]. Este co´digo e´ conhecido como Co´digo Verificador de Paridade.
Definic¸a˜o 2.3 A matriz (k × n) G = [Ik − AT ] e´ chamada de matriz geradora canoˆnica do
[n, k]-co´digo linear com matriz de paridade H = [A In−k].
Para HcT = 0 e c = aG segue-se que H e G esta˜o relacionadas por
GHT = 0 (2.1)
O co´digo C e´ igual ao espac¸o linha da matriz geradora canoˆnica G.
Uma matriz geradora G de C pode ser utilizada para a decodificac¸a˜o, no sentido de
que uma palavra co´digo c ∈ C e´ decodificada por c = aG ∈ C.
Definic¸a˜o 2.4 Se c e´ uma palavra co´digo e y e´ uma palavra recebida apo´s a transmissa˜o
atrave´s de um canal, enta˜o e = y − c = (e1, e2, . . . , en) e´ chamado de “palavra erro”ou
“vetor erro”.
Definic¸a˜o 2.5 Sejam x, y dois vetores em Fnq . Enta˜o:
i) A distaˆncia de Hamming d(x, y) entre x e y e´ o nu´mero de coordenadas em que x e y
diferem, isto e´,
d(x, y) = |{xi 6= yi i = 1, 2, . . . , n}| .
ii) O peso (de Hamming) w(x) de x e´ o nu´mero de coordenadas na˜o nulas de x (ou seja
d(x, 0)).
Proposic¸a˜o 2.6 A distaˆncia de Hamming e´ uma me´trica em Fnq , isto e´, para todos x, y, z ∈ Fnq
temos:
i) d(x, y) = 0 se, e somente se, x = y;
ii) d(x, y) = d(y, x);
iii) d(x, z) 6 d(x, y) + d(y, z).
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Definic¸a˜o 2.7 Dado um elemento y ∈ Fnq e um inteiro r > 0 definimos a bola e a esfera de
centro em y e raio r como sendo, respectivamente, os conjuntos:
B(y, r) :=
{
x ∈ Fnq : d(y, x) 6 r
}
,
S(y, r) :=
{
x ∈ Fnq : d(y, x) = r
}
.
Definic¸a˜o 2.8 Para todo t ∈ N, um co´digo C ⊆ Fnq e´ chamado “t-corretor de erros”se para
cada y ∈ Fnq existe no ma´ximo um c ∈ C tal que d(y, c) 6 t.
Definic¸a˜o 2.9 O nu´mero
d(C) = min d(u, v) = minw(c)
onde, u, v ∈ C, u 6= v, c 6= 0 e´ chamado de distaˆncia mı´nima do co´digo linear C.
Teorema 2.10 Seja C um co´digo linear cuja distaˆncia mı´nima e´ d(C) > 2t + 1 enta˜o C pode
corrigir ate´ t erros.
Demonstrac¸a˜o. Ver [7].
Lema 2.11 Um co´digo linear C cuja uma matriz de paridade e´ H possui distaˆncia mı´nima
d(C) > t+1 se, e somente se, qualquer conjunto de t colunas deH e´ linearmente independente.
Demonstrac¸a˜o. Ver [7].
2.2 Decodificac¸a˜o de Co´digos Lineares
Seja C um [n, k]-co´digo linear sobre Fq. O espac¸o vetorial Fnq /C consiste em todos as
classes laterais a+C = {a+ c : c ∈ C} com a ∈ Fnq . Cada classe lateral conte´m qk elementos
de Fnq e podemos escrever
Fnq = (a(0) + C) ∪ (a(1) + C) ∪ · · · ∪ (a(s) + C)
onde, a(0) = 0, s = qn−k − 1 e a unia˜o e´ disjunta. Agora um vetor y recebido deve estar em
uma das classes, digamos em a(i) + C. Se uma palavra co´digo c foi transmitida enta˜o o erro e´
dado por e = y − c = a(i) + z ∈ a(i) + C para z ∈ C. Devido este fato vamos construir um
esquema de decodificac¸a˜o. Mas antes precisamos da seguinte definic¸a˜o.
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Definic¸a˜o 2.12 Seja C ⊆ Fnq um [n, k]-co´digo linear e seja Fnq /C o espac¸o quociente. Um
elemento de peso mı´nimo em uma classe a+ C e´ chamado de lı´der da classe a+ C. Se va´rios
vetores em a+ C possuem peso mı´nimo, no´s escolhemos um deles como lı´der da classe.
Sejam a(1), . . . , a(s) os lı´deres de classes diferentes de C e sejam c(1), . . . , c(qk) todas as
palavras co´digo em C. Enta˜o se uma palavra y = a(i) + c(j) e´ recebida, o decodificador decide
que o erro “e”e´ o lı´der de classe a(i) correspondente e decodifica y como a palavra co´digo
x = y − e = c(j).
Definic¸a˜o 2.13 Seja H a matriz de paridade de um [n, k]-co´digo linear C. Enta˜o o vetor
S(y) = HyT de comprimento (n− k) e´ chamado de sı´ndrome de y.
Teorema 2.14 Para z, y ∈ Fnq , temos:
i) S(y) = 0 se, e somente se, y ∈ C;
ii) S(y) = S(z) se, e somente se, y + C = z + C.
Demonstrac¸a˜o.
i) 0 = S(y) = HyT ⇐⇒ y ∈ C;
ii) Note que, S(y) = S(z) ⇐⇒ HyT = HzT ⇐⇒ H(y − z)T = 0 ⇐⇒ y − z ∈ C ⇐⇒
y + C = z + C.
Agora para corrigir os erros em y, calcula-se S(y) e daı´ encontra-se o lı´der de classe,
digamos e com sı´ndrome igual a de y. Enta˜o decodifica-se y como x = y− e e x sera´ a palavra
co´digo com distaˆncia mı´nima para y.
Teorema 2.15 Em um [n, k]-co´digo linear bina´rio com matriz de paridade H , a sı´ndrome e´ a
soma das colunas de H que correspondem a`s posic¸o˜es onde os erros ocorreram.
Demonstrac¸a˜o. Seja y ∈ Fn2 o vetor recebido, y = x + e, x ∈ C enta˜o S(y) = HeT . Sejam
i1, i2, . . . , it as coordenadas erro em “e”, digamos, e = (0, . . . , 1i1 , . . . , 0, 1it , . . . , 0, 0) enta˜o
temos S(y) = hi1 + hi2 + · · ·+ hit onde hi denota a i-e´sima coluna de H .
Um co´digo bina´rio Cm de comprimento n = 2m − 1 onde m > 2 com uma matriz de
paridade H de dimenso˜es m× (2m − 1) e´ chamado co´digo bina´rio de Hamming se as colunas
de H sa˜o as representac¸o˜es bina´rias de 1, 2, . . . , 2m − 1.
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Lema 2.16 Cm e´ um co´digo de dimensa˜o 2m −m− 1, 1-corretor de erro.
Demonstrac¸a˜o. Pela definic¸a˜o da matriz de paridade H de Cm temos que o posto de H e´ m.
Tambe´m quaisquer duas colunas sa˜o linearmente idependentes. Como H conte´m a soma de
quaisquer duas colunas enta˜o pelo Lema 2.11 temos que d(C) > 3 e d(C) = 3. Enta˜o, Cm e´
um co´digo 1-corretor de erro.
Exemplo 2.17 Considerando o [7, 4]-Co´digo de Hamming C3 com matriz de paridade:
H =

0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1

Se, a sindrome de uma palavra recebida y e´, digamos, S(y) = (1, 0, 1)T , enta˜o sabemos que
ocorreu um erro na quinta posic¸a˜o, pois 101 e´ a representac¸a˜o bina´ria de 5.
Teorema 2.18 (Limitante de Singleton). Se C e´ um [n, k]-co´digo linear definido sobre Fq enta˜o
temos
|C| 6 qn−d(C)+1.
Demonstrac¸a˜o. Primeiro observe que para C ⊆ Fnq temos que |C| 6 qn ja´ que para cada entrada
de um vetor x ∈ C existem no ma´ximo q valores a serem escolhidos.
Seja d(C) a distaˆncia mı´nima de C. Se removermos todas as (d(C) − 1) primeiras
coordenadas de cada vetor de C temos que os vetores resultantes sa˜o todos distintos, ja´ que
para todas as palavras co´digo a menor distaˆncia entre elas e´ d(C). Enta˜o obtemos um Co´digo
C ′ de mesma cardinalidade que |C| pore´m agora cada vetor de C ′ possui comprimento igual a
n− (d(C)− 1) = n− d(C) + 1 donde |C ′| 6 qn−d(C)+1 provando o resultado.
Da desigualdade de Singleton segue que, para um [n, k]-co´digo linear C sobre Fq com
|C| = qk temos, que d(C) 6 n − k + 1. Chamaremos de co´digos MDS aos co´digos tais que
d(C) = n− k + 1.
Teorema 2.19 (Limitante de Hamming). Seja C um co´digo t-corretor de erro sobre Fq de
comprimento n com |C| palavras co´digo. Enta˜o,
|C|
1 +
 n
1
 (q − 1) + · · ·+
 n
t
 (q − 1)t
 6 qn.
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Demonstrac¸a˜o. Seja α ∈ Fnq enta˜o α = (x1, x2, . . . , xn). Agora, se w(α) = m > n te-
mos d(α, 0) = m, ou seja, α possui m-coordenadas na˜o nulas e (n − m)-coordenadas fixas
(= 0). Logo temos (q − 1)m opc¸o˜es para as outras coordenadas na˜o fixas, portanto, existem n
m
 (q−1)m vetores em Fnq com pesom. Como translac¸a˜o preserva distaˆncia de Hamming,
e S(β,m) = β + S(0,m), segue que cada esfera possui o mesmo nu´mero de elementos, e que
cada bola de raio t possui
t∑
m=0
 n
m
 (q − 1)m
vetores de Fnq . Portanto, como as bolas de raio t e centro em uma palavra co´digo sa˜o todas
disjuntas (ja´ que C e´ t-corretor de erro) temos
|C|
 t∑
m=0
 n
m
 (q − 1)m
 6 qn.
Teorema 2.20 (Limitante de Plotkin). Para um [n, k]-co´digo linear C sobre Fq de distaˆncia
mı´nima d(C) temos,
d(C) 6 nq
k−1(q − 1)
qk − 1 .
Demonstrac¸a˜o. Seja 1 6 i 6 n tal queC conte´m uma palavra co´digo com a i-e´sima coordenada
na˜o nula e seja D o subespac¸o de C formado por todas as palavras co´digo com a i-e´sima
componente nula. Em C/D esta˜o os q elementos correspondentes a q escolhas para a i-e´sima
coordenada de uma palavra co´digo
C/D := {c+ d : d ∈ D}
enta˜o, |C||D| = q dai, |D| = |C|q = q
k
q
= qk−1. Continuando este processo para cada componente,
a soma dos pesos das palavras co´digo e´ menor ou igual a nqk−1(q−1), a distaˆncia mı´nima d(C)
do co´digo e´ o peso mı´nimo na˜o nulo e, mais ainda, deve satisfazer a desigualdade do teorema
pois, o nu´mero total de palavras co´digo de peso diferente de zero e´ qk − 1.
Teorema 2.21 (Teorema de Gilbert-Varshamov). Existe um [n, k]-co´digo linear sobre Fq com
distaˆncia mı´nima maior ou igual a d sempre que,
qn−k>
d−2∑
i=0
 n− 1
i
 (q − 1)i
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Demonstrac¸a˜o. Provaremos este teorema construindo uma (n − k) × k matriz de paridade H
para tal co´digo. Escolha a primeira coluna como qualquer (n − k)-upla na˜o nula sobre Fq e a
segunda coluna como qualquer (n−k)-upla sobre Fq que na˜o seja mu´ltiplo escalar da primeira.
Em geral suponha que j − 1 colunas sejam escolhidas de modo que quaisquer (d − 1) delas
sejam linearmente independentes. Ha´ no ma´ximo,
d−2∑
i=0
 j − 1
i
 (q − 1)i
vetores obtidos pela combinac¸a˜o linear de (d − 2) ou menos dessas (j − 1) colunas. Se a
desigualdade do enunciado vale, enta˜o sera´ possı´vel escolher a j-e´sima coluna que e´ linearmente
indepedente de qualquer uma das (j − 1) colunas anteriores. A construc¸a˜o pode ser realizada
ate´ que H possua posto (n− k) e isto resulta em um co´digo que possui distaˆncia minima maior
ou igual a d pelo Lema 2.11.
2.3 Co´digos Duais
Fazendo uma analogia com o espac¸o vetorial Rn, podemos considerar em Fnq um pro-
duto interno dado pela mesma fo´rmula usada em Rn, ou seja,
x.y = x1y1 + · · ·+ xnyn para x, y ∈ Fnq .
Este produto interno e´ uma forma bilinear na˜o-degenerada, e faz sentido enta˜o considerarmos o
co´digo dual de um co´digo linear C que sera´ definido por,
Definic¸a˜o 2.22 Seja C um [n, k]-co´digo linear sobre Fq. Enta˜o seu co´digo dual C⊥ e´ definido
como,
C⊥ :=
{
u ∈ Fnq : u.v = 0 para todo v ∈ C
}
.
Lema 2.23 Se C ⊆ Fnq e´ um co´digo linear, com matriz geradora G, enta˜o,
i) C⊥ e´ um subespac¸o vetorial de Fnq ;
ii) x ∈ C⊥ se, e somente se, GxT = 0.
Demonstrac¸a˜o.
i) Dados u, v ∈ C⊥ e t ∈ Fq temos, que para todo x ∈ C,
(u+ tv).x = u.x+ t(v.x) = 0
e, portanto u+ tv ∈ C⊥ provando que C⊥ e´ subespac¸o de Fnq .
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ii) x ∈ C⊥ se, e somente se, x e´ ortogonal a todo elemento de C se, e somente se, x e´
ortogonal a todo elemento de uma base de C, o que e´ equivalente a dizer que GxT = 0,
pois as linhas de G constituem uma base para C.
A pro´xima proposic¸a˜o nos fornecera´ relac¸o˜es entre dimenso˜es e matrizes geradoras
dos co´digos linear C e C⊥.
Proposic¸a˜o 2.24 Seja C ⊆ Fnq um co´digo de dimensa˜o k com matriz geradora G = (Ik A)
enta˜o,
i) dimC⊥ = n− k;
ii) H = (−A In−k) e´ a matriz geradora de C⊥.
Demonstrac¸a˜o.
i) Pelo Lema 2.23 x ∈ C⊥ se, e somente se, GxT = 0. Isto equivale a
x1
x2
...
xk
 = −A

xk+1
xk+2
...
xn

portanto, C⊥ possui qn−k elementos, que sa˜o as escolhas arbitra´rias para xk+1, . . . , xn.
Logo, C⊥ possui dimensa˜o (n− k).
ii) E´ evidente que as linhas de H sa˜o L.I, portanto, geram um subespac¸o vetorial cuja di-
mensa˜o e´ n− k. Como as linhas de H sa˜o ortogonais a`s linhas de G, temos que o espac¸o
gerado pelas linhas de H esta´ contido em C⊥. Como estes subespac¸os tem mesma di-
mensa˜o, eles coincidem, provando assim que H = (−AT In−k) e´ uma matriz geradora
de C⊥.
Exemplo 2.25 E´ importante observar que um co´digo C e seu dual C⊥ na˜o sa˜o disjuntos, em
geral, e podem inclusive coincidir. Por exemplo considerando-se o Co´digo C sobre F2 com
matriz geradora 
1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 1 1 1 0

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chamado de co´digo de Hamming estendido de comprimento 8. Pode-se provar que C = C⊥.
2.4 Caracteres e Identidade de MacWilliams
Aqui falaremos um pouco sobre caracteres, os quais sera˜o utilizados em demonstrac¸o˜es
de resultados apresentados no Capı´tulo 4 e tambe´m para a demonstrac¸a˜o de uma das igualdades
mais importantes quando se trata de teoria de co´digos conhecida como Identidade de MacWil-
liams.
Definic¸a˜o 2.26 Seja G um grupo abeliano finito, um caractere λ em G e´ um homomorfismo de
G no grupo multiplicativo U(C) dos nu´meros complexos de valor absoluto 1, ou seja, e´ uma
func¸a˜o λ : G −→ U(C) tal que λ(g1g2) = λ(g1)λ(g2), ∀g1, g2 ∈ G.
Note que [λ(g)]|G| = λ(g|G|) = λ(1G) = 1 ∀g ∈ G onde 1G indica a unidade do
grupo G. Enta˜o os valores de λ sa˜o exatamente as |G|-e´simas raı´zes da unidade. Note tambe´m
que, λ(g)λ(g−1) = λ(1G) = 1 e daı´, λ(g−1) = λ(g). Podemos tambe´m definir o produto de
caracteres λ1, . . . , λn de G por, (λ1 . . . λn)(g) = λ1(g) . . . λn(g) ∀g ∈ G.
Teorema 2.27 Se λ e´ um caractere na˜o trivial de Fq enta˜o,∑
a∈Fq
λ(a) = 0.
Demonstrac¸a˜o. Como λ e´ na˜o trivial, existe c ∈ Fq tal que λ(c) 6= 1. Assim temos,
λ(c)
∑
a∈Fq
λ(a) =
∑
a∈Fq
λ(ac) =
∑
a∈Fq
λ(a).
Pois, a percorre todo Fq e assim ac tambe´m percorrera´, logo temos
(λ(c)− 1)
∑
a∈Fq
λ(a) = 0⇐⇒
∑
a∈Fq
λ(a) = 0.
Lema 2.28 Seja λ um caractere na˜o trivial aditivo de Fq e a ∈ Fq fixo enta˜o,
∑
b∈Fq
λ(ab) =
 q se a = 00 se a 6= 0 .
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Demonstrac¸a˜o. Se a = 0 enta˜o,
λ(ab) = λ(0b) = λ(0) = 1, ∀b ∈ Fq.
Logo, ∑
b∈Fq
λ(ab) =
∑
b∈Fq
1 = q, pois |Fq| = q.
Agora, se a 6= 0, temos que, ∑
b∈Fq
λ(ab) =
∑
ab=c∈Fq
λ(c) = 0.
Pois ab percorre todos os elementos de Fq ja´ que b percorre e a 6= 0.
Lema 2.29 Seja λ um caractere aditivo na˜o trivial de Fq. Enta˜o para qualquer co´digo linear
C sobre Fq vale: ∑
v∈C
λ(u.v) =
 0 se u /∈ C⊥,|C| se u ∈ C⊥.
Demonstrac¸a˜o. Se u ∈ C⊥ enta˜o λ(u.v) = λ(0) = 1 e daı´,∑
v∈C
λ(u.v) =
∑
v∈C
λ(0) =
∑
v∈C
1 = |C|.
Suponha agora que, u /∈ C⊥. Daı´ pelo Teorema 2.27 e pela igualdade∑
v∈C
λ(u.v) =
∑
a∈Fq
∑
u.v=a∈Fq
λ(a) = 0.
Para uma func¸a˜o f : Fnq → C iremos definir a Transformada de Fourier fˆ de f como
sendo,
fˆ(u) =
∑
v∈Fnq
λ(u.v)f(v).
Onde, λ e´ um caractere aditivo na˜o trivial de Fq.
Lema 2.30 (soma discreta de Poisson). SejaC um co´digo linear de tamanho “n”sobre o corpo
Fq e f uma func¸a˜o definida em Fnq enta˜o∑
u∈C⊥
f(u) =
1
|C|
∑
u∈C
fˆ(u).
Teoria Algebrica dos Co´digos 27
Demonstrac¸a˜o. Segue das definic¸o˜es que∑
u∈C
fˆ(u) =
∑
u∈C
∑
v∈Fnq
λ(u.v)f(v)
=
∑
v∈Fnq
f(v)
∑
u∈C
λ(u.v)
= |C|
∑
u∈C⊥
f(u).
pois, pelo Lema 2.29 temos que
∑
u∈C
λ(uv) =
 0 se v /∈ C⊥,|C| se v ∈ C⊥.
Definic¸a˜o 2.31 Seja Ai o nu´mero de palavras co´digo c ∈ C com peso i (0 6 i 6 n). Enta˜o o
polinoˆmio
A(x, y) =
n∑
i=0
Aix
iyn−i.
em “x”e “y”sobre o corpo dos nu´meros complexos e´ chamado de polinoˆmio enumerador de
peso de C.
Definic¸a˜o 2.32 Seja λ um caractere aditivo na˜o trivial de Fq e seja u.v o produto interno de
u, v ∈ Fnq . Definimos para cada v ∈ Fnq fixo a func¸a˜o λv : Fnq −→ C por
λv(u) = λ(v.u), ∀u ∈ Fnq .
Se V e´ um espac¸o vetorial sobre C e f e´ uma func¸a˜o de Fnq em V , enta˜o definimos a func¸a˜o
gf : Fnq −→ V por,
gf (u) =
∑
v∈Fnq
λv(u)f(v) para u ∈ Fnq . (2.2)
Lema 2.33 Seja E um subespac¸o de Fnq , E⊥ seu dual, f : Fnq −→ V uma func¸a˜o no espac¸o
vetorial V sobre C e λ um caractere aditivo na˜o trivial de Fq. Enta˜o,∑
u∈E
gf (u) = |E|
∑
v∈E⊥
f(v). (2.3)
Demonstrac¸a˜o. ∑
u∈E
gf (u) =
∑
u∈E
∑
v∈Fnq
λv(u)f(v)
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=
∑
v∈Fnq
∑
u∈E
λ(v.u)f(v)
= |E|
∑
v∈E⊥
f(v) +
∑
v/∈E⊥
∑
α∈Fq
∑
u∈E;u.v=α
λ(α)f(v).
Para v /∈ E⊥ fixo, u ∈ E 7−→ v.u e´ um funcional linear na˜o trivial em E donde e´ sobrejetor e
existem |E|
q
elementos na pre´-imagem de cada c de Fq, enta˜o,
∑
u∈E
gf (u) = |E|
∑
v∈E⊥
f(v) +
|E|
q
∑
v/∈E⊥
f(v)
∑
α∈Fq
λ(α)
= |E|
∑
v∈E⊥
f(v).
Onde, na ultima igualdade foi utilizado o Teorema 2.27.
Teorema 2.34 (Identidade de MacWilliams). Seja C um [n, k]-co´digo linear sobre Fq e C⊥
seu co´digo dual. Se A(x, y) e´ o polinoˆmio enumerador de peso de C e A⊥(x, y) e´ o polinoˆmio
enumerador de peso de C⊥, enta˜o
A⊥(x, y) = q−kA(y − x, y + (q − 1)x) (2.4)
Demonstrac¸a˜o. Seja f : Fnq −→ C[x, y] dada por, f(v) = xw(v)yn−w(v). Enta˜o o polinoˆmio
enumerador de peso de C⊥ e´
A⊥(x, y) =
∑
v∈C⊥
f(v)
Seja gf como em (2.2) e para cada a ∈ Fq defina,
|a| =
 1 se a 6= 00 se a = 0 . (2.5)
Para u = (u1, u2, . . . , un) ∈ Fnq temos,
gf (u) =
∑
v∈Fnq
λ(v.u)xw(v)yn−w(v)
=
∑
v1,...,vn∈Fq
λ(v1u1 + · · ·+ vnun)x|v1|+···+|vn|y(1−|v1|)+···+(1−|vn|)
=
∑
v1,...,vn∈Fq
[
n∏
i=1
λ(viui)x
|vi|y(1−|vi|)
]
=
n∏
i=1
∑
v∈Fq
λ(vui)x
|v|y(1−|v|)

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para ui = 0 temos λ(uiv) = λ(0) = 1, enta˜o o fator correspondente no produto e´ (q − 1)x+ y.
Para ui 6= 0 o fator correspondente e´,
y + x
∑
v∈F∗q
λ(v) = y − x.
Ale´m disso,
gf (u) = (y − x)w(u)(y + (q − 1)x)n−w(u).
Do Lema 2.33 implica que
|C|A⊥(x, y) = |C|
∑
v∈C⊥
f(v) =
∑
u∈C
gf (u) = A(y − x, y + (q − 1)x).
Finalmente, |C| = qk por hipo´tese, concluindo a prova.
Corola´rio 2.35 Sejam x = z e y = 1 em A(x, y) e A⊥(x, y) e denote os polinoˆmios enume-
radores por A(z) e A⊥(z), respectivamente. A identidade de Macwilliams pode ser escrita da
forma
A⊥(z) = q−k(1 + (q − 1)z)nA
(
1− z
1 + (q − 1)z
)
(2.6)
Demonstrac¸a˜o. Temos que o polinoˆmio enumerador A(x, y) aplicado em x = z e y = 1 vale,
A(z) = A(z, 1) =
n∑
i=0
Aiz
i e A⊥(z) = A⊥(z, 1) = q−kA(1− z, 1 + (q − 1)z). Mas
A(1− z, 1 + (q − 1)z) =
n∑
i=0
Ai(1− z)i(1 + (q − 1)z)n−i
=
n∑
i=0
Ai
[
(1− z)
1 + (q − 1)z
]i
(1 + (q − 1)z)n
= [1 + (q − 1)z]n
n∑
i=0
Ai
[
1− z
1 + (q − 1)z
]i
= [1 + (q − 1)]nA
(
1− z
1 + (q − 1)z , 1
)
.
Provando que,
A⊥(z) = q−k(1 + (q − 1)z)nA
(
1− z
1 + (q − 1)z
)
.
2.5 Co´digos Cı´clicos
Vimos que os co´digos lineares podem ter suas palavras co´digo descritas utilizando ape-
nas algumas ferramentas importantes como a matriz geradora e a matriz de paridade. Co´digos
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cı´clicos sa˜o uma subclasse dos co´digos lineares a qual veremos que requerem menos informac¸a˜o
para se poder descrever todas as palavras de co´digo.
Definic¸a˜o 2.36 Um [n, k]-co´digo linear C sobre Fq e´ chamado cı´clico se sempre que a palavra
co´digo (a0, a1, . . . , an−1) ∈ C tivermos (an−1, a0, . . . , an−2) ∈ C.
Note que um co´digo linear C sera´ um co´digo cı´clico se, para a permutac¸a˜o pi de
{0, 1, . . . , n− 1} definida por
pi(i) =
 i− 1 i > 1n− 1 i = 0 (2.7)
e para Tpi : Fnq 7→ Fnq definida por
Tpi(c0, . . . , cn−1) = (cn−1, c0, c1, . . . , cn−2)
tivermos
Tpi(c) ∈ C ∀c ∈ C, ou seja, Tpi(C) ⊆ C.
Definic¸a˜o 2.37 Defina Rn como sendo o anel das classes em Fq[x] mo´dulo xn − 1. Isto e´,
Rn = Fq[x](xn−1) = Fq[x]/(xn − 1).
Um elemento de Rn e´, portanto, um conjunto da forma
[f(x)] = {f(x) + g(x)(xn − 1); g(x) ∈ Fq[x]} .
Este anel e´ um espac¸o vetorial com as seguintes operac¸o˜es:
adic¸a˜o: [f1(x)] + [f2(x)] = [f1(x) + f2(x)];
multiplicac¸a˜o por escalar: Para todo λ ∈ Fq, λ[f(x)] = [λf(x)].
Este espac¸o vetorial possui {1, [x], . . . , [xn−1]} como base e ale´m disso e´ isomorfo a`
Fnq com isomorfismo dado por
ϕ : Fnq −→ Rn
(a0, . . . , an−1) 7−→ [a0 + a1x+ · · ·+ an−1xn−1].
Definic¸a˜o 2.38 Um subconjunto I 6= ∅ de um anel (R,+, ∗) e´ um ideal de R se forem va´lidas,
i) Para todo a, b ∈ I temos que a+ b ∈ I;
ii) Para todo a ∈ I e para todo c ∈ R temos que c ∗ a ∈ I .
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Sendo R um anel qualquer, escreveremos I(r) para o ideal de R gerado por um ele-
mento qualquer r ∈ R.
Proposic¸a˜o 2.39 Um ideal de Fq[x] e´ da forma I(f(x)) onde f(x) ∈ Fq[x].
Demonstrac¸a˜o. Seja I um ideal de Fq[x]. Se I = {0} tome f(x) = 0 e temos I = (f(x)).
Suponha agora que I 6= 0. Seja f(x) 6= 0 em I tal que, f(x) seja de menor grau possı´vel. Vamos
provar que I = (f(x)). De fato, como f(x) ∈ I temos I(f(x)) ⊆ I . Seja agora g(x) ∈ I , pelo
algoritmo da divisa˜o de Euclides existem q(x), r(x) com r(x) = 0 ou deg(r(x)) < deg(f(x))
tais que,
g(x) = f(x)q(x) + r(x).
Como
f(x)g(x) ∈ I
segue que
r(x) = g(x)− f(x)g(x) ∈ I.
Se r(x) 6= 0 terı´amos um elemento r(x) ∈ I de grau menor que o grau de f(x) o que na˜o e´
possı´vel, portanto, r(x) = 0 e g(x) = f(x)q(x) ∈ I(f(x)).
Proposic¸a˜o 2.40 Todo ideal de Fq[x]/p(x) e´ da forma I([f(x)]) onde f(x) e´ divisor de p(x).
Demonstrac¸a˜o. Seja I um ideal de Fq[x]/p(x). Considere o conjunto
J := {g(x) ∈ Fq[x]; [g(x)] ∈ I} .
Vamos provar que J e´ um ideal de Fq[x]. De fato, se g1(x), g2(x) ∈ J , enta˜o [g1(x)], [g2(x)]
esta˜o em I e, portanto,
[g1(x) + g2(x)] = [g1(x)] + [g2(x)] ∈ I
e consequentemente g1(x) + g2(x) ∈ J . Por outro lado, se g(x) ∈ J e h(x) ∈ Fq[x], temos que
[g(x)] ∈ I , e portanto,
[g(x)h(x)] = [g(x)][h(x)] ∈ I
logo, g(x)h(x) ∈ J . Sendo J 6= {0}, pois p(x) ∈ J temos que existe f(x) ∈ Fq[x] − {0} tal
que J = I(f(x)). Segue que p(x) e´ mu´ltiplo de f(x), ou seja, f(x) e´ divisor de p(x). Note
que,
I = {[g(x)] : g(x) ∈ J}
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e como J = I(f(x))
I := {[h(x)][f(x)]; [h(x)] ∈ Fq[x]/p(x)} = I([f(x)]).
Note que a ac¸a˜o de Tpi em Fnq traduz-se, por meio de ϕ na multiplicac¸a˜o por [x] emRn.
Com efeito, tomando-se c = (c0, . . . , cn−1) ∈ C temos Tpi(c) = (cn−1, . . . , cn−2) e assim,
ϕ(Tpi(c)) =
[
cn−1 + c0x+ · · ·+ cn−2xn−2
]
= [x]
[
c0 + c1x+ · · ·+ cn−1xn−1
]
= [x]ϕ(c).
Lema 2.41 Seja V um subespac¸o vetorial de Rn. Enta˜o, V e´ um ideal de Rn se, e somente se,
V e´ fechado pela multiplicac¸a˜o por [x].
Demonstrac¸a˜o. Suponha que V e´ um ideal em Rn. Da definic¸a˜o, segue que [x][f(x)] ∈ V para
todo [f(x)] ∈ V .
Reciprocamente, suponha que V seja fechado pela multiplicac¸a˜o por [x]. E´ suficiente
mostrar que [g(x)][f(x)] ∈ V ∀[g(x)] ∈ Rn pois e´ claro que a[f(x)] ∈ V ∀a ∈ Fq. Como, por
hipo´tese
[xf(x)] = [x][f(x)] ∈ V
enta˜o,
[x2f(x)] = [x][xf(x)] ∈ V.
Por induc¸a˜o em m obtemos
[xmf(x)] = [xm][f(x)] ∈ V.
Agora se
[g(x)] = [a0 + a1x+ · · ·+ an−1xn−1]
temos que,
[g(x)][f(x)] = a0[f(x)] + a1[x][f(x)] + · · ·+ an−1[xn−1][f(x)] ∈ V.
O Lema 2.41 e os argumentos do para´grafo anterior nos da˜o a demonstrac¸a˜o de uma
caracterizac¸a˜o importante dos co´digos cı´clicos a qual e´ descrita pelo seguinte teorema.
Teorema 2.42 Um co´digo linear C e´ cı´clico se, e somente se, ϕ(C) e´ um ideal de Fq[x]/(xn −
1).
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Definic¸a˜o 2.43 Seja C um co´digo cı´clico onde ϕ(C) = I ([g(x)]) enta˜o g(x) e´ chamado de
polinoˆmio gerador de C e h(x) = x
n−1
g(x)
e´ chamado de polinoˆmio de paridade de C.
Teorema 2.44 Seja I = I([g(x)]), onde g(x) e´ um divisor de xn − 1 de grau “s”. Temos que
{[g(x)], [xg(x)], . . . , [xn−s−1g(x)]} e´ uma base de I como espac¸o vetorial sobre Fq.
Demonstrac¸a˜o. O conjunto e´ linearmente independente.
De fato, se
a0[g(x)] + a1[xg(x)] + · · ·+ an−s−1[xn−s−1g(x)] = [0]
enta˜o
[g(x)][a0 + a1x+ · · ·+ an−s−1xn−s−1] = [0]
e, portanto, para algum d(x) ∈ Fq[x] temos,
g(x)(a0 + a1x+ · · ·+ an−s−1xn−s−1) = d(x)(xn − 1).
Daı´, segue que
a0 + a1x+ · · ·+ an−s−1xn−s−1 = d(x)h(x).
Como o grau de h(x) e´ (n− s), devemos ter a0 + a1x+ · · ·+ an−s−1xn−s−1 = 0 e consequen-
temente a0 = a1 = · · · = an−s−1.
Os elementos [g(x)], [xg(x)], . . . , [xn−s−1g(x)] geram I .
De fato, se [f(x)] ∈ I , temos que
f(x) ≡ g(x)d(x) mod(xn − 1).
Pelo algoritmo da divisa˜o de Euclides, temos que, d(x) = c(x)h(x) + r(x) com,
r(x) = a0 + a1x+ a2x
2 + · · ·+ an−s−1xn−s−1
logo,
f(x) ≡ d(x)g(x) ≡ c(x)h(x)g(x) + r(x)g(x) mod(xn − 1)
e, portanto,
f(x) ≡ c(x)(xn − 1) + r(x)g(x) ≡ r(x)g(x) mod(xn − 1).
Consequentemente,
[f(x)] = a0[g(x)] + a1[xg(x)] + · · ·+ an−s−1[xn−s−1g(x)].
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Corola´rio 2.45 Dado um co´digo cı´clico C, existe v ∈ C tal que C = 〈v〉.
Demonstrac¸a˜o. Seja I = ϕ(C). Logo, I e´ gerado como Fq-espac¸o vetorial pelas classes [g(x)],
[xg(x)] , . . . , [xn−s−1g(x)], onde g(x) e´ um divisor de xn − 1 que possui grau s. Portanto,
escolhendo
v = ϕ−1([g(x)])
temos que C e´ gerado por
v, Tpi(v), . . . , T
n−s−1
pi (v)
e portanto, C = 〈v〉.
Corola´rio 2.46 Seja g(x) = g0 + g1x + . . . + gsxs um divisor de xn − 1 de grau “s”. Se
I = I([g(x)]) enta˜o,
dimFqI = n− s,
e o co´digo C = ϕ−1(I) tem matriz geradora,
ϕ−1([g(x)])
ϕ−1([xg(x)])
ϕ−1([x2g(x)])
...
ϕ−1([xn−s−1g(x)])

=

g0 g1 . . . gs 0 0 . . . 0
0 g0 g1 . . . gs 0 . . . 0
0 0 g0 g1 . . . gs . . . 0
...
...
...
... . . .
... . . .
...
0 0 0 . . . g0 g1 . . . gs

.
Exemplo 2.47 Em F72[x] consideremos, x7 − 1 = (x + 1)(x3 + x + 1)(x3 + x2 + 1). Enta˜o
g(x) = x3 + x2 + 1 gera um [7, 4]-co´digo cı´clico com polinoˆmio de paridade dado por h(x) =
x7−1
g(x)
= x4 + x3 + x2 + 1. A matriz geradora e a matriz de paridade deste co´digo sa˜o dadas
respectivamente por,
G =

1 0 1 1 0 0 0
0 1 0 1 1 0 0
0 0 1 0 1 1 0
0 0 0 1 0 1 1
 H =

0 0 0 1 1 1 1
0 0 1 1 1 1 0
0 1 1 1 1 0 0
1 1 1 1 0 0 0
 .
2.6 Co´digos Cı´clicos Definidos por Anulamento
Seja Fq corpo finito, n inteiro tal que mdc(q, n) = 1, e seja C um co´digo cı´clico com
polinoˆmio gerador g(x). Seja Fp uma extensa˜o de Fq na qual xn − 1 se decompo˜e em fatores
lineares moˆnicos distintos e sejam α1, . . . , αr as raı´zes de g(x) em Fp que sa˜o, portanto, duas a
duas distintas.
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Proposic¸a˜o 2.48 Nas condic¸o˜es acima, temos:
ϕ(C) = I ([g(x)]) = {[f(x)] ∈ Rn : f(α1) = · · · = f(αr) = 0} .
Demonstrac¸a˜o. Como [f(x)] ∈ I ([g(x)]) se, e somente se, existe h(x) ∈ Fq[x] satisfazendo
[f(x)] = [g(x)][h(x)], isto equivale a dizer que existe d(x) ∈ Fq[x] tal que f(x) = d(x)g(x), o
que por sua vez equivale a condic¸a˜o f(αi) = 0, ∀i = 1, . . . , r.
Para um polinoˆmio dado
f(x) =
n−1∑
j=0
ajx
j ∈ Fq[x],
temos que [f(x)] e´ elemento de I ([g(x)]) se, e somente se,
f(αi) =
n−1∑
j=0
ajα
j
i = 0, ∀i = 1, 2, . . . , r.
Pode-se, enta˜o, descrever o co´digo cı´clico C definido pelo polinoˆmio g(x) como sendo
o conjunto dos elementos a = (a0, a1, . . . , an−1) ∈ Fnq tais que,
a0 + a1αi + a2α
2
i + · · ·+ an−1αn−1i = 0 para i = 1, . . . , r.
Ou seja e´ o conjunto dos elementos a = (a0, a1, . . . , an−1) ∈ Fnq tais que
HaT = 0,
ondeH e´ a seguinte matriz com entradas em Fp :
H =

α01 α
1
1 . . . α
n−1
1
α02 α
1
2 . . . α
n−1
2
...
... . . .
...
α0r α
1
r . . . α
n−1
r
 .
Este fato pode ser resumido como o seguinte teorema
Teorema 2.49 Seja C ⊆ Fq[x]/(xn−1) um co´digo cı´clico gerado pelo polinoˆmio g(x) e sejam
α1, . . . , αn−k suas raı´zes em uma extensa˜o Fr de Fq. Enta˜o f ∈ Fq[x]/(xn− 1) e´ um polinoˆmio
co´digo se, e somente se, o vetor (f0, . . . , fn−1) dos coeficientes de f esta´ no nu´cleo da matriz
H =

1 α11 . . . α
n−1
1
1 α12 . . . α
n−1
2
...
... . . .
...
1 α1n−k . . . α
n−1
n−k
 .
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Por exemplo, seja α uma raiz primitiva da unidade em Fqm e seja g(x) o polinoˆmio
minimal de α sobre Fq enta˜o, o co´digo cı´clico gerado por g(x) possui a matrizH dada por
H =
[
1 α α2 . . . αn−1
]
.
No pro´ximo resultado, veremos que, construindo co´digos cı´clicos com um conjunto de
raı´zes n-e´simas da unidade, temos uma cota inferior para a sua distaˆncia mı´nima. Escreveremos
mγr(x) para representar o polinoˆmio minimal de γr.
Teorema 2.50 (Bose-Chaudhuri-Hocquenghem). Seja Fq um corpo e n um inteiro maior que
1 co-primo com q. Seja Fqm um corpo onde xn − 1 se decompo˜e em fatores lineares, e seja
γ ∈ Fqm uma raiz n-e´sima primitiva da unidade. Seja C o co´digo cı´clico com polinoˆmio
gerador
g(x) = mmc
{
mγa(x), . . . ,mγa+δ−2(x)
}
,
com a > 0 e δ 6 n. Enta˜o, a distaˆncia mı´nima de C e´ maior ou igual a δ e a sua dimensa˜o e´
maior ou igual a n−m(δ − 1).
Demonstrac¸a˜o. Suponhamos que as raı´zes de g(x) sejam{
γa, γa+1, . . . , γa+δ−2
} ∪ {β1, . . . , βs} ,
logo, a matrizH associada ao co´digo cı´clico e´ da forma
H =

γ0 γa γ2a . . . γ(n−1)a
γ0 γa+1 γ2(a+1) . . . γ(n−1)(a+1)
...
...
... . . .
...
γ0 γa+δ−2 γ2(a+δ−2) . . . γ(n−1)(a+δ−2)
β01 β1 β
2
1 . . . β
n−1
1
...
...
... . . .
...
β0s βs β
2
s . . . β
n−1
s

.
Queremos mostrar que quaisquer δ − 1 colunas de H sa˜o linearmente independentes
sobre Fq. De fato, considere as δ − 1 colunas de H iniciadas com γi1a, . . . , γiδ−1a, de maneira
que 0 6 i1 < i2 < · · · 6 n−1. Estas formam uma matriz que possui o seguinte bloco principal
B =

γi1a γi2a γi3a . . . γiδ−1a
γi1(a+1) γi2(a+1) γi3(a+1) . . . γiδ−1(a+1)
...
...
... . . .
...
γi1(a+δ−2) γi2(a+δ−2) γi3(a+δ−2) . . . γiδ−1(a+δ−2)
 .
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Como
detB = γa(i1+...+iδ−1) det

1 1 1 . . . 1
γi1 γi2 γi3 . . . γiδ−1
...
...
... . . .
...
γi1(δ−2) γi2(δ−2) γi3(δ−2) . . . γiδ−1(δ−2)

temos que detB 6= 0, pois o u´ltimo determinante acima e´ de Vandermonde, com γij 6= γil se
j 6= l, por ser γ uma raiz n-e´sima da unidade. Portanto, quaisquer δ − 1 colunas de H sa˜o
linearmente independente sobre Fq, e o que, pelo Lema 2.11, permite concluir que a distaˆncia
minima do co´digo e´ pelo menos δ.
O co´digo C identifica-se com o ideal formado pelas classes [f(x)] de polinoˆmios em
Rn tais que
f(γa) = f(γa+1) = · · · = f(γa+δ−2) = 0,
na˜o precisando de nos preocuparmos em exigir que f(βi) = 0 para i = 1, . . . , s, pois estas
equac¸o˜es sa˜o automaticamente satisfeitas. Portanto, os elementos de C sa˜o vetores c tais que
HcT = 0, onde
H =

γ0 γa γ2a . . . γ(n−1)a
γ0 γa+1 γ2(a+1) . . . γ(n−1)(a+1)
...
...
... . . .
...
γ0 γa+δ−2 γ2(a+δ−2) . . . γ(n−1)(a+δ−2)

Escrevendo os elementos de Fqm como vetores colunas de comprimento m com elementos em
Fq, obtemos uma matriz H ′, de ordem m(δ−1)×n, com coeficientes em Fq, tal que H ′cT = 0.
Portanto, a dimensa˜o do espac¸o gerado pelas colunas de H ′ e´ maior ou igual a m(δ − 1) e
consequentemente, dimC > n−m(δ − 1).
Os co´digos cı´clicos definidos como no Teorema 2.50 sa˜o chamados de co´digos BCH.
O nu´mero δ do teorema e´ chamado de peso estimado do co´digo BCH.
Sejam Fp um corpo e Fq um extensa˜o com uma raiz n-e´sima primitiva da unidade
γ ∈ Fp. Defina
CFq(n, δ) =
{
(a0, . . . , an−1) ∈ Fnq ;
n−1∑
i=0
aiγ
ij = 0, j = 1, . . . , δ − 1
}
.
Ou seja, o co´digo BCH definido pelo polinoˆmio gerador
g(x) = mmc
{
mγa(x), . . . ,mγa+δ−2(x)
}
.
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O fato de δ 6 δ′ implica em CFq(n, δ
′
) ⊆ CFq(n, δ). Temos que os co´digos BCH sa˜o
encaixados uns nos outros.
Teorema 2.51 Temos que, (a0, . . . , an−1) ∈ CFq(n, δ) se, e somente se,
n−1∑
j=0
ajγ
j(δ−1)x
δ−1 − γ−j(δ−1)
x− γ−j = 0.
Demonstrac¸a˜o. Por definic¸a˜o, segue que (a0, a1, . . . , an−1) ∈ CFq(n, δ) se, e somente se,
δ−1∑
i=1
(
n−1∑
j=0
ajγ
ij
)
xi = 0.
Reescrevendo a identidade acima, obtemos
0 =
δ−1∑
i=1
(
n−1∑
j=0
ajγ
ij
)
xi
=
n−1∑
j=0
ajγ
j(δ−1)
δ−2∑
i=0
γ−j(δ−2−i)xi
=
n−1∑
j=0
ajγ
j(δ−1)x
δ−1 − γ−j(δ−1)
x− γ−j .
Uma subclasse especial de co´digos BCH sa˜o os co´digos Reed-Solomon o quais esta˜o
definidos abaixo.
Definic¸a˜o 2.52 (Reed-Solomon). Um co´digo Reed-Solomon e´ um co´digo cı´clico BCH de com-
primento n = q − 1, com polinoˆmio gerador
g(x) = (x− αa+1)(x− αa+2) . . . (x− αa+δ−1),
com a > 0 e 2 6 δ 6 q − 1, onde α e´ um elemento primitivo de Fq.
Da definic¸a˜o de co´digo de Reed-Solomon temos de imediato que
i) Se α e´ um elemento primitivo de Fq, enta˜o o polinoˆmio xq−1 − 1 ∈ Fq tem a seguinte
fatorac¸a˜o:
xq−1 − 1 = (x− 1)(x− α)(x− α2) . . . (x− αq−2).
Portanto, g(x) e´ divisor de xq−1 − 1 e g(x) e´, de fato, o polinoˆmio gerador de um co´digo
cı´clico;
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ii) Como deg(g(x)) = δ − 1 enta˜o a dimensa˜o de C e´
dim(C) = n− (δ − 1) = q − δ.
Em particular,
1 6 dim(C) 6 q − 2;
iii) Na˜o existe co´digos Reed-Solomon bina´rios pois, 2 6 δ 6 q − 1 enta˜o q > 3.
Proposic¸a˜o 2.53 Seja C um co´digo Reed-Solomon, com polinoˆmio gerador
g(x) = (x− αa+1)(x− αa+2) . . . (x− αa+δ−1).
Enta˜o,
C :=
{
c(x) ∈ Rq−1 : c(αi) = 0 para i = a+ 1, . . . , a+ δ − 1
}
.
Demonstrac¸a˜o. Temos que c(x) ∈ C se, e so´ se, c(x) = a(x)g(x) para algum a(x) ∈ Fq[x].
Portanto, as raı´zes de g(x) sa˜o tambe´m raı´zes de qualquer polinoˆmio co´digo.
Seja agora c(x) ∈ Rq−1 tal que, c(αi) = 0 para i = a+ 1, . . . , a+ δ− 1. Assim x−αi
divide c(x) (em Fq[x]) para i = a+ 1, . . . , a+ δ − 1. Como estes αi sa˜o distintos, concluı´mos
que g(x) divide c(x), logo c(x) ∈ C.
Teorema 2.54 Seja C um co´digo Reed-Solomon de paraˆmetros [q− 1, q− δ], enta˜o d(C) > δ.
Demonstrac¸a˜o. Seja g(x) = (x− αa+1)(x−αa+2) . . . (x−αa+δ−1) o polinoˆmio gerador de C.
Suponhamos por absurdo que, d(C) = d < δ e seja c(x) = c0 + c1x + · · · + cn−1xn−1 ∈ C
com peso w(c(x)) = d. Seja c = (c0, . . . , cn−1) ∈ Fnq o vetor correspondente a c(x). Temos
que c(αi) = 0 para qualquer i = a+ 1, . . . , a+ δ − 1. Por outro lado,
c(αi) = c0 + c1α
i + . . .+ cn−1(αi)n−1
= (1, αi, (αi)2, . . . , (αi)n−1).c.
PortantoHc = 0 onde,
H =

1 α(a+1)
1
α(a+1)
2
. . . α(a+1)
n−1
1 α(a+2)
1
α(a+2)
2
. . . α(a+2)
n−1
...
...
... . . .
...
1 α(a+δ−1)
1
α(a+δ−1)
2
. . . α(a+δ−1)
n−1

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e´ uma matriz com δ − 1 linhas e n colunas. Sejam i1, i2, . . . , id os ı´ndices tais que ci 6= 0. Seja
H′ a matriz formada pelas colunas i1 + 1, i2 + 1, . . . , id + 1 de H, enta˜o H′ tem δ − 1 linhas e
d colunas. A matrizH′′ formada pelas d primeiras linhas deH′ e´ uma matriz quadrada d× d e
H′′

ci1
ci2
...
cid
 = 0.
Portanto, det(H′′) = 0 pois, (ci1 , . . . , cid) e´ uma soluc¸a˜o na˜o nula de um sistema linear ho-
mogeˆneoH′′x = 0. Por outro lado, como
H′′ =

α(a+1)
i1 α(a+1)
i2 . . . α(a+1)
id
α(a+2)
i1 α(a+2)
i2 . . . α(a+2)
id
...
... . . .
...
α(a+δ−1)
i1 α(a+δ−1)
i2 . . . α(a+δ−1)
id

temos que,
det(H′′) =
d∏
j=1
α(a+1)
ij
det

1 1 . . . 1
αi1 αi2 . . . αid
...
... . . .
...
αid−1 αid−1 . . . αid−1

o qual e´ na˜o nulo (uma contradic¸a˜o) logo devemos ter d > δ.
Corola´rio 2.55 Os co´digos Reed-Solomon sa˜o co´digos MDS.
Demonstrac¸a˜o. Seja C um co´digo de Reed-Solomon de paraˆmetros [q − 1, q − δ]. O polinoˆmio
gerador g(x) possui deg(g(x)) = q−1 enta˜o, d(C) > δ. Pelo Teorema 2.54 e pela desigualdade
de Singleton temos d(C) 6 δ donde, d(C) = δ e assim C e´ MDS.
Exemplo 2.56 Considere o co´digo de Reed-Solomon C sobre F16 com polinoˆmio gerador
g(x) =
6∏
i=1
(x − αi) onde α e´ um elemento primitivo de F16. O co´digo C tem comprimento
n = q−1 = 15, dimensa˜o n−deg(g(x)) = 9 e o Corola´rio 2.55 nos da´ que C possui distaˆncia
mı´nima igual a 7. Para calcular a distaˆncia mı´nima de C pelo Lema 2.11, como um matriz de
paridade H para C possui 6 linhas e 15 colunas teriamos que verificar que 15
6
 = 5005
conjuntos de 6 colunas de H sa˜o L.I.
Capı´tulo 3
Me´trica de NRT em Co´digos no Espac¸o de
Matrizes e Distribuic¸o˜es Uniformes.
Neste capı´tulo trataremos de co´digos definidos sobre o espac¸o das matrizes e defini-
remos uma me´trica na˜o Hamming (a ρ-me´trica) ale´m do conceito de Distribuic¸o˜es uniformes
com intenc¸a˜o de encontrarmos relac¸o˜es destas com co´digos MDS na ρ-me´trica. Exibiremos
uma famı´lia de co´digos MDS nesta ρ-me´trica. Seguiremos como refereˆncias principais [2] e
[14].
3.1 ρ-me´trica
Para um alfabeto finitoA, o conjunto de todas as matrizes com n linhas e s colunas com
entradas emA sera´ denotado por Matn,s(A). Um co´digo e´ um subconjunto de Matn,s(A). Note
que como na˜o estamos assumindo operac¸a˜o bina´rias emA, nosso co´digo na˜o e´ necessariamente
linear.
Considere o caso em que n = 1 e tome ω, ω′ ∈ Mat1,s(A) com, ω = (α1, . . . , αs)
e ω′ = (β1, . . . , βs). Definiremos a ρ-me´trica, chamada tambe´m de me´trica de Niederreiter-
Rosenbloom-Tsfasman ou de me´trica NRT, entre ω e ω′ por,
ρ(ω, ω′) = max {i : αi 6= βi} e ρ(ω, ω′) = 0 se ω = ω′ (3.1)
Estenderemos a ρ-me´trica para Ω,Ω′ ∈ Matn,s(A). A saber,
ρ(Ω,Ω′) =
n∑
j=1
ρ(ωj, ω
′
j) (3.2)
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onde ωj, ω′j indicam as j-e´simas linhas de Ω e Ω
′. Para ω, ω′ e x em Mat1,s(A) vale,
ρ(ω, ω′) 6 max {ρ(ω, x), ρ(x, ω′)}
6 ρ(ω, x) + ρ(x, ω′).
Dado um co´digo C ⊆ Matn,s(A) pode-se enta˜o considerar a ρ-distaˆncia mı´nima do
co´digo C que sera´ dada por,
ρ(C) = min {ρ(Ω,Ω′) : Ω,Ω′ ∈ C,Ω 6= Ω′} . (3.3)
Agora, dado um co´digo C ⊆ Matn,s(A) e Ω′ ∈ C uma matriz fixa. O raio enumerador de peso
do co´digo C relativo a Ω′ e´ o conjunto formado pelos ns inteiros na˜o negativos wr(Ω′) onde
wr(Ω
′) := wr(C; Ω′) = |{Ω ∈ C : ρ(Ω,Ω′) = r}|
Teorema 3.1 Seja A um alfabeto finito com q elementos e seja C ⊆ Matn,s(A) um co´digo
arbitra´rio. Enta˜o
|C| 6 qns−ρ(C)+1.
Demonstrac¸a˜o. A prova detalhada deste fato pode ser encontrada em [10]. A saber, fazendo
todas as ρ(C)− 1 primeiras entradas (a partir das colunas) das matrizes de C iguais, temos um
novo co´digo C ′ em Matn,s(A). Ale´m disso |C ′| = |C| pois duas matrizes quaisquer de C na˜o
coincidem nas outras posic¸o˜es pois, de outro modo, a distaˆncia entre elas seria inferior a ρ(C).
Assim |C| = |C ′| 6 qns−ρ(C)+1.
Corola´rio 3.2 Seja C ⊆ Matn,s(A) onde |A| = q, um co´digo qualquer com qk elementos,
0 6 k 6 ns. Enta˜o,
ρ(C) 6 ns− k + 1.
Naturalmente diremos que um co´digo C ⊆ Matn,s(A) e´ MDS em relac¸a˜o a ρ-me´trica se
ρ(C) = ns− k + 1.
3.2 Co´digos Uniformemente Distribuı´dos
Ao longo desta sec¸a˜o, C ⊆ Matn,s(A) indicara´ um co´digo com qk elementos. Para
um A = (a1, . . . , an), com 0 6 aj 6 s, chamaremos o conjunto
VA(Ω) = {Ω′ ∈ Matn,s(A) : ρ(ωi, ω′i) 6 ai, A = (a1, . . . , an)}
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de Caixa Elementar Centrada em Ω ∈ Matn,s(A) e ao nu´mero
V ol(VA(Ω)) =
|VA(Ω)|
|Matn,s(A)| =
qa1+···+an
qns
= qa1+···+an−ns
de Volume da Caixa Elementar Centrada em Ω ∈ Matn,s(A). Seja Fk a famı´lia de caixas
elementares com volume q−k. Dizemos que um co´digo C com qk elementos e´ Uniformemente
distribuı´do (UD) se cada caixa elementar de Fk intercepta o co´digo C em exatamente um
ponto.
Teorema 3.3 Duas matrizes Ω,Ω′ ∈ Matn,s(A) pertencem simultaneamente a uma caixa ele-
mentar da famı´lia Fk se, e somente se, ρ(Ω,Ω′) 6 ns− k.
Demonstrac¸a˜o. Suponha que ρ(Ω,Ω′) 6 ns − k; escolha VA(Ω) com ai = ρ(ωi, ω′i) e teremos
que Ω′ ∈ VA(Ω) devido a definic¸a˜o de VA(Ω) e a escolha dos ai’s pois ρ(Ω,Ω′) =
∑
ai 6
ns− k, e segue que V ol(VA(Ω)) = q
∑
ai−ns 6 q−k onde as somas sa˜o feitas para i = 1, . . . n.
Assuma agora que Ω,Ω′ ∈ VA(X) ondeX ∈ Matn,s(A) eA = (a1, . . . , an), V ol(VA(X)) =
q−k. Como V ol(VA(X)) = q−k pela definic¸a˜o de volume de uma caixa elementar temos que
n∑
i=1
ai = ns−k. Enta˜o ρ(ωi, ω′i) 6 max {ρ(ωi, xi), ρ(xi, ω′i)} 6 ai ou seja, ρ(Ω,Ω′) 6 ns−k.
Lema 3.4 Sejam A = (a1, . . . , an), B = (b1, . . . , bn) com 0 6 bi 6 ai 6 s, 1 6 i 6 n, e sejam
Ω,Ω′ ∈ Matn,s(A).
i) Duas caixas elementares, VA(Ω) e VA(Ω′) sa˜o iguais ou disjuntas.
ii) Se Ω′ ∈ VA(Ω) enta˜o VB(Ω′) ⊆ VA(Ω).
iii) VA(Ω) pode ser particionado como a unia˜o de caixas elementares com B fixo. Em parti-
cular, Matn,s(A) pode ser particionado como a unia˜o de caixas elementares com A fixo
para qualquer A = (a1, . . . , an), 0 6 i 6 s.
Demonstrac¸a˜o.
i) Considere duas caixas elementares VA(Ω) e VA(Ω′). Assuma que estas na˜o sa˜o disjuntas
enta˜o existe X ∈ VA(Ω) ∩ VA(Ω′) daı´,
ρ(xi, ωi) 6 ai e ρ(xi, ω′i) 6 ai i = 1, . . . , n.
Como ρ(ωi, ω′i) 6 max {ρ(xi, ωi), ρ(xi, ω′i)} temos que Ω ∈ VA(Ω′) e Ω′ ∈ VA(Ω). Agora
se Y ∈ VA(Ω) enta˜o ρ(yi, ωi) 6 ai,∀i. Como ρ(ω′i, ωi) 6 ai para todo i = 1, . . . , n pela
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desigualdade ρ(yi, ω′i) 6 max {ρ(ωi, yi), ρ(ωi, ω′i)} concluı´mos que Y ∈ VA(Ω′) donde as duas
caixas sa˜o iguais.
ii) Seja X ∈ VB(Ω′) enta˜o ρ(xi, ω′i) 6 bi, i = 1, . . . , n. Mostraremos que X ∈ VA(Ω). De fato,
a Equac¸a˜o (3.1) diz que
ρ(xi, ωi) 6 max {ρ(xi, ω′i), ρ(ωi, ω′i}
portanto, pela definic¸a˜o dos ai’s e dos bi’s vale ρ(xi, ωi) 6 ai para i = 1, . . . , n, implicando que
X ∈ VA(Ω). Ou seja, VB(Ω′) ⊆ VA(Ω).
iii) Pelo item ii) temos,
VA(Ω) =
⋃
Ω′∈VA(Ω)
VB(Ω
′).
Por i) podemos escrever esta unia˜o como uma unia˜o disjunta
VA(Ω) =
r⋃
t=1
VB(Ωt). (3.4)
Como V ol (VA(Ω)) = q(
∑n
i=1 ai)−ns e cada VB(Ωt) possui volume
V ol (VB(Ωt)) = q
(
∑n
i=1 bi)−ns
existem,
V ol (VA(Ω))
V ol (VB(Ωt))
=
q(
∑n
i=1 ai)−ns
q(
∑n
i=1 bi)−ns
= q
∑n
i=1 ai−
∑n
i=1 bi
caixas nesta unia˜o. Finalmente, Matn,s(A) = VI(Ω) onde I = (s, s, ..., s) e Ω e´ qualquer
elemento de Matn,s(A). Como ai 6 s para todo i , segue como caso particular da partic¸a˜o de
VA em VB’s.
Exemplo 3.5 Seja A = {0, 1} e considere o conjunto das matrizes Mat2,2(A) ou seja,
 0 0
0 0
 ,
 0 0
0 1
 ,
 0 0
1 0
 ,
 0 1
0 0
 ,
 1 0
0 0
 ,
 1 1
0 0
 ,
 1 0
1 0
 ,
 1 0
0 1
 ,
 0 1
1 0
 ,
 0 1
0 1
 ,
 0 0
1 1
 ,
 1 1
1 0
 ,
 1 1
0 1
 ,
 1 0
1 1
 ,
 0 1
1 1
 ,
 1 1
1 1
 .
Considerando A = (1, 2) temos que
Mat2,2(A) = VA (Ω) ∪ VA (Ω′)
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onde
Ω =
 0 1
0 0
 e Ω′ =
 0 0
0 0

pois, VA(Ω) e VA(Ω′) sa˜o respectivamente os conjuntos
 0 1
1 1
 ,
 1 1
1 1
 ,
 1 1
1 0
 ,
 1 1
0 1
 ,
 0 1
1 0
 ,
 0 1
0 1
 ,
 0 1
0 0
 ,
 1 1
0 0


 0 0
1 1
 ,
 1 0
1 1
 ,
 1 0
1 0
 ,
 1 0
0 1
 ,
 0 0
1 0
 ,
 0 0
0 1
 ,
 0 0
0 0
 ,
 1 0
0 0

Teorema 3.6 Um co´digo C ⊆ Matn,s(A) com qk elementos e´ MDS com respeito a ρ-me´trica
se, e somente se, e´ uniformemente distribuı´do.
Demonstrac¸a˜o. Seja C um co´digo MDS na ρ-me´trica. Enta˜o pela definic¸a˜o ρ(C) = ns− k+ 1,
pelo Lema 3.4 Matn,s(A) pode ser particionado em caixas elementares VA(Ω); como todas teˆm
qns−k pontos e Matn,s(A) tem qns pontos, o nu´mero de caixas nesta partic¸a˜o e´ qk. Portanto
cada caixa VA(Ω) conte´m exatamente um ponto de C. Enta˜o C e´ uniformemente distribuı´do.
Suponha agora queC e´ um co´digo uniformemente ditribuı´do, enta˜o cada caixa elemen-
tar VA(Ω) ∈ Fk conte´m exatamente um ponto de C. Portanto, pelo Teorema 3.3 para quaisquer
dois pontos distintos X,X ′ ∈ C temos ρ(X,X ′) > ns−k donde ρ(C) > ns−k+1. Por outro
lado, ρ(C) 6 ns− k + 1 pelo Corola´rio 3.2 e, portanto, C e´ um co´digo MDS na ρ-me´trica.
3.3 Enumerador de Peso
A partir desta sec¸a˜o consideraremos que o alfabeto A possui estrutura de corpo fi-
nito. Podemos enta˜o considerar ρ(Ω) = ρ(Ω, 0) para uma matriz Ω ∈ Matn,s(Fq) onde
0 ∈ Matn,s(Fq) denota a matriz nula.
Vamos definir as r-bola e a r-esfera centradas em 0 ∈ Matn,s(Fq) com respeito a
ρ-me´trica como sendo respectivamente os conjuntos,
B(n,s)(r) := {Ω ∈ Matn,s(Fq) : ρ(Ω) 6 r} . (3.5)
S(n,s)(r) := {Ω ∈ Matn,s(Fq) : ρ(Ω) = r} . (3.6)
Se, n = 1 tem-se que B(1,s)(r) = {ω = (α1, . . . , αs) ∈ Mat1,s(Fq) : αi = 0, ∀i > r}
que e´ um subespac¸o vetorial de dimensa˜o r. Ale´m disso, para r = 0 vale
S(1,s)(0) = B(1,s)(0)
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e para r > 1 temos S(1,s)(r) = B(1,s)(r)−B(1,s)(r − 1). Ainda,
Mat1,s(Fq) =
s⋃
r=0
S(1,s)(r).
Para R := (r1, . . . , rn) com 0 6 ri 6 S para i = 1, . . . , n definiremos os conjuntos,
VR := {Ω : ρ(ωi) 6 ri} e FR := {Ω : ρ(ωi) = ri}. Chamaremos cada FR de Fragmento. O
pro´ximo resultado segue diretamente das definic¸o˜es de VR, FR, B(n,s)(r) e S(n,s)(r).
Lema 3.7 Cada Bola B(n,s) pode ser escrita como
B(n,s)(r) =
⋃
r1+r2+···+rn=r
VR. (3.7)
Do mesmo modo, cada esfera pode ser escrita como
S(n,s)(r) =
⋃
r1+r2+···+rn=r
FR (3.8)
Lema 3.8 Seja C ⊆ Matn,s(Fq) um co´digo MDS na ρ-me´trica com qk elementos. Sejam A =
(a1, . . . , an) e Ω ∈ C enta˜o,
i) VA(Ω) conte´m qa1+···+an−ns+k pontos de C se a1 + · · ·+ an > ns− k;
ii) VA(Ω) conte´m no ma´ximo um ponto de C se a1 + · · ·+ an 6 ns− k.
Demonstrac¸a˜o.
i) Escolhendo inteiros c1, . . . , cn, 0 6 ci 6 s, tais que c1 + · · · + cn =
n∑
i=1
ai − ns + k e
definindo bi = ai − ci temos
n∑
i=1
bi = ns − k. Pelo Lema 3.4 temos que VA(Ω) e´ a unia˜o dis-
junta de qc1+···+cn caixas elementares com B = (b1, . . . , bn) e estas caixas possuem volume q−k
. Como o co´digo e´ uniformemente distribuı´do (por ser MDS na ρ-me´trica) cada caixa conte´m
exatamente um elemento de C e daı´, a unia˜o conte´m qa1+···+an−ns+k pontos de C.
ii) Se
n∑
i=1
ai = ns − k temos que VA(Ω) possui volume q−k e como C e´ uniformemente dis-
tribuı´do esta caixa conte´m exatamente um ponto de C. Agora se
n∑
i=1
ai < ns − k a caixa
elementar VA(Ω) possui volume inferior a q−k e assim esta´ contida em um caixa elementar de
volume q−k que por sua vez conte´m exatamente um ponto de C. Logo VA(Ω) conte´m um ou
nenhum ponto de C.
No Lema 3.8, em nenhum momento da demonstrac¸a˜o se fez necessa´rio o fato de Fq
ser um corpo, sendo assim o lema e´ va´lido para um alfabeto qualquer.
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Um dos objetivos principais deste capı´tulo e´ demonstrar o pro´ximo teorema o qual sera´
apenas enunciado nesta sec¸a˜o pois, como veremos, sua demonstrac¸a˜o e´ ana´loga a` do Teorema
3.17 da sec¸a˜o 3.5.
Teorema 3.9 Seja C ⊆ Matn,s(Fq) um co´digo uniformemente distribuı´do enta˜o os pesos
wr(Ω) sa˜o independentes dos elementos Ω ∈ C e wr(Ω) = wr(0) = wr sa˜o dados por
w0(Ω) = 1, wr(Ω) = 0 se 0 6 r 6 ρ(C) = ns− k + 1 e
wr(Ω) =
n∑
l=1
 n
l
σs(l, r) r−ρ(C)∑
t=o
(−1)t
 l
t
(qr−ρ(C)+1−t − 1)
= (q − 1)
n∑
l=1
 n
l
σs(l, r) r−ρ(C)∑
t=0
(−1)t
 l − 1
t
 qr−ρ(C)−t.
3.4 Distribuic¸o˜es no Cubo Unita´rio
Trabalharemos com distribuic¸o˜es no cubo unita´rio pois, como veremos, existe uma
relac¸a˜o biu´nivoca entre elas e co´digos MDS na ρ-me´trica no espac¸o das matrizes, ale´m de que
as distribuic¸o˜es no cubo possuem um bom apelo geome´trico que pode ser bem explorado de
modo que deixem os resultados mais claros.
Seja Un = [0, 1)n o cubo unita´rio de dimensa˜o n. Fixe um nu´mero primo p e uma
poteˆncia q = pe, e ∈ N. Defina a caixa retangular elementar ∆MA ⊆ Un por
∆MA =
[
m1
qa1
,
m1 + 1
qa1
)
· · ·
[
mn
qan
,
mn + 1
qan
)
, (3.9)
onde A = (a1, . . . , an), M = (m1, . . . ,mn) ∈ Nn0 e mj ∈ {0, 1, . . . , qaj − 1}, 1 6 j 6 n.
Aqui escrevemos Nn0 para o conjunto de vetores em Rn com coordenadas inteiras na˜o negativas.
Observe que Vol∆MA = q
−a1−···−an .
Consideremos agora para s ∈ N0 a seguinte colec¸a˜o especial de caixas retangulares
elementares
Cs(q, n) :=
{
∆MA : A = (a1, . . . , an) , 0 6 aj 6 s, 1 6 j 6 n
}
. (3.10)
Definic¸a˜o 3.10 Dado um inteiro k ∈ [0, n], um subconjunto D ⊆ Un com qk pontos e´ dito uma
[ns, k]s-Distribuic¸a˜o O´tima na base q se qualquer caixa retangular elementar ∆
M
A ∈ Cs(q, n)
de volume q−k conte´m exatamente um ponto de D.
Lema 3.11 Seja D ⊆ Un uma [ns, k]s-distribuic¸a˜o o´tima na base q. Enta˜o,
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i) Cada caixa retangular elementar ∆MA ∈ Cs(q, n) conte´m exatamente qk−a1−···−an pontos
de D se a1 + · · ·+ an < k;
ii) Cada caixa retangular elementar ∆MA ∈ Cs(q, n) conte´m no ma´ximo um ponto de D se
a1 + · · ·+ an > k.
Demonstrac¸a˜o.
i) Escolha inteiros c1, . . . , cn tais que c1 + · · ·+ cn = k− a1− · · ·− an, 0 6 cj 6 s, 1 6 j 6 n.
Seja bi = ai + ci, 1 6 i 6 n, enta˜o cada caixa ∆MA pode ser escrita como
∆MA =
[
qc1m1
qb1
,
qc1m1 + q
c1
qc1
)
· · ·
[
qcnmn
qbn
,
qcnmn + q
cn
qcn
)
.
Enta˜o, cada caixa ∆MA e´ a unia˜o de q
c1+···+cn caixas elementares disjuntas ∆TB ∈ Cs(q, n) de
volume q−k e pela Definic¸a˜o 3.10 temos que (i) e´ va´lida.
ii) Como cada caixa retangular elementar ∆MA ∈ Cs(q, n) com a1 + · · · + an > k esta´ contida
em um caixa retangular elementar maior ∆TB ∈ Cs(q, n) de volume q−k temos que (ii) tambe´m
e´ va´lida pela Definic¸a˜o 3.10.
3.5 Co´digos e Distribuic¸o˜es
Nesta sec¸a˜o encontraremos uma relac¸a˜o interessante entre distruibuic¸o˜es no cubo unita´rio
e co´digos no espac¸o de matrizes. Para tanto, comec¸aremos considerando a representac¸a˜o q-a´ria
de um ponto x ∈ [0, 1),
x =
∑
i>1
ηi(x)q
−i, ηi(x) ∈ {0, 1, . . . , q − 1} . (3.11)
Esta representac¸a˜o e´ u´nica se escolhermos sempre a se´rie finita para os pontos q-a´rios racionais
x = m
qa
, a ∈ N, m ∈ {0, 1, . . . , qa − 1}. Denotaremos por Q (qs) s ∈ N, o conjunto de
todos os pontos da forma x = m
qa
∈ [0, 1) com a 6 s e m ∈ {0, 1, ..., qa − 1}. Por Qn (qs)
para o conjunto de todos os pontos X tais que X = (x1, . . . , xn)
T ∈ Un com coordenadas
xj ∈ Q (qs) , 1 6 j 6 n.
Para cada x ∈ [0, 1) consideremos a projec¸a˜o τs(x) de x em Q (qs) definida por
τs(x) =
s∑
i=1
ηi (x) q
−i. (3.12)
Observe que
x− τs(x) =
∑
i>s+1
ηi (x) q
−i ∈ [0, q−s) . (3.13)
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Do mesmo modo para X = (x1, . . . , xn)
T ∈ Un temos a projec¸a˜o τs(X) de X emQn (qs) dada
por
τs (X) = (τs(x1), . . . , τs(xn))
T . (3.14)
Sem perda de generalidade vamos trabalhar com [ns, k]s-distribuic¸o˜es que sa˜o subcon-
juntos de Qn (qs). Podemos escrever a representac¸a˜o (3.11) na seguinte forma:
x =
s∑
i=1
ξi(x)q
i−s−1, (3.15)
onde ξi(x) = ηs+1−i(x).
Identificaremos agora os elementos ξi(x) com elementos de um corpo finito. Seja Fq
um corpo finito com q = pe elementos. Fixe uma base B de Fq sobre Fp; como [Fq : Fp] = e
temos que esta base possui e elementos. Digamos, B = {b1, . . . , be} daı´, todo elemento µ ∈ Fq
pode ser escrito como µ = µ(1)b1 + · · · + µ(e)be com µ(i) ∈ Fp e enta˜o cada elemento de Fq e´
identificado com um elemento de Fep por µ = µ(1)b1+· · ·+µ(e)be 7−→ (µ(1), . . . , µ(e)). Com esta
escolha teremos a seguinte bijec¸a˜o entre elementos µ ∈ Fq e os inteiros m ∈ {0, 1, . . . , q − 1}:
µ =
(
µ(1), . . . , µ(e)
)
 m =
e∑
i=1
µ(i)pi−1 ∈ {0, 1 . . . , q − 1} . (3.16)
Devido a esta bijec¸a˜o os elementos ξi(x) em (3.15) podem ser considerados como
elementos de Fq, ale´m disso, cada x ∈ Q(qs) pode ser identificado com a matriz,
ω〈x〉 = (ξ1(x), . . . , ξs(x)) ∈ Mat1,s(Fq) (3.17)
e os elementos X ∈ Qn(qs) com,
Ω〈X〉 = (ω〈x1〉, . . . , ω〈xn〉)T ∈ Matn,s(Fq). (3.18)
Por estas relac¸o˜es, para cada distribuic¸a˜o D ⊆ Qn(qs) podemos definir o co´digo
C〈D〉 ⊆ Matn,s(Fq) associado a mesma como o conjunto das matrizes correspondentes em
(3.18), ou seja,
C〈D〉 = {Ω〈X〉, X ∈ D} . (3.19)
Se, para cada quaisquer X = (x1 . . . , xn)
T , Y = (y1, . . . , yn)
T ∈ Qn(qs) e α, β ∈ Fq
definirmos αX ⊕ βY = (αx1 ⊕ βy1, . . . , αxn ⊕ βyn)T ∈ Qn(qs) por
ξi (αxj ⊕ βyj) = αξi(xj) + ξi(yj), 1 6 i 6 s, 1 6 j 6 n, (3.20)
Co´digos MDS em Matrizes 50
onde ξi(x) ∈ Fq sa˜o coeficientes da representac¸a˜o (3.15) temos que Qn(qs) possui a estrutura
de espac¸o vetorial sobre Fq com dimensa˜o ns. Pode-se tambe´m transferir a noc¸a˜o de ρ-me´trica
(3.2) em Matn,s(Fq) para Qn(qs) fazendo as seguintes escolhas:
ρ(X) = ρ (Ω〈X〉) (3.21)
para o ρ-peso de um ponto X ∈ Qn(qs) e
ρ(X 	X ′) = ρ (Ω〈X〉 − Ω〈X ′〉) (3.22)
para a ρ-distaˆncia entre X,X ′ ∈ Qn(qs) onde 	 denota a subtrac¸a˜o com respeito a ⊕. Assim
podemos considerar a ρ-distaˆncia mı´nima de uma distribuic¸a˜o D.
ρ(D) = min {ρ(X 	X ′) : X,X ′ ∈ D,X 6= X ′} . (3.23)
Mais ainda, temos que ρ(D) = ρ(C〈D〉). Faz sentido enta˜o estudarmos resultados
referentes a ρ-me´trica nas distribuic¸o˜es ja´ que os resultados se transferem aos co´digos no espac¸o
de matrizes.
Lema 3.12 As seguintes afirmac¸o˜es sa˜o va´lidas.
i) Um ponto dado X ∈ Qn(qs) esta´ em uma caixa elementar ∆0A ∈ Cs(q, n) de volume q−k
se, e somente se, ρ(X) 6 ns− k;
ii) X,X ′ ∈ Qn(qs) esta˜o simultaneamente em uma caixa elementar ∆MA ∈ Cs(q, n) de
volume q−k se, e somente se, ρ(X 	X ′) 6 ns− k.
Demonstrac¸a˜o. Note que a Definic¸a˜o (3.15) implica que
x =
s∑
i=1
ξi(x)q
i−s−1 =
ρ(x)∑
i=1
ξi(x)q
i−s−1 6 (q − 1)
ρ(x)∑
i=1
qi−s−1 < qρ(x)−s (3.24)
para todo x ∈ Q(qs). Tambe´m tem-se que,
x =
s∑
i=1
ξi(x)q
i−s−1 =
ρ(x)∑
i=1
ξi(x)q
i−s−1 > qρ(x)−s−1 (3.25)
para x > 0, x ∈ Q(qs).
i) Suponha primeiro que ρ(X) 6 ns− k. Escrevendo (3.24) para cada uma das coordenadas de
X = (x1, . . . , xn)
T ∈ Qn(qs) temos que X ∈ ∆0A(X), onde A(X) = (a1(x1), . . . , an(xn)) com
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aj(xj) = s− ρ(xj), 1 6 j 6 n.
Com efeito,
∆0A(X) =
[
0,
1
qs−ρ(x1)
)
· · ·
[
0,
1
qs−ρ(xn)
)
=
[
0, qρ(x1)−s
) · · · [0, qρ(xn)−s)
logo como cada xj satisfaz 0 6 xj < qρ(xj)−s temos que X ∈ ∆0A(X). Ale´m disso observe que
a1(x1) + · · ·+ an(xn) = ns− ρ(X) > k
e 0 6 aj(xj) 6 s, 1 6 j 6 n. Enta˜o existe uma caixa elementar ∆0A ∈ Cs(q, n) de volume q−k
tal que ∆0A(X) ⊆ ∆0A donde, X ∈ ∆0A.
Suponha agora que ρ(X) > ns − k escrevendo a desigualdade (3.25) para todas as
coordenadas na˜o nulas do ponto X = (x1, . . . , xn)T ∈ Qn(qs) temos o seguinte: Se X pertence
a uma caixa elementar ∆0A ∈ Cs(q, n) com A = (a1, . . . , an), enta˜o 0 6 aj 6 s − ρ(xj) para
xj > 0 e 0 6 aj 6 s para xj = 0, 1 6 j 6 n. Como ρ(0) = 0, temos
a1 + · · ·+ an 6 ns− ρ(x1)− · · · − ρ(xn) = ns− ρ(X) < k
Enta˜o a caixa ∆0A ∈ Cs(q, n) possui volume estritamente maior que q−k e a prova do i) esta
completa.
ii) Segue do itemi) e do fato que a ρ-distaˆncia e´ invariante por translac¸a˜o.
Teorema 3.13 Seja D ⊆ Qn(qs) uma distribuic¸a˜o e C〈D〉 ⊆ Matn,s(Fq) seu co´digo. Enta˜o
sa˜o equivalentes.
i) D e´ uma [ns, k]s-distribuic¸a˜o o´tima;
ii) C〈D〉 e´ um [ns, k]s-co´digo MDS com respeito a me´trica ρ.
Demonstrac¸a˜o.
i) Seja D uma [ns, k]s- distribuic¸a˜o o´tima. Enta˜o cada caixa elementar ∆
M
A ∈ Cs(q, n) de
volume q−k conte´m exatamente um ponto de D, e pelo Lema 3.12 (ii), a distaˆncia ρ(X	X ′) >
ns − k para quaisquer dois pontos distindos X,X ′ ∈ D. Portanto, C〈D〉 e´ um [ns, k]s-co´digo
MDS na ρ-me´trica.
ii) Seja C〈D〉 um [ns, k]s-co´digo MDS na ρ-me´trica. Enta˜o ρ(X	X ′) > ns−k para quaisquer
X,X ′ ∈ D, e pelo Lema 3.12 (ii), cada caixa retangular elementar ∆MA ∈ Cs(q, n) de volume
q−k conte´m no ma´ximo um ponto de D. Agora como para A = (a1, . . . , an) ∈ Nn0 , tal que,
a1 + · · · + an = k e 0 6 aj 6 s, 1 6 j 6 n, o nu´mero de caixas retangulares elementares
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correspondentes ∆MA ∈ Cs(q, n) com (m1, . . . ,mn) ∈ Nn0 onde mj = {0, 1, . . . , qaj − 1},
1 6 j 6 n, e´ igual a` qk ou seja, e´ igual a cardinalidade de D. Portanto, cada uma destas caixas
elementares ∆MA ∈ Cs(q, n) de volume q−k conte´m exatamente um e apenas um ponto de D.
Enta˜o, D e´ uma [ns, k]s-distribuic¸a˜o o´tima.
Seja,
S(r) = {X ∈ Qn(qs) : ρ(X) = r} , 0 6 r 6 ns, (3.26)
a esfera de raio r ∈ N0 na ρ-me´trica em Qn(qs). Note que (3.26) equivale a` (3.6) quando
consideramos Ω〈X〉 com a ρ-me´trica em Matn,s(Fq). Escrevendo o intervalo [0, 1) como unia˜o
dos seguintes s+ 1 subintervalos
[0, 1) =
⋃
06b6s
gb, (3.27)
com g0 = [0, q−s) , g1 = [q−s, q−s+1) , . . . , [q−1, 1), o cubo unita´rio pode ser escrito como a
unia˜o das seguintes (s+ 1)n caixas disjuntas
Un =
⋃
B
GB, GB =
n∏
j=1
gbj , (3.28)
onde B = (b1, . . . , bn) ∈ Nn0 , 0 6 bj 6 s, 1 6 j 6 n. Chamaremos as caixas GB de Fragmen-
tos.
Como cada gbi em (3.27) e´ definido por gbi =
[
qbi−1−s, qbi−s
)
se bi 6= 0 e g0 = [0, q−s)
enta˜o as esquac¸o˜es (3.24) e (3.25) implicam que x ∈ Q(qs) esta´ em gbi se, e somente se, ρ(x) =
bi. Disto segue que um ponto X ∈ Qn(qs) esta em um fragmento GB com B = (b1, . . . , bn) se,
e somente se, ρ(xi) = bi para i = 1, . . . , n donde os elementos de GB sa˜o transformados em
elementos de FB quando consideramos as matrizes dos pontos X ∈ GB.
O pro´ximo lema e´ um ana´logo ao Lema 3.7 sendo assim, pelo para´grafo anterior “basta
apenas”trocarmos a notac¸a˜o para obter a demonstrac¸a˜o do Lema 3.7.
Lema 3.14 Cada esfera S(r) pode ser escrita como a seguinte unia˜o de fragmentos,
S(r) =
⋃
b1+···+bn=r
GB. (3.29)
onde B = (b1, . . . , bn)
Demonstrac¸a˜o. Como para ponto X = (x1, . . . , xn)
T ∈ Qn(qs) vale que xi ∈ gbi se, e somente
se, ρ(xi) = bi pelas definic¸o˜es deS(r) e GB temos que X ∈ S(r) se, e somente se, X esta´ em
um fragmento GB com b1 + · · ·+ bn = r.
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Definamos Sl(r) ⊆ S(r) o subconjunto formado por fragmentos GB ⊆ S(r) tal que
B possui l coordenadas na˜o nulas, isto e´,
Sl(r) =
⋃
b1+···+bn=r
GB, l ∈ N0, 0 6 l 6 n. (3.30)
com B possuindo peso de Hamming l. Tambe´m definamos
σs(l, r) =
∣∣{A = (a1, . . . , al) ∈ Nl : a1 + · · ·+ al = r, 0 < aj 6 s, 1 6 j 6 l}∣∣ .
Lema 3.15 Para cadaSl(r) o nu´mero de fragmentosGB na unia˜o (3.30) e´ igual a`
 n
l
σs(l, r).
Demonstrac¸a˜o. Seja l = 0. Enta˜o, existe somente um fragmento GB = G0 = [0, q−s)
n com
peso de Hamming de B = 0. E´ claro que G0 esta´ na unia˜o (3.30) somente para r = 0. Isto
prova o Lema 3.15 para l = 0.
Seja agora l > 1. Consideremos uma entre todas as
 n
l
 possı´veis escolhas de l
ı´ndices J = {j1, . . . , jl} ⊆ {1, . . . , n}. Enta˜o o nu´mero de fragmentos GB ⊆ Sl(r) com B tal
que 0 < bj 6 s para j ∈ J e bj = 0 para j /∈ J e´ igual a` σs(l, r). O que prova o Lema pra
l > 1.
Note que,
|Q(qs) ∩ gi| =
 1 se i = 0,(q − 1)qi−1 se i = 1, . . . , s. (3.31)
Agora, pela definic¸a˜o de cada GB concluı´mos que
|Qn(qs) ∩GB| = (q − 1)H(B)qb1+···+bn−H(B) (3.32)
onde B = (b1, . . . , bn) e H(B) indica o peso de Hamming do ponto B. Portanto, pelo Lema
3.15 e por (3.30) temos que
|Qn(qs) ∩S(r)| =
n∑
l=0
 n
l
σs(l, r)(q − 1)lqr−l. (3.33)
Definamos a bola de raio r ∈ N0 como sendo o conjuntos dos pontos X de Qn(qs)
com ρ(X) menor ou igual que r ou seja,
B(r) = {X ∈ Qn(qs) : ρ(X) 6 r} . (3.34)
Observe novamente que a bolaB(r) ⊆ Qn(qs) equivale a bola B(n,s)(r) ⊆ Matn,s(Fq) quando
consideramos Ω〈X〉 com a ρ-me´trica em Matn,s(Fq). E´ claro que,
B(r) =
⋃
06j6r
S(j). (3.35)
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Lema 3.16 Cada bola B(r) pode ser escrita como a seguinte unia˜o de caixas elementares de
Cs(q, n):
B(r) =
⋃
a1+···+an=r
∆0A∗ , (3.36)
onde A∗ = (a∗1, . . . , a
∗
n) com a
∗
j = s− aj , 0 6 aj 6 s, 1 6 j 6 n.
Demonstrac¸a˜o. Seja X ∈ B(r). Escrevendo a inequac¸a˜o (3.24) para todas as coordenadas do
ponto X , temos que X ∈ ∆0A(X) com A(X) = (a1(x1), . . . , an(xn)), onde aj(xj) = s− ρ(xj),
1 6 j 6 n e ρ(x1) + · · · + ρ(xn) = ρ(X) 6 r. Enta˜o existe uma caixa elementar ∆0A(X) na
unia˜o (3.36) tal que X ∈ ∆0A(X) ⊆ ∆0A.
Seja agora X /∈ B(r), isto e´, ρ(X) > r. Escrevendo a inequac¸a˜o (3.25) e utilizando
o fato de ρ(xi) 6 s para todo xi obtemos o seguinte fato: Um ponto X pertence a uma caixa
elementar ∆0A∗ ∈ Cs(q, n), enta˜o ρ(xj) 6 aj 6 s, 1 6 j 6 n. Portanto, temos a1 + · · ·+ an >
ρ(X) > r, e enta˜o, a caixa elementar ∆0A∗ na˜o esta´ contida na unia˜o (3.36).
O pro´ximo teorema e´ o correspondente do Teorema 3.9 o qual se demonstra de maneira
ana´loga.
Teorema 3.17 Seja D ⊆ Qn(qs) uma [ns, k]s-distribuic¸a˜o o´tima e C = C〈D〉 o seu [ns, k]s-
co´digo MDS correspondente na ρ-me´trica. Enta˜o os pesos w sa˜o independentes dos elementos
Ω′ ∈ C e dos pontos X ′ ∈ D e wr = wr(Ω′) = wr(X ′) sa˜o dados por
w0 = 1, wr = 0 (3.37)
para 0 6 r 6 ρ(D) = ns− k + 1 e
wr =
n∑
l=1
 n
l
σs(l, r) r−ρ(D)∑
t=0
(−1)t
 l
t
 (qr−ρ(D)+1−t − 1)
= (q − 1)
n∑
l=1
 n
l
σs(l, r) r−ρ(D)∑
t=0
(−1)t
 l − 1
t
 qr−ρ(D)−t
para, ρ(D) 6 r 6 ns.
Demonstrac¸a˜o. Seja D uma distribuic¸a˜o o´tima com qk elementos e X ′ um ponto fixo. E´ claro
que w0(X ′) = 1, pois X ′ e´ o u´nico ponto com ρ-distaˆncia zero para X ′. Para 0 < r 6 ρ(D) =
ns − k + 1 temos wr(X ′) = 0 pois do contra´rio terı´amos uma contradic¸a˜o com a distaˆncia
mı´nima.
Agora pelo Lema 3.14 sabemos que,
S(r) =
⋃
b1+···+bn=r
GB, (3.38)
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onde B = (b1, . . . , bn). Considere enta˜o um fragmento GB, com H(B) = l > 1. Suponha que
bj 6= 0 (0 < bj 6 s) para j ∈ J e bj = 0 para j /∈ J , onde J = {j1, . . . , jl} ⊆ {1, . . . , n} e´ um
subconjunto de l ı´ndices. Agora pela definic¸a˜o de cada fragmento temos que o fragmento GB
pode ser escrito como a seguinte representac¸a˜o em termos de caixas elementares,
GB = ∆
0
A0
−
⋃
i∈J
∆0Ai , (3.39)
onde A0 = (a
(0)
1 , . . . , a
(0)
n ),
a
(0)
j = s− bj, 1 6 j 6 n, (3.40)
e Ai = (a
(i)
1 , . . . , a
(i)
n ) com
a
(i)
j =

s se j /∈ J,
s− bj se j ∈ J e j 6= i,
s− bj + 1 se j ∈ J e j = i.
(3.41)
Assim definidos temos que
a
(i)
1 + · · ·+ a(i)n = ns− b1 − · · · − bn = ns− r. (3.42)
Seja I = {i1, . . . , it} ⊆ J = {j1, . . . , jl} um subconjunto de t ı´ndices. Enta˜o,
∆0Ai1 ∩ . . . ∩∆
0
Ait
= ∆0AI , (3.43)
onde AI = (a
(I)
1 , . . . , a
(I)
n ) com
a
(I)
j = max
{
a
(i1)
j , . . . , a
(it)
j
}
=
 s− bj se j /∈ I,s− bj + 1 se j ∈ I. (3.44)
Note que,
a
(I)
1 + · · ·+ a(I)n = ns− r + t. (3.45)
Agora utilizando o Princı´pio da Inclusa˜o-Exclusa˜o temos que
|D ∩GB| =
∣∣∣∣∣D ∩
(
∆0A0 −
⋃
i∈J
∆0Ai
)∣∣∣∣∣
=
∣∣D ∩∆0A0∣∣−
∣∣∣∣∣D ∩
(⋃
i∈J
∆0Ai
)∣∣∣∣∣
=
∣∣D ∩∆0A0∣∣− l∑
t=1
∑
I⊆J ;|I|=t
(−1)t ∣∣D ∩∆0AI ∣∣ .
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O Lema 3.11 diz que
∣∣D ∩∆0A∣∣ =

qk−a1−···−an se
n∑
i=1
ai < k,
1 se
n∑
i=1
ai > k.
(3.46)
onde A = (a1, . . . , an). Como
n∑
j=1
a
(0)
j = ns − r e por hipo´tese r > ns − k + 1 segue que
k > ns− r + 1 > ns− r =
n∑
j=1
a
(0)
j . Logo,
|D ∩∆A0| = qk−ns+r.
Para todo t 6 r− ns+ k− 1 a equac¸a˜o (3.42) implica que a(i)1 + · · ·+ a(i)n < k para cada i. Se
t > r − ns+ k vale a(i)1 + · · ·+ a(i)n > k para cada i. Assim,
|D ∩GB| =
∣∣D ∩∆0A0∣∣− l∑
t=1
∑
I⊆J ;|I|=t
(−1)t ∣∣D ∩∆0AI ∣∣
=
r−ns+k−1∑
t=0
(−1)t
 l
t
 qk−ns+r−t + l∑
t=r−ns+k
(−1)t
 l
t

=
r−ρ(D)∑
t=0
(−1)t
 l
t
(qr−ρ(D)+1−t − 1)
= (q − 1)
r−ρ(D)∑
t=0
(−1)t
 l − 1
t
 qr−ρ(D)−t.
Agora como wr = |C ∩S(r)| e S(r) =
⋃
06l6n
Sl(r) temos que
wr =
n∑
l=1
∑
B:H(B)=l
|D ∩GB|
=
n∑
l=1
 n
l
σs(l, r) r−ρ(D)∑
t=0
(−1)t
 l
t
 (qr−ρ(D)+1−t − 1)
= (q − 1)
n∑
l=1
 n
l
σs(l, r) r−ρ(D)∑
t=0
(−1)t
 l − 1
t
 qr−ρ(D)−t
pois pelo Lema 3.15 existem
 n
l
σs(l, r) fragmentos GB tais que H(B) = l.
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3.6 Interpolac¸a˜o de Hermite Sobre Corpos Finitos e Construc¸o˜es
Explı´citas
Nesta sec¸a˜o iremos construir explicitamente uma famı´lia de co´digos MDS em relac¸a˜o
a ρ-me´trica no espac¸o de matrizes, consequentemente pelo que foi discutido na sec¸a˜o ante-
rior teremos uma famı´lia de distribuic¸o˜es o´timas. Iniciemos esta sec¸a˜o com alguns conceitos,
propriedades e definic¸o˜es.
Seja Fq[x], onde q = pe com p primo. Sera´ conveniente escrever
f(x) =
t−1∑
i=0
fix
i, (3.47)
com coeficientes fi ∈ Fq e t = deg(f)+1. Para um polinoˆmio f(x) dado definimos sua j-e´sima
Hiperderivada ∂jf ∈ Fq[x] por
∂jf(x) =
t−1∑
i=0
 i
j
 fixi−j, (3.48)
onde por definic¸a˜o
(
i
j
)
= 0 quando j > i. A hiperderivada ∂j e´ linear, ou seja, ∂j(cf) = c∂j(f)
e ∂j(f + g) = ∂j(f) + ∂j(g) para c ∈ Fq e f, g ∈ Fq[x]. Pela fo´rmula
∂nf1f2 . . . ft =
∑
n1,...,nt>0
∂n1f1∂
n2f2 . . . ∂
ntft
onde n1 + · · ·+ nt = n e f1, . . . , ft ∈ F[x] que pode ser encontrada em [7] Lema 6.47, pode-se
provar que
∂j(x− β)i =
 i
j
 (x− β)i−j (3.49)
para cada β ∈ Fq. Agora, como B =
{
(x− β)k; k = 0, . . . , t− 1} e´ uma base do subespac¸o
de polinoˆmios com grau ate´ t− 1, temos que f(x) =
t−1∑
j=0
aj(x− β)j e os aj sa˜o u´nicos; agora
por (3.48) e (3.49) temos
∂kf(x) =
t−1∑
j=0
aj∂
j(x− β)j
=
t−1∑
j=0
aj
 j
k
 (x− β)j−k
assim ∂kf(β) = 0 se k 6= j e ∂kf(β) = aj se k = j provando que
f(x) =
t−1∑
j=0
∂jf(β)(x− β)j, (3.50)
Co´digos MDS em Matrizes 58
onde ∂jf(β) denota o valor de ∂jf(x) avaliado em β ∈ Fq. Se j < p a hiperderivada e a
j-e´sima derivada usual f (j)(x) sa˜o tais que,
∂jf(x) =
1
j!
f (j)(x). (3.51)
Agora, vamos adicionar um ponto ∗ a Fq e consideremos Fq ∪ {∗} com q + 1 elementos. Para
um polinoˆmio (3.47) escolhemos, por definic¸a˜o,
∂jf(∗) =
 ft−1−j se 0 6 j 6 t− 1;0 se j > t− 1. (3.52)
Ainda, se definirmos
fV (x) = xt−1f
(
1
x
)
= ft−1 + ft−2x+ · · ·+ f0xt−1
que chamaremos de polinoˆmio recı´proco de f(x), temos que
∂jf(∗) = ∂jfV (0).
Seja Ftq[x] ⊆ Fq[x] o conjunto de todos os polinoˆmios (3.47) de grau menor ou igual a
t ∈ N0. Enta˜o Ftq[x] e´ um espac¸o vetorial de dimensa˜o t + 1 sobre Fq. Consideremos agora o
seguinte problema de interpolac¸a˜o de Hermite: Encontre um polinoˆmio f ∈ Ftq[x] satisfazendo
as seguintes equac¸o˜es
∂jf(βi) = a
(j)
i , j = 0, . . . , ti − 1, 1 6 i 6 l, (3.53)
onde os l elementos distintos β1, . . . , βl ∈ Fq ∪ {∗} que chamaremos de pontos de interpolac¸a˜o
sa˜o fixos, e os inteiros ti ∈ N sa˜o dados, bem como os coeficientes a(j)i ∈ Fq.
Proposic¸a˜o 3.18 O problema de interpolac¸a˜o de Hermite possui as seguintes propriedades
i) O problema de interpolac¸a˜o de Hermite (3.53) possui uma u´nica soluc¸a˜o f ∈ Ftq[x], se
t1 + · · ·+ tl = t;
ii) O problema de interpolac¸a˜o de Hermite (3.53) com coeficientes a(j)i possui u´nica soluc¸a˜o
f ≡ 0 no espac¸o Ftq[x], se t1 + · · ·+ tl > t.
Demonstrac¸a˜o.
i) Suponha que todos os pontos de interpolac¸a˜o βi esta˜o em Fq, 1 6 i 6 l e considere os
polinoˆmios
ri(x) =
ti−1∑
j=0
a
(j)
i (x− βi)j, 1 6 i 6 l. (3.54)
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Pelas relac¸o˜es (3.49), (3.50) e (3.54), se as equac¸o˜es valem para f teremos
f(x) =
ti−1∑
j=0
a
(j)
i (x− βi)j +
t∑
j=ti
∂jf(βi)(x− βi)j
concluı´mos que as equac¸o˜es em (3.53) sa˜o equivalentes as seguintes congrueˆncias em Fq[x]:
f(x) ≡ ri(x) mod(x− βi)ti 1 6 i 6 l. (3.55)
Em (3.55) os polinoˆmios (x− βi)ti , 1 6 i 6 l sa˜o co-primos. Portanto, o Teorema Chineˆs dos
Restos garante que as congrueˆncias em (3.55) possuem uma u´nica soluc¸a˜o f ∈ Fq[x] mo´dulo
g(x) =
(
l∏
i=1
(x− βi)ti
)
. Como o grau de g(x) e´ t1 + · · · + tl, existe uma u´nica soluc¸a˜o
f ∈ Fqt [x] se t = t1 + · · · + tl;. Agora suponha que um dos pontos de interpolac¸a˜o, digamos,
βl coincide com ∗. Enta˜o, utilizando (3.52),
f(x) = g(x) + rl(x), (3.56)
onde
rl(x) =
t−1∑
j=t−tl
a
(j)
l x
j
e g(x) e´ um polinoˆmio de grau menor que t− tl. Substituindo (3.56) nas equac¸o˜es (3.53) temos
que o polinoˆmio g ∈ Ft−tlq [x] e´ soluc¸a˜o do seguinte problema de interpolac¸a˜o de Hermite com
l − 1 pontos de interpolac¸a˜o β1, . . . , βl−1 ∈ Fq:
∂jg(βi) = b
(j)
i , j = 0, . . . , ti − 1, 1 6 i 6 l − 1,
onde b(j)i = a
(j)
i − ∂jr(βi) e t1 + · · · + tl−1 = t− tl. Este problema possui uma u´nica soluc¸a˜o
pela primeira parte desta demonstrac¸a˜o.
ii) Segue de i) pois podemos escolher inteiros t′i ∈ N, t′i 6 ti, que satisfazem t′1 + · · · + t′l = t.
Assumiremos agora que q > n − 1. Fixados n elementos distintos β1, . . . , βn ∈
Fq ∪ {∗} defina a seguinte transformac¸a˜o linear.
Γn,s : Fq[x] −→ Matn,s(Fq)
f(x) 7−→ [∂s−1−jf(βi)].
Enta˜o para cada polinoˆmio f ∈ Fq[x] temos a matriz
Γn,s(f) = (w
(1)
f , . . . , w
(n)
f )
T ∈ Matn,s(Fq)
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consiste em n-linhas da seguinte forma
w
(i)
f =
(
∂s−1f(βi), . . . , ∂f(βi), f(βi)
) ∈ Mat1,s(Fq), 1 6 i 6 n. (3.57)
Lema 3.19 Para t 6 ns a imagem Γn,s
(
Ftq[x]
) ⊆ Matn,s(Fq) do espac¸o vetorial Ftq[x] ⊆ Fq[x]
e´ um subespac¸o vetorial de dimensa˜o t.
Demonstrac¸a˜o. Como Γn,s e´ linear, basta provar que Γn,s : Fns[x] → Matn,s e´ injetora,
pois como Ft[x] ⊆ Fns[x], segue que a restric¸a˜o Γn,s : Ft[x] → Matn,s e´ injetora e que
dim(Γn,s(Ft[x])) = dim(Ft[x]) = t. Com efeito, seja f ∈ Fnsq [x] tal que Γn,s(f) = 0. Enta˜o
pela definic¸a˜o de Γn,s concluı´mos que f e´ soluc¸a˜o do problema homogeˆneo de Hermite (3.53)
com l = n, t = ns e t1 + · · ·+ tn = s. Portantof ≡ 0 pela Proposic¸a˜o 3.18.
Teorema 3.20 Para cada inteiro 1 6 k 6 ns, o subespac¸o Γn,s(Fkq [x]) ⊆ Matn,s(Fq) e´ um
[ns, k]s-co´digo MDS na ρ-me´trica.
Demonstrac¸a˜o. Provaremos que, ρ (Γn,sf) > ns − k + 1 para f 6≡ 0. Com efeito, suponha o
contra´rio, ou seja, que existe f 6≡ 0, f ∈ Fksq [x] tal que, ρ(Γn,s(f(x))) 6 ns− k. Ou seja,
ρ(Γn,sf) = ρ(w
(1)
f ) + · · ·+ ρ(w(n)f ) 6 ns− k. (3.58)
Daı´, concluı´mos que ao mı´nimo para um dos ı´ndices temos a desigualdade estrita
ρ(w
(i)
f ) < s (3.59)
Sem perda de generalidade assumiremos que (3.59) e´ va´lida para i = 1, . . . , l com l > 1 e
ρ(w
(i)
f ) = s para i = l + 1, . . . , n. Defina ti = s − ρ(w(i)f ) ∈ N. Pela definic¸a˜o de Γn,s, (3.57)
e (3.59) temos que o polinoˆmio f ∈ Fkq [x] e´ soluc¸a˜o do seguinte problema de interpolac¸a˜o
homogeˆneo de Hermite
∂jf(βi) = 0, j = 0, . . . , ti − 1, 1 6 i 6 l.
Assim sendo, temos t1 + · · ·+ tl = ns−ρ(Γn,sf). Portanto , t1 + · · ·+ tl > k e pela Proposic¸a˜o
3.18, f ≡ 0, que e´ uma contradic¸a˜o. Donde ρ(Γn,sf) > ns − k + 1 para f 6≡ 0 e portanto,
Γn,s(Fkq [x]) e´ um [ns, k]s-co´digo MDS.
Agora com este Teorema temos uma classe abrangente de [ns, k]s-co´digos lineares
MDS na ρ-me´trica para valores quaisquer dos paraˆmetros n, k e s. Consequentemente temos
uma classe de [ns, k]s-distribuic¸o˜es lineares o´timas, bastando apenas introduzir a transformac¸a˜o
linear γn,s : Fq[x]→ Qn(qs) definida por
γn,sf = X = (x1, . . . , xn)
T ∈ Qn(qs), (3.60)
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onde as coordenadas xi de X sa˜o dadas por
xi =
s∑
j=1
∂j−1f(βi)q−j. (3.61)
3.7 Projec¸o˜es de Co´digos MDS
Esta sec¸a˜o tem como objetivo mostrar que em certas condic¸o˜es quando se tem dado um
co´digo MDS C ∈ Matn,s(A) pode-se obter um co´digo MDS C ′ ∈ Matn′,s′(A). Seguiremos
como refereˆncia principal [5].
Diremos que um co´digo C ⊆ Matn,s(A) e´ projetado em Matn′,s′(A) com n′ 6 n
e s′ 6 s quando cada uma das matrizes Ω no co´digo C ⊆ Matn,s(A) e´ “transformada”em
uma matriz em Matn′,s′(A) formada pelas 1, . . . , n′ primeiras linhas e s− s′+ 1, . . . , s u´ltimas
colunas de Ω. Assim, se Ω ∈ C e´ escrita na forma de blocos
Ω =
 Ω(1)n′,s−s′ Ω(2)n′,s′
Ω
(3)
n−n′,s−s′ Ω
(4)
n−n′,s′

onde Ω(l)k,j e´ uma submatriz de ordem k × j, enta˜o a projec¸a˜o de Ω em Matn′,s′(A) e´ a matriz
Ω
(2)
n′,s′ .
Exemplo 3.21 A matriz,
X =

1 0 0
0 1 0
0 1 1
 ∈ Mat3,3(F2)
e´ projetada em Mat3,1(F2) e em Mat2,2(F2) nas matrizes A(1) e A(2) respectivamente.
A(1) =

0
0
1
 A(2) =
 0 0
1 0
 .
Denotaremos por pi a projec¸a˜o em Matn′,s′(A), onde n′s′ > k.
Lema 3.22 Seja A um alfabeto com q elementos se C e´ um co´digo MDS em Matn,s(A) com
qk elementos, enta˜o o co´digo pi(C) em Matn′,s′(A), onde s′ 6 s, n′ 6 n e s′n′ > k, possui qk
elementos distintos. Isto e´, a projec¸a˜o pi restrita a C e´ injetiva.
Demonstrac¸a˜o. Denotaremos por ρn,s e ρn′,s′ as ρ-me´tricas em Matn,s(A) e Matn′,s′(A), res-
pectivamente. Sejam Ω,Ω′ ∈ Matn,s(A) enta˜o,
ρn,s(Ω,Ω
′) 6 ρn′,s′(pi(Ω), pi(Ω′)) + (s− s′)n′ + s(n− n′)
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= ρn′,s′(pi(Ω), pi(Ω
′)) + sn− s′n′.
Assuma agora Ω,Ω′ ∈ Matn,s(A) ∩ C tais que pi(Ω) = pi(Ω′). Enta˜o,
ρn,s(Ω,Ω
′) 6 sn− s′n′ 6 ns− k.
Como C e´ co´digo MDS temos que ρn,s(Ω,Ω′) = 0, donde Ω = Ω′, ou seja, pi e´ injetiva.
Teorema 3.23 Seja C ⊆ Matn,s(A) um co´digo MDS com qk elementos, suponha que s′ 6 s,
n′ 6 n e que s′n′ > k. Enta˜o a projec¸a˜o de C em Matn′,s′(A) tambe´m e´ um co´digo MDS.
Demonstrac¸a˜o. Seja Ω ∈ C. Pelo Lema 3.22 temos |pi(C)| = |C|. Como C e´ MDS temos
ρn,s(Ω) = ρ1,s(ω1) + · · ·+ ρ1,s(ωn) > ns− k + 1.
Vamos dividir a demonstrac¸a˜o em treˆs casos.
Caso a) Se s = s′ e n′ < n.
ρn′,s(pi(Ω)) = ρ1,s(ω1) + · · ·+ ρ1,s(ωn′)
= ρ1,s(ω1) + · · ·+ ρ1,s(ωn)− ρ1,s(ωn′+1)− · · · − ρ1,s(ωn)
= ρn,s(Ω)− ρ1,s(ωn′+1)− · · · − ρ1,s(ωn)
> ns− k + 1− s(n− n′)
= n′s− k + 1.
Caso b) Se s < s′ e n = n′.
ρ1,s′(ωi) =
 ρ1,s(ωi)− (s− s′) se ρ1,s(ωi) > (s− s′)0 = ρ1,s(ωi)− ρ1,s(ωi) se ρ1,s(ωi) < (s− s′)
Sem perda de generalidade, suponha que a segunda relac¸a˜o vale para as linhas i = 1, . . . , l
e a primeira para as linhas i = l + 1, . . . , n. Enta˜o
ρn,s′(pi(Ω)) =
l∑
i=1
(ρ1,s(ωi)− ρ1,s(ωi)) +
n∑
i=l+1
[ρ1,s(ωi)− (s− s′)]
= ρn,s(Ω)− ρ1,s(ω1)− · · · − ρ1,s(ωl)− (n− l)(s− s′)
> ns− k + 1− ρ1,s(ω1)− · · · − ρ1,s(ωl)− (n− l)(s− s′)
= ns′ − k + 1 + l(s− s′)−
l∑
i=1
ρ1,s(ωi)
> ns′ − k + 1.
pois, ρ1,s(ωi) 6 s− s′ para i = 1, . . . , l.
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Caso c) Se s′ < s e n′ < n.
Este caso segue dos anteriores, pois a projec¸a˜o correspondente e´ a composic¸a˜o das projec¸o˜es
pi1 : Matn,s(A)→ Matn′,s(A) e pi2 : Matn′,s(A)→ Matn′,s′(A).
Corola´rio 3.24 Seja C ⊆ An um co´digo MDS na me´trica de Hamming com qk elementos,
suponha que k 6 n′ 6 n, enta˜o a projec¸a˜o pi(C) emAn′ tambe´m e´ um co´digo MDS na me´trica
de Hamming.
Demonstrac¸a˜o. Segue do fato que um co´digo MDS na me´trica de Hamming e´ simplesmente um
co´digo MDS na ρn,s-me´trica com s = 1 e enta˜o, pelo Teorema 3.23, pi(C) e´ MDS com respeito
a ρn′,s′-me´trica com s′ = 1, ou seja, pi(C) e´ MDS na me´trica de Hamming.
3.8 Existeˆncia de Co´digos MDS sobre Zq
Utilizaremos o Teorema Chineˆs do Resto para construir co´digos MDS e mostrar quando
tais co´digos podem existir. Assumiremos que tais co´digos sa˜o lineares em Matn,s(Zq). Seja q
um inteiro maior que 1 onde
q =
t∏
i=1
pi,
com pi primo e pi 6= pj se i 6= j. Sendo Ci co´digos em Matn,s(Zpi) definiremos o co´digo C por
C = CRT (C1, · · · , Ct) = {c ∈ Zq : c mod(pi) ∈ Ci ∀i} . (3.62)
Assim definido, C equivale ao conjunto {Ψ−1(v1, . . . , vt) : vi ∈ Ci}, para o isomor-
fismo de grupos Ψ : Matn,s(Zp1)×...×Matn,s(Zpt)→ Matn,s(Zq), Ψ(v) = (Ψ1(v), . . . ,Ψt(v))
com Ψk(v) = Ψk(v1, . . . , vt) = (v1 mod(k), . . . , vt mod(k)). Resumindo C e´ obtido aplicando
o Teorema Chineˆs dos Restos coordenada a coordenada em todos os elementos de C1 × C2 ×
· · · × Ct.
Lema 3.25 Seja C = CRT (C1, . . . , Ct) onde C1, . . . , Ct sa˜o co´digos sobre Matn,s(Zpi), res-
pectivamente, enta˜o
|C| = |C1| |C2| · · · |Ct|
e ainda vale ρ(C) > min {ρ(Ci)}.
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Demonstrac¸a˜o. A cardinalidade segue imediatamente pois Ψ e´ um isomorfismo de grupos entre
C e C1×· · ·×Ct. Agora seja v ∈ C com ρ(v) < ρ(Ci) para todos os i, 1 6 i 6 t, o que implica
que ρ(v mod(pi)) < ρ(Ci) para todo i. Logo v mod(pi) = 0 para todo i, o que e´ impossı´vel no
caso em que v 6= 0 pois Ψ e´ isomorfismo, donde v = 0 e, portanto, ρ(C) > min {ρ(Ci)}.
Lema 3.26 Sejam C1, . . . , Ct co´digos MDS em relac¸a˜o a ρ-me´trica em Zpi com |Ci| = (pi)k
enta˜oC = CRT (C1, . . . , Ct) e´ um co´digo MDS sobre Zq em relac¸a˜o a ρ-me´trica com |C| = qk.
Demonstrac¸a˜o. Segue do Lema 3.25 pois para a cardinalidade temos,
|C| = |C1| |C2| · · · |Ct| =
t∏
i=1
(pi)
k
=
(
t∏
i=1
pi
)k
= qk.
Como ρ(C) > min {ρ(Ci)} enta˜o ρ(C) > ns − k + 1, ou seja, ρ(C) = ns − k + 1 provando
que C e´ um co´digo MDS em relac¸a˜o a ρ-me´trica.
Teorema 3.27 Existem co´digos MDS em Matn,s(Zq) para q > 2 com q =
t∏
i=1
pi, onde pi’s sa˜o
primos distintos.
Demonstrac¸a˜o. O resultado segue do Lema 3.26.
Capı´tulo 4
Co´digos Posets
Neste Capı´tulo trabalharemos com co´digos posets a fim de demonstrar resultados
ana´logos, pore´m mais gerais aos resultados obtidos no capı´tulo anterior. Seguiremos como
refereˆncia principal [5].
4.1 Conjuntos Parcialmente Ordenados (Posets)
Inicialmente faremos uma breve discussa˜o sobre conjuntos parcialmente ordenados
(Posets).
Definic¸a˜o 4.1 Uma relac¸a˜o de ordem parcial em um conjunto X e´ uma relac¸a˜o bina´ria 
satisfazendo, para todo x, y, z ∈ X:
i) x  x;
ii) Se x  y e y  x enta˜o, x = y;
iii) Se x  y e y  z enta˜o, x  z.
Dizemos que a relac¸a˜o  e´ de ordem total se, quaisquer dois elementos do conjunto X sobre o
qual  esta´ definida sa˜o compara´veis, isto e´, x  y ou y  x para todos x, y ∈ X .
Definic¸a˜o 4.2 Se  e´ uma relac¸a˜o de ordem parcial em um conjunto X , chamamos o par
P = (X,) de poset.
Exemplo 4.3 O conjunto [n] := {1, 2, . . . , n}, com a relac¸a˜o de divisibilidade ′|′, x|y ⇐⇒ y =
kx k ∈ Z formam um poset P = ([n] , |).
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Definic¸a˜o 4.4 Dados x, y, z ∈ X , dizemos que y cobre x se x  y e se x  z  y enta˜o, x = y
ou x = z.
Definic¸a˜o 4.5 Seja (X,) um poset.
i) Um elemento x ∈ X e´ dito elemento maximal se na˜o existe y ∈ X − {x} tal que x  y;
ii) Um elemento x ∈ X e´ dito elemento minimal se na˜o existe y ∈ X − {x} tal que y  x;
iii) Um elemento x ∈ X e´ dito ma´ximo(mı´nimo) se, y  x(x  y) para todo y ∈ X .
Vamos denotar por M(I) o conjunto de todos os elementos maximais de um subcon-
junto I ⊆ P.
Definic¸a˜o 4.6 Um subconjunto I de um poset P e´ dito um ideal se x ∈ I e y  x implica que
y ∈ I .
Definic¸a˜o 4.7 Sejam P1 = (X,1) e P2 = (X,2) dois posets. Temos que P1 ⊆ P2 se, dados
x1, x2 com x1 1 x2 temos que x1 2 x2.
Uma representac¸a˜o gra´fica dos posets, quando X e´ finito, e´ dado pelo Diagrama de
Hasse. Dado um poset finito (X,), os elementos de X sa˜o representados por ve´rtices e as
relac¸o˜es dos elementos por arestas, convencionando que um elemento x ∈ X esta´ abaixo de
y ∈ X se, e somente se, y cobre x.
Exemplo 4.8 Seja N = ([4],) o poset definido sobre {1, 2, 3, 4} e com ordem
:= {1  1, 2  2, 3  3, 4  4, 1  3, 2  3, 2  4}
possui diagrama de Hasse dado por
Definic¸a˜o 4.9 Um poset P, definido sobre [n], com relac¸a˜o de ordem parcial formada apenas
pelas relac¸o˜es reflexivas dos elementos e´ dito poset anticadeia ou poset de Hamming e sera´
denotado por Hn. Este poset possui diagrama de Hasse dado por
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Definic¸a˜o 4.10 Seja n ∈ N. O poset Ln, definido sobre [n] com ordem total “6”, e´ dito linear
ou cadeia. Este poset possui diagrama de Hasse dado por
Definic¸a˜o 4.11 O poset Niederreiter-Rosembloon-Tsfasman (NRT) e´ definido com a unia˜o
disjunta de posets totalmente ordenados de mesmo comprimento. Este poset possui diagrama
de Hasse dado por:
Seja P = ([n] ,) um poset finito de n elementos. Sempre podemos fixar uma
numerac¸a˜o dos elementos de P, digamos, x1, x2, . . . , xn; esta numerac¸a˜o fornece uma bijec¸a˜o
com [n] e podemos supor, sem perda de generalidade, que P = ([n] ,). Dado um corpo Fq,
veremos a seguir que a ordem parcial em [n] induz uma me´trica em Fnq .
Sejam P = ([n],) um poset e Fq um corpo. O conjunto [n] e as coordenadas de
x ∈ Fnq esta˜o em correspondeˆncia biunı´voca atrave´s da func¸a˜o f dada por f(i) = xi. Devido
este fato vamos definir a seguir o P-peso de um elemento em Fnq .
Definic¸a˜o 4.12 O P-peso de um elemento x ∈ Fnq e´ a cardinalidade do ideal de P gerado pelo
suporte de x. Ou seja,
wP(x) := |〈supp(x)〉|
onde supp(x) := {i : xi 6= 0}.
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Exemplo 4.13 Seja x = (1, 0, 1, 0) ∈ F42, considere o poset de Hamming H4 e o poset N do
Exemplo 4.8 sobre [4]. Enta˜o,
wH4 ((1, 0, 1, 0)) = |〈supp(x)〉H4| = |〈1, 3〉H4 | = |{1, 3}| = 2.
wN ((1, 0, 1, 0)) = |〈supp(x)〉N | = |〈1, 3〉N | = |{1, 2, 3}| = 3.
Note que 〈supp(x)〉H = supp(x), ou seja, quando o poset considerado e´ o poset de Hamming
enta˜o o H-peso e o peso de Hamming equivalem.
Definic¸a˜o 4.14 Defina a P-distaˆncia por
dP : Fnq × Fnq −→ N0
(x, y) 7−→ wP(x− y)
Teorema 4.15 Se P = ([n],) e´ um poset, enta˜o a P-distaˆncia e´ uma me´trica em Fnq .
Demonstrac¸a˜o. Sejam x, y, z ∈ Fnq . Para mostrar a positividade, observe que a desigualdade
dP(x, y) > 0 e´ va´lida pois, por definic¸a˜o a cardinalidade de um conjunto e´ sempre positiva,
e essa e´ zero somente quando xi = yi, ∀i. A simetria segue do fato que supp(x − y) =
supp(y − x), portanto,
dP(x, y) = dP(y, x).
Agora,
dP(x, y) = wP(x− y) 6 wP(x− z) + wP(z − y)
= dP(x, z) + dP(z, y),
pois supp(x+ y) ⊆ supp(x) ∪ supp(y) e daı´
wP(x+ y) 6 |〈supp(x)〉P ∪ 〈supp(y)〉P|
6 |〈supp(x)〉P|+ |〈supp(y)〉P|
= wP(x) + wP(y).
4.2 Co´digos Posets
Definic¸a˜o 4.16 O par ordenado (Fnq , dP) e´ chamado de um espac¸o poset ou P-espac¸o. Um
subconjunto do espac¸o me´trico (Fnq , dP) e´ chamado Co´digo poset. Se C ⊆ Fnq e´ um subespac¸o
vetorial de dimensa˜o k enta˜o, C e´ um [n, k] P-co´digo linear.
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Definic¸a˜o 4.17 Sejam x ∈ Fnq e r um inteiro positivo. Definimos:
i) A P-bola de centro em x e raio r como sendo o conjunto
BP(x, r) :=
{
y ∈ Fnq : dP(x, y) 6 r
}
;
ii) A P-esfera de centro em x e raio r como sendo o conjunto
SP(x, r) :=
{
y ∈ Fnq : dP(x, y) = r
}
.
Lema 4.18 O nu´mero de vetores em Fnq cuja distaˆncia ao vetor nulo e´ exatamente i, e´ igual a
1 se i = 0
i∑
j=1
(q − 1)jqi−jΩj(i) se i>0
(4.1)
onde Ωj(i) e´ o nu´mero de ideais de P com cardinalidade i possuindo exatamente j elementos
maximais.
Demonstrac¸a˜o. Se i = 0 enta˜o, SP(0, 0) = {0} e enta˜o |SP(0, 0)| = 1. Suponha que i > 1.
Se x ∈ SP(0, i) enta˜o wP(x) = i, ou seja, o ideal gerado pelo suporte de x possui i elementos.
Portanto, sendo I um ideal de P tal que |I| = i, devemos encontrar quantos vetores y ∈ Fnq
satisfazem 〈supp(y)〉 = I . Supondo que |M(I)| = j, temos que 1 6 j 6 i. Daı´ como
y = (y1, . . . , yn), se ys e´ tal que s ∈ M(I) segue que ys 6= 0. Logo existem (q − 1) escolhas
para ys e portanto (q − 1)j escolhas para as posic¸o˜es coordenadas de y ∈ Fnq indexadas pelos
elementos maximais de I . Para as posic¸o˜es coordenadas de y ∈ Fnq indexadas pelos elementos
do conjunto I − M(I) temos qi−j escolhas. Como as demais coordenadas sa˜o nulas, temos
(q − 1)jqi−j vetores de y ∈ Fnq tais que 〈supp(y)〉 = I . Ainda como temos Ωj(i) ideais de P
com cardinalidade i e possuindo j elementos maximais, teremos
SP(0, i) =
i∑
j=1
(q − 1)jqi−jΩj(i).
Do fato de dP(x, y) = dP(0, x − y), para todos x, y ∈ Fnq , temos que o nu´mero de
elementos na P-bola de raio r na˜o depende do centro e este nu´mero e´:
1 +
r∑
i=1
i∑
j=1
(q − 1)jqi−jΩj(i). (4.2)
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4.3 Co´digos Posets Perfeitos
Seja P um poset com elementos {1, 2, . . . , n} e seja C um co´digo em Fnq , onde as
posic¸o˜es coordenadas sa˜o indexadas pelos elementos de P. Enta˜o C e´ um P-co´digo perfeito se
existe um inteiro r tal que as P-bolas de raio r com centro nas palavras co´digos de C sa˜o duas
a duas disjuntas e a sua unia˜o e´ todo Fnq .
O pro´ximo teorema nos da´ uma caracterizac¸a˜o dos posets P-perfeitos no caso em que
P e´ um poset do tipo cadeia. Na demonstrac¸a˜o do teorema usaremos um resultado que nos da´ a
cardinalidade de uma P-bola no caso em que P e´ do tipo cadeia. Neste trabalho enunciaremos
este resultado como o seguinte lema.
Lema 4.19 Seja P um poset do tipo cadeia. Enta˜o, cada P-bola de raio r possui cardinalidade
qr.
Demonstrac¸a˜o. Pela Equac¸a˜o (4.2) temos que o nu´mero de elementos em uma P-bola de raio r
para um poset P qualquer e´ dado por
1 +
r∑
i=1
i∑
j=1
(q − 1)jqi−jΩj(i)
que pode ser escrito como
1 +
r∑
i=1
(q − 1)qi−1Ω1(i) + (q − 1)2qi−2Ω2(i) + · · ·+ (q − 1)iΩi(i).
Pore´m Ω1(i) = 1 e Ωj(i) = 0 se j > 2, se P e´ um poset do tipo cadeia. Logo,
|BP(0, r)| = 1 +
r∑
i=1
(q − 1)qi−1Ω1(i) + (q − 1)2qi−2Ω2(i) + · · ·+ (q − 1)iΩi(i)
=
r∑
i=1
(q − 1)qi−1
=
r∑
i=1
qi − qi−1
= 1− q0 + qr
= qr.
Como o nu´mero de elementos em uma P-bola na˜o depende do centro escolhido temos o resul-
tado desejado.
Teorema 4.20 Seja P um poset com elementos {1, 2, . . . , n} onde 1  2  · · ·  n e seja
C um co´digo em Fnq . Enta˜o C e´ um P-co´digo perfeito se, e somente se, existe um inteiro
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k, com 0 6 k 6 n, tal que |C| = qk e o conjunto de todos os vetores (xn−k+1, . . . , xn)
tais que (x1, x2, . . . , xn−k, xn−k+1, . . . , xn) ∈ C para algum (x1, x2, . . . , , xn−k) ∈ Fn−kq e´
igual a Fkq . Em particular, o co´digo linear Ck de dimensa˜o k consistindo de todos os vetores
(0, . . . , 0, an−k+1, . . . , an) ∈ Fnq , das quais as n − k primeiras coordenadas sa˜o nulas, e´ um
P-co´digo perfeito com P-distaˆncia mı´nima igual a n− k + 1.
Demonstrac¸a˜o.
⇒) Assuma que C e´ um P-co´digo perfeito. Seja r um inteiro tal que as P-bolas de raio r sobre
as palavras co´digos de C sa˜o duas a duas disjuntas e sua unia˜o e´ Fnq . Pelo Lema 4.19 as P-bolas
de raio r possuem cardinalidade qr e enta˜o |C| = qn−r. Seja y = (y1, . . . , yn) um vetor em Fnq .
Enta˜o existe uma (u´nica) palavra co´digo c tal que y ∈ BP(c; r) e enta˜o a palavra co´digo c e´ da
forma c = (c1, . . . , cr, yr+1, . . . , yn). Donde C possui a forma dada no teorema com k = n− r.
⇐) Temos que pelas definic¸o˜es estes co´digos possuem cardinalidade qk e P-distaˆncia mı´nima
n − k + 1. Cada vetor (y1, . . . , yn) ∈ Fnq esta´ contido na P-bola de raio n − k sobre alguma
palavra co´digo da forma (x1, . . . , xn−k, yn−k+1, . . . , yn), pore´m na˜o esta´ contida na P-bola de
raio n− k + 1 sobre qualquer outra palavra co´digo. Donde Ck e´ um P-co´digo perfeito.
Nosso interesse agora e´ classificar os P-co´digos perfeitos no caso em que P e´ um poset
formado pela unia˜o de duas cadeias distintas de mesmo tamanho.
Teorema 4.21 Seja n = 2l um nu´mero inteiro par maior que zero. Seja P o poset consistindo
de duas cadeias disjuntas N e N ′ de mesmo tamanho l. Enta˜o os u´nicos P-co´digos perfeitos
em Fnq sa˜o C = Fnq e C = {x} para qualquer x ∈ Fnq .
Demonstrac¸a˜o. Claramente C = Fnq e C = {x} sa˜o P-co´digos perfeitos. Vamos mostrar agora
que na˜o existe outro P-co´digo perfeito. Seja N := {1, 2, . . . , l}, onde 1 ≤ 2 ≤ · · · ≤ l, e
N ′ := {1′, 2′, . . . , l′}, onde 1′ ≤ 2′ ≤ · · · ≤ l′. Suponha que existe C ⊆ Fnq que e´ um P-
co´digo perfeito e 1 ≤ |C| ≤ qk. Se r e´ o inteiro tal que as P-bolas de raio r e centros nas
palavras co´digo de C sa˜o duas a duas disjuntas e cobrem F2lq enta˜o, 1 6 r 6 2l − 1. Primeiro
assuma que r > l. Seja x = (x1, . . . , xl, x1′ , . . . , xl′), y = (y1, . . . , yl, y1′ , . . . , yl′) dois vetores
quaisquer em F2lq . Enta˜o o vetor (x1, . . . , xl, y1′ , . . . , yl′) ∈ BP(x; r) ∩ BP(y; r). Em particular
as P-bolas de raio r sobre quaisquer duas palavras interceptam-se contradizendo o fato de C
ser perfeito. Vamos calcular primeiro a cardinalidade das P-bolas de raio r. Seja i um inteiro
tal que 1 6 i 6 l. Por (4.2) o nu´mero de vetores que esta˜o a uma distaˆncia i de um vetor fixo
x ∈ Fnq e´
αi = 2(q − 1)qi−1 + (i− 1)(q − 1)2qi−2
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= (q − 1)qi−2 [(i+ 1)q − i+ 1] .
Logo, para cada vetor x ∈ Fnq temos que
|BP(x; r)| = 1 +
r∑
i=1
αi
e assim, por induc¸a˜o temos
|BP(x; r)| = qr−1 [r(q − 1) + q]
e como C e´ perfeito, q2l = |C| |BP(x; r)|. Logo existe um inteiro j tal que r(q − 1) + q = qj
enta˜o,
|BP(x; r)| = qr+j−1.
Ale´m disso,
r =
qj − q
q − 1
e como r > 1 temos j > 2. Enta˜o,
r = q(1 + q + . . .+ qj−2) > 2(j − 1) > j.
Temos
|C| = q2l−r−j+1 = q2(l−r)+r−(j−1)
e como r > j − 1 temos que
|C| ≥ q2(l−r).
Pelo princı´pio da casa dos pombos, existem duas palavras co´digo x = (x1, . . . , xl, x1′ , . . . , xl′)
e y = (y1, . . . , yl, y1′ , . . . , yl′) distintas tais que xi = yi e xi′ = yi′ , para i = r + 1, . . . , l. Como
o vetor (x1, . . . , xl, y1′ , . . . , yl′) ∈ BP(x; r) ∩ BP(y; r), as P-bolas de raio r sobre as palavras
co´digo x e y interceptam-se. Contradizendo novamente o fato de C ser P-perfeito.
Definic¸a˜o 4.22 Seja P um poset em [n]. Vamos denotar por I(P) o conjunto dos ideais de P e
por Ir(P) o conjunto dos ideais de P que possuem cardinalidade r.
Proposic¸a˜o 4.23 Com as notac¸o˜es da Definic¸a˜o 4.22, segue-se que
i) Se 0 6 s 6 r 6 n e I ∈ Ir(P), enta˜o existe J ∈ Is(P) tal que J ⊆ I;
ii) Se 0 6 r 6 s 6 n e I ∈ Ir(P), enta˜o existe J ∈ Is(P) tal que I ⊆ J .
Co´digos MDS em Me´tricas Posets 73
Demonstrac¸a˜o.
i) Basta considerarmos o caso em que s = r − 1, pois se s = r − t, realizando o processo
da demonstrac¸a˜o t − 1 vezes teremos o resultado desejado. Se s = r − 1, seja j um elemento
maximal de I . Note que J = I − {j} e´ um ideal de P ja´ que I e´ um ideal e retiramos apenas
um elemento maximal de I . Portanto J ⊆ I com |J | = r − 1.
ii) Novamente basta considerarmos o caso em que s = r + 1, pois se s = r + t, realizando o
processo da demonstrac¸a˜o t − 1 vezes que teremos o resultado desejado. Se s = r + 1, seja
j ∈ Ic = P − I um elemento minimal. Defina J = I ∪ {j} e assim definido J e´ um ideal em
P. De fato, dados x ∈ P e y ∈ J com x  y, se y ∈ I , enta˜o x ∈ I pois I e´ um ideal e se y = j
com x  y, enta˜o x /∈ Ic, pois j e´ minimal de Ic. Logo x ∈ I . Portanto J e´ um ideal de P e
ale´m disso I ⊆ J com |J | = r + 1.
Definic¸a˜o 4.24 Dado um poset P definimos o poset dual de P como sendo o poset P∗ tal que P
e P∗ esta˜o definidos sobre o mesmo conjunto e
x 6 y em P⇐⇒ y 6 x em P∗.
Lema 4.25 Sejam P um poset em [n] e P∗ seu poset dual. Enta˜o os ideais de P∗ sa˜o precisa-
mente os complementares dos ideais de P. Isto e´, I(P∗) := {Ic : I ∈ I(P)} .
Demonstrac¸a˜o. Dado um ideal I de P, mostraremos que Ic e´ um ideal de P∗. De fato, seja
x ∈ Ic e y ∈ P∗ tais que y 6 x. Pela definic¸a˜o de P∗ temos que x 6 y em P donde, y /∈ I do
contra´rio x ∈ I . Assim, y ∈ Ic provando que Ic ∈ I(P∗).
Deste modo, para um ideal I ∈ I(P∗) temos que o ideal Ic ∈ I((P∗)∗) = I(P),
portanto, I e´ o complementar de um ideal de P.
Os dois pro´ximos resultados aparecera˜o nas demonstrac¸o˜es de alguns dos resultados
mais importantes deste capı´tulo.
Lema 4.26 Para um conjunto finito A e um subconjunto C de A temos
∑
C⊆B⊆A
(−1)|B| =
 (−1)|A| se C = A;0 se C 6= A.
Demonstrac¸a˜o. No caso em que C = A teremos apenas uma parcela na soma, a saber, B = A,
enta˜o temos que ∑
C⊆B⊆A
(−1)|B| = (−1)|A|.
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Agora se C 6= A, temos que B = B′ ∪ C onde B′ ⊆ A′; A′ = A− C. Assim∑
C⊆B⊆A
(−1)|B| = (−1)|C|
∑
B′⊆A′
(−1)|B′|
pore´m, ∑
B′⊆A′
(−1)|B′| =
|A′|∑
k=0
 ∑
B′⊆A′;|B′|=k
(−1)k
 = |A′|∑
k=0
(−1)k
 |A′|
k
 = 0
provando que ∑
C⊆B⊆A
(−1)|B| = 0.
Proposic¸a˜o 4.27 (Fo´rmula da Inversa˜o de Mobius). Sejam X um conjunto finito, P (X) o
conjunto dos subconjuntos de X e considere f, g func¸o˜es de P (X) em um anel Λ. Enta˜o
f(A) =
∑
B⊆A
g(B) (A ⊆ X)
se, e somente se,
g(A) =
∑
B⊆A
(−1)|A|−|B|f(B) (A ⊆ X).
Demonstrac¸a˜o. Para a implicac¸a˜o
f(A) =
∑
B⊆A
g(B) (A ⊆ X) =⇒ g(A) =
∑
B⊆A
(−1)|A|−|B|f(B) (A ⊆ X)
veja [15]. Mostraremos aqui a recı´proca.
Suponha que g(A) =
∑
B⊆A(−1)|A|−|B|f(B) (A ⊆ X). Enta˜o pelo Lema 4.26
temos que∑
B⊆A
g(B) =
∑
B⊆A
∑
C⊆B
(−1)|B|−|C|f(C)
=
∑
C$A
(−1)−|C|
( ∑
C⊆B⊆A
(−1)|B|
)
f(C) + (−1)|A|(−1)|A|f(A)
= f(A).
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4.4 Co´digos Posets MDS e Co´digos I-Perfeitos
Proposic¸a˜o 4.28 (Limitante de Singleton para co´digos posets). Sejam P um poset em [n] e
C(⊆ Fnq ) um P-co´digo. Enta˜o
|C| 6 qn−dP(C)+1
Demonstrac¸a˜o. Escolha duas palavras co´digo x, y ∈ C tais que, dP(x, y) = dP(C). Sendo I o
ideal gerado por supp(x− y) temos que
|supp(x− y)| = |I| = dP(c).
Pela Proposic¸a˜o 4.23 existe um ideal J de cardinalidade dP(C)−1 que esta´ contido em I . Duas
palavras co´digos de C nunca coincidem em todos os pontos fora de J , pois caso contra´rio sua
distaˆncia seria menor do que a distaˆncia mı´nima de C. Isto prova que existe uma func¸a˜o injetiva
de C para Fn−dP(C)+1q e daı´, vale o resultado.
A func¸a˜o f da proposic¸a˜o pode ser definida ordenando os ı´ndices das coordenadas dos
elementos de C sem perda de generalidade de modo que,
f : C −→ Fn−dP(C)+1q
(x1, . . . , xn) 7−→ (x1, . . . , xn−dP(C)+1).
Corola´rio 4.29 Seja C um [n, k]q P-co´digo. Enta˜o
dP(C) 6 n− k + 1. (4.3)
Definic¸a˜o 4.30 Seja P um poset em [n]. Um co´digo linear C sobre Fnq e´ dito P-co´digo de
Maximun distance separable (ou P-co´digo MDS) se este atinge a identidade de Singleton. Con-
sequentemente um [n, k]q P-co´digo e´ MDS se, e somente se, dP(C) = n− k + 1.
Definic¸a˜o 4.31 Sejam P um poset em [n], I um ideal de P. Para u ∈ Fnq definimos a I-bola
(respectivamente, I-esfera) com centro em u como o conjunto:
BI(u) :=
{
v ∈ Fnq : 〈supp(u− v)〉 ⊆ I
}
.
SI(u) :=
{
v ∈ Fnq : 〈supp(u− v)〉 = I
}
.
A I-bola (respectivamente, I-esfera) centrada na origem e´ denotada por BI (SI).
Proposic¸a˜o 4.32 Sejam P um poset em [n] e I um ideal de P. Enta˜o
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i) BI e´ um subespac¸o de Fnq de dimensa˜o |I|;
ii) Para u ∈ Fnq , BI(u) e´ a classe lateral de BI contendo u, isto e´,BI(u) = u+BI;
iii) Para u, v ∈ Fnq duas I-bolas BI(u) e BI(v) sa˜o ideˆnticas ou disjuntas. Ale´m disso,
BI(u) = BI(v)⇐⇒ supp(u− v) ⊆ I;
iv) O espac¸o Fnq e´ particionado em I-bolas.
Demonstrac¸a˜o.
i) Sejam, u, v dois vetores em BI isto e´, 〈supp(u)〉 ⊆ I e 〈supp(v)〉 ⊆ I . Assim,
〈supp(u+ v)〉 ⊆ 〈supp(u)〉 ∪ 〈supp(v)〉 ⊆ I ∪ I = I
enta˜o u + v ∈ BI . Sejam u ∈ BI e α ∈ Fq. Enta˜o e´ claro que αu ∈ BI , e isto
prova que BI e´ subespac¸o de Fnq . Claramente {ei}i∈I forma uma base para BI , onde
ei = (0, . . . , 1, . . . , 0) com 1 na i-e´sima coordenada.
ii) Se v ∈ BI(u) enta˜o 〈supp(u− v)〉 ⊆ I . Daı´, u − v ∈ BI e v = u + (v − u) ∈ u + BI .
Agora para w ∈ BI , 〈supp(u− (u+ w))〉 = 〈supp(−w)〉 = 〈supp(w)〉 ∈ I enta˜o,
u+ w ∈ BI(u), e isto prova que BI(u) = u+BI .
Os itens iii) e iv) sa˜o safisfeitos por ii).
Definic¸a˜o 4.33 Sejam P um poset em [n] e I um ideal de P. Um P-co´digo linear C sobre Fq de
tamanho n e´ dito I-perfeito se as I-bolas de centro nas palavras co´digos de C sa˜o duas a duas
disjuntas e sua unia˜o e´ todo o Fnq .
Propriedade 4.34 Se C e´ um [n, k]q co´digo poset e C e´ I-perfeito enta˜o o ideal I possui car-
dinalidade n− k.
Demonstrac¸a˜o. De fato, temos que
qn =
∣∣Fnq ∣∣ =
∣∣∣∣∣⋃
x∈C
BI(x)
∣∣∣∣∣
= |C| |I|
= qk |I| .
Donde, |I| = qn−k.
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Propriedade 4.35 A P-bola de raio r pode ser representada em forma de I-bolas do seguinte
modo, para u ∈ Fnq
Br,P(u) =
⋃
I∈Ir(P)
BI,P(u).
Demonstrac¸a˜o. Seja v ∈ Br,P(u) enta˜o por definic¸a˜o dP(u, v) = |〈supp(u− v)〉| 6 r. Pela
Proposic¸a˜o 4.23 existe um ideal I ∈ Ir(P) tal que 〈supp(u−v)〉 ⊆ I provando que v ∈ BI,P(u).
Portanto,
Br,P(u) ⊆
⋃
I∈Ir(P)
BI,P(u).
Por outro lado, se v ∈
⋃
I∈Ir(P)
BI,P(u) existe I ∈ Ir(P) tal que v ∈ BI,P(u) e enta˜o por
definic¸a˜o 〈supp(u − v)〉 ⊆ I implicando que |〈supp(u− v)〉| 6 |I| = r donde v ∈ Br,P(u).
Portanto, ⋃
I∈Ir(P)
BI,P(u) ⊆ Br,P(u).
Assim vale a igualdade.
Lema 4.36 Sejam P um poset em [n] e u, v dois vetores em Fnq . Enta˜o u, v pertencem a mesma
I-bola para algum I de cardinalidade “s”se, e somente se, dP(u, v) 6 s.
Demonstrac¸a˜o. Sejam I um ideal de P, com |I| = s, e u, v ∈ BI . Temos que u− v ∈ BI , pois
BI e´ um subespac¸o de Fnq . Assim
〈supp(u− v)〉 ⊆ I =⇒ dP(u, v) = |〈supp(u− v)〉| 6 |I| = s.
Reciprocamente, dP(u, v) 6 s se, e somente se, |〈supp(u− v)〉| 6 s. Agora como
〈supp(u− v)〉 e´ o menor ideal de P contendo supp(u− v), assim, pela Proposic¸a˜o 4.23 existe
um ideal J ⊆ P tal que |J | = s e 〈supp(u− v)〉 ⊆ J . Portanto, v ∈ BJ(u).
Teorema 4.37 Sejam P um poset em [n] e C um [n, k]q P-co´digo. Enta˜o C e´ um P-co´digo MDS
se, e somente se, C e´ um P-co´digo I-perfeito para todo I ∈ In−k(P).
Demonstrac¸a˜o. SejaC um P-co´digo MDS de dimensa˜o k. Enta˜o dP(C) = n−k+1. Escolha um
ideal qualquer I com cardinalidade n − k. Pela Proposic¸a˜o 4.32 iv), Fnq pode ser particionado
em I-bolas. O nu´mero de I-bolas nesta partic¸a˜o e´ qn−|I| = qk = |C|. Agora pelo fato de
dP(u, v) > n−k+1 > |I| , ∀u, v ∈ C, temos pela Proposic¸a˜o 4.32 iii) queBI(u)∩BI(v) = ∅.
Enta˜o,
⋃
u∈C
BI(u) e´ uma unia˜o disjunta que conte´m |C| q|I| = qkqn−k = qn elementos, ou seja,⋃
u∈C
BI(u) = Fnq , e logo C e´ I-perfeito.
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Suponha agora que C e´ I-perfeito para todo ideal I de cardinalidade n − k. Suponha
que existem duas palavras co´digo distintas u, v ∈ C tais que dP(C) 6 n − k. Pelo Lema 4.36
u e v esta˜o na mesma J-bola para algum ideal J de cardinalidade 6 n − k. Pela Proposic¸a˜o
4.23 existe um ideal I de cardinalidade n− k que conte´m J . Enta˜o u, v esta˜o na mesma I-bola.
Assim C na˜o podera´ ser I-perfeito, isto e´, uma contradic¸a˜o. O que prova que, dP(C) > n − k
e juntamente com Limitante de Singleton para posets temos dP(C) = n − k + 1 ou seja, C e´
MDS.
4.5 Distribuic¸a˜o de Pesos de um Co´digo Poset
Seja P um poset em [n] eC um P-co´digo de tamanho n sobre Fq. O nu´mero de palavras
co´digo de P-peso r e´ denotado por Ar,P(C) isto e´,
Ar,P(C) = |{u ∈ C tal que wP(u) = r}|
= |Sr,P ∩ C| .
Dizemos que o conjunto {A0,P, A1,P, . . . , An,P} e´ o conjunto de distribuic¸a˜o de P-pesos de C.
Proposic¸a˜o 4.38 Sejam P um poset em [n] e C um [n, k]q P-co´digo MDS. Enta˜o para um ideal
I de P e u ∈ Fnq , o nu´mero de palavras co´digo de C na I-bola BI(u) e´ dado por
|BI(u) ∩ C| =
 q|I|−n+k se |I| > n− k,0 ou 1 se |I| 6 n− k .
Demonstrac¸a˜o. Seja I um ideal de P com cardinalidade s. Se s < n− k enta˜o pelo Lema 4.36
toda I-bola centrada na origem na˜o conte´m palavras co´digos de C, exceto a palavra co´digo
nula.Como BI(u) = u+ BI , temos que BI(u) conte´m uma palavra co´digo se u ∈ C ou BI(u)
na˜o conte´m palavra co´digo de C se u /∈ C. Se s = n − k, pelo Teorema 4.37, toda I-bola
conte´m uma u´nica palavra co´digo de C. Agora assuma que s > n − k. Pela Proposic¸a˜o 4.23,
I conte´m um ideal J , de cardinalidade n− k. Como BJ e´ um subespac¸o de BI de codimensa˜o
|I| − |J |, o nu´mero de classes de BJ em BI e´ q|I|−|J |. Fixado u ∈ Fnq , a I-bola BI(u) conte´m
q|I|−|J | classes de BJ e, como C e´ J-perfeito, segue do Teorema 4.37 que cada classe de BJ
conte´m exatamente uma palavra co´digo de C e, portanto, que BI(u) conte´m q|I|−n+k palavras
co´digo de C.
Dado um ideal I ⊆ P onde P e´ um poset denotaremos por IM o conjunto I −M(I),
ou seja, os elementos de I que na˜o sa˜o maximais. Seja J (I) := {J : IM ⊆ J ⊆ I} assim
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definido temos que J (I) ⊂ I(P). Seja agora, χ(E|−) : Fnq 7→ {0, 1} a func¸a˜o indicadora de
um subconjunto dado E de Fnq , isto e´,
χ(E|x) =
 1 se x ∈ E0 se x /∈ E .
Para qualquer subconjunto A de um poset P e para qualquer vetor u ∈ Fnq , definimos os sub-
conjuntos BA∨(u) e SA∨(u) de Fnq por,
BA∨(u) :=
{
v ∈ Fnq : supp(u− v) ⊆ A
}
,
SA∨(u) :=
{
v ∈ Fnq : supp(u− v) = A
}
.
Lema 4.39 Sejam A um subconjunto de um poset P e I um ideal de P. Enta˜o temos,
i)
χ(SA∨|x) =
∑
E⊆A
(−1)|A|−|E|χ(BE∨ |x);
ii)
χ(SI |x) =
∑
J∈J (I)
(−1)|I|−|J |χ(BJ |x).
Demonstrac¸a˜o.
i) Por definic¸a˜o temos que
χ(BA∨ |x) =
∑
E⊆A
χ(SE∨ |x).
Aplicando a Formula de Mobius 4.27 teremos
χ(BA∨ |x) =
∑
E⊆A
χ(SE∨ |x)⇐⇒ χ(SA∨ |x) =
∑
E⊆A
(−1)|A|−|E|χ(BE∨ |x).
ii) Observe que,
χ(SI |x) = 1⇐⇒ 〈supp(x)〉 = I ⇐⇒M(I) ⊆ supp(x) ⊆ I.
Disto segue que,
χ(SI |x) =
∑
M(I)⊆A⊆I
χ(SA∨|x)
=
∑
M(I)⊆A⊆I
∑
E⊆A
(−1)|A|−|E|χ(BE∨ |x)
=
∑
E⊆I
(−1)−|E|χ(BE∨ |x)
∑
M(I)∪E⊆A⊆I
(−1)|A|
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Onde na penu´ltima igualdade utilizamos i) e pelo Lema 4.26 a u´ltima soma vale
∑
M(I)∪E⊆A⊆I
(−1)|A| =
 (−1)|I| se M(I) ∪ E = I0 se M(I) ∪ E 6= I
e como M(I) ∪ E = I ⇐⇒ IM ⊆ E ⊆ I ⇐⇒ E ∈ J (I), temos o resultado procurado.
Teorema 4.40 Sejam P um poset em [n] e C um [n, k, dP]q P-co´digo. Suponha que C e´ MDS
enta˜o
Ar,P(C) =

1 se r = 0
0 se 1 6 r 6 dP − 1
(q − 1)
∑
I∈Ir(P)
r−dP∑
j=0
(−1)j
 |M(I)| − 1
j
 qr−dP−j se r > dP
.
Demonstrac¸a˜o. Se r 6 dP−1, enta˜o o resultado e´ trivial. Assuma enta˜o que, r > dP. Note que,
Ar,P(C) =
∑
I∈Ir(P)
|SI ∩ C|
onde SI denota a I-esfera de centro na origem. Vamos agora calcular o nu´mero de elementos
em SI ∩ C para I ∈ Ir(P),
|SI ∩ C| =
∑
x∈C
χ(SI |x)
=
∑
x∈C
∑
J∈J (I)
(−1)|I|−|J |χ(BJ |x)
=
∑
J∈J (I)
(−1)|I|−|J | |BJ ∩ C| .
onde na segunda igualdade utilizamos o Lema 4.39. Uma vez que cada ideal J ∈ J (I) conte´m
todos os elementos em IM , bem como alguns elementos maximais de I , temos
|I| = |IM |+ |M(I)| e |J | = |IM |+ l
para algum 0 6 l 6 |M(I)|. O nu´mero de ideais J ∈ J (I) de cardinalidade |IM | + l e´
claramente
(|M(I)|
l
)
, e com isso temos
|SI ∩ C| =
|M(I)|∑
l=0
(−1)|M(I)|+l
 |M(I)|
l
 |BJ ∩ C| . (4.4)
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Pela Proposic¸a˜o 4.38 temos
|BJ ∩ C| =
 1 se |J | 6 n− kq|J |−dP+1 se |J | > n− k + 1. (4.5)
Assim substituindo (4.5) em (4.4) obtemos
|SI ∩ C| =
n−k−|IM |∑
l=0
(−1)|M(I)|+l
 |M(I)|
l
+ |M(I)|∑
l=n−k−|IM |+1
(−1)|M(I)|+l
 |M(I)|
l
 q|IM |+l−(n−k).
(4.6)
e pelo fato de que
n∑
l=0
(−1)l
 n
l
 = 0 temos,
n−k−|IM |∑
l=0
(−1)|M(I)|+l
 |M(I)|
l
 = − |M(I)|∑
l=n−k−|IM |+1
(−1)|M(I)|+l
 |M(I)|
l
 . (4.7)
Agora substituindo (4.7) em (4.6) obtemos,
|SI ∩ C| =
|M(I)|∑
l=dP−|IM |
(−1)|M(I)|+l
 |M(I)|
l
 (q|IM |+l−dP+1 − 1)
=
|I|−dP∑
r=0
(−1)|I|+r+dP
 |M(I)|
r + dP − |IM |
 (qr+1 − 1)
=
|I|−dP∑
j=0
(−1)j
 |M(I)|
j
 (q|I|−dP+1−j − 1)
=
|I|−dP∑
j=0
(−1)j
 |M(I)| − 1
j
+
 |M(I)| − 1
j − 1
 (q|I|−dP+1−j − 1)
= (q − 1)
|I|−dP∑
j=0
(−1)j
 |M(I)| − 1
j
 q|I|−dP−j.
onde na segunda igualdade fizemos a mudanc¸a de varia´vel r = l − dP − |IM | e na terceira
igualdade fizemos |I| − dP − r = j. E a u´tima igualdade resulta do fato que
(|M(I)|−1
j−1
)
=(|M(I)|−1
k
)
onde k = j − 1. Agora somando sobre todos os ideais com |I| = r, finalmente
obtemos o resultado desejado.
Vamos agora aplicar o Teorema 4.40 para um poset P do tipo Niederreiter-Rosenbloom-
Tsfasman, ou seja, onde P e´ a unia˜o disjunta de n cadeias de comprimento s, para obter fo´rmulas
concretas para distribuic¸a˜o de peso. Antes de afirmar o pro´ximo teorema precisamos de uma
definic¸a˜o adicional. Definimos,
σs(l, r) :=
∣∣{(a1, . . . , al) ∈ Nl : a1 + a2 + · · ·+ al = r, 0 < ai 6 s, 1 6 l 6 n}∣∣ . (4.8)
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Note que se P e´ a soma de n cadeias Cj , onde cada cadeia possui comprimento s,
enta˜o o nu´mero de ideais de cardinalidade r e com l elementos maximais e´
 n
l
σs(l, r). De
fato, como temos l elementos maximais e de cada cadeia Cj que compo˜e P pode-se escolher no
maximo um elemento para ser um elemento maximal de algum ideal, existem
 n
l
 escolhas
possiveis para os elementos maximais. Agora para cada Cj da qual se escolheu um elemento ai
para ser maximal temos obrigato´riamente que todos os elementos desta cadeia que esta˜o abaixo
de ai tambe´m pertencem ao ideal, ou seja, desta cadeia existem ai elementos no ideal, com
0 < ai 6 s e como a cardinalidade do ideal e´ r devemos ter a1 + · · · + al = r. Provando que
existem
 n
l
σs(l, r) ideais de cardinalidade r e l elementos maximais.
Proposic¸a˜o 4.41 Sejam P a unia˜o disjunta de n cadeias de comprimento s e C um [n, k, dP]q
P-co´digo MDS. Enta˜o o nu´mero de palavras co´digo de P-peso r e´ dado por
Ar,P(C) =

1 se r = 0
0 se 1 6 r 6 dP − 1
(q − 1)
n∑
l=1
 n
l
σs(l, r) r−dP∑
j=0
(−1)j
 l − 1
j
 qr−dP−j se r > dP
.
Demonstrac¸a˜o. Se r 6 dP − 1 e´ trivial. Suponha r > dP. Pelo Teorema 4.40
Ar,P(C) = (q − 1)
∑
I∈Ir(P)
r−dP∑
j=0
(−1)j
 |M(I)| − 1
j
 qr−dP−j
mas, como vimos acima o nu´mero de ideais de P possuindo cardinalidade r e com l elementos
maximais e´
 n
l
σs(l, r). Logo a soma em todos os ideais de cardinalidade r pode ser
substituı´da por
n∑
l=1
 n
l
σs(l, r) e temos
Ar,P(C) = (q − 1)
n∑
l=1
 n
l
σs(l, r) r−dP∑
j=0
(−1)j
 l − 1
j
 qr−dP−j.
Corola´rio 4.42 Seja C um [n, k, dH = n − k + 1]q-co´digo MDS. Enta˜o o nu´mero de palavras
co´digo de peso de Hamming r(r > dH) e´ dado por
Ar(C) = (q − 1)
 n
r
 r−dH∑
j=0
(−1)j
 r − 1
j
 qr−dH−j.
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Demonstrac¸a˜o. Fazendo s = 1 na Proposic¸a˜o 4.41, temos que nosso poset e´ anti-cadeia de
cardinalidade n, e a me´trica NRT coincide com a me´trica de Hamming. Note que neste caso
σs(l, r) = 1 se l = r e σs(l, r) = 0 se l 6= r assim,
Ar,H(C) = (q − 1)
n∑
l=1
 n
l
σ1(l, r) r−dH∑
j=0
(−1)j
 l − 1
j
 qr−dH−j
= (q − 1)
 n
r
 r−dH∑
j=0
(−1)j
 r − 1
j
 qr−dH−j.
Corola´rio 4.43 Seja P uma cadeia de cardinalidade s e C um [n, k, dP]q-co´digo MDS. Enta˜o o
nu´mero de palavras co´digo de P-peso r(r > dP = n−k+1) e´ dado porAr,P(C) = (q−1)qr−dP .
Demonstrac¸a˜o. Fazendo n = 1 na Proposic¸a˜o 4.41, temos um poset P do tipo cadeia de cardi-
nalidade s. Neste caso l = 1 sempre e ale´m disso, σs(1, r) = 1. Assim Ar,P(C) = (q− 1)qr−dP .
Definic¸a˜o 4.44 Definimos o poset Hiera´quico em [n] como a soma de anticadeias: Sejam
n1, n2, . . . , nt nu´meros inteiros positivos tais que n1+n2+. . . , nt = n. DefinimosH(n;n1, . . . , nt)
como o poset
{(i, j) : 1 6 i 6 t, 1 6 j 6 ni}
com relac¸a˜o de ordem dada por,
(i, j)  (l,m)⇔ i  l.
O poset H(n;n1, . . . , nt) e´ chamado de Poset Hiera´quico de n-elementos e t-nı´veis.
Exemplo 4.45 Considerando o poset Hiera´quico H(5; 3, 2) temos que seu diagrama de Hasse
e´ dado por
E´ fa´cil ver que em posets Hiera´quicos quaisquer dois ideais de mesma cardinalidade sa˜o iso-
morfos (basta definir um isomorfismo que apenas permute os elementos maximais dos ideais e
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fixe os demais elementos). Agora para 1 6 r 6 n, definimos l(= l(r)) como o u´nico inteiro
satisfazendo
n1 + n2 + · · ·+ nl−1 < r 6 n1 + n2 + · · ·+ nl (1 6 l 6 t). (4.9)
Da definic¸a˜o de poset hiera´rquicoH(n;n1, . . . , nt) segue que os maximais de um ideal
esta˜o todos no mesmo nı´vel. Disso segue que um ideal de cardinalidade r possui r − (n1 +
· · · + nl−1) elementos maximais. Dados o nu´mero de maximais e o nı´vel dos maximais, segue
que existem
 nl
r − (n1 + · · ·+ nl−1)
 ideais de cardinalidade r. Essa descric¸a˜o explı´cita dos
ideais e o ca´lculo do nu´mero de elementos de um ideal e´ usada tambe´m no que foi afirmado
acima, que ideais com mesma cardinalidade sa˜o isomorfos.
Proposic¸a˜o 4.46 Sejam P = H(n;n1, . . . , nt) um poset hiera´quico de n-elementos e t-nı´veis e
C um [n, k]q − P-co´digo MDS. Enta˜o o nu´mero de palavras co´digo de C que possuem P-peso
igual a r (r > dP = n− k + 1) e´ dado por
Ar,P(C) = (q − 1)
 nl
r − (n1 + n2 + · · ·+ nl−1)

.
r−dP∑
j=0
(−1)j
 r − (n1 + n2 + · · ·+ nl−1)− 1
j
 qr−dP−j.
Onde l e´ dado por (4.9).
Demonstrac¸a˜o. Pelo Teorema 4.40 temos que
Ar,P(C) = (q − 1)
∑
I∈Ir(P)
r−dP∑
j=0
(−1)j
 |M(I)| − 1
j
 qr−dP .
Pelas observac¸o˜es acima existem
 nl
r − (n1 + · · ·+ nl−1)
 ideais de cardinalidade r e para
cada um destes, |M(I)| = r− (n1 + · · ·+nl−1). Substituindo estes valores na fo´rmula obtemos
o resultado desejado.
Note que se l = 1, ou seja, P e´ anticadeia de cardinalidade n, a Proposic¸a˜o 4.46 se
reduz ao Corola´rio 4.42. Se n1 = . . . = nl = 1, isto e´, P e´ uma cadeia de cardinalidade t temos
l = r − 1 e neste caso a Proposic¸a˜o 4.46 se equivale ao Corola´rio 4.43.
Lema 4.47 Seja I um ideal em P e seja λ : Fq → C∗ caractere na˜o-trivial. Para u, v ∈ Fnq ,
temos
χˆ(BI,P(v)|u) = λ(u.v)q|I|χ(BIC ,P∗ |u).
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Em particular,
χˆ(BI,P|u) = q|I|χ(BIC ,P∗|u).
Demonstrac¸a˜o. Pela definic¸a˜o da Transformada de Fourier e da func¸a˜o indicadora temos que,
χˆ(BI,P(v)|u) =
∑
w∈Fnq
λ(u.w)χ(BI,P(v)|w)
=
∑
w∈BI,P(v)
λ(u.w) =
∑
w∈BI,P
λ(u.(v + w))
= λ(u.v)
∑
w∈BI,P
λ(u.w).
Como BI,P e´ um subespac¸o de Fnq , aplicando o Lema 2.29, obtemos
∑
w∈BI,P
λ(u.w) =
 q|I| se u ∈ B⊥I,P,0 se u /∈ B⊥I,P.
Agora basta mostrar que B⊥I,P = BIC ,P∗ . Com efeito, x ∈ BIC ,P∗ se, e somente se, 〈supp(x)〉 ⊆
Ic, e y ∈ BI,P se, e somente se, 〈supp(y)〉 ⊆ I. Daı´,
supp(x) ∩ supp(y) ⊆ Ic ∩ I = ∅.
Logo,
x.y =
∑
i∈supp(x)∩supp(y)
xiyi = 0
ou seja, BIC ,P∗ ⊆ B⊥I,P. Agora se y ∈ B⊥I,P, enta˜o y.x = 0 para todo x ∈ BI,P ou seja, yi = 0
para todo i ∈ I . Logo 〈supp(y)〉 ⊆ Ic, enta˜o y ∈ BIc,P∗ e assim, B⊥I,P ⊆ BIC ,P∗ donde
concluı´mos que B⊥I,P = BIC ,P∗ . Enta˜o
χˆ(BI,P(v)|u) = λ(u.v)q|I|χ(BIC ,P∗|u).
Teorema 4.48 Sejam C um [n, k]q-co´digo e C⊥ seu dual. Para um poset P em [n] e um inteiro
δ(0 6 δ 6 k) sa˜o equivalentes.
i) Para qualquer ideal I de P de cardinalidade n− k + δ, cada I-bola conte´m exatamente
qδ palavras co´digo de C;
ii) dP∗(C⊥) > k − δ + 1, onde P∗ denota o poset dual de P.
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Demonstrac¸a˜o. i)⇒ ii) Seja I um ideal de P com cardinalidade n− k + δ. Pela soma discreta
de Poisson com f(x) = χ(BIC ,P∗|x) e pelo Lema 4.47 temos,∣∣C⊥ ∩BIC ,P∗∣∣ = ∑
x∈C⊥
χ(BIC ,P∗|x)
=
1
|C|
∑
x∈C
χˆ(BIC ,P∗|x)
=
1
|C|
∑
x∈C
q|IC|χ(BI,P|x)
= q−δ |C ∩BI,P| = 1.
Agora, suponha que existe uma palavra co´digo na˜o nula, digamos, c ∈ C⊥ cuja P∗-distaˆncia
para a origem e´ menor ou igual a k − δ. Pelo Lema 4.25 todo ideal de P∗ pode ser escrito
como IC para algum ideal I de P. Enta˜o pela Proposic¸a˜o 4.23, supp(c) esta´ contido em um
ideal JC(J ∈ I(P)) de P∗ com cardinalidade k − δ. Enta˜o J e´ um ideal de P de cardinalidade
n−k+δ. Isto mostra que c pertence a C⊥∩BJC de modo que
∣∣C⊥ ∩BJC ∣∣ > 2, contradizendo
(3.8). Provando que dP⊥(C⊥) > k − δ + 1.
ii) ⇒ i) Suponha que dP∗(C⊥) > k − δ + 1. Enta˜o C⊥ ∩ BIC ,P∗ = {0} para todo ideal I ∈ P
de cardinalidade |I| = n − k + δ. Aplicando a fo´rmula da soma discreta de Poisson para uma
I-bola com |I| = n− k + δ, temos
|C ∩BI,P(x)| = q
|I|
|C⊥|
∑
z∈C⊥
λ(z.x)χ(BIC ,P∗|z)
= qδ
∑
z∈C⊥∩B
IC,P∗
λ(z.x)
= qδλ(0) = qδ.
Teorema 4.49 Sejam P um poset em [n] e P∗ seu poset dual. Um [n, k]q-P-co´digo C e´ um
P-co´digo MDS se, e somente se, C⊥ e´ um P∗-co´digo MDS.
Demonstrac¸a˜o. Seja C um [n, k]q-P-co´digo. Vamos aplicar o Teorema 4.48 com δ = 0. Temos
que C e´ um P-co´digo MDS se, e somente se, C e´ I-perfeito para todo ideal I de P com |I| =
n − k (pelo Teorema 4.37) e isto acontece se, e somente se, dP∗(C⊥) > k + 1 (pelo Teorema
4.48) e pelo limite de Singleton isto acontece se, e somente se, dP∗(C⊥) = k + 1 ou seja, se, e
somente se, C⊥ e´ um P∗-co´digo MDS.
Dos resultados acima obtemos um limitante para co´digos MDS relacionando a cardi-
nalidade do corpo Fq e os paraˆmetros n e k.
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Proposic¸a˜o 4.50 Sejam P um poset em [n] e C um [n, k]q-P-co´digo MDS. Enta˜o temos,
q > n− k + 1−
∑
I∈In−k+2(P) |IM |
|In−k+2(P)| se k > 2,
q > k + 1−
∑
I∈In−k+2(P) |IcM |
|In−k+2(P)| se k 6 n− 2.
Demonstrac¸a˜o. Fazendo r = n− k + 2 no Teorema 4.40 temos,
An−k+2,P(C) = (q − 1)
∑
I∈In−k+2(P)
(q − (n− k + 2− |IM | − 1))
= (q − 1)
∣∣In−k+2(P)∣∣ (q − n+ k − 1) + ∑
I∈In−k+2(P)
|IM |
 .
Como An−k+2,P(C) > 0 (k > 2) obtemos,
q > n− k + 1−
∑
I∈In−k+2(P) |IM |
|In−k+2(P)| .
Agora pelo Teorema 4.50 C⊥ e´ um [n, n − k]q-P∗-co´digo MDS. De modo ana´logo obte´m-se
que,
q > k + 1−
∑
I∈In−k+2(P) |IcM |
|In−k+2(P)| .
Os resultados obtidos nesta sec¸a˜o podem ser resumidos no seguinte teorema.
Teorema 4.51 Sejam P um co´digo poset em [n] e P∗ seu poset dual. Seja C um [n, k]q-P-
co´digo. Enta˜o sa˜o equivalentes.
a) C e´ um P-co´digo MDS;
b) C e´ P-co´digo I-perfeito para todo I ∈ In−k;
c) C⊥ e´ um P∗-co´digo MDS.
4.6 Existeˆncia de Co´digos posets MDS
Sejam P e Q dois posets definidos sobre o mesmo conjunto base. Dizemos que Q e´
mais fino que P ou que Q refina P, se x  y em P implica que x  y em Q.
Lema 4.52 Sejam P e Q dois posets em [n] tais que Q e´ mais fino que P. Se C e´ um P-co´digo
MDS enta˜o C e´ um Q-co´digo MDS.
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Demonstrac¸a˜o. Seja C um [n, k]q-P-co´digo MDS. Pela definic¸a˜o de me´trica poset temos que
dP(u, v) 6 dQ(u, v) para quaisquer u, v ∈ Fnq . Ale´m disso,
dP(C) 6 dQ(C).
Enta˜o pela desigualdade de Singleton temos,
n− k + 1 = dP(C) 6 dQ(C) 6 n− k + 1.
Portanto, dQ(C) = n− k + 1, ou seja, C e´ Q-co´digo MDS.
Corola´rio 4.53 SejaC um co´digo MDS de comprimento n com respeito a me´trica de Hamming.
Enta˜o este tambe´m e´ um P-co´digo MDS para todo poset P em [n].
Demonstrac¸a˜o. Sabemos que se Q e´ um poset do tipo anticadeia a me´trica de Hamming e a
Q-me´trica coincidem, logo C e´ um Q-co´digo MDS. Como todo poset e´ mais fino que o poset
Q em [n] temos pelo Lema 4.52 que C e´ um P-co´digo MDS para todo poset P.
Vamos mostrar a seguir que P-co´digos bina´rios perfeitos sempre sa˜o P-co´digos MDS.
Para tanto utilizaremos a seguinte caracterizac¸a˜o destes co´digos que e´ dada pela proposic¸a˜o
abaixo. Como o alfabeto e´ bina´rio as palavras sera˜o identificadas com subconjuntos de [n].
Proposic¸a˜o 4.54 Seja C um [n, k]-co´digo linear bina´rio. Enta˜o C sera´ um P-co´digo perfeito
r-corretor de erro se, e somente se, as duas condic¸o˜es sa˜o satisfeitas.
a) |BP(0; r)| = 2n−k;
b) Para qualquer palavra co´digo c na˜o nula e qualquer partic¸a˜o {x, y} de c temos que
wP(x) > r + 1 ou wP(y) > r + 1.
Demonstrac¸a˜o. Vamos mostrar que a condic¸a˜o de partic¸a˜o b) e´ equivalente a condic¸a˜o de
BP(0; r) ∩BP(c; r) = ∅
Para qualquer palavra co´digo c ∈ C assuma va´lida a condic¸a˜o de partic¸a˜o b) e que existe
α ∈ BP(0; r)∩BP(c; r). Enta˜o wP(α) 6 r e wP(α+ c) 6 r. Como {α ∩ c, c− (α ∩ c)} e´ uma
partic¸a˜o de c a condic¸a˜o de partic¸a˜o implica que wP(α∩ c) > r+ 1 ou wP(c− (α∩ c)) > r+ 1.
Como wP(α ∩ c) 6 wP(α) 6 r temos que, wP(c− (α ∩ c)) > r + 1. Assim,
wP(α + c) = wP(α− (α ∩ c) + c− (α ∩ c))
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= |〈α− (α ∩ c) ∪ c− (α ∩ c)〉|
> |〈c− (α ∩ c)〉| = wP(c− (α ∩ c)) > r + 1.
uma contradic¸a˜o pois, wP(α + c) 6 r. Logo na˜o existe tal α e BP(0; r) ∩ BP(c; r) = ∅. Por
outro lado, se
BP(0; r) ∩BP(c; r) = ∅
teremos que para toda partic¸a˜o {x, y} de c, wP(x) > r + 1 ou wP(y) > r + 1 pois se existisse
uma partic¸a˜o tal que wP(x) 6 r e wP(y) 6 r + 1 terı´amos x− y ∈ BP(0; r) ∩BP(c; r).
Reciprocamente, suponha que C e´ um P-co´digo linear bina´rio P-perfeito e r-corretor
de erro. Enta˜o cada r-bola conte´m exatamente um ponto de C e Fk2 pode ser escrito como unia˜o
destas r-bolas donde temos que |BP(0, r)| = |F
n
2 |
|C| = 2
n−k, logo vale a). A segunda afirmac¸a˜o
segue do fato que, se wP(x) 6 r e wP(y) 6 r temos que x, y ∈ BP(0; r) contradizendo o fato
de C ser P-perfeito.
Proposic¸a˜o 4.55 Seja C um [n, k]q-P-co´digo bina´rio perfeito (n− k)-corretor de erro. Enta˜o
C e´ um P-co´digo MDS.
Demonstrac¸a˜o. Vamos mostrar que C e´ I-perfeito para todo I ∈ In−k(P). Seja I um ideal de
cardinalidade (n − k). Como u ∈ BI (v) se, e somente se, u − v ∈ BI , basta mostrar que a
u´nica palavra co´digo em BI e´ o vetor nulo. Suponha que exista uma palavra co´digo x 6= 0 com
x ∈ BI . Enta˜o 〈supp(x)〉 ⊆ I e, como C e´ um P-co´digo perfeito (n− k)-corretor de erro, pela
condic¸a˜o de partic¸a˜o temos que
n− k + 1 6 wP(x) = |〈supp(x)〉| 6 |I| = n− k.
uma contradic¸a˜o.
Definic¸a˜o 4.56 Sejam P e Q posets em X e Y . A soma ordinal P ⊕ Q dos posets P e Q e´
definida como o poset em X ∪ Y tal que x  y em P⊕Q se uma das condic¸o˜es e´ va´lida.
i) x, y ∈ P e x  y em P;
ii) x, y ∈ Q e x  y em Q;
iii) x ∈ P e y ∈ Q.
Definic¸a˜o 4.57 Um subconjunto A = {j1, . . . , jk} ⊆ [n] e´ um conjunto de informac¸a˜o de um
co´digo linear C se as k-colunas {cj1 , . . . , cjk} de uma matriz geradora G = [c1c2 . . . cn] de C
sa˜o LI.
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Observe que, c e´ uma palavra co´digo de C somente se c = vG, com v ∈ Fkq , e a
j-e´sima coordenada de c e´ v.cj , onde cj e´ a j-e´sima coluna de G. Agora, se j /∈ A enta˜o, como
o posto de A e´ k, cj e´ combinac¸a˜o das colunas com ı´ndices em A. Disso segue que c = 0 se, e
somente se, cA = 0 onde, cA denota a projec¸a˜o de c em A.
Teorema 4.58 Para todo co´digo linear C sobre Fq existe um poset P para o qual C e´ um
P-co´digo MDS.
Demonstrac¸a˜o. Sejam C um [n, k]-co´digo sobre Fq e A um conjunto de informac¸a˜o de C.
Temos que A e´ um subconjunto de [n] com cardinalidade k e c ∈ C e´ um vetor na˜o nulo
se, e somente se, cA 6= 0 onde, cA denota a projec¸a˜o de c em A. Se P e´ a soma ordinal de
posets arbitra´rios P1 e P2 em [n] − A e A, enta˜o C e´ um P-co´digo MDS. Com efeito, se c e´
uma palavra co´digo na˜o nula de C enta˜o existe uma coordenada i ∈ A tal que ci 6= 0. Enta˜o,
wP(c) > n− k+ 1 onde a igualdade e´ va´lida quando i ∈ A e´ um elemento minimal de A. Logo
C e´ um P-co´digo MDS.
Apeˆndice
4.7 A -Grupos
Nesta sec¸a˜o veremos alguns resultados que podem ser encontrados em [11]. Uma
operac¸a˜o bina´ria em um conjunto G e´ uma func¸a˜o ∗ : G×G 7→ G.
Definic¸a˜o 4.59 Um Grupo e´ um par (G, ∗) onde G e´ um conjunto e ∗ uma operac¸a˜o bina´ria
tal que
i) Para todos g, h, t ∈ G vale a lei associativa, ou seja,
g ∗ (h ∗ t) = (g ∗ h) ∗ t;
ii) Existe um elemento 1 ∈ G chamado de identidade, com 1 ∗ g = g ∗ 1 = g para todo
g ∈ G;
iii) Todo elemento g ∈ G possui um inverso, ou seja, existe g−1 ∈ G tal que
g ∗ g−1 = 1 = g−1 ∗ g.
Se ale´m disso vale que g ∗ h = h ∗ g para todos g, h ∈ G dizemos que o grupo G e´ um
grupo Abeliano.
Definic¸a˜o 4.60 Um subconjunto H de um grupo G e´ um Subgrupo de G se
i) 1 ∈ H; onde 1 e´ a identidade do grupo G;
ii) Se g, h ∈ H , enta˜o g ∗ h ∈ H;
iii) Se h ∈ H , enta˜o h−1 ∈ H .
Se H e´ subgrupo de G escrevemos H ≤ G; Se H e´ um subgrupo pro´pio de G, isto e´,
H 6= G escrevemos H < G.
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Proposic¸a˜o 4.61 Seja H um subconjunto de um grupo G. Enta˜o
a) H e´ um subgrupo de G se, e somente se, H e´ na˜o vazio e para todos g, h ∈ H temos
g ∗ h−1 ∈ H;
b) Se H e´ um subgrupo de G enta˜o o par (H, ∗) e´ um grupo.
Definic¸a˜o 4.62 Sejam G um grupo e g ∈ G. Se gk = 1 para algum k > 1, enta˜o o menor
expoente k tal que isto ocorre e´ chamado de ordem de g e se na˜o existe tal poteˆncia dizemos
que g possui ordem infinita.
Definic¸a˜o 4.63 Sejam G um grupo e g ∈ G, escrevemos
〈g〉 := {gn : n ∈ Z}
〈g〉 e´ chamado subgrupo cı´clico de G gerado por g. Um grupo G e´ chamado de cı´clico se,
existe g ∈ G tal que G = 〈g〉, neste caso g e´ dito um gerador de G.
Proposic¸a˜o 4.64 Sejam G um grupo e g ∈ G. O elemento g possui ordem n se, e somente se, o
subgrupo cı´clico gerado por g possui n elementos.
Proposic¸a˜o 4.65 Sejam G um grupo e g ∈ G um elemento de ordem n.
i) Para cada inteiro m, gm = 1 se, e somente se, n divide m;
ii) A ordem do elemento gk onde k ∈ Z e´ n
mdc(n,k)
.
Definic¸a˜o 4.66 Se H e´ subgrupo de um grupo G e a ∈ G, enta˜o a classe lateral a ∗ H e´ o
subconjunto a ∗H ⊆ G, onde
a ∗H := {a ∗H : h ∈ H} .
Classes laterais em geral na˜o sa˜o grupos. Por exemplo se a /∈ H enta˜o 1 /∈ a ∗H . (do
contra´rio 1 = a ∗ h para algum h ∈ H e isto nos da´ a contradic¸a˜o a = h−1.)
Lema 4.67 Seja H um subgrupo de um grupo G e sejam a, b ∈ G.
i) a ∗H = b ∗H se, e somente se, b−1 ∗ a ∈ H . Em particular, a ∗H = H se, e somente se,
a ∈ H;
ii) Se a ∗H ∩ b ∗H 6= ∅ enta˜o a ∗H = b ∗H;
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iii) |a ∗H| = |H| para todo a ∈ G.
Teorema 4.68 (Teorema de Lagrange). Se H e´ um subgrupo de um grupo finito G, enta˜o |H|
e´ um divisor de |G|.
Corola´rio 4.69 Se G e´ um grupo finito e g ∈ G, enta˜o a ordem de g e´ divisor de |G|.
Corola´rio 4.70 Se G e´ um grupo finito, enta˜o g|G| = 1 para todo g ∈ G.
Definic¸a˜o 4.71 O ı´ndice de um subgrupoH emG, denotado por [G : H], e´ o nu´mero de classes
laterais de H em G.
4.8 B - Ane´is
Nesta sec¸a˜o veremos alguns resultados que podem ser encontrados em [7] e [11]. Um
Anel e´ uma terna (R,+, ∗) onde R e´ um conjunto e +, ∗ sa˜o operac¸o˜es bina´rias tais que, (i)
R e´ um grupo abeliano com +; (ii) ∗ e´ associativa, ou seja, a ∗ (b ∗ c) = (a ∗ b) ∗ c para
todos a, b, c ∈ R; (iii) As leis distributivas sa˜o va´lidas, isto e´, para todos a, b, c ∈ R, temos
a ∗ (b+ c) = a ∗ b+ a ∗ c e (b+ c) ∗ a = b ∗ a+ c ∗ a.
Um anel e´ dito anel com identidade se possui uma identidade em relac¸a˜o a operac¸a˜o
∗, ou seja, existe um elemente e tal que e ∗ a = a ∗ e = a para todo a ∈ R. Dizemos que o anel
e´ comutativo, se ∗ e´ uma operac¸a˜o comutativa. Se R e´ comutativo com identidade e 6= 0 tal
que a ∗ b = 0 implica a = 0 ou b = 0 (quando isto ocorre diz-se que R na˜o possui divisores de
zero) dizemos que R e´ um domı´nio de integridade. Um anel tal que os elementos na˜o nulos
de R formam um grupo com respeito a operac¸a˜o ∗ e´ chamado de Anel de divisa˜o.
Seja f : R 7→ S uma func¸a˜o entre os ane´is R e S. Se f e´ tal que, para todos a, b ∈ R,
valem
f(a+ b) = f(a) + f(b) e f(a ∗ b) = f(a) ∗ f(b)
dizemos que f e´ um Homomorfismo entre os ane´is R e S. Um homomorfismo de R em R
e´ chamado de Endomorfismo. Se f e´ um homomorfismo bijetor de R em S, chamamos f de
Isomorfismo de R em S e neste caso R e S sa˜o ditos isomorfos. Um isomorfismo de R em R e´
chamado de Automorfismo.
Proposic¸a˜o 4.72 O conjunto de automorfismos de um anel forma um grupo com relac¸a˜o a`
composic¸a˜o.
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Definic¸a˜o 4.73 Um anel F e comutativo, com unidade recebe o nome de Corpo se todo ele-
mento na˜o nulo de F admite sime´trico multiplicativo, ou seja:
∀a 6= 0 ∈ F, ∃b ∈ F tal que a ∗ b = 1.
Note que a definic¸a˜o pode ser simplificada apenas dizendo que “Um Corpo F e´ um
anel de divisa˜o comutativo”. Se F possui um nu´mero finito de elementos dizemos que F e´ um
corpo finito.
Exemplo 4.74 .
a) Seja R qualquer grupo abeliano em relac¸a˜o a operac¸a˜o +. Definindo a ∗ b = 0 para
todos a, b ∈ R temos que R e´ um anel;
b) Z e´ um domı´nio de integridade, pore´m na˜o um corpo;
c) Os nu´meros inteiros pares formam um anel comutativo sem identidade;
d) O conjunto de todas as matrizes 2×2 com entradas emR com as operac¸o˜es de multiplicac¸a˜o
e adic¸a˜o de matrizes formam um anel na˜o comutativo com identidade.
Teorema 4.75 Todo corpo F e´ um domı´nio de integridade.
Teorema 4.76 Todo domı´nio de integridade finito e´ um corpo.
Definic¸a˜o 4.77 Um subconjunto S de um anel R e´ dito um Subanel de R se S e´ fechado em
relac¸a˜o as operac¸o˜es de R e S e´ um anel com estas operac¸o˜es.
Definic¸a˜o 4.78 Um subconjunto J de um anel R e´ dito um Ideal se a ∗ r ∈ J e r ∗ a ∈ J para
todos a ∈ J e r ∈ R.
Seja R um anel comutativo. Um ideal J de R e´ dito ser Principal se existe um a ∈ R
tal que J = 〈a〉. Neste caso dizemos que J e´ o ideal gerado por a. Um idealM 6= R e´ chamado
de Ideal Maximal de R se para qualquer ideal J de R tal que M ⊆ J implica que J = M ou
J = R.
Definic¸a˜o 4.79 Sejam R um anel e um ideal J ⊆ R. Definimos o anel quociente R/J como
sendo o conjunto das classes de equivaleˆncia mo´dulo J com as operac¸o˜s definidas por
i) (a+ J) + (b+ J) = (a+ b) + J para todos a, b ∈ R;
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ii) (a+ J) ∗ (b+ J) = (a ∗ b) + J para todos a, b ∈ R.
Teorema 4.80 Sejam R um anel e I um ideal de R. O Anel R/I e´ um corpo se, e somente se,
I e´ um ideal maximal.
Exemplo 4.81 (Anel dos Inteiros Mo´dulo “n”). Denotamos a classe de equivaleˆncia de um
inteira “a”mo´dulo “n”por [a], ou seja, a + 〈n〉 onde 〈n〉 e´ o ideal principal gerado por n. Os
elementos de Z/〈n〉 (escrevemos Zn para este quociente) sa˜o
[0] = 0 + 〈n〉, [1] = 1 + 〈n〉, . . . , [n− 1] = (n− 1) + 〈n〉.
Proposic¸a˜o 4.82 O anel Zn e´ um corpo se, e somente se, n e´ um nu´mero primo.
Lembre-se que num anel R qualquer um polinoˆmio sobre R e´ uma expressa˜o da se-
guinte forma
f(x) =
n∑
i=0
aix
i.
Onde n e´ um inteiro na˜o negativo e os coeficientes ai 0 6 i 6 n, sa˜o elementos de R. Escreve-
mos R[x] para o conjunto dos polinoˆmios sobre R. O conjunto R[x] com as operac¸o˜es usuais
de multiplicac¸a˜o e soma de polinoˆmio possui a estrutura de anel.
Definic¸a˜o 4.83 Seja F um corpo. Um polinoˆmio f(x) ∈ F[x] e´ dito irredutı´vel sobre F (ou
irredutı´vel em F[x], ou primo em F[x]) se f possui grau maior que um e se f(x) = g(x)h(x),
com g(x), h(x) ∈ F[x], implica que g(x) ou h(x) e´ um polinoˆmio constante.
Proposic¸a˜o 4.84 Um ideal 〈f(x)〉 de F[x] e´ maximal se, e somente se, f(x) e´ um polinoˆmio
irredutı´vel em F[x].
Um elemento a ∈ F e´ chamado de raiz do polinoˆmio f ∈ F[x] se f(a) = 0.
Teorema 4.85 Seja f ∈ F[x] um polinoˆmio na˜o constante. Um elemento a ∈ F e´ uma raiz de
f ∈ F[x] se, e somente se, x− a divide f(x).
Definic¸a˜o 4.86 Se f(x) = a0 + a1x + a2x2 + · · · + anxn ∈ F[x], enta˜o a derivada f ′ de f e´
definida como f ′(x) = a1 + 2a2x+ · · ·+ nanxn−1 ∈ F[x].
Assim definida, temos que as mesmas propriedades usuais de derivadas sa˜o va´lidas
para f ′ de um polinoˆmio f . A saber,
a) (f + g)′ = f ′ + g′ para todos f(x), g(x) ∈ F[x];
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b) (cf)′ = c (f)′ onde c ∈ F;
c) (fg)′ = f ′g + fg′ para todos f(x), g(x) ∈ F[x];
d)
(
f
g
)′
= f
′g−fg′
g2
para f(x), g(x) ∈ F[x] com g(x) na˜o nulo.
Proposic¸a˜o 4.87 Seja f ∈ F[x]. Se mdc(f, f ′) = 1 enta˜o f so´ possui raı´zes simples.
4.9 C - Teorema Chineˆs dos Restos
Enunciaremos aqui uma versa˜o “fraca”do Teorema Chineˆs dos Restos e tambe´m o
pro´prio teorema em si. Sua demontrac¸a˜o pode ser encontrada em [12].
Teorema 4.88 Dados dois inteiros m1,m2 > 2 primos entre si (isto e´, mdc(m1,m2) = 1), e
dados outros dois inteiros quaisquer a1 e a2, o sistema x ≡ a1 mod(m1)x ≡ a2 mod(m2)
possui uma soluc¸a˜o x = x0. Ale´m disso, um inteiro x sera´ soluc¸a˜o do sistema se, e somente se,
x ≡ x0 mod(m1m2).
Teorema 4.89 (Teorema Chineˆs do Restos). Sejam m1, . . . ,mk inteiros maiores ou iguais a 2,
dois a dois primos entre si (isto e´, mdc(mi,mj) = 1 sempre que i 6= j). Sejam a1, . . . , ak
inteiros quaisquer. Enta˜o o sistema
x ≡ a1 mod(m1)
x ≡ a2 mod(m2)
...
...
...
x ≡ ak mod(mk)
possui uma soluc¸a˜o x = x0. Ale´m disso, um inteiro x e´ soluc¸a˜o do sistema se, e somente se,
x ≡ x0 mod(m1 . . .mk).
Teorema 4.90 Sejam F um corpo e f1(x), f2(x), . . . fn(x) ∈ F[x] polinoˆmios dois a dois co-
primos. Enta˜o dados a1(x), a2(x), . . . , an(x) ∈ F[x], existe uma soluc¸a˜o g(x) do sistema
g(x) ≡ a1(x) mod(f1(x))
g(x) ≡ a2(x) mod(f2(x))
...
...
...
g(x) ≡ an(x) mod(fn(x))
que e´ u´nica mo´dulo (f1(x)f2(x) . . . fn(x)).
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