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Sommario
In questo lavoro é riportato uno studio teorico e sperimentale sul ruolo della
rigidezza dell’elemento elastico, di un sistema massa-molla a pendolo inverso,
nel massimizzarne la velocitá di avanzamento. Sono stati analizzati il sistema
con rigidezza costante e con rigidezza controllabile. Per il primo caso di studio
i risultati simulativi hanno mostrato che, data una configurazione iniziale del
sistema, esiste un valore di rigidezza costante che massimizza la velocitá di
avanzamento del robot. Per il sistema a rigidezza controllabile, sotto opportune
ipotesi, é stata determinata una legge di controllo ottimale (di tipo bang-bang)
per la rigidezza durante il movimento del sistema.
Lo studio é motivato dalla crescente attenzione verso l’attuazione a impedenza
variabile in robotica che puó raggiungere performance superiori rispetto alla
convenzionale attuazione rigida.
Successivamente, per il caso a rigidezza costante, é stato progettato un prototipo
per verificare sperimentalmente i risultati ottenuti.
We present a theoretical and experimental study on the role of the stiffness of
the spring in a Spring Load Inverted Pendulum (SLIP) to maximize the forward
speed. The result of the optimization shows that, given an initial condition, the-
re exists a linear stiffness value to maximize the forward speed of the robot.
Moreover we studied the case where the stiffness of the leg can be adjusted du-
ring he task. Under proper assumptions we derived an optimal stiffness control
policy (bang-bang like) during motion.
The reason of this study is cope the increasingly diffusion of variable impedan-
ce actuation in robotics which can achieve higher performance with respect to
rigid actuation. Subsequently, for the constant stiffness case, we designed and
realized a prototype. Finally, we show the preliminary experimental results to
correlate our virtual model.
A mio fratello Marco
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Introduzione
Negli ultimi anni sono stati sviluppati prototipi molto avanzati di
robot dotati di gambe. Innumerevoli sono gli esempi in questa di-
rezione (e.g. [7], [1], [9], [11]). Motivazioni che guidano questa
ricerca sono la maggior flessibilitá e adattabilitá di questo sistema
di locomozione rispetto ai robot dotati di ruote. Inoltre, nel caso
particolare dei robot umanoidi, la ricerca é sospinta dal fatto che i
robot dovranno operare in un ambiente modificato per essere adat-
to agli asseri umani. Quindi sembra chiaro il vantaggio di un robot
con dimensioni e prestazioni simili a quelle umane.
Nonostante l’impegno profuso dalla comunitá scientifica, negli at-
tuali robot mancano ancora caratteristihce fondamentali (apparte-
nenti a molte specie biologiche), quali efficienza ed elevate perfor-
mance di picco.
Una delle componenti che gioca un ruolo fondamentale nella rea-
lizzazione di robot con tali proprietá é l’attuazione. Tra le innova-
zioni piú promettenti si distinguono gli attuatori dotati di elementi
elastici (e.g. [12]) e gli attuatori a impedenza variabile (e.g. [3]
[2] e [8]). Questa nuova classe di attuatori ha dimostrato di poter
sostanzialmente migliorare le performance dei robot rispetto al-
l’attuazione convenzionale dal punto di vista dell’efficienza (e.g.
[13]), della robustezza (e.g. [5]) e della sicurezza nell’interazione
fisica tra uomo e robot.
Studi pregressi hanno analizzato il ruolo che questa nuova tipo-
logia di attuazione puó avere nel migliorare l’efficienza energe-
tica nella locomozione (e.g. [6], [10] e [4]). Di contro, ancora
poco esplorati sono i possibili vantaggi che possono derivare dal-
l’impiego di attuatori elastici (a rigidezza costante o variabile) per
massimizzare la velocitá dell’andatura.
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Questo lavoro riguarda lo studio teorico e sperimentale del ruolo
della rigidezza per massimizzare la velocitá di avanzamento di un
robot dotato di gambe. L’analisi é basata su uno dei modelli piú
semplici utilizzati in letteratura (e.g. [2], [3], [4], [5], [14]) per
descrivere la locomozione di un robot: il modello massa-molla
pendolo inverso.
Sono presentati due casi di studio: modello con molla con rigidez-
za costante e modello con rigidezza controllabile durante il moto
del sistema. Nel primo caso é stato eseguito uno studio per valuta-
re l’influenza dei parametri dinamici del modello sulla velocitá di
avanzamento del sistema. Per quanto riguarda l’elemento elastico
i risultati simulativi mostrano che esiste una rigidezza che mas-
simizza l’indice delle performance e che essa dipende dagli altri
parametri del modello. Nel secondo caso il problema é stato for-
malizzato attraverso la teoria del controllo ottimo. L’applicazione
del principio di massimo mostra che la politica ottima per control-
lare la rigidezza é di tipo bang-bang. La valutazione degli istanti
di switching é stata eseguita per via numerica. Successivamente é
stato dimensionato un prototipo del sistema attraverso un model-
lo fisico piú realistico realizzato in SymMechanics-MATLAB. Il
disegno meccanico é stato eseguito avvalendosi del software CAD
ProEnigneer. Infine sono riportati risultati sperimentali preliminari
che sembrano confermare i risultati teorici.
Nel capitolo uno è descritto il sistema utilizzato nei suoi detta-
gli: la validità dal punto di vista fisologico, il sistema meccanico
SLIP, i lavori trovati in letteratura più rilevanti e la soluzione al
problema che ha portato allo sviluppo di questo elaborato. Nel ca-
pitolo due è presentato lo studio di ottimizzazione per la soluzione
a rigidezza costante, fornendo i risultati ottenuti dalle simulazio-
ni.Nel capitolo tre è presentato lo studio di controllo ottimo per la
soluzione a rigidezza variabile.Nell’ultimo capitolo è descritto il
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loavoro svolto per la fase sperimentale.
6
Capitolo 1
Studi sul Modello Massa Molla a Pendolo
Inverso
1.1 Introduzione
In questo capitolo sono descritti i lavori che hanno caratterizzato
maggiomente questo elaborato e la soluzione adottata. Dapprima
si spiegano le ragioni fisiologiche per cui il templete utilizzato è
valido, viene presentato il modello SLIP, di seguito sono presenta-
ti gli articoli maggiomente considerati per sviluppare questo ela-
borato, ed infine la soluzione adottata per raggiungere l’obiettivo
prefissato.
1.2 Descrizione Fisiologica
Prima di considerare il problema della corsa nello specifico, si
analizza il suo comportamento fisiologico durante il moto detto
”camminata” (walking) ed il passaggio da questo moto a quello di
”corsa”(running). Queste fasi del moto sono distinte e studiate dal
punto di vista energetico, permettendo così la scelta di un modello
più consono alle nostre esigenze [1].
Descrivendo la camminata si osservano gli andamenti dell’energia
cinetica e di quella potenziale. Durante la camminata, un bipede,
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ha almeno uno dei piedi in contatto con il terreno e si distinguono
due fasi: una dove entrambi i piedi poggiano sul terreno, fase dop-
pio contatto (touchdown), e l’altra dove un solo piede è a contatto
con il terreno, fase sagittale o posizione sagittale, in tal caso tut-
to il peso grava su una sola gamba. Dal punto di vista energetico
nella fase sagittale l’energia cinetica e quella potenziale sono ap-
prossimativamente sfasate di 180 gradi, infatti, quando l’energia
potenziale gravitazionale è al suo valore massimo, l’energia cine-
tica è al suo valore minimo. Durante la seconda metà della fase di
appoggio, transizione dalla fase doppio contatto alla fase sagitta-
le, il centro di massa perde energia potenziale gravitazionale ma
guadagna energia cinetica, la meccanica di risparmio energetico si
avvicina allo zero a velocità molto bassa. Superato un certo valore
di velocità la persona inizia a correre. Il centro di massa m descri-
ve un arco di cerchio con velocità v intorno alla caviglia con un
raggio che è la lunghezza della gamba L. Di conseguenza, il mec-
canismo di trasferimento dell’energia utilizzata nella camminata
è spesso definito come meccanismo a pendolo inverso. La forza
centripeta richiesta mv
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L , non può essere più grande della forza gra-
vitazionale, che è mg. Questo, é dovuto ai movimenti dell’anca: il
centro di massa si abbassa leggermente quando la gamba è in po-
sizione verticale, per ridurre i movimenti del centro di massa del
corpo. Il centro di massa sale e scende per l’articolazione dell’an-
ca e questo movimento comporta che il modello a pendolo inverso
non sia più valido.
Figura 1.1: moto camminata
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Il moto ”corsa”, invece, si divide in: fase di salto o fase di contat-
to, fase di volo (o aerea) e fase di atterraggio. Diversamente dalla
camminata, nella corsa l’arto in appoggio ammortizza i movimenti
delle articolazioni che subiscono una flessione consistente durante
la prima metà della posizione ed una estensione durante la secon-
da metà del moto. Di conseguenza l’energia cinetica e l’energia
potenziale gravitazionale sono quasi in fase e il meccanismo di ri-
sparmio energetico sulla base del modello a pendolo inverso non
è più valido. Il modello di movimento del centro di massa è stato
proposto come la differenza tra la definizione di un passo a piedi e
una andatura in esecuzione.
Per la corsa si adotta un metodo differente per immagazzinare l’e-
nergia nei tessuti elastici. Perché i movimenti del centro di mas-
sa durante il funzionamento è simile a una palla che rimbalza, in
esecuzione é spesso definito come ”andatura a rimbalzo”. Quin-
di come modello della corsa si utilizza un sistema massa-molla
a pendolo inverso (Spring Load Inverted Pendulum) che descrive
meglio le condizioni del problema.
Figura 1.2: moto corsa
Confrontando i due sistemi, per la camminata:
- non c’è fase aerea
- per il sostegno c’è una gamba diritta
- l’energia potenziale gravitazionale e l’energia cinetica sono
sfasate
- Si accumula energia per lo scambio di energia potenziale gra-
vitazionale ed energia cinetica
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- Si comporta come un pendolo inverso
per la corsa:
- fase aerea
- gambe piegate
- Energia potenziale gravitazionale ed energia cinetica in fase
- Accumulo di energia per le proprietà elastiche delle articola-
zioni
- Si comporta come un sistema massa-molla
Dunque il modello massa-molla a pendolo inverso unisce le dina-
miche di base dei moti camminata e corsa in un sistema meccani-
co.
Oltre alle considerazioni fatte sopra è possibile fare riferimento ai
risultati delle analisi fatte in altri studi dove si esamina il movimen-
to degli animali, da cui si prende spunto per eventuali applicazioni
ad un bipede. I risultati delle analisi effettuate sino ad ora per un
semplice sistema massa-molla sono abbastanza verosimili. Duran-
te il salto o la corsa gli animali utilizzano una certa frequenza di
passo (Heglund e Taylor, 1988). Esperimenti sul salto dell’uomo
hanno mostrato che è infatti più difficile controllare il sistema a
frequenze sotto quella del passo (Perez, citazione), come ragio-
nevole aspettarsi da un sistema massa-molla guidato a frequenze
differenti dalla frequenza di risonanza.
Il sistema muscolare scheletrico degli animali si può considerare
meccanicamente come un sistema massa-molla multicomponente,
non lineare, a guida attiva. Si assume che esso si comporta come
una molla senza massa e senza perdite viscose. Il vantaggio di
questo approccio è la sua trasparenza rispetto all’influenza di con-
dizioni fisiche e morfologiche. Il modello offre importanti intui-
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zioni e descrive l’interdipendenza dei parametri che caratterizzano
la corsa e il salto.
1.3 Descrizione del sistema
Sono stati considerati diversi modelli matematici per raggiungere
l’obiettivo stabilito. Il modello che più si presenta adatto a trova-
re una soluzione appropriata per simulare la corsa di un bipede o
quadrupede è il sistema meccanico ideato e validato dal prof. Rai-
bert dell’MIT [3]: sistema massa molla a pendolo inverso, noto
in letteratura come SLIP: Spring Loaded Inverted Pendulum, che
descrive la corsa tramite un monopiede. Raibert presentò due tipi
di algoritmi per tracciare la traiettoria della massa: uno verticale e
l’altro orizzontale.
Diversi studi di ricerca sono stati sviluppati su questo template, il
lavoro che è parso più consono per iniziare lo sviluppo di questo
elaborato è quello del prof. R. Blickhan [4] dell’università di Jena,
Germania.
Il modello matematico di Blickhan non ha una dinamica semplice
infatti non è integrabile analiticamente, per questo non è possi-
bile pre-pianificare la traiettoria, richiedendo un’analisi numerica
costante istante per istante.
Lo scopo di maggiore interesse in questo testo è valutare gli ef-
fetti della molla sul sistema, quindi calcolare il valore ottimo del-
la costante elastica della molla affinchè si possa massimizzare la
velocità media nello spazio percorso in un passo.
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1.4 Sistema Massa molla a pendolo inverso
Il sistema è caratterizzato da una massa dove è concentrato il corpo
del bipede, un’asta che rappresenta la gamba avente una molla nel
mezzo che ne rappresenta i muscoli, come mostrato in figura 1.3.
Figura 1.3: Fasi e moto del sistema meccanico, in evidenza i parametri
Nella figura sono riportati i parametri che caratterizzano il sistema:
massa, lunghezza della gamba, coefficiente della molla, lunghezza
della molla, angolo di attacco, velocità iniziale ed angolo della
velocità iniziale.
Il passo completo del monopiede è diviso in due fasi. Fase di con-
tatto, detta stance phase, che descrive la traiettoria del tratto in cui
il piede poggia sul piano e dove la dinamica è definita dalla com-
pressione e decompressiane della molla. Questa fase può essere
caratterizzata dal lift off, termine utilizzato nel caso in cui si vuole
rendere simmetrica la traiettoria della massa. Fase aerea o di volo,
indicata come flight phase, la cui dinamica è descritta dalla traiet-
toria balistica. Quest’ultima può essere divisa in fase discendente
e fase ascendente, in cui la velocità lungo l’asse verticale può es-
sere negativa o positiva. L’istante in cui il piede tocca il terreno è
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detto touchdown (TD), indica la transizione tra la fase discendente
e quella di contatto, mentre l’istante di stacco del piede dal terreno,
ed inizio della fase di volo, è detto takeoff (TO). La fase di volo è
caratterizzata dello swing, che indica il movimento in avanti della
gamba. Si definiscono, inoltre, il punto di massima altezza ( o va-
lore massimo della posizione verticale) ya della traiettoria balistica
con apex state e con jump il tratto tra il punto di massima altezza
all’istante t, ya(t), e il successivo punto di massima altezza t+1,
ya(t+1).
Vi sono alcuni ipotesi da considerare per lo studio del sistema
meccanico.
Per la fase di contatto:
1. Il robot è modellato da una massa equivalente alla massa totale
concentrata nel baricentro.
Avendo trascurato la massa del piede, non vi è impulso all’i-
stante di contatto quindi l’impatto non causa perdite di ener-
gia.
2. Il piede non rimbalza e non slitta
Si assume che la forza di reazione sia all’interno del cono di
attrito per evitare lo slittamento
3. La molla è di massa trascurabie e dissipativa
Se non si fosse assunta questa ipotesi, applicando una forza
alla gamba si compensano le perdite di energia
Inoltre, per la fase di volo, avendo trascurato l’inerzia del robot
e la massa della gamba, la dinamica è descritta dalla traiettoria
balistica della massa.
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1.5 Modello Numerico di Blickhan
Il modello tiene conto dell’influenza dei vincoli e delle proprietà
anatomiche e fisiologiche: forza, posizione di contatto, coefficien-
te di elesticità, istante di contatto, posizione aerea, spostamento
totale, frequenza di salto. Il prof. Blickhan ha studiato il modello
che simula un salto in movimento:
Figura 1.4: Modello planare: si evidenzia la velocità di atterraggio (V), l’angolo della velocità
di atterraggio (β ) e l’angolo di attacco della molla (α)
1.5.1 Rimbalzo sul posto
Iniziando a descrivere il semplice caso del salto sul posto ( hop-
ping pattern ), si comprende meglio l’interdipendenza tra la fase
di contatto e quella di volo. La suddivisione tra queste due fasi può
essere caratterizzata da diverse variabili includendo la forza verti-
cale. Dati tre parametri la massa del corpo, la frequenza del salto e
l’istante di contatto, tutti i parametri rimanenti che caratterizzano
il salto possono essere stimati. I vincoli fisiologici sono rispettati
in un piccolo intervallo di frequenze dove il salto è possibile.
Lo studio del salto sul posto analizza il comportamento del sistema
massa-molla a velocità orizzontale nulla ovvero il sistema rimbal-
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za sempre sullo stesso punto. Questa analisi è svolta con frequenze
di rimbalzo differenti affinché si possano capire le caratteristiche
di salto degli animali o degli esseri umani.
La matematica di un semplice sistema massa-molla definisce le
variabili rilevanti e i punti coinvolti.
Figura 1.5: Rimbalzo in avanti
Ipotizzando che la molla sia lineare la seguente equazione descrive
il moto della massa durante il contatto con il terreno:
my¨+ ky = mg (1.1)
La soluzione generale di questa equazione consiste in una combi-
nazione lineare delle soluzioni dell’omogenea associata all’equa-
zione differenziale e una soluzione particolare dell’equazione non
omogenea:
y = a·sen(ωt)+b·cos(ωt)+ g
ω2
ω2 =
k
m
(1.2)
dove ω è la frequenza naturale, le costanti a e b sono determinate
dalle condizioni al contorno.
y(0) = 0 così b =− g
ω2
(1.3)
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mentre a può essere ricavato dalla velocità di atterraggio y˙a:
y˙(0) = y˙a a =
y˙a
ω
(1.4)
La soluzione è:
y =
y˙a
ωsen(ωt)
− g
ω2cos(ωt)
+g
m
k
(1.5)
da questa, la forza durante l’appoggio può essere calcolata co-
me:
F = y˙a(km)1/2sen(ωt)−gmcos(ωt)+gm (1.6)
A t = tc2 , tc è il tempo di contatto, la molla si inflette al suo massimo
e la velocità del centro di massa è uguale a zero.
y˙acos(ω
tc
2
) ⇒ tg(ω tc
2
) =−y˙aωg (1.7)
Questa equazione non lineare è relativa alla velocità di decollo o
di atterraggio, al tempo di contatto, ed alla frequenza naturale del
sistema massa-molla. Scegliendo due valori tra questi il terzo è
determinato direttamente. Durante la fase aerea si ha:
my¨ = mg ⇒ y˙a = gta2 (1.8)
dove ta è l’intervallo di tempo della fase di volo.
La fase di contatto può essere caratterizzata dalla velocità di at-
terraggio (y˙a) e dalla frequenza naturale di oscillazione ω, la fase
aerea dipende solo dalla velocità di atterraggio. La fase aerea di-
pende indubbiamente dalla fase statica o viceversa. Il periodo del
passo T e la frequenza di salto sono determinate da: T = tc+ ta.
Di tutte le variabili che descrivono lo stato stazionario a velo-
cità nulla solo tre sono indipendenti. Le prestazioni del siste-
ma massa-molla dipendono dalla grandezza di questi parametri
selezionati.
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Il modello matematico che simula quanto sopra detto è il seguen-
te:
Fs(t) = y˙assin(ωt)+1− cos(ωt) (1.9)
con Fs = Fmg rappresenta la forza di reazione del terreno che è ugua-
le allo spostamento specifico, essa è proporzionale all’istante di
tempo aereo (tas = taω = 2y˙as) e proporzionale alla radice quadrata
dello spostamento aereo (y˙as =
˙yaω2
g =
y˙2as
2 ). Dall’equazione del mo-
dello si conosce che una data velocità di atterraggio corrispon-
de ad un certo istante di contatto: tcs = tcω2 . Così la velocità di
atterraggio specifica determina anche la variazione dell’istante di
contatto e aereo. Riscrivendo l’equazione che rappresenta il mo-
dello in funzione degli spostamenti è possibile esprimere la velo-
cità di atterraggio in funzione dello spostamento. Tutte le varia-
zioni adimensionali possono essere utilizzate per caratterizzare il
modello.
Per piccoli intervalli di tempo dello spostamento aereo il termi-
ne sinusoidale svanisce mentre per un intervallo di tempo molto
grande diventa dominante.
I risultati ottenuti da questo modello forniscono un buon punto di
partenza per un modello con velocità di spostamento orizzontale
diversa da zero.
Il salto consiste in una sequenza di fase di volo paraboliche, il
sistema rimbalza come una pallina d’acciaio su una superficie so-
lida.
1.5.2 Rinbalzo in avanti: corsa
Con l’introduzione della velocità in avanti lo stato del sistema
massa-molla è caratterizzato da cinque variabili indipendenti, così
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la lunghezza della molla e la forza centrifuga diventano rilevan-
ti.
Il modello ( hopping forward) prevede che la durata del contatto
sia massima per gli angoli scelti durante le prove per la corsa e il
salto degli animali. Gli angoli di atterraggio sono compresi tra 5
e 25 gradi, il picco della forza di reazione al contatto col terreno
e lo spostamento verticale totale, possono essere previsti dal tem-
po di contatto e dalla frequenza. In questo senso si ottiene come
vantaggio il risparmio di energia cinetica a basse velocità.
Durante la fase di contatto il movimento del centro di massa può
essere descritto da un sistema di due equazioni differenziali non
lineari:
x¨ = xω2( `
(x2+y2)1/2
−1)
y¨ = yω2( `
(x2+y2)1/2
−1)−g (1.10)
dove:
x(t) rappresenta lo spostamento orizzontale della massa;
y(t) rappresenta lo spostamento verticale della massa;
g rappresenta la forza di gravità;
ω = (k/m)1/2 rappresenta la frequenza naturale del sistema massa-
molla;
k rappresenta la rigidezza della molla;
m rappresenta la massa;
L = (x20+y
2
0)
1/2 rappresenta la lunghezza della molla a riposo.
Il modello planare ha sei parametri indipendenti che sono: la mas-
sa (m), la lunghezza della molla (L(t)), la rigidezza della molla (k), il
modulo della velocità iniziale (v(t)) della fase di contatto, l’angolo
della velocità iniziale
β = actg
Vy
Vx
(1.11)
e l’angolo di attacco o posizione angolare,
α = actg
x0
y0
(1.12)
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Il periodo di contatto, TTD, e la frequenza di salto dipendono for-
temente dall’angolo della velocità iniziale β rispetto all’orizzonta-
le; per angoli di atterraggio piccoli la frequenza di salto aumenta,
questo è dovuto ad una breve fase aerea e ad un piccolo tempo di
contatto; mentre per angoli di atterraggio elevati la lunghezza del
passo è piccola ed il tempo di contatto e la durata del salto devono
diminuire al fine di raggiungere alte velocità.
La caratteristica non lineare del sistema è causa del fatto che la
forza e l’accelerazione sono messi in relazione da un termine non
lineare dovuto alla compressione della molla:
∆L = (∆x2+∆y2)1/2. (1.13)
In riferimento alla figura 1.6 si evince che non vi é disaccop-
piamento tra la componente verticale ed orizzontale della forza.
Figura 1.6: compressione della molla
Si distinguono la fase di contatto e la fase di volo in riferimento
alla figura 1.5. La fase di contatto inizia quando il sistema massa-
molla è a contatto con un punto del terreno, istante di touchdown,
tale punto è considerato come una cerniera senza attrito.
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All’inizio della fase di contatto la molla è a riposo, dopo essa si
comprime e ritorna nella condizione di equilibrio, in cui si defini-
sce la fine della fase di contatto, instate di takeoff.
Le simulazioni per lo studio del sistema sono svolte considerando
2 casi: k costante e k variabile. Per entrambi è calcolata la velocità
media massima di un passo con velocità iniziale e finale prima
uguali, poi differenti. Si rimanda questa parte al capitolo 2.
1.5.3 Soluzione Numerica del modello di Blickhan
Si vuole massimizzare la velocità media del sistema affichè la mas-
sa possa percorrere più spazio nel minor tempo possibile in base al
valore della rigidezza. Per ottenere ciò, l’analisi dei risultati con-
verge nel calcolare il valore del coefficiente di elasticità della mol-
la più opportuno per raggiungere l’obiettivo, quindi la soluzione
converge nel calcolare il valore di k ottimo. Per svolgere i calcoli
e l’analisi dei dati è stato utilizzato lo script di MATLAB.
E’ necessario ricavare la traiettoria percorsa dalla massa e in se-
guito calcolare il valore di k per cui si ottiene la massima velocità
media, in base alle condizioni iniziali stabilite.
Al fine di mantenere tutti i vincoli e per diminuire il numero di
variabili del modello, si considera, inizialmente, come constante
il modulo della velocità iniziale, eseguendo le simulazioni con un
valore di v=−3 ms−1; Le condizioni iniziali sono (x0,y0, x˙0, y˙0), x0
e x˙0 sono posizione e velocità sull’asse orizzontal e y0 e y˙0 sull’asse
verticale. Considerando il centro degli assi nel punto di contatto,
come mostrato in figura ( 1.4 ), la condizione iniziale sull’asse
orizzontale è definita come:
x0 =−Lcosα (1.14)
poiché
`=
√
y20−x20 (1.15)
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si ricava:
y0 =
√
`2−x20 (1.16)
L’inclusione della componente orizzontale si deduce dalla formu-
la della lunghezza della molla.
dove:
la lunghezza della molla è `= 1 m ;
la posizione iniziale della massa lungo l’asse x è x0 =−0.1 m.
Il movimento eseguito dalla massa durante la fase di volo, è stato
studiato tramite le semplici equazione della parabola, che ha come
origine, nel caso matematico descritto, il punto in cui la massa ri-
torna allo stesso valore sull’asse verticale delle condizioni iniziali
stabilite.
Figura 1.7: Andamento asse Y
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1.6 Modello Approssimativo di Geyer - Seyfarth
Poichè il modello di Blickhan non è facilmente integrabile si con-
sidera un altro modello matematico presentato da H. Geyer e A.
Seyfarth [5] dell’università di Jena, Germania, dove si considera
l’effetto della forza di gravità al centro della fase di contatto, dove
avviene la massima compressione della molla in direzione radiale.
Il modello matematico della fase di contatto è sviluppato sugli assi
polari quindi sono ricavati raggio ed angolo per la gamba. Per il
calcolo del raggio si considera l’equazione di Lagrange definita
come:
L =
m
2
(r˙2+ r2ϕ˙2)− k
2
(`0− r)2−mgrsinϕ (1.17)
Per piccole variazioni della fase ∆ϕ durante la fase di contatto, si
può trascurare il momento della forza peso: il termine seno secon-
do la regola della mano destra può essere considerato sinϕ ≈ 1, e
le equazioni del moto sono:
lmr¨ = k(`0− r)+mrϕ˙2−mg
d
dt (mr
2ϕ˙) = 0 (1.18)
trasformando così il sistema massa-molla in un sistema di for-
ze centrali integrabili, dove l’energia cinetica E ed il momento
angolare P = mr2ϕ˙ sono conservate.
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Per ottenere l’apex state ya è sufficiente identificare lo stato del
sistema durante la fase di swing e quella di atterraggio senza con-
siderare il moto attuale durante il contatto. La simmetria radiale
del modello e la conservazione del momento angolare definiscono
lo stato di takeoff e lo stato di touchdown:
rTO = rT D
r˙TO =−r˙T D
ϕTO = ϕT D+∆ϕ
ϕ˙TO = ϕ˙T D
(1.19)
L’unico termine da ricavare è ∆ϕ, calcolando prima r(t) e poi
integrando ϕ˙ = Pmr2 . In entrambi i casi si tiene conto del vincolo
|ρ| << 1, con ρ = r−`0`0 ≤ 0, che rappresenta la variazione della lun-
ghezza della gamba. Dal momento angolare si ricava la veloci-
tà angolare ϕ˙ = ω
(1−ρ)2 , sviluppando in serie di Taylor e integrando
rispetto al tempo nell’intevallo [ tT D tTO ], istanti di touchdo-
wn e di takeoff, si ottiene l’angolo di contatto ϕ. Ottenendo un
modello matamatico approssimativo del sistema di forze centra-
li e della dinamica del modello planare massa-molla in funzioni
elementari.
Il modello matematico approssimativo è:
r(t) = `0− |r˙T D|ωˆ0 sin(ωˆ0t)+
ϕ˙2T D`0−g
ωˆ20
(1− cos(ωˆ0t))
ϕ(t) = pi−α0+
(
1−2 ϕ˙
2
T D`0−g
ωˆ20
)
ϕ˙2T D+2
ϕ˙2T D
ωˆ20
[
2
ϕ˙2T D`0−g
ωˆ20
sin(ωˆ0t)+
|r˙T D|
ωˆ0
(1− cos(ωˆ0t))
]
(1.20)
Con le quali è possibile calcolare l’altezza massima dell’asse ver-
ticale ya.
1.7 Soluzione Numerica vs Soluzione Approssimativa
Per capire meglio quale tra i due studi descritti sia migliore nel cal-
colare la dinamica della fase di contatto, si confrontano i risultati
ottenuti.
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Anzitutto sono confrontati i due modelli negli andamenti del rag-
gio, della fase e nelle posizioni negli assi cartesiani. Le condizioni
iniziali scelte per il confronto sono: massa = 1 kg, lunghezza
della molla a riposo `0 = 1 m, forza di gravità centrata, coeffi-
ciente elastico della molla k= 900 Nm−1, un angolo di posizione
α0 = 80 gradi, ϕ˙T D = 45 gradis−1, r˙T D = 2 ms−1, il tempo
di simulazione da 0 a 0,64 secondi.
(a) Assi Polari (b) Assi Cartesiani
La figura a mostra la traiettoria radiale della massa dei modelli
a confronto, essa è quasi uguale fino all’istante di takeoff, negli
istanti successivi alla fase di contatto presenta un piccolo sfasa-
mento. Mentre in figura b la traiettoria è descritta in assi cartesiani,
in tal caso la differenza tra i modelli è evidente.
Il confronto fra gli angoli di contatto del sistema sono:
con α = 60 gradi si osserva che il modello approssimativo non
segue l’andamento del modello numerico:
La differenza tra gli angoli è dovuta al metodo di calcolo del-
l’angolo di contatto nel modello approssimativo. Si parte dalla
seguente formula:
ϕ˙ =
ω
(1−ρ)2 (1.21)
il termine 1
(1−ρ)2 è presente sia nel calcolo della posizione ra-
diale che nel calcolo della fase. Sviluppato in serie di Taylor si
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Figura 1.8: Andamento degli angoli di contatto
(a) Traiettoria Polare (b) Traiettoria Cartesiana
ottiene:
1
(1−ρ)2 = 1−2ρ+3ρ
2−O(ρ3) (1.22)
per il calcolo della posizione radiale lo sviluppo è arrestato al ter-
mine quadratico mentre per il calcolo dell’angolo è arrestato al ter-
mine del secondo ordine. Questo per agevolare il calcolo di inte-
grazione della fase ϕ ma ottenendo una notevole approssimazione
dei risultati.
Al variare della rigidezza si osserva che per valori di k piccoli
la fase del modello approssimanto differisce molto da quella del
modello numerico, mentre per valori di k elevati la differenza tra
le fasi è relativamente piccola. Per valori di ϕ˙T D maggiori di 2
le differenze degli angoli tra i due modelli è elevata, mentre per
valori inferiori a 2 la differenza è minore.
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Figura 1.9: andamento dell’angolo
1.8 Modello attuato Piovan - Byl
Gli studi descritti nei paragrafi precedenti si riferiscono alla tipo-
logia di algoritmi che in letteratura è indicata come Algoritmo ver-
ticale, dove si studia la dinamica della fase di contatto affiché sia
possibile calcolare il punto altezza massima, apex state ya, nella
fase di volo.
La mancanza di una legge di controllo in forma chiusa che meglio
definisca la dinamica della fase di contatto comporta non pochi er-
rori per la stabilità del sistema ed impedisce di ottenere una traiet-
toria simmetrica o ben definita in maniera tale da rendere periodico
il moto del sistema.
Diverse sono le soluzioni presenti in letteratura per modificare il
modello classico dello SLIP: alcune suggeriscono di inserire uno
smorzatore in serie o in parallelo alla molla, altre di aggiungere
in serie alla molla un attuatore per migliorare la simmetria della
traiettoria e poter calcolare analiticamente la legge di controllo per
la posizione.
Si prende come riferimento il lavoro prodotto da Piovan e Byl [10]
dell’università del Minnesota, USA. In questo lavoro è inserito in
serie alla molla un attuatore e nella dinamica della fase di con-
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tatto si considera anche la variazione della lunghezza della mol-
la oltre all’effetto dell’accelerazione di gravità. Le equazioni che
caratterizzano il controllo della fase di contatto sono:
¨`=− k
m
(`k− `k,0)−gsin(α)+ `α˙2 (1.23)
α¨ =−2
˙`
`
α˙− g
`
cosα (1.24)
dove `k indica la lunghezza della molla e `k,0 indica la lunghez-
za della molla all’equilibrio. Pertanto, `(t) è la lunghezza della
gamba in funzione del tempo, e α(t) è l’angolo di touchdown. An-
che in questo caso sono valide le equazioni ( (??)) e ( (??)) che
definiscono la posizione del centro di massa per le condizioni ini-
ziali. La funzione dell’attuatore è di aggiungere compressione o
decompressione alla molla modificando la dinamica naturale del
sistema. Si assume inoltre che esso, come un pistone, può con-
trarsi e detrarsi dentro un certo range di posizioni all’interno della
traiettoria; si definisce, quindi, `act la lunghezza dell’attuatore e
`act,0 la lunghezza dell’attuatore a riposo. In totale, la gamba sarà
lunga: `(t) = `act(t)+ `k(t).
La posizione dell’attuatore è definita come:
∆`act = `act− `k,0 (1.25)
Dalla prima delle due equazioni precedenti si ottiene:
∆`act =
m
k
( ¨`+gsinα− `α˙2)+ `− `0 (1.26)
dove `0 = `k,0+ `act,0.
Affinché la traiettoria della fase di contatto sia maggiormente sim-
metrica si applica il controllo in forma chiusa secondo una leg-
ge opportuna. La dinamica naturale della velocità angolare ri-
spetto alla posizione angolare ha una forma simile alla funzione
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seno, pertanto si applica il controllo alla dinamica della velocità
angolare secondo la seguente legge:
α˙(t) = Asinα(t)+ c1 (1.27)
dove i parametri A e c1 sono univocamente determinati dalla po-
sizione e dalle velocità iniziale del sistema. Sostituendo le equa-
zioni della (1.23) e derivando rispetto al tempo la precedente, si
ottiene:
A =−2
˙`T Dα˙T D+gcosαT D
`T Dα˙T DcosαT D
c1 = α˙T D−AsinαT D
(1.28)
dove αT D, α˙T D, `T D, ˙`T D sono posizioni e velocità della gamba nella
fase di contatto e la lunghezza della gamba. L’equazione (1.26)
è risolta secondo la forma chiusa applicata alla dinamica della
lunghezza della gamba:
`(t) =
g
Aα˙(t)
+
c2√
α˙(t)
(1.29)
con
c2 = `T D
√
α˙T D (1.30)
da notare che in questa legge non si hanno valori negativi. Facendo
l’analisi riguardo i valori che α può assumere, si ottiene il seguente
range:
α(t) ∈
[
2tan−1
(−c4−A
c1
)
,2tan−1
(
c4−A
c1
)]
(1.31)
Plottando questi risultati si ottiene una curva a forma di sinusoide
che descrive la fase di contatto.
Considerando la fase di takeoff, mantenendo fissa la lunghezza
della gamba, quando la traittoria è simmetrica si ha:
αTO = pi−αT D (1.32)
Poiché il tipo di controllo scelto è verticale, all’istante attuale i
si considerano gli indici di velocità, x˙a e y˙a, e l’indice dell’altez-
za della massa, ya, questi valori sono salvati per effettuare il salto
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successivo. L’unica azione di controllo è sull’angolo di touchdo-
wn che agisce sull’indice xa. Se all’istante i+1 i valori degli indici
saranno uguali a quelli precedenti e si utilizza lo stesso range di
valori per l’angolo di touchdown, è chiaro che forzando la traiet-
toria simmetrica cambia l’insieme di indici raggiungibili rispetto
al funzionamento passivo del sistema. Da questo si deduce, an-
che se gli stati raggiungibili non sono gli stessi, forzare la sim-
metria non porta delle limitazioni piuttosto cambia lo spazio di
raggiungibilità.
Considerando invece la variazione della lunghezza della gamba
nella fase di takeoff, ci sono casi in cui forzare l’andamento sim-
metrico comporta dei limiti in base al terreno che il monopiede
sta percorrendo: presenza di ostacoli, terreno dissestato, in tal ca-
so può essere necessario fornire energia al sistema per effettuare
il salto successivo. Si permette alla gamba di lasciare il terreno
prima o dopo che venga specchiato lo stato della fase di contatto
raggiunta, questo richiede di settare ∆`act in modo che la molla sia,
ad esempio, completamente scarica, così ∆`act = `− `0.
E’ poi possibile scegliere la lunghezza della gamba all’istante di
takeoff, o in maniera equivalente scegliere l’angolo all’istante di
takeoff, αTO, differente a pi−αT D. In questo modo la massa lascerà
il terreno per uno stato di takeoff differente , (xTO,yTO, x˙TO, y˙TO),
e ricercherà un nuovo assetto di indici per il salto successivo. In
particolare saranno differenti le componenti della velocità di tou-
chdown, x˙T D e y˙T D.
I principali vantaggi di questa procedura sono due:
• capacità di aggiungere o sottrarre energia al sistema permet-
tendo di raggiungere stati altrimenti irraggiungibili, consente-
do il moto del templete in diversi terreni.
• è possibile scegliere l’angolo di attacco dopo il contatto con
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Figura 1.10: Indici utilizzati per il controllo verticale
il terreno con la scelta di controllare αTO, anzicché scegliere
αT D prima dell’impatto col terreno. Questo consente di ridurre
l’effetto dei segnali di rumore sul controllo.
Nella sezione 4.3.2 è presentata la strategia di controllo adottata in
questo lavoro.
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1.9 Algoritmo del calcolo della traiettoria del centro di mas-
sa
A differenza degli altri tipi di algoritmi, non si fà riferimento agli
indici di posizione o di velocità bensì si pone attenzione all’ener-
gia spesa dal sistema durante il moto. In particolare si tiene conto
della relazione tra energia cinetica e potenziale della molla, gene-
rata durante la fase di contatto, poiché lo studio è volto alla scelta
della rigidezza ottima per coprire il maggior spazio possibile su
un terreno piano. Affinché il sistema sia fisicamente realizzabile è
necessario affrontare lo studio concettuale del modello in maniera
fisica ed effettuare delle simulazioni che ne verifichino la validi-
tà. Le equazioni utilizzate per lo studio sono quelle del lavoro
del prof. Blickhan per la descrizione della dinamica della fase di
contatto, però in questo caso l’indice di riferimento ( takeoff ) è
l’istante in cui la variazione della lunghezza della gamba è nulla o
maggiore nella fase ascendente.
Dati del sistema:
m = 1 kg x0 =−L · cosα m
g = 9.81 m · s−2 y0 =−L · senα m
L = 1 m V = 3 m · s−1
α = 85 rad Vx =−V · cosβ m · s−1
β = 45 rad Vy =−V · cosβ m · s−1
Calcolo dell’istante di takeoff:
F(t) = k ·∆L(t) N
`1(t) =
√
x2(t)+ y2(t) m
∆L(t) = L1(t)−L m
endcontactindex = (∆L(t) = 0 ∧ ∆L(t)> 0)
dove i valori di x ed y sono ricavati dalla risoluzione del sistema di
equazioni dfferenziali rappresentanti il modello SLIP di Blikhan.
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Come nei casi precedente la fase di volo è sviluppata attraverso le
equazioni della parabola.
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1.10 Fase di volo
In questa fase la gamba del momopiede non è in contatto col piano
dove sta correndo. Pertanto l’unica forza che agisce sul sistema
è la forza peso dovuta all’accelerazione gravitazionale. Dunque il
centro di massa del sistema descrive una parabola più o meno am-
pia a seconda dell’energia potenziale accumulata dal sistema du-
rante la fase di touchdown, strettamente dipendente dalla rigidezza
della molla.
Figura 1.11: Fase di volo
La forza elastica della molla fornisce l’impulso che imprime la
velocità iniziale al moto, che dura soltanto per l’istante iniziale,
successivamente il moto prosegue a seconda del valore dell’im-
pulso. Da notare che la velocità iniziale è strettamente dipendente
dalle condizioni iniziali del sistema. Analizzando le forze a cui
è soggeto il centro di massa durante il moto si può osservare che
sull’asse x non agisce alcuna forza, dunque il moto è rettilineo
uniforme, mentre sull’asse y agisce la forza gravitazionale che si
oppone alla spinta verticale inizialmente fornita, questo definisce
il moto uniformemente accelerato.
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Le condizioni iniziali a cui è stato fatto riferimento per la velocità
iniziale sono specificate dalla forza elastica della molla F(t) =−k·∆`(t)
con ∆L(t) = (L0(t)−L(t)), dove `0(t) =
√
x2(t)+y2(t), x(t) ed y(t) ot-
tenuti dalla risoluzione del sistema di equazioni differenziali che
descrivono il contatto, dipendenti da k(t) ed α(t). Pertanto la ve-
locità iniziale del moto parabolico nel caso in esame dipendono
dal coefficiente di elasticità della molla e dalla posizione angola-
re.
In generale le equazioni che descrivono la parabola sono:
1. per la velocità iniziale:
vox(t) = v0 · cosα(t)
voy(t) = v0 · sinα(t) (1.33)
da cui si ricava:
v0(t) =
√
x2(t)+y2(t) (1.34)
2. per la velocità del moto: trascurando l’attrito dell’aria, in di-
rezione orizzontale non vi sono forze che variano il moto ret-
tilineo uniforme del centro di massa pertanto la componente
della velocità sull’asse x dipende solo dalla velocità iniziale:
vx(t) = v0x(t) = vxTD(t) (1.35)
mentre per la componente verticale della velocità, poiché su
di essa agisce la forza peso in direzione opposta al sistema di
riferimento fissato si ha:
vy(t) = v0y−gt = vyTD−gt (1.36)
Nel caso in esame è necessario conoscere l’istante in cui inizia la
fase di volo, ovvero l’altezza minima dove la parabola inizia il suo
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moto. Dunque dall’equazione precedente di ottiene:
tya =
v0y
g
(1.37)
t è l’istante in cui si ottiene l’altezza massima ya. Essendo la
parabola simmetrica l’istante finale del periodo di volo:
tfinalfly = 2 · v0yg (1.38)
v0y è ottenuto dal sistema di equazioni differenziali.
Integrando vx e vy si ottengono le posizioni in x ed y da cui po-
ter ricavare l’andamento completo della parabola. Le equazioni
utilizzate sono:
x(t) = xTO+vTO · (tfly− tya)−g · (tfly− tya)2
y(t) = yTO+vTO · (tfly− tya)−g · (tfly− tya)2
(1.39)
Figura 1.12: Andamento del centro di massa sull’asse verticale rispetto al tempo
I risultati delle simulazioni svolte sono riportati nel capitolo 2.
Mentre nell’Appendice A sono riportati i listati principali per ef-
fettuare i calcoli.
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Capitolo 2
Ottimizzazione della valore della
rigidezza
Le prime simulazioni sul modello SLIP passivo sono utilizzate per
studiare come i parametri presenti influenzino il funzionamento
e il suo andamento in generale. Lo studio del sistema inizia col
riprodurre la forma d’onda generata dal centro di massa, inserendo
i parametri fisici e variabili in maniera coerente.
Figura 2.1: Definizione parametri fisici e variabili
• I parametri fisici sono: la massa m e l’accelerazione di gravità
g
• i parametri variabili sono: la lunghezza della gamba L, il coef-
ficiente di elasticità della molla k, l’angolo di touchdown α,
l’angolo della velocità iniziale β e il modulo della velocità
iniziale V .
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Poiché lo scopo presupposto è di ottenere l’evoluzione libera del
sistema tramite l’energia accumulata durante il moto, generando
automaticamente la sua forma d’onda, si analizzano gli andamenti
dell’energia cinetica, dell’energia potenziale elastica, dell’energia
potenziale gravitazionale e della forza elastica. In particolare si
pone attenzione sull’andamento della forza elastica e dell’energia
potenziale elastica avendo ridotto il problema nel calcolare il va-
lore del coefficiente di elasticità della molla ottimo. Queste ana-
lisi sono eseguite sia per il modello numerico che per il modello
approssimativo.
2.1 Algoritmo verticale indice ya
Per simulare l’andamento del sistema sono inseriti come condi-
zioni iniziali gli stessi valori alla sezione 1.9, al variare di k nel-
l’intervallo [500÷ 1000] Nm . E’ scelto come estremo inferiore del-
l’intervallo 500 perché per valori inferiori la molla risulta troppo
elastica e rilascia poca energia potenziale per raggiungere il valore
della posizione all’istante di takeoff, (yTakeOff); Invece, per valori
di k maggiori di 1000, non si ottengono delle prestazioni soddi-
sfacenti. Svolgendo le simulazioni con k appartenente al suddetto
intervallo, si può presumere di trovare il valore ottimo di elasticità
della molla che permette di trovare una velocità media di percor-
renza elevata, minimizzando così il tempo di percorrenza di una
determinata distanza. Quanto detto vale per i valori dei parame-
tri assegnati, variando l’angolo di α, β o il modulo della velocità
iniziale si utilizza un altro intervallo di valori di k per ottenere un
nuovo valore di rigidezza ottima.
Si riportano i grafici della traiettoria del centro di massa in Y ed X
rispetto al tempo, e l’andamento della velocità media al variare di
k:
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(a) Traiettoria centro di massa sull’asse certicale per
differenti valori di k
(b) Traiettoria centro di massa sulla’asse orizzontale
per differenti valori di k
Dai grafici si deduce quale sia il valore migliore della rigidezza
della molla per cercare di ottenere la velocità media più elevata e
si evince, inoltre, che con un coefficiente di elesticità più piccolo
si percorre maggiore distanza rispetto ad una molla più rigida e in
un intervallo di tempo non molto differente.
Le prove sono effettuate tenendo conto che l’energia cinetica ri-
manga costante durante il movimento della massa.
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Per α = 85 e k = 800:
(a) Traiettoria centro di massa (b) Andamento forza elastica
(a) Traiettoria centro di massa (b) Andamento forza elastica
Mentre per
al pha = 85 e k = 1000 si ottiene:
(a) Traiettoria centro di massa (b) Andamento forza elastica
39
(a) Traiettoria centro di massa (b) Andamento forza elastica
Data l’ipotesi di energia costante, per entrambi i casi l’energia ci-
netica e potenziale sono quasi uguali. Nel caso k = 1000 l’energia
potenziale è poco maggiore che nel caso di k = 800, viceversa l’e-
nergia cinetica accumulata è maggiore nel caso k = 800, questo per
le caratteristiche fisiche della molla.
Altre simulazioni sono svolte al variare dei parametri k e α, con
β e V costanti, per valutare il valore del coefficiente di elasticità
ottimo per cui si ha la velocità media massima.
Per α = [ 80 82 85 88], ad ogni valore è associato un itervallo
di k differente, rispettivamnte k1 = [390 : 50 : 900], k2 = [500 : 50 : 1000],
k3 = [750 : 50 : 1500] e k4 = [1050 : 50 : 1500], Vxi = 1 e Vyi =−3:
Figura 2.2: Valori velocità media Numerico
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Dal grafico si osserva che c’è sempre un k ottimo nel range consi-
derato per cui si ha la velocità media massima e all’aumentare di
k e di α aumenta il valore della velocità media massima.
Infine per verificare se il modello può essere proposto non solo per
un singolo passo ma anche per più passi, si considera l’errore tra la
velocità iniziale e la velocità finale del passo intero. Per estendere
tutto il lavoro svolto su più passi bisognerebbe avere alla fine del
primo passo la stessa velocità iniziale del passo precedente, quindi
un errore tra velocità iniziale e finale nullo in modo tale da avere le
stesse condizioni iniziali anche alla fine del primo passo. I risultati
sono riportati nelle seguenti tabelle.
kN/m α ∆Vxm/s Vxi−Vx f m/s V mm/s αmax V mmaxm/s ∆Vym/s Vyi−Vy f m/s
1500 84 0 -1.3 1 89.9 2 0 -1.5
1450 83.8 0 -1.3 1 89.6 2 0 -1.5
1400 83.7 0 -1.3 1 89.4 2 0 -1.5
1350 83.6 0 -1.3 1 89 2 0 -1.5
1300 83.5 0 -1.3 1 88.9 2 0 -1.5
1250 83.4 0 1.3 1 88.4 2 0 -1.4
1200 83.2 0 1.3 1 88.1 2 0 -1.5
1150 83.1 0 1.3 1 87.9 2 0 -1.4
1100 82.9 0 1.3 1 87.5 2 0 -1.4
1050 82.7 0 1.3 1 87.2 2 0 -1.4
1000 82.5 0 -1.3 1 86.6 2 0 -1.2
950 82.3 0.009 -1.28 0.99 86.2 1.89 0.02 -1.21
900 82.1 -1.2 0 0.99 85.4 1.85 0.01 -0.96
850 81.9 -1.24 0.01 0.99 85.2 1.85 0.008 -1.08
800 81.7 -1.26 0.01 0.99 84.8 1.85 0.004 -1.09
750 81.4 -1.19 0.0005 0.98 84.1 1.8 0.02 -0.95
700 81.1 -1.22 0.007 0.97 83.7 1.8 0.005 -1
650 80.8 -1.2 0.002 0.96 83.1 1.76 0.002 -0.97
600 80.5 -1.23 0.02 0.96 82.6 1.76 0.002 -1
550 80.1 -1.24 0.003 0.92 82 1.75 0.003 -1.03
500 79.8 -1.24 0.003 0.95 81.3 1.72 0.003 -1
450 79.3 -1.25 0.01 0.87 80.6 1.69 0.0005 -1.07
400 78.9 -1.24 0.01 0.89 79.8 1.65 0.04 -1.01
350 78.4 -1.25 0.008 0.8 79 1.6 0.04 -0.97
300 78.2 1.5 -1.18 -0.85
Tabella 2.1: Valori ottenuti con Vxi 6=Vx f e Vyi 6=Vy f
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Dai risultati ottenuti si deduce che il valore massimo della veloci-
tà media che si può ottenere è uguale ad 1. Nel caso di rigidezza
elevata il sistema si comporta come un carrello che viaggia alla
velocità Vx su di un piano orizzontale mantenendo la velocità co-
stante e subendo delle oscillazioni. Nei casi in cui Vxi−Vx f < 0 il
sistema rallenta, altrimenti accelera.
Variando l’angolo α si ottiene la velocità media massima, senza
tener conto dell’errore sulla velocità iniziale e finale.
Per valori elevati di k ed un angolo α massimo si ottiene un incre-
mento doppio della velocità iniziale, il sistema alla fine del pas-
so abbia una velocità finale maggiore di quella iniziale, ovvero il
sistema accelera.
I valori delle tabelle sono ottenuti con Vxiniziale = 1 e Vyiniziale =−3,
e i parametri presenti nella tabella sono: k è la rigidezza elastica;
α è l’angolo di attacco della gamba col terreno;
∆Vx è l’errore tra la conponente su x della velocità iniziale e quella
della velocità finale;
∆Vy è l’errore tra la conponente su y della velocità iniziale e quella
della velocità finale;
Vm è la velocità media;
αmax è l’angolo di attacco massimo con quel determinato k oltre il
quale il sistema non converge;
Vmmax è il valore massimo della velocità media;
∆Vxmax è l’errore massimo tra la conponente su x della velocità ini-
ziale e quella della velocità finale;
∆Vymax è l’errore massimo tra la conponente su y della velocità ini-
ziale e quella della velocità finale.
Le successive tabelle sono state ottenute variando le condizioni
iniziali e prendendo in esame solo la rigidezza k, α e Vm nel caso
in cui ∆V x = 0 e ∆V y = 0.
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kN/m αeq V meqm/s
1500 82.8 1
1450 82.6 1
1400 82.5 1
1350 82.2 1
1300 82 1
1250 81.8 1
1200 81.7 1
1150 81.4 1
1100 81.2 1
1050 80.9 1
1000 80.7 1
(a) Valori ottenuti con Vxi = Vx f e
Vyi =Vy f
kN/m αeq V meqm/s
950 80.4 0.96
900 80.1 0.96
850 79.7 0.94
800 79.5 0.95
750 79.1 0.94
700 78.7 0.93
650 78.3 0.92
600 77.9 0.92
550 77.3 0.89
500 76.8 0.89
450 76.2 0.87
400 75.5 0.84
350 74.8 0.81
300 74 0.76
290 73.9 0.79
280 73.7 0.75
270 73.5 0.71
260 73.4 0.75
250 73.2 0.7
(b) Valori ottenuti con Vxi 6= Vx f e
Vyi 6=Vy f
In tutte le tabelle si può notare come la velocità media sia sempre
uguale al valore di Vxi per un valore di k elevato, al diminuire di
k diminuisce anche la velocità media. Quindi si può concludere
che variando k e α e considerando un errore nullo tra velocità ini-
ziale e finale, non si riesce ad avere un incremento della velocità
media.
Gli algoritmi di calcolo dell’indice verticale visti permettono di
ottenere soluzioni entro un certo intervallo di condizioni iniziali,
al di fuori degli intervalli definiti le simulazioni non forniscono
informazioni sul comportamento del sistema, non possiamo affer-
mare se il monopiede torna indietro, se compie un piccolo salto
in avanti o se cade. D’altra parte alcuni studi noti in letteratura si
basano su strategie di controllo dedicate a rendere simmetrica la
forma d’onda della fase di contatto così da poter rendere periodico
l’andamento del sistema, affinché il rimbalzo sia possibile. Otte-
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nere la simmetria della curva significa che la posizione verticale yi
all’istante di takeoff coincide con la condizione iniziale del centro
di massa sull’asse y, questo comporta dei limiti sul comportamen-
to del sistema. Considerando, invece, come istante di takeoff il
punto in cui la forza elastica della molla si annulla è possibile co-
noscere il comportamento del template per un intervallo più ampio
di condizioni iniziali.
2.2 Algoritmo verticale indice F = 0
Si svolgono le stesse prove precedenti con l’algoritmo di calcolo
che definisce l’istante di take off presentato in questo lavoro alla
sezione ??sec:Fnull.
Anzitutto si osserva la traiettoria del centro di massa sugli assi
verticale ed orizontale e la variazione dell’energia cinetica e poten-
ziale nella fase di contatto con i parametri fissi e successivamente
variando i parametri: k, α, β , V .
Comportamento del template in un passo con i parametri fissi:
k = 950 N/m, α = 85, β = 85, V = 3 m/s
(a) Traiettoria centro di massa sull’asse verticale con
i parametri costanti
(b) Traiettoria del centro di massa sull’asse orizzon-
tale in un passo con i parametri costanti
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(a) Andamento dell’energia cinetica per un passo (b) Andamento dell’energia potenziale
Per valori di k variabili nell’intervallo [ 80 500 ] N/m, α = 80,
β = 45, V = 80 m/s:
(a) Traiettoria centro di massa sull’asse verticale per
differenti valori di k costante
(b) Andamento della velocità media in un passo al
variare dei valori di k costante
Per α = [ 80 82 85 88 ] variabile nell’intervallo k = 300 N/m,
β = 45, V = 3 m/s:
(a) Traiettoria centro di massa sull’asse verticale per
differenti valori di α
(b) Andamento della velocità media in un passo per
differenti valori di β
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Per β = [ 40 45 50 55 ] variabile nell’intervallo k = 300 N/m,
α = 80, V = 3 m/s:
(a) Traiettoria centro di massa sull’asse verticale per
differenti valori di β
(b) Andamento della velocità media in un passo per
differenti valori di β
Per V = [ 1 1.5 2 2.5 ] variabile nell’intervallo k = 300 N/m,
α = 80, β = 45:
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(a) Traiettoria centro di massa sull’asse verticale per
differenti valori di β
(b) Andamento della velocità media in un passo per
differenti valori di β
Per k = [ 80 500 ] N/m e α = [ 80 82 85 86], β = 45 e |V |= 3
m/s:
(a) Andamento della velocità media al variare di α e
k
(b) Prestazioni migliori al variare di α e k
All’aumentare di α e k le prestazioni del template aumentano.
Inoltre sono calcolati i valori ottimi di k al variare di α riportati
nella seguente tabella.
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α = 80 α = 82 α = 85 α = 86
2,5994 2,1663 0,4157 -1,0880
2,8009 2,5942 1,7991 1,2136
2,8698 2,7833 2,3385 2,0320
2,8783 2,8667 2,6103 2,4273
2,8539 2,8923 2,7591 2,6447
2,8195 2,8912 2,8424 2,7715
2,7737 2,8720 2,8822 2,8398
2,7289 2,8486 2,9009 2,8796
2,6825 2,8184 2,9065 2,9015
2,6378 2,7867 2,9035 2,9066
2,5954 2,7527 2,8916 2,9093
2,5553 2,7216 2,8801 2,9027
2,5163 2,6894 2,8634 2,8929
2,4810 2,6586 2,8458 2,8846
2,4468 2,6309 2,8277 2,8685
2,4148 2,6030 2,8096 2,8549
2,3848 2,5751 2,7916 2,8410
2,3557 2,5501 2,7718 2,8268
2,3294 2,5263 2,7547 2,8103
2,3045 2,5025 2,7360 2,7965
2,2803 2,4813 2,7201 2,7806
2,2583 2,4599 2,7028 2,7673
kott = 110 kott = 120 kott = 160 kott = 180
Tabella 2.2: Prestazioni al variare di α e k
Per k = [ 80 500 ] N/m e β = [ 40 45 50 55], α = 80 e |V |= 3
m/s:
(a) Andamento della velocità media al variare di β e
k
(b) Prestazioni migliori al variare di β e k
All’aumentare di β le prestazioni peggiorano perché il sistema per-
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corre meno spazio, questo è normale perché incide maggiormente
la componente verticale della velocità iniziale sulla massa.
Per k = [ 80 500 ] N/m e V = [ 1 1.5 2 2.5], α = 80 e β = 45:
(a) Andamento della velocità media al variare di β e
k
(b) Prestazioni migliori al variare di β e k
β = 40 β = 45 β = 60 β = 85
2,2713 2,5994 2,7659 2,7676
2,6511 2,8009 2,8322 2,7105
2,8213 2,8698 2,8113 2,6123
2,8909 2,8783 2,7612 2,5078
2,9149 2,8539 2,6931 2,4059
2,9140 2,8195 2,6255 2,3129
2,8993 2,7737 2,5577 2,2291
2,8742 2,7289 2,4938 2,1531
2,8456 2,6825 2,4331 2,0841
2,8155 2,6378 2,3784 2,0234
2,7851 2,5954 2,3269 1,9681
2,7533 2,5553 2,2786 1,9182
2,7242 2,5163 2,2352 1,8730
2,6947 2,4810 2,1943 1,8314
2,6664 2,4468 2,1574 1,7934
2,6395 2,4148 2,1225 1,7592
2,6139 2,3848 2,0902 1,7273
2,5884 2,3557 2,0601 1,6979
2,5654 2,3294 2,0315 1,6702
2,5435 2,3045 2,0054 1,6450
2,5217 2,2803 1,9809 1,6215
kott = 120 kott = 110 kott = 90 kott = 80
Tabella 2.3: Prestazioni al variare di α e k
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Per k= [ 80 500 ] N/m, V = [ 1 1.5 2 2.5], α = [ 80 82 85 86 ]
e β = [ 40 45 50 55 ]:
(a) Andamento della velocità media al variare di β e
k
(b) Prestazioni migliori al variare di β e k
V = 1 m/s V = 1.5 m/s V = 2 m/s V = 2.5 m/s
0,5837 1,3601 1,9804 2,4178 2,5994
0,5360 1,2650 1,9076 2,4382 2,8009
0,5029 1,1887 1,8323 2,4062 2,8698
0,4790 1,1273 1,7625 2,3566 2,8783
0,4613 1,0774 1,6978 2,2995 2,8539
0,4479 1,0362 1,6414 2,2435 2,8195
0,4370 1,0018 1,5913 2,1904 2,7737
0,4289 0,9729 1,5476 2,1399 2,7289
0,4221 0,9482 1,5093 2,0935 2,6825
0,4163 0,9269 1,4748 2,0501 2,6378
0,4117 0,9083 1,4437 2,0105 2,5954
0,4083 0,8920 1,4165 1,9745 2,5553
0,4052 0,8776 1,3916 1,9415 2,5163
0,4025 0,8648 1,3692 1,9112 2,4810
0,4006 0,8533 1,3488 1,8827 2,4468
0,3982 0,8430 1,3301 1,8563 2,4148
0,3966 0,8338 1,3129 1,8326 2,3848
0,3951 0,8252 1,2974 1,8100 2,3557
0,3944 0,8175 1,2828 1,7886 2,3294
0,3931 0,8105 1,2694 1,7691 2,3045
0,3925 0,8037 1,2569 1,7509 2,2803
0,3919 0,7977 1,2453 1,7334 2,2583
k = 90 k = 90 k = 80 k = 90 k = 110
kott = 120 kott = 110 kott = 90 kott = 80
Tabella 2.4: Prestazioni al variare di α e k
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2.3 Algoritmo con parametri relativi
Un ulteriore prova è svolta utilizzando i parametri con i valori assoluti, in que-
sto modo è possibile trascurare uno dei quattro parametri.
Gli angoli α e β assumono gli stessi valori, i parametri rimanenti sono la rigi-
dezza e la velocità iniziale.
La trasformazione di k da valori assoluti
k˜ = k · `0
mg
(2.1)
mentre per la velocità si ottiene:
v˜ =V ·
√
2 ·g · `0 (2.2)
(a) Variazione della rigidezza relativa (b) Variazione della rigidezza relativa per alte
prestazioni
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2.4 Proprietà del sistema
Per comprendere al meglio le problematiche del sistema trattato, sono stati
studiati la Raggiungibilità e l’Osservabilità.
Il modello in esame è: x¨ = x
k
m(
`
(x2+y2)1/2 −1)
y¨ = y km(
`
(x2+y2)1/2 −1)−g
Si scrive il sistema in forma di stato considerando come unico ingresso k:
x1 = x
x2 = x˙
x3 = y
x4 = y˙
u = k
da cui si ottiene: 
x˙1 = x2
x˙2 = um(x1
`
(x21+x
2
3)
1/2 −1)
x˙3 = x4
x˙4 = um(x3
`
(x21+x
2
3)
1/2 −1)−g
(2.3)
Il sistema adesso è scritto in forma matriciale nella forma:{
x˙ = f (x)+∑mi=1 gi(x)ui
y j = h j(x), j = 1...p
(2.4)
nella matrice g(x) contiene tutti gli ingressi e la matrice f(x) moltiplica tutto il
resto; quindi nel nostro caso avremo:
f (x) =

x2
0
x4
−g
 g(x) =

0
x1
m (
l
(x21+x
2
3)
1/2 −1)
0
x3
m (
l
(x21+x
2
3)
1/2 −1)
 (2.5)
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2.4.1 Raggiungibilità/Accessibilità
Per il calcolo della raggiungibilità del sistema si applica il test di accessibilità
debole basato sulla filtrazione:
Γ0 = span( f ,g1, ...,gm)
Γ1 = Γ0+[Γ0,Γ0]
...
Γk = Γk−1+[Γk−1,Γ0]
che si interrompe quando dimΓk = dimΓk−1 = d. Se d = n, con n grado del sistema,
allora il sistema è localmente-localmente debole accessibile.
Nel caso in esame si ha:
Γ0 = [ f (x) g(x)] =

x2 0
0 x1m (
l
(x21+x
2
3)
1/2 −1)
x4 0
−g x3m ( l(x21+x23)1/2 −1)

Il rango di questa distribuzione è 2, essendo i vettori f(x) e g(x) linearmente
indipendenti. Si prosegue la distribuzione con il calcolo di Γ1 che sarà:
Γ1 = [Γ0+[Γ0,Γ0]] =

0
2x1(1− L√
(x21+x
2
3)
)
m2
0
2x3(1− L√
(x21+x
2
3)
)
m2

dove con [Γ0,Γ0] si indica la derivata di Lie (o Lie-Bracket), che rappresen-
ta la derivata di un campo vettoriale lungo un campo vettoriale, in generale
essa associa a due campi vettoriali g1(x) e g2(x), un terzo campo dato dalla
formula:
[g1(x),g2(x)] =
∂g2(x)
∂x
g1(x)− ∂g1(x)∂x g2(x)
Nel caso la matrice formata dalla nuova distribuzione avesse rango maggio-
re della precedente si continuerebbe il calcolo dei Γk altrimenti si arresta la
distribuzione.
R =
[
Γ0 Γ1
]
=

x2 0 0
0
x1( L√
(x21+x
2
3)
−1)
m
2x1(1− L√
(x21+x
2
3)
)
m2
x4 0 0
−g
x3(1− L√
(x21+x
2
3)
)
m
2x3(1− L√
(x21+x
2
3)
)
m2

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E’ facile notare che la terza colonna, ovvero Γ1, è linearmente dipendente alla
seconda colonna per un fattore di − 2m , infatti calcolando il rango della matrice
R risulta uguale a quello della filtrazione precedente, dunque il sistema non è
completamente raggiungibile.
Di seguito è riportato il listato dell’algoritmo in Mathematica utilizzato per
svolgere i calcoli.
F = {x2, 0, x4, -g};
G = {0, (x1/m) (L/(Sqrt[x1^2 + x3^2]) - 1),
0, (x3/m) (L/(Sqrt[x1^2 + x3^2]) - 1)};
stato = {x1, x2, x3, x4};
Rp0 = {F, G};
R0 = Transpose[Rp0];
rango0 = MatrixRank[R0]
2
delta0 = G;
delta = FG;
delta1 = D[delta, {stato}].delta0 - D[delta0, {stato}].delta;
Rp1 = {F, G, delta1};
R1 = Transpose[Rp1];
rango1 = MatrixRank[R1]
2
2.4.2 Osservabilità
Per il calcolo dell’Osservabilità anzitutto si deve definire la funzione di uscita
h(x). Poichè nel nostro caso l’obbiettivo era massimizzare la velocità media
variando la costante elastica della molla, è stata scelta come uscita la variazione
della lunghezza, dunque:
h(x) =
L
(x21+ x
2
3)
1/2 (2.6)
Per definire l’ossevabilità del sistema si deve calcolare il rango della matrice
della codistribuzione di osservabilità. Tale matrice è definita come:
dO = span
{
∂h1
∂x
, . . . ,
∂hp
∂x
,
∂L f h
∂x
, . . .
}
(2.7)
Tramite calcolatore sono stati svolti i calcoli delle derivate dell’uscita e cal-
colato il rango della matrice dO, esso è uguale al grado del sistema pertanto il
sistema è localmente osservabile.
F = {x2, 0, x4, -g};
G = {0, (x1/m) (L/(Sqrt[x1^2 + x3^2]) - 1),
0, (x3/m) (L/(Sqrt[x1^2 + x3^2]) - 1)};
stato = {x1, x2, x3, x4};
H = L/(Sqrt[x1^2 + x3^2]);
LFH0 = H;
LFH1 = D[H, {stato}].F;
LFH2 = D[LFH1, {stato}].F;
LFH3 = D[LFH2, {stato}].F;
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primo = D[LFH0, {stato}];
secondo = D[LFH1, {stato}];
terzo = D[LFH2, {stato}];
quarto = D[LFH3, {stato}];
osserv = {primo, secondo, terzo, quarto};
Oss = Transpose[osserv];
R = MatrixRank[Oss]
4
Le derivate della funzione H lungo il campo vettoriale sono:
L0f h = h
L1f h =
∂h
∂x
F
L2f h =
∂L1f h
∂x
F
L3f h =
∂L2f h
∂x
F
mentre la matrice di osservabilità è:
dO =
[
∂h
∂x
∂L1f h
∂x
∂L2f h
∂x
∂L3f h
∂x
]
=
[
O1 O2 O3 O4
]
(2.8)
dove
O1 =
−
Lx1
(x21+x
2
3)
3/2
0
− Lx1
(x21+x
2
3)
3/2
0
 O2 =

L(2x21x2+3x1x
2
3x4−x2x23)
(x21+x
2
3)
5/2
−Lx1
(x21+x
2
3)
3/2
L(3x1x2x3+2x23x4−x21x4)
(x21+x
2
3)
5/2
−Lx3
(x21+x
2
3)
3/2

O3 =

− 3L(8x21x3x4−2x2x33x4+x31(2x22+gx3−x24)+x1x23(−3x22+gx3+4x24))
(x21+x
2
3)
7/2
2L(2x21x
2−x2x23+3x1x3x4)
(x21+x
2
3)
5/2
− L(g(x41−x21x23−2x43)+(2x31x2x4−8x1x2x23x4+x33(x22−2x24)+x21(−4x22x3+3x3x24)))
(x21+x
2
3)
7/2
L(6x1x2x3−2x21x4+4x23x4)
(x21+x
2
3)
5/2

O4 =

− 3L(3gx51x4−3x31x3x4(20x22+3gx3−5x24)−4x41x2(2x22+3gx3−3x24)+3x2x43(−x22+gx3+4x24)+x1x33x4(45x22−4(3gx3+5x24))+3x21x2x23(8x22−3(gx3+9x24)))
(x21+x
2
3)
9/2
− 9L(8x21x2x4−2x2x33x4+x31(2x22+gx3−x24)+x1x23(−3x22+gx3+4x24))
(x21+x
2
3)
7/2
− 3L(3g(x21+x23)(x31x2−4x1x2x23+3x21x3x4−2x33x4)−5x31x2x3(4x22−9x24)+15x1x2x23(x22−4x24)+4x43x4(3x22−2x24)+3x21x23x4(−27x22+8x24)+3x41(4x22x4−x34))
(x21+x
2
3)
7/2
3L(g(x41−x21x23−2x43)+3(2x31x2x4−8x1x2x23x4+x33(x22−2x24)+x21(−4x22x3+2x3x24)))
(x21+x
2
3)
7/2

2.4.3 Feedback Linearization
Infine, dopo aver studiato raggiungibilità e osservabilità del sistema è stata stu-
diata la linearizzazione in retroazione. Anzitutto, per agevolare i calcoli, la
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funzione h(x) è stata riscritta nel seguente modo:
h(x) = l2− (x21+ x23)
Verificato che il rango della matrice:
[g, [ f ,g], [ f , [ f ,g]], [ f , [ f , [ f ,g]]]]
formata dalle Lie Bracket è pieno, è stato calcolato il grado relativo r del si-
stema. Se il grado relativo risultasse uguale al grado del sistema, n=4, rispetto
all’uscita e il cambio di variabili è ammissibile, allora posso scrivere il sistema
nelle nuove coordinate ed ottenere una linearizzazione esatta in retroazione, che
corrisponderebbe ad un sistema lineare con reazione del tipo
u =−b(z)
a(z)
+
v
a(z)
Si calcolano le derivate delle uscite per ottenere il grado relativo r del siste-
ma:
y = h(x)
y˙ =
∂h(x)
∂x
x˙
y¨ =
∂ y˙
∂x
x˙
poichè la variabile di controllo compare nella derivata seconda dell’uscita, il
grado relativo è r=2. Essendo il grado del sistema uguale a quattro è necessario
avere due ulteriori equazioni del sistema, complementari, per poter fare il cam-
biamento di variabili ed avere un sistema lineare. Le equazioni complementeari
devono essere linearmente indipendenti dalle altre ed inoltre devono soddisfare
la condizione necessaria:
det
[
∂Φ
∂x
]
6= 0 (2.9)
con
Φ=

z1
z2
z3
z4
=

ξ1
ξ2
η1
η2
=

l2− (x21+ x23)
−2x1x2−2x3x4
x2
x4

dove z3 e z4 sono le equazioni di stato prese come equazioni complementari.
Verificato che la (5.5) è valida, si effettua il cambiamento di variabili in ξ ed η
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utilizzando la nuova legge di controllo:
v =
[
k1 k2
][z1
z2
]
u =− L
2
f H
LgL f H
+
1
LgL f H
v
(2.10)
Risolvendo il sistema: 
ξ1 = l2− (x21+ x23)
ξ2 =−2x1x2−2x3x4
η1 = x2
η2 = x4
(2.11)
sono state trovate le soluzioni di x1, x2, x3 e x4, in funzione di ξ1, ξ2, η1 ed η2.
Per ogni variabile x sono state trovate due soluzioni, quindi bisognava esclu-
derne una; per fare ciò sono state sostituite le condizioni iniziali dello stato nel
sistema, quindi è stato risolto in funzione di x1, x2, x3 e x4 trovando le condi-
zioni iniziali delle nuove varibili, che sostituite a loro volta nelle soluzioni dello
stato, ci hanno permesso di trovare i valori delle nuove variabili che ci ricondu-
cevano alle condizioni iniziali dello stato e di scartare, invece, le soluzioni con
valori differenti.
Il sistema retroazionato risulta quindi il seguente:
ξ˙1 = z2 = ξ2
ξ˙2 = L2f H +LgL f Hu
η˙1 = L f z3+Lgz3u
η˙2 = L f z4+Lgz4u
υ = ξ1
(2.12)
Sostituendo i valori dello stato trovati, le equazioni del sistema saranno funzio-
ne solo delle nuove variabili del controllo.
Segue il listato dell’algoritmo in Mathematica con i risultati ottenuti.
F = {x2, 0, x4, -g};
G = {0, (x1/m)*(L/Sqrt[x1^2 + x3^2] - 1),
0, (x3/m)*(L/Sqrt[x1^2 + x3^2] - 1)};
stato = {x1, x2, x3, x4};
H = L^2 - x1^2 - x3^2;
dx1 = x2;
dx2 = (u/m)*x1*(L/Sqrt[x1^2 + x3^2] - 1);
dx3 = x4;
dx4 = (u/m)*x3*(L/Sqrt[x1^2 + x3^2] - 1) - g;
dX = {dx1, dx2, dx3, dx4};
FG = D[G, {stato}].F - D[F, {stato}].G;
FFG = D[FG, {stato}].F - D[F, {stato}].(FG);
FFFG = D[FFG, {stato}].F - D[F, {stato}].(FFG);
RF = {G, FG, FFG, FFFG};
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rango = MatrixRank[RF]
4
LfH = {D[H, {stato}]}.F;
LgfH = {D[LfH, {stato}]}.G;
L2fH = {D[LfH, {stato}]}.F;
Lg2fH = {D[L2fH, {stato}]}.G;
Y1 = {D[H, {stato}]}.dX;
Y2 = D[Y1, {stato}].dX;
z1 = H;
z2 = LfH;
z3 = x2;
z4 = x4;
dz1 = D[z1, {stato}];
dz2 = D[z2, {stato}];
dz3 = D[z3, {stato}];
dz4 = D[z4, {stato}];
dotPhi = {dz1, dz2[[1]], dz3, dz4};
det = Det[dotPhi];
v = {k1, k2}.{{z1}, {z2[[1]]}};
U = -(L2fH/LgfH) + (1/LgfH).v;
Z = Solve[{epsilon1 == L^2 - x1^2 - x3^2,
epsilon2 == -2 (x1) x2 - 2 (x3) x4, eta1 == x2, eta2 == x4}, {x1,
x2, x3, x4}]
p1 = -0.1;
p2 = 1;
p3 = 1.19;
p4 = -3;
Z0 = Solve[{epsilon1 == L^2 - p1^2 - p3^2,
epsilon2 == -2 (p1) p2 - 2 (p3) p4, eta1 == p2,
eta2 == p4}, {epsilon1, epsilon2, eta1, eta2}];
Epsilon1 = L^2 - 1.4261;
Epsilon2 = 7.34;
Eta1 = 1;
Eta2 = -3;
Z = Solve[{Epsilon1 == L^2 - X1^2 - X3^2,
Epsilon2 == -2 (X1) X2 - 2 (X3) X4, Eta1 == X2, Eta2 == X4}, {X1,
X2, X3, X4}]
{{X2 -> 1., X4 -> -3., X3 -> 1.012, X1 -> -0.634}, {X2 -> 1.,
X4 -> -3., X3 -> 1.19, X1 -> -0.1}}
dotepsilon1 = z2;
dotepsilon2 = L2fH + LgfH.U;
doteta1 = (dz3.F) + dz3.G.U;
doteta2 = (dz4.F) + dz4.G.U;
x1 = 1/(8 (eta1^2 +
eta2^2)) (-4 epsilon2 eta1 - \[Sqrt](16 epsilon2^2 eta1^2 -
4 (4 eta1^2 + 4 eta2^2) (epsilon2^2 + 4 epsilon1 eta2^2 -
4 eta2^2 L^2)));
x2 = eta1;
x3 = 1/(2 eta2) (-epsilon2 + (epsilon2 eta1^2)/(eta1^2 + eta2^2) +
1/(4 (eta1^2 + eta2^2))
eta1 \[Sqrt](16 epsilon2^2 eta1^2 -
4 (4 eta1^2 + 4 eta2^2) (epsilon2^2 + 4 epsilon1 eta2^2 -
4 eta2^2 L^2)));
x4 = eta2;
dotEpsilon1 = z2 // FullSimplify
{epsilon2}
dotEpsilon2 = L2fH + LgfH.U // FullSimplify
{{epsilon1 k1 + epsilon2 k2}}
dotEta1 = (dz3.F) + dz3.G.U // FullSimplify
((-L + Sqrt[-epsilon1 + L^2]) (epsilon2 eta1 +
Sqrt[-eta2^2 (epsilon2^2 +
4 (eta1^2 + eta2^2) (epsilon1 - L^2))]))/(
2 (eta1^2 + eta2^2) Sqrt[-epsilon1 +
L^2] m).{{-((2 eta1^4 eta2 +
eta1^2 eta2 (4 eta2^2 + epsilon1 k1 + epsilon2 k2) +
eta2^2 (2 eta2^3 + epsilon2 g + epsilon1 eta2 k1 +
epsilon2 eta2 k2) -
eta1 g Sqrt[-eta2^2 (epsilon2^2 +
4 (eta1^2 + eta2^2) (epsilon1 -
L^2))]) m)/(2 eta2 (eta1^2 + eta2^2) (epsilon1 +
58
L (-L + Sqrt[-epsilon1 + L^2])))}}
dotEta2 = (dz4.F) + dz4.G.U // FullSimplify
-g + ((-L + Sqrt[-epsilon1 + L^2]) (epsilon2 eta2^2 -
eta1 Sqrt[-eta2^2 (epsilon2^2 +
4 (eta1^2 + eta2^2) (epsilon1 - L^2))]))/(2 eta2 (eta1^2 +
eta2^2) Sqrt[-epsilon1 + L^2]
m).{{-((2 eta1^4 eta2 +
eta1^2 eta2 (4 eta2^2 + epsilon1 k1 + epsilon2 k2) +
eta2^2 (2 eta2^3 + epsilon2 g + epsilon1 eta2 k1 +
epsilon2 eta2 k2) -
eta1 g Sqrt[-eta2^2 (epsilon2^2 +
4 (eta1^2 + eta2^2) (epsilon1 -
L^2))]) m)/(2 eta2 (eta1^2 + eta2^2) (epsilon1 +
L (-L + Sqrt[-epsilon1 + L^2])))}}
y = epsilon1
epsilon1
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Capitolo 3
Soluzione del problema a rigidezza
variabile: Controllo ottimo
Dopo aver studiato come una molla con rigidezza costante influenza la velocità
media di un passo, si valutano le prestazioni al variare del valore della rigidezza.
Per fare ciò è stata applicata al modello la teoria del controllo ottimo utilizzan-
do i moltiplicatori di Lagrange. La dinamica del sistema è riportata in forma di
stato.
x˙(t) = f[x(t),u(t), t] x(t0) noto con t0 ≤ t ≤ t f
l’indice o funzione costo del problema generale che si cerca di massimizzare
sarà della forma:
J =Φ[x(tf), tf]+
∫ tf
0
L[x(t),u(t), t]dt
in caso di vincoli sugli stati all’instante finale t f si ha la seguente condizio-
ne:
ψ[x(tf), tf] = 0
pertanto l’indice diventa:
J =[Φ+υTψ]t=t f +
∫ t f
0
L[x(t),u(t), t]dt.
se L = 0, l’hamiltoniano sarà della forma:
H = λTf(x,u, t)
Insieme al sistema delle equazioni di Lagrange:
∂H
∂λ = x˙
−∂H∂x = λ˙
∂H
∂u = 0
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è possibile trovare una uottima che soddisfi le nostre condizioni.
Il sistema in esame è: 
x˙1 = x2
x˙2 = um(x1
`
(x21+x
2
3)
1/2 −1)
x˙3 = x4
x˙4 = um(x3
`
(x21+x
2
3)
1/2 −1)−g
(3.1)
Adesso, si formlizza il problema esprimendo le condizioni iniziali:
x1(0) =−0.1 (3.2)
x2(0) =Vx(0) (3.3)
x3(0) = 1.19 (3.4)
x4(0) =Vy(0) (3.5)
vincoli sulle condizioni iniziali: {
Vx(0) > 0
Vy(0) < 0
i limiti sulla variabile di controllo:{
u< kmax
0< kmin < u
3.1 Funzione costo
Nel nostro caso L = 0, quindi l’indice sarà della forma:
J =Φ[x(T),T]+υTψ (x(T)) =
x(T)
T
+υTψ (x(T )) (3.6)
dove T è il periodo di tutto il sistema: tempo della fase di contatto più quello
della fase aerea. Scrivendo in forma esplicita lo stato all’istante finale e l’istante
finale:
x(t f ) = x(T )+ xv = x(T )+2
x2(t f )x4(T )
g
t f = T + tv = T +2
x4(T )
g
(3.7)
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si ottiene la velocità media Φ[x(T),T]:
x(T )
T
=
x(T )+ xv
T + tv
=
x1(T )+2
x2(t f )x4(T )
g
T +2x4(T )g
Avendo diviso il tempo della fase di contatto e quello della fase aerea: t f c+ tv,
il problema è stato ricondotto dallo studio dello stato all’istante finale x(t f ) a
quello dello stato all’istante finale del contatto x(T ).
3.1.1 Vincoli all’istante finale di contatto
Studiando lo stato all’istante finale di contatto si vuole che a questo istante la
molla torni alle sue condizioni di equilibrio, ovvero deve accadere che:
x21(T )+ x
2
3(T ) = l
2
da questa si ottengono i vincoli sulla posizione e sulla velocità.
• vincoli posizione in tc
Ψ1(x(t f ), t f ) = x21(T )+ x
2
3(T ) = l
2 (3.8)
Il vettore dei moltiplicatori di Lagrange è:
λt f =

δφ
δx1
δφ
δx2 +υ
T δψ
δx2
δφ
δx3
δφ
δx4 +υ
T δψ
δx4
=

1
t+2 x4g
2x4
gt+2x4
0
2x2gt+2x4
−
2(x1+
2x2x4
g )
g2(t+2 2x4g )
2

• vincoli velocità in tc
Ψ2(x(t f ), t f ) =
x2(t f )− x2(0)x4(t f )− x4(0)
x21(T )+ x
2
3(T )
=
00
l2
 (3.9)
affinché le velocità finali siano uguali a quelle iniziali e al passo successivo
le condizioni iniziali siano le stesse del passo iniziale. In tal caso il vettore
dei moltiplicatori di Lagrange all’istante finale di contatto sarà:
λT =

1
t+2 x4g
2x4
gt+2 x4g
+υ1
0
2x2
g(t+2 x4g )
− 2(x1+
2x2x4
g )
g(t+2 2x4g )
+υ2

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3.1.2 Switching Function
L’hamiltoniano sarà:
H = λTf(x,u, t) = λ1x2+λ2
u
m
[
x1(
l
(x21+x
2
3)
1/2 −1)
]
+λ3x3+λ4
[
u
m
x3(
l
(x21+x
2
3)
1/2 −1)−g
]
(3.10)
Da cui si nota che l’hamiltoniano è lineare nelle variabili di controllo.
In un caso non vincolato, si può affermare che per questi problemi di control-
lo non esiste minimo, però se le diseguaglianze dei vincoli sono lineari e sono
posti solo sulle variabili di controllo, è ragionevole aspettarsi che la soluzio-
ne minima, se esiste, richiederà sempre che le variabili di controllo siano nel
confine della regione di controllo. In generale, durante l’intervallo di tempo in
cui opera il sistema, accadranno uno o più cambiamenti nel controllo, cioè il
controllo assumerà come valore o il massimo o il minimo e non potrà assumere
valori intermedi. Questo tipo di controllo è chiamato ’bang-bang’.
Riassumendo insieme le equazioni di Lagrange e la condizione di trasversalità
avremo: 
λ˙1 =−λ2 um
[(
l
(x21+x
2
3)
1/2 −1− lx
2
1
(x21+x
2
3)
3/2
)]
+λ4 um
(
lx1x3
(x21+x
2
3)
3/2
)
λ˙2 = λ1
λ˙3 =−λ2 um
(
lx1x3
(x21+x
2
3)
3/2
)
+λ4 um
(
−1− lx23
(x21+x
2
3)
3/2 +
l
(x21+x
2
3)
1/2
)
λ˙4 = λ3
(3.11)
∂H
∂u
= λ2
x1
m
(
l
(x21+ x
2
3)
1/2 −1
)
+λ4
x3
m
(
l
(x21+ x
2
3)
1/2 −1
)
= 0 (3.12)
Raggruppando a fattore comune si ottiene:
1
m
(
l
(x21+ x
2
3)
1/2 −1
)
(λ2x1+λ4x3) = 0 (3.13)
Analizzando l’equazione si osserva che:
1
m
(
l
(x21+ x
2
3)
1/2 −1
)
6= 0
Questo termine si sarebbe annullato nel caso in cui il rapporto l
(x21+x
2
3)
1/2 = 1
ovvero l = (x21 + x
2
3)
1/2, ciò vuol dire che la molla non varia la sua lunghezza
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e la massa segue una traiettoria uguale ad un arco di circonferenza verso l’alto,
traiettoria non fisicamente realizzabile dal sistema in esame.
Dunque la (3.12) si annulla nel caso in cui:
λ2x1+λ4x3 = 0 (3.14)
Si considerano le possibili traiettorie del sistema che verificano la precedente
equazione.
1. Ricavando λ4 dalla (3.14) si ottiene:
λ4 =−λ2 x1x3
e sostituendo tale valore nel sistema (3.11) si ottiene:
λ˙1 = λ2 x˙2x1
λ˙2 = λ1
λ˙3 = λ4 x˙2x1
λ˙4 = λ3
(3.15)
Risolvendo il sistema e integrando si trovano i valori dei λi della codina-
mica.
2. Si considera l’equazione (3.14) come un’unica traiettoria e affinché essa
sia quella ottima deve verificarsi che l’hamiltoniano H rimanga costante
nel tempo. Poiché questa equazione è nulla anche le sue derivate devono
essere nulle, quindi sono state calcolate le derivate fino alla terza. So-
stituendo le condizioni iniziali dello stato e i valori delle derivate della
dinamica e codinamica nel sistema formato dall’equazione (3.12) e dalle
sue derivate, si ottiene un sistema di equazioni algebriche le cui soluzio-
ni saranno gli stati iniziali della codinamica (3.11): λ1(0),λ2(0),λ3(0) e
λ4(0). Calcolate le condizioni iniziali della codinamica e avendo già quelle
dello stato si possono integrare dinamica e codinamica per trovare i valori
dello stato e dei moltiplicatori da sostituire nell’hamiltoniano. Se l’hamil-
toniano risultasse variabile la traiettoria (3.14) potrebbe essere esclusa dal
controllo, mentre se H è costante la traiettoria non può essere esclusa ed il
controllo è solo di tipo bang-bang.
I calcoli per risolvere il problema sono stati effettuati con supporto soft-
ware ’Mathematica’.
x1'[t] = x2[t]
x2'[t] = (1/m) x1[t] (L/(Sqrt[x1[t]^2 + x3[t]^2]) - 1)
x3'[t] = x4[t]
x4'[t] = (1/m) x3[t] (L/(Sqrt[x1[t]^2 + x3[t]^2]) - 1) - g
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lambda1'[
t] = -lambda2[t] (1/m) (L/(Sqrt[x1[t]^2 + x3[t]^2]) - 1 -
L (x1[t]^2)/(x1[t]^2 + x3[t]^2)^(3/2)) +
lambda4[t] (1/m) (L (x1[t] x3[t])/(x1[t]^2 + x3[t]^2)^(3/2))
lambda2'[t] = lambda1[t]
lambda3'[
t] = -lambda4[t] (1/m) (L/(Sqrt[x1[t]^2 + x3[t]^2]) - 1 -
L (x3[t]^2)/(x1[t]^2 + x3[t]^2)^(3/2)) +
lambda2[t] (1/m) (L (x1[t] x3[t])/(x1[t]^2 + x3[t]^2)^(3/2))
lambda4'[t] = lambda3[t]
eq1 = lambda2[t] x1[t] + lambda4[t] x2[t]
eq2 = D[eq1, t]
eq3 = D[eq2, t]
eq4 = D[eq3, t]
x1[t] = -0.1;
x2[t] = 1;
x3[t] = 1.19;
x4[t] = -3;
m = 10;
g = -9.81;
L = 1.2;
A = {{0, -0.1, 0, 1}, {-0.1, 0, 1,
0}, {0, (-0.00838500329526699`) - (0.10 .0002184607863228383` ),
0, (0.09929537787434731`) - (0.1` 0.00838500329526699` )}, \
{(-0.00838500329526699`) - (0.1 0.0002184607863228383` ),
0, (0.09929537787434731` ) - (0.1 0.00838500329526699`), 0}}
rango = MatrixRank[A]
4
Lambda = {lambda1[t], lambda2[t], lambda3[t], lambda4[t]};
statiinizialicodinamica =
Solve[{eq1 == 0, eq2 == 0, eq3 == 0, eq4 == 0}, Lambda]
{{lambda1[t] -> 0., lambda2[t] -> 0., lambda3[t] -> 0., lambda4[t] -> 0.}}
Il sistema di equazioni formato dalla (3.14) e dalle sue derivate in forma
algebrica è il seguente:
−0.1λ2(t)+λ4(t) = 0
−0.1λ1(t)+λ3(t) = 0
0.00841λ2(t)+0,0984569λ4(t) = 0
0.00841λ1(t)+0,0984569λ3(t) = 0
(3.16)
Per il teorema di Rouché-Capelli il sistema ammette soluzioni se il rango
della matrice associata è massimo ovvero le equazioni sono linearmente
indipendenti tra loro:
A =

0 −0.1 0 1
−0.1 0 1 0
0 0.00841 0 0.0984569
0.00841 0 0.0984569 0

Il rango di questa matrice è 4 dunque rango pieno, il sistema ammette so-
luzioni. Dalla risoluzione del sistema (3.16) si ottengono λ1(t) = λ2(t) =
λ3(t) = λ4(t) = 0. Da questo risultato, poiché la codinamica è tutta nulla,
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è possibile affermare che H è costante e dunque la traiettoria in esame può
essere esclusa.
Quindi, la legge di controllo che permette di trovare max ( H ):
uOT T =
{
umax, se λ2 x1m +λ4
x3
m > 0
umin, se λ2 x1m +λ4
x3
m < 0
dal quale si evince che il controllo è di tipo ’bang-bang’.
Dinamica e codinamica non sono integrabili in forma chiusa, quindi non è stato
possibile ottenere una soluzione analitica per i tempi di switching del controllo,
quindi è stato deciso di procedere con una soluzione numerica per determinare
i tempi di switching e i tempi relativi.
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3.2 Soluzione Switching
La teoria del controllo ottimo non fornisce una soluzione numerica del proble-
ma, non si ottiene una legge di controllo che definisca quando effettuare gli
switch.
Per valutare gli effetti della soluzione a rigidezza variabile si sceglie una solu-
zione empirica, si cambia il valore della rigidezza durante il moto del centro di
massa nella fase di contatto. Dopo aver fissato il numero di switching e la se-
quenza dei controlli sono state eseguite una serie di simulazioni per determinare
i tempi ottimi. Nelle prove si effettua lo switch del valore della rigidezza per
istanti di tempo differenti, suddividendo così il periodo di contatto in intervalli.
Le prove svolte sono due:
1. Si cambia il valore della rigidezza in un istante di tempo
2. Il valore della rigidezza è cambiato in due istanti di tempo differenti
in entrambi i casi si valutano le migliori prestazioni.
Caso 1. Considerando la durata della fase di contatto nell’intervallo [0 t f ]
secondi , esso è diviso in [0 t1][t1 t f ], lo switch si effettua nei seguenti inter-
valli:
• Per k = 390/440 e k = 440/390, l’intervallo di touchdown è [0 0.7]
• Per k = 750/900 e k = 900/750, l’intervallo di touchdown è [0 0.5]
Per la prima analisi si fissano α = 80 e l’intervallo di touchdown è [0 0.7] Il
sistema da errore quando non ha l’energia potenziale per arrivare all’istante di
takeoff.
Nella tabella (a) è evidenziata la prestazione migliore ottenuta nei due casi, che
si verifica quando lo switch è effettuato nell’istante in cui la molla è alla sua
massima compressione.
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time1 s k1 N/m time2 s k2 N/m velocità media m/s
[0 0.1] 390 [0.1 0.7] 440 1,5374
[0 0.2] 390 [0.2 0.7] 440 1,7390
[0 0.3] 390 [0.3 0.7] 440 1,8991
[0 0.4] 390 [0.4 0.7] 440 1,8951
[0 0.5] 390 [0.5 0.7] 440 errore
[0 0.6] 390 [0.6 0.7] 440 1,4594
(a) k = 390/440
time1 s k1 N/m time2 s k2 N/m velocità media m/s
[0 0.1] 440 [0.1 0.7] 390 errore
[0 0.2] 440 [0.2 0.7] 390 1,5481
[0 0.3] 440 [0.3 0.7] 390 1,4189
[0 0.4] 440 [0.4 0.7] 390 1,4046
[0 0.5] 440 [0.5 0.7] 390 1,4414
[0 0.6] 440 [0.6 0.7] 390 errore
(b) k = 440/390
Caso 2. Aumentando i valori della rigidezza si pone α = 85 e l’intervallo di
touchdown è [0 0.5], diviso in [0 t1][t1 t2][t1 t f ], lo switch si effettua
nei seguenti intervalli:
time1s k1N/m time2m/s k2 N/m velocità media m/s
[0 0.1] 750 [0.1 0.5] 900 1,8628
[0 0.2] 750 [0.2 0.5] 900 1,9749
[0 0.3] 750 [0.3 0.5] 900 2,0751
[0 0.4] 750 [0.4 0.5] 900 2,0750
[0 0.5] 750 [0.5 0.5] 900 2,0179
(a) k = 750/900
time1 s k1 N/m time2 m/s k2 N/m velocità media m/s
[0 0.1] 900 [0.1 0.7] 750 1,7825
[0 0.2] 900 [0.2 0.7] 750 1,7023
[0 0.3] 900 [0.3 0.7] 750 1,6611
[0 0.4] 900 [0.4 0.7] 750 1,6713
[0 0.5] 900 [0.5 0.7] 750 1,7123
[0 0.6] 900 [0.6 0.7] 750 1,7607
(b) k = 900/750
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Si riportano i grafici della traiettoria del contro di massa per k =
750|900 nel caso di uno switch.
(a) Traiettoria della massa sull’asse verticale
per k = 750|900
(b) Traiettoria della massa sull’asse verticale
per k = 900|750
(a) Andamento del centro di massa sull’asse verticale
rispetto al tempo
(b) Andamento del centro di massa sull’asse verticale
rispetto al tempo
Dai risultati si evince che la prestazione migliore si ottiene inse-
rendo una molla più morbida nella prima parte del contatto e una
molla più dura nella seconda parte del contatto, in questo modo si
accumula più energia cinetica e si rilascia maggiore energia poten-
ziale per il salto. L’istante dove effettuare lo switch è quello in cui
si ha la massima compressione della molla.
Pertanto:
• la prestazione migliore si ottiene con uno switching, quindi è
ragionevole supporre che la soluzione con singolo switching
sia quella ottima
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• la sequenza di controlli ottima realativa al caso con uno swit-
ching è umin nel primo intervallo e umax nel secondo
• lo switching avviene in prossimità dell’istante di massima com-
pressione della molla
• per un caso esemplificativo si ottiene un miglioramento della
velocità media di circa il 20% rispetto al sistema con molla
ottima con rigidezza costante
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Capitolo 4
Progettazione e Risultati sperimentali del
Robot
In questo capitolo si presenta il lavoro di progettazione del robot
ed i risultati sperimentali.
Per poter realizzare un prototipo su cui eseguire test sperimentali é
stato realizzato un modello fisico del sistema che includesse ulte-
riori parametri come, ad esempio, la massa stimata della gamba e
vincoli di attuazione. Questo modello ha permesso di dimensiona-
re adeguatamente il motore per poter portare la gamba all’angolo
di attacco desiderato durante la fase di volo.
Il sistema SLIP è implementato in un ambiente virtuale per vali-
dare i risultati ottenuti nelle simulazioni. Il simulatore utilizzato è
SimMechanics/MATLAB. In questo ambiente è definita la strategia
di controllo per il Robot utilizzando i valori ottimi delle molle cal-
colati durante le simulazioni.Inoltre tramite questa simulazione è
possibile calcolare le prestazioni e i valori di coppia necessari per
il controllo.
Per il disegno CAD del robot è stato utilizzato un software di gra-
fica 3D: PRO ENGINEER Wildfire, con cui è prossibile ottenere
tutte le caratteristiche dei componenti del robot: dimensione mas-
sa, forma, e le tavole di disegno che permettono la realizzazione di
alcuni componenti fabricati in officina.
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4.1 Valutazione delle componenti
La stessa analisi dello studio teorico del sistema è effettuata per
valutare il coefficiente di elasticità della molla da inserire nel robot
per le prove sperimentali.
Pro Engineer Wildfire permette di valutare le caratteristiche dei
componenti del robot, dunque per le simulazioni sono inseriti i
valori reali delle masse e delle lunghezze del robot, quindi le unità
di misura adottate nelle simulazioni sono modificate in maniera
coerente rispetto allo studio precedente. Valori fissi:
Massa m = 500g
Accelerazionedigravit g = 981cms−1
Lunghezzadellamolla L = 18cm
Angolodellavelocitiniziale β = 90
Per quanto riguarda i parametri α angolo di touchdown, k rigidezza
della molla e velocità iniziale V saranno valutati nelle simulazio-
ni.
4.2 Valutazione del coefficiente di elasticità della molla
Il primo parametro che si sceglie di valutare è il coefficiente di ela-
sticità della molla. Analizzando l’andamento del centro di massa
del sistema al variare della rigidezza è possibile sapere con quali
molle il salto viene effettuato correttamente dal template, in tal ca-
so l’angolo di touchdown α è fisso a 95 e la velocità iniziale V è
fissa a 90 cms−1.
Il primo range che si osserva è k = [ 10 500 ]Nm−1 con aumento
del valore della rididezza di 10 unità.
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(a) Traiettoria centro di massa con k = 50 (b) Traiettoria centro di massa con k = 110
(a) Andamento del centro di massa (b) Andamento del centro di massa
Dai grafici ottenuti è possibile dedurre che per rigidezze troppo
piccole il sistema non effettua il salto o lo spostamento è molto
piccolo. Solo nell’ultimo grafico con k = 400 Nm−1 il sistema ef-
fettua un buon salto in avanti ottendo anche un valore di velocità
media valido.
Quanto detto è confermato dall’andamento del centro di massa
rispetto all’asse orizzontale e della velocità media.
Per valori piccoli di k la velocità media è anche negativa il robot
non salta in avanti ma in direzione opposta, come mostra la figura
4.9b.
Il valore ottimo di rigidezza per cui si ottiene il valore massimo
della velocità media è di 150 Nm−1.
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Figura 4.1: Traiettoria del centro di massa
(a) Andamento centro di massa asse orizontale (b) Andamento della velocità media al variare della
rigidezza
Per k = [ 100 1000 ] Nm−1, aumentando la rigidezza di 50 unità
si ottengono:
(a) Traiettoria centro di massa con k = 50 (b) Traiettoria centro di massa con k = 110
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(a) Andamento del centro di massa (b) Traiettoria centro di massa con k = 110
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Si nota che aumentando la rigidezza della molla i salti avvengo
più correttamente e aumenta l’altezza del salto a scapito di minor
spazio percorso sull’asse orizzontale, come mostrato di seguito:
(a) Andamento del centro di massa sull’asse
orizzontale
Il massimo valore della velocità media si ottiene con rigidezza
bassa rispetto al valore massimo considerato, quindi per percor-
re maggior spazio nell’asse orizzontale sarebbe meglio utilizzare
una molla più morbida (soft).
Aumentando ancora i valori della rigidezza il sistema effettua più
facilmente i salti, anzi per molle molto dure, con il parametro di
velocità iniziale e angolo di touchdown considerato, il salto è mol-
to probabilmente effettuato a discapito delle prestazioni.
(a) Spazio percorso dal cento di massa (b) Andamento della velocità media
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Nella figura sopra si considera un range di variazione di k da 200
a 3000 Nm−1, l’andamento delle prestazioni diminuisce fino ad un
certo valore minimo, poi risale senza ottenere mai un massimo.
Infatti aumentando fino a 10000 Nm−1 le prestazioni aumentano
sempre, questo però non costituisce un vantaggio poiché non si
hanno informazioni attendibili sul sistema. Pertanto è necessario
studiare il comportamento del modello al variare degli altri para-
metri finora fissati: l’angolo di touchdown α e la velocità iniziale
V .
Figura 4.2: Velocità media al variare della rigidezza
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4.2.1 Stima dell’angolo di touchdown al variare della rigidezza
Per la stima dell’angolo di touchdown si considera il range di va-
riazione [ 91 120 ]Nm−1, a differenza di quanto fatto nelle si-
mulazioni del capitolo precedente dove è stato utilizzato il ran-
ge [ 60 88 ]Nm−1, per analizzare ed osservare il comportamento
del sistema all’istante di takeoff.
Tale analisi è effettuata al variare del coefficiente di elasticità della
molla sui range: [ 10 300 ], [ 100 1000 ], [ 200 3000 ], [ 200 10000 ] Nm−1.
Il primo range di rigidezza osservato è k = [ 10 300 ] Nm−1.
Figura 4.3: Andaento della velocità media al variare dell’angolo di attacco
Al variare dell’angolo α, nel range di rigidezze considerato, si
evince che la velocità media diminuisce fino ad ottenere valori
negativi dai quali si deduce che il robot non salta in avanti.
Per meglio comprendere l’effetto della rididezza al variare dell’an-
golo di attacco si riporta lo stesso grafico precedente indicando i
valori di rigidezze per cui si ottiene la velocità media massima per
ogni angolo considerato:
Per valori di α compresi tra i 91rˇ ed i 100rˇ si possono utilizzare
molle morbide ottenendo delle buone prestazioni dal sistema; su-
perati i 100rˇ la velocità media diminuisce nonostante si applichi la
rigidezza più elevata. Si riporta il grafico della variazione di velo-
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Figura 4.4: Andamento velocità media con k ottimi
cità media rispetto all’intervallo di angoli definito per alcuni valori
di rigidezza:
Figura 4.5: Andamento della velocità media al variare dell’angolo alpha per alcuni valori di
rigidezza
Quest’ultimo conferma i risultati riportati nel paragrafo preceden-
te, con molle troppo morbide il sistema non funziona e per ottenere
un comportamento adeguato del sistema bisogna utilizzare ango-
lo non troppo distanti da 91rˇ e rigidezze che superino il valore di
110 Nm−1. Svolgendo un’analisi propria per la stima dell’angolo
di touchdown si ottiene:
(a) Andamento della velocità media al variare della
rigidezza per un angolo di attacco vicino ai 90rˇ
(b) Andamento del centro di massa sull’asse verticale
rispetto al tempo
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(a) Velocità media al variare della rigidezza per un
angolo di attacco largo
(b) Andamento del centro di massa sull’asse verticale
rispetto al tempo
Dunque nel range di rigidezze considerato per angoli vicini a 90rˇ
il sistema effettua il salto, per angoli più grandi il monopiede cade
in avanti.
Considerando il k = [10010000] si ottiene:
Figura 4.6: Andamento della velocità media al variare di α
Aumentando i valori di rigidezza migliorano le prestazioni del si-
stema, si ottengono migliori valori di velocità media, escludendo i
valori negativi, inoltre aumenta il range di angoli dentro il quale il
sistema effettua i salti.
Figura 4.7: velocità media rispetto all’angolo di attacco per alcuni valori di k
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Aumentando α e k migliorano le prestazioni del sistema.
(a) Andamento velocità media rispetto alla rigidezza (b) Andamento del centro di massa sugli assi verticale
ed orizzontale
Figura 4.8: Velocità media al variare di k
Dai risultati ottenuti, per il valore di velocità iniziale considera-
to, l’intervallo di variazione della rigidezza deve essere aumentato
per ottenere prestazioni migliori dal sistema. Pertanto si considera
l’intervallo k = [ 200 3000 ], da cui si ottiene:
(a) Andamento della velocità media al variare
dell’angolo di attacco
(b) Andamento della velocità media rispetto ad α per
alcuni valori di k
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In questo intervallo di valori del coefficiente di elasticità della mol-
la si ottengono delle buone prestazioni, il set di valori dell’angolo
di touchdown in cui il monopiede effettua il salto in avanti au-
menta ancora superando i 105rˇ, valore abbastanza ampio. E’ da
considerare anche la validità dei risultati ottenuti, non è certo che
il sistema possa avere le caratteristiche per eseguire questi risulta-
ti. A 95rˇ la velocità media arriva a circa 50 cms−1, al di sopra di
questo valore si raggiungono valori di velocità media abbastanza
elevati per il robot che si vuole realizzare. Dunque è necessario de-
finire il valore di velocità iniziale così da poter sfruttare al meglio
le caratteristiche del sistema.
Di seguito per completezza sono riportati i grafici dell’andamento
del centro di massa e la forma del salto, infine l’andamento della
velocità media sull’ultimo intervallo di rigidezza considerato.
(a) Velocità media al variare di k per un valore di α (b) Andamento del centro di massa sull’asse verticale
rispetto al tempo
(a) Andamento del centro di massa sull’asse
orizzontale e verticale
(b) Andamento del centro di massa sull’asse verticale
rispetto al tempo
82
(a) Andamento del centro di massa sull’asse verticale
rispetto al tempo
(b) Andamento del centro di massa sull’asse verticale
rispetto al tempo
Per k = [20010000]
Figura 4.9: Andamento
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4.3 Modello SimMechanics
SimMechanics permette progettazione e simulazione di sistemi
meccanici multibody. Questi sono costituiti da corpi rigidi con-
nessi mediante giunti e rispettano le leggi classiche della dinamica
Newtoniana. Sim Mechanics è in grado di simulare i movimenti
rotazionali e traslazionali di un corpo rigido nello spazio. Con-
sente inoltre la visualizzazione degli ambienti grafici: MATLAB
Handle Graphics windows e Virtual world rendered in a virtual
reality viewer. L’utilizzo di questo tipo di programmazione per-
mette di ottenere informazioni e risultati più coerenti per svolgere
la realizzazione del sistema sperimentale.
4.3.1 SLIP in SimMechanics
L’implementazione in SimMechanics è realizzata tramite dei bloc-
chi, connessi sequenzialmente, che rappresentano un oggetto mec-
canico: un giunto, un corpo, un sensore, un attuatore, etc. An-
zitutto è necessario creare l’ambiente per sistema meccanico e il
sistema di riferimento inerziale (CS World) a cui tutti gli oggetti
faranno riferimento per lo studio della dinamica, questo è possibi-
le tramite i blocchi env e ground. Nel caso in esame viene creato
un piano dove il Monopiede dovrà saltare in avanti,pertanto è con-
nesso un vincolo ad incastro tra l’origine del sistema inerziale ed
il piano tramite il blocco weld. Il piano è realizzato tramite il bloc-
co body all’interno del quale si definisce la posizione del centro di
massa e quella degli altri sistemi per disegnare il corpo. Tramite le
distanze tra il sistema di riferimento locale del corpo, che potrebbe
anche essere il centro di massa dello stesso, si crea la forma del-
l’oggetto. Il sistema di riferimento locale del corpo i è connesso
ad un sistema di riferimento del corpo i-1, nel caso di giunti del
primo ordine: rotoidale o prismatico, la distanza tra i due corpi è
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nulla pertanto la distanza tra le origini dei due sistemi di riferimen-
to è uguale zero. Allo stesso corpo i potrà essere attaccato un altro
corpo i+1 questo potrà essere collegato all’origine del sistema di
riferimento locale o ad un altro sistema di riferimento del corpo i
a seconda della posizione in cui si vorrà connettere il corpo i-1. A
seguito del piano, è realizzata la struttura dello SLIP. Il Momopie-
de in fase sperimentale sarà realizzato in 2D quindi considerando
la sua cinematica esso avrà tre gradi di libertà nel sistema inerziale
così definiti: assi x prismatico con vero in avanti, asse y con verso
in alto e asse z rotoidale. Queste condizioni sono definite attra-
verso il blocco Custom Joint, dove si sceglie il tipo di movimento
che dovrà eseguire il sistema meccanico durante il moto sull’asse
considerato: moto rotoidale o prismatico. Inoltre su questo blocco
è possibile definere, se necessario, le condizioni iniziali: posizione
e velocità, connettendo il blocco Joint Initial Condition.
La struttura dello SLIP inizia con la definizione della massa del
pendolo inverso, rappresentata con un cubo avente le caratteristi-
che di una sfera, in particolare l’inerzia. Anche se la forma del
corpo non è quella desiderata o richiesta definendo le grandezze
che lo caratterizzano, l’oggetto durante la simulazione è gestito da
SimMechanic come se in realtà lo fosse. Il centro di massa della
sfera è collegato col centro di massa del piano, in questo modo il
sistema è gestibile con maggior semplicità nella variazione delle
sue grandezze durante lo svolgimento della simulazione. Successi-
vamente è creata la gamba con la molla, collegata alla sfera tramite
un giunto rotoidale avendo l’unico grado di libertà sull’azze z, il
giunto è definito tramite il blocco revolute, e la gamba è definita
con du blocchi body collegati tra loro attraverso una molla, blocco
Joint Spring and damper.
Il coefficiente di elasticità della molla e le condizioni iniziali sono
definiti in base alle prove effettuate nello studio di identificazione
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dei parametri esposto in precedenza.
Definita la struttura di tutto il sistema meccanico e la sua cine-
matica, si considera la dinamica. Per osservare gli andamenti dei
centri di massa dei corpi e dei giunti interessati vi sono i blocchi
body sensor e joint sensor, nel caso in esame il giunto rotoidale
che collega la gamba e la sfera è attuato, tramite il blocco joint
actuator è possibile fornire la coppia al giunto.
Le forze in gioco sono: l’attrito dinamico tra la gamba ed il piano,
la forza di reazione della molla, la forza peso della struttura dovuta
all’accelerazione di gravità, la forza di reazione del piano,Fn orto-
gonale allo stesso ed il momento angolare sul giunto rotoidale. Si
consideri inoltre una velocità iniziale di modulo V e fase β , sup-
ponendo che il Monopiede sia già in movimento e con un angolo
d’attacco pi−α .
La forza peso, la forza di reazione della molla ed il momento del
giunto rotoidale sono già definite dalla struttura, avendo indicato
le masse dei corpi e le inerzie, è necessario definire l’attrito nel
piano e la forza normale di reazione. Questo è possibile attraverso
il blocco Contact Force definito in un esempio dell’Help di MA-
TLAB per SimMechanic. Il blocco è così strutturato: in ingresso
si collega un punto del corpo sul quale si vuole fare agire la forza
di contatto, ovvero l’origine di un sistema di riferimento del punto
considerato. Dentro il blocco vi è un Mechanical Branching Bar
che invia la forza trasmessa dalla struttura tramite la forza peso
ad un Body Sensor che in uscita fornisce posizione e velocità del
punto, che costituiscono gli ingressi del blocco Force Law che in
uscita origina la forza normale dovuta all’urto del corpo. Posizio-
ne, velocità e forza di contatto sono i segnali in uscita del blocco.
Quanto detto è possibile verificarlo nella seguente figura:
Dentro il blocco Contact Force i segnali di posizione e velocità
ricevuti dal sensore sono così trattati. Al segnale di posizione è
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Figura 4.10: blocco Contact Force
sottratto o sommato un segnale costante, che nel caso considerato
è nullo perché il sistema meccanico è in 2D, questo è inviato ad un
blocco di selezione nel quale è possibile indicare l’asse dove av-
viene il contatto. Da notare che i segnali rilevati dal sensore sono
vettori in tre dimensioni dati negli assi x, y e z. Al blocco Selec-
tion è collegato un blocco di condizione if, se il segnale ricevuto
in ingresso asserisce alla condizione definita, il segnale segue al
blocco Penalty Force dove è definita la legge che definisce la for-
za di reazione al contatto, altrimenti è inviata ad un blocco dove la
forza in uscita è nulla. Il blocco Merge unisce i segnali ottenuti dai
due blocchi fornendo in uscita il segnale che rappresenta la forza.
La figura seguente mostra la spiegazione precedente:
Dentro il blocco Penalty Force è definita la legge che genera la for-
za di reazione al contatto. Vi sono due blocchi gain che rappresen-
tano una molla, per il segnale di posizione, ed uno smorzatore per
il segnale della velocità, così è possibile controllare le vibrazioni
dovute all’urto del contatto. Al segnale rappresentante la fora di
reazione della molla è sommato quello dello smorzatore, il segna-
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le ottenuto rappresenta la forza di reazione del piano sulla gamba,
di questo segnale si considera solo la parte positiva concorde con
il cerso dell’asse y, dunque si inserisce un blocco di saturazione.
Il secondo blocco di saturazione è necessario per correggere il se-
gnale in uscita dal Penalty Force. Con il segnale che rappresenta la
componente della velocità sull’asse x si definisce la forza d’attrito
dinamico, la legge definita è la seguente:
F =−ϕ ·N · tanh(−ki ·Vx) (4.1)
La legge di attrito dinamico è F = ϕ ·N, la tangente iperbolica è
necessaria per generare il segnale che definisce l’attrito, il suo ar-
gomento è negativo per avere il segnale specchiato della tangente
iperbolica e tramite il guadagno ki è possibile controllare l’intorno
dello zero. Si ottiene dunque il seguente segnale:
(a) Tangente Iperbolica (b) Specchio tangente iperbolica
Figura 4.11: Segnale che genera l’attrito
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La descrizione sopra spacificata riguarda la seguente figura:
Figura 4.12: Legge delle forze normale e d’attrito dinamico
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4.3.2 Strategia di controllo
L’obiettivo che si vuole raggiungere è rendere libero il sistema nel-
la sua evoluzione passiva senza dover agire su di esso ponendo dei
vincoli per la generazione della forma d’onda del centro di mas-
sa. Dunque per il template non si sceglie un tipo di controllo che
potrebbe agire su un parametro rilevante durante la fase di contat-
to ma che agisca durante la fase di volo dove il sistema è libero
di evolvere. Attuando il giunto rotoidale tra la sfera e la gamba
è possibile regolare l’angolo di attacco α in maniera appropriata
per ottenere l’angolo che genera il salto successivo: la rotazione
avviene durante la fase di volo. Affinché il sistema prcepisca che
deve attuare il giunto rotoidale è necessario un segnale che faccia
capire al controllore che la gamba non è in contatto col terreno,
quindi la forza di contatto è il segnale corretto per fornire l’in-
formazione necessaria al controllore. Dunque il controllore ha la
seguente struttura:
Figura 4.13: controllore
Si acquisisce l’angolo dal giunto rotoidale attraverso un sensore,
tale segnale è inviato in retroazione ad un controllore che in ingres-
so ha il segnale di riferimento, il segnale in uscita dal controllore
è moltiplicato per la forza di contatto che è nulla durante la fase
di volo, quindi è possibile applicare il controllo. Per tale motivo
è stato inserito un blocco di ritardo, Memory o Delay, tra il se-
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gnale della forza ed il blocco di confronto Copare to Zero, così il
controllore si attiva subito dopo l’istante di takeoff.
Figura 4.14: SLIP structure in SimMechanics 2D vision
Figura 4.15: SLIP structure in SimMechanics 3D
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4.4 Progettazione del Robot
Per simulare il moto planare del robot é stato deciso di realizza-
re un protitpo in grado di ruotare attorno ad un asse verticale, ad
una distanza da esso sufficientemente maggiore (la lunghezza del
braccio è pari a tre volte la lunghezza della gamba) delle altre di-
mensioni del sistema. Il prototipo è stato realizzato in accordo con
lo schema cinematico riportato in figura 4.16. Il robot è dotato di
cinque giunti, θ1 rotoidale con asse verticale, θ2 rotoidale con asse
orizzontale per permettere il movimento verticale della massa su-
periore, θ3 rotoidale e attuato per permettere lo swing della gamba
durante la fase di volo, d4 lineare per permettere la compressio-
ne della molla, θ5 rotoidale per compensare gli spostamenti fuori
dal piano ideale di moto. Il prototipo è stato progettato per essere
utilizzato con un set di molle lineari di rigidezza differente. Il dise-
Figura 4.16: Definizione della cinematica
gno del robot, di cui una vista tridimensionale e una immgine sono
rappresentate in figura 4.17 è stato eseguito con il software CAD
Pro Engineer. I giunti sono realizzati con cuscinetti rotazionali e
lineari a sfere. I giunti θ1, θ2 e θ3 sono dotati di sensore magneti-
co di posizione per poter misurare la posizione e la velocitá della
massa nel piano e lŠorientazione della gamba. Inoltre all’estremitá
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inferiore della gamba è posto un sensore di forza per determinare
se il robot sia in una fase di contatto.
Nella figura seguente è mostrato il design del monopiede planare
realizzato con Pro Engineer.
Figura 4.17: Struttura del sistema SLIP in ProEngineer
La base, dove si trova il giunto orizzontale, è il Frame del sistema
meccanico ( rosso - grigio ), dentro il frame si trovano dei cusci-
netti per permettere il moto rotoidale; in questa struttura è posta
l’elettronica per il controllo del robot. Al Frame è agganciato il
braccio ,tramite una cerniera che permette il moto planare del mo-
nopiede, sul quale è posto il motore necessario per effettuare la lo
swing della gamba.
Infine la gamba è realizzata tramite una guida lineare che scorre su
una boccola e sul piede è posto un sensore di pressione per rilevare
la forza di contatto.
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4.5 Elettronica
Sono utilizzati quattro sensori per le misure: tre encoder magnetici
AS5045 della austriamicrosystem, uno sul giunto orizzontale che
misura la rotazione del braccio sul piano, un encoder sulla cernie-
ra per misurare l’altezza del salto e l’ultimo encoder è posto sul
motore per misurare a rotazione nella fase di volo e l’angolo di
attacco della gamba. Il quarto è un sensore di pressione che mi-
sura il contatto della gamba sul piano, necessario per realizzare la
strategia di controllo.
La comunicazione tra la scheda di controllo e il calcolatore avvie-
ne attraverso cavo seriale USB RS422.
Il microcontrollore utilizzato è il PSoC3 CY8C3246PVI-147 con
firmware dedicato.
La scheda di controllo utilizzata è stata realizzata dai dottorandi
del ”Centro E. Piaggio” avente le seguenti caratteristiche:
Generale
• tre connettori per gli encoder
• due connettori per i motori, è possibile controllare due motori
per volta
• Interfaccia Network RS-485
• dimensioni del PCB 51 x 21
Specifiche elettriche
• valore minimo della tensione 7V
• valore massimo della tensione 24V
• corrente continua per canale 0.5 A
• picco di correne per canale 1A
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Comunicazione RS-485
• Bandwidth 115200
• 8 Bit
• Nessun Bit di parità
Per implementare il controllo sono utilizzati due software Simulin-
k/MATLAB e C++. La comunicazione in C++ è preferibile perché
i tempi di comunicazione sono minori.
4.6 Implementazione Sperimentale
Durante la fase sperimentale sono stati riscontrati questi proble-
mi:
• la taratura del sensore di pressione
• l’eliminazione delle ridondanze del segnale dopo il primo con-
tatto.
Le soluzione a questi problemi sono ottenute via software.
Per la taratura del sensore di pressione è stata definita una soglia
massima e minima, in questo modo è possibile rilevare il contatto
per ogni molla lineare utilizzata; Mentre l’eliminazione di piccole
ridondanze dopo il primo contatto, concettualmente possono es-
sere comprese come fenomeno di chattering, inserendo un ritardo
nella richiesta di avvenuto contatto da parte del sistema di control-
lo. Tale ritardo è inserito in maniera che il sistema rilevi l’istante
in cui il sistema è in volo e possa effettuare lo swing.
Queste soluzioni sono automatizzate per tutte le prove così da non
essere ripetute ad ogni prova per il cambio della molla.
Le prove sono svolte solo con molle lineari a rigidezza costante e
con cinque molle con rigidezza differente. Tali molle hanno:
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• k = 0.15N/mm
• k = 0.31N/mm
• k = 0.4N/mm
• k = 0.5N/mm
• k = 0.75N/mm
• k = 1N/mm
Le molle sono state acquistate presso Vanel SARL ( http://www.
vanel.com )
4.7 Risultati Sperimentali
Sono stati eseguiti esperimenti per molle con 6 rigidezze diverse,
da 0.15N/mm a 1N/mm. Gli eseprimenti sono stati eseguiti ri-
spettando la seguente procedura: il robot viene lasciato cadere da
un’angolo θ2 = 60deg con velocità iniziale orizzontale nulla e an-
golo di attacco α = 90deg. Non appena viene detettao il contatto,
il motore esegue uno spostamento con controllo in retroazione pro-
porzionale di un angolo comandato pari a 30deg, per compensare
gli attriti e gli effetti inerziali dovuti alla sua dinamica. Quando
viene meno il contatto con il suolo il motore torna alla posizione
iniziale.
Per il controllo in retroazione del motore è utilizzato il sensore di
posizione sul giunto attuato θ3.
In figura 4.18 sono riportati i grafici delle misure fornite dal sen-
sore di forza e delle posizioni angolari rilevate dagli encoder posi-
zionati sui giunti rotoidali θ1, θ2 e θ3.
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Figura 4.18: Grafici della misura fornita dal sensore di forza (alto a sinistra), dell’angolo del-
l’albero di uscita del motore (alto a destra), dell’angolo del giunto rotoidale relativo allo spo-
stamento verticale e del giunto rotoidale relativo allo spostamento orizzontale. I dati sono stati
ottenuti per il prototipo realizzato, con una molla di rigidezza 0.5N/mm, una massa superiore
equivalente di circa 637g, una massa della gamba di circa 123g. Il punto rosso rappresenta
l’istante in cui viene detettato il contatto
Conclusioni
E’ stato realizzato un nuovo algoritmo di calcolo per la traiettoria
del sistema, al quale é stata adattata una nuova strategia di con-
trollo per il moto passivo del sistema. Dai risultati ottenuti si evi-
denziano miglioramenti delle prestazioni del sistema nel suo moto
passivo.
Sviluppi Futuri
Studiando la fase di volo è possibile migliorare ulteriormente le
prestazioni del sistema ed eliminare la dipendenza dalla fase di
contatto.
Un nuovo modello matematico per la fase di contatto che tenga
conto del rapporto tra l’angolo di attacco e l’angolo della velocità
iniziale.
Realizzare una struttura a due gambe per provare la legge di con-
trollo definita per valutarne le prestazioni.
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Capitolo 5
Appendice A
In questa sezione sono riportati i listati principali dei modelli cal-
colati.
5.1 (
Modello SLIP considerato il punto di stacco dal terreno la coordi-
nata verticale del centro di massa)
% Cunsolo Davide Salvatore
% matricola 419766
clc
clear all
close all
% Initial Step for Runge-Kutta method
Step = odeset('InitialStep',0.00001,'MaxStep',0.01);
tf = 2; % final time
% System Note
m = 1; % mass
g = 9.81; % acceleration gravity
L = 1; % length leg
k = 950; % stifness
alpha_attack = 85; % angle attack
alpha = deg2rad(alpha_attack);
beta_gradi = 45; % angle initial velocity
beta = deg2rad(beta_gradi);
x0 = -L*cos(alpha); % initial position x axis
y0 = sqrt((L^2)-(x0^2)); % initial position y axis
Vi = 3; % initial velocity
Vx = Vi*cos(beta); % initial velocity x axis
Vy = -Vi*sin(beta); % initial velocity y axis
condizioni_iniziali = [x0 Vx y0 Vy]; % initial condition
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% funzione-handle
fhandle = str2func('modello');
%%%%%%% Dynamic Touchdown (TD)
[ t, output ] = ode45( @modello, [ 0 tf ], condizioni_iniziali, Step, k, L, m, g );
% t: time vector
% output: output matrix where
% output(:,1) x-axis position
% output(:,2) x-axis speed
% output(:,3) y-axis position
% output(:,4) y-axis speed
%%%%% Dynamic Takeoff (TO)
dim_pos_y = size( output(:,3) );
val_tempo = zeros(1,dim_pos_y(1,2));
for i = 1:dim_pos_y(1,1)
if ( ( output( i, 3 ) > output( 1, 3) ) && (val_tempo==0))
val_tempo = i;
end
end
tfinale = 2 * output( val_tempo, 4 )/g;
tempo2 = ( t( val_tempo, 1 ): tfinale/50 : tfinale + t( val_tempo, 1 ) )';
parabola_X = output( val_tempo, 1 ) + output( val_tempo, 2 ).*( tempo2 - t( val_tempo, 1 ) );
parabola_Y = output( val_tempo, 3 ) + ( output( val_tempo, 4 ).*( tempo2 - t( val_tempo, 1 ) ) )-...
( 1/2*g*( ( tempo2 - t( val_tempo, 1 ) ).^2 ) );
tempotot = [ t( (1:val_tempo), 1 ); tempo2 ];
ytot = [ output( 1:val_tempo, 3 ); parabola_Y ];
xtot = [ output( 1:val_tempo, 1 ); parabola_X ];
averagespeed_axis = ( parabola_X(end,1) - x0 )/( tempo2(end,1) - t(1,1) ) ;
disp([ 'average speed axis = ' num2str(averagespeed_axis) ])
% FIGURE: Mass Displacement on Y axis vs Time
figure
plot( tempotot, ytot, 'b', 'LineWidth', 1.5 )
xlabel('Time')
ylabel('Y-displacement')
title('Center of Mass Gait')
grid on
% FIGURE: Mass Displacement on X axis vs Time
figure
plot( tempotot, xtot, 'b', 'LineWidth', 1.5 )
xlabel('Time')
ylabel('X-displacement')
title('Center of Mass Gait')
grid on
(
Modello SLIP considerato il punto di stacco dove si annulla la
forza elastica della molla)
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% Cunsolo Davide Salvatore
% matricola 419766
clc
clear all
close all
% Initial Step for Runge-Kutta method
Step = odeset('InitialStep',0.00001,'MaxStep',0.01);
tf = 2; % final time
% System Note
m = 1; % mass
g = 9.81; % acceleration gravity
L = 1; % length leg
k = 950; % stifness
alpha_attack = 85; % angle attack
alpha = deg2rad(alpha_attack);
beta_gradi = 45; % angle initial velocity
beta = deg2rad(beta_gradi);
x0 = -L*cos(alpha); % initial position x axis
y0 = sqrt((L^2)-(x0^2)); % initial position y axis
Vi = 3; % initial velocity
Vx = Vi*cos(beta); % initial velocity x axis
Vy = -Vi*sin(beta); % initial velocity y axis
condizioni_iniziali = [x0 Vx y0 Vy]; % initial condition
% funzione-handle
fhandle = str2func('modello');
%%%%%%% Dynamic Touchdown (TD)
[ t, output ] = ode45( @modello, [ 0 tf ], condizioni_iniziali, Step, k, L, m, g );
% t: time vector
% output: output matrix where
% output(:,1) x-axis position
% output(:,2) x-axis speed
% output(:,3) y-axis position
% output(:,4) y-axis speed
% EVALUATION OF THE END TO THE CONTACT PHASE
% take the values of deltaL=0
L1 = sqrt(output(:,1).^2 + output(:,3).^2); % length spring in touchdown phase.
deltaL = L1 - L; % variable stiffness.
deltaL_bool = deltaL(20:end) > 0; % variable stiffness boolean value.
% deltaL1(20:end): take twenty-first element of the vector because it is
% very different from zero
endcontactindex = find(deltaL_bool == 1,1,'first') + 19; % index instant final Touchdown phase. In this the force is egual zero.
% EVALUETION FORCE AND ENERGY SYSTEM DURING THE TOUCHDOWN PHASE
FspringTD = k*deltaL(1:endcontactindex,1); % force spring gait in touchdown phase.
VTD = ( output(1:endcontactindex,2).^2 + output(1:endcontactindex,4).^2 ); % velocity gait in touchdown phase.
ETD = 1/2*(m*VTD) + m*g*sin(alpha); % kinetic energy in touchdown phase.
UTD = 1/2*k*deltaL(1:endcontactindex,1); % potential energy in touchdown phase.
%%%%% Dynamic Takeoff (TO)
timeTDend = t( endcontactindex, 1 ); % final instant Touchdown
timeTO = 2*( output( endcontactindex, 4 )/g ); % final instant Takeoff
time_fly = ( timeTDend : timeTO/50 : timeTDend + timeTO )'; % time fly
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% x axis: position_x = x_end_touchdown + x_initial_takeoff
parabola_x = output( endcontactindex, 1 ) + ( output( endcontactindex, 2 ).*( time_fly - t( endcontactindex, 1 ) ) );
% y axis: position_y = y_end_touchdown + y_initial_takeoff
parabola_y = output( endcontactindex, 3 ) + ( output( endcontactindex, 4 ).*( time_fly - t( endcontactindex, 1 ) ) ) - ...
( 1/2*g*( ( time_fly - t( endcontactindex, 1 ) ).^2 ) );
Time = [ t( ( 1:endcontactindex ), 1 ); time_fly ];
X = [ output( ( 1:endcontactindex ), 1 ); parabola_x ];
Y = [ output( ( 1:endcontactindex ), 3 ); parabola_y ];
averagespeed = ( parabola_x(end,1) - x0 )/( timeTO + t(endcontactindex,1) ) ;
disp(['average speer = ', num2str(averagespeed) ])
% FIGURE: Mass Displacement Y axis vs Time
figure
plot( Time, Y, 'LineWidth', 1.5 )
xlabel('Time [ s ]')
ylabel('Y-displacement [ m ]')
title('Center of Mass Gait')
grid on
% FIGURE: Mass Displacement X axis vs Time
figure
plot( Time, X, 'LineWidth', 1.5)
xlabel('Time [ s ]')
ylabel('X-displacement [ m ]')
title('Center of Mass Gait')
grid on
% FIGURE: Mass Displacement X axis vs Y axis
figure
plot( X, Y, 'LineWidth', 1.5)
xlabel('x-displacement [ m ]')
ylabel('y-displacement [ m ]')
title('Center of Mass Gait')
grid on
TimeTD = t(1:endcontactindex,1);
% FIGURE: Force Spring gait
figure
plot( TimeTD, FspringTD, 'LineWidth', 1.5)
xlabel('time [ s ]')
ylabel('Force sping [ m ]')
title('Force Spring Gait in touchdown')
grid on
% FIGURE: Kinetic Energy gait
figure
plot( TimeTD, ETD, 'Linewidth', 1.5)
xlabel('time [ s ]')
ylabel('Kinetic Energy [ N m ] ')
title('Kinetic Energy Gait in touchdown')
grid on
% FIGURE: Potential Energy gait
figure
plot( TimeTD, UTD, 'Linewidth', 1.5)
xlabel('time [ s ]')
ylabel('Potential Energy [ N m ]')
title('Potential Energy Gait in touchdown')
grid on
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(Implementazione in C++ )
Software di comunicazione C++
// Hopping Robot: Manuel Bonilla - Manolo Garabini - Davide Salvatore Cunsolo
// librerie del c++
#include <stdio.h>
#include <stdlib.h>
#include <unistd.h>
#include <getopt.h>
#include <string.h>
#include "qbmoveAPI/qbmove_packages.h"
#include "qbmoveAPI/qbmove_communications.h"
#include <time.h>
#include <windows.h>
// Tempo di campionamento: 7 mms
int main (int argc, char **argv)
{
// Definizione delle variabili
comm_settings comm_settings_t;// definizione delle varibili di comunicazione
short int measurements1[3];
short int measurements2[3];
short int inputs[2];
// Definizione delle variabili ausiliarie per l'inizializzazione dei sensori
short int degr;
short int contact_up;
short int contact_down;
short int zero1;
short int zero2;
short int zero3;
short int measurements_mem;
// variabili per la misura del tempo dell'esperimento
clock_t t1, t2, t3, t4;
double indelay;
degr = 30; // angolo di attacco
inputs[0] = 0;
inputs[1] = 0;
// inizializzazione della comunicazione
openRS485(&comm_settings_t, "COM5");
commGetMeasurements(&comm_settings_t, 2, measurements1);
commGetMeasurements(&comm_settings_t, 1, measurements2);
inputs[0] = measurements1[1];
inputs[1] = measurements1[1];
commSetInputs(&comm_settings_t, 2, inputs);
commActivate(&comm_settings_t, 2, TRUE);
printf("enter to begin\n");
getchar();
t1 = clock();
// Definizione della condizione di contatto e non contatto del sensore di pressione
commGetMeasurements(&comm_settings_t, 2, measurements1);
commGetMeasurements(&comm_settings_t, 1, measurements2);
measurements_mem = measurements1[1]; // Definisce il Treshold = soglia del sensore di pressione
contact_up = measurements1[2]+20;
contact_down = measurements1[2]-20;
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zero1 = measurements1[0];
zero2 = measurements1[1];
zero3 = measurements2[2];
inputs[1] = measurements_mem;
commSetInputs(&comm_settings_t, 2, inputs);
// Attesa del contatto
while (measurements1[2] < contact_up){
commGetMeasurements(&comm_settings_t, 2, measurements1);
}
inputs[0] = measurements_mem + 92*(degr);
inputs[1] = measurements_mem + 92*(degr);
commSetInputs(&comm_settings_t, 2, inputs);
t3 = clock();
t4 = clock();
indelay = (((float)t4 - (float)t3) / 1000000.0F ) * 1000;
// Delay: ritardo per contact detection, per evitarre contatti multipli
while (indelay < .08){
t4 = clock();
indelay = (((float)t4 - (float)t3) / 1000000.0F ) * 1000;
}
// E' insierito perché c'è il fenomeno fisico che può essere indicato come "chattering" dopo il primo contatto, per evitare
// si realizza un'attesa prima di chiedere nuovamente se esiste il contatto e in caso negativo effettuare lo swing
//Attesa della fine del contatto
while (measurements1[2] >= contact_down){
commGetMeasurements(&comm_settings_t, 2, measurements1);
}
// Ritorno alle condizioni iniziali.
commActivate(&comm_settings_t, 2, TRUE);
inputs[1] = measurements_mem;
commSetInputs(&comm_settings_t, 2, inputs);
// chiusura della comunicazione
t2 = clock();
commActivate(&comm_settings_t, 2, FALSE);
closeRS485(&comm_settings_t);
return 0;
}
PostProcessing in MATLAB
clc
close all
verticaljoint = results(:,1);
angle = results(:,2);
contact = results(:,3);
horizontaljoint = results(:,4);
time = results(:,5);
rp_rad = 2*pi/(360);
x_length = 482;%mm
y_length = 407;%mm
a = find(time > data, 1, 'first');
figure
title('Experimntal 1: k = 0.31 N mm^-^1 \alpha = 40')
subplot(2,2,1)
plot(time, contact,'k', 'LineWidth', 1 );
title('Force contact')
xlabel('[ s ]')
ylabel('Proporitional Force')
grid on
%%%%%%%%%%%%%%%%%%%%%%%
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subplot(2,2,2)
plot(time,-angle,'k', 'LineWidth', 1 )
title('Motor Angle')
xlabel('[ s ]')
ylabel(' degree ')
grid on
%%%%%%%%%%%%%%%%%%%%%%%
subplot(2,2,3)
plot( time, -verticaljoint, 'k', 'LineWidth', 2 )
title('Vertical Joint: JUMP')
hold on
plot(time(a), -verticaljoint(a), 'o', 'MarkerEdgeColor', 'r', 'MarkerFaceColor', 'r' )
xlabel('[ s ]')
ylabel('[ degree ]')
grid on
%%%%%%%%%%%%%%%%%%%%%%%
subplot(2,2,4)
plot( time, -horizontaljoint, 'k', 'LineWidth', 2 )
title('Horizontal Joint: HOP')
hold on
plot(time(a),-horizontaljoint(a), 'o', 'MarkerEdgeColor', 'r', 'MarkerFaceColor', 'r' )
xlabel('[ s ]')
ylabel('[ degree ]')
grid on
figure
subplot(1,2,1)
plot( time, -horizontaljoint*rp_rad*x_length, 'k', 'LineWidth', 2 )
title('Horizontal Joint: HOP')
hold on
plot(time(a),-horizontaljoint(a)*rp_rad*x_length, 'o', 'MarkerEdgeColor', 'r', 'MarkerFaceColor', 'r')
xlabel('[ s ]')
ylabel('[ degree ]')
grid on
%%%%%%%%%%%%%%%%%%%%%
subplot(1,2,2)
plot( time, -verticaljoint*rp_rad*y_length, 'k', 'LineWidth', 2 )
title('Vertical Joint: JUMP')
hold on
plot(time(a),-verticaljoint(a)*rp_rad*y_length, 'o', 'MarkerEdgeColor', 'r', 'MarkerFaceColor', 'r')
xlabel('[ s ]')
ylabel('[ degree ]')
grid on
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