Reverse-Engineering the Purkinje Neuron
=======================================

With more neurons than any other region in the brain, and a geometrical architecture that bears a resemblance to a man-made computer, the cerebellum has been the source of numerous theories of motor control (Eccles et al., [@B19]; Raymond et al., [@B51]; Doya et al., [@B18]; Ito, [@B30]) as well as fundamental concepts in artificial intelligence (Marr, [@B43]; Albus, [@B3]; Brunel et al., [@B8]; Dean et al., [@B17]). At the heart of this neuronal circuit lies one of the largest types of neuron in the brain: the Purkinje neuron (PN); each with over 100,000 inputs from perpendicular parallel fibers (PFs) and inhibitory interneurons, and a single climbing-fiber (CF) input per cell ascending from the inferior olive (IO; Ito, [@B30]). The vast complexity of intermingled circuitry, abundance of neurotransmitters and combination of different subtypes of neighboring cells (Ito, [@B29]) confound efforts of reverse-engineering the PN.

The majority of studies of PN functionality have been centered on spike timing and statistical analyses. At the cellular level, focusing on the neurotransmitters and their dynamics has lead to discoveries such as long-term depression (LTD) at the PF--PN and CF--PN synapses (Ekerot and Kano, [@B20]; Kano and Kato, [@B35]; Hansel and Linden, [@B23]) as well as relating LTD to motor learning (Raymond et al., [@B51]; Ito, [@B29]; Dean et al., [@B17]). At the circuit level, focusing on the orthogonal geometry of the cerebellar cortex has lead to theories of the morphological significance of this architecture in terms of motor function (Rokni et al., [@B52]; Apps and Hawkes, [@B4]; Bower, [@B7]). At this level of description, the most prominent controversy in the field of the PN is the existence of "Bistability" (as will be defined below) and whether it exists in the natural state (Rokni et al., [@B53]). The descriptions of Bistability have used spike timing analysis (Loewenstein et al., [@B40]; De Schutter and Steuber, [@B15]), which will be shown here to provide only a partial perspective of the controversy.

There is an alternative approach to analyzing and deciphering the functions of the PN, emanating from the field of electrical engineering (EE), particularly in terms of signal processing and circuit analysis. The terms "signal" and "circuit" have particular meanings in EE that are not always carried over when used in the field of neuroscience. The most elementary methodology to reverse engineer the PN, whose functions are unknown, is to treat it as a "black box," and measure the response of the cell (via the axon) as a function of its inputs. In this sense, the input signal must be subdivided into a zero input response -- the natural firing pattern of the PN in the absence of inputs; the first-order input response -- considering the output response to a variety of external sources; and higher-order responses including feedback and feedforward control mechanisms, where the inputs signals are re-fed into the cell. Distinguishing between these levels of complexity are system-based arguments, where the circuitry plays an important role in shaping the signal. In our paper (Abrams et al., [@B1]), we measured the output signal of the PN in *in vitro* conditions, which are better suited for measuring zero- and first-order responses. Comparisons of *in vitro* and *in vivo* analyses must take into account the different circuits involved, with most zero- and first-order results unobtainable using the *in vivo* method, due to the complexity of mixed signals. Furthermore, in terms of signals, the output of a cell can be viewed on a "pulse in, pulse out" level \[akin to a direct current (DC) circuit\] or on a "signal in, signal out" level \[akin to an alternating current (AC) circuit\]. The former considers each action potential (AP) to be the significant source of information. The latter of these descriptions deals with trains of APs and is far more powerful, encompassing the former; it relies on concepts of signal processing and particularly, the frequency response of a system.

Previous studies have shown that the PN is a constantly firing cell, even without external inputs (Llinás and Sugimori, [@B39]; Lang et al., [@B38]). Other studies of the cerebellum include theories of pattern generation circuits (Yarom and Cohen, [@B67]; Jacobson et al., [@B33]) based on oscillations measured in the cerebellum (Maex and De Schutter, [@B41]; De Zeeuw et al., [@B16]); however, earlier studies had shown an apparent lack of oscillatory activity in the PN itself (Keating and Thach, [@B36]; Hakimian et al., [@B22]). In our paper (Abrams et al., [@B1]) we showed a clearly measurable oscillatory signal in the PN, and delineated three-frequency bands that we claim are intrinsic to the PN. This review focuses on the results of our paper, and describes an alternative way of viewing PN functionality, in terms of frequency responses. We describe how using frequency analysis tools provide additional information regarding the output signal of the PN, as well as a brief review of recent results that bolster this approach. Finally, we use a circuit-based approach to show that the primary controversy in the field can be simplified in an elegant fashion, and describe the PN as a timing circuit.

Harmonic Signals and the Frequency Domain
=========================================

The field of signal processing relies on the distinction between the time and frequency domain descriptions of a harmonic signal. Harmonic signals and systems are an indispensible aspect of the natural world, ranging from the crystalline atomic structure of most materials, to the voice patterns we use every day. However, since we encounter most objects on an individual basis, and with a one-directional view of time, the time-domain description is what is normally used to describe things. For example, a single sin wave \[sin(*t*)\] is the most basic form of harmonic signal (Figure [1](#F1){ref-type="fig"}A, upper left, black), continuing from −∞ to +∞ in time, with an amplitude, *A*. Since it is an infinitely long signal, it would theoretically take infinite space to draw it in the time-domain with horizontal axis *t*. However, there are actually only two quantities of information needed to describe the signal: the amplitude, *A*, and the frequency, *f*, here at 1 Hz. Mathematically, there is a one-to-one transformation between functions in the time-domain and frequency domain: the Fourier transform (FT), which takes any function of *t* and transforms it into a function of *f*. The FT of the function sin(*t*) is a single peak at 1 Hz (Figure [1](#F1){ref-type="fig"}A, upper right), signifying that only 1 b of information (excluding amplitude) is needed to describe this signal. Intuitively, this is obvious in the case of sin(*t*) since it is understood from "sin(*t*)" that the signal is infinite with a frequency of 1 Hz. A more interesting example is combining sin(*t*), sin(3*t*), and sin(5*t*); the frequency domain description is simply three isolated peaks (Figure [1](#F1){ref-type="fig"}A, blue right), however the time-domain description of this combined signal is quite unintuitive, appearing as nearly a square-wave (Figure [1](#F1){ref-type="fig"}A, blue left). In fact, a perfect square-wave (1 Hz) can be described as a series of odd integer harmonics of sin waves with different amplitudes (Figure [1](#F1){ref-type="fig"}A, red). If the duty-cycle of the square-wave (duty-cycle is the time "up" over the full period) is altered, the frequency domain description has all-integer components at differing amplitudes (Figure [1](#F1){ref-type="fig"}A, green). An important observation to be made is that the axes of FT plots are typically logarithmic, to accentuate the peaks, however, this leads to an artificial increase in the "noise" signal, leading to the curved bottoms of the FT plots.

![**Fourier transforms and Purkinje firing output**. **(A)** Time-domain (left) and frequency domain (right, logarithmic *y*-axis) descriptions of mathematical signals. From top: (black) a single 1 Hz sine; (blue) combination of sin(*t*), sin(3*t*), and sin(5*t*), approximating a 1 Hz square-wave; (red) a perfect square-wave can be described as a series of odd integer harmonics of sine waves; (green) a 70% duty-cycle, 1 Hz square-wave has integer harmonics with different frequency coefficient heights. **(B)** FT of a 9 min patch-clamp recording from a Purkinje neuron *in vitro* (below) consisting of three-frequency range windows: Switching/Astable (\<1 Hz, red); Calcium (0.7--15 Hz, blue); Sodium (\>30 Hz, green). **(C)** Twenty-one FTs of 7 min recordings of spontaneously firing Purkinjes *in vitro* arranged showing all the cells displaying Sodium frequencies, 2/3 with Calcium frequencies, and 1/3 with Switching/Astable frequencies. (see Abrams et al., [@B1], for experimental details.).](fncir-05-00011-g001){#F1}

Engineers will typically use the term "frequency" interchangeably with "period" (*f *= *1/T*). Moreover, "frequency" can be used to describe the exact instantaneous frequency of a signal, or the frequency *band* being described. As an example, when listening to a radio station at 100 MHz, the "station" is the frequency band (in this case, 100 MHz), although the instantaneous "frequency" is continuously modulated between ∼20 and 20,000 Hz (audible sounds) *within* this band. Amplitude and frequency modulated (AM/FM) stations rely on different modulation techniques, however both methods will result in a distinct signature in the FT: the region of the "envelope" frequency (*viz*. 100 MHz) will have side-bands (i.e., peaks offset to the left and right), which will shift according to the "carrier" signal (*viz*. the music being played).

Measuring the output signal of numerous PNs *in vitro*, we have described three characteristic frequency bands: the Sodium frequency (\>30 Hz), Calcium frequency (∼1--15 Hz) and a newly defined "Switching" frequency (\<1 Hz). The names of the Sodium and Calcium frequency bands are derived from the well-documented spikes that form their respective waveforms: The high-frequency AP Na^+^ spikes exist in every cell, and form the *carrier* signal that is eventually transmitted as APs downstream (Monsivais et al., [@B47]). The lower frequency Ca^2+^ spikes are a more unique attribute of the PN (Hartmann and Konnerth, [@B24]; Achard and De Schutter, [@B2]), and are shorter, slower *envelope* waveforms. The Switching frequency is slower than the signals typically studied by most researchers (occasionally 40+ s periods), and can only be seen when viewing long time periods (see also Womack and Khodakhah, [@B65], [@B66]; McKay et al., [@B45]; Chen et al., [@B11]). Since certain cells display slow, continual oscillations (especially when pharmaceutically induced to do so; see Abrams et al., [@B1] for details), we can also call this an "Astable" mode, since it has no *stable* state, and oscillates between firing and quiescence. The FT of a cell with all three-frequency bands appears in Figure [1](#F1){ref-type="fig"}B, with the frequency bands overlaid for clarity. The naturally noisy PN signal has a 1/*f* fall in amplitude as is typical in naturally occurring signals (Roopun et al., [@B55]). Seeing the sub-1 Hz peaks in the FT requires very long segments of signal to be analyzed, as a rule requiring 10 full oscillation periods to occur within the analysis window. Furthermore, the amplitude of a peak in the FT not only incorporates information of the harmonics of the waveform (as in Figure [1](#F1){ref-type="fig"}A), but also the duration of time that a certain frequency appears; for example, if a cell fires at 10 Hz for 10 s during a 1 min recording, the peak will be smaller than if it fires at that rate for the entire minute. Therefore, the appearance of a peak in the FT signal signifies the *existence* of a frequency in the signal, with no information on the location of that frequency in the time-domain.

The FTs of 21 PNs measured spontaneously *in vitro* (with no additional pharmaceuticals added, 7 min recordings each) is presented in Figure [1](#F1){ref-type="fig"}C, arranged such that 1/3 contain Switching/Astable frequencies, 2/3 contain Calcium frequencies, and all contain Sodium frequencies. The three-frequency bands described here are different from the ambiguously classified "Γ, δ, θ, etc.," frequency bands used in electroencephalography (EEG) measurements, as well as those use in other regions of the brain (Buzsáki and Draguhn, [@B9]; Steriade, [@B59]; De Zeeuw et al., [@B16]; Roopun et al., [@B55]; Colgin et al., [@B12]), which is why they are not compared here to these known frequency bands. The names of these bands were given on the basis of the known contributions of their ionic components, particularly Na^+^ APs and Ca^2+^ spikes, which were shown to operate at slightly different frequency ranges from EEG-related bands. Other names can be given to these bands to remove the possible ambiguity between the Na^+^/Ca^2+^ spikes themselves and the frequency bands.

Tools of the Trade: Analyzing Complex Outputs
=============================================

To demonstrate the power and utility of the combination of both time and frequency domain representations of the PN output signal, we utilize some signal processing techniques on a segment of PN signal recording: a 20 s segment of recording is displayed and analyzed in Figure [2](#F2){ref-type="fig"} (segment was taken at random, from a current-clamp recording of a PN induced into firing Ca^2+^ spikes using a kainate receptor agonist; see Abrams et al., [@B1] for full experimental details). The full 20 s signal in Figure [2](#F2){ref-type="fig"}A consists of a combination of Na^+^ spikes riding on top of Ca^2+^ spikes, as is best seen in the 200 ms close-up of a single Ca^2+^ pulse in Figure [2](#F2){ref-type="fig"}C. As can be seen from the magnified single pulse in Figure [2](#F2){ref-type="fig"}C, the APs increase in frequency as a function of the amplitude of the underlying Ca^2+^ spike; this is known as a *chirped* signal, and is a demonstration of FM. The "traditional" way to analyze the output segment of Figure [2](#F2){ref-type="fig"}A would be to plot the autocorrelation and interspike interval (ISI) of the spikes, as is plotted in Figures [2](#F2){ref-type="fig"}D,E. From the ISI, the typical information inferred are the mean ISI, in this case 8.4 ms, which provides the reciprocal of the frequency, 118 Hz, and the standard deviation (SD) and coefficient of variation (CV) of the histogram (assuming a Gaussian distribution, which is appropriate for large numbers of pulses). The CV is typically denoted by its inverse in engineering terms, as the signal-to-noise ratio (SNR = 1/CV = Mean/SD). Note that in this ISI plot, there are actually two peaks (at 2.7 and 6.7 ms, marked by a red circle and magenta triangle, respectively), which would initially lead to the conclusion that a double-Gaussian fit must be used to describe the signal; however, as is seen in the time-domain signal of Figure [2](#F2){ref-type="fig"}C, neither of these frequencies actually appear consistently anywhere in the signal. Furthermore, these two analysis methods lose all lower frequency information, with little to no additional information being extracted from the autocorrelogram (Figure [2](#F2){ref-type="fig"}D).

![**Comparing analysis methods on a segment of Purkinje output signal**. **(A)** Twenty seconds recording of a Purkinje neuron induced into firing Ca^2+^ spikes (Abrams et al., [@B1]). **(B)** Close-up of a 2 s frequency transition period. **(C)** Close-up of a single Ca^2+^ spike (small underlying upward curve), with Na^+^ spikes riding on top (large action potential spikes). The Na^+^ spikes are frequency modulated -- chirped -- their frequency goes up with the amplitude of the Ca^2+^ spike. **(D)** Standard autocorrelogram, and **(E)** The interspike interval (ISI) of the full 20 s signal in **(A)**, as traditionally displayed. The autocorrelogram in this form only provides minimal information of the shortest spike times, being the peaks near time lag = 0. The ISI displays two peaks, with a mean of 8.4 ms (=118 Hz). The individual peaks are at 2.7 ms (red dot) and 6.7 ms (magenta triangle). The CV is the noise (SD) over the mean, the reciprocal of the signal-to-noise ratio (SNR). **(F)** Full FT of **(A)** low-frequency Ca^2+^ spikes at ∼10 Hz and very high-frequency Na^+^ spikes at 80--400 Hz. Inset: the Sodium frequency range, with multiple, noisy peaks (red dot at 370 Hz, magenta triangle at 150 Hz). More information of the signal is found here than in **(D)** and **(E)**, with the multiple peaks in the Calcium and Sodium ranges signifying a complex modulated signal in the time-domain. **(G)** Semi-logarithmic autocorrelogram of **(D)**, displaying similar information as the ISI in **(E)**. Peaks on the far right are residuals of lower frequency information that are hard to measure using an autocorrelogram. **(H)** Spectrogram of the Calcium range of the 20 s signal, which displays localized FTs over time, thus combining the frequency and time-domain information. The Ca^2+^ spikes shift in frequency over time. **(I)** Close-up of the full FT for only 4 s of the signal \[red box in **(H)**\], with a clear 10 Hz Calcium frequency peak. Inset: clearer Sodium frequency region spectra. Note that there are *no* 2.7/6.7 ms (370/150 Hz) spikes in the actual signal (red dot, magenta triangle), and the ∼370 Hz Sodium frequency is modulated by the Calcium frequency (10 Hz spacing between peaks).](fncir-05-00011-g002){#F2}

In contrast, evaluating the full FT of the signal in Figure [2](#F2){ref-type="fig"}A, as portrayed in Figure [2](#F2){ref-type="fig"}F (note the logarithmic *x*-axis), provides insight in the frequency domain, where peaks at ∼8 and ∼10 Hz (and their harmonics) are distinct. The high-frequency range (inset, Figure [2](#F2){ref-type="fig"}F) displays multiple (noisy) peaks at both the ∼150 and ∼370 Hz regions. From the FT, the existence of low-frequency peaks immediately signifies the existence of another frequency band that is important other than the high-frequency AP spikes, and the "shape" of the high-frequency band indicates a form of modulation AM/FM.

More information about the signal is nevertheless obtainable by utilizing the correct tools in both the time *and* frequency domains. Taking the autocorrelogram of Figure [2](#F2){ref-type="fig"}D, which is *by definition* symmetric about time lag zero, and only plotting the *positive* side (which is what is done for the FT since there is no significance to negative frequencies), in logarithmic scale as in Figure [2](#F2){ref-type="fig"}G, we can obtain the same information as the ISI plot of Figure [2](#F2){ref-type="fig"}E, demonstrating the "redundancy" of the both plots. To obtain both time and frequency domain information simultaneously, a spectrogram can be plotted of a specific frequency band as in Figure [2](#F2){ref-type="fig"}H (see Abrams et al., [@B1] for limitations on the use of the spectrogram). The spectrogram displays the variations in the Calcium frequency band over time as peaks in the localized FT, and shows the Ca^2+^ spikes fluctuating in frequency over time, from 5 to 10 Hz, *within* the Calcium frequency band. In Abrams et al. ([@B1]), we showed that the Calcium band can also undergo drastic variations such as sudden frequency doubling, as well as a stabilization of the frequency with an RC-like time constant. Focusing on the last 4 s of the recording, where the Calcium frequency is stabilized (red box in Figure [2](#F2){ref-type="fig"}H), we can examine the FT of this region (averaged over the 4 s) in Figure [2](#F2){ref-type="fig"}I. Here, the clear 10 Hz Calcium frequency is apparent, as well as its harmonics (at 20, 30, etc., Hz). The inset of the Sodium frequency band displays a clearer FM modulation centered on 150 and 370 Hz, with sharp internal peaks with 10 Hz displacements (the side-bands; see Figure [3](#F3){ref-type="fig"} in Abrams et al., [@B1] for more). Note once again that the 150/370 Hz (6.7/2.7 ms) signal does not exist *per se* in the time-domain signal, demonstrating the difficulty with using the ISI information alone. Finally, while the curvature of the Ca^2+^ spikes is quite apparent in the time-domain of the signal (Figures [2](#F2){ref-type="fig"}A--C), they would not be visible in many *in vivo* recordings since external patches effectively act as a *low pass filter* on the signal (or as a differential, which is equivalent in the frequency domain), but this information would still be available in the FT of the signal since the FT is an objective mathematical technique that can isolate frequency peaks that are indistinguishable to the eye in the time-domain. The FT is also an inherently "statistical" process, with the full width at half maximum (FWHM) of a peak being directly related to the SD, thereby enabling a direct measurement of the SNR (and CV) from the spectral peaks.

![**Modulation into, and out of, the Purkinje neuron**. **(A)** Linear output as a function of input: the frequency of Purkinje output firing rises linearly with increased input stimulus (parallel fiber, granule layer) intensity (Walter and Khodakhah, [@B62]). **(B)** High-pass filtering function of the granule layer (mossy fiber) inputs to the granule layer, measured via fluorescence (Δ*F*/F0). The mossy fibers have a preference of transmitting higher frequency signals (Mapelli et al., [@B42]). **(C)** Photo-switchable kainate modulation of the Astability from a naturally oscillating Purkinje (green, left, at 0.04 Hz), externally modulated to fire at 0.05 Hz (25 s period, 25% duty-cycle, unpublished results). **(D)** Modulation of inhibition of the cerebellar nuclei (artificial stimulation). At higher frequencies of inhibition (from 50 to 100 Hz), the efferent cells to the Purkinje are depressed more (Telgkamp and Raman, [@B61]). **(E)** Phase-locked modulation of olivary output to sub-threshold oscillations. The firing increases at the peak of the underlying oscillation (frequency modulation), which provides the climbing-fiber input to the Purkinje neuron (Mathy et al., [@B44]). **(F)** Phase locking of different Purkinje neurons inhibiting a cerebellar neuron. The top two traces show synchrony between spikes (correlation measured on right), whereas the bottom two traces display little correlation. This form of phase locking can act as an edge detector for the cerebellar nuclei (Jacobson et al., [@B32]).](fncir-05-00011-g003){#F3}

Modulation Capabilities of the Purkinje Neuron
==============================================

Using the terminology described in the previous sections, we can approach the existing literature on PN firing sequences from the perspective of signal processing. Considering the three frequencies found in the PN output as intrinsic to these cells, a first-order description of the PN output can be described in terms of interacting function generators: the full circuit of the PN is known to include many input contributions (Ito, [@B30]), which modulate the output of the PN (Häusser and Clark, [@B25]; Mittmann and Häusser, [@B46]; Oldfield et al., [@B50]) as well as the complex contribution of the multitude of excitatory PF inputs (Jaeger and Bower, [@B34]; Isope and Barbour, [@B28]; D'Angelo et al., [@B13]; Mapelli et al., [@B42]), and the solitary CF excitatory synapse.

A fundamental question that can be asked is whether these modulation concepts (AM/FM) both into and out of the PN can be interpreted by the other neurons in the cerebellum? The experimental evidence of the past few years have garnered quite a few examples demonstrating that this is indeed the case. Using the three-frequency description of the PN, the response of the PN to its inputs (i.e., the frequency response), as well as the modulation effect on its output, is here discussed in relation to each frequency band associated with the modulation; as well as referring to either the input end of the PN, or the output end.

On the input end, the Sodium frequency regime has been the primary focus of most studies of PN signaling. For example, increasing the PF inputs has been shown to have a linear effect on the Sodium frequency (Walter and Khodakhah, [@B62]), as shown in Figure [3](#F3){ref-type="fig"}A, demonstrating the most basic form of linear computation and modulation. The granule layer itself (the source of the PF inputs to the PN) has been shown to have high-pass filtering process capabilities in the range of 50+ Hz (Mapelli et al., [@B42]), as shown in Figure [3](#F3){ref-type="fig"}B, as well as oscillatory behavior (D'Angelo et al., [@B13]). Furthermore, the contributions of excitatory and inhibitory synapses on the PN have been shown to have a correlated modulatory effect on the firing rate of the PNs (Häusser and Clark, [@B25]), raising and lowering the Sodium firing rate. We have also shown some modulation of the Calcium and Switching frequencies using kainate agonists (Abrams et al., [@B1]), including direct modulation of oscillations (Astability) using photo-switching compounds. Recently, we have demonstrated direct modulation of the Switching frequency alone (Figure [3](#F3){ref-type="fig"}C, unpublished results).

The output end of the PN has likewise been shown to have frequency responses to modulations in input frequencies. These include the ability of the deep cerebellar neurons (DCNs, the output cell in the PN circuit) to interpret PN firing rates (Telgkamp and Raman, [@B61]), shown in Figure [3](#F3){ref-type="fig"}D, as well as PN output patterns (Baumel et al., [@B6]). There has also been an increase in studies of AM signaling in the brain (Kramer et al., [@B37]; Atallah and Scanziani, [@B5]), with the IO (generator of the CF) being AM modulated to sub-threshold oscillations (Mathy et al., [@B44]), as shown in Figure [3](#F3){ref-type="fig"}E. This new emphasis in analysis meshes with our results of a combined frequency output emanating from the PN, which includes AM/FM modulation. Measurements of synchrony between PNs are likewise a way of modulating the DCN output (Wise et al., [@B64]). In particular, the synchronous activity of PNs on a DCN can act as an edge detector allowing a high range of frequencies to be detected by the DCN (Jacobson et al., [@B32]), as displayed in Figure [3](#F3){ref-type="fig"}F. Combinatory frequency responses caused by the occurrence of different frequency outputs have also been seen in other systems (Geisler et al., [@B21]), with the ability of individual cells such as the PN to produce a wide variety of frequencies being an integral element of theories of cerebellar temporal pattern generation (Yarom and Cohen, [@B67]; Jacobson et al., [@B33]).

The combined evidence of the capabilities of the PN to both modulate its output and interpret its modulated inputs fits the temporal pattern generation theory of cerebellar function. It also suggests that the PN can itself operate as a pattern/function generator, as opposed to only the IO (Yarom and Cohen, [@B67]; Rokni et al., [@B53]) or the granule layer (D'Angelo et al., [@B13]). By combining variations of the three frequencies, the PN can create *any* waveform in its output. This can be understood by using the inverse FT, going from right to left in Figure [1](#F1){ref-type="fig"}A: *every* signal can be decomposed into a series of harmonics using the FT. This theory of pattern generators is in addition to other theories of cerebellar computation capabilities, including adaptive learning (Raymond et al., [@B51]; Dean et al., [@B17]) and control theory (Doya et al., [@B18]; Ito, [@B30]), and does not contradict the other theories.

Astability, Bistability, and Monostability: The Modes of a Multivibrator
========================================================================

Currently, there is a controversy in the field regarding the existence of Bistability in the PN output. The disagreement stems from initial reports of "Bistability" in PNs *in vitro* (Williams et al., [@B63]), followed by *in vitro* studies in the presence of anesthetics (Loewenstein et al., [@B40]). These reports were followed up by a comment paper (Schonewille et al., [@B56]), which reported that PNs have *no* Bistability *in vivo* in awake animals, and only operate in the "up-state." This "up-state" is occasionally broken up by short pauses that are thought to be the major transmitters of PN neuronal information (Jaeger and Bower, [@B34]; De Schutter and Steuber, [@B15]; Rokni et al., [@B53]). The comment paper claimed that Bistability was an artifact of the anesthesia preparation, or the result of "damaged cells." This damaged cell hypothesis has become the *de facto* currently accepted theory regarding the pauses seen in PN recordings.

It is instructive to give a brief description of these terminologies, from the perspective of EE, from where these terms originated. The term Bistable can only be used for a system that has two characteristics: First, that it has *two* ("Bi-") states that can remain *stable* indefinitely without external inputs. Second, an input *trigger* to a Bistable system will switch it between the two states, and this trigger can operate in an asynchronous manner. A prime example of a Bistable system is a memory bit, which retains its value indefinitely until erased or rewritten. A Bistable system is inherently connected to two other systems: Astable and Monostable systems. Astable systems have *no* ("A-") stable states; this means that the system will *oscillate* if it has two states, but cannot remain at any one state indefinitely. Monostable systems have one ("Mono-") state that can be maintained indefinitely, and an external trigger is needed to transition it between states. However, since the system has only *one* stable state, the transition will be short, and the system will equilibrate back to its single stable state. These three modalities are characteristic behaviors of multivibrator circuits.

Using this terminology as strictly defined in EE use, we find that the PN has been experimentally shown to have all three modalities, if we define the two states as being the firing state ("up-state"), and the quiescent state. In particular, the "Switching" frequency described by us (Abrams et al., [@B1]) as occurring in *in vitro* PN preparations is easily seen to be an Astable mode. This Astable mode has been seen by others in the past in *in vitro* (Chang et al., [@B10]) and *in vivo* (Chen et al., [@B11]) preparations, as shown in Figures [4](#F4){ref-type="fig"}A,B, respectively. Unfortunately, since the term "Astability" was apparently unbeknownst to some, the term Bistability has also been used to describe *oscillating* states (coined "enhanced Bistability"; Williams et al., [@B63]). This discrepancy, as well as other claims of a lack of oscillatory patterns in the PN (Hakimian et al., [@B22]), have lead to some inconsistencies in the descriptions.

![**Previous experimental evidence of Astable, Bistable, and Monostable firing in Purkinje neurons**. **(A)** First description of long period (\<1 Hz) bursting in Purkinje recordings *in vitro* as being an intrinsic characteristic of these cells. Firing pattern was shown to be unaffected by synaptic blockers (Chang et al., [@B10]). **(B)** *In vivo* demonstrations of low-frequency Astable oscillations in the molecular layer of tottering mice measured using fluorescence (Chen et al., [@B11]). **(C)** *In vitro* demonstrations of Bistability consisting of alternating and near-random periods of low-membrane-potential quiescence and high-membrane-potential rapid firing (Loewenstein et al., [@B40]). **(D)** Bistability transitions *in vitro* via the climbing-fiber input to the Purkinje (arrows), acting as a trigger between states (McKay et al., [@B45]). **(E)** *In vivo* demonstration of Purkinje neurons being primarily in the "up-state," with occasional pauses (Schonewille et al., [@B56]). **(F)** *In vivo* demonstration of both Bistability (left, with many long pauses) and Monostability (right, with few to none pauses) in Purkinje recordings (Yartsev et al., [@B68]).](fncir-05-00011-g004){#F4}

Bistability has been shown in many systems *in vitro*, particularly in anesthetized animals, with the trigger found to be the CF signal (Loewenstein et al., [@B40]; McKay et al., [@B45]; Davie et al., [@B14]; Rokni and Yarom, [@B54]), as shown in Figures [4](#F4){ref-type="fig"}C,D. The complete modulation functionalities of the CF have not yet been fully determined, with many other theories existing (De Schutter and Steuber, [@B15]; Ohtsuki et al., [@B49]). State transitions have also been shown to occur via inhibitory inputs (Oldfield et al., [@B50]). Monostability is claimed to be the predominant state in awake animals *in vitro* (Schonewille et al., [@B56]), as first demonstrated in Figure [4](#F4){ref-type="fig"}E, however recent work has shown the presence of Bistability in *awake* animals as well (Yartsev et al., [@B68]), as shown in Figure [4](#F4){ref-type="fig"}F. Nevertheless, this latter work has been considered spurious by some, due to its contradiction of the "damaged cell" hypothesis (O. Donchin, personal communication, 2011).

Circuit Model of the Switching Frequency
========================================

Considering the experimental results of the past decade, we here postulate a relationship between the inherent Switching frequency (Abrams et al., [@B1]) and the modalities of a multivibrator, with various means of asynchronously modulating this frequency. The Switching frequency can be described as a function of a multivibrator, oscillating (Astable), turning the signal on or off (Bistable), or even creating short "pauses" (Monostable). The term "Switching" was used to describe this frequency range precisely for this reason, as it would explain why the multivibrator modalities are occasionally detected in distinct phases, and can be externally "switched" between modes.

By using the multivibrator circuit analogy, one would *expect* these three modalities to be present, since they are elementary components of a timing circuit. Figures [5](#F5){ref-type="fig"}A--F display the three basic timing circuit capabilities of two different multivibrator configurations; the first based on an operational amplifier (Op-Amp; Figures [5](#F5){ref-type="fig"}A--C), and the second using a 555 chip (Figures [5](#F5){ref-type="fig"}D--F). The 555 timer circuit and the Op-Amp are probably the two most prevalent chips in existence today (Sedra and Smith, [@B57]), and are used in applications ranging from complex computers to toys. By merely changing the configuration of the external resistors and capacitors, the three modalities are easily interchanged. One major difference between the modalities is that the Astable circuit requires no inputs, whereas the Monostable and Bistable circuits require external input triggers to modulate between states (orange input triggers in Figure [5](#F5){ref-type="fig"}). As described above, it is known that the CF input (e.g.,) to the PN can act as such a trigger.

![**Circuit description of the Bistability controversy**. **(A--C)** display Astable, Monostable, and Bistable circuits (respectively) using an operational amplifier and few passive elements. For each circuit, the bottom RC pair controls the primary timing element: period, duration of Monostability and switching times. The Monostable and Bistable circuits require an external trigger to transition between states (orange), whereas the Astable circuit acts passively as a clock. **(D--F)**: similar circuits using the 555 timer circuit and few passive elements. The ubiquitous 555 circuit's primary usage is to provide these three forms of timing capabilities. **(G)** Conceptual image of the Purkinje neuron with the climbing-fiber acting as an external trigger, as was demonstrated experimentally by others (see Figure [4](#F4){ref-type="fig"}). **(H)** Dynamic systems model of Bistability with an external trigger (Loewenstein et al., [@B40]). The circles signify the stable states in phase space. External triggers (excitatory or inhibitory) can shift the stability to another state. **(I)** Original description of a two-parameter Morris--Lecar model system providing all three modes of multivibrator operation as a function of the current and gating variables. The Morris--Lecar model is generalized for any neuronal system (Morris and Lecar, [@B48]).](fncir-05-00011-g005){#F5}

The depiction of the 555 timing circuit is instructive in terms of reverse-engineering. The 555 can be seen as a "black box," since its internals are not shown, and yet the function of the overall circuit, including the external passive elements (R, C, etc.), is quite easy to decipher when viewing the output. While the Op-Amp and 555 circuits depicted in Figure [5](#F5){ref-type="fig"} perform the same function, the mechanisms to do so are slightly different. Differentiating between the overall function of the circuit, and the internal mechanisms with which they are created is appropriate for deciphering the PN function: while we show that the PN can act as a multivibrator, with an oscillatory function that is similar to the IO's, it may have additional capabilities yet unknown to us.

This connection between the three modalities is also a direct result of the Hodgkin--Huxley equations of a neuron (Hodgkin and Huxley, [@B27]) that form the basis of dynamic system modeling in neuroscience (Izhikevich, [@B31]). A simplified version of these equations can be found in the Morris--Lecar model (Morris and Lecar, [@B48]), which provides a 2-D representation of these equations. Using this model, Bistability was originally modeled, including the CF as a modulating input trigger (Loewenstein et al., [@B40]), as shown in the 2-D model of Figure [5](#F5){ref-type="fig"}H. In fact, the relation between the three modalities was mentioned in the original Morris--Lecar paper, with an external current, *I*, differentiating between modalities, as a function of two gating parameters, as is distinctly portrayed in Figure [5](#F5){ref-type="fig"}I.

This circuit model description, as well as the Morris--Lecar dynamic system description, reveals that the "controversy" regarding the existence of Bistability cannot be ascribed only to "damaged cells," but is an intrinsic behavior of the PN, as measured using multiple methods.

Conclusion
==========

Using tools from EE to understand the fundamental processes occurring at the cellular circuit level are essential if we are to understand the ultimate functionality of the cerebellum. The complex mixture of frequencies apparent in the PN output, characterized by its three experimentally discovered frequency ranges (Abrams et al., [@B1]), as well as the ability of other cells in the cerebellar circuit to decipher these signals, is an entirely different paradigm of understanding information processes in the cerebellum. The combination of analog and digital circuitry to describe the output signal attests to a complexity of information synthesis that lies beyond the scope of current analog-to-digital or digital-to-analog converters. Moreover, despite input--output relations such as the linear algorithm shown in Figure [3](#F3){ref-type="fig"}A (Walter and Khodakhah, [@B62]), the mixed analog signal of the PN would appear to function beyond the complexity of a basic multiplexor or comparator (Hendry, [@B26]). Furthermore, the addition of characteristic frequency bands to the firing rate of the PN increases the knowledge of information that the PN can pass to its output (Strong et al., [@B60]). The ability to modulate the frequencies in an analog and digital manner adds a level of variability to the signal that is beyond the addition of "noise" that is typically described as adding information to the neuronal spike trains (Stein et al., [@B58]). The signal processing methodology thus provides a new way of viewing the function of the PN on the circuit level.

Finally, using the circuit analysis description of the Switching frequency, we are able to present an alternative theory regarding the current controversy in the field of the cerebellum regarding the absence of Astability/Bistability (Schonewille et al., [@B56]). This theory fits perfectly into the existing repertoire of literature describing both oscillations (Chen et al., [@B11]) and Bistable switching (Loewenstein et al., [@B40]) using a variety of preparation methods and input modalities. However, it relies on reinterpreting the existing measurements of the PN in terms of multivibrator function and signal analysis, without directly contradicting any of the existing papers in the field.
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