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Abstract
Accurate numerical solutions of the polarized cavity and 
semicontinuum models for excess electrons in polar media are derived.
Part I presents the results of a numerical investigation of 
similar models for the surplus electron in crystalline solids. Here, 
the existence of a few analytical and numerical solutions affords an 
excellent check on the accuracy and efficiency of the presentlv-used 
finite-difference technique. In addition, the extent of amelioration 
produced in approximate variational treatments is disclosed. Some rel­
evant theory is developed.
In Part II the numerical technique is used in a thorough-going 
study of polarized cavity and semicontinuum models, within both the ad­
iabatic and scf formulations, for the excess single-electron species.
The considerable improvements effected on existing one-parameter varia­
tional approaches is demonstrated and several results are called into 
question. In particular the scf treatment of the polarized cavity model 
for the hydrated electron is shown to be inadequate. This refutes a re­
cent, variationally-based claim to the contrary. In the realm of semi­
continuum theories it is shown that the presently used parameterizations 
do, on accurate solution, no longer give concurrence with experimental 
data. While this could be renewed for any given observation by a more 
appropriate selection of variables, deviations will generally remain in 
the other predictions. It is shown to be unlikely that transitions to 
higher excited states contribute much to the observed band width, which 
the present treatments based on a single 1 s - 2p transition badly under­
estimate.
Localized dielectron species form the subject of Part III.
The numerical solution technique' is carried through on similar levels of 
approximation in an attempt to resolve recent contradictor}'- statements
as to the dissociative stability of the ammoniated dielectron made bv 
the alternative formulations of the semicontinuum model. The disparity 
remains. The introduction of a second solvation shell is effected in 
an attempt to reduce the computational differences of the models used, 
but to no avail. The adiabatic treatment prefers two singl}'-— solvated 
species while an scf scheme favours a trapped dielectron.Absorption at 
doubly-charged sites is shown to be of doubtful importance in the obser­
ved spectrum.
Clearly some major alterations in the present models are nec­
essary.
The contradiction has now been removed. More recent 
calculations have revealed that, witnin the semiconoinuum model, 
the adiabatic approximation also favours stable dielectrons.
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SUMMARY of the thesis, "Numerical Studies on Surplus Electrons 
in Polar Media", submitted by Ian C. Carmichael as partial ful­
filment of the requirements for the degree of Doctor of Philo­
sophy.
To date theoretical investigations into the structure 
and properties of localized surplus electron states in polar 
media have proceded in terms of models, which necessarily app­
roximate, usually somewhat crudely, an inherently complex real­
ity. In evaluating the worth of such models, it Is important 
to determine to what extent the essential physical content of 
the situation has been included. This is answered by a comp­
arison of the derived model predictions with a body of experi­
mental data.
One crucial difficulty has been overlooked. In the 
development of the theory of excess electrons in polar liquids, 
ices and glasses, the properties of the simple model potentials 
postulated have, generally, only been obtained in an approximate 
manner. Thus, one must also how accurately the solution tech­
nique reflects the properties of the model. This, for the most 
part, has been neglected.
In the present work this latter question is obviated.
An accurate finite-difference method has been employed to deter­
mine the exact predictions of the simple theories, currently 
fashionable in the above field. Several hopefully established 
results are thus challenged.
In Part I, the accuracy and efficiency of the present 
numerical solution technique is thoroughly tested in the related 
field of colour centres in crystalline solids. Here, the exist­
ence of exact analytical, accurate numerical and variational
solution of models on a similar approximation level provides an 
excellent area of comparison. Some relevant theory is also de­
veloped.
In Part II the numerical technique is used in an exten­
sive study of both polarized cavity and semicontinuum models, 
within both the adiabatic and self-consistent field formulations, 
for the excess single-electron species. A considerable improve­
ment effected on existing one-parameter variational approaches 
is demonstrated and several results are called into question.
In particular the scf treatment of the polarized cavity model for 
the hydrtaed electron is shown to be inadequate. This refutes a 
recent, variationaily-based claim to the contrary. In the realm 
of semicontinuum theories it is shown that the presently used 
parameterizations do, on accurate solution, no longer give con­
currence with experimental data. While this could be renewed 
for any given observation by a more appropriate selection of 
variables, deviations will generally remain in the other predict­
ions. It is demonstrated to be unlikely that transitions to 
higher excited states contribute significantly to the observed 
band-width, which the present treatments, based on a single ls-2p 
transition, badly underestimate.
Localized dielectron species form the subject of Part III 
The numerical solution technique is carried through on similar 
levels of approximation in an attempt to resolve recent contra­
dictory statements as to the dissociative stability of the amm- 
oniated dielectron made by the alternative formulations of the 
semicontinuum model. The disparity remains. The introduction of 
a second solvation shell is effected in an attempt to reduce the
computational differences of the models employed, but to no avail 
The adiabatic treatment prefers two separate singly-solvated
species, while an scf scheme favours the trapped dielectron. 
Absorption at doubly-charged sites is shown to be of doubtful 
importance in the observed spectrum. Clearly some major 
alterations in the current models are necessary.
PART I
Surplus Electrons in 
Crystalline Solids.
1SECTION 1 
Introduction.
a ) A great many studies, both experimental and theoretical, per­
formed with the intention of elucidating the structure and properties of 
colour centres have involved an investigation of the F-centre in alkali 
halides.
The quite spectacular colouration of crystals containing F- 
centres obviously provided some incentive for the early experimental 
work. The alkali halides have occupied a very fundamental position 
throughout the development of the theory of solids and the F-centre, 
comprising an electron trapped at a negative-ion vacancy, is perhaps 
the simplest strong-force imperfection occuring in these crystals; 
hence the attractiveness to the theoretician.
By far the majority of the data discussed here derive from 
this prototype colour centre. Attention is almost exclusively devoted 
to the computation of the associated optical properties, to the com­
plete neglect of magnetic effects. The latter, however, are recognized 
as being of the utmost importance in determining the detailed structure 
of such centres, particularly through the techniques of electron-para- 
magnetic and electron-nuclear double resonance spectroscopy. Indeed
the final confirmation of the now accepted model of the F-centre, mooted
5?by de Boer , as long ago as 1937» was obtained by the endor experiments
51 . . .of Feher . However, the models considered here are inherently unsuit­
able for the computation of such quantities as are required for the 
prediction of magnetic resonance results.
The presence of F-centres is evidenced by a strong, broad, 
bell-shaped absorption band in the visible region, the perfect alkali
halides possessing such a wide band-gap as to be conveniently trans­
parent in this spectral domain. Typically, the bands are a few tenths
of an eV wide and sire peaked somewhere between two and five eV. Data
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from Gebhardt and Kuhnert for KBr give the absorption peak as E(a) =
2.06 eV at a temperature of 4K and a full-width at half-maximum of
W(a) = 0.16 eV. Increasing the temperature broadens the band and
causes a red shift of the peak position without any marked change in the
total oscillator strength. An even broader emission band, considerably
Stokes shifted, is also observed. In KBr, again at 4K it has a width
W(e) = 0.22 eV and a maximum at E(e) = 1.14 eV. It is affected by
temperature in a similar fashion. One perplexing observation is the
length of the luminescent lifetime of the excited state involved in this
band, being about two orders of magnitude longer than that in analogous
transitions in isolated atomic systems.
The photoconductivity threshold associated with the F-band
53occurs in KBr at 41 around I = 2.2 eV and m  addition to optical 
ionization processes, thermal activation energies of £t(°) = eV 
and £^(1 ) = 0.13 eV for the ground and relaxed excited state respect­
ively have been measured in this salt.
These then are the characteristic properties which the models 
outlined in the subsequent sections have attempted to reproduce.
b) Choice of Models.
From amongst the plethora of conceptual approaches previously 
employed in efforts to elucidate the electronic structure of colour- 
centres, two were selected for detailed study. They will be termed the 
polarized cavity model and, its refinement, the semicontinuum model.
In the literature of the field the latter term has usually been used to 
encompass both descriptions. It has been reserved here, however, for 
models which involve to some extent, a consideration of the discrete 
structure of the bulk medium.
Similar levels of approximation pervade theoretical attempts 
to understand the structure of excess electron states in non-crystalline 
media, which form the bulk of this work. The above choice, therefore, 
allowed experience to be gained in handling the characteristic comput­
ational techniques and, more importantly, provided many simple model 
potentials where the effectiveness of a numerical method of solution 
could be essayed against extant variational ones. In addition a few 
analytical solutions of such problems have been achieved, which per­
mitted direct corroboration of numerical results.
Before discussing these models, several essential preliminaries 
must be presented*
4c ) The Born-Oppcnheimer Approximation.
In this section a justification for the adiabatic separation 
of the nuclear lattice motion from that of the bound electrons is pre­
sented in a form suitable for the later attempted separation of the 
electron coordinates of the surplus species.
Consider a crystalline medium. If R^ denotes the set of 
nuclear coordinates and r^ those of the electrons, the total crystal 
Hamiltonian may be written as
HT = Tx + Ti + V^.r . ) ,  (1)
where is the kinetic energy operator for all the nuclei, is the 
same for the electrons and V represents the potential energy of their 
interactions.
If the nuclei are held fixed at I?, the corresponding Hamil­
tonian becomes
H° = T . + V(R,r.) . (2)
Assuming the eigenvalues, En(R), and the eigenfunctions, u q R(r )> 
where n represents the set of electronic quantum numbers, of the related 
Schrodinger equation
H° u ^(r) = E (R) u ^(r) (3)n,Rv— / nv— ' n,R^— x v /
are known, then a solution of the Schrodinger equation for the total 
crystal,
H,, WN(R,r) = En VN(R,r) (4 )
may be sought in the form
WN ^ } “ n Un,E(£) ’ (?)
where N represents the set of nuclear quantum numbers.
1
If the R-dependence of u „ is weak, Seitz has shown that —- n, k
the nuclear functions approximately satisfy
[t x + En(H)] UnN(R) = EH UnN (R) (6)
which is the goal of the present derivation. However, to prepare the
5way for subsequent developments, a different approach is presented here.
Expanding W as indicated in (5 ) and substituting in the total
Schrodinger (4 ) 3d  elds
(Tt t H ° ) I U  W(R) u (r) = E„y U „(R) u „(r). (7)
' I  7 n nlP— 7 n,Rv— 7 N n nNv— 7 n,Rv— 7 v 7
Multiplying from the left by one of the u's, u^ g(j-l) say» integrating 
over the electronic coordinates £  and noting the orthonormality of the 
u's results in
/ u  _(r) T _ Z  U (R) u (r) dr + (E (r) -E_t) U.„(r) = 0. (8)
m,Rv— 7 I n nNv— 7 n,Rv— 7 — v nv— 7 N 7 mNv— 7 v 7
The first term involves the operator which is (9 ), the sum 
being over all 3J nuclear coordinates
T I  = Xjh2 /  2 M J  v* . (9)
This term may be written
/ u m,R(i) Z n,/  /  2MJ
+ V J Un,R^) + u„,r W  V J Un N ^  t*]
Replacing p = - i h V T the momentum operator reduces this to 
J J
T U J R) + Z  _ 1/M_ (A J p + BJJ) U W(R) ,I nN —  n,J 7 J v mn j mn7 nNv— 7
where
and
A J = / u  „(r) p_ u (r) dr mn m,Rv— 7 rJ n,Rv— 7 —
= i - ' V s k )  V PJ Un,R^— } *
When n = m
A J = -i/2 d/dr f  u (r) drmm 7 7 J m,Rv— 7 —
which, since the u's can be normalized to unity for each value of R ,is
equal to zero. Similarly
JJ «
B a i/Xdu p(r) /  dr ) dr
mm 2 v m,Rv— 7 7 J 7
which must be either equal or greater than zero.
The equation of motion of the nuclei is finally
(T,. ♦ Vm(R) - En ) U ^ R )  - - I(n - ») (10)
where
V (R) = E (R) + X  1/MT b jj 
mv— nr— ' J ' J mm
which is the effective potential for nuclear motion, and
C = 1  1/M_ (A J p + BJJ) .mn J ' J v mn J mn'
The adiabatic or Born-Oppenheimer approximation asserts that 
since M^ . is a nuclear mass, the RHS of (10) may be neglected leaving, 
as before,
(T_ + E (r ) - E._) U __ = 0 . (11 )' I nr— ' N' mN v '
The nuclei, then, respond only to the average position of the electrons, 
depending only on the eigenstate u. These electronic states depend 
adiabatically, through En(R), on the lattice motion.
Having effectively uncoupled the electronic motion from the 
lattice vibrations, there still remains a many-electron problem.
Attempts to reduce this further to a one-electron problem must be in 
the direction of accurately separating the motion of the excess, comp­
aratively weakly-bound electrons from that of those tightly held in the 
ion-cores. Assuming these ion-cores are unpolarizable and treating 
both the trapped and core electrons on an equal basis by allowing each 
to respond only to the average coulomb field of the other forms the 
Hartree approximation. Introducing specific exchange interactions among 
the electrons yields the Hartree-Fock method, which will now be discussed
7d ) The Hartree-Fock Approximation.
The Hartree-Fock (HF) electronic Hamiltonian is
"hf “ V i  + i Z i,09ij
where
the sum being over all the nuclei, and
0 i = j
The corresponding eigenfunction is taken to be an antisymmetrized pro­
duct
U(r.,--- r.+t) = X p(-1 )PP u.,(l ) u2(2) uc+t(c+t)
where u^(j) is the i**1 one-electron orbital occupied by the j1"*1 electron 
c is the number of core electrons, t of those trapped and P is the usual 
antisymmetrizer.
Substitution of this form of wave-function into the appropriate 
Schrodinger equation and minimizing the eigenvalue with respect to var­
iations in the single particle functions, u, while constraining these 
to be orthonormal results in the Hartree-Fock equations for each u^ ;
f. u. + X.(u.|g..|u.)u.(i) - (u.lg. . I u. )U . (i ) J = E. u.(i) . 
i  i  J L  j l  i j i  J i  J 1 i J 1 i  J J i  i
To solve these, even for the perfect crystal, recourse has to be made 
to several drastic assumptions.
The ion-core orbitals are assumed unaffected by the presence 
of the vacancy and the electron. These functions are then replaced by 
the free-ion orbitals x^, between which all overlaps are neglected. The 
interaction of a core-electron with nuclei other than its "parent" is 
approximated by the Madelung energy leading to
fi ui(1) + I j[(xjlgijlxj )ui(1) ■ (xj l9i j h )xj(1)] = Ei V 1 )
for the equation of motion of an excess electron. Unfortunately it is 
computationally difficult to enforce the core-electrons to experience
ft
the average field of the trapped particles, since the excited free-ion 
orbitals, due to their spatial extent, certainly do not provide good 
representations of those in even the perfect crystal. However a simple 
model system reveals how the HF treatment describes these polarization 
effects.
Consider a crystal represented as a continuous medium, char­
acterized by high and low frequency permittivities k and k respect-
op st
ively, in which there is one spherically symmetric trapping centre.
The potential of an electron at the centre is a sum of the trapping 
potential, V(r), and that due to the polarization of the surrounding 
medium. The periodic potential produced by the ion-cores is assumed 
eliminated by the effective mass approximation discussed below. Since 
V(r) is assumed constant in time, it contributes an amount, E^, to the 
radial component of the field acting on the electron, considered as a 
test-charge mapping the field, which is diminished by the static polar­
ization of the medium;
Ev(r) = -k~J. dV(r) /  dr (12)
If the charge distribution of the electron, represented by
a radial wave-function P^r), normalized such that /p?(r) dr = 1 , is
X ** 2P^(s) ds, then it contributes an amount
Ep(r) = -p(r) / kgt r2 + p(r) /  r2 (13)
to this component of the field. The latter term is included since the
instantaneous field experienced by the electron is being sought and
since the core-electrons respond only to its average position. The
total potential experienced by the excess electron in the HF approach is
vHF(r) = - ^ 1t V(r) - 5f.(r) (14)
where 6 = (1 - k"l) and f,(r) = Y (i,i;r) /  r. The Y 's having been 
' St 1 O -K-
2
previously defined by Hartree as
40
Y (i,i;r) = r“k f P.(s) P (s) sk ds + rk+1 / p .(s ) P (s) s~k_1 ds 
k v • ' q  i  j  h 1 J
Written in this way, (14) conceals the fact that the polar­
ization potential comprises two distinct components viz.
8 fi(r ) = P ^ C r )  + Yf.(r)
—1 —1 1
where p = (k - k ) and y =  (1 - k ). The first is due to inertialOp Sl. Op
ion-displacement polarization and the second, to optical, core—electronic 
polarization. It is important that the latter contribution is state- 
dependent, responding instantly to changes in the excess electron wave- 
function.
If the motion, characterized by an angular frequency w, of 
the trapped electron sets up a field
= Eq + E^  exp(iwt) + exp(-iwt) 05 )
at the ion-cores, then it will produce a polarization proportional to
l/(wc + w) + l/(wc - w) . (16)
When discussing ion-displacement polarization hwc corresponds to the 
energy of a quantum of vibrational motion. wcis therefore much smaller 
than w, which implies that only the first term of (15) is important and 
that the ions experience the average field of the excess electron. If 
optical polarization is sought, comparison of a typical band-gap for 
crystalline insulators, (^10 eV) with a typical binding energy for an 
additional electron (~ 3 eV) suggests that perhaps w may be neglected 
with respect to This allows the bound core-electrons to respond to
the instantaneous position of the trapped species and generates the 
quasi-adiabatic (QA) approximation. A return to the HF approach may 
also be effected by neglecting the second term of (16) since w^ and w 
are both large and very little polarization will be produced.
Clearly cognizance of the difference in response times of 
these polarization effects, which forms the basis of the low and high 
frequency dielectric functions measured in the bulk crystal, will be 
of prime importance in investigating the energy level structure of a 
colour centre.
1 0
e ) The Quasi-Adiabatic Approximation.
The development of the QA approach may be carried through 
identically to that of the Born-Oppenheimer approximation previously 
discussed, the trapped electron coordinates replacing those of the nuc­
lei, with one important difference.
In the RHS of (10), M., previously a large nuclear mass, thus
J
this term can not be immediately discarded. An indirect justification
4
of its neglect may, however, be attempted. ' M. is an electronic mass,
3
When the excess electron is outwith the ion-core, u „(r)
n,Rs~ '
(the core-electron function) will remain more or less orthogonal to 
um ) assuming that the ions are not very polarizable. The integral
will vanish if R = R 1 of course, but if R / R 1 it may be expanded in a
power series in (R - JR*) giving, for the first few terms
I = f u (r) dr + i 2 (R'-R) Aa J m , R ' —  av—  —  'a mn
- 2, (R’- B k  (r,“r ) O? )b ,av— — yb — 'a mn v J
where A and B are as previously defined. The first term of (17) vanishes
as stated above and if it is accepted that I is small, since u will only
respond slightly to changes in the instantaneous position of the excess
electron, then the remainder of the RHS of (17) may be set equal to zero
reducing the equation of motion of the trapped electron to
(Tx + Bn(R) - Et ) U ^ R )  = 0
where Tj is now the kinetic energy operator of the excess electron, R
forms a set of its coordinates and N are the associated quantum numbers.
While this may be plausible well outside the ion-cores it will certainly
break down in the vicinity of a nucleus. Three major considerations
invalidate the reduction in this area. Firstly since * 0, Vm(R)
can not generally be replaced by E (R) and similarly (^(n^m) cannot be
neglected. Lastly exchange interactions between the trapped and core
electrons, which have been neglected in setting up the trial wave func­
11
tion W (no antisymmetry included) are bound to be extremely important.
Again employing the simple model used to illustrate the HF
potential experienced by the trapped electron
E (r) = dV(r) / drv ' st v / /
as before, but,
Ep(r) = -p(r) /  kst r2 -p(r) /  kop r2 (18)
the latter term accounting for the following of the motion of the trapped 
electron by those of the ion-cores.
The total potential acting on the electron is
VQA(r) = V(r) - pfr(r) (19)
Note that f must be computed from the relaxed state function, no matter 
the electronic configuration under consideration; making this a state- 
independent potential. Since the polarization term approaches - P /  r 
for large r then, until relaxation of the nuclear configuration takes 
place, the QA potential (19) will support an infinity of bound states .
1 p
f) The Effective - Mass Formalism.
Consider a perfect crystal of volume V containing N unit
cells. Assuming, for simplicity, one atom per unit cell, Bloch fun- 
o
ctions, b , may be developed such that
b°(k,r) = exp(ik»r) u , (r)
n. ' v ---- ' n,kv— '
where u is periodic in the direct lattice, satisfy
ht b°(j£>£) = EnU )  ^21 ^
for each energy band, n. is again the perfect crystal Hamiltonian.
The b°'s form a complete set provided one sums over n and k ; thus
S b°(k,r) b° (k*,r) dr = 6 , 8 - ,
nv— — ' n tV-  - nn» Jck*
where the integration is over the crystal volume.
Localized functions, the Wannier functions, a°, may be de­
fined as the fourier transforms of these Bloch functions
a°(£-s) = N~2 Z kexp(-ik.s) b°(ktr) (22)
where £ is the position vector of the atom in the s*'*1 unit cell. This
t hWannier function is localized on the s cell since its components, 
through the exponential term, add constructively in the cell but inter­
fere elsewhere. The relation (22) may, of course, be inverted to give
bn(k,r) = N 2 Z sexp(ik»£) ^ ( r - s ) 
and the Wannier functions may similarly be shown to form a complete 
orthonormal set, provided one sums over all bands, n; thus
y'a°(r -s) a° (r-sf) dr = 5 5 ^ ,
nv— ~-/ n,v   nn* ss1
where the integral is over V.
The Wannier functions are not eigenfunctions of the crystal 
Hamiltonian since
a°(r.-£) = En(^) bnfei)
= N ” 1 z k  s'EyS-^ exp[i^ %(s'"s )] an(£“l* )
= x s, An(s»-s) a°(r-s») , (23)
but they may be expanded in terms of the other functions from the same
band, the coefficients in the expansion, the A ’s being the fourier trans­
1 3
form of the band energy
An(l-1* ) = N 1 Z kEn(k) exp^ik-(s-s» )J
= Hr an(H-£') dL (24)
The relation (24) may also be inverted to give
En(£) = exp(-ik.s) (25)
Colour centres, however, do not exist in perfect crystals.
A localized perturbation VP(j?) must be introduced into the crystal de­
stroying the periodicity. The perturbed Hamiltonian is
HP = HT + VP(r) 
and Bloch-like eigenfunctions may be developed such that
HP bn(i.£) = En(l) bn(l,r) (26)
where 1 is now an intraband quantum number. Since the b°fs and a°'s 
form complete sets they may be used to provide an expansion for the 
perturbed eigenfunction, e.g*
b (l,r) = Z  Z CF (1, s ) a°(r-s) (27)n — — m s nm — — 7 mv 7 v 7
provided, again, this is a many-band expansion.
The first step in evaluating the coefficents F is to sub-
nm
stitute the expansion (27) into the non-periodic Hamiltonian (26), 
multiply through from the left by a°f(r-t) and integrate over the crys­
tal value. This yields
Z Z
m s
[a ,(t-s) 6 . + Vp , (t,s)l F (1, s ) = E (l) F (l,t) (28)L m* v ' m*m m'mv— — 7J nnr— — 7 nv— 7 nnr-- — 7 v 7
where
V P (t,s) = J'a° (r-t) VP(r) a°(r-s) dr 
m'nr— — ' m ,v--- 7 v— - nr--- 7 —
is the matrix element of the perturbing potential. This represents an
N x N set of coupled difference equations for the coefficients, F, and
c
is the Koster-Slater method for determining the wave-functions in non­
periodic systems.
These difference equations in the discrete functions F(_s) 
may be converted into differential equations for the continuous func­
tions F(r), (r represents an arbitrary vector in direct space while
1 /!■
_s, _t are position vectors of cells in the direct lattice). To see this 
first consider the operator exp(-it: ) operating on some arbitrary
function x(r)
exp(-it-V) x(r) = x(r) - t-Vx(r) + K l » V )  (t»Vx(r)) + ___
which is simply the Taylor series of expansion for x(i?-t). Thus the
operator is equivalent to a translation operator and
exp(-ijt-v) x(jr) = x(r-_t) (29)
Consider also the first term of the difference equations (28) namely
Z A (t-s) 8 , F (l,s ) m >§ m*'--- 7 m'm nm1 7
Setting s9 - t—s and including the delta function gives
Z ,A ,(s* ) F f(l,t-s»)£* m ’ 7 nm*v—  7
= Z  ,A ,(s» ) exp(-s'*V) F ,(l,t)£* m ,v— 7 v — 7 nm*v— — 7
= Z fA As') exp(-s**v) F (l,r)._s1 m * 7 r v 7 nm*v— — 7t_
The function F(jt) has been replaced by the continuous function F(r)
such that F(_t) = F(_r) when r_ = jt . Finally replacing the sum over the
A*s by its fourier transform
= E ,(-i V) F f(l,r) m» \ / rim'v— — '
where the quasi-momentum le has been formally replaced by the operator
-iV. This transforms the difference equations (28) into
E ,(-i V )  F t (l,r) + Z VP . (t,s) F (l,r) = E (l) F ,(l,r) (30)m ,v 7 nm,v— m ^ s m'nr— — 7 nrrr— — 7 nv- ; nm'^-7- 7 v 7
A rigorous solution of these equations requires the knowledge of the
a°*s of all bands which enter into the expansion (27) of b, the gener- 
n
alized Bloch function. In addition one must know the variation with 
k of the energy of all these bands. Clearly approximations must be 
resorted to.
In the colour centre problems dealt with in this work, the 
perturbation is a negative ion vacancy. At a distance of several 
lattice-spacings from this vacancy, in the so-called one-band region, 
the following approximation may be expected to be justifiable
1 5
Vp (t,s) = Vp(r)6 ,5 / \m ’nr 7 x— 7 mm’ t_,£ (31 )
resulting in a differential equation for the F ’s
E (-iV) + VP(r) F (l,r) = E (l) F (l,r). (32)nr 7 x— 7 mnv~ — 7 nv— 7 nmK- — 7 x /
The perturbation VP(r), with its origin at r = 1: being, at such dis­
tance from Jt, too weak to induce interband transition. Thus the gener­
alized Bloch function (27), which is an eigenfunction of the perturbed 
Hamiltonian may be written simply as
b ( l , r ) = £ F  (l,s) a°(r-s), (33)
nv— — 7 £ nmx—  — 7 nr  x 7
a one-band expansion.
7
Markham , who analyzes the problem m  a manner similar to this
g
presentation, following Smith , now reduces the operator E(-i ) to a
simple form by considering an expansion of Em(k ) about a local turning
point, k , in k-space: viz.
— m  —
E (k) = E (k ) + } V r V J  (k ) L  (k"k f  +---nr— 7 mx—m y L k v k nr—  7Jk x m 7
—  —  m
Substitution of this into the differential equation (32) leads to a
"Schrodinger" type equation for the F's with the electronic mass re­
placed by a tensorial effective mass, m*, given by
(m*)-1 = h"2 V v *VvE (k ) x 7 k k mv—
The amplitude function, F, may be replaced by a normalized
function, f, given by
f (l,r) = (V /  N)2 F (l,r) exp(-ik r)nm —  \ / 7 nm —* —  rv —m — 7
such that the expansion (32) is
b (l,r) a (N /  V)2 Z  f (l,r) exp(ik • r) a (r-s) n —  —  x 7 7 £ nm —  — —m — 7 mx 7
= ( N / V ) s i:vg (l,k) b°(k,r) (34)x 7 7 k nnr—  — 7 mx—  — 7 x 7
where g (l»k) = N 1 Z  exp[i(k -k)*s 1 f (JL,£)
nm —  —  £ f [_ m — J n m ---
which may be inverted to give
f (l,r ) = N”2 Z, g (1, k ) [exp -i(k -k)*r| nmv—  — 7 k nmx—  — 7 |_ x—m — 7 — J
where f(r) is again the value of the function at r = £ . If the main
contribution to b comes from around k = k then
n — —m
b (l,r) = V~2 b°(k ,r ) f (l,r) . (35)
n  7 nx-mr— 7 nmx---
1 6
In this effective-mass approximation, then, the impurity 
wave-function may be written as a simple product of the Bloch function 
of the lowest point in the conduction band (the nearest local minimum) 
and the smooth "envelope" function £(r). It will therefore be approx­
imately orthogonal to the ion-core for large r since the Bloch functions 
are automatically orthogonal to such states and the envelope function 
will, in this region, be a slowly decaying function of r, approximat­
ely constant over the cones.
While the formalism provides a legitimate theory for shallow 
traps with extended electronic orbits it cannot be expected to handle 
the deep, sharply localized component of the potential associated with 
the missing ions in excess electron colour centre problems. The re­
duction of the potential (31 ) will be invalidated and one is forced 
to deal with the complete many-band expansion (27) for small r,
A more rigorous treatment of the deep trap problem is pro-
9
vided by the one-dimensional work of Kohn and Onffroy who, using gen­
eralized Wannier functions a^ s(r-js), the subscripted £  allowing the 
functions to vary from site to site, expand the generalized Bloch 
function
in a single band expansion, analogous to (27) for perfect crystals.
The G are no longer plane waves as were the F and they will differ 
nn nm
from band to band as suggested by the additional subscripted n.
They have shown that the functions a approach the same J n
asymptotic limit as the a° of the perfect crystal, In particular they
need only differ from the a° in the many-band region. This, coupled
with the facts that the G can be obtained from a similar set of diff-
nn
erence equations to those occurring in the Koster-Slater method but
involving rigorously only one band and that one need only know the
a alone, (not necessarily the energy surface) makes this method, 
n • s
17
1 0when treated by the variational approach suggested by Kohn , much 
more attractive for a self-consistent solution of the deep trap prob-
11lem, provided one cam overcome the problems outlined by des Cloizeaux
in converting the asymptotic behaviour argument to three dimensions.
Alternatively one may use the Koster-Slater technique for
large £  by writing an effective Hamiltonian for the excess electron as
H = p2 /  2m + E ; V L(r-s) + Vp(r)
where the sum over the lattice potential excludes a contribution from
the ion at the origin (since it's not there) and Vp describes the total
1 2
polarization effects. Following Fowler one adds V (r) to this sum
Li *"
and replaces the result as
H. = p2 /  2m* + Vp(r) - Vjr) (36)
the introduction of the effective mass having removed the periodic 
potential. As before it is convenient to choose this as the (scalar) 
mass at the bottom of the conduction band.
For small £  such an approach cannot be valid and attempts 
to allow for the breakdown of the effective mass approximation in this 
region lead to a consideration of polarized cavity models.
18
Section 2
Polarized Cavity Models,
a) Centred on the lattice site of the missing anion, of charge Zq 
say, associated with the colour centre, a spherical void of radius 
R is introduced into the crystal.
Outwith this cavity the excess electron function, i|j ,^ is 
assumed to be obtainable by the foregoing effective mass method, the
potential due to the ionic defect decaying as -Z e /  4TTk k r for
v / o e
large r. Z^ = -Zq and is an effective relative permittivity which 
accounts for the partial screening of the apparent vacancy charge by 
the presence of the electron and its polarization effects on the con­
tinuous medium. The Schrodinger equation is written in terms of m*, 
the (assumed scalar) effective mass at the bottom of the conduction 
band, and solved for the envelope function f(r). This is then multip­
lied by the Bloch function associated with the conduction band minimum, 
as discussed above, to give .
Inside the void is obtained directly as a solution of a 
Schrodinger equation in which the true electronic mass appears and the 
eigenvalues of which are adjusted by an amount -X, X being the electron 
affinity of the crystal, to relocate the zero of energy at the lowest 
point of the conduction band rather than the vacuum zero. These sol­
utions are then constrained to obey the quantum-mechanical continuity 
conditions across the fictitious cavity-crystal boundary.
Consider a charge of magnitude q distributed with spherical 
symmetry about the centre, 0, of such a hole in a crystal. The bulk 
crystalline medium, extending from R to infinity is again character­
ized by high and low frequency relative permittivities kQ^ and kgt 
respectively.
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At distances r, greater than R, the electric displacement 
D due to this charge distribution is
D(r ) = (q /  4 TTr^ ) r 
while the associated electric field is
E(r) = (q /  4TTko ^  r3 ) r (37)
where k is the permittivity of free space and k is one of k or k
° r op st
as discussed below. Since the medium is proposed to be both linear 
and isotropic
Z(r) = £(r) - kQ E(r)
= (1 - k”1 ) (<I /  4TTr3 ) r 
describes the polarization field which induces a surface charge dist­
ribution of
CP = _Pr(R) = (1 - kr1 ) (q /  4itr2) 
on the walls of the cavity. P (R) is the value of the radial compon­
ent of the polarization at r = R. This, in turn, produces a potential
VP = _(1 ' kr1 ^  (q /  4lTko R) (38)
at the centre of the cavity.
The total work required to bring a charge q from infinity
into this cavity is therefore
Wp = " / o (1 ‘ kr1 ) (q /  4TTko R) dq
= 2 <!2 (1 - ^  /  4 " ko R ^39)
provided the process is performed infinitely slowly (i.e. adiabatically).
The colour centre comprises an electron trapped by an anionic vacancy.
At the centre of this vacancy the potential experienced by this electron
has two major components. Firstly, the Madelung term
V = Z a / 4 n k  a 
M v M o
where a is the Madelung constant of the crystal structure and a is the 
M
nearest neighbour distance in the perfect crystal. This represents the 
potential of all the other ions in the crystal regarded as unpolarizable 
point charges and provides the main contribution to the well depth; for
20
example, about 7 to 10 eV for F-centres in alkali halides. The ions
are, however, not only polarizable, in that their core-electrons are
capable of being distorted by the effective vacancy charge but also
in the imperfect crystal they will suffer a displacement from their
perfect lattice sites. One way to take this into account is the Jost 
1 3
cavity model outline above, which leads (38) to a polarization po­
tential of
VP = _zv (1 ~ kr1 ) /  4TTko Ev (4°)
at the centre of the hole of radius R^ assumed to be formed on the
removal of the anion. The apposite values of k^ and R^ are given by
14
the calculations of Mott and Littleton . Holdings the ions fixed 
(1c = 1c
r op) Mott and Littleton find the field acting on the distant ions
from (37) and calculate the induced dipole moment at each site. This
induced moment contributes to the field acting on an ion neighbouring
the vacancy and, along with that due to the polarizing charge and that
due to moments similarly induced on the other nearest neighbour ions,
provides an effective field polarizing the ion. The contribution from
these nearest neighbours is then combined with the sum from all the
other induced moments to give the total polarization potential at the
centre of the vacancy. This value is set equal to (40) and a value
of R = R , the Mott-Littleton radius, determined. This rigid lattice 
v ML
1 5work has been extended by Hunter, Rittner and du Pre , who list ex­
tensive accurate results involving as many as eight discrete layers
surrounding the cavity.
The calculation becomes much more involved when the ions are
allowed to move and Mott and Littleton give results only for NaCl where
R has been reduced from the rigid lattice value of .953- to .75a and 
ML
the induced potential correspondingly increased from 3 to 6 eV. This 
indicates that the energies associated with ionic readjustments are of 
the correct order of magnitude to explain the Stolces shift observed
21
on emission; the value for the F-centre in NaCl being about 1.8 eV1.6
??
b) Contributions to the Polarization.
The polarization potential should include contributions from 
the interaction of both the apparent stationary vacancy charge and the 
mobile electronic charge with the optical ( i.e. core—electronic) dis­
tortions and the inertial ( i.e. bulk-ionic) displacements. The effec­
tive fixed charge produces, through interaction with the optical polar­
ization, a potential energy at the centre of the cavity of
Wv (0) = Yz2 /  4trk RoP v' o v (41)
and of = P Zv /  4TTko Rv ’
via the inertial effect. The net vacancy-polarization energy is then
WV (o) = 6Z2 /  4 TTk R .
p o l v 7 V ' O V
Outside the vacancy the polarization will screen the apparent charge 
resulting in
WV(r) = -Z2 /  4 TTk k r (42)\ / v / o s t  v '
Treating the excess electron as a point charge and intro­
ducing it, by means of an infinitely slow process, into the cavity 
yields a contribution to the potential energy which may also be separ­
ated as
ve (o) = 4  e2 Y / 4 n k  R
°P 2 , ( « )
and W*t(0) = 4  e fi /  4nico Ry
Since the trapped electron charge distribution is not confined
to the cavity a more careful calculation of these terms is necessary.
The HF method discussed in Section 2c yields
We (o) = -e2 Y f.(R ) / 4TTkop HF v' ' o (44)
We (o) = -e2 B f (R ) /  4TTkst' HF r r\ V ' / o
f stands for the potential due to the relaxed state, i.e. that state 
r
in equilibrium with the nuclear configuration, f^ represents the con­
tribution from the instantaneous electronic state. Within the QA approx­
imation (Section 2.e) the optical component will provide no net poten­
tial energy; the medium electrons being able to respond to the instan-
?3
taneous position of the surplus electron. Therefore,
We (0).. = 0 , 
opv QA 9
while the inertial polarization remains identical to the HF value. Out­
side the cavity the HF and QA methods will yield modified coulomb tails 
identical to the electronic part of (14) and (19) respectively.
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c) Fovler1s Application of Haken*s Theory.
1 9
An alternative approach has been distilled by Fowler from
Haken*s theory of Wannier excitons. Fowler stresses that the nature of
the potential outside the vacancy can best be represented by a spatially
dependent relative permittivity, ke(r), such that
v(r) = -eZ /  4 n k  k (r) r , (45a)\ / v / o ev ' K '
where k^ varies between k and k ^  depending on the compactness of the
electronic state under consideration. Treating the anionic defect as
a hole of infinite mass, the interaction with the excess electron is
given, for large r, by
V(r) = -Z /  4 frk k r + i Z B exp(-vr)
v o s t  * v r
+ exp(-2r /  a) /  4TTko (45b)
where v = 2m*w /  h and w is the frequency of the longitudinal op­
tical phonon for the crystal. Handling the self-energies of the vacancy 
and electron in a consistent manner requires the replacement of the 
second members of (41 ) and (43) by
VV (0) = Z2 B /4 nk a 
stU  v ^  ° (46)
and V* (0) = 4  e2 p v /  4 H k o
St
respectively.
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) Potentials Investigated.
The simplest potential form investigated arises in the point- 
charge description (43) through the neglect of any inertial contribution. 
Making the further simplification of setting R :== a, Zahrt and Lin17 
achieved an analytical solution of the radial Schrodinger equation de­
rived from the resulting potential form
v(r ) = VM + i y z / 4TTk a - x r < a
* (47)- zv / 4 n k o kop r r »  a
18
Markham has suggested that the self-energy due to optical polarization
should be augmented by a similar term representing the work necessary
to remove the surplus electron from a void of radius R when it is as-
e
sumed to be in the conduction band before localization. Setting R^ = R^
(and reverting to Ry = a) yields the original potential utilized by 
1 9
Tibbs , namely
V(r) = V + Z Y /  4 irk E - X r < Ev 7 o v v (48)
- Z /  4 n k  k r r ^  R
v ' o op v
However, such an energy term will be redundant in that this effect will
already be included in any measurement of the electron affinity of the
crystal.
Maintaining the artificial correction but omitting the electron
20
affinity leads to the well treated variationally by Simpson
V(r) = VM +  Zv Y / 4 T T k o Rv r < R v ^
- Z /  4TTk k r - p e f (r) /  4 n k  r ^ Rv ' o st r r o v
This approach reintroduces the energy due to inertial displacements at 
least outwith the cavity and, importantly, indicates the necessity of 
obtaining a solution self—consistent in the excess electron wave funct­
ion in this region. Simpson’s method, along with that of Zahrt and 
Lin, makes no mention of the effective mass approximation or of the nec­
essity of solving two different Schrodinger equations, one on either
side of the boundary.
26
Perhaps the most complete formulation of the polarized cavity 
model in these simple terms is found in the work of Krumhansl and 
Schwartz as reported by Gourary and Adrian^. The inertial effects 
are reintroduced inside the cavity also and the self-energy of the elec­
tron with respect to the polarization is expressed in one of two forms. 
Working within the QA approximation leads to
V(r)QA = VM + 8 Zv /  4 " ko Rv - i Y e /  4 " k~ R.O V
- P e fr(Rv ) /  4TTkQ - x r < R
, (50)
-Zv /  4 n k Q kst r - p e fr(r) /  4 n k Q r > R ,
while the HF approach gives
V(r)HF = VM + 8 Zv /  4tIko Rv ' Ye W  /  4" ko )
- Pe f (R ) / 4 n k  - X r < R
(51 )
-Z /  4 TTk k r - pe f (r) /4nk r > R .v o s t  r 0
In this work, as in the original Tibbs potential, the lattice
potential, V^, is also included outside R^ and a solution in this region
found in terms of a product of an envelope function and a Bloch function
22
and the effective mass. However, it has been shown by Dexter and
2^Krumhansl ~ that the expectation value of any slowly varying function 
of r will be independent of the form of the Bloch function. A further 
approximation, assuming this function is constant by neglecting the 
rapid fluctuations near the nuclei, is therefore customary.
While previous workers, whose results are presented in the 
following section, have neglected some of the polarization terms, the 
components included, whether by way of the simple Mott-Littleton method 
or by the more refined Haken theory, by no means provide a rigorous 
description of the potential experienced by the surplus electron.
Clearly a definitive theory of polarization effects within this cavity 
model has yet to be presented.
?7
e ) Results and Discussion.
An excellent check on the accuracy of the solutions derived 
by the present numerical technique is provided by a comparison with 
the results of Zahrt and Lin1  ^using the simple potential form (47). 
Their analytical solution of the appropriate radial Schrodinger equation 
was achieved by matching the spherical Bessel functions j (ar) of order 
X and argument a = |^2(E-V)J2 obtained within the cavity to the Whittaker 
functions, representing the solutions for r>R, at the cavity—crystal 
boundary. The derived energy levels for several alkali halide F- centres 
are listed, together with the necessary input data and the numerically 
obtained results, in Table 1.1.
The values given by the numerical method differ only margin­
ally from those of Zahrt and Lin; the 1s energy is 0.?% to 0.5% lower 
while the 2p energy improves by up to 0.8%. No systematic improvement 
on the analytical approach is expected and the slight discrepancies 
observed here are not supposed significant. They may be attributed 
to the different methods involved in defining the cavity radius.
Clearly the finite-difference scheme employed here is capable 
of reproducing the correct energy values to any required degree of 
accuracy. The calculated transition energies associated with this sim­
ple potential approach the peak value of the optical absorption band
with remarkable consistency.
Considerably more interesting is the amelioration in the wave 
function expected, concomitant with a lowering of the energy level, 
when the numerical solutions are set beside those obtained by recourse 
to the variation theorem, particularly if the latter approach has em­
ployed inflexible one-parameter trial functions.
Simpson20 has used just such a variational method to solve the
Schrodinger equation incorporating the potential presented in (49). 
Selecting a void of radius 5.0 au to represent the F-centre in NaCl,
28
Simpson calculates a well depth of -.22 au. If the wave- functions of 
the two lowest electronic states are assumed to be representible by 
single exponentials i.e.
p1s(r ) = ^  r exp(-cr)
and P2p(r ) = N2 ^  exP(-dr)> (52)
the 1L being normalization factors, this potential is seen to support a 
1s level of about -3.0 eV and a 2p energy of -1.0 eV. It is important 
to notice that both these states are in equilibrium with the relaxed 
nuclear configuration of the bulk lattice, as are those derived numer­
ically and listed for comparison in Table 1.2. The 1s variational prop­
erties tabulated were secured using the rather more flexible trial 
function
P1s(r) = N r (1+ar) exp(-ar) 
which, with an optimum value for a of 0.52 au , produces a 7% improve­
ment in the 1s energy. The numerical function is seen to afford a 
further 5% lowering of this energy.
Figure 1.1 depicts these functions together with their 2p 
counterparts; the variational excited state function plotted has an 
exponent of d = 0.36 au . The reason for the energy lowering is evid­
ent. The numerical 1s function is somewhat more compact, indicating 
that even the more flexible single- exponential wave- function does not 
provide a suitablerepresentation of the charge distribution in the 
vicinity of the relatively deep, flat- bottomed potential well. This 
important point will be further evidenced throughout this work. The 
16% amelioration of the variational 2p energy may be ascribed to the 
same cause.
The optical excitation energy is derived by considering a 
••vertical" transition in that the potential tail is assumed to be 
governed by the inertial polarization created by the ground state
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charge distribution for some time after excitation. Within the accur­
acy available to Simpson’s method, he was unable to distinguish the 
energy of this unrelaxed excited state from that pertaining when the 
nuclei have adjusted to accommodate the 2p distribution. The vertical­
ly obtained state is computed here at -1.216 eV yielding a transition
energy of 2.156 eV which is in reasonable agreement with the peak of
24the experimental absorption band at 2.770 eV . The oscillator strength 
associated with the transition was calculated to be 0.938 by means of 
the dipole velocity formula (52).
For a transition between an initial state of energy de­
scribed by a wave-function  ^ and a final state E^, represented by
with degeneracy g., the dipole velocity formulation of the os- 
3 3
cillator strength is
f _ = § h2 g. |E ,-E. I 1 N..2
'vel 3 j 1 j i 1 3i
where N.. = l / m  + j / m *
3i / /
and I = ^(-c3/c3z) i|;^ dv;r < R
and J is the same integral over the volume enclosed by R 4 r <00.
The dipole length form of the oscillator strength of this same transition 
is somewhat less sensitive to the precise nature of the wave functions 
and is
f. = f h~2 g. I E .-E. I M..2 (53)
len 3 3 1 3 i 1 3i
where M .. = mk + m*L
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and K = f* .(z) t|». dv for r <( R and L is again the value of this
3 1
integral for r )> R. A comparison of the values of an(i fxen
computed from the electronic energies and wave functions as presented
above affords a useful test as to how accurately the derived functions 
represent the exact solutions of the particular model Schrodinger
equation under study. The closer the ratio t = f / ?len to unity,
the better the approximate solutions.
The values displayed in Table 1.3 indicate that the numerical
30
solutions approach the exact solutions very closely. The oscillator 
strengths associated with the variational solution of the cavity model 
have been calculated assuming that no significant change occurs in the 
excited state charge distribution on lattice relaxation as suggested 
by Simpson and borne out by the numerical wave-functions.
The medium polarization energy,U, is computed from
u = i P / Rpi(r) £±(r) Pi(r) dr (54)
25
which has been corrected from Simpson’s treatment ( see e.g. Lehovec ). 
It represents the energy given up by the medium in the process of 
thermally removing the electron from the excited state. The value
computed here, 0.668 eV, therefore places the thermal activation energy
26
at .498 eV,much higher than the experimental value of .074eV in NaCl
It is also interesting to examine the corresponding improve­
ments obtained in a case where attempting to fit an exponential function 
to the true solution should result in no great error. Such is the inter­
stitial ion model discussed by Simpson and procured from the foregoing 
potential by allowing the cavity to collapse to zero radius. As can 
be seen from Table 1.2 a meagre energy increase of 2% occurs with the 
present technique and, as Figure 1.2 shows, the numerical and single­
exponential functions are quite similar. In agreement with these ob­
servations Simpson achieved no discernible amelioration in the 1 s level 
on employing a double-exponential function;
P-js(r) = N £exp(-ar) + exp(-br) 
to represent the ground state charge distribution. No data are presented 
in Table 1.3 on the oscillator strengths in this model since Simpson 
has not calculated the energy of the ’vertical* 2p state. The numerical 
solution reveals that a substantial change in the 2p level -.620eV to 
-.448 eV accompanies lattice relaxation. It is, therefore, not possible 
to use the relaxed state exponent, .36 au to describe the optically 
attained state. The numerical results presented, however, show that
31
again an excellent solution has been found.
An extensive investigation of the optical properties of
F-centres in alkali halides, within the framework of Simpson’s cavity
27
model, has been carried through by Smith . Table 1.4 presents a few 
of his results for comparison with the corresponding values obtained 
in this work. It should be noted, however, that Smith’s original var­
iational 2p results were in error and those tabulated are due to R. 
Gilbert as quoted in Markham ( see ref. 18, p. 321).
The numerical 1 s energies show about a 2-3% improvement while 
a dramatic 14-16% lowering of the 2p levels occurs. This indicates the 
need for also introducing more flexibility into the trial function 
chosen to represent the 2p state of such comparatively deep, potential 
wells.
Again this method is seen to yield transition energies which
are in substantial agreement with the experimental values. Krumhansl 
21and Schwartz have suggested an entirely different perturbation theory 
approach to the solution of Simpson-type potentials. The problem they 
actually tackled was more complex in two respects. Firstly, while in 
the original Simpson model, only the walls of the potential well needed 
to be self-consistent with the excess electron wave-function, even in 
the adiabatic formulation of Krumhansl and Schwartz’s potential (50) 
both the walls and the well depth must be determined self-consistently. 
In addition they reintroduced the effective mass approximation outwith 
the void and solved for an envelope function which was then multiplied 
by the usual Bloch function. For r ( R a zero-order problem is chosen 
which neglects the contribution to the potential which is wave-function 
dependent. This problem is solved analytically in terms of products 
of spherical Bessel functions with spherical harmonics in a similar 
fashion to the original work of Tibbs and also that of Zahrt and Lin
mentioned previously. For r y R a more complicated choice of zero-
order equation, together with the neglect of terms involving the radial
derivative of the Bloch function and the constraint m* = m leads to
a solution in the form of products of spherical harmonics with decaying
exponentials. Matching these solutions and their derivatives at r = B
leads to an eigenvalue equation which is solved numerically to give the
zero-order functions and energies. These energies are then corrected to
account for the presence of the self-consistent terms by first-order
perturbation theory.
A typical calculation for NaCl yields a zero-order energy
E (1s) = -4.10 eV which is corrected to E„(is) = -3.85 eV and E (2p) = 
o o
-1.77 eV which gives E^(2p) = -1.44 eV as the energy correct to first
order. Numerical calculations involving a similar potential expression
result in a 1s energy of 64.04 eV and a transition energy of 2.45 eV
1 2
with an oscillator strength of 0.98. Fowler solved the same potential
form variationally using trial functions P^s(r) = r (1+ar) exp(-ar)
2 —1 
and P2p(r ) = ^2 r exP(“^r ) which, with optimized exponents a = .56au
and b = ,42au gave a 1s level at -3.87 eV and a transition energy of
2.80 eV with a strength of around unity. One important difference in
Fowler’s treatment is the use of an effective mass of m* = 0.6 m .e
This, together with slight discrepancies in the values of the relative 
permittivities assumed, precludes the possibility of a direct comparison 
with the perturbation scheme. However a similarly parameterized model 
when solved numerically yielded E(ls) = -4.02 eV, an improvement of just 
under 4%, E(2p) = -1.32 eV, a much larger (15%) lowering and the functions 
compared in Figure 1.3 with those obtained variationally. A more flex­
ible representation of the 2p function is again obviously required.
It should also be noticed that this potential again supports 
energy levels, the transition between which offers a fair estimate of
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the peak of the experimental absorption band. Clearly any model com­
prising a well of depth about the Madelung energy and of width about the 
nearest-neighbour spacing will yield a reasonable transition energy.
The most naive and incomplete of the potentials studied, that of Zahrt 
and Lin, gives perhaps the most consistent overall fit of the computed 
to the observed absorption energies. This quantity certainly does not
provide a sensitive test of a model's worth. The very existence of
28such a well-obeyed Mollwo-Ivey plot for F-centres in absorption makes 
this assertion unsurprising.
Attempts to similarly correlate the emission energies to an
16 29inverse power of the nearest-neighbour spacing have largely failed. 1
It might therefore be inferred that a satisfactory description of the
emission properties of colour centres would constitute a better criterion
for model testing. None of the above models approach even a qualitative
estimate of the emission energy. Zahrt and Lin's potential does not
allow for lattice relaxation. Simpson's cavity model gives almost no
change in the excited state function on relaxation. Krumhansl and
Schwartz's approach predicts emission energies of 2.01 eV in NaCl and
1.89 eV in KC1 which badly underestimate the observed Stokes shift.
1 2In an endeavour to resolve this inadequacy, Fowler has in­
vestigated the important suggestion that the electronic states involved 
in the transition might undergo marked changes on nuclear relaxation; 
in particular that the relaxed excited state may be extremely diffuse.
The relaxation is expressed by allowing the nearest-neighbour ions to 
move radially and by adjusting the behaviour of the potential tail 
through the incorporation of an effective relative permittivity as in 
equation (45a). With a ke of 4.2, a 10% outward motion of the adjacent 
cations and a concomitant 10% cavity expansion, Fowler predicts an 
emission energy of 1.24 eV in NaCl, the relaxed 2p state being only
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£) Conclusion.
The polarized cavity models, in this limit, offer qualitative 
guidance on the effect of changes in such parameters as the well-depth, 
well-width, effective dielectric constant and effective mass. They are 
of limited assistance in indicating the direct expression of the physical 
content of the situation. Making the well-depth less negative, increas­
ing k^ and decreasing m* all allow percolation of the ground and excited
state functions out into the medium.
These statements are illustrated in Table 1.5 where the results 
are listed for the purely empirical potential
V(r) = Vq r < R
-1 /  4-TTk k r r y R,' o e '
30solved variationally by Smith and Spmolo and numerically by Fowler,
31Calabrese and Smith' with parameters opposite to RbCl on absorption 
(cols. 1,3,5) and NaCl on emmission (cols. 4,5). The results derived by 
the present technique, also listed (cols. 3,5) are once again seen to 
be in excellent agreement with other accurate solutions.
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Section 3
Semicontinuum Models.
a) The distinguishing feature of the semicontinuum models lies in their
recognition of some extent of discrete structure in the bulk crystalline
1 2medium outside the void. Fowler's suggestion of local lattice dilation
................  . . .  31
on emission initiated work m  this direction but it was left to Bennett
to carry through a calculation which predicted, by an energy minimization 
technique, the amount of distortion to be expected for a given charge 
distribution of the surplus electron.
By the usual appeal to the Born- Oppenheimer Approximation the 
single-particle Hamiltonian for the colour centre is split into a term 
determined by the excess electron coordinates, which depends parametric­
ally on the nuclear displacements x^ from the perfect crystal equilibrium, 
and a term which is independent of the electronic coordinates and rep­
resents the lattice energy.
The absorption process at the colour centre is viewed as pro­
motion of the trapped electron from a relaxed ground state described by 
a function f* (XQ )» XQ being the lattice distortion necessary to accom­
modate this relaxed state, to a quasistationary state f^(xQ ) which, by
the assumption of a Franck- Condon principle, experiences the same
-1 0crystal potential as the initial state. After a time, about 10 sec, 
considered long with respect to electronic processes, the nuclear 
framework adjusts to the excited state charge distribution which may 
now be expressed as f*(x1 ). Again following Fowler f* ig assumed> in
general, to differ substantially from the unrelaxed state f^.
One possible mechanism of energy loss from this excited state 
f*(x^) is radiative decay into an unrelaxed ground state represented 
by the function £ (x-j) with the emission process again constrained to
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be vertical.
Bennett's formulation of these ideas within a semicontinuum 
theory involves potentials similar to those discussed in the polarized 
cavity problem with some modifications as presented in Section c.
There remains the task of computing the change in lattice 
energy due to the readjustments in the medium following the replace­
ment of sun anion by an electron.
m
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b) The Medium Rearrangement Energy.
The ionic lattice is treated classically. If is the inter­
action energy between two ions of charge and respectively at a
separation r.. = r.- r. then,
ij -l -j
U. . = Z.Z. /  4 TTk r. . - C. . / r6 . - C. . /  r8 . + X (r. .) (55)
ij i J o ij ij 7 ij ij 7 ij repv i3
1
where C and C are the van der Waals constants and x represents therep
^2
repulsive interactions. The van der Waals terms are small'' and are 
ignored in Bennett's treatment. This leaves the lattice energy as a 
simple sum with an electrostatic contribution, E^, and a repulsive
part, E^. Therefore
E — E + E L e r
where E = (4fTk ) Y]. .(i<(j)Z.Z.|r.-r.|~
e v o ^ i , j v ' i J ! -i -J1
and E ■ . ( i < j ) x (r..)r 'i,jx repv ij 7
Employing the empirical Born- Mayer exponential expression
for the unknown form of the repulsive energy term gives
X (r. . ) = b B . . exp (R . / s ) exp (R . /  s ) exp (-r. . / s )
repv ij 7 ij v i 7 7 J ij
t hwhere R is the radius of the n ion, B . . is the Pauling factor for 
n ij
33ions i and j and s is a "hardness parameter". b may be determined by
writing the cohesive energy, E, of the crystal as
E(r) .(i < j) U. . + U“ /-'l, jV ij o
where U is the zero point energy, differentiating this with respect 
o
to r and setting the result at r=a, the perfect crystal spacing, equal 
to zero. Viz.
0^ E ( r )  / d r j r=a =
Creating a vacancy of charge Z^ by removing the anion at
r and allowing no subsequent displacement of the neighboring ions 
—o
requires an energy
A E t = A E  + A E  L e r
where A E  = Z ^ - Z . Jr.e v ^ ^ o  3 I—j
-1
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and A E  = -Y\ X (r.)
r *—‘3=0 repx j 7
The n nearest neighbour ions are then allowed to move radially
to new sites r\ = r_^  0-x) for 1 <(i<(n. The concommitant change in
electrostatic lattice energy may be expressed as a sum of four terms.
Firstly there is a change in electrostatic energy when a defect cation
( i.e. a nearest neighbour ion) moves in the background of the perfect
point-ion lattice potential
4 n k  A E  = n Z„r. .Z. |r’- r . |“1-|r - r ,|”1 (56)
o a 1^j*i j |J —1 — j I '-1 ~J J v '
Then there is the change in energy when one defect ion moves in the 
potential of the remaining n-1 defect ions
A E b - -n zi £ > 0)1(j < n ) Zjfai-Ejr’-lsi- £ / ]  (57)
The effect of all n defect ions moving radially is given by
4irk0 A E c = 2 3 ^ ( 1  <n) (i<j) Z.Z. (|r!- r ’|-|r.- r.| ) (58)
Lastly there is an alteration in the interaction energy between the
effective vacancy charge and the defect ions given by
4tt k AE .  = Z V. (j < n) Z . jr'r1-|r.|"1 (59)o d v^-O^o 7 j |J—jl I—j I J v 7
These terms are evaluated rigorously except for A E  which involves an
3.
infinite summation. It is expanded in a power series in x
4 TTk A E  = -n /  a (c. x^ + c, x^ + cQ x^ +... ) (60)o a ' v 4 6 8 ' v '
where the c^ are the lattice sums discussed in appendix B.
By considering the excess electron as a point charge Bennett 
has illustrated the necessity of including second nearest neighbours 
in the formulation of the repulsive interaction to prevent cavity 
collapse, at least in those crystals containing multiply charged va­
cancies. For consistency this incorporation is maintained in all the 
centres studied here. The total energy E^, the sum of the medium re­
arrangement energy, E , and the electronic energy is plotted as a 
function of distortion, x, and the relaxed state is assumed sustained 
by a potential described by the distortion at this curve's minimum.
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c ) The Semicontinuum Potential.
The potential experienced by the electron in the semicontinuum 
treatment is constructed in a manner similar to that employed with the 
polarized cavity model. The one major difference lies in the amendment 
of the spherically symmetric portion of the point-ion potential from its
former value, the Madelung energy, Vq = V^, to
4lTkoVo = "Zv [aM /  a +Z i NiZi x(i) / 1 a (1“x(i)] (61 )
where NL is the number of ions of charge Z  ^is the itk shell centred:
on the vacancy, which are assumed to be displaced by an amount x(i)
from their perfect crystal positions. Only the first shell will be
treated as discrete here, the summation then merely encompasses the
cations adjacent to the defect.
Outside the well Fowler’s extension of the Maken theory 
presented in equation (45b) is again used.
The five different semicontinuum models investigated by
Bennett differ in their treatments of the polarization potential seen
. . .  . 3 4by the addition electron. Maintaining his amended notation the
SP(QA) model includes the inertial polarization as given by the Haken
theory in equation (46), as does the model labelled SP(HF); they
differ in their treatment of optical effects, the former includes
Krumhansl and Schwartz’s quasi-adiabatic potential (50), the latter
the Hartree-Fock potential (51 ) of these authors.
Bennett has found "subtle difficulties" in calculating the 
bound states of such potentials. The major problem on absorption is 
a drastic overestimation of the ionic polarization developed during 
the transition through the use of the Haken theory. The relaxed 
ground state function may be assumed to be reasonably compact and any 
ionic polarization other than that treated explicitly in the motion 
of the nearest-neighbour ions must be negligible for a univalent defect. 
The electron distribution will almost completely shield the effective
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charge outwith the first shell. This is contrary to the computational 
results.
To discuss the situation in multiply charged defects Bennett 
arbitrarily separates the total charge into an "uncompensated" com­
ponent Z^-e; i.e. the lowest possible value of the effective charge 
assuming complete shielding and a "compensated" contribution which is 
modified by the distribution of the surplus electron; i.e. ranges from 
zero for complete shielding to +e in the limit of an extremely diffuse 
trapped electron distribution. The Haken theory description of the 
external potential is scrapped but the use of an effective dielectric 
constant, k^, is maintained. The uncompensated charge produces a 
potential due to ionic polarization of
V  ^ (r) = - B ( Z  -e) / 4 TTk rst,uv ' v v v ' ' o
and due to electronic polarization of
V (r) = -(Z -e) /  4TTk k r.op,u^ 7 V v ' 7 o e
The partially compensated charge produces a potential due to inertial
effects of
V . (r) = -e (k-^-k~^ ) /  4 TTk rst,cx 7 x e op7 7 o
which is employed only for states involved in the emission process.
For absorptive transitions, to resolve the above-mentioned difficulty, 
it is simply set equal to zero. Optical polarization effects of this
part of the change are described by
V (r) = -e /  4 TTk k r.op,cv / o op
Setting the inertial self-energy of the centre (vacancy plus 
electron) equal to zero, i.e. neglecting V (r) for r<(R, and incor- 
porating' the above alterations secures the models termed SP(QA^ ) and 
SP(HF^) depending on the description of the optical polarization inside 
the cavity.
One further modification, was investigated by Bennett and in­
volves the reintroduction of V within the cavity when considering
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emission states only, in terms of the Haken theory and the inclusion
of a functionally similar form of the potential due to electronic
35 36polarization, modelled after the work of Toyozawa. Wood and Opik
have written this contribution as
Uop(r) = e Zv /  4TTkQ rj^ 1 -Y jl (exp(-Rer) + exp(-Rhr)|J (61 )
for r R. R and R, are the radii of fictitious cavities associated 
e h
with the electron and the vacancy respectively. Here Rg = R^ = Rv*
The corresponding self-energy term within the cavity is
U = 4 Y  /  4TTk R (Z2 + e2 ) (62)op  ^ o v ' v
Supplementing these with the terras due to the inertial 
effects estimated above leads to Bennett's SP(ET^ ) model. It is 
important that the value of X, the energy zero correction included 
inside the cavity, should not contain, in this model, the self-energy 
of the electron due to optical polarization. This would result in a 
double counting of this term since equation (62) is an attempt to allow 
for it.
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The Lifetime of the Excited State.
In seeking a sensitive test of the model's worth the emission 
energies mooted previously unfortunately are also inadequate. Each of 
Bennett's models produces a sensible Stokes shift, as indeed do several
other completely different formulations; e.g. the extended-ion approach
37 38of Wood and the polaron model of Wang.
39 26The stimulating results obtained by Swank and Brown'J ' which
revealed the unexpectedly long radiative lifetime associated with
F- centre luminescence provide an experimental measurement which should
offer a satisfactory challenge to the theoretician. These values which
—8
were previously assumed to be about 10 seconds, as in atoms, turned out 
to be two orders of magnitudes longer. Before presenting the comput­
ational efforts directed towards the evaluation of this quantity it is 
necessary to digress to outline the theory of optical processes in 
solids.
These results are by no means an experimental artefact having
/ 4\been since reproduced by many workers (eg. Watts and Noble ) with
completely different apparatus.
4.3
e) Optical Processes in Atoms and Solids.
Consider an isolated atom which is found in the state u. of1
energy with unit probability. Bombarding this atom with a mono­
chromatic unpolarized beam of N photons per unit volume, each of energy 
E, is supposed to induce transitions to a level u^, again considered a 
discrete solution of the time-independent Schrodinger equation for the 
atom, of energy E^.
If only electric-dipole transitions are allowed and processes 
non-linear in N are neglected (i.e. a small photon flux is assumed) 
then the probability of an absorptive transition per unit time is
Wif = I4 " 2®2 /  (4TTk0 ) 3*4 Eif N kif|2 6(Eif - E ) (g3)
where the transition energy E.^ is E -E. and the dipole matrixif f i
element rn ^  / u* r^ u^ dv, the summation being over all electrons,
e
In general, the states i and f involved in the process may be degenerate
when this element must be summed over the components of both states and
40divided by the initial state degeneracy. This procedure will be 
assumed understood and the form presented above will be carried through­
out the analysis for simplicity.
Associated with this probability there may be defined an 
absorption cross-section, S_^, which is the transition probability 
divided by the photon flux and integrated over the energy delta function 
to give
Sif = )4 " 2e2 / (4 " k0 ) 3ftc| E.f |r.f| 2
= |2l5n2e2 /  (4trk ) me } f^£ (64)
on introducing the dimensionless oscillator strength f^ for the trans­
ition
f.f= ( 2 m / 3 * 2)E.£ |r.f |2 
The radiation flux may also cause induced emission from the 
state u^ and this, the spontaneous emission also possible and the in­
duced absorption already mentioned are most readily interrelated by the
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Einstein A and B coefficients.
For induced absorption
Bif = W e2 / (4Tik0) mffif/Eif 
for spontaneous emission, 
Aif= I2*2 / mc3ft2 ^ ffi Efi
and for induced emission,
2
B fi = j Tre /  (4TTkQ ) m } f£ . /  E.if
Since, for an isolated atom, E._ = E„. and f ._ = f„. the followingif fi if fi 3
relationships hold.
Bif = Bfi <65>
and
Afi = (2Efi / Tic3fi2) Bfi (66)
The spontaneous emission coefficient, A, may be expressed as a recip­
rocal lifetime
Afi •
where the radiative lifetime of the excited state is
tfi = { (4trko ) m c V  /  2e2 ( (67)
A simple relationship may be formed between this and the previously
defined absorption cross-section
tfi S.f = ft3 n 2C2 / E 2i (68)
which, for strongly allowed transitions, with oscillator strengths of
—8
the order of unity, gives a lifetime of about 10 seconds.
Though the general theory of optical processes at a colour- 
centre in a solid may proceed along lines similar to those developed 
above, the various effects of the surrounding medium must be care­
fully considered.
The energy density of the radiation field will be reduced by 
—2a factor of n (E) where n is the refractive index of the crystal for a 
photon of energy E. The speed of light in the medium is reduced from 
its free-space value to c /  n(E). The electron field associated with
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the radiation, which is the perturbation producing the observed absorp­
tion will, at the centre, be generally different from the average field 
in the medium Eq. Since the transition probability is proportional to 
the square of the local perturbation field this effect will produce a 
correction factor of (E^ /  Eq ) , the "squared- effective field" ratio 
(E^ is the effective field right at the centre). It is expected to 
vary from unity for a very diffuse centre to a value, roughly estimable 
by the Lorentz local field
Ee = i {n2(E) + 2}Eq 
for very compact centres. Fowler has estimated that, for the centres 
considered here, the ratio will generally lie between 1 and 2.
As evidenced by the Stokes shift, E ._ = E„., the medium hasif fi
a considerable effect on the centre and, in general, it cannot be ex­
pected that the dipole matrix elements for absorption and emission will 
be equal; i.e.
r r
-if * -fi
More formally, the states involved in the transition will
depend on (medium) nuclear as well as electronic coordinates. In the
framework of the Born- Oppenheimer Approximation these states may be
written as products of an electronic function u ^(r) and a nuclearn, K —
wave function n an<^  ^ representing sets of electronic and nuclear
quantum numbers respectively; r and R representing the repective co­
ordinates as previously.
Thus, labelling the initial state E_^ and assigning to the
final state an energy of E gives a transition energyir
EiI,fF = EfF “ Eil 
which has an oscillator strength of
I I 2
fil fF = (2ra /  3ftl ' EiI>fF 
^  lil.fP - L u£>R(r) U£p(R) dr dR
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defining v_ (r) as r(£) L uf ?r(£.) dr gives
£ii>£F-/°Ii^V^<a (69)
In general, sharp transitions between such discrete states are
not observed (except, for example, the zero-phonon lines). Instead ex­
periment reveals a broad band which represents the sum of many such
. 4 1
transitions. Following Lax a thermal average over the initial nuclear 
states, I, is combined with a simple summation over the final vibrational 
states, F , to give a broad-band oscillator strength
£if = avi ^ F  fiI,fF 
Assuming that the matrix element (r ) is largely independent 
of R, so that it may be replaced by some average value at Rq say, the 
equilibrium nuclear configuration with no great error ( the Condon 
approximation), then
f.f = (2m / 3h2) r . ^ )  2 a v ^ p  EiI(fp S(k ) S(E')
where S(R) = / u ^ R )  Ufp(K) dR
If, in addition, the transition energy is replaced by some average 
value the average of the sum over the integrals involving the vibra­
tional functions will collapse to unity and the oscillator strength will 
be given simply by
fif = (2m /  3ft2 ) E.f r . ^ )  2 (70)
for an absorption transition and may be written for on emission as
ff . = (2m / 3h2 ) Ef . rf.(R^) 2 (71 )
As discussed in the introduction to this section the value of 
R employed for absorption ( this value determines the crystal potential) 
is, in general, much different from that required to describe emissive 
processes. Thus, the relation between the Einstein emission coefficients, 
(65), may be generalized to
which since = av^^L^ CpF ^
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where C is A or B, yields, on employing the above average energy,
Afi ={ 2n3(E) /  • n c V f E ^ i  Bfi, (72)
No relation between the induced coefficients as in (66) can be found. 
The absorption cross-section is now expressed as 
Sif = lEe(a) /  Eo f  /  (4TTk ) mcn(E. )} f.
and the luminescent lifetime of the excited state given by
= K  / Ee(e)f2 i(4TTko) mc3f>2 / 2e2n(Efi) I E~l
where Ee(a) and Ee(e) are the effective fields experienced by the centre 
during absorption and emission respectively.
%  Sfi = K (a) /  Ee(e)f2 ) " 2ft3c2 /  n(Eif) n(E£i)} fif e;2 (73)
. . -1
Defining f* = f ^  f ^  and substituting reasonable values for the other 
parameters yields a radiative lifetime approximately given by
Q
t ^  = 2f* x 1 seconds (74)
—16 2eg. for the F- centre in NaCl where = .91 x 1 0~ eVcm. assuming a 
squared-effective field ratio of 2.0 yields
—8
t_. = 2.36f' x 10’ seconds, fi
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£) Results and Discussion.
Table 1.6 lists the input data required for computations within 
Bennett's semicontinuum models. In addition to the values presented in 
that table, a knowledge of the lattice sums given in Table 1 of Appendix 
B is necessary. The Pauling factors B_^ are given by the simple formula
B . . = 1 + (Z. /  n. ) + (Z. /  n.) 
l.l i i .1 / .1
thwhere z. is the valency of the l ion which has n. outer electrons. It
l l
should be remembered that the structure of CaF^ differs from that of the
other three crystals, a fact which is reflected in the change in Madelung
constant required; for CaF„ a„ = 4.071 while for the NaCl structure
2 M
a„ = 1.748. Notice also that the value of a corresponds, in CaF_, to the M 2
Ca - Ca distance.
The value of the effective dielectric constant to be used in 
emission calculations is obtained by assuming that the relaxed excited 
state is characterizable, within the effective mass approximation, as a 
shallow hydrogen- like level so that the thermal ionization energy of 
the excited state £t0  ) may equated to the screened hydrogenic energy
£t(l) = -4 m* /  n2 k^ , 
where n is the principal quantum number associated with that state.
The value of the effective mass in the conduction band, general­
ly obtained experimentally, involves a contribution due to electron-ionic 
displacement polarization interactions which is not desired here. It is 
dependent on both the electron-electronic polarization effective mass, 
m*, which is required and the coupling constant
= { Pe2 / (4TTk0)} lm* / wef2
which indicates the extent of the electron-phonon coupling.
The numbers listed for CaO and CaF^ have been rather crudely 
estimated by Bennett along with the corresponding electron affinity,X, 
values.
Bennett^ performed variational solutions of the model potentials
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given by the incorporation of these parameters using the trial functions
P1s(r) = ^  r (1+ar) exp(-ar)
and P2p^r ) = ^ 2 exP(-br)
The optimized results for the SP(HF) model, with parameters
for KCL, are displayed in Figure 1.5 (absorption) and 1.6 (emission)
where they are compared with the functions secured by the present tech­
nique. The optimum values of the exponents derived by the variation
-1 -1 theorem were, for absorption, a = 0.566 au and b = 0.424 au and,
-1 -1 for emission, a = 0.473 au and b = 0.088 au . The corresponding
34transition properties are tabulated in Table 1.8 along with Bennett’s 
"exact" solution, obtained by numerical solution of the Hartree-Fock- 
Slater equations resulting in the substitution of the appropriate 
potential forms into a radial Schrodinger equation.
The variational functions for absorption, Figure 1.5, offer 
rather poor representations of the true charge distributions relevant 
to the model (assumed given by the present work), a fact which is not 
wholly brought out by a simple comparison of the mean radii also pre­
sented in Table 1.8. In particular the 2p state is markedly too diff­
use when obtained variationally. This again indicates the need for a 
more flexible representation of the 2p state in such a deep well. 
Improving the accuracy of the solution alters the absorption energy by 
about 10% while having little effect on the emission energy prediction. 
In accordance with this observation, the numerical and variational fun­
ctions corresponding to emission states, Figure 1.6, are relatively 
much less disparate.
The present finite-difference method provides numbers only 
marginally different from Bennett’s "exact" values. Achieving such an 
accurate solution spoils the agreement with the experimental absorption 
energy and reveals that the apparently correct prediction of a long 
lifetime by the variational approach was fortuitous.
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Also listed in Table 1.8 are the SP(HF^) results which afford 
but little better an estimate of this highly model-sensitive quantity. 
One other comparison with the variation method is possible through the 
computed thermal ionization energies. Variationally Bennett obtains 
for KC1, within the SP(HF) model, £t(o) = 1 .88eV and E (1 ) = 0.14eV 
while they have been computed at 1 .96eV and 0.20eV respectively in 
this work. Predictions of the peak of the emission band in both 
models is seen to correspond closely with the experimental value for 
KC1 as shown in Table 1.7, along with other measured properties.
Table 1.9 contains the results for these model potentials 
in CaO and CaF^, taken as representative of the alkaline-earth oxides 
and flourides respectively. Again the accuracy of the present numer­
ical solutions is borne out by the compatibility with Bennett's "exact" 
work. The apparent success of the SP(HF) model in matching the absorp­
tion peak in CaF^, when solved variationally is again revealed as 
fortuitous. The SP(HF^ ) results are seen to be in no way superior to 
the SP(HF) values and neither affords even an order of magnitude es­
timate of the observed CaO emission band.
The configuration-coordinate diagram presented in Figure 1.7 
derives from the present numerical solution of the SP(HF^) model for
34KC1. It is virtually indistinguishable from that obtained by Bennett 
in his numerical work. Several points should be noted. As mentioned 
previously, in the introduction, transitions are assumed to be vertical. 
The lattice configuration pertaining to a given relaxed state is found 
at the distortion, x, which yields the minimum in the total energy, ET. 
Absorptive transitions involving the curves marked "1s*" and "2p" which 
are coplanar lead to the broad absorption band of Figure 1.8. This 
figure also includes the emission band coming from transitions between 
the curves "2p" and "1s" which, while coplanar, do not necessarily con­
tain the plane of the absorption curves.
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The minimum in the relaxed ground state is found at a very 
small inward distortion, 0.08% of the lattice spacing, where the cor­
responding energy is -4.482 eV. The predicted optical absorption 
band is peaked at 2.93 eV somewhat higher than experiment and has a 
half-width of 0.093 eV. The emission curves are seen to be consider­
ably shifted towards the continuum. A large outward relaxation, 9.8%, 
has occurred in order to accommodate the excited state charge distri­
bution, the energy associated with which is -1.307 eV at this optimum 
configuration. The half-width of the implied emission band is 0.12 eV 
and the band maximum is centred at 1.17 eV, very close to the observed 
value. It is important to notice that the half-widths predicted by 
this one-coordinate approach are a factor of two below those obtained 
by experiment. The inability of such treatments, containing only radial 
breathing modes to reproduce sufficiently wide bands will be met again 
in the semicontinuum models applying to electrons in polar liquids.
The predictions of the models containing the quasiadiabatic 
treatment of the optical polarization, SP(QA) and SP(QA^), are presented 
in Table 1.10. In KC1, while the latter approaches the absorption 
energy closely, both underestimate the emission energy and fail to 
forecast the luminescent lifetime by an order of magnitude. The SP(QA) 
model is badly out for both CaO and CaF^, the absorption energies in 
which are reasonably estimated by SP(QA^ ) model. Neither model suggests 
the very small Stokes shift observed in CaO, the former giving a hope­
less absorption energy, the latter grossly overestimating it. Compar­
ison with the variational treatment of these model potentials is limited 
by Bennett's provision of but a few figures for NaCl. E(a), the absorp­
tion energy, improves from 1.62 eV to 2.4q eV on numerical solution; 
still short of the observed peak at 2.77 eV. E(e), the emission energy, 
goes from 0.63 eV to 0.97 eV happily coinciding with the experimental 
value. Bennett's variational treatment yields a radiative lifetime of
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2.31 x 10 seconds (estimated using equation (74)), which is recalcul-
—8
ated numerically to be 1.90 x 10 seconds in very poor accord with the 
—6experimental 1 o” seconds.
The configuration coordinate diagram derived in the present 
work for the SP(QA) model for NaCl is shown if Figure 1.9, the corres­
ponding band-shapes are in Figure 1.10. Again both numerical techniques 
arrive at substantially the same numbers.
The general failure of any of these models to predict a sen­
sible lifetime in the alkali-halides, the system for which they seem 
best adapted, has been interpreted as indicating the presence of some 
special mechanism which is responsible for producing the unexpected
length. Within the framework of these models the most likely sugges-
45tion, made by Swank and Brown , is that there exists some degree of
2s-2p mixing on lattice relaxation. This suggestion is supported by
the fact that these levels approach each other as the lattice relaxes
and, at the emission configuration, are almost degenerate. For example,
in the SP(HF,j ) model for KC1 the 2s state at the distortion opposite
to absorption lies at -0.44 eV compared with a 2p energy of -1.47 eV.
After relaxation the corresponding states at the emission configuration
have energies of -1.20 eV and -1.22 eV respectively. This agrees sur-
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prisingly well with the results of Stiles et al. , who, using the var­
iation of luminescent lifetime with applied electric field, place the 
2s level 0.02 eV below the relaxed 2p state. The mixing mechanism, 
invoked by Bennett in an attempt to forecast the extended lifetime, 
employs an internal electric field generated by the non-cubic longit-
n
udinal optical phonons present. Taking 10 v/m as a reasonable estimate
of this field, the model predicts strong (60/40) mixing of the 2p and
—8
2s states and a lifetime of 31 x 10“ seconds, which is a step towards
—8the experimental 57 x 10~ seconds. None of the other models invest­
igated are able, even with internal fields large enough to cause dielec-
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_7
trie breakdown, to yield a lifetime greater than 10 seconds.
Calculations using the remaining model, SP(EI^), with the 
polaron-type optical polarization are so inconsistent with the experi­
mental data for all three types of salt studied that they are not de­
tailed here. By way of an example, the model has 1.25 eV for absorp­
tion in KC1 and 0.41 eV for the emission band. However, again, the 
present numerical method and Bennett’s work produce very similar num­
bers, not differing by more than 1%.
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g) Conclusion.
The semicontinuum models provide a detailed framework for the 
computation of optical processes at point defects in crystals. Even with 
this somewhat limited goal, within the present formulation, they are 
found to be restricted to F-centres in alkali-halides if some predictive 
accuracy is desired. Of the models studied here, that termed SP(HF^ ), 
which is theoretically rather unsatisfactory as it involves the ad hoc 
neglect of some factors,yields perhaps the best overall agreement with 
experiment in these salts. Other models investigated offer, basically, 
only qualitative suggestions as to the true values.
It has been amply demonstrated that the present numerical, 
finite-difference scheme is entirely suitable for deriving highly ac­
curate solutions of the model potentials associated with trapped elec­
tron problems.
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Tables I
Tables 1-5 have results for polarized cavity models of the
F-centre. 1 includes the analytical solution of Zahrt and Lin for
the simplest potential studied. 2,3 and 4 are Simpson's cavity and
interstitial ion model. 5 is a parameterized potential, R = 4.1 au,
V = -5.92 eV, k =3.0, for RbCl in absorption and NaCl in emission, o e
R = 5.5 au, V = -3.28 eV, k = 5.4. o e
Tables 6-10 are apposite to the semicontinuum treatment.
6 has the necessary input data, 7 the experimental values they are 
expected to explain. Bennett's SP(HF) and SP(HF/j ) models are in 8 
for KC1 and in 9 for CaO and CaF^. 10 has the SP(QA) and Sp(QA^ ) 
results for all these systems.
Energies are in eV, distances in au, except R^ in £ in 4.
TABLE 1,1
SALT NaCl KC1 KBr
a 5.317® 5.94 6.24
k 2.25® 2.13 2.33op
E(1s) 5.245a 5.001 4.766
E(1s) 5.269n 5.022 4.791
E(2p) 2.633a 2.816 2.704
E(2p) 2.657n 2.830 2.722
AE 2.62a 2.19 2.07
AE 2.612n 2.193 2.069
£ 0.995a 0.98
£ 0.998n 0.986 0.979
A E  2.67® 2.20 1.97
a Analytical solution o£ Zahrt and Lin.
e Parameters employed by Zahrt and Lin.
n Present numerical work
RbF
5.33 
1.93
5.449
5.471
2.865
2.891
2.58
2.580
0.98
0.988
2.60
TABLE 1.2
Interstitial ion Polarized cavity
-E(1s) 1.52V 1.556n 3.2V 3.372n
-E(2p) 0.44 0.448 1.0 1.166
r(ls) 5.75 5.44 4.14 3.94
r(2p) 18.3 17.42 7.0 6.37
U - 0.615 0.55 0.668
n Present numeticai wotk. 
v Simpson’s variational solution.
TABLE 1.3
Polarized cavity Interstitial ion
AE 2.2V 2.156n 0.935n
£ ; 0.81 0.938 0.709
vel
£ 1.13 0.938 0.709len
t 0.72 1.000 1.000
£
n Present numerical work, 
v Simpson’s variational results.
TABLE 1.4
SALT
R (8) vv '
-E(1s )V
-E(ls)n
-E(2p)V
-E(2p)n
NaCl
2.6
3.29
3.345
1.01 
1.168
2.28
2.177
KC1
2.6
2.80
2.847
0.85
0.977
1.95 
1.870
KBr
2.8
2.63
2,672
0.81
0.951
1 .82 
1.721
n Present numerical work,
v Smith's variational results.
TABLE 1,5
Absorption states Emission
-E(1s ) 2.574V 2.58a 2.591b 1.31 a
-E(2p) 0.493 0.49 0.496 0.148
-E(2s) - 0.42 0.429 0.152
-E(3p) 0.201 0.20 0.208 0.063
AE(ls-2p) 2.081 2.09 2.095 1.162
AE(ls-3p) 2.373 2.38 2.383 -
r(ls) - - 3.754 -
Ch
CM - - 10.457 _
a Numerical results of Fowler3Calabrese and Smith,
b Present numerical work.
v Variational results of Smith and Spinolo.
states
1.339b 
0.175 
0.170 
0.069 
1.154
4.935
16.960
TABLE 1.6
SALT KC1
5.93
2.77
3.00
0.637
5.10
k
op
kst
2.13
4.67
3.88
-X
m
0.022
0.6
3.95
CaO
4.54 
2.21
2.55 
0.629
4.00
3.28 
11.76
5.0
0.04
1.0 
13.07
CaF2
10.32 
2.21 
1 .98 
0.546 
9.56
2.05
6.71
4.0
0.04
1 . 0
1.38
TABLE 1.7
SALT NaCla KCla
E(a) 2.770 2.313
E(e) 0.975 1.215
t 100.0 57.0
f(a) 0.6 0.85
W(a) 0.255 0.163
W(e) 0.337 0.261
£t(l )d 0.08 0.09
£t(0)e 1.94 2.05
a Fowler in ref. 44, p. 627 
b Kemp et al. in ref. 49r
c Feltham and Anders in ref. 50
d Markham in ref. 7, p. 82
e Markham in ref. 7, p. 123
TABLE 1.8
KCl s p(h f ) SP(HF1)
E(a) 2.78v 3.02a 2.98b; 2.97'a 2.93b
E(e) 1.22 1.22 1.20 1.22 1.17
t 83.9 10.9 8.7 19.0 16.2
f(a) 1.05 - 0.91 - 0.63
W(a) - - 0.09 - 0.09-
V(e) - - 0.12 - 0.13
nJ
V
tn
1 fT 3.74 - 3.51 4.15 4.12
?2p (?) 5.81 - 5.07 22.83 20.98
72p*(S ) 25.91 - 24.33 32.32 30.16
?,s (<0 4.12 - 4.01 6.11 6.04
a Bennett*s numerical solution,
b Present numerical work, 
v Bennett*s variational results.
TABLE 1.9
CaF2
E(a) 3.265V 
E(e) 
t 
CaO 
E(a)
E(e)
t
s p(h f )
2.803* 2.784b
0.735 0.730
0.5 0.47
2.041 2.028
0.299 0.307
0.5 0.48
SP(HF1 )
4.598a 
0.599 
4.8
4.626 
0.218 
0.3
4.384b
0.592
4.2
4.589
0.213
0.26
a Bennett’s numerical solution, 
b Present numerical work, 
v Bennett's variational results
TABLE 1.10
KCl
CaF2
CaO
s p(q a )
E(a) 1.796* 1.784b
E(e) 0.707 0.704
t 4.1 4.02
E(a) - 2.071
E(e) 0.544 0.541
t 1.0 1.32
E(a) 0.354 0.360
E(e) 0.327 0.331
t 8.3 8.11
SP(QA1 )
2.258* 2.249b
0.626 0.623
7.6 7.47
3.510 3.495
0.435 0.433
2.6 2.81
3.728 3.684
0.245 0.243
0.8 0.74
a Bennett's numerical solution, 
b Present numerical work.
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Figures I
Figures 1-4 are functions derived from polarized cavity models 
of the F-centre. 1 and 2 are relevant to Simpson’s cavity and interstit­
ial ion models respectively. 3 and 4 pertain to Fowler's model paramet­
erized for NaCl on absorption and emission respectively.
Figures 5-10 derive from semicontinuum calculations. Bennett's 
model for KC1 on absorption provides 5 and on emission, 6. In all above, 
variational functions are in full-line. Broken-line is present numeric­
al work, (a) are ground 1s state functions, (b) excited 2p functions. 
Bennett's SP(HF^ ) model gives the configuration coordinate diagram of 7 
on numerical solution and also the absorption (full-line) and emission 
(broken-line) line-shapes in 8. The emission band has been moved 1.6 eV 
to the blue. 9 has the SP(QA) model numerical results for NaCl and in 
10 the computed absorption bands at 298°K (full-line) and 77°K (broken- 
line ) are presented.
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PART II
Surplus Single Electron 
Species in Polar Media.
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Section 1 
Introduction.
a) The absorption spectra associated with the presence of excess 
electrons in polar liquids, ices and glasses are, in many ways, similar 
to those observed at colour centres in crystalline solids.
They are generally broad unsymmetrical bands peaked either 
in the visible or near-infra-red, depending on the polarity of the host 
matrix. Roughly speaking, the more polar the medium the further into 
the visible lies the observed band maximum. On closer examination of 
all the available experimental data it would seem that quite signif­
icant differences also exist between these species. In particular the
5Q 54absence of such a Raman effect as is observed in F-centres ' T and the 
much narrower line width given by electron magnetic resonance experi­
ments have been noted. However, the optical properties mentioned above 
do contain striking analogies, a fact which has encouraged very closely 
related theoretical formulations for discussing the properties of the 
respective systems to be developed.
A typical band appears in liquid ammonia upon the dissolution 
of both alkali and alkaline-earth metals. At low concentration it is 
independent of the nature of the dissolved atomic species and is peaked 
around 0.8 eV in the near i.r., appearing indefinitely stable. The 
high energy tail which is a characteristic of trapped electron spectra 
in polar liquids extends well into the visible and is responsible for 
the deep blue colour of the solutions. Relatively stable absorption 
curves are also exhibited in many low-temperature glasses, in alkaline 
ice and even in pure ice at 4°K which have been subjected to, say, 
irradiation. All bands shift to the red with increase in tempera­
ture and those studied to date exhibit a blue shift under increased
58
ambient pressure. The temperature and pressure effects on the half­
width are not so marked though some confusion appears to exist over 
this (see, e.g., the three(j) temperature variations of this quantity- 
listed for the ammoniated electron).
With the advent of pulse radiolysis and related ultrafast 
techniques the capability of observing processes on a sub-microsecond, 
nanosecond and, most recently, picosecond time-scale has been achieved. 
Such methods have revealed the presence of transient absorption bands 
in a vast range of irradiated media from the very polar water, through 
the less polar alcohols and ethers, to the essentially non-polar hydro­
carbons and even in liquid rare gases. These bands have been attributed 
to the presence of electrons "solvated" in the media. It appears, there­
fore, that electrons solvate to some degree in all liquids. A steady 
flow of stimulating observations on the properties of these solvated 
electrons is continually being reported, offering many substantial 
challenges to theory.
Theoretical developments presented here, forwarded in efforts 
to gain insight into the nature of this species, have progressed in a 
similar fashion to those discussed in Part I with reference to colour 
centres. Before tracing this development and presenting the current 
computational results, the properties of several systems which were 
investigated are detailed. This will serve to outline the goals of 
the theory and highlight its present deficiencies or at least delimit 
its domain of validity.
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b ) The Hydrated Electron.
55Hart and Boag were first to observe the transient absorp­
tion band in water now known to be characteristic of the hydrated elec­
tron. Their results were accomplished by irradiating pure deaerated 
water with a pulse of 1.8 MeV electrons which produced the band peaked 
at around 7000 A with a long high-energy tail extending through the 
visible. Since this initial discovery much refined experimental work 
has been undertaken on this solvated species and a rather complete
documentation of its properties exist. A useful guide to these proper-
56ties is offered by the book of Hart and Anbar
At a temperature of 298°K the band maximum is observed at
57 —6 —1 —11.73 eV with an extinction coefficient of 1.85 x 10 M~ m- , the
57associated oscillator strength being 0.65 . The full width at half­
maximum is 0.92 eV and the primary yield has been found to be G(e” ) =
582.7 per 100 eV of radiation energy deposited . Interestingly, this
yield has been shown to be independent of pressure over a range from
59atmospheric up to 6Kbar . The observed effect on the spectrum of 
this massive pressure increase is merely a 33% depression of the ex­
tinction coefficient at the band maximum with a concurrent 32% broad­
ening of the band (measured at the half-height). The oscillator
6o
strength remains approximately constant . A slight blue shift with 
increasing pressure is exhibited by the band maximum, the coefficient
C g-1
being 5.3 x 10 eV/bar . The partial molal volume and the cavity
-1
volume have been placed at 7 and 10 ml mol respectively at a pressure
of one atmosphere and a temperature of 302°K and have been shown to be
compressible^.
The effect of temperature over the range 4-90°C has been 
interpreted by assuming that the primary yield is again unaffected 
and that the observed decrease in the apparent molar extinction co­
efficient is due rather to the slight broadening of the band with in-
60
creasing temperature. Within this range the red. shift noted at the
band maximum is described by a temperature coefficient of -2.8 x 1 0~3
6 3
eV/deg . It is important to realize that this figure has been ob­
tained at constant pressure.
Of great interest are the recent observations by the applic­
ation of ultrafast technology which have continually lowered the
limit of the experimentally measurable "hydration" time. Hunt and 
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Thomas first showed this to be less than 500 psec. Next Bronskill 
et al.^ placed the value below 20 psec then 10 psec^. Kenney- 
Walker and Wallace with a somewhat brave extrapolation of their data
r<-i
suggested 6 psec as the upper limit for the solvation process 
Most recently Rentzepis et al. have observed that the "normal" hydrated 
electron spectrum is present within 4 psec of photoionization of the 
ferrocyanide ion in aqueous solution, a process which is known to 
generate quasi-free electrons in this medium. 2 psec after this gen­
eration a band is observed in the infra-red, at 1.06^ , the observation 
wavelength, which gradually evolves in time, shifting toward higher 
energies until the normal position is attained. It should be under­
stood that the lifetime of the trapped species in water is very variable, 
depending in a dramatic fashion on the amount of impurities present 
which may act as scavengers, e.g. the hydroxyl radical. A typical life­
time is of the order of nanoseconds.
The heat of solvation has been estimated at 1 .7 eV^ but the 
photoelectric threshold has yet to be determined. However, the impor­
tant work of Delahay and colleagues on photoelectron emission spectro -
_7
scopy seems likely to reveal this value. A mobility of about 2 x 1 0
o i 1 69m V sec has been measured which is on a par with the aqueous hy­
droxide ion. From this figure a diffusion coefficient of around
_Q p p
5 x 1 0  m sec was calculated which indicates the presence of some 
special diffusion mechanism to account for its motion.
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Lastly the epr spectrum was discovered under conditions
where the solvated species had a particularly long half-life, of the 
70
order of 5 usee . It was found to be extremely narrow <(.5 gauss and 
possess a g-factor of 2.0002 + .0002.
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c) Very Dilute Metal Ammonia Solutions.
The properties of these solutions are the subject of the 
intense investigations presented in the proceedings of the Colloque
70—7 ?
Weyl Symposia initiated in 1964 by Lepoutre . These three col­
lected volumes provide a valuable source of references to an extensive 
field.
The definition of "very dilute" is taken here to encompass
-3only solutions which are less than 10 M in metal. Such a limitation 
is necessary since just above this range of concentration the ideal 
electrolyte behaviour pattern of a solvated metal positive ion and a 
solvated negative electron is lost due to some degree of ionic assoc­
iation. Considerable changes in the properties of the solutions are
73thereby affected. The electrical conductivity drops markedly
The frequency of the absorption maximum, which is concentration indep-
_1
endent in the very dilute range, suddenly decreases by about 400cm
-2 74before levelling out again at concentrations of around 10 M. This
is concomitant with a marked increase in the amount of spin-pairing
in the solution^.
Even more dramatic changes in the properties and hence the
nature of metal-ammonia solutions may be observed on further increasing
the metal concentration. These will not be discussed here but are
7 6well documented in the review article by Cohen and Thompson , as well 
as in the above-mentioned proceedings.
The discussion is therefore limited to the very dilute region 
where the unassociated solvated electron species is assumed responsible 
for the near infra-red band and the blue colour of the solutions. At 
240K the band maximum lies at 0.80 eV and has an apparent molar ex- 
tinction coefficient of 4.9 x 10 M m~ and an oscillator strength of 
0.77^. It is therefore an intense band due to an allowed transition. 
As usual the band moves to the red with temperature increases, the
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coefficient being of the order of 10  ^eV/deg, while the temperature 
variation of the half-width has been variously reported as 0.6 x 10 ^
J Q  3 rjy
eV/deg, 1 . 6 x 1 0  eV/deg or indeed to be independent of tempera-
•H 77ture
Increasing the ambient pressure shifts the band to the blue,
the pressure coefficient of the band maximum being 3.6 x 1 0~5 eV/bar.80
Theoretical models generally picture the electron in a cavity walled
by ammonia molecules which can explain the above data. The high pres-
80sure studies of Hentz et al. attribute a partial molal volume of 
98 ml mol to the arnmoniated electron and indicate that the cavity 
is more compressible than that in water. Interestingly, there appears 
to be a marked decrease in the primary yield with increase in pressure, 
contrasting the observation in water. Further support for the high 
degree of solvation expected in this picture comes from the inter­
pretation of the epr spectrum, a single, extremely narrow, less than
0.1 gauss in the liquid state, structureless line with a g-value of
81 . . 82,8^2.0012 and has been inferred from viscosity data
The absence of a Raman band, expected due to the symmetric
84breathing mode of such cavities has been noted but several explan­
ations of this immediately suggest themselves, e.g. the over-simplif- 
ication of this one-coordinate cavity model, smearing by thermal effects, 
and this presents no insurmountable objections. The N-H infra-red 
stretching frequency has been observed to shift to lower values in
metal-ammonia solutions which may again be attributed to the presence
85
of strongly solvated electrons .
Sundry other observations have been made in this concentration
region. The heat of solution of the electron has been placed, somewhat
86
crudely, at 1.7 + 0.7 eV by Jortner and the photoelectric threshold
87
has been estimated at 1.6 eV . A more recent suggestion of this
88quantity is the 1 .85 eV given by Delahay .
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d ) Ices.
Eiben and Taub and later Khodzhaev^et al. first reported 
the now characteristic broad asymmetric band due to trapped electrons 
in crystalline ice generated by irradiation at 77K. It had previously 
been assumed that this was not a stable species in pure ice, presumably
because the very low values of the radiation yield, G(e7 ) o 1 Cf4 x
ice / / K
^ 0H 0^298°K ’ ^ n^erec^  it5 detection. Taub and Eiben^1 subsequent­
ly confirmed the assignment of the band, peaked at 6400 A, to trapped
electrons in ice and made extensive studies on the species employing
92
a pulse radiolysis method. Kawabata has pursued these investigations
in crystalline ice, obtaining substantially better yields of trapped
electrons, and therefore facilitating his experiments, by the simple
—4 —2expedient of doping the ice with small (10 -10 M) quantities of
NH^F which produced no noticeable effect on the optical spectrum, 
other than the apparent enhancement in intensity. He was thus able to 
colour the doped single-crystals of ice quite considerably by y irrad­
iation at 77°K.
The absorption band maximum lies at 1.93 eV and the half­
width was estimated at about 0.5 eV, much narrower than that due to 
the electron hydrated in the liquid state. The rate of decrease of the
absorption maximum with temperature is also less than in water, the co-
-3 / 91 9^efficient being -1.2 x 10 eV/deg. Recently Kawabata et al. " have
observed a high-frequency shoulder in the absorption spectrum at about
2.3 eV. Since the spectrum may be assumed to arise from a single type
of trapping centre in accordance with the photobleaching behaviour,
the quantum efficiency of this process being constant across the entire
absorption band, this must be taken to be the first indication of a
structured absorption band, illustrating transitions between more than
one set of states within the same potential well, in these media.
This is in marked contrast with the findings in the
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y -irradiated alkaline ices investigated by Kevan and coworkers.
Here the host ice matrix is doped with about 1OM NaOH, say, and is 
glassy rather than crystalline. The complex absorption band, photo- 
bleaching behaviour and decay-rate patterns are taken as indicating 
the presence of at least two types of traps for electrons. The
primary yields are almost as high as in water G(e~) o = 1.9 per
t 77 K
1 00 eV of energy deposited and the molar extinction coefficient at
6 —1 —1
the band maximum is around 2.0 x 10 M m . The absorption peak is 
94located at 2.12 eV . The similarity m  the shapes of the optical
absorption band, which has a half-width of the order of 1.0 eV and
an oscillator strength of 0.86(i), and the wavelength dependence of the
95photocurrent developed on bleaching has. led to the suggestion that
the observed absorption may be due to transitions directly into the
conduction band. However, this behaviour may also be accommodated by
postulating a very loosely bound excited state which becomes degenerate
with the conduction band during relaxation. The absence of any temp-
96
erature dependence in the photocurrent profile also supports these 
suggestions.
6 6
e) Theoretical Considerations.
The cavity concept which permeates almost all theoretical
studies attempted to explain the foregoing observations on solvated or
trapped electrons has its origins in the work of Ogg in the 1940’s9 .^
Minor improvements on the infinite square well•model of Ogg were de- 
98 99
vised by Lipscomb and Stairs but no mention was made of the crucial 
importance of polarization effects. Concurrently, an alternative con­
tinuum theory involving polarization only had been developed by 
_ , 100,101 . , . . . .Pekar and coworkers, initially m  an endeavor to understand the
properties of the F-centre, which had its roots in the early work of 
1 02 1 03
Landau . Jortner first accomplished the successful synthesis of
these approaches in 1959. A critical review of the detailed historical
1 47evolution of the theory to this point has recently been presented 
and will not be repeated here. However, a discussion of the polarized 
cavity model as formulated by Jortner and others at a later date is 
highly pertinent and is presented in the next section.
As is to be discussed, this model has been framed within the 
same two basic approximate solution techniques as in the corresponding 
model for colour centres. Analogous refinements to include some discrete 
structure in the bulk medium have also been pursued in this problem and 
the resulting semicontinuum models are discussed in Section 3.
Many-electron treatments involving molecular orbital approaches 
are becoming quite commonplace. Indeed one "ab initio" study concern­
ing the ground state of the ammoniated electron and purporting to con-
1 04
tain all the important effects, has been completed by Newton 
While this may be indicative of the way the field is developing, consid­
eration here is limited to the above-mentioned one-electron methods.
Previous studies of these polarized cavity and semicontinuum 
models for excess electrons in polar media have, to date, almost exclus­
ively involved a variational solution technique; the sole exception
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1 05 106being in the work of O’Reilly ’ . It was felt necessary to pro­
vide a thorough-going numerical investigation of these models to di­
vulge the deficiencies of the previous solution method and again to 
clearly delimit the region of their applicability.
Section 2
Polarized Cavity Models.
a) As before, see Section 1.2, the electron is assumed to be local­
ized in a physical cavity bounded by a continuous isotropic linear 
medium again characterized by low and high frequency dielectric func­
tions k ^  and k respectively. The potential acting on this localized 
electron due to the polarization of the medium it produces is 
v(r) = e / (4tt]co ) J rpi(rf )*(r - rf ) /  | r -r* | ^ dr1 
where £^(r') is the polarization responsible for electron trapping.
The subscripted i is present to imply that this polarization may be 
dependent on the instantaneous electronic state i under consideration. 
Assuming a spherically symmetric trapping potential gives
V(r) = e /  kQ f*P±(r' ) dr* 
p.(r') being the radial component of the polarization vector.
Once a description of the polarization field has been assigned, 
this potential is substituted into the usual radial Schrodinger equation 
{ J d2/dr2 + jg(/+1 )/2r2 + v(r) fP^r) = W. P.(r) (1 )
and this solved for the single-particle energies V . Pi(r), the radial 
wave-function, is related to the usual solution + i(r) through (2)
r +.(r) = P.(r) S m(0,+). (2)
To compute the total energy of the system, another quantity , the med­
ium polarization energy, must be defined. This is the energy required
to deform the medium due to the presence of the polarization field
exerted by the excess electron. If D is the dielectric displacement 
in equilibrium with this polarization
n  = i i 2 + i's *;2ys(Tkst) / W >av.
The second factor, the entropy contribution, has generally been omitted 
in the current theory and will be neglected here also. It should be
69
noted that the remaining term strictly represents the free energy 
of polarization.
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b) Inertial Polarization Effects.
T  4- 103 ,
Jortner has assumed that the optical polarization of the 
medium due to the excess electron is not primarily responsible for 
electron trapping and has written the orientational polarization, P
as
Pst(r) = 0  r < R
- e p /  4irr2 r y R
(3)
thus leading to the following potential form
2V(r) = -e P /  (4TTkQ) R r > R
-e2 P /  (4TTkQ ) r r < E,
(4)
This form is equivalent to the quasi-adiabatic approach discussed in 
Section 1(e) of Part I and will be termed here simply the adiabatic 
solution method.
The medium polarization energy is given by (5 ) since the dis-
2
placement D in this model is just -e/4TTr
n  = I e2 p /  (4nlo) E (5)
This correction to the original formulation of Jortner which specified
n =  i e P /  (4TTko ) J RP1s(r) r P1s(r) dr
107 .was suggested by Tachiya . Transitions within this model are of
course vertical, the potential being completely state-independent.
The orientational polarization given by (3) is not in equil­
ibrium with the charge distribution of the surplus electron. Taking 
this balance into account yields
p .(r) = 0 r < P
(6)
-pVfr0 )  / 4 tt r > R
where f (r), defined previously, is the electrostatic potential assoc-i \
iated self-consistently with the relaxed electronic state, r. Straight­
forward integration yields
V(r) = - P e V f r(E) /  4 u k o r < R
- pe V f ( r )  / 4 « o r > R
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for the corresponding potential form and leads to an inertial medium 
polarization energy of
n = i e P / (4 TTkQ) |f.(R)y'V(r)dr + f.(r) dr} (8)
1 06This is equivalent to an amendment suggested by Land and O'Reilly
to Jortner's original adiabatic model and is seen to be, instead,
apposite to an scf treatment of inertial polarization effects. It
has, however, been carried through into the adiabatic semi-continuum
calculation of Kestner, Jortner and coworkers.
Calculations within this model appear not to have been re- 
1 08ported, although Jortner has shown the above potential form, (7), 
to follow from his analysis of dielectric effects on loosely-bound 
electrons. The potential should be taken, as written, to be governed 
by the charge distribution pertaining to the relaxed electronic state 
and a few numerical solutions with this constraint are reported later
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c) Optical Polarization Effects.
So far no mention has been made of electronic polarization 
1 03
effects. In Jortnerfs adiabatic treatment these are included by 
complementing the single-particle electronic energy, W_^ , with a term
S- = i e / (4TTko) 7 X p(r) r'2 dv
appropriate to this effect. Noting that PQp(r) = - e Y / 4 n r 2 and 
taking the lower limit in the integration to be r^, the mean radius
of the i^ *1 electronic state charge distribution gives
s- = 4 e2 Y/ (4tiko) 7 (9)
as an approximate electronic polar energy.
The total electronic energy within this model is then
e eE = W. + S ,l l l
and correlation with the experimental heat of solvation is attempted
by setting
- A H  = E? + n  •
1 09
An alternative scf solution scheme deployed by Jortner
110 • and later by Fueki, Feng and Kevan , who also incorporated it into a
semicontinuum approach*implicitly involves the optical polarization
in electron binding.
In this picture the total polarization pt is given by
pt(r ) = pst(r ) + poP(r)
= 0 r < R
(10)
= - pe vf (r) /  4 n - Y e  Vf^r) /  4tt r > R  
which gives rise to a potential, V^(r), of
4 n k  V.(r) = - pe Vf (R ) - Y e V Ri(R ) r < R
o 1 r 1 (11 )
- pe V Rr(r ) - Y e V ^ f r )  r > R
and a medium polarization energy, U^, of
4TTko U. = J P e  {fr( E ) y V ( s) ds fr(s) dS}
+ i dS +/ ePi(s) fi(s) dS} (12)
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due to both inertial and optical effects, r is written to represent 
the relaxed state in contrast to i which is the instantaneous state 
under consideration. The potential is now strongly state-dependent. 
The total energy of the system, medium + electron, may be obtained 
as
E. = W. + U.
1 1 1
which implies that the heat of solvation is simply given by the neg­
ative of the total ground state energy. It is important to realize 
that transitions, vertical in the Franck-Condon sense, are now ac­
companied by a change in optical polarization.
Along with Jortner*s adiabatic model this scf method has 
been incorporated into the mainstream of theoretical development of 
the semicontinuum models.
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d) A Comparison and One Refinement.
As already mentioned, the sc£ approximation, which sets all 
the electrons on an equal footing, neglects the capabilty of the medium 
electrons to follow the detailed motion of the trapped species. On the 
other hand, the adiabatic treatment asserts this possibility to its 
full extent in assuming that the trapped potential is solely derived 
from inertial effects.
Since the binding energies of excess electrons, solvated or 
trapped, in polar substances is of the order of a few eV, the scf 
approach seems more justifiable. The criterion for the applicability 
of the adiabatic model, namely the large binding energy difference re­
quired between the medium and the surplus electrons, is scarcely sat­
isfied. The ultra-violet edge of absorption is around 5 eV in these 
materials. Thus, while the adiabatic model undoubtedly overestimates 
the screening of the electronic polarization, the scf scheme precludes 
the existence of any correlated motion. Some more sophisticated tech­
nique designed to probe beyond the Hartree-Fock limit in an effort to 
include the effect of electronic polarization in a reasonable fashion 
is clearly required.
111 •Tachiya et al. have suggested that these polarized cavity
models in fact also misjudge the effect of orientational polarization. 
Neither the adiabatic nor the scf approach account for the situation 
of inertial polarization in the vicinity of the elctron. In an attempt 
to allow for this, these workers have introduced a proportionality con­
stant not equal to p between the orientational polarization and its
equilibrium electric displacement.
Before the development of the theory required for the semi­
continuum approach, one important modification of the simple polarized 
cavity models was investigated. This is the addition to the potential 
of a constant:term,Vq, outwith the cavity, the energy of the so-called
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quasi-free electron in the medium. This appears entirely analogous
to the referral of the energy within the cavity, in the corresponding
colour centre theory, to the bottom of the conduction band as zero.
Experimental estimates of this quantiy in polar liquids are not at
present available, though it does seem amenable to measurement.
Reliable estimates do exist for rare-gas liquids112 and liquid 
113hydrocarbons.
• • 114Theoretically, Springett et al. have shown that a con­
stant value of Vq (not varying with radius) usually provides a satis­
factory description of the electron-medium interaction in the continuum. 
In the simple polarized cavity model it is taken to account for elec­
tronic polarization interactions within the bulk medium in addition 
to a kinetic energy term including scattering by medium molecules. It 
is therefore a very sensitive quantity strongly dependent on the deli­
cate balance between long-range attractive and short-range repulsive
11 5
forces. Some rather crude calculations of V have been performed
by applying the Wigner-Seitz sphere model to an electron in a dense
*1 *1 6
polarizable fluid. The result for ammonia, V = 0.2 + 1,0 eV , is 
clearly most unsatisfactory and further clarification of this quantity 
is undoubtedly necessary.
116Jortner and Kestner have performed calculations for a var­
iety of values of V added to Jortner’s adiabatic model. However, any 
J o
attempt to embellish the scf potential with this same term must be 
viewed with suspicion. Some of the factors it was introduced to handle 
have already been taken care of in this different formulation.
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e ) Results and Discussion.
In an effort to gain insight into the structure of the ammon- 
1 03
lated electron, Jortner has performed a variational solution of the 
simple adiabatic polarized cavity model using the potential given in 
the equation (3), with k = 1 .756 and k ^  = 22.0 appropriate to a 
temperature of 240°K. Employing the cavity radius as an adjustable 
parameter he attempted to match the peak of the observed absorption 
spectrum. With values of between 3.0 8 and 3.45 R for the radius,
3.2 R being the point of match, reasonable estimates of other exper­
imental observables were obtained. Computing, for example, 1.67 eV for 
the heat of solution, which agrees very favourably with the derived 
value 1.7 ± 0.7 eV presented in this same paper as following from 
experiment. Happily, the existence of a cavity of radius in the re­
gion of 3.0 S also offers a satisfactory account of the bulk volume 
expansion which accompanies the dissolution of metals in liquid
ammonia. Various semi-empirical estimates of the "radius" of the
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ammoniated electron have been suggested . These turn out to be 
mainly in the region of 4.5 8. Taking the mean radius of the surplus 
electron in its ground state as a measure of this effective radius 
again provides a nice fit to the observed data.
Unfortunately, not only is the treatment in terms of an 
empirical radius, chosen to fit some observable rather suspect, but 
a]^ so the description of the electron—medium interactions implicit in 
this model is hopelessly naive. This latter deficiency has been, to 
some extent, screened by the use of an approximate solution technique. 
Namely, the Schrodinger equation incorporating the adiabatic potential 
has been solved variationally using one—parameter, single—exponential 
trial functions
P1> )  = r exp(-ar)
1s 1 (13)
P2p(r ) = n2 r2 exP(-br)-
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Tables II.1 and II.2 present a comparison of Jortner's 
variational results with the corresponding values obtained by the 
present numerical method. The agreement, at 3.2 $, with the optical 
transition energy is at once spoiled, a cavity size of 3.69 $ being 
required to regain the concurrence. The heat of solvation is altered 
from 1.67 eV to 1.818 eV on accurate solution and to 1.085 eV by in­
cluding the medium polarization energy (4 ) of Tachiya which is con­
sistent with the simple potential form chosen.
In detail, it is evident that the numerical solution method 
lowers the derived 1s energy by between 8 and 10%, while having a con­
siderably smaller effect on the 2p level, affording only a 3% improve­
ment. This is in marked contrast with the large amelioration of the 
2p energy arising from a similarly improved calculation scheme in the 
polarized cavity models solved in Part I relating to colour centres. 
Differences in the respective forms of trapping potential are the cause. 
The single-exponential 2p function employed in both cases offers a 
much better fit to the exact solution of the truncated coulombic 
potential arising here than to the square-well like form apposite to 
the F-centre problem. This difference is further evidenced in Figure
II.4 which depicts the numerical and variational ground and first- 
excited state functions for the ammoniated electron in a cavity of 
3.0$. The numerical 1s function is noticeably more compact than its 
variational counterpart while the 2p functions are much less disparate. 
The extent of the differences is not made clear by merely stating the 
magnitude of the discrepancies in the mean radii of these functions;
11% for the 1s case and 7% for the 2p functions. This quantity is in­
sufficiently sensitive to the precise nature of the functions.
A much better guide is offered by the ratio, of the
dipole-velocity and dipole-length oscillator strengths. As before
^f = fvel /  flen*
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Scrutiny of Table II.2 reveals that even the t£ values of the numer­
ically obtained functions are very far from unity. This in no way 
reflects the badness of the solution accomplished. It arises, rather, 
from the effect of the ad hoc -inclusion of the electronic polariza­
tion energies into the transition energy required to compute the 
oscillator strengths. Neglecting this contribution to the electronic 
energy gives a transition energy at R = 3.0 8 of 0.585 eV whence the
oscillator strengths of fY = 1.17, fV = 0.92. fn = 0 941 = fn
len vel ’ len vel
may be computed. The variational values were computed, using the op­
timum 1s and 2p exponents a and b respectively, from
flen = 211 ^  b5 /  (a+b)1° E(a ) 
f^el = 2? * fe5 / (a+b)8 E(a)"1- 
Employing these improved f-values yields a t£ ratio of 0.78 for the
variational functions and 1.000 for those derived numerically. This
is now in much better accord with corresponding results secured in
Part I. Clearly the inclusion of electronic polarization effects in
the transition energy must be supplemented by the incorporation of the
long range medium polar modes in the wave-functions bracketing the
dipole—moment operator in the computation of the transition matrix
elements. Otherwise really poor velocity-length concurrence results,
the latter predicting values well in excess of unity.
11 R
Rusch et al. have carried out an extensive program of 
variational solution within this model for cavities in ammonia rang­
ing from 1.0 % to 10.0 £ in radius. Figure II.2 displays their results, 
again obtained by employing an inflexible single-parameter trial func­
tion to describe both the ground (1s) and first excited (2p) states.
The 1 s lowering achieved by the present method persists over all cavity 
radii studied as does the 2p improvement, though as mentioned it is not 
so distinct. Also included in this diagram are the numerically ob­
tained 2s and 3p functions. Assuming vertical transitions, as indicated
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by the vertical line at 3.69 X, a 1s - 2p transition energy of 0,800 eV 
is obtained at this radius, which mimics the observed peak value. The 
1 s - 2s transition, which is symmetrically forbidden, would occur at 
1.24 eV; inside the envelope of the absorption band. The 1s - 3p trans­
ition would be peaked at 1 .47 eV very far out into the high energy tail 
of the band.
One interesting feature concerned in this graph is the simil­
arity in the behaviour of the s function energies at small R, steadily 
decreasing up to R = 0. Contrast the flattening observed in the d 
functions. Such likenesses are again demonstrated in Figure II.3 
which plots the mean radii of the numerical functions and variational 
ones where available against cavity radius. The p functions are linear 
in R for large R only, while the s functions are approximately linear 
for all R. This reflects the differences inherent in the short-range 
nature of s and p functions. The discrepancies in the mean radii be­
tween the numerical and variational representations of both 1s and 2p 
functions are quite significant and similar to that in the cavity 
range studied by Jortner. They tend to become more pronounced at 
large R, this tendency being greater for the 2p function and to be­
come less noticeable for small R. This is just what should be expected 
since the single-exponential functions should provide a good fit in the 
limit of zero-cavity radius, where the potential will become hydro- 
genic, falling off as Pr . The variational one-parameter 1s func­
tion loses this agreement quickly being more sensitive to the short- 
range (near r = o) behavior of the potential which changes drastically 
on defining a cavity of any size. The 2p function is governed to a 
greater extent by the nature of the coulomb tail and is somewhat in­
sensitive to the potential at small r. Following this reasoning the 
single-exponential 3p energy is expected to be in close agreement with 
the numerical value. This is borne out by the slight dependence of the
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3p energy on cavity radius shown in Figure II. 1 and by the likeness of 
the scaled hydrogenic 3p energy to that derived numerically; these being 
coincident at 0.668 eV for zero cavity radius and differing by only 
about .07 eV at R = 3.2 S.
Figure II.2 depicts the variation of transition properties 
with cavity radius. Both the variational results computed from the 
work of Rusch et al. and the present numerical values are included.
It is seen that the alterations in the dipole matrix elements and the 
transition energies, obtained numerically, combine to exaggerate the 
discrepancies in the dipole-length oscillator strength. In the dipole- 
velocity case the effect of the changes has been cancelled to an apprec­
iable extent.
119Jortner has essayed a matching of the optical properties 
of the hydrated electron using this same model potential and employing 
an identical variational solution technique. 1.45 $ is the chosen 
cavity radius. This is the average 0 - 0  distance in liquid water 
and stronger hydrogen bonding, larger surface tension and a smaller 
pressure effect on the spectrum than in ammonia, all suggest the 
presence of a smaller cavity in the former medium..
Tables 11.; 3 and II.4 outline the comparison of these results 
with those secured numerically. The numerical 1 s energy shows the ex­
pected magnitude of improvement but the variational 2p energy is, most 
surprisingly, lower than its numerical counterpart. The reason for 
this is unclear, Jortner not having reported any other data associated 
with this excited state. It is also somewhat disheartening to find 
that the numerical medium polarization energy, computed by the orig­
inal Jortner formula is lower than the corresponding variational re­
sult. This is contrary to what was discovered in ammonia where the 
numerically derived values were consistently 5 - 6 %  below the var­
iational value. However, a fresh computation of this quantity from
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-1Jortner's original formula, using a 1s exponent of 0.284 au , which 
reproduces the reported mean radius of this state, gave the value 
f| = 1.152 eV in much closer accord with the calculated trends in 
ammonia. It is not stated whether Jortner perhaps used some other 
formula to obtain his medium energy, e.g. the Land and O'Reilly 
amendment (7) though this would seem to yield but 1.28 eV with the 
above exponent. The results presented by Jortner suggest a heat of 
solution of around 1.85 eV, neglecting the cavity creation energy 
which is assumed to be small and was not included in the original 
formulation of the model potential. An optical transition energy of 
1.65 eV was also computed. Both of these values are reasonably close 
to the experimental 1.72 eV and 1,70 eV respectively.
Numerical solution at 1.45 $ damages this agreement consid­
erably. The new transition energy is placed at 2.089 eV and the heat 
of solvation at 2.488 eV using Jortner's formula or 0.994 eV assuming 
Tachiya's equation for consistency. The tables also include the numer-? 
ical results at 1 .84 S cavity radius which reproduces the experimental 
absorption band maximum. However, the heat of solution is still badly 
overestimated (and underestimated by Tachiya's method). Jortner's 
comment that the (variationally obtained) "agreement should not be 
taken too seriously, as the theory is semi-empirical" certainly requires 
amplification for the case of hydrated electrons in the light of the 
present findings.
Application of the adiabatic treatment of the polarized cav­
ity model in the context of a variational solution method has also
been attempted in an investigation of the properties of crystalline 
120 oice at 77 K. Using a "realistic" value for the dielectric function 
at low frequencies, k = 3.0, which implies orientational polarization 
is frozen in, no parametric fit to the observed band peak can be ob­
tained. In the limit of zero-cavity radius, the relative permittivities
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used imply a transition energy of only 1.20 eV, much too low to agree
with experiment. Employing a static relative permittivity of 75.0,
i.e. assuming free rotation of ice dipoles, which is unrealistic in
1 21view of the long relaxation time allows a correlation of the maxi­
mum in the optical spectrum at a cavity radius of 1.37 S.
Figure 1.5 charts the variational solutions as a function of 
cavity radius for both the above parameterizations, Numerical calcu­
lations also presented in this figure show similar amelioration to 
those discussed in connection with water and ammonia, The alteration 
of k increases the orientational polarization contribution in the 
latter model and the effect of the improved solution technique is to 
move the optimum radius from the variationally obtained value of 1.38 2. 
out to 1.62 X where a photoelectric threhold of ^.67 eV is now predicted, 
Julienne and Gary conclude that, since the correct dielectric function 
is unable to reproduce the band parameters, the surplus electron is 
most likely trapped in a region of physical defect. Clearly the failure 
of the simple polaron model here should not be taken too seriously, 
though, and more realistic attempts to compute the properties of elec­
trons trapped in ice must be evaluated before such a conclusion is sub­
stantiated.
While it has been asserted that the scf formulation of the
polarized cavity model is theoretically preferable to the approach
just discussed, only a few calculations of the properties of excess
electrons have been completed within this framework. Jortner's orig-
1 09inal application of this scheme attempted to explain the observed 
optical and thermochemical properties of the hydrated electron. ’■
Columns 1 of Tables II.5 and II.6 contain these original results, as 
usual determined by recourse to an inflexible, one-parameter, varia­
tional trial function.
One disquieting finding was that, even in the limit of zero-
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cavity radius, the prediction of this model of a 1 s -2p transition 
energy of 1.33 eV is only beginning to approach the experimental value. 
This limit, of course, supplies the highest possible 1s -2p energy sep­
aration given by the model, since the quantity decreases steadily with 
increase in cavity radius. The heat of solution, at 1.30 eV, was also 
somewhat lower than would be desired. It should be noted that the or­
iginal value of the total 1 s state energy quoted in ref. 109 and re­
peatedly cited in subsequent' reports is, in fact, in error. It appears 
that a factor of 5 has inadvertently been omitted. The revised value,
1.30 eV replacing the old 1.32 eV, follows from the formula of the 
original source. Though this slight amendment is in no way serious, 
the properties computed by the variational approach of Jortner have been 
reestimated assuming that the error was not typographical. Thus the 
values reported here differ marginally from those of the initial work.
The failure to replicate a reasonable transition energy for the hydrated 
electron has led to some concern over this use of the scf model.
In an attempt to alleviate the uncertainty surrounding the
1 22application of the scf treatment to this problem, Fueki, Feng and Kevan 
endeavoured to enhance the accuracy of the variational solution by em­
ploying a much more flexible three-parameter trial function for the 
ground state of the form
Ps - N(P1S + cp2s> 
where P1s = |(2a)V2|? r exp(-ar)
and P2s = j(2b)3
A one-parameter representation of the 2p excited state was maintained 
and a cavity of zero -radius was chosen for simplicity. Treating a,b 
and c as independent variational parameters yielded a massive, greater 
than 30%, lowering of the 1s energy with respect to Jortner's one- 
parameter work. The new transition energy was evaluated as 2.18 eV 
and the heat of solution placed at 1.81 eV. Consequently these workers
/2I2 r (ur-1) exp(-br).
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were able to assert that the observed band maximum could be fitted at 
a finite cavity radius. However, due to the complexity of this calcul­
ation, no attempt was made to further verify this statement by actually 
deriving this radius.
Tables II.5 and II.6 also include these new results together 
with the corresponding numbers secured employing the present finite- 
difference technique. The current numerical results fail to reproduce 
the vast improvement apparently obtained by the three-parameter work. 
Instead, the magnitude of the amelioration on Jortner's results is 
quite comparable to that obtained in the adiabatic treatment. The 
numerical ground state energies are again about 10% better. The mean 
radii are up to 12% more compact. No direct comparison of the total 
excited state energy is permissible since this quantity depends im­
plicitly on the ground state inertial polarization energy. A more 
compact 1s function increases U , which governs the static polarization 
of all unrelaxed states. This tends to make the 2p energy more posi­
tive and hence conceals any improvement in the single-particle energy 
obtained.
The mean radii of Fueki et al. lie, quite reasonably, between 
the crude single-exponential and the accurate numerical values. Figures
II.6 and II.7 tell a differnt story. While all three excited state 
functions are rather similar (Fig.II.7) the multi-parameter ground 
state function is markedly inappropriate (Fig.II.6). Further support 
for the veracity of the numerical function is provided by a comparison 
with a relatively flexible variational function employed by Pekar^ ^  
in an unwitting solution of this self-same scf problem. Using a func­
tion of the form
2P s = N r (1+dr+er ) exp(-dr),
-1 2
Pekar obtained, with optimum parameters d = .65 au and e = d , a 
total ground state energy of 1 .45 eV, almost identical to that given
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by the current work. A plot of this function is almost indistinguish­
able from the present numerical function and is not included in 
Figure II.6. Pekar's transition energy can not, however, be taken 
over for comparison as the altered effect of electronic polarization 
on the excited state was neglected in his work.
The total excited state energy computed by Fueki, Feng and 
Kevan is considerably more positive than the pertinent values of the 
other treatments. This is presumably due to the large inertial polar­
ization developed through the nature of the ground state function of 
the former approach. In conclusion, it is apparent that the simple 
polarized cavity model, solved within the scf approximation, is incap­
able of reproducing the observed optical properties of the hydrated 
electron.
Table II.7 presents a comparison of one other set of calcu­
lations within this approach on the surplus electron in water. The 
one-parameter variational results of Jortner and the current numerical 
solutions again follow similar trends as in the adiabatic case. The 
numerical ground state energy is now almost 18% improved, a consequence 
of the gradual deterioration of the quality of the single-exponential 
fit to the true function for large cavities. The poorness of the match 
is evidenced in Figure II.9 which plots the ground state functions 
resulting from both treatments. Clearly, stating that the mean radii 
of these functions differ by 11% again conceals the extent of the dis­
parity.
Since the permittivities of ammonia and water are somewhat 
similar, it is reasonable to expect that the scf solution will be cap­
able of replicating the experimental absorption maximum in the former
medium. This was found to be the case and Table II.8 sets the variat-
1ional work of Jortner ~ with one-parameter variational functions as 
usual, alongside the numerical properties derived here. The trends in
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the differences exhibited are, once more, entirely analogous to those 
found previously, both in the scf treatment of water and in the results 
obtained in the adiabatic approach. Also included are the values relev­
ant to a cavity of radius 2.93 S, at which the computed transition 
energy matches the absorption peak. The heat of solution, 1.09 eV, and 
the photoelectric threshold, 2.871 eV, are both somewhat at variance with 
experiment.
Figure II.9 reproduces the numerical results obtained here 
over a range of cavity sizes from 0.0- 5.0 R, the vertical line indicates 
the point of match with the optical spectrum, The change in these ener­
gies with cavity radius is noticeably dissimilar to that observed on 
adiabatic solution (see Fig. II. 1 ). The s and p type energies behave 
here in a like fashion especially for small cavity size. At large R the 
1s energy is rather more sensitive to variations in the cavity dimensions. 
The transition energy is seen to decrease monotonically with R as expect­
ed. This scf treatment of the ammoniated electron also underestimates 
the observed dependence of the absorption peak on temperature unless"the 
coefficient of temperature expansion of the cavity is taken to be much 
in excess of 3.0 x 1 cf ^ R/deg.
The reasons underlying the differences in behaviour with R of 
the adiabatic versus the scf solution are evident from Figure 11.10.
This depicts the effective potentials experinced by the electron in 
these models as a function of cavity radius. All the adiabatic states 
are supported by the potential <j> which drops off precipitously to 
-00 as R tends to zero. The scf potentials are, of course, state depend­
ent but, in general, tend to some relatively small negative value as 
the cavity shrinks.
To complete this section, results within the scf formulation 
of the polarized cavity model, but neglecting all electronic polariza­
tion effects, equation (6), are listed as a function of cavity radius 
in Table II.9. The parameters employed in the numerical derivation of
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these solutions are relevant to the ammoniated electron. The import­
ance of the optical contributions to the scf scheme is at once demon­
strated. In their absence the total ground state energies are very 
small and the upper limit on the predicted transition energy is but 
0.504 eV.:: One comment is in order. It will be seen from this
table that the concurrence of the dipole-length and dipole-velocity 
oscillators strengths has been regained in this for inulation. The two 
values are identical for the 1s- 3p transition. The t^values for the 
inertial + optical scf treatment were markedly different from unity, 
the reason is obvious. Again, as in the adiabatic approach the in­
clusion of state-dependent electronic polarization effects in the 
transition energy mars the length/velocity agreement. In the scf 
model this implies that the inclusion of some type of medium mode is 
again necessary if an accurate oscillator strength is required.
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f ) Conclusion.
The present numerical solution technique is seen to afford 
about a 10% improvement on the single-particle energies computed in the 
one—parameter variational work reported previously for both the adiabatic 
and scf formulations of the polarized cavity model. Derived properties 
are altered by a corresponding amount.This improvement in the accuracy 
of the obtained solution brings a number of results into question.
In the adiabatic treatment of the ammoniated electron the in­
clusion of a consistent form of medium polarization energy leads, when 
the potential is parameterized to fit the maximum in the optical absorp­
tion band, to a heat of solution which substantially underestimates the 
experimental value. Also, the predicted photoelectric threshold is 
somewhat higher than would be hoped. Application of this model to the 
hydrated electron, with the same matching criterion, yields a similarly 
disparate heat of solution. Attempts to correlate the observed prop­
erties of trapped electrons in ice by this approach require the inclus­
ion of an unrealistically large low-frequency relative permittivity.
The resulting increased inertial polarization is necessary to produce 
a potential well sufficiently deep to support electronic levels which 
would give rise to the experimental absorption band,
More critically, the hopefully superior scheme fails to give 
account of the optical properties of surplus electrons in water, des­
pite a recent claim to the contrary. In actuality an early work of 
Pekar (1946.’) is supported. For the ammoniated electron a parametric 
fit to the absorption peak may be achieved, but only at the expense 
of an unsatisfactorily low heat of solution and high photoelectric 
threshold. In addition, the sensitivity of the energy levels to var­
iations in cavity size are insufficient to reproduce the observed 
temperature dependence of the spectrum. Efforts to reproduce the op­
tical absorption spectrum of electrons in ice at 77°K, though not
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reported here, using the scf approximation again fail. Even the incor­
poration of the artificially enlarged static dielectric function men­
tioned above was inadequate to allow prediction of a reasonable trans­
ition energy.
In both approximate formulations the computation of transition
moments from purely electronic wave-functions and from state energies
determined in part by the effect of electronic polarization generates
some doubt as to the validity of the derived oscillator strengths.
1 24Though several theoretically reasonable methods exist for computing 
the entire line-shape expected in both models, such a calculation was 
not pursued. The conceptual content of the polarized cavity models pre­
sented above was judged too naive to make this worthwhile. Instead, 
such a construction has been reserved for the semicontinuum models 
which are discussed in subsequent sections. It is expected that amelior­
ations in the single-exponential variational solutions of these models, 
performed to date, will be entirely analogous to those disclosed here.
The failure of the polarized cavity models, formulated within 
either the adiabatic or the scf approach, to take account of the struc­
ture of the medium may be overcome in an entirely different manner.
1 25
This is demonstrated in the work of Dogonadze and Kornyshev who have 
developed a many-body description of polar fluids in terms of the so- 
called electrodynamics of media with spatial dispersion. The under­
lying idea of this approach is the replacement of the local relation 
for the total polarization
£t(r) = (1 -
by a nonlocal equivalence of the type
£*(-) = 2 b/Ca b ^ ,“ , ^ -b^-^ d~'J
where c b(r,r») depends on the static permittivity tensor kgt(r,r* ), 
hence the term"spatial dispersion", through
Cabte.E’ ) = S ab 5 (r-r - ) - (r ,r • )}'1.
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The mean dipole orientation in the bulk medium will now depend on the 
displacement at every point, thus allowing for the correlated motion 
of the medium molecules, which must surely exist. It is hoped to ex­
plore this promising avenue.
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Tables Ila
Properties of surplus electrons derived from polarized 
cavity models.
Tables 1-4 contain results from adiabatic calculations,
1 and 2 in ammonia, 3 and 4 in water. The numbers obtained from 
the scf solution scheme are in Tables 5-9* 5 and 6 are for water
with zero cavity radius, 7 in a void of 3.3 S. 8 and 9 present 
results for ammonia.
All energies are in eV, distances in £.
Table II.1
R 3.0V 3.0n
•W(1 s ) 1.415 1.501
-S(1s ) 0.745 0.842
.B(1s ) 2.160 2.344
•W(2p) 0.826 0.823
■S(2p) 0.484 0.518
-E(2p) 1.306 1.342
nT 1.258 1.258
nJ 0.494 0.525
T
A H 1 - 1.085
T
s<1 1.67 1.818
3.2V 3.2n 3.69n
1.3-56 1.440 1.310
0.717 0.809 0.740
2.073 2.249 2.050
0.790 0.810 0.771
0.472 0.507 0.479
1.262 1.317 1.250
1.179 1.179 1 .022
0.475 0.484 0.403
1.070 1.028 
1.60 1.765 1.647
n present numerical results
v one-parameter solution
Table II.2
R 3.0V 3.0n 3.2V 3.2n
^(1s ) 4.17 3.679 4.32 3.825
r(2p) 6.42 6.004 6.56 6.122
E(a) 0.85 1.002 0.81 0.932
flen(a) 1*70a 1.392 1.74a 1.406
£vei(a) 0.63a 0.637 0.62 0.642
0.37 0.457 0.36 0.456
E(a») - 1.738 - 1.652
flen(a*) " 0,055 ' 0,047
103a computed from reported exponents
n present numerical solution
. . . n . 103v one-parameter variational solution
3.69n
4.162
6.487
0.800
1.435
0.651
0.454
1.471 
0.034
Table II.3
1.45
v
-W(1s )
-S(ls)
-E(1s )
-W(2p)
-S(2p)
-E(2p)
nT
nJ
2.34 
1 .1 1 
3.45
1.80
1.60
AH
Air7 1.85
1.45
n
1.84
2.413
1.308
3.721
2.152
1,150
3.302
1.002 
0.632 
1.634
0.980
0.610
1.590
2.727 
1 .233
2.149
0.962
0.944
2.488
1.153 
2.340
n present numerical work
v one-parameter variational solution
Table II.4
1.45V 1.45n 1.84n
r(ls) 2.8 2.402 2.730
r(2p) - 4.752 5.014
E(a) 1.65 2.089 1.700
flen(a) - 1.165 1.253
£
vel(a) - 0.529 0.584
tf - 0.463 0.466
E(a») - 3.008 2.623
flen(a*) - 0.053 0.103
n present numerical work
v one-parameter variational solution119
Table II.5
W(1 s) 
E(1s )
Ust
V 1s)
W(2p)
B(2p)
U (2p) 
opv '
-3.92*
3-1.30
1.46 
1.16
- 2.01
0.03
0.59
-4.319n 
3-1.440
1.602 
1.278
-2.175
0.088
0.661
-1 .'81b
0.37
a one-pcirameter variational work, corrected from ref. 109
122
b three-parameter variational work
n present numerical solution.
Table II.6
7(1 s) 
7(2p)
E(a)
£len(a)
fvel^a^
E(a»)
flen^a, ) 
£vel^a* ^
2.55'
4.9
1.33
0.98
0.84
0.86
. 1a one-parameter variational solution
1 22b three-parameter results
c computed here
n numerical work.
Table II.7
E(1s )
E(2p)
7(lsj
r(2p)
E(a)
(a) lenv '
£ i (a) velv '
-0.91
0.02
3.95
0.93
E(a')
(*’) lenv '
£ t (a*) velv '
-1 ,101n 
-0.358
3.514
5.254
0.743 . 
0.916 
1.029 
0.890
1.425
0.125
0.050
n present numerical work
. 109v one-parameter variational solution
Table II.8
R
“E(1s )
U
7(1 s) 
7(2p)
E(a)
£len^a^
£vel^a^
E(a«)
fn (a*)len'* '
0.0
0.404
0.811
4.232
7.021
0.504 
0.933 
0.934 
1.001
0.879
0.037
1.0
0.406
0.810
4.238
7.012
0.504
0.936
0.935
0.999
0.866
0.043
2.0
0.401
0.782
4.364
7.105
0.479 
0.943 
0.944 
1 .001
0.840
0.034
3.0
0.385
0.709
4.734
7.390
0.414
0.962
0.963
1 .0 00
0.769
0.028
4.0
0.362
0.624
5.257
7.851
0.341
0.978
0.978
1.000
0.663 
0 .016
Table II.9
R 0.0V O.On 3.2V 3.2n 2.93n
W(ls) - -4.407 - -2.706 -2.871
E(1s) -1.21 V] .349 -0.92 -1.053 -1 .092
W(2p) - -2.030 - -1.756 -1.792
E(2p) 0.05 0.077 0.01 -0.320 -.292
r(ls) . 2.67 2.320 3.96 3.490 3.326
r(2p) - 4.472 - 5.345 5.206
E(a) 1 .26 1.426 0.93 0.732 0.800
£., (a) 1.0 0.709 0.7 0.904 0.889len' '
£ n(a) - 0.916 - 1.026 1.021
velv 7
tn - 0.744 - 0.881 0.871
n present numerical solution 
v one-parameter variational work109
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Figures Ila
Figures 1-9 contain results from polarized cavity models of 
surplus electrons.
Adiabatic energy levels for ammonia at 240°K are in 1, 2 
has the derived transition properties, 3 the mean radii and 4 the wave- 
functions in a 4.0 S cavity. Adiabatic results for water and ice (dash­
ed quantities) are in 5.
6 and 7 have scf ground and excited state functions for the 
hydrated electron at zero cavity radius respectively. 9 is this in a 
3.3 S void. An scf treatment of ammonia yields 8.
Everywhere (a) is the ground 1s state, (b) the excited 2p,
(c) 2s, (d) 3p. Except in 2 where (a) is the 1s-2p transition,
(b) is f^ (ls-2p), (c) is fvel(ls-2p) and (d) is the 1s-3p energy. 
Full-line is variational result except in 8 where these are circled
points. Broken-line is numerical work (in 8 its full). The chain-
122line in 6 and 7 is a three-parameter solution
Figure 10 compares the adiabatic and scf potentials exper­
ienced by the ammoniated. ^  are the scf state-dependent potentials,
d> is the common adiabatic well.
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Section 3
Semicontinuum Models.
a) In an effort to allow for dielectric saturation in the vicinity 
of the trapped electron and to handle the short-range electron-medium 
interactions in a hopefully more realistic manner, the inclusion of 
discrete molecular structure in a surrounding solvation shell is a 
natural step.
1 05
O'Reilly first introduced this approach, representing the
molecules in the first coordination layer as non-polarizable point-
multipoles. In this work, however, O'Reilly and later Land and 
1 06
O'Reilly have employed the void radius in a parametric fashion. An 
obvious extension of these ideas involves the incorporation of repul­
sive interactions amongst the neighbouring molecules. This, coupled 
with cross-cavity interactions, should inhibit cavity collapse and 
allow the prediction of configuration stability of the system at some 
derived cavity radius.
This treatment has been followed in the works discussed here. 
Multipolar and induced interactions are introduced between the mole­
cules of the solvating sheath. The short-range electron-medium interac­
tions are determined principally by charge-oriented dipole energies, 
the latter component being crudely thermally averaged. Since the models 
were originally proposed to give account of the properties of hydrated 
and ammoniated electrons some estimate of the extent of hydrogen- 
hydrogen interference on molecular reorientation has generally been 
included, especially in the latter system.
The long-range electron-medium interactions have been carried 
through from the polarized cavity approach, in terms of an averaged 
bulk polarization. Both the scf and adiabatic formulations have been
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maintained in alternative solution schemes. One further quantity must 
be specified to allow the computation of the total energy of the system; 
the cavity creation energy. This has been assumed to comprise a surface- 
tensional component and a pressure-volume work term. A minimum in the 
total energy of the system is sought and the properties of the solvated 
species are calculated at this derived optimum configuration. These 
concepts are next presented in detail.
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b ) The Semicontinuum Potential.
Work within the adiabatic approximation has been extended 
to a semicontinuum level under the guidance of Kestner and Jortner126,12  ^
and will be discussed first.
The surplus electron is assumed surrounded by a small num­
ber, N, of symmetrically distributed molecules of radius r with a
s
"hard-core", 2a^ in diameter. These molecules are represented as pol-
arizable point dipoles situated at a distance r _ from the centre of the
d
cavity. The dipole moment, is taken to be the gas phase value and
the polarizability, a, is assumed isotropic. A void radius, r , is
defined such that r = r + r locates the dipoles, R = r, - a is thed v s 1 d s
distance from the origin to the start of the hard-cores and r = r , + r
c d s
measures the onset of the continuum.
If F is the field exerted by the solvated electron, then 
—e
these dipoles may be assumed to experience an interaction described 
by the potential energy K = -F^ * ji where y, = y^cos© and 0 is the 
angle between the moment vector and the radius vector from the origin 
to the dipole centre. The tendency of the enclosed electronic charge 
to orient the surrounding dipoles will be counteracted by the thermal 
agitation of the molecules in the medium. To account for this, a 
Boltzmann distribution of orientations is assumed such that, if dN is
the number of dipoles with energies between I and K+dK, then dN is
proportional to exp(-K/kT) dK. The total effective moment is then 
given by
H - M e A / o  cos0 dN
= y^ coth( X ) - X~1 0 6 )
where X = u F (r ) / kT. Thus the temperature average of the direction 
•o ev d' 7
128 —1 
cosine is included by way of the Langevin function l (x ) = coth(x) - x
If the electron is assumed to experience a spherical polari­
zation field created by the alignment of the adjacent dipoles a return
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to the methods of the polarized cavity model is effected. This approach
. 1 29has been adopted m  the work of Iguchi and will not be pursued here. 
Alternatively the electron may be assumed to interact with the first 
solvation layer of molecules via the potential generated by direct 
charge-multipole interactions. The effective field, due to the excess 
electron, acting at the molecules may now be written as
where CL is that fraction of the electronic charge distribution, assumed 
spherically symmetric, enclosed up to the hard-core of the molecules. 
Since multipole orientation is assumed slow with respect to electronic 
processes, this charge distribution will always be that of the relaxed 
state under consideration,
C = fR P2(s) ds r J o  r^ '
where P describes the radial variation of the relaxed state wave- 
r
function. In Land and O'Reilly’s original treatment the expansion of 
the multipole potential was broken off to give a superposition of charge- 
dipole and charge-quadrupole interactions only. The latter term, how­
ever, proved to be rather insignificant and has been neglected in the 
formulations employed by Jortner and JCestner.
The electron is taken to interact with the bulk medium beyond 
the first discrete shell as in the adiabatic polarized cavity model.
This leads to a single-particle electronic energy, which is a sol­
ution of the adiabatic potential, written in atomic units,
d2 /  dr2 + J i±(i±+1 ) / r2 + V(r)|p.(r) = W. P^r) (18) 
V(r) = - N|i/r2 - p/ rc 0 < r > R,
_ NJl/ r2 - P /  rc + Vq R < r > rd, (19)
- P / r  + V r y rd,
r ' o
V is again the energy of a quasi-free electron in the medium. Since 
o
no definite experimental values of this quantity for strongly polar 
liquids are available, it has been treated here as a parameter being
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allowed to vary between - 1.0 eV. Some simplistic calculations pres­
ented earlier suggest that this range will encompass the true value, 
Care is necessary, however, in adapting the eventual experimental 
value to this type of semicontinuum calculation. As it is used above, 
is supposed to contain a representation of any interactions be­
tween the electron and the first coordination layer other than those 
explicitly accounted for in the dipole term. A measured value cer­
tainly will not include this contribution.
The total electronic energy, E^, is obtained as a sum of
¥. and a small term, S., due to interaction with the electronic pol- 1 l r
arization of the medium (reverting to S.I, units)
4 TTk S. = - N a e 2 C2 /  r? - Ye2 C2 /  2 r (20)o i  i / d i / c
This definition of the term will be adopted here to facilitate com-
1 30parison with the most recently reported variational results 
Since its original introduction it has undergone several slight modif­
ications. Even in this final form the latter component would appear 
to be already counted in the usual usage of V .
The alternative line of attack, incorporating the scf formu­
lation of the long-range electron-medium polarization interactions has
1 31been extensively employed in the work of Fueki, Feng and Kevan 
In this approach the short-range interactions are determined in a some­
what similar fashion to the method discussed previously. Some import­
ant modifications have, however, been made. The solvating molecules 
no longer possess hard-cores and are now entirely characterized by
their radius, r . The defining measurements in this treatment for a 
s
void of radius r are r, = r + r , the location of the dipoles and 
v d s v
R as r + r , the distance to the start of the continuum. In addition 
d s
to the charge-dipole interaction included before, the short-range 
electron-medium interactions are now supposed to comprise a charge- 
induced dipole contribution. The potential experienced by the surplus
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electron in this scf scheme is, in au,
pfr(R) -Yf.(R) 0 < r > r d
rd < r > R  (21 )
R < r.
is again pQ<cos 0^, the subscripted r implying that the value of the 
average cosine apposite to the relaxed state is employed. Notice that 
the potential is now, as expected, state-dependent.
ceed with caution, the electron-electronic polarization interaction 
having already been accounted for in the long-range part of the scf 
potential. Substitution of this potential form into the relevant radial 
Schrodinger equation produces, on solution, single-particle electronic 
energies as before.
both these methods are attractive in nature. Contraction of the void 
will thus increase the electronic energy term. To achieve the desired 
configurational stability, a medium rearrangement energy must now be 
introduced.
Choice of an appropriate value for Vq in this model must pro^
Clearly the electron-multipole interactions presented in
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c ) The Medium Rearrangement Energy.
As outlined in the introduction, the reorganization of the 
medium to accommodate both a cavity and an excess electron requires 
that energy be expended. The decomposition of this energy into its 
contributory parts has been performed in an identical way in both 
adiabatic and scf treatments of the semicontinuum model. It comprises 
a cavity creation energy, a bulk medium polarization component and a 
term depending on dipolar and induced dipolar interactions amongst 
the molecules of the first solvation shell. The detailed computation 
of these quantities is, however, slightly dissimilar in the alternative 
approximate solution schemes.
Jortner and Kestner have written the surface tension energy 
as Est = 4 tt X R2
where X is the plane surface tension. Fueki, Feng and Kevan have chosen
E__ = 4 n X (r*T - r2)ST v d s'
to represent this term. Some conceptual difficulty is associated with 
the use of a plane-surface tensional parameter to describe cavity form­
ation in the bulk of a dielectric medium. However, the term is not of 
crucial importance and the present method seems to be the most reason­
able available. The other contribution to the cavity creation require­
ments is a measure of the work which must be done in expanding a volume 
against an ambient pressure p*. Both formulations cite this component 
as Ep v =itiE3 p'
This term is entirely negligible, except for large cavities under great 
pressures.
The dipole-dipole repulsion energy has also been incorporated 
into both treatments in an identical fashion
Edd(i)- DH'*T/(4,rICo)rd-
The total effective moment includes a contribution from dipole-induced
dipole interaction and is given by
1 00
|1T = n0<cose>r + eaC. /  r2
Notice that the "permanent11 contribution is governed by the relaxed
state charge distribution while the induced term is influenced by
the instantaneous electronic state under consideration. The constants
1 12were first derived by Buckingham and are presented in Table 11.10.
Naturally the medium polarization energies have been 
handled in different manners in the alternative approaches, The scf 
formulation of this quantity, IL , follows directly from the polarized 
cavity model and is simply
(4nko) u(i) = 4p{fr(R)yV;(s) ds +f y r(s) fr(s) dsj
+ ?Y {fi(R)j/roPi(s) ds +J \ ?i(-a') £i(s) ds} (22)
the former, inertial, component being determined by the relaxed state 
and the latter, optical, contribution responding to the instantaneous 
charge distribution of the surplus electron. In the adiabatic scheme 
the representation employed is open to question. The form actually 
included is the so-called correction of the original Jdrtner express­
ion, presented in equation (4) and is due to Land and O’Reilly. See 
equation (7 ). The effect of this change is to include the interaction 
of that fraction of the electronic charge within the cavity with the 
static polarization of the bulk medium. However, as written,
n = 4 e2 p /  (4TTko ) {er(rc )f0C P^ (s) as P*(s) J?r(s) ds j (23)
this expression appears apposite to an scf treatment of the inertial 
polarization; equation (5). Though Jortner has defended its applic­
ation here1^  it is suggested in this present work that Tachiya’s form, 
equation (4), is more consistent internally with the adiabatic treat­
ment of this model.
As mentioned in the introduction, rupturing of the hydrogen- 
bonded structure of water and ammonia must take place to allow mole­
cular rotation during electron trapping. In addition, the required 
orientation of the molecular dipoles in the formed solvating centre
1 01
must lead to steric interference of the hydrogen atoms attached to ad­
jacent molecules. Little is known of the extent of the former process, 
However, several empirical estimates of the excess repulsion energy 
lost to the latter interactions on rearrangement exist. For ammonia
these have been evaluated by a formula developed byEisenberg and 
114
lauzmann ~ from studies on water(j), and adapted here as
EHH = CN exp “4-6(V"V <cos0>r 04)
where the constants A_T, B,_ and C._ are listed in Table 11 = 10. In waterN N N
the fewer hydrogens are generally presumed to be able to avoid one an­
other better and this contribution has been largely neglected. Kamb's
. 1 3 5  empirical equation
EHH XN A / CN rd^’ 
where <*= 2.8 R, A = 4Kcal/mole, I is the number of interacting pairs
and C„ is a distance scalina factor, has been applied by Jortner and 
N
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Gaathon in a study of localized states in dense polar vapours
These diverse components combine to give a state-dependent 
medium reorganization energy
Em(i> = EST + EPV + Edd(i) + n  
for the adiabatic treatment, coupled with some form of hydrogen-
hydrogen interaction, without which a sensible cavity radius cannot be 
established.In the scf approach
Em W  ’ BST + EPV + Edd(i) + U(i) 
with the additional hydrogen-hydrogen term being partly optional.
Both approaches introduce a vertically obtained continuum
state, treated as a delocalized unrelaxed state consistent with the
relaxed state inertial polarization. Therefore, in the adiabatic
treatment
E(CS) = Est + Epv + Edd(r) + n +  (E^) + VQ (26)
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while in the scf formulation
E(cs) = EgT + Epy + E^d(r) + U'(r) + VQ. (27)
The dash signifies the omission of optical components;
Edd(0 = DN{lVcos0>r}2 / 0"^) ra 
(4iTko ) U*(r) = i p { fr( H ) / V ( s )  ds + f~?l(s) fr(s) ds 
In the expression relevant to the adiabatic approximation it appears 
that the charge-induced term of the dipole-dipole contribution has 
been retained. It has, therefore, been included in the present work 
to allow comparison, but it is recognized to be redundant.
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d) Correlation vith Experiment.
The results of calculations,* within the framework of the
above semicontinuum models, on the properties of excess electrons
in polar media are presented in terms of much simplified configuration
coordinate diagrams, quite analogous to those applied to colour centres.
The single configurational coordinate chosen in this system is again
the void radius and only the effect of the toally symmetric breathing
mode is considered. Thus, it is at once implied that the dependence
of electronic energy on non-totally symmetric vibrations is weak and
that the degeneracy of the excited state will not be resolved by the
wholly radial mode. Jahn-Teller splitting of the excited state
should lead to a temperature dependence of the half-width proportional 
— 137to T2, which is contrary to observation.
To interpret these configuration coordinate diagrams, in 
particular to calculate the expected line-shapes, several assumptions 
are necessary. Firstly it is assumed that the classical high-temper- 
ature limit for the absorption line-shape can be safely used. This 
is certainly justifiable in the liquid ammonia and water calculations 
performed but must be viewed with some suspicion in ice at 77°K. In 
this latter case an effective temperature
T* - {e ( a) /  2k| jcoth(E(a) /  2kT)|
1^8
is introduced to account for quantum effects . Next, the electronic 
transition moment, M, is again supposed independent of the coordinate. 
This appears reasonable over the range of values of the coordinate 
which contribute significantly to the spectrum.
With these assumptions a line shape function may be written 
L(E ) = M2/Z yexp|-Et(r)j/kT|6|E+Et(r)x-Et(i)x}dx (28)
at each value of the distortion x = r^-r^ , r^ is the void radius at 
the minimum in the total energy curve relevant to the relaxed state 
and the subscripted x indicates the configuration dependence of the
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energies of the relaxed initial state, r, and the instantaneous final
state, i. Z is the ground state partition function. The line shape
is thus determined by the thermal population of the initial relaxed
state and the x-dependence of the vertical transition energy.
Substitution of
A(x) = E (r) - E (r) o\ / t' 'r tv 'r 
v v
into (28), furnishes (29) on integration;
L(E') = M2/ z|exP -A(x)/1ct| |dx./dE } (29)
from which all quoted line shapes and half-widths are deduced 
The transition energy, E(a), is defined as
E(a) = E (i) - E (r) . (30)' 7 'o 'o v /
This is distinct from the maximum in the predicted absorption band, 
E(a)max> as derived from (29). Equality will hold only at low temper­
atures, but, in the temperature range considered here, deviations are
of slight importance, being of the order of a few tenths of one percent.
The force constant of the totally symmetric vibration, I, 
follows simply from
K = i d V (  r) / d x 2}\ tv 'x ' Jx=o
from which the breathing frequency of the cavity, v c> may be obtained
as V 2 = E /  8 tt2 pM (31 )
where li = N m' , m* being the mass of a medium molecule.
M
Other properties depending on the energy of the relaxed 
ground state are obtained from the configuration coordinate diagram in
the limit of zero distortion. The heat of solution is given by
A H = - E t(r)o (32)
and the photoconductivity threshold is
I = Et(i)o - Et(r)0 (33)
where, in this case, i represents the vertically attained conduction, 
state (see equations (26) and (127))- Since differences in the optical 
polarization to these states are small it may be expected that
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I = V - E (r) . o 'o
The photoelectric threshold, the energy required to release electrons
of zero kinetic energy from the bulk liquid, is given
P = -Ee(r )0 (34)
provided the surface potential and various other small effects are
neglected. The thermal activation energy of any relaxed state is
E (r) = V - E (r) . (35)t' ' o t^  'o  ^ 7
Thermal population of the low-lying vibrational levels associated with 
these relaxed states will tend to smear all these values toward lower 
energy.
As mentioned previously, the experimentalist, when measuring 
the change in absorption maximum of an optical band with temperature, 
generally works under a constant ambient pressure, p. Calculations 
employing the above temperature-dependent'configuration coordinate 
diagrams, (the effect of temperature is mainly incorporated via the 
Langevin function), offer an estimate of this quantity under conditions 
of constant density, p. The two are simply related
{dE(a)/arJ- ={dE(a)/3T}p - {dE(a)/ap}T{ SP/3t}p
Since values of the density coefficient at constant temperature are 
1now available and the variation of density with temperature at con-
140stant pressure has long been known for the systems studied here the 
quantities may be readily compared.
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e ) Results and Discussion.
Computations of the properties of excess electrons within
the semicontinuum approach require the specification of a number of
parameters which describe the properties of the host media. Most of
these are presented in Tables 11.10 and 11.11. The remaining two, N
and V , are treated as unknown quantities and calculations have been o
performed employing reasonable values of these.
1 ^ 0Within the adiabatic approximation, Kestner and Jortner 
have obtained a solution on the semicontinuum level for a range of 
those parameters utilizing the potential form expressed in (19). A 
single-exponential, one-parameter trial function (13) has been sup­
posed to be a sufficient representation of both the ground (1s) and 
first excited (2p) state charge distributions. By minimizing the 
single-particle electronic ground state energy, at each void radius, 
with respect to the variational parameter, a series of optimum expon­
ents were derived. Employing these values the total electronic energy 
at each configuration was computed and combined with the corresponding 
medium rearrangement energy. The resulting variation of the total 
energy with cavity radius for the ammoniated electron at a temperature 
of 203 °K is depicted in Figure 11.11 for a choice of parameters N=4,
V = 0.0 eV. 
o
With the above parameters, the existence of a stable localized
state of the surplus electron in ammonia is at once predicted.
E (1s ) is less than the energy of the quasi-free electron in this med- 
t o
ium and the second derivative of this total ground state energy with 
respect to the configurational parameter is positive. The optimum con­
figuration lies at a void radius of 1.20 X which allows the prediction 
of a heat of solution at 0.909 eV and a photoconductivity threshold of 
1.95 eV. The onset of photoelectric emission is also placed at 1.95 eV 
in this model since the contributions to the energy of the quasi-free
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state have been assumed to exactly cancel. The peak of the optical 
absorption band is calculated at 1.0? eV and the associated dipole- 
length oscillator strength is 0.66. All of the above numbers are in 
reasonable quantitative agreement with the previously reported exper­
imental data.
To obtain some estimate of the bulk volume expansion aris­
ing from this cavity radius the effect of the structure breaking
caused by reorientation of the ammonia molecules adjacent to the
1 27localized electron must be estimated. Copeland et al. have suggest­
ed one way of achieving this. An effective radius of the cavity is 
defined by
= (r + 2r V  - Nr , e v v s' s
which is just apposite to the volume enclosed by the void and first 
solvation shell minus the volume of the molecules in this layer. For 
the above parameters, this turns out to be just above 3.0 $,in close 
agreement with the value of 3.2 R interpreted from the observed volume 
expansion data.
The numerical results secured in the present work offer no 
substantial change in this effective radius. The optimum void is found 
to be only a few hundredths of an R more compact. Figure 11.11 also 
contains the numerically constructed configuration curves for these 
parameters. A salient feature is the marked lowering of the total 
ground state energy on accurate solution. The amelioration, of the 
order of 12%, is but slightly greater than obtained in the polarized 
cavity models. The numerically derived unrelaxed excited states are, 
in fact, higher than their variational counterparts. However, no direct 
comparison of these total energies is possible. The improvement 
effected in the ground state charge distribution has increased the in­
ertial polarization provided by this state, which all others exper­
ience. Hence the apparent anomaly.
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Table 11.12 holds a detailed comparison o£ the energies 
derived from the one-parameter variational solution and the present 
numerical method at the optimum void radius. In addition some re­
parameter optimization technique to represent the electronic ground 
state are exhibited. The 2s function of Figure 11.11 derives from 
this work. The single-exponential single-particle ground state en­
ergy is 0.2 eV above the accurate solution, about 9% too high. The 
discrepancies in the pertinent charge distributions are magnified 
when the medium rearrangement energies are included. The total 
energy obtained variationally now deviates by 13% from the true value. 
It is also evident from this table that the numerically predicted 
heat of solution (32) is 1.05 eV, just on the lower limit of the ex­
perimental estimate and slightly better than the variational 0,91 eV. 
The photoconductivity threshold (33) lies at 2.22 eV and the onset of 
photoelectric emission (34) is expected at 2.21 eV, somewhat higher 
them would be desired. These estimates push the variationally ob­
tained 1.95 eV (for both) further out of agreement with observation.
solution are not available for comparison. However, results from a 
similarly parameterized potential form, (36), are known
and these are set alongside those derived by the finite difference 
method in Figure 11.14. The variational 1s function is considerably 
too diffuse while the 2p functions are less discordant. A situation 
which is more reminiscent of polarized cavity models than the colour 
centre semicontinuum treatment. Numerical computation of the energy 
levels relevant to (36) reveals trends similar to those disclosed in 
the more complex potential form studied above. The variational single-
1 45suits obtained variationally , employing a more flexible three-
Unfortunately, the variational wave-functions for the above
4TTk v(r) = -N o v p / rc r < R 
R > r,
(36)
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particle energy, 1.842 eV, is 8% above the accurate value, the total 
ground state electronic energy, 2.547 eV, differs by 12% and the numer­
ical heat of solution is 15% greater. These are entirely analogous to 
the improvements secured above and it is expected that the functions 
depicted in Figure 11.14 provide a good indication of the inadequacy 
of the single exponential functions as employed in the more complex 
potential. The optimum values of the three-parameter variational funct­
ion, which involves 4 linear combination of 1s-, 2s- and 3s- like wave- 
functions, are also not reported, hence a comparison is again precluded. 
The total relaxed ground state energy computed from this approach is 
almost indistinguihable from that obtained here. Thus, this function 
presumably affords a good representation of the true charge distribution 
of the ground state.
By analogy with the experimental findings in F-centres, it may 
be supposed that, if the 2d state exists long enough to allow the medium 
to accommodate its charge distribution, an emission band corresponding 
to a radiative transition to an unrelaxed ground state may possibly be 
observed. In this model the accommodation proceeds by relaxation of 
the short-range orientational polarization, the long-range inertial 
polarization remaining inflexible in an adiabatic treatment.
Figure 11.12 contains the configurational coordinate diagram 
pertaining after matrix relaxation. The numerical relaxed excited state 
is virtually identical to the one-parameter variational curve. The 1s 
states, however, differ to an appreciable extent. Table 11.13 details 
the comparison at the optimum configuration for emission. Also present­
ed are the 3d and continuum state energies, computed numerically, trans­
itions to which could presumably be induced by some excited-state spec­
troscopic technique involving optical pumping. Transitions to the form­
er state account for almost all the available absorption oscillator 
strength from the relaxed excited state. The numerically deduced 2s
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state is included to illustrate that no 2s - 2p mixing effects are 
likely in this system, even after relaxation. In absorption the two 
states differ by 0.27 eV and this separation is seen to have been 
maintained. It is interesting also that, within the framework of 
this approach, lattice relaxation, described in terms of molecular 
reorientation, is accompanied by a cavity shrinkage, to 1.05 S with 
the above parameters. This is in marked contrast to the observations 
in similar models of the F-centre.
The optical absorption and emission properties derived from 
the above calculations, employing the present solution method are 
tabulated in Tables 11.14 and 11.15. These also include the few avail­
able variational data. Accurate solution has effected a substantial 
change in the peak energy of the Is -2p absorptive transition, unfor­
tunately to the detriment of concurrence with experiment. The calcul­
ated 1 s -3p band is peaked far into the high-energy tail of the observed 
spectrum. The line shapes expected from the above configuration coor­
dinate diagrams have been computed utilizing equation (29). The re­
sults for absorption are depicted in Figure 11.15, unnormalized line 
shapes being presented. When weighted with the appropriate transition 
moments the 1 s - 2s band disappears, being symmetry-forbidden. The 
1s -3p and 1s -cs (the photoionization) are reduced by a factor of 
twenty. Thus, they are predicted, from the above model, to be too weak 
and too narrow to reproduce the observed tail. The 1s - 2p band, in 
itself, is obviously incapable of matching the experimental spectrum. 
While it is slightly asymmetrical, the deviation occurs on the low 
energy side. The numerically obtained half-widths are somewhat narrower 
than their variational counterparts both in absorption and emission.
This is due to the slight enhancement in the curvature of the numerical 
relaxed state lines. The emission band is predicted to be Stokes 
shifted by about 0.65 eV from the peak of the optical absorption.
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Two-photon absorption spectroscopy could perhaps reveal the 
presence of the 1s -2s transition, implied to be around 1.5 eV in this 
model. This, however, would require a single-photon energy of 0.75 eV 
which falls in a region of relatively broad intrinsic absorption bands 
in liquid NH^. Perhaps the experiment would be better performed in 
deuteroammonia, ND0, which possesses noticeably sharper lines in this
■J
spectral domain.
Table 11.16 compares the properties determined by both varia­
tional (one-parameter) and numerical techniques for the same adiabatic 
potential created now by six solvating ammonia molecules. The usual 
comparative trends are observed on numerical solution. Increasing the 
number of solvent molecules in the model has tended to shift the com­
puted properties out of agreement with experiment. The absorption 
bands have broadened slightly but it is obvious that this adiabatic 
treatment of the semicontinuum model fails to produce the observed 
half-width by a factor of 1 or 4 when the band is attributed to a sing­
le 1 s - 2p transition derived from a single configurational coordinate, 
no matter the choice of parameters.
An attempt to reproduce the spectral properties of the hydrat­
ed electron with this model is presented in Table 11.17. Similar numer­
ical versus variational improvements are evident. The parameters chosen
here are V = 0.0 eV, N = 4 and T = 298°K. The transition energy is 
o
much out of alignment with the observed value, though the heat of solu­
tion is quite reasonable. The predicted line-widths are again much too 
narrow. Though the transition energy can be suitably modified by alter­
ing the value of Vq to -1.3 eV, no betterment of the line-shapes can be 
obtained.
The total energies computed here, for the hydrated electron, 
have been derived without the inclusion of a hydrogen-hydrogen repulsive 
interaction term in the medium rearrangement energy. This omission
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leads to tiny cavities, a void radius of 0.16 eV in the optimum for 
the above parameterization on absorption. Similar results would pertain 
in ammonia were the same contribution neglected. The dominant effect of 
this component in locating the configurational minimum is shown in 
Figure 11.13, where the many contributions to the medium reorganization 
energy are plotted as a function of void radius. In addition to the 
values derived here, the long-range medium polarization from Tachiya's 
formula is included. Since the radius to the continuum onset is always 
greater than 2rg no considerable alterations in the foregoing calcula­
tions are expected on inclusion of this term. This contrasts the situ­
ation in the polarized cavity models where the Tachiya formulation of 
this energy contribution led to very significant differences.
It is interesting to note that, without hydrogen-hydrogen 
repulsions, no stable emission configuration is disclosed, the total 
relaxed state energy decreases monotonically to a cavity of zero radius. 
This statement is also relevant in ammonia. The previous prediction 
of an emission possibility is totally dependent on the somewhat arbit­
rary inclusion of the precipitous E term. Clearly, this unsatisfac- ■
Hri
tory situation warrants further attention.
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In contrast to the reported calculations within the adia­
batic treatment of the semicontinuum model, which have been almost ex­
clusively devoted to the properties of the surplus electron in ammonia,
a few token calculations in water being available, Fueki, Feng and 
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Kevan have employed the alternative scf solution scheme to elucidate 
the structure of localized excess electron states in a large number of 
media, characterized by a wide range of polarity.
In these polar host matrices, the scf semicontinuum model
has proved very capable of reproducing quantitative estimates of various
experimental properties. In ice at 77°K, with parameters N=4 and
V =-1.0 eV fixed, the predicted transition energy, 1.84 eV, the oscill- 
o
ator strength, 0.33, and the photoconductivity threshold, 2.36 eV, are 
in excellent accord with observation. While an identical choice of par­
ameters affords close agreement with the oscillator strength in water at 
298°K, both the heat of solution and the position of the band maximum 
are overestimated. Bringing these more into line with the experimental 
values, by, for instance, increasing N or making V more negative spoils 
the initial transition moment match. The heat of solution, photoconduc­
tivity threshold and absorption peak of the ammoniated electron are all 
reasonably estimated, again utilizing the above parameters. These lat­
ter results are obtained subject to the inclusion of hydrogen-hydrogen 
interactions which are neglected in the other media studied.
However, this work has again been advanced in the context of 
the variation principle employing, as usual, inadequate single-expon­
ential trial functions. This is somewhat surprising, since these work­
ers first reported the supposed massive enhancement in the accuracy of 
the scf solution to the polarized cavity model, for the hydrated elec­
tron in a cavity of zero radius, obtained by merely improving the flex­
ibility of the variational trial functions. This effect can only be 
increased in transferring such calculations to a semicontinuum level.
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The smooth, rnodified-coulomb potential apposite to the polarized 
cavity model has become a discontinuous square-well-like potential 
in the semicontinuum approach. In the polarized cavity calculations, 
the present numerical solution technique called the three-parameter 
variational solution into question. In the adiabatic semicontinuum 
model some considerable improvement on the original one-parameter 
variational work was effected on increasing the accuracy of the solu­
tion method. The variational solution scheme of Fueki, Feng and Kevan 
differs from that used in the adiabatic approach only in that the var­
iations in the total energy were employed to judge the optimum expon­
ent rather than the electronic component alone, which served as a crit­
erion in the latter treatment. In view of these statements a thorough 
numerical investigation of the scf semicontinuum model was performed.
The configuration coordinate diagrams obtained by numerical 
solution of Fueki, Feng and Kevan's scf formulation of the semicontinuum 
model are set beside the original one-parameter variational results in 
Figures 11.16,17 and 18 for the surplus electron in water at 298°K, in 
ammonia at 203°K and in ice at 77°K, respectively. Four oriented mole­
cules were included in the first shell and the energy of the quasi-free 
electron was specified at -1.0 eV outwith this layer in each system.
The degree of accord between the approximate variational ground-state 
energy and the accurate solution is very poor for ice, where the respec­
tive values are some 20% disparate, improves slightly in water but is 
substantially better in ammonia, the difference in this medium being 
only 10%.
Figures 11.19 and 20 illustrate part of the variational 1s- 
and 2p- like functions obtained at the respective total ground state 
minima in ice and water. The numerically derived functions are also 
shown. An examination of these figures reveals the reason for the 
large discrepancies in the configurational diagrams in these media.
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Both the ground and first excited state one-parameter variational 
functions are markedly inappropriate, badly underestimating the 
compactness of the true charge distributions.
Figure 11.23 depicts the potential wells sustaining the 
ground state charge distribution in water, ice and ammonia at this 
same optimum void radius. Figure 11.24 contains the corresponding 
wells for the vertically attained excited (2p) state.' The hydrated 
electron and the trapped electron in ice are constrained to move in 
relatively deep, narrow wells, that apposite to ice indicating strong­
er positive deviations from a coulombic tail in this matrix. These 
observations rationalize the noted amelioration in the 1s and 2p 
charge distributions. The single-exponential functions are inherent­
ly unable to provide a satisfactory representation of the true solution 
in such wells. A_shallower, wider well pertains in ammonia and it may 
thus be expected that the originally employed approximate functions 
will prove somewhat more adequate in this system. Unfortunately, no 
variational functions are available for this model of the ammoniated 
electron, hence the direct comparison can not be made. However, some 
support of this expectation is evident in the smaller deviations ex­
hibited in the relevant configuration coordinate diagram.
A detailed comparison of the numerical versus variational 
energy contributions to the ground and first excited states of the ex­
cess electron in the above media, at the void radius pertinent to the 
minima in the total ground state energy curves, is given in Table 11.18. 
The true minima obtained in the present work deviate by a few hundredths 
of an X from those presented here, but this was ignored in order to 
allow a direct match. The discrepancies in the ground state electronic 
energy are very substantial in ice and water. The quantity [l - C(i')]v 
should be added to the variational value, where C is the charge enclosed 
up to r°( to realize an exact comparison but the difference remains of
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the order of 15%. This effect is more noticeable for the 2p state 
energies which, uncorrected, are vastly disparate. The increased com­
pactness, evidenced in the C(i) values, of the accurate wave-functions 
lead to an enhancement of the polarization and dipole-dipole terms 
which tends to cancel some of the disagreement in the total system 
energies, E^(i). In the 2p state, the variational 2p energy is actual­
ly below the present numerical value. It also produces stronger orient­
ation in the solvating dipoles and tends to push up the energy of the 
conduction state.
The corresponding numerical results for two other excited 
states in these media are documented in Table 11.19. One interesting 
feature is the near-degeneracy of the 2s and 2p states at the absorp­
tion coordinate in ice.
Completely analogous improvements were revealed in a similar 
study employing N=6 but this will not be detailed here.
Table 11.20 lists the properties derived from these above 
energy values which may be compared with experiment. In general, in­
creasing the accuracy of the solution tends to mar any claimed concur­
rence with observation. Though this agreement may be reintroduced, for 
a specific property, by a judicious manipulation of the input data, 
such an exercise was not deemed worthwhile. In any case, those most 
amenable to alteration, N and V , are, as used above, quite reasonable. 
In water the peak in the experimental absorption band may be matched
with N=4 and V = -2.08 eV, but only at the expense of a discordant heat 
o
of solution and oscillator strength.
More importantly, the scf semicontinuum model again appears 
incapable of reproducing a reasonable half-width for the optical absorp­
tion band, considered as a 1s - 2p transition and derived using a single 
configurational coordinate. No reasonable choice of parameters was 
found in water which could produce a half-width greater than 0,25 eV,
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a factor of 4 below the experimental value, Transitions to higher 
excited states are also relatively narrow and lie too far into the high- 
energy tails of the observed spectra to account for much of its intensity. 
They are, however, accompanied by somewhat larger oscillator strengths 
them those computed within the adiabatic approach.
Extensive numerical tests on the scf semicontinuum model were 
performed in the course of this work. These support the original claim 
of the insensitivity of predictions to such parameters as r , A and p, 
the first two of which can only be guessed. The general trends reported 
with changes in the other variables were also followed on accurate sol­
ution. For example, the dominant role of long-range polarization inter­
actions in water, especially in determining the ground state minimum is 
maintained. Contrast the more important effect of the short-range inter­
actions in ice. In general, however, these trends are rather obvious by 
inspection of the input parameters in light of the scf potential form.
The extremely small P value in ice accounts for the above difference.
A somewhat extreme example of this is the prediction by Fueki, Feng and 
Kevan of the presence of no bound excited state for alkaline ice, employ­
ing the above model. As this is a glassy matrix, the result was ob­
tained by merely "turning off" the long-range polarization. By this ex­
pedient a square-well is produced which is insufficiently deep to bind 
in a p state. The prediction is thus hardly surprising.
Figures 11.21 and 22 illustrate the numerical search for a 
stable relaxed excited state in ice and water. None was found. The 
energy levels are seen to decrease monotonically to a void of zero radius. 
In the context of this approximate model this may be taken to imply the 
absence of radiative emission. The excited state presumably decays by 
some other radiationless process.
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f ) Conclusion.
As expected, application of the finite-difference numerical 
solution technique to the semicontinuum models, framed both within the 
adiabatic and scf approximation schemes, is capable of producing size­
able improvements in the energy levels derived by recourse to the var­
iation theorem utilizing single-exponential trial functions. Such ap­
proximate functions are inherently unsuited to represent the true 
charge distributions apposite to the form of the model potentials. 
Correlation with experiment secured using the latter treatment of 
these models must be viewed with suspicion, particularly if some del­
icately balanced quantity is being tested.
However, both the adiabatic and scf approaches to the semi­
continuum model are capable of producing qualitative agreement with 
most experimental observables for some choice of parameters. The latter
appears more widely applicable and is certainly more consistent with
£
the theoretical reouire?nents of a model of the excess elctron in polar
A
media. The former is, to some extent, limited in scope and is incap­
able of producing sensible results without the inclusion of some arbit­
rary solvent-specific interactions, e.g. the hydrogen-hydrogen term in 
ammonia. In their absence, configurational stability is only established 
for vanishingly small cavity radii.
It is of the utmost importance that neither model, within its 
present formulation, is capable of estimating the observed absorption 
line-shapes, so characteristic of surplus electrons. This deficiency 
persists whether the band is assumed due to a single 1s - 2p transition 
or if this is supposed accompanied by a series of 1s—  np transitions 
extending to a continuum. One attempt to alleviate this difficulty 
has been essayed by lestner and Jortner, who incorporated broadening 
due to medium polar modes and to some extent of non-totally symmetric 
cavity vibrations. These additions left the computed line-width still
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far out of touch with experiment.
Numerical solution reveals that this inadequacy in prediction
is not a function of the use of insufficiently accurate representations
of the true charge distribution, a n . important result. Neither does
accurate solution of the semicontinuum model shed any light on the
recent suggestion that the observed absorptions in polar liquids are
1 48entirely due to bound-to-free transitions . The present results 
predict a strongly-bound excited state in these media precluding this 
possibility.
From these observations, it might be supposed that some gross 
modification of the above models is required. The many-body theory of 
polar liquids mentioned previously in Section 2(f) provides such a 
modification. In effect it allows the consideration of all possible 
orientations of the adjacent solvent molecules, appropriately weighted, 
rather than just the optimum configuration pictured here with the limit­
ation of a fixed number of molecules in the solvating sheath. It is 
hoped that this statistical approach, toward which the work of Tachiya 
is leaning, will prove fruitful in providing fresh insight into the 
properties of the solvated and trapped electron species.
120
Tables lib
Properties of surplus electrons derived from semicontinuum
models.
Tables 10 and 11 list the necessary input data for these
models. The results of adiabatic calculations are in Tables 12-17
12 and 14 are for AMMONIA on absorption with N =4, s 0.0 eV,
T = 203°K at an optimum void radius of 1.20 R. 13 and 15 are for
emission in this svstem with r = 1.05 R» 16 has results for N = 6 inv
ammonia, for absorption with r^ = 1.65 R and for emission, rv = 1*55 R.
The data in Table 17 are for water with N = 4, T = 298°K,. V = -1.0 eV.o
In absorption r^ = 0.16 R.
Scf results for ammonia,water and ice on absorption are in
Tables 18-20. All have N = 4, V = -1.0 eV.o
All energies are in eV. Distances are in Rr except in 
Table 19 where the mean radii are in au.
Table 11,10
N 4 6 8 12
1.633 1.414 1.155 1.000
B„b 0.471 0.600 0.752 0.843
N
C b 2602.4 5204.7 6940.0 10416.
N
D„a 2.2964 7.1140 12.820 41.074
N
a ref. 132
b ref. 127
Table 11.11
Medium water ammonia ice
op
"st
a
K
1 .78'
80.0C
1.85‘
1.51
72.0
1.76'
21.3
1.47
2.00
40.0
1.78'
3.00
1.85'
1.51
100.
1.40
0.90
1.50
1.00
1.40
|^dE(a)/ dp 
ap/^T
298
2.5
5.5
203
1.0
1.3'
77
a ref. 141? b ref. 142? c ref. 143? ' d ref. 144?
e ref.127? f ref. 139 ? g ref. 140.
Table 11.12
EeOs)
Et(1S)
Ee(2p)
Et(2p)
E (2s) 
Et(2s)
Ee(3p)
Et(3p)
E(cs)
■2.01 0 a  
■0.909
0.121
-1.053
0.147
0.394
-2.205n 
-1.051
-0.936
0.186
-0.637
0.454
-0.441
0.708
1.172
a one-parameter variational^^
145b three-parameter variational 
n numerical
Table 11.13
Ee(2p) - -0.8l5n
E (2p) -0.183V -0.185
E (1s) - -1.408
e
Et(ls) -0.730 -0.774
E (2s) - -0.549eN '
Et(2s) - 0.088
Ee(3d) - -0.371
Et(3d) - 0.261
Et(cs) - 0.632
n numerical
v one-parameter variational
Table 11.14
E(a)
£len(a )
£vel(a)
V(a)
1.03 
0.66
0.44
0.10
1.20
0.-12
E(a')
W 3’)
V(a»)
1 .6
E(cs ) 
W(cs)
1.9
a one-parameter variational
b three-parameter variational^ ^ 5
c estimated
n numerical
1.237n
0.930
0.827 
0.084
1.759 
0.056 
0.052 
0.096
2.223
0.105
Table 11.15
E(e)
£len(e )
W(e)
0.548
E(2p-2s ) 
E(2p-3d) 
f ^ p - a a )
E(cs)
0.589n
0.975
0.090
0.273 
0.446 
0.049
0.817
n numerical work
1 30
v variational solution
Table 11.16
E(a)
fvel(a)
W(a)
E(a')
fvel^a'^ 
W(a*. j
1.15
0.132
1.6
1.369
A h 0.973
2.326
1.156
B^t)
flen('e )
W(e)
£t(l )
0.535
0.113
a one-parameter variational
145b three-parameter variational
c estimated
n numerical
1.385n
0.824
0.109
1.903 
0.050 
0.117
1,154
2.601
0.572
0.962
0.107
0.117
Table 11.17
A H  1 .658V
I 4.096
E(a) 2.70
f, (a) 0.99alenx '
f ..(a) 0.70a
vel'- /
W(a)
E(a* )
flen^a' ^
£vel^aO  
W( a* )
146
a Jortner and Gaathon
n present numerical work
„ . 72
v one-parameter solution
1.889n
4.492
3.167 
1.121 
0.854 
0.112
4.061
0.046
0.042
0.123
Table 11.18
Water Ammonia Ice
or. •
V 0.53 1.16 0.53
-E (1s) ev ' 6.158V 7.606n - 4.437n 4.873V 6.3071
U(1s ) 2.049 2.134 - 1.616 1 .380 1 .440
-Et(ls) 2.752 3.282 1.942V 2.114 2.076 2.589
Edd(1S) 1.687 2.091 - 0.427 1.716 2.1 39
-Ee(2P ) 2.215 3.423 - 2.841 1 .003 2.112
U(2p) 1 ,762 1.912 - 1 .433 0.912 1 .022
-Et(2p) 0.601 0.365 0.981 0.936 0.237 0.205
0.743 0.847 - 0.192 0.698 0.746
C(1 s ) 0.571 0.735 - 0.574 0.563 0.738
C(2p) 0.070 0.131 - 0.092 0.018 0.049
<cos e> 0.970 0.977 - 0.952 0.992 0.994
Et(cs) 0.878 0.938 0.125 0.327 0.284 0.306
n numerical
. _  .131,167v variational
Table 11.19
Medium
Ee(2s)
U(2s)
Et(2s)
Edd(2s)
*^e( 3p )
U(3p)
Et(3p)
Edd(3p)
C(2s)
C(3p)
?(2s)
r(3p)
water
-2.825 
1.671 
-0.309 
0.746
-2.071 
1.482 
0.272 
0.707
0.066
0.039
10.909
17.986
ammonia
-2.333
1.151
-0.735
0.302
-1.829 
1.129 
-0.389 
0.170
0.133
0.033
14.914 
21.650
ice
-1.938 
0.867 
- 0.208 
00.724
-1 .390 
0.665 
0.101  
0.687
0.034
0.009
14.284 
31.325
Table 11.20
Water Ammonia Ice
E(a) V2.15 2.717* 0,961V 1.178n • 00 2.385’
^(a) - 0.515 - 0.725 - 0.251
£ (a)v'- ' - :■ 0.814 - 0.905 0.39 0.452
V(a) - 0.226 - 0.091 - 0.071
E(a') - 3.554 - 1.863 - 2.690
V a’) - 0.129
- 0.152 - 0.055
*,(«•) - 0.142 - 0.104 - 0.078
W(a» ) - 0.207 - 0.1028 — 0.066
A H 2.75 3.282 1.942 2.114 2.08 2.589
I 3.63 4.220 2.067 2.441 2.36 2.896
p 4.6 5.2 3.1 3.4 3.4 3.9
n numerical work
. . , v 131,167v variational solution
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Figures lib
Figures 11-24 derive from semicontinuummodels of excess 
electrons in water at 298°K, ammonia at 203°I and ice at 77°K.
With N = 4 and =0.0 eV, the adiabatic approach in 
ammonia gives 11 on absorption and 12 on emission. 14 presents 
the resulting functions from a similar calculation; at the optimum 
absorption void.
With N = 4 and = -1.0 eV, the scf treatment of absorption
in ammonia , water and ice gives 17>16 and 18, the functions at the
optimum void radii being plotted in 19 for ice and 20 for water.
Scf emission results are in 21 for ice and 22 for water.
In the above full-line is variational result and broken- 
line is present numerical work except for 16,17 andl 8 where this is 
reversed. (a) is 1s state, (b) is 2p, (c) is 2s, (d) is 3p, (e) is 
the vertical continuum level.
13 shows the various contributions to the adiabatic medium 
rearrangemant energy which gives 11. (a) is the total relaxed ground
state energy, (b) is Jortner*s polarization energy ( broken-line is 
Tachiya*s value). (c) is the vertical continuum level, (d) is the 
dipole-dipole repulsion term and (e) is the H-H interaction energy.
(f) is the surface tensional component.
15 presents unnormalized line-shapes derived from 11. (a)
is 1 s-2p, (b) is 1s-2s, (c) is 1s-3p and (d) is 1s-cs.
23 and 24 depict the scf potentials supporting the ground 
1s state and excited 2p state respectively. Full-line, water; broken- 
line, ice; Chain-line, ammonia.
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PART III
Surplus Dielectron Species 
in Polar Media.
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Section 1 
Introduction.
a) Experimental Findings.
In marked contrast to the vast body of experimental observa­
tions relating to the properties of surplus electrons in polar media, 
very little firm knowledge, but much speculation, exists as to the 
properties of the corresponding dielectron species. In crystalline 
solids the existence of such a species which comprises two electrons 
trapped at a single anion defect, the Ff-centre, is well accepted, More 
recently, accrued experimental evidence has been interpreted in terms of 
the trapped dielectron in glasses and liquids.
In y-irradiated glassy alkaline ice at 77°K the species ap­
pears to be characterized by a broad optical absorption band peaking 
148near 1.24 eV , to the red of the known one-electron band. Several 
kinetic decay results have been rationalized in terms of thermal and op­
tical dissociation of the dielectron to produce the single-electron 
1 49species . In water flash-photolysis studies, under certain conditions,
1 50
indicate the presence of a long-lived precursor of the hydrated electron ,
1 51
which has been suggested to be the hydrated dielectron . The necessary 
pervading conditions, in particular that the lifetime of the hydrated 
single—electron species with respect to all other reactions must be 
greater than about 0.2 msec will, unfortunately, probably hinder its de­
tection in pulse-radiolytic experiments.
Various models proposed for the observed increase in spin-
pairing with increase in metal concentration in metal—ammonia solutions
1 52
include the postulate of an ammoniated dielectron . This was suggest­
ed as possessing an absorption band peaked at 0.81 eV. The spectral 
shift concomitant with increase in concentration has been suggested to
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arise from the overlapping of the absorption bands due to the presence
of both one and two-electron species in the dilute region156. At least
one alternative explanation of this observation has been aired, in terms
of an ionic cluster model of these solutions, which implies that the
changes are merely due to some modification of the bulk structure of
1 S'2-
the medium at increased concentrations w . One attempt to resolve the
1 54absorption envelope to its components has failed, one is deemed suc- 
155cessful . The high mobility of the electron solvated in both water 
and ammonia, especially the latter, must depend on the existence of
some special transfer mechanism. A transition from one to two-electron
157 . . . .cavities has been proposed . On the other hand, detailed equilibrium
158 159constant studies and pressure variation experiments have failed
to indicate the presence of the species in metal-ammonia solutions.
Clearly, much remains to be done to elucidate the properties 
and establish the existence of the solvated dielectron species. Per­
haps it will be seen eventually to occupy a position of importance, 
similar to its ubiquitous single-electron counterpart.
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b) Theoretical Developments,
Theoretically, the existence of the dielectron species in
metal-ammonia solutions was first proposed by Ogg^ and later by Freed 
160
and Sugarman . In Ogg's calculation the dielectron was assumed con—
strained by an infinitely high—walled square—well potential of radius 
2
an<^  depth 2 8e /4 nk^R^. The electron-electron interaction term was
2 161 
guessed at e /4 tt k^R^. Hill demonstrated that the correct repulsion
term was 1 .79 times this estimated value, which made the trapped di­
electron an improbable species in the limit of zero concentration and 
at zero temperature. However, by neglecting the presence of any equil­
ibria, other than that involving a one-electron to two-electron cavity 
balance, at finite concentrations and at reasonable (liquid ammonia) 
temperatures the two-electron species was found to be preferred. The 
extremely large excitation energies derived in these infinite-walled 
models for the single ammoniated electron species was evidence of the 
need to consider a less rigidly constrained charge distribution.
This approach was adopted in the work of Land and O'Reilly, 
previosly mentioned in connection with computations on properties of 
the ammoniated electron. A particle in a finite box model was employed, 
the height of the walls being estimated from charge-dipole and charge- 
quadrupole contributions. With a few other adjustments, such as the 
inclusion of optical polarization terms, reasonable accord with the em­
pirically suggested 0.81 eV was attained. The cavity was assumed sur­
rounded by a rather large number of solvent molecules and its size, 
for the single-electron species, chosen to fit the observed volume ex­
pansion data. For the dielectron a void of exactly double this volume 
was selected. A crude medium reorganization energy was computed which 
placed the one-electron transition at 1.14 eV and that due to the di­
electron at 0.64 eV. The latter species was revealed as unstable with 
respect to dissociation into two separate single—electron cavities, an
1 25
energy change of about 0.9 eV accompanying this reaction. The above 
formulation neglected any correlation in the motion of the electrons
in the doubly occupied cavity.
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0 Reilly has recently improved the approximations involved 
in this approach to some extent by including the actual dipole-dipole 
interactions among the neighbouring solvent molecules, twenty-three(J ) 
in all, and reversed the above stability criterion. An attempt to 
treat the electron correlation problem by an iterative perturbation 
technique did not converge, but an estimate of this contribution en­
hances the predicted relative stability of the dielectron.
A more realistic appraisal of the potential experienced by 
the electrons in the doubly-occupied well was felt necessary and the 
semicontinuum models presented previously were the obvious candidates.
As an introduction to the problem and to gauge the effects of electron- 
electron correlation in these systems, a thorough study of the fore­
going polarized cavity models wa§ first undertaken.
At the time of initiation of this work, the only dielectron
.1 6**studies available, within these models, were those of Fuekx “, who
considered the scf polarized cavity model, but only in the limit of
zero cavity radius, for trapped dielectrons in aqueous systems, Fueki 
1 64and Noda , who performed an adiabatic calculation within the polarized
1 65
cavity approach on the ammoniated dielectron and Kestner and Copeland , 
who used an early form of the adiabatic semicontinuum treatment employ­
ing large numbers (12 and 18) of first layer molecules coordinating the
electron pair in ammonia.
The two, first mentioned, calculations were based on a varia­
tional Hartree solution technique using the usual inflexible one—parameter 
representations of the single-particle functions. All aspects of in­
stantaneous correlated motion of the electrons were neglected. The last 
involved a detailed determination of the ground ( S) state properties
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only, but employed more flexible variational functions and attempted 
to include correlation by means of a two-term configuration interaction 
scheme. While this predicted a stable two-electron cavity should exist, 
it was indicated that two one-electron voids were to be preferred.
However, during the course of the present study, calculations
on the semicontinuum level, an adiabatic treatment by Copeland and
166 167
Kestner and an scf approach by Feng, Fuelci and Kevan have been
published. While this detracts from any originality in the present 
work, it offers a further area of evidence for the necessity of at 
least solving for the properties of these approximate models in a rig­
orous fashion. Both the above semicontinuum calculations have been 
pursued employing the limited variational technique demonstrated here 
as insufficient. Once the accurate solutions of a given model potential 
are known, statements about the essential physical content of the model 
can be made with more certainty.
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c ) Treatment of Correlation in Dielectron Species.
The Hamiltonian operators relevant to all the polarized 
cavity and semicontinuum models discussed here for the solvated dielec— 
tron may be written as a sum of two single-particle contributions and, 
of course, the electron-electron interaction term, In an endeavour to 
gain some insight into the effect of instantaneous correlation of sur­
plus electron motion in these systems, some way of going beyond the 
usual Hartree-Fock treatment of electron-electron coupling is necessary, 
A perturbation scheme which involved a combination of numerical tech­
niques and the conventional variational approach was chosen as most 
satisfactory.
The simplest possible perturbation scheme was chosen namely 
H° = 2 L l h°(i) = d V ®  + V(Pl ) - i V 2z + V(r2 )
<|»° = *1S(1 )<t>1s(2) 2'5[o (1 )P(2) -0(2) P(1 )J
thi.e. a hydrogenic form for the zero " Hamiltonian and the electron- 
electron interaction as the perturbation.
This leads to the perturbation equation
(H° - E°) V  = (S1 - H1 ) (1 )
where E1 = ( *|*° | H | i|* )
gut the solution of (1 ) involves six different electron coordinates. 
Clearly some simplifications are necessary. Immediate integration over 
the Euler angles leaves equations in r^  , r^, and r i . e .  a three- 
dimensional problem. Such an approach has been attempted by Barraclough 
and Mooney1 ^  for the ground state of the helium atom, but requires
massive computational effort.
Alternatively, the first-order wave-function may be expanded 
in a series of Legendre polynomials in x = cos 0^ 2 which yields
<|>1 = 2 j j _ 0(4 n ) u^ r i ,r 2) p^ (x )
whereupon substitution into the perturbation equation (1 ) and integration
1 2 8
out of the angular variables leaves an infinite series of two-dimension­
al equations which prove much more tractable.
This results in the solution of an elliptical partial 
differential equation for each component of separate value 
[ - i { ri2 ^ r1 0 ?  + r'2 d/&r2 (r2
+ ii(i+1) (r^2+r22) + v(r-|) + v(r2) + °'5 +0-5j u ,r2)
= (0.625 6^ - r^ /  r^+1 ) R (r ) R (r ) (2 ^jlo a' b ' 1s' 1s 2/ ' '
where r is the greater, and r the lesser, of r. and r_. This leaves 
d a 1 2
2
the second order perturbation energy, E , as a simple sum of partial- 
wave contributions, it being diagonal in the U »
E2 = Z l z\L)
= 2^(2i+1 )~1/ U/ V r2) (rf /  ^ +1 - °-625 6^0)
? 9
R (r ) R fr) 1°“ n~ dr dr 
1s' 1 ; 1sv 2; '1 2 1 2
Radial equations such as (2) were conventionally solved by
variational methods. McKoy and Winter have indicated that finite-
1 69difference techniques could be profitably employed . Whereas solu­
tions for /=0 were found readily by a simple Gauss-Seidel iteration 
technique, it was discovered that the S-wave (£=0) apparently did not
have a sufficiently diagonally-dominant coefficient matrix on the left- 
170hand side . A direct method, Gaussian-elimmation, was employed for
the S-wave to obviate the above convergence difficulties.
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To this end it was noted that the £=0 component of the 
first-order wave-function can be satisfactorily represented by a config­
uration interaction type function
X = (r™ r" + r" r“ ) exp (-or., -0rg ) + exp (-(Jr., -ar2 )
A 54—term function of this kind was found adequate to reproduce the 
Winter and McKoy results exactly. This method was, however, found un­
suitable for higher partial-waves due to extreme difficulties in main- 
taining precision172. An iterative technique was therefore retained for 
the i=o solutions of the linear equations resulting on finite-difference
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discretization of (2), Successive over-relaxation was employed. Al­
though it was not possible to determine any prescription for the optimum 
value of the relaxation parameter, , substantial improvements on the 
Gauss-Seidel method =1 could generally be found.
One simple example indicates the power of this method in ob­
taining both the coulomb and instantaneous radial correlation energy,
—  1For a simple hydrogenic potential V(r) = r , the correction to the 
energy obtained in the S-limit (L=0,only) was -^,4101 eV. The contri­
bution from L=1, the P-limit, gave an additional -0.7210 eV, the D- 
limit, -0.1063 eV. The total second-order energy in the limit of L=20 
was found to be -4.2896 eV and the S-wave is seen to give almost 80% 
of the radial correlation energy. Including the total second-order 
energy obtained above provided an estimate of the total energy of the
p
1s electron pair in helium of -78.9976 eV, very close to the exact
174 17^
value of -79.0096 eV reported by Pelceris and Pekeris et al.
An alternative perturbation scheme may be developed choosing
the Hartree-Hamiltonian in the zero*'*1 order equation.
is then the equation satisfied by the zero-order one-electron orbitals 
in *ji°, where
Expanding the first-order pair function leads to
+ H ( i + 1 ) (ri2+r22 ) + A ri ' + A r2 )
with E
• I
=  — (1 sis k 12|1s1s)’
and E
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This approach, using the scf single-particle Functions as 
zero-order orbitals was also tested but found to give no difference in 
accuracy and no substantial improvement in convergence with L.
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Section ,2
Polarized Cavity Models,
a) Theory.
Both the adiabatic and the scf formulations of the polarized 
cavity models for single-electron species may be readily modified to 
accommodate the presence of an additional electron.
If a relaxed state function is written (st), a combination of
two single particle orbitals, and a general instantaneous state as (ij)
ththen, assuming spherical symmetry as before, the i one-electron orbit­
al in the state under consideration satisfies the usual radial equation
(3). In atomic units
{ 4  d2/dr2 + l±(l±+1 )/2r2 + v j ^ r )  + V^'(r) } P.(r) = W± P^r), (3 )
where V is the trapping polarization potential and describes the
effect of electron-electron interaction. The superscripted i indicates 
that these potentials may be state-dependent.
In the adiabatic approach the previous, one-electron inertial 
trapping potential is merely doubled to give
(4 irk ) V (r) = -2e2p /  R r < R
 ^ o' Polv (4 )
-2e2 P / r r > R.
The indexed i has now been dropped since this same potential is assumed 
to sustain all states in the adiabatic approximation.
The electronic and medium-inertial polarization terms are al­
tered in an exactly analogous fashion. Thus the single particle energies, 
W(i) and W(j), obtained as solutions of (3) are augmented by the iden­
tical electronic polarization terms
se(lc) = -}Ye2 / (4irko ) F(k) 
to give a total electronic energy of the state (ij) as
Ee(ij) = W(i) + W(j) + S=(i) + Se(j) - Ejm t
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where F^nt = (^|^nt|^ ) anc* k is i or j. This last term must be sub­
tracted to cancel the double—counting of the electron-electron interact­
ions in the single particle energies. Tachiya's form of the medium 
polarization energy was carried through here becoming simply
n T = 2 pe2 /  (4 7r]c ) R (5)
This is four times the corresponding value in the one-electron case; 
twice the induced polarization and twice the number of electrons inter­
acting with it.
In the scf scheme, the orientational contribution to the pol­
arization is influenced by the charge distributions of both relaxed 
state electrons, while the optical contribution responds only to the 
instantaneous state, i.e.
(4xko ) Vpol(r) = -P{ps(R) + Pt(5)} -Y{Pi(s) + Pj(p )} r < R
-p{ Ps(r) + Pt(r)}- YjPi('r ) + Pjh)} r > B
—  1
with P-]<;(r ) as r YQ(k,Tc;r). As before the total system energy is ob­
tained by combining, with the resulting electronic energy, a medium 
polarization term
(47Tko ) U( i j ) = P|p sW j \ * s(T) dr ♦ £ . ( * )  Ps(r) dr
+ pt(R )y opt^r  ^dr ♦ / * < * >  Pt^r  ^drf
dr i(r ) ?i(r ) dr
+ p^R)J*P.(r) dr +J^P.(r) p.(r) dr} (7)
The electron-electron interactions are introduced into both
treatments in an identical way. They are artificially separated, as in
(8), to be the sum of a coulomb term, F, and an exchange term, G.
V1 (r) = F (r) + G (r) (8)
m t v 1 1
The coulomb term in the presence of a surrounding dielectric medium is 
adopted from the work of Land and O’Reilly. Namely
(4rt ) F.(r) = f,(r) - Y f V )  r < R
' O l 1 X
= k"1 f. (r) r > R
op 1
where f.(r) = r~1y (j,j;r). That is, they depend on the average charge
(6)
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distribution of the other electron in the configuration under con­
sideration. The presence of the medium is seen to reduce the electron- 
electron interaction outwith the cavity and to merely add a constant 
contribution within it. The exchange term may not be evaluated in 
this simple manner but is simply approximated here as
G (r) = k-1 g.(r) 
i op iv J
for all values of r, where
gi(r) = Cij r"~1 Y-| ( 3  >r ) pj(r ) pi1(r )
The c _  are the usual constants resulting on the integration over the
angular coordinates. The are defined in Part I.
b) Results and Discussion.
1 64
Fueki and Noda employed the simple adiabatic potential,
(4), to investigate the properties of the ammoniated dielectron within
a polarized cavity model. Single-exponential variational, one-electron
orbitals were used throughout. Thus the ground state, assumed singlet
S, is given as a product of two identical one-parameter 1s functions
1and the first excited state, P, is the usual antisymmetrized product 
of 1 s and 2p orbitals.
The electron-electron interaction in the ground state was 
treated in the way presented above but, for the excited state, it was 
assumed to be reduced by the optical relative permittivity for all val­
ues of r. This procedure was justified in terms of a diffuse excited 
state function reducing the probability of both electrons being inside 
the cavity simultaneously.
The results of these workers, obtained by minimizing the sums 
of the ground and excited state single-particle energies respectively, 
to derive optimum exponents, are in Table III.1. This also contains 
the present numerical results. The accurate solution has, once again, 
revealed the inadequacy of the variational approach, affording rather 
less than a 10% lowering in the total electronic energies. The electron­
ic polarization energies are about 15% different. Figure III,2 indic­
ates the cause. The variational functions are markedly too diffuse.
The extent of the disagreement with the accurate functions is not re­
vealed here by merely comparing the electronic energies since, to obtain 
these, the coulomb repulsion term must be added. The compactness of 
the numerical charge distributions has pushed up the value of this con­
tribution, thus cancelling some of the previous gain. Quite similar 
improvements are noticed in the excited state charge distribution and
energy components.
In Figure III.1 a comparison of the numerical and variational
energy terms over a range of cavity sizes is illustrated. The amelior­
ation is, of course, maintained.
The treatment of correlation discussed earlier afforded an­
other 10% drop in the energy of the ground state 1 s^ pair. In the limit 
deployed, contributions from partial—waves up to L=1 5 were included, it 
is hoped that all radial correlation has been accounted for.
Assuming that the volume expnsion data, supposed to be 65-93
ml/mole for the ammoniated dielectron176, can be interpreted in terms
of a doubly-occupied cavity of about 4.0 X in radius, Fueki and Noda
1 1compute a peak absorption energy of 0.46 eV for the S to P transition 
and an oscillator strength of 1,1. They suggest that a proper inclusion 
of the coulomb term for the excited state may increase this energy to 
about 0.6 eV, in better accord with the empirical suggestion of 0.81 eV. 
However, as indicated in Table III.2 this hope was in vain, Accurate 
numerical solution, together with a consistent treatment of electron- 
electron interaction, placed the transition energy at 0.475 eV, very 
little different from the variational value.
The pair-function approach to the instantaneous correlation 
problem, as developed here, could not be used to gauge the extent of 
this effect in the excited state. Assuming the magnitude of the cor­
relation interaction in this state to be negligible a new estimate of 
the absorption peak is 1.0? eV, the ground state energy having been 
lowered by 0.54 eV on the inclusion of correlation.
An idea of the relative stability of the ammoniated dielectron 
with respect to dissociation into two single electrons may be obtained 
by merely comparing the heats of solution of the respective species, 
Fueki and Noda attempted this and derived the solution heat by augment­
ing the total ground state energy with a medium polarization contribu­
tion, Jortner’s original expression for the one—electron species was 
employed, and a small surface tensional energy, computed just as m
136
the adiabatic semicontinuum approach. Making the further assumption, 
that the volume occupied by the dielectron is approximately twice as 
great as that filled by the single solvated particle, for the sake
comparing cavity radii, Fueki and Noda place the heat of the assoc­
iated reaction at -0.15 eV per electron. This value was obtained by 
employing Jortner's "optimum" one-electron cavity, 3.2 8, to give the 
heat of solvation of the single species, and the present 4-0 8 void 
for the dielectron.
Following a similar matching procedure here, the new best 
fit to the one-electron band is at 3.69 8 which gives a heat of solu­
tion of 0.686 eV, incorporating both Tachiya's polarization term and 
the above surface tensional component. To be consistent a similar 
parameterization of the dielectron cavity, assuming the suggestion of 
0.81 eV as the absorption peak, was carried out. Neglecting, for the 
moment, the effect of correlation on the ground state, this results in 
a cavity of 2.8 8 for the dielectron and a heat of solvation of 0.7q2 eV 
per electron. This implies a heat of association of -0.05 eV and thus 
a slightly stable dielectron. Including the properly correlated two- 
electron ground state relocates the optimum cavity at 4.6 8, giving a 
heat of solvation of but 0.460 eV per electron, much favouring unpairing.
Table III.3 contains some properties of the hydrated dielec-- 
tron computed within the above framework. In compiling this tabulation 
the correlated ground state energy was employed. It was neglected m  
Table III.2. No experimental hint as to the position of the dielectron 
absorption is presently available in this medium and no comparison with 
observation is possible. However, assuming that the commonly observed 
band happens to overlay the dielectron peak, entirely without justific­
ation, then the heat of association may be evaluated to be m  the neigh­
bourhood of -0.1 eV by the above method. The numerical match to the 
single-electron absorption within the same model-potential approach,
as derived in Part II, was used to estimate the heat of hydration 
of the single-electron species, i,e, a one-electron cavity of 1.84 R 
was assumed and a heat of hydration of 0.723 eV, computed using Tachiya’s 
medium polarization as here, resulted. The surface tensional contri­
bution employed the plane-surface tension of water at 7.2 x
Viewed in terms of the above model, the position of the spec­
tral band maximum of the dielectron species, in both aqueous and ammon- 
lacal media, is expected to exhibit slightly enhanced red shifts with 
increasing temperature and blue shifts with increase of ambient pressure 
relative to the corresponding one-electron absorption peak. This is 
attributable to the stronger variation with cavity radius computed in 
the ground state of the doubly-occupied void.
In metal-ammonia solutions, if it is assumed that the apparent 
molar extinction coefficient at the band maximum of the dielectron ab­
sorption is less than twice the corresponding peak value in the single-
1 52
electron species, then following Catterall and Symons the temperature 
variation of the observed band may be explained, Such an assumption is 
supported in the variational work of Fueki and Noda, who obtain a dipole- 
velocity oscillator strength of 1.1 for the doubly-filled cavity trans­
ition at a radius of 4.0 R. This is compared with a value of 0.62, 
computed in the dipole-velocity form, from Jortner’s original single­
electron wave functions in a void of 3.2 R. Proceeding, as before, to 
make the comparison at the parametrically—matched, numerically—obtained 
cavity radii, gives a dipole-velocity oscillator strength of 0.651 for 
the one-electron transition in the 3.69 R cavity and of 1.489 in a 
2.8 R void and 1.762 in a 4.6 R void, first neglecting, then including, 
the effect of electron-electron correlation in the ground state energy. 
The inequality obtained is contrary to the original assumption in both 
cases and to the prediction of the variational principle,
Fueki has investigated the properties of dielectrons in aqueous
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media within the confines of the self-consistent field treatment of 
the polarized cavity model.
A variational approach was employed and a two—parameter, 
Hylleras—type function (9), was chosen to represent the ground—(^S) 
state charge distribution, in the hope of including 'some of the cor­
relation energy.
\p( S) = N[exp(-ar1) exp(-br2 ) + exp(-br/) ) exp(-ar2)]. (9 )
However, the minimization procedure, designed to discover the best 
total ground state energy, revealed that the optimum exponents were 
identical. Thus a return to the Hartree approximation of electron-
■1
electron interaction was effected. The excited ( p) state was express­
ed, as above, in an antisymmetrized product form. All aspects of in­
stantaneous correlation were ignored.
Calculations were performed over a range of static dielectric
functions from 80.0, apposite to water at room-temperatures, down to
o *1773.0, found in low-temperature crystalline ice, at 88 K. Results were 
obtained only in the limit of zero cavity radius for two reasons, First­
ly, this expedient greatly simplifies the required computational effort.
Secondly, based on early studies of the effect of pressure on the
178,179 ,spectra derived from the single-electron species m  water ,the
associated cavity could be assumed very small. A stabilit3^ criterion
for dielectron dissociation was readily derivable since the model chos-
—  1
en is capable of analytical solution. Provided 0 - kop)kst was greater 
than unity, then, assuming that no important reactions which would re­
move the hydrated single—electron species prior to pairing were present 
and that entropy effects could be neglected, the dielectron was energet­
ically more favourable than two separated, solvated particles. It was 
thus implied that in aqueous media a static relative permittivity great­
er than 2.28 would be sufficient to allow the existence of a stable, 
doubly-occupied cavity.
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The experimentally observed absorption band attributed 
to the dielectron in glassy alkaline ice was compared to the variation— 
ally obtained transition energies and rough agreement could be found if 
the low-frequency dielectric function lay between the values of 4.0 and
5.0.
Table III.4 analyses the difference computed in the energy 
contributions to the ground and first excited state obtained by employ­
ing the present accurate solution technique. The variational ground 
state components have been secured using the reported value of the 
mean radius of this state to calculate the optimum 1s-orbital exponents. 
A substantial, 10 to 12%, increment is disclosed in each term, contrib­
utory to the total ground state energy, for both values of the relative 
permittivity listed. Indeed, the trend is, of course, reproduced over 
all values of this parameter. Direct comparison of the corresponding 
ameliorations achieved in the singlet P excited state properties is pre­
cluded, no variational data other than the total system energy for this 
state having been reported. These data can not now be obtained from 
the mean radii of the excited state since this is a function of the 
optimized variational parameters of both component one-electron orbit­
als, which were not individually quoted. As usual, in the scf scheme, 
the total energy comprises various contributions from the orientational 
polarization of the relaxed ground state. The disparity in the total 
excited state energy is thus not a meaningful guide to the accuracy of 
the original solution.
However, Figures III.3 and III.4 do indicate the inadequacy of the 
single-exponential functions. They again underestimate the compactness 
of the true charge distributions. This effect is particularly pro­
nounced in the variational excited ( P) state for a small value of the 
low-frequency dielectric function. Decreasing this parameter allows 
percolation of the electron—pair out into the bulk surrounding medium
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to a large extent. Compare the mean radii for k = 80.0 and k =  ^ 0
st st
in Table III.4. The variationally obtained approximate representation 
of the charge distribution, used by Fueki, considerably overestimates 
the magnitude of this effect.
The quantiy Et( S), specified in Table III.4, is the total 
system energy with the electron in a relaxed ground state in which the 
instantaneous correlations in the motion of the bound electron pair 
have been included by means of the method discussed earlier. The ap­
plication of this technique to the scf problem involved here(self- 
consistent in the trapping polarization field) was discovered to be 
computationally hazardous. Coding requirements became tricky and con­
vergence was generally poor if direct iterative attempts were employed.
Fortunately, the simple Aitken "del-squared" process proved to give sat-
*1 8 0isfactory stabilization in the majority of cases studied. The expend­
ed effort resulted in a further lowering; of the order of 6% in the 
total ground state energy.
Carrying through this correlated ground state energy, the prop­
erties listed in Table III.5 are obtained. The uncorrelated variational 
and numerical properties are also tabulated here. With a dielectric 
function appropriate to water the similar improvements, secured numeric­
ally, in both the ground and excited states have left the variationally 
predicted value of the transition energy, 2.04 eV, virtually unaltered. 
Inclusion of correlation effects in the ground state, as mentioned pre­
viously, no effort was made to include an estimate of this contribution 
in the excited state, gives about a 0.4 aV increase in this quantity.
On the other hand, for k = 3.0 the larger magnitude of the apparent
st
improvement in the energy has halved the variational absorption 
energy. The correlation correction, of the order of 0.15 eV here, does
not renew the agreement.
If a parametric match, in this limit of zero cavity radius, to
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the observed dielectron spectrum in alkaline ice is desired, then a val­
ue of -kgj. the region of 8.0 must be deployed with the present numer­
ical method. The oscillator strength of the transition is then 0.764 or 
0.951 in this model, depending whether the dipole-length or dipole- 
velocity expression for this quantity is selected. The manner of in­
clusion of polarization in the scf approach is the reason for the dis­
parity. This value of the dielectric function, considerably larger than 
that suggested by Fueki, may not be at all inappropriate in such a glassy 
disordered medium as alkaline ice. Presumably large fluctuations in the 
local short-range microscopic structure of the material could induce 
such an effect. In a system like this the usefulness of a bulk par­
ameter such as the relative permittivity in characterizing the detailed 
properties observed is doubtful. As indeed is the application of the 
above model which relies on the existence of long-range polarization 
potentials to provide a stabilizing potential.
It is inter'esting to note that, within the scf formulation 
of the polarized cavity model and in the adiabatic approximation dis­
cussed above, the excited singlet-P state is predicted to be strongly 
bound in all systems studied. This is in marked contrast to the situ­
ation in the F*-centre in crystalline solids where the very broad 
spectral band attributed to this species is assigned to be due to a 
bound-to-free transition.
Variationally, the dielectron was predicted stable with res­
pect to dissociation into two singly-occupied cavities in water and 
ice. The numerically derived heats of hydration, presented in Table 
III.4 for both dielectron and one-electron species, confirm this pred­
iction. (if ^H-j q is positive, then the paired species will be preferred. ) 
When the effect of correlation is included in the ground state dielec­
tron energy this stability is, of course, enhanced. Interestingly, 
accurate numerical solution has not detracted from the simple stability
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criterion of Fueki.
The finite—difference technique was employed to investigate 
the behaviour of the solutions of the scf polarized cavity model at 
finite void radii. Parameters apposite to ammonia were selected 
since the dielectron could be assumed to produce an absorption band 
peaking at 0.81 eV in this medium. A cavity radius of 4.48 R gave 
the point of match and yielded a heat of solution of 1 .284 eV per elec­
tron. This estimate,when compared with the analogously determined 
value of 1 .092 eV for single-electron ammoniation in a cavity of 2.93 R, 
as derived in Part II, indicates that, within this mo del, the ammon­
iated dielectron is predicted to be stable by about 0.2 eV per elec-
1
tron. In the finite cavity the P state remained strongly bound.
The computed transition energy, in this approach, was again 
found to be more strongly dependent on variations in cavity size than 
the corresponding one-electron quantity in ammonia, Thus, somewhat 
larger spectral changes, of the order of 10-15% greater, might be ex­
pected, concomitant with increase in temperature and pressure, in the 
dielectron absorption.
Of course, such predictions should not be taken too seriously, 
considering the many limitations inherent in such a naive model. To 
consider such refinements as the effect of entropy changes, which must 
surely accompany electron pairing, the above polarized cavity models, 
with their conceptually elementary potential forms are most unsuitable. 
Any assertion of the importance of such effects is best left to a model 
which takes some account of the microscopic structure of the dielectric 
medium in which the electron and electron—pair are imbedded. Such is 
the goal of the semicontinuum approach.
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Section 3
Semicontinuum Models. 
a ) Theory.
Again, both self-consistent field and adiabatic treatments 
of this model system may be easily adapted to describe the presence 
of the additional electron.
Assuming, as before, a relaxed state (st), an instantaneous 
state (ij) and the necessary spherical symmetry, the customary radial 
Schrodinger equations may be written for each of the single-particle 
functions in the state under consideration,
In both approaches the requisite potential forms may be de­
composed into a long-range polarization contribution, a short-range 
charge-multipole interaction, a constant repulsive term and the 
electron-electron interaction energy. The constant repulsive term in 
both models is just V , the energy of the quasi-free state. It acts 
outwith R, the hard-core radius, in the adiabatic case and r^, the rad­
ius to the dipole-centres in the scf scheme, It should be noted that, 
in the dielectron system, V is effectively included twice, once for 
each electron. (This will lead to further obscurities in attempting to 
take over the relevant experimental parameter to this treatment when it 
is eventually obtained.) Thus all total energies should be referred to
twice V if some estimate of the absolute stability of the state under 
o
consideration is required,
Similarly, an identical description of the electron-electron 
interaction is employed in both of these semicontinuum approaches. It 
is just as in equation (8) above, see Section 2(a), However, the dis­
continuity in the coulomb potential is again set at R in the adiabatic
model and at in the scf treatment.
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As observed in the solvated single-electron calculations with­
in the semicontinuum approximation, the other contributions differ sub­
stantially.
Jortner’s form of the long-range inertial polarization poten­
tial is maintained in the adiabatic formulation, but the truncation is 
now set at r , the onset of the continuous medium. Thus
(4,rko) 0 > } = 2 P e 2 / p  r < r d
2
2 Be /  r r > r ,.
d
In the scf scheme, this contribution is as in equation (6) for the scf 
polarized cavity model of the dielectron. R in the scf semicontinuum 
model also measures the beginning of the continuum.
Handled adiabatically, the short-range"molecularn potential,
V -j_(r )» arising from the orientation of the neighbouring solvating di­
poles is completely governed by the relaxed state charge distribution
(4 x k o ) Vm S (r) = N e|i/ rd r < r d
0 r > rd
where is now cos , the average value of the cosine being in- 
o st
fluenced by the relaxed state of both trapped electrons. The orienting 
field due to the electron pair is now
F(rd) = e(Cs+Ct) / (4*-^) r® , 
being the charge enclosed in the kth relaxed state up to the hard­
cores of the surrounding molecules. In the scf approach this charge- 
oriented dioole interaction is supplemented with a charge—induced dipole 
term. Here, this is simply a sum of contributions from the charge dis­
tributions of both particles in the instantaneous state under consider­
ation. Thus, in total
(AWY ) VSCf <r) * -N|Je 7 "4 ' N ° e2 (°i+ 7  ^' o mol
and this acts only within r^.
The total adiabatic electronic energy may now be written as
Ee(ij) = W(i) + W(j) + S6(i) + S (j) - Eint
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where S (k) is the electronic polarization amendment defined as in 
Part II. In the adiabatic work of Copeland and Kestner^^a simDler 
form,
(4^rkQ) Se(k) = -Nae2 c(k) /  r^ , 
was employed but this results in no great disparity with the express­
ion utilized here. The incorporation of C(k) in the above formula as 
opposed to the square of this quantity employed here, partially compen­
sates the neglect of the latter term in equation (20) of Part II.
The various contributions to the medium rearrangement energy 
also reflect the presence of the additional electron. The cavity cre­
ation terms remain unchanged. The medium long-range polarization ener­
gies may be carried through fom the respective treatments in the corresp- 
ing polarized cavity models, provided they are still assumed discontin­
uous at the continuum onset outwith the first coordination layer. 
Tachiya's expression for the medium orientational polarization in the 
adiabatic approach was maintained here for consistency. It is four times 
the corresponding value in the one-electron semicontinuum model. The 
use of this expression to estimate the inertial polarization work done 
on the medium, as opposed to Land and O'Reilly's correction to Jortner's 
original formula, produces no crucial differences here, due to the large 
values of rc employed. Notice also that, in the computation of the scf 
polarization contribution to the medium energy, the factor of which 
occurred in the corresponding one—electron treatment has been dropped.
In addition, the polarization fields of both electrons have, of course, 
been included. Thus, for the same effective polarizing potential, the 
dielectron cavity requires four times the amount of work to be performed 
on the medium than does the single electron species to accomodate their
respective charge distributions.
The dipole-dipole repulsion energies amongst the first-layer
molecules, which were identical in the alternative solution schemes of
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the one-electron problem remain the same. Here they are
Edd^l:i ) = Dn /  (47rko ) rd '
where ^ is now a sum o£ the averaged cosine value, governed by the re­
laxed state distributions of both electrons, times the gas-phase dipole 
moment and a polarization contribution e2-a[c(i) + C(j)]/r2 depending 
on the instantaneous state of the two particles.
The hydrogen-hydrogen repulsive term, if included, remains
just as before, except that the exponential term is modified by the new
value of the average cosine, now appropriate. This completes the various 
contributions to the medium reorganization energy and represents the to­
tal work which must be done on the medium to accept the presence of the 
localized dielectron.
The energy of the optically excited conduction state may be 
obtained by making several assumptions. Firstly, after promotion of one 
electron into the conduction band, all interaction of this particle, via 
coulomb repulsive and exchange attractive forces, with the member of the 
pair remaining bound, is neglected, The ionized electron is assumed, 
as in the one-electron case, to possess zero kinetic energy. All elec­
tronic polarization effects are determined by the field of the still- 
trapped electron. This particle experiences a short-range potential 
which is unchanged in the adiabatic formulation since this includes 
only inertial effects. However, in the scf treatment the induced com­
ponent becomes reduced by the subtraction of the contribution originally 
due to the excited electron. Similarly in this solution scheme the 
long-range, optical polarization potential must not include a contri­
bution from the ionized particle. Other contributions, such as the 
electronic medium polarization energy on the induced component of the 
multipole repulsion term in the first layer must also neglect the pres­
ence of the excited electron. This last contribution is the only one 
to change in the adiabatic approach to calculating the same state.
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b) Results and Discussion.
1 6 6
Copeland and Kestner have pursued a study of the localized 
dielectron species solvated in metal-ammonia solutions.This work has 
been performed in the context of a semicontinuum model, solved within 
the electronic adiabatic approximation. It forms, essentially, an ex­
tension of a previous investigation into the properties of solvated 
electron pairs in this medium which employed an early form of the cur­
rently used adiabatic semicontinuum model. The model was refined to its
present state through calculations of the properties of single surplus
1 27electrons by Copeland, Kestner and Jortner
- • 165In their original two-electron work, Copeland and Kestner ,
assuming one- and two-electron cavities surrounded by rather large num­
bers, twelve and eighteen, of solvating ammonia molecules, optimum cav­
ity radii, establihed by minimizing electronic energies, were obtained 
For the one-electron species, inclusion of twelve solvent molecules 
yielded a void of 1.82 in radius, whereupon a transition energy of 
1.54 eV and a heat of solution of 1.68 eV were computed, Solvation of 
the dielectron by a similar number of ammonia molecules produced a trans­
ition energy of 0.88 eV and a heat of solution of 3.3 eV per electron. 
Thus, the relative stability of the dielectron with respect to dissoc­
iation into two singly—occupied voids was placed at 0.81 eV per electron. 
This value was computed neglecting entropy and other contributions.
(For example, the two—electron cavity had contracted to 1.5 S) Incorpo­
rating eighteen solvent molecules changed the numbers slightly but did
not substantially effect the predictions.
In the more recent work, these authors have employed the full 
adiabatic potential described above and compounded the resulting elec­
tronic energies with the well-tested expression for the medium rearrange­
ment energy, as used in the single-electron systems, A variational ap­
proach was adopted but no mention was made of the form of the one-
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electron orbitals selected. In the original work the ground (1S) 
state had been written as a product of two relatively flexible single­
particle 1 s functions and it was hoped that this procedure had been 
followed here. However, only one orbital parameter was reported to 
describe the entire ground state charge distribution. It was therefore 
assumed that the usual simple product of single-exponential Slater func­
tions had been deployed to estimate the combination of one—electron or­
bitals. This assumption is supported by a simple calculation of the 
charge up to the hard-cores, a value for which was also reported.
In an endeavour to obtain some optimum value for the variation­
al parameter, the minimization of several combinations of energy con­
tributions was investigated. No substantial difference in the derived 
cavity radii or total energies was disclosed. This is an important re­
sult. Previously, in the one-electron studies, only the electronic 
single-particle energy had been optimized and the best exponent thus ob­
tained had been used to compute all other state-dependent quantities,
The results presented here derive from a minimization of the total el­
ectronic energy, including the electronic polarization component, com­
pounded with the long-range medium inertial polarization energy. While 
this removes the need to assume an adiabatic following of the electron 
charge distribution by this latter term, it seems a somewhat inconsistent 
procedure. Preferably the total energy should be optimized.
Assuming a first coordination layer comprising twelve mole­
cules for the dielectron in ammonia, the computed variation of the total 
ground state energy with cavity radius revealed a minimum of 0.3687 eV. 
The energy of the quasi—free state had been set to zero. Thus, in the 
limit of an scf treatment of electron-electron interaction, which is 
what the above Hartree approximation provides, the ground state, being 
greater in energy than the quasi—free state, should be unstable with res­
pect to delocalization.
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In an effort to alleviate this difficulty, the effect of 
angular correlations in the motion of the electron pair was inserted 
into the ground state charge distribution by a simple configuration 
interaction method. The basic Hartree scf function was mixed with a 
linear combination of excited state 2p orbitals. The correlation 
energy thus recovered, of the order of 0.4 eV, 12% of the total elec­
tronic energy, proved sufficient to depress the total ground state 
energy below the reference zero. Thus predicting localization of the 
dielectron to be favoured. Similar results were obtained on the in­
clusion of correlation for two other choices of V . In both cases,
o
a positive total energy was lowered below the effective energy zero of 
the system.
A comparison of this calculation, which estimated a very
small heat of solvation for the doubly-occupied cavity, 0.CP1 eV per
two electrons with V =0.0 eV, (the heat of solvation is defined here
o
to be the negative of the total system energy) with results on the 
single-electron species in voids lined by four and six molecules, pre­
dicted that the dielectron would be very unstable towards dissociation; 
by almost 1.0 eV per electron.
Table III.8 presents these variational results for comparison 
withthose obtained numerically. About a 10% gain has been effected in 
the electronic ground state energy on accurate-solution. This is carr­
ied through to the total energies, these being 0.35 eV disparate. It 
is clear that, even with the accurate numerical solution, the chosen 
model just fails to predict a localized state. The numerically—obtained 
optimum cavity radius was, in this case, coincident with Copeland and 
Kestner's value of 2.95 8. Including, by the method discussed above, 
the effect of instantaneous correlation in the ground state charge dis­
tribution affords a further drop in the energy, about 7% the total elec­
tronic energy, around 0.3 eV.
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As a comparison with the numerically secured properties of 
the single—electron species within this model will reveal, (see Part II), 
the final, correlated heat of solution of the ammoniated dielectron, 
placed here at 0.14 eV per electron, is still well short of indicating 
associative stability. The dissociation reaction is predicted here to 
favour two uncoupled singly-occupied cavities by an amount of 1.01 eV 
per electron. This computation involved a consideration of the numer­
ically obtained heat of solution of the heat of ammoniation of the sing­
le electron in a six molecule system with an identical V value (see
o x
Table 11.16). This consideration is analogous to the comparison em­
ployed by Copeland and Kestner but it must be viewed with suspicion.
While the entropy change, as regards the number of solvant molecules 
irrotationally bound per solvated electron, is accounted for by merely 
doubling the number of coordinating molecules, the volume occupied by 
the effective dielectron cluster has increased fivefold in going from 
the singly- to the doubly-occupied void.
The reason for the marked amelioration in the ground state en­
ergy on accurate solution is evident by inspection of Figure III.9.
1
This reveals that the numerically derived S function is much more com­
pact than its variational counterpart. As explained earlier the approx­
imate function was constructed assuming a simple Hartree product of two
1 . . .  identical Slater S functions was employed in the variational treatment.
It should be noted that the correlated function was not obtained in a
form suitable for graphical presentation. Thus, Figure III.9 holds
only the accurately derived numerical functions treating the electron—
electron interaction b}^  an scf scheme. This remark also applies to the
P function plotted.
Difficulties in convergence were again encountered in apply­
ing the correlation method developed previously. This time the problem 
was the self—consistent treatment of the short-range dipole orientation
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term- However, these were overcome in a manner identical to that men­
tioned in the discussion of the numerical work on the scf polarized 
cavity model but only at the expense of rather large amounts of comput­
er time. The fully correlated solution technique, in the limit of L=12, 
was therefore employed only for a small range of cavity sizes in the 
neighbourhood of the numerically derived minimum.
Figure III. 10 illustrates the variation of the numerical total 
ground and excited state energies with cavity radius. The two avail­
able variational data are also included. No approximate excited state
calculations were reported. As is obvious, the first excited state,
1 1 1  supposed P, is very much unbound with respect to V . The S to P
o
transition energy at the optimum void radius turned out to be 0,809 eV. 
The coincidence of this value with Catterall and Symons' suggestion is, 
of course, entirely fortuitous, depending completely on the parameter­
ization of the model chosen. For example, setting Vq= -0.5 eV yields 
a transition energy of 0.64 eV while V = 0.5 eV provides 0.95 eV as a 
measure of the position of the absorption band maximum. The computed 
oscillator strengths and full-width at half-height of the expected band 
are presented in Table III.8, for the sake of completeness. The band 
is observed to be somewhat narrower than that due to the single electron 
transition as computed in Part II, for cavities comprising four and six 
molecules. It is interesting to note that Catterall and Symonsi: con­
straint of inequality in the apparent molar extinction coefficients is 
reproduced here. The oscillator strength for the optimum singly- 
occupied cavity with six molecules and ¥^= 0.0 eV is 0.854, while that 
due to the dielectron species discussed above is but 0.764, The dipole— 
velocity oscillator strengths have been selected for the comparison.
Thus twice the one-electron band peak will be much higher than that of 
the dielectron (account having been taken of the relative half-widths).
Within the terms of the adiabatic semicontinuum model the
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computed dielectron transition half-width on absorption appears too 
narrow to contribute much to the width of the observed spectral band, 
even allowing for a slightly displaced overlap with that due to the one- 
electron species. Various attempts to arbitrarily overlay the derived 
line-shapes resulting in a smooth band of maximum width 0.15 eV. It 
is thus obvious that assuming such a spectral coincidence will not al­
leviate the fundamental difficulty, the prediction of narrow half­
widths, besets the semicontinuum theories,
The vertically obtained continuum state, derived applying the 
considerations of Section 3(a) is also pictured in Figure III. 10. At 
the configurational minimum a photon energy of 1.468 eV would be required 
to excite an electron into this state.
Some investigations into the application of the adiabatic 
semicontinuum model to the structure of the hydrated electron were effect­
ed in the course of the present work by merely adjusting the required 
input parameters, relative permittivities, etc. and neglecting the 
hydrogen-hydrogen interactions. Calculations performed employing Four 
solvating molecules disclosed no configurational minimum, the total 
ground state energy simply decreased smoothly to a void of zero radius. 
Altering the value of Vq incorporated, between the limits of +1.5 eV 
and -1.0 eV did not change this finding. Similarly stepping up the num­
ber of surrounding water molecules to six produced no significant diff­
erence With N=8 and V = -0.5 eV perhaps a slight hint of the presence
o
of a minimum very close to the origin was obtained. For twelve oriented 
dipoles this minimum was definitely observable but was located at a 
void radius of but 0.12 8. An electronic energy of -6.46? eV was com­
puted and the total ground state energy evaluated to be -0.621 eV.
This value was secured without the inclusion of correlation effects and 
lies well above the reference quasi-free state, 2Vq= -1.0 eV. Recom­
putation of the total ground state energy by the technique available
1 5 2
to include instantaneous correlation was again performed only in the 
region-of the numerically derived minimum for N=12. On the incorpor­
ation of correlation effects a lowering of 0.392 eV in the total ground 
state energy was produced. Thus, the heat of solvation of the hydrated, 
dielectron, in this adiabatic semicontinuum model, was placed -1.013 eV 
per two electrons. This is only marginally below the reference zero 
and predicts that the doubly-filled cavity will be very unstable with 
respect to dissociation into two single-electron species. Compare 
Table 11.17, which indicates a hydration energy of the order of 1.6 eV 
for the single surplus electron with four coordinating molecules in a 
void of 0.16 R.
The results of the above calculation are expected to be ap­
plicable to dielectrons in low temperature ice, if the properties of 
this system are obtained with the framework of the electronic adiabatic 
approximation. This study was not pursued but in the absence of 
hydrogen-hydrogen interactions, very little difference from water 
is expected in ice, the latter medium being distinguishable mainly by a 
much lower P value. A qualitative inspection of the appropriate po­
tential terms, in the light of the medium reorganization contributions, 
suggest that the above model will also indicate dissociative instability 
of the dielectron in this system.
Based on the results of their finding in metal-ammonia solu­
tions, Copeland and Kestner felt able to assert that some alternative 
spin—pairing mechanism, other than dielectron formation, must be respon­
sible for the observed decrease in paramagnetic susceptibility with in— 
crease of metal concentration in this medium. The results of the present 
work show that an accurate solution of the potential form employed 
does not change this conclusion and that, within the limitations of the 
model, dielectrons are unstable in ammonia, water and probably ice with 
respect to single solvated particles.
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In direct contrast to the somewhat gloomy predictions of the 
non-existence of solvated dielectron species, at least in polar liquids, 
made by the above adiabatic treatment of the semicontinuum approach, a 
self—consistent field solution scheme on an identical approximation 
level has evidenced the apparent stability of the dielectron with res­
pect to dissociation in all media studied.
Feng, Fueki and Kevan have extended their scf semicontinuum 
model to treat the localized dielectron species in various media char­
acterized by a wide range of polarity. In each system studied, water 
and ammonia at their respective liquid temperatures, crystalline ice at 
77°K and low-temperature methyltetrahydrofuran and amine glasses, it 
proved possible both to establish the configurational stability of the 
doubly-occupied cavity, by requiring that the second derivative of the 
total ground state energy with respect to the configurational coordinate, 
at the minimum value of this energy, was positive and to provide an in­
dication of the relative stability of the paired species with respect 
to two separated trapped particles, by estimating a positive heat of 
dissociation. As defined here this quantity, H , is simply the 
difference in the respective heats of solution_~per electron for the 
doubly-and singly-occupied cavities, i.e.
a h 12 = 1a h 2 - a v
A H 2 is the heat given out on solvation of the dielectron; it is simp­
ly the negative of the computed total system energy. It is interesting 
to observe that, again in each case, the minimum in the total energy 
was considerably negative with respect to the effective energy zero, 
selected as the energy of the quasi-free state in the system.
These comprehensive calculations were performed by applying 
the theory outlined in Section III.(a). Unfortunately, recourse was 
again made to a variational solution technique- An antisymmetrized 
ground state wave-finction, assumed 1S, was chosen and the antisymmetric
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spin part promptly factored out in the absence of any spin-dependent 
operators. This left the usual Hartree product form for the ground 
state charge distribution. The product was assumed to comprise a pair 
of identical, hydrogenic, single-exponential, one-particle functions.
The variational procedure was applied to the total energy of the sys­
tem in an effort to secure the optimum value of the one independent 
variable coefficient. This was repeated for each value of the cavity 
radius studied and a configurational coordinate diagram was constructed 
in terms of a void radius r . An excited P-type state was assumed to 
be lowest optically attained level and this was represented as a prop­
erly antisymmetrized product of two linear combinations of one-parameter 
hydrogenic s- and p-type functions. Minimization of the total nergy of 
the system, with the electronic structure described by this charge dis­
tribution, produced optimum values of the two variational exponents in­
volved. Thus, these workers were able to compute the relative separation
1 1of the spin-allowed S - P transition m  addition to the spm-forbidden 
S - P promotion. An optically obtainable conduction state was computed, 
again in accordance with the considerations of Section ?(a).
The treatment of electron-electron interaction was carried 
through in the spirit of the Land and O’Reilly formulation. The excited 
state exchange term was reduced by the high-frequency dielectric function 
for all radii as before. The latter approximation was justified by es­
timating the relative importance of the exchange and coulomb contributions 
to the electron—electron interaction in the light of the computed results. 
Exchange energies were of the order of 25% of the coulomb repulsion 
throughout. While this approach, thus offers a reasonable estimate of 
the interelectronic forces within the limited context of the inflexible 
variational system employed, it neglects any aspect of instantaneous 
correlation in the motion of the trapped electron pair. The effect of 
this correlation, included in the present work, is, in some cases,
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comparable to the magnitude of the exchange interaction and therefore, 
is of substantial importance.
Feng, Fueki and Kevan have experimented with models contain- 
ing from four to twelve surrounding molecules and have employed various 
values of Vq, mainly selected on the basis of providing good fits to the 
one—electron spectra. As evidenced in Part II, accurate numerical sol­
ution has destroyed the apparent match obtained in both cases and this 
above procedure is not wholly justifiable. While, in each system, con­
figurational stability was achieved for each value of N chosen, a result 
duplicated here numerically, detailed values were reported only for 
N=4, which provided the deepest minimum in every case. Increasing the 
number of solvating molecules has been found, here, to markedly decrease 
the predicted transition energy and the heat of solution (it exerts a 
major effect on the ground state), but even in the limit of N=18, all 
dielectrons studied in the present work, in water, ammonia and ice 
proved stable with respect to dissociation. Results are also detailed 
here only for N=4.
Table III.6 presents a comparison of the numerical versus var­
iational contributions to the singlet P excited states, for the dielectron 
in water, ammonia and ice. Parameters chosen were N=4 and V^= -1.0 eV 
in each case. The now customary, improvements were observed on numeri­
cal solution. In the ground state, the total, variationally—derived, 
electronic energy was between 8% and 1 2% too high. It was disclosed in 
the corresponding one—electron studies in these media that the variation­
al results for ammonia were considerably more appropriate to the true 
charge distribution than those in the other systems. A similar observa­
tion is pertinent here. Figures III.7 and III.8 illustrate the numeri­
cal and variational wave-functions for both ground and first excited 
states in ammonia and ice respectively. Those appropriate to ice are 
again seen to be more disparate. This may, again, be attributed to the
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.fundamentally different nature of the potential experienced by the elec­
tron pair between ice or water and ammonia. The reason for the marked 
difference is, of course, due to the inclusion of hydrogen—hydrogen 
interactions in the latter media. Even in this scf treatment, in the 
form incorporated, hydrogen-hydrogen repulsions dominate the factors 
which govern the position of the optimum configuration, If this term is 
neglected the configuration coordinate diagram relevant to ammonia be­
comes extremely similar to that applying in aqueous systems. A similar 
picture was presented in the adiabatic semicontinuum treatment of the 
ammoniated dielectron. Here, the hydrogen-hydrogen interaction term, 
very significant for the twelve molecule systems studied, was primarily 
responsible for placing the minimum in the configuration curve at such 
a large radius, and incidentally, in making the ground state so delicately 
bound. Even with N=4, as here, this contribution to the medium rearrange­
ment energy still pushes the optimum void out to 1,0 $ as compared to 
0.?5 $ in both water and ice. Accurate numerical solution has, as usual, 
not changed the location of these minima by more than a few hundredths 
of an angstrom.
The other contributions to the total ground state energy are 
ameliorated in a corresponding fashion. The long-range polarization 
contribution has become considerably more positive, reflecting the more 
compact nature of the numerical ground state charge distribution, The 
short-range dipole—dipole repulsion term is also rather greater, largely 
due to the increase in the induced component, Similar statements are 
applicable in all three media studied, but the effects are again less 
pronounced in the case of the ammoniated dielectron. It is interesting 
to observe that the ground state properties in ice are determined by an 
almost equal balance of long- and short-range components In the other 
media long-range polarisation forces predominate. In terms of the applied 
model potential, this is rationalized by the low inertial contributions
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to the polarization developed by the dielectron trapped in ice and to 
the greater extent of the orientation of the molecules in the first 
coordination layer for this species. The low temperature used leads to 
little thermal disarrangement.
The inclusion of correlation effects into the ground state 
wave-function proved to provide almost insurmountable difficulties.
The potential is now self-consistent in the enclosed charge, the average 
cosine, the induced dipole term and the long-range polarization.
Convergence difficulties proliferated and oscillatory solutions were 
commonplace. Solutions including the effect of correlation on the el­
ectronic energy alone were eventually accepted as the best that could 
be obtained in the time available. The other contributions to the to­
tal system energy were assumed to remain unchanged, from the accurate 
numerical solution and the correlation on the electronic energy carried 
through to the total energy unaltered. Based on work in the adiabatic 
approximation, where fully correlated total energies were eventually 
obtained, it is estimated that the maximum change in the values report- 
rd here for the total energy, including correlation, will not exceed 
+0.1 eV. Copeland and Kestner have also carried through the electron­
ic improvement unaltered in their adiabatic calculations Thus, it is 
expected that in the limit chosen, partial waves up to L=9 were included 
in the expansion, a fair estimate of the instantaneous correlation effect 
in the ground state charge distribution was obtained here. The estimate 
ranged from 0*3 sV to 0.5 sV in the systems studied and was again only 
computed in the neighbourhood of the numerically derived relaxed state 
minima.
Figures III.5 and III.6 provide a representation of the numer­
ically obtained improvements on the single-exponential variational re­
sults in the configurational coordinate diagrams for ammonia and ice 
respectively. The parameters chosen in both cases were N=4 and Vq= -1.0 eV.
The charge distributions illustrated in Figures III.7 and III-8 were 
obtained at the appropriate ground state configurational minimum for this 
parameter set. As is expected the ground state configurational curve 
for ice shows a substantial improvement, which is less marked in ammon­
ia. As was discovered in the scf treatment of the simple solvated spec­
ies within the semicontinuum model, the improvements effected in the 
representation of the ground state charge distributions have pushed the 
numerically derived excited states above their variational counterparts. 
This reflects the strong dependence of the vertically reached excited 
states on the inertial polarizations influenced by the relaxed ground, 
state. Table III.6 indicates this finding, illustrating that, although 
the numerical electronic energies are markedly lower than the correspond­
ing variationally obtained values, the amelioration has been completely 
concealed in the total energy, having been cancelled by concomitant al­
terations in the other terms, contributory to the total excited state 
energy. This remark also evidently applies to the vertically obtained 
conduction state.
Table III.7 lists the properties secured in the present num­
erical study of the electronic structure of the localized dielectron 
in water, ammonia and ice. The numbers presented pertain to N=4 and
V = -1.0 eV in each case and were computed from the values displayed 
o
in Table III.6. It is particularly interesting to note that the marked 
decrease in the ground state energy, especially on the inclusion of cor­
relation, (all dashed quantities have this incorporation), when set a— 
gainst the effective positive shift in the excited state total energies, 
leads to a very large increase in the predicted transition energies 
for the dielectron species studied. The variational value of 2.296 eV 
for dielectron absorption in water has been almost doubled. The fresh­
ly computed peak of the optical spectrum of the hydrated dielectron is 
placed at 4.85 eV. Similar discrepancies occur in ammonia and, to a
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lesser extent, ice. The oscillator strengths for the 1 s - 2p transition 
in the singly—occupied cavity are seen to be approximately half those 
due to the two—electron void absorption when computed using either the 
dipole-length or the dipole-velocity expressions. As before, it is not 
possible to say which of these values is the more accurate here for the 
reasons explained earlier. A significant observation is that the half­
widths of the dielectron bands are of the same order of magnitude as 
those deriving from transition involving the one-electron species.
Compare Table 11.20. In the accurate numerical solution, with the par­
ameters as chosen above, none of the dielectron spectra overlap those 
due to the single-solvated particle. This coincidence could, no doubt, 
be enforced by a suitable manipulation of N and V . This was not attempt­
ed here. Again, in contrast to the broad, bound-to-free F'-band ob­
served in the alkali-halide crystals, the dielectron transitions in the
1
polar media studied are very much bound-to-bound. The P states are sub­
stantially below the reference zero in each material and as stated, the 
absorption bands are, comparatively, extremely narrow.
The photoconductivity threshold, when secured numerically, is 
placed at very high values, ranging from 4.6 eV in ice to 9.1 eV in water, 
the latter being inside the ultraviolet absorption edge. The onset of 
the photoelectric emission is predicted to occur from solvated dielectron 
species at 11.1 eV in water, 7.2 eV in ammonia and 6,6 eV in ice. This 
again neglects such contributions as the surface potential and electron 
back-scattering from the surrounding vapour.
Accurate numerical solution has not altered the variationally 
asserted statement of stability of the dielectron species. It has, ra­
ther, lent further support to it. The heat of solution per electron in 
water for the doubly-charged void is 4.85 eV, which within the same mo­
del, and the same solution method, a heat of ?.28 eV was predicted for 
hydration of a single electron. The heat of the dissociation reaction
1 6 0
is thus placed at 1.57 eV per electron in aqueous systems, making it 
very improbable. The above has, of1 course, neglected any entropy con­
tributions which, since four molecules are assumed surrounding each cav­
ity, will be of some importance. On electron unpairing, four extra 
molecules per electron will become effectively immobilized An accur­
ate estimate of the extent of this contribution is out of the question. 
Many problems concerning the amount of rupturing of the hydrogen-bonded 
structure of the aqueous medium must first be resolved. Based on the 
heat of fusion of water, it is expected that the quantity will not ex­
ceed 0,4 eV and hence will not alter the above stability conclusion.
An extensive investigation into the properties of the ammoniated
dielectron, for various values of N and V , was undertaken in an effort
o
to explain the contradictory claims of the alternative semicontinuum
models as to its relative stability. The disparity remained unresolved,
Even with N=1 2 and V =+1.0 eV the scf solution scheme preferred a doubly-
o
occupied void to a single solvated particle, the solvation energy of 
which was computed using half the number of solvating molecules and a 
quasi-free state of 0.5 eV. This seems to be the optimum type of com­
parison.
It appears, then, that some fundamental difference in the form­
ulation of the scf and adiabatic potentials or medium reorganization 
energies is responsible for the contrary predictions. In the course 
of the present work the conclusion was reached that the responsibility 
could be almost equally divided between two sources. Firstly, the manner 
of“ the incorporation of the long-range polarization forces in the scf 
treatment leads to much more pronounced polarization contributions to 
the potential tail, especially in the dielectron studies, Secondly, 
the inclusion of short-range charge-induced dipole interactions in the 
scf scheme provides a marked difference in the depth of the trapping 
well. An attempt made to alleviate the first-mentioned problem will be
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discussed briefly in the subsequent section. It should also be stressed 
that inclusion of Vq as an identical parameter in both theories is not 
allowable. Contrast the increase in electronic energy with more posi­
tive V in the adiabatic formulation with the decrease observed on sim- 
o
ilarly altering this component in the scf scheme. In omitting the in­
duced interaction, the adiabatic approximation treats the solvent mole­
cules as non-polarizable with respect to producing a localization field. 
Thus this is likely to lead to noticeable differences when the solvent 
molecules under consideration are characterized by a high polarizability, 
as is the ammonia molecule.
Subsequent to the completion of this thesis, further 
work, initiated primarily as an investigation of a more suitable 
description of the hydrogen-hydrogen repulsive interaction, has 
revealed the need for substantial alterations in the adiabatic 
semicontinuum results on the dielectron species. The revised 
values have been inserted in column ncM of Table III.8. Figure 
III. 10, also being outdated, needs redrav/ing. Since this 
involves a lowering of the entire and curves by about 
3.0 eV, sensible comparison with the currently reported var­
iational results is lost. The revised figure has thus not been 
included.
Most importantly, the adiabatic formulation is now 
seen to be capable of supporting, in ammonia, a dielectron, 
stable with respect to dissociation.
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Section 4
A Second Solvation Shell.
In an effort to resolve the contradictory predictions of the 
adiabatic and scf treatments of the semicontinuum model as to the rela­
tive stability of the localized dielectron species in ammonia with res­
pect to dissociation into two separately solvated electrons, a second 
solvation shell was introduced. It was hoped that this modification 
would remove the dominating effects of long-range polarization forces 
which could now be assumed to act only outwith the second discrete 
molecular sheath. At such large distances the differences in the two 
alternative treatments of this quantity should prove negligible.
The incorporation was effected in a manner entirely analogous 
to the development of the original single-solvation shell model. A 
small number, N^, of solvent molecules, represented as polarizable 
point dipoles, were introduced outwith the original coordinating layer. 
These were again symmetrically placed and, for computational convenience, 
their number was generally taken to be twice that of the inner shell,
N . The molecules in this second coordination sphere were assumed 
1
characterizable by parameters, identical to those employed to represent 
the inner molecules. The incorporation was effected in both the scf and 
adiabatic approaches and was tested first for one—electron systems.
In the adiabatic approximation the electron was assumed to 
experience a multiply discontinuous potential constructed just as for 
the one—shell case but now possessing several more - shelves • Thus
(4 7rk0 ) v(r ) =
/ 2
- 2 .N. 11 ./ r .“ i i r r di
- Pe / rc2
r < Ri
/ 2
- 2 ^  Mi/ rdi
-pe / rc2 +
r < rdi
- N2 M2/ rd2 pe /
r +
c2
r < rq
- n2 Mg/ r<j2 “ pe / r + c2 V2
r < rd2
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— Re /  r + V0 r < rr / 2 d2
where an obvious notation distinguishes the contributions from the sep­
arate shells and r^ is the nrunimum of r^ and R . The electronic pol­
arization terms and medium reorganization contributions were computed 
in an obvious manner, assuming that the continuum began outwith r
As a first approximation all intershell effects were neglected
and a configurational coordinate diagram in terms of r „ and r „ was
v1 v2
constructed. In the absence of intershell interactions, for N^=4,
^2=8 , V =0.0 in ammonia, one smoothly obtained minimum was dis­
closed at the values r°. =1.21 8 and r° = 2.23 8 . This was some-v1 v2
what surprising since on the inclusion of only one discrete molecular 
layer the appropriate diagram also possesses a minimum at 1.21 8 . How­
ever, some substantial drop in the total system energy was afforded; 
from the single-shell value of -1.051 eV to -2.661 eV. The fresh value 
of the computed 1s -2p transition lay at 3.15 eV and possessed a dipole- 
velocity oscillator strength of 0.622. The dipole-length expression 
yielded 1.391. While the transition energy has moved in the wrong dir­
ection the marked lowering of the total relaxed state energy was prom­
ising.
The inclusion of intershell interactions was effected by 
"switching-on" the interlayer hydrogen-hydrogen and dipole-dipole con- 
tributions• The latter were computed by a rather laborious, pairwise 
summation technique, the former from considerations similar to the one- 
shell studies. This resulted in an energy surface pock-marked by shal­
low local minima* Much computational effort was expended to obtain the 
true minimum and the method of steepest descents proved to be the most 
suited optimization technique. For the ammoniated electron, with par­
ameters as specified above, the coordinates of the absolute minimum 
were found at = 1.18 8 and r°2 = 2.46 8 , not much different from 
their previous values. The total system energy was obtained as
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-1 .048 eV and the 1 s - 2p transition placed at 2.83 eV. It was thus 
observed that the inclusion of a second solvation shell was unlikely 
to increase the predicted heats of solution computed within the adiabatic 
approximation.
In the scf scheme a similar multiply discontinuous potential 
was introduced;
(4rk0 ) V(r) = - 2 .(N. Hj/ - N. « e C ./ 2r«.) _ r < ^
- n2 H 2/ rd2 - »2oeCg/ 2r^2 - VpQl(R2) + V1 r < rd2
" W V  + V2 r < R2
' V (r) + V2 r < R2
with YpQjC1') as before and the sum over j encompassing both shells.
In ice, with N^=4, N^= 8, V = -1.0 eV = V^, again assuming only 
intashell effects the following results were obtained
r°1= 0.50 8, r°2= 1.81 8; Et(ls)= -4.578 eV, E(a)= 4.131 eV 
These should be compared with the corresponding single-shell values
r°.= 0.51 8; E. (1 s) = -2.591 eV, E(a) = 1 .939 eV v1 tv \ /
Again a considerable lowering of the total ground state energy was ob­
served concomitant with a large increase in the derived transition ener­
gy. The inclusion of intershell interactions, no hydrogen-hydrogen re­
pulsion was supposed present in ice, pushed the inner void inward frac­
tionally and expanded the outer layer more markedly to give
r ° = 0.48 8, r°2= 1.99 8; Et(ls) = -3.210 e?, E(a) = 2.562 eV 
Thus it was expected that applying the above modification to an scf 
semicontinuum calculation could produce higher heats of solvation.
The contradictory predictions of the two solution schemes 
were tested over a range of ^  , N2, ^  and V? for the one-electron spec­
ies and found to be, disappointingly, verified in most cases. However, 
the calculations were tentatively applied to the dielectron species.
The results are not encouraging. With an scf solution scheme and two 
interacting shells, the ammoniated dielectron, with 4,
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V  -1»0 eV - v2, was found, after a rather long search of a dimpled 
energy surface, to possess a total ground state energy of -5.897 eV 
at a location given by r°1 = 0.92 8 and r°2= 2.64 8. A similarly tedious 
hunt for the deepest minimum in the adiabatic treatment of this species 
yielded, with ^ = 6 ,  N2= 12 and 0.0 eV = Vg,
r°1= 1.04 8, r°2= 2.26 8; Et(1S) = - 0.211 eV 
Instantaneous electronic correlation effects were not included in either 
of these treatments but their magnitudes are expected to be similar in 
both. It thus seems that the inclusion of a second solvation shell is 
incapable of producing agreement between the alternative formulations 
of the semicontinuum model as to the dissociative stability of the 
ammoniated dielectron.
Fresh computations within the adiabatic approach now 
predict a stable dielectron species, in accord with the scf 
studies. This conclusion will not be invalidated on insertion 
of a second solvation shell.
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General Conclusions,
The need for an accurate solution tehnique to derive the prop­
erties of the model potentials, suggested as representative of the struct­
ure of localized excess electron states in polar media has been clearly 
demonstrated.
Just such a method was thoroughly tested in one-electron colour-
centre calculations in crystalline solids on both the polarized cavity
and semicontinuum approximation levels. In these systems the finite- 
difference technique applied here was illustrated to be capable of effic­
iently reproducing known accurate solutions and of substantially amelior­
ating existing variational treatments, especially if these had been per­
formed utilizing crude single-exponential trial functions.
Almost without exception, the study of the electronic structure 
of the surplus electron and dielectron species in polar liquids, ices and 
glasses on both model levels has been carried out within the framework 
of this inadequate, approximate solution method. Here, the proven numer­
ical technique is shown to provide sizeable alterations in previous var­
iational work. A number of results have been called into question.
In the adiabatic formulation of the simple polarized cavity 
model, accurate solution has revealed that, if the cavity radius is sel­
ected to fit one observable property, then concurrence of prediction with 
other measureables is not to be, in general, expected. In the scf polar­
ized cavity model, a variational result which apparently removed early 
doubts as to the applicability of this model to the hydrated electron 
has been shown to be misleading. Numerical solution has revealed that, 
even in the limit of zero cavity radius, the predicted transition energy 
for the hydrated electron does not approach the experimental value.
More generally, it is suggested that these models represent 
two extremes, between which the correct formulation of a polarized cavity 
model of excess electrons in polar media lies. The work of Tachiya is
167
recognized as a step toward the correct path. The inclusion of a simil­
ar statistical treatment of electronic polarization interactions, per­
haps via field—theoretic arguments should provide a more realistic form­
ulation.
On the semicontinuum level, the predictions of one—electron 
models obtained by variational solution of suitably parameterized scf 
treatments, for water, ice and ammonia have been pushed considerably 
out of accord with experiment. Undoubtedly a fresh parameterization 
could be developed, in the light of the numerically obtained results, _ 
to renew the concurrence but, in general, attempts to do this for one 
specific property will be to the detriment of another. While it is rec­
ognized that this scf formulation of the semicontinuum approach is more 
consistent with the theoretical requirements inherent in the excess el­
ectron problem in polar liquids, it is asserted that in this scheme an 
accurate numerical solution is essential. The marked alterations in the 
energy level structure from that obtained using single-parameter variat­
ional techniques lead to crucial differences in computed properties, 
especially if these are delicately balanced quantities. It is felt that 
the adiabatic approach to the semicontinuum model is somewhat inconsist­
ent with the demands of the situation. In particular, the need to intro­
duce, rather arbitrarily, such dominating terms as the hydrogen—hydrogen 
repulsions in ammonia is disconcerting. Clearly, some estimate of this 
effect is desirable, but it is thought that it is not amenable to such
a simple treatment as is envisaged here.
The failure of both versions of the semicontinuum theory to 
predict sufficiently large half-widths for the absorption bands due to 
trapped and solvated electrons is revealed not to be a function of the 
approximate nature of the previously employed solution techniques. If 
anything, accurate solution narrows the predicted bands. Within the 
framework of these models, contributions of transitions to higher excited
states to the observed absorption band has been shown to be unlikely. 
These peak at energies too high, have oscillator strengths too low, 
and are too narrow to produce the substantially asymmetric tail ob­
served. Xn addition, speculation as to the nature of the first excited 
state of surplus electrons in ammonia, water and ice cannot hinge on 
the results of these semicontinuum calculations. They consistently 
predict strongly-bound final levels in the above media. The lifetime 
of the excited state of the hydrated electron has recently been suggest­
ed to be of the order of 1 psec. Based on a lattice relaxation process 
the adiabatic semicontinuum model predicts a radiative lifetime of the 
order of 10 nsec. The supposed emission band, which is predicted intense 
has not been observed. It appears the model is again at fault. Interest 
ingly the scf formulation of the semicontinuum model provides no indica­
tion of stable relaxed excited states.
More generally, the idea of computing the properties of a dy­
namic species from a fixed configuration of solvent molecules is believed 
to be dubious. Instead, a statistical approach founded in the theory of 
electrodynamics with spatial dispersion is felt preferable. This method 
seems infinitely more suitable to allow consideration of the really in­
teresting presolvation and decay processes occurring- in polar media 
than do the static pictures presented above. It is hoped to investigate 
this promising avenue at a future date.
For tw-electron species, numerically obtained results reveal 
that the approximate variational solutions of both polarized cavity and 
semicontinuum models are substantially in error. If the effect of the 
instantaneous correlated motion of the electron pair is to be included, 
surely it must be based on a sound knowledge of the actual charge dis­
tributions pertaining to the model applied. The absence of much definite 
experimental data on dielectron species renders the polarized cavity 
models virtually useless. Few values are available for parameterizing
variables, such as the cavity radius, and then, little or no comparison 
with other observables is possible. On a semicontinuum level, numerical 
solution of an scf treatment supports the variational prediction of con­
figurational and relative dissociative stabilities of the dielectron 
species in water, ice and ammonia. It also supports the opposite con­
clusion, the preference of two separated singly-occupied cavities, as ob­
tained in an adiabatic calculation.
One attempt to remove this contradiction has been investigated.
A second solvation shell was included in the hope of reducing some of 
the major computational difference encountered in the alternative solu­
tion schemes. The exercise has proved fruitless. The contrasting pre­
dictions remain.
From the derived half-widths and peak positions of the dielec­
tron transitions in ammonia, water and ice, it is felt unlikely that these 
species are responsible for any part of the observed spectrum. In par­
ticular, they are incapable of adding much to the previously mentioned, 
inadequate single—electron transition half-widths predicted. Thus it 
seems that some major modification of the semicontinuum theory is necess­
ary.
The opinion developed during thescourse of this work is that 
a detailed understanding of the properties of excess electrons and diel— 
ectrons solvated or trapped in polar media awaits the development of a 
much more refined theoretical approach than is at present employed. In 
particular the neglect of a detailed investigation of spin—dependent 
properties should be rectified. Such methods as currently used are 
thought to contain much of the essential physical content of the situa-r 
tion but no hope is seen in continual piecemeal modifications to the 
pervading concepts. In this context, the idea of an electron, or a pair 
of electrons, located in a void in the medium is clearly an artifact.
No such cavities can surely exist. While the cavity concept has been
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of fundamental importance in illuminating just which effects must nec­
essarily be included, it is thought to have become largely superfluous. 
Hopefully, some new theory can bypass this "open-block** and lead to a 
deeper understanding of the structure of such systems.
In conclusion, I thank the many experimentalists who have pro­
vided such a steady flow of intriguing observations on the properties 
of surplus electrons as to make this field one of continuing lively 
debate and much inherent interest.
Further research, performed subsequent to the comp­
letion of this thesis, has resolved the discord. The adiabatic 
formulation now supports a stable dielectron.
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Tables III
Properties of dielectrons in polar media from polarized
cavity models and semicontinuum approaches.
Tables 1 and 2 list the adiabatic polarized cavity model
results in ammonia, 3 in water. Predictions of the scf polarized
cavity model for water and ice are in Tables 4 and 5, Tables 6 and
7 contain the scf semicontinuum results for water, ammonia and ice,
each with N=4 and V =-1.0 eV. Table 8 has adiabatic semicontinuum
o
results for ammonia with N * 1 2 and V = 0.0 eV.
o
All energies are in eV, distances in
Table III.1
R 3.0 4. 0 5. 0
-Wfls) - 1.469n - 1.1 61n - 0.961
-S(1s ) 0.722V 0.836 0.566V 0.666 0.477V 0.554
-E(1s ) - 2.305 - 1.827 - 1.515
-W(1S) 4.679 4.997 3.713 3.983 3.069 3.366
-sf1s) 1.444 1.67 2 1.132 1.332 0.953 1.108
-E(1S) 6.123 6.669 4.845 5.316 4.021 4.424
-W(ls) - 2.177 - 1.643 — 1.318
-S(1s ) - 1.014 - 0.808 - 0.673
-E(1s ) - 3.190 - 2.451 - 1.992
-W(2p) - 0.724 - 0.654 - 0.590
-S(2p) - 0.498 - 0.437 - 0.385
-E(2p) - 1.222 - 1.090 - 0.975
-w(1p) 4.028 4.932 3.267 3.575 - 3.091
-S(1P) 1,345 1.512 1.119 1.245 - 1.058
-E(1P) 5.373 5.905 4.368 4.820 - 4.078
n numreical, v variational
Table III.2
R 3.0 4.0 5.0
7(1S) 4.30V 3.719* 5.47V 4.667n 6.52v 5.614n
r(1p) 5.65 4.654 6.67 5.485 - 6.352
C(1S) - 0.726 - 0.800 - 0.850
C(tp) - 0.529 - 0.677 - 0.741
n J 2.oo2 - 1.471 - 1.146
nT - 5.031 - 3.774 - 3.018
A H 2 3.895 1.412 2.972 1 .140 2.247 0.779
E(a) 0.75 0.763 0.46 0.475 - 0.318
f (a) - 1.973 - 1.956 —  1.886
£ (a) - 1.529 - 1.689 - 1.815
n numerical
v variational
Table III.3
R 1.0 2.0 3.0 4.0
r(1S)
r(1t)
c(1s)
c(V)
nT
AH
E(a)
fl e J a)
fvel(a ^
1.742
3.088
0.402
0.291
15.819
0.560
3.138
1.358
0.872
-E (1p) 12.054
t
2.639
3.656
0.634
0.486
7.909
0.941
1.455 
1.92 7 
1.366
8.251
3.634
4.434
0.756
0.612.
5.273
1.376
0.807 
2.035 
1.588
6.340
4.570
5.274
0.831
0.701
3.955 
1.623
0.500 
2.001 
1.727
5.165
Table III.4
k . =80.0 k = 3.00st st
w(1s) -15.91V -17.692n -4.75'
u(1s) 14.81 16.484 5.47
B(1S) -1.10 -1.208 0.72
G(1S) 4.21 4.689 2.30
Et(1S) -5.31 -5.897 -1.58
r(1S) 1.80 1.569 3.29
w(1p) — -10.590 -
u(1p) - 9.172 -
E(1P) - -1.418 -
G(1P) - 2.392 -
E / P ) -3^29 -3.810 -0.74
7(1p) 3.43 2.667 6.95
-5.273n
6.075 
0.802 
2.560 
-1.758 
2.876
-3.961 
4.014 
0.053 
i1.404 
-1.351 
4.452
n present numerical work
v variational solution* ^
Table III.5
k = 80.0 st k = 3.00 st
E(a)
E(a)<
flen^a)
vel(a)
2.02 2.070
2.459
0.928
1.333
n
0.84
v
0.407
0.515
0.702
0.916
n
A ^  1.30 1.440 0.590 0.651
A H 2 5.31 5.897 1.58 1.758
A H 12 1.355 1 .509 0.20 0.228
A h • - 6.269 - 1 .866
A H  1 - 1.695 - 0.282
n numerical
163v variational
Table III. 6
Water Ammonia Ice
orV 0.35 1.0 0.35
Ee(1S) -21.88V -24.83n -12.56V -13.38n -16,09V -18,15
u(1s) 8.671 9.245 6.158 6.375 5.832 6.269
-Et(1S) 7.926 9.271 5.186 5.632 5.125 5.758
Edd(1s) 5.220 6.253 0.802 0.961 5.053 6.057
-Ecr(1S0 - 9.749 - 6.001 - 6.051
-Ee(1p) 17.40 18.27 11 .02 11.243 10.92 11.62
u(1p ) 7.942 8.593 5.627 6.056 4.573 4.970
V p ) 5.630 5.399 4.275 4.072 3.023 2.906
Edd<1p) 3.761 4.217 0.699 0.770 3.240 3.681
c(1s) 1.094 1.328 0.910 1.078 1.057 1.333
c(1P) 0.812 0.998 0.793 0.932 0.691 0.838
-Et(cs) 0.738 0.638 0.883 0.801 1.505 1.452
Table III.7
Water Ammonia Ice
E(a) 2.296V 3.873n 0.912V 1 .560n 2.102v 2.852n
E(a)» - 4.350 - 1.929 - 3.145
^ ( a ) 1 - 1.106 - 1.31? - 0.613
fv(a)» - 1.418 - 1.682 - 0.874
W(a)* - 0,208 - 0.118 - 0.109
A H 2 7.926 9.271 5.136 5.632 5.152 5.758
A H 2* - 9.749 - 6.001 - 6.051
I 7.188 8.626 4.303 4.831 3.620 4.306
I* - 9.101 - 5,200 - 4.599
P* 9,2 11 .1 6.3 7.2 5.6 6.6
AH 2.752 3.282 1 .942 2.114 2.076 2,589
A H 12* 1.211 1.593 0.651 0.887 0.487 0.437
n numerical
v variational^ ^
Table III.8
Ee(1S)
Et(1s)
EC(1S)
Ee(1r)
Et(1p)
E(ai)»
W a >'
£vel^a *^
V(a)'
E(cs)
•3.440
0.369
•0.031
v
-3.774 
0.011 
-0.277
-2.984
0.532
0.809
0.989
0.764
0.080
1.468
n
n present numerical work 
v variational
- 6.733° 
-2.9^ 8 
-3-236
-5.548
-2.032
1.204
1.472
0.514
O.O83
4.427
c c o r r e c t e d
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Figures III
Figures 1-4 have results from polarized cavity models for
dielectrons. 1 is in ammonia with an adiabatic treatment for which 2
shows the derived functions in a 4.0 ^ cavity. Charge distributions
of the hydrated dielectron and that trapped in ice from the scf scheme
are in 3 and 4.
Figures 5-10 pertain to semicontinuum models. 5 is an scf
solution for ammonia at 203°K, 7 contains the derived functions at
the optimum radius. 6 and 8 are similar, but for ice at 77°K. All
four have N = 4, V = -1.0 eV. The configuration coordination diagram 
o
for ammonia within the adiabatic approximation is in 10 and 9 shows 
the corresponding wave-functions at the optimum radius.
Variational results are in full-line except in 10 where they 
?.are circled points. Broken-line indicates present numerical work ( in
10 it is full). Chain-lines are correlated ground state properties(in
1 1 
10 these are broken), (a) denotes ground ( S) state, (b) excited ( p)
state and (c) the vertical continuum level.

Figure III. 2.
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Appendix A
Numerical Methods,
In each model potential studied, both on the semicontinuum 
and polarized cavity approximation levels and for both one- and two- 
electron species, the assumption of spherical symmetry results in the 
necessary solution of a wholly radial Schrodinger equation for the sys­
tem. The general equation to be solved is thus
Du = Eu
where D involves a different operator, second order with respect to the 
radial coordinate,r. An iterative technique was selected for the solu­
tion of such a second order differential equation. A trial function 
u q was guessed which differed from the correct function by an amount c^ 
thus (D-E) CQ = _(D-E) uo. (1)
A finite-difference representation was chosen to approximate derivative 
term, the operator being written in a simple three-point formula. Solv­
ing (1) for c^,however, requires a knowledge of the exact eigenvalue B. 
This difficulty was overcome by introducing the Rayleigh mean, (2), at 
each cycle
ERM = H D IU ) /  (u lu )' (2)
The tridiagonal matrix resulting on the discretization of the different­
ial operator in D by the three-point approximation formula was efficient-
1 81
ly solved by a diagonal condensation technique to give the correction
c . Cycling was continued till the eigenfunctions obtained in adjacent
-4passes did not differ by more than one part m  10
In general, it was found that a linear scale was unsatisfactory, 
especially for diffuse functions. A transformation to a "square-root” 
grid was thus effected in all cases.
In the solution of adiabatic potential problems strip-sizes of
18?
100(100)500 were employed and accurate functions obtained b}?- Richardson 
1 84
extrapolation . In the scf treatments a similar extrapolation tech­
nique was utilized but the calculations were generally performed over 
strips of 300(100)500. In part, this was necessitated by the increased 
computational time required in the scf calculations where many converg­
ence difficulties were encountered. Especially in the two-electron
2work. These-were overcome by application of the Aitken 6 -process 
which usually provided considerable enhancement in the convergence rate 
and was able to stabilize oscillatory solutions.
In calculations on two-electron species involving correlation 
a fourth-order difference formula was preferred
f”(r ) =1/12 h-2 -f(r +2h) + 16f(r +h)
- 30f(r ) + 16f(r -h) - f(r -2h) 
and strip-sizes of 150(50)300 were employed. Care was necessary at the 
boundaries and the simple expedient of switching to a second-order approx­
imation was found to be adequate in this region.
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Appendix B
Lattice Summations.
A relevant energy contribution to the medium reorganization 
work required to be performed on the bulk crystalline medium to accom­
modate the presence of an ionic defect and a surplus electron at a 
colour centre in a crystalline solid, is the change in electostatic 
energy developed when the nearest-neighbour .cation moves in the back­
ground potential of the perfect point-ion lattice.
In Part I, this was expanded in a series in powers of the dis­
tortion, x, of the form
* t /  ( 4  6  8  1 0  XE1 = -N/a (c4x + cgx + c8x + ^  Qx + ...)
The coefficients in this expansion are lattice sums, (1), over a perfect
crystal structure excepting the missing anionic origin
S Y ( 0 ., <b . ) exp( 2 tt iq .k r.) rT1"’1 (1 )l,m Z-o lrcr  j '  j K '
Here, Y_ is the usual normalized spherical harmonic, q. is the charge 
l,m y
on the j11*1 ion located at the point r . =
3
tice, and k is the vector of the reciprocal lattice given by
£ = fe, - 2 b2 - I £3 •
The b*s form the basis of the reciprocal lattice. The dash indicates 
that the point in the origin is omitted, and the inclusion of the expon­
ential modulation term is just a functional way of depicting a set of 
discrete point charges.
A method of obtaining such sums as (1 ) was sought which would 
be both quickly convergent and readily programmable. Since the values 
relevant to two crystal structures only were desired, the latter need
1 81
was strongly emphasized. The generalized Ewald 0-function technique 
was discarded as being too highly sophisticated for the limited use re­
quired here and an alternative approach was adopted.
(m. e,, in the direct lat-
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As usual the main difficulty with such infinite summations
over arrays of point charges is their extremely slow convergence. In 
an effort to remedy this in some simple fashion (1 ) was transformed 
formally into an integral, utilizing the properties of the 5-function, 
which was split into two parts by the introduction of a damping func­
tion and its complement. The accelerating function chosen must be such 
that as its argument tends to infinity it tends to zero rapidly. Rapid 
convergence of the first component was thus assumed. The second term 
was transformed into reciprocal space where the first few terms of the 
infinite summation resulting on performing the integration were suffice- 
ient to provide fast accurate convergence. It was later discovered that
this method was identical to a technique extensively studied by de Wette 
1 82and Nijboer and that their choice of an accelerating function, the 
incomplete gamma function, proved much more successful than the attempts 
investigated here. The error function and a sort of truncated Langevin 
function, 1- L(x), were employed. Since their choice of function also 
provided more readily performed integrals it was adopted here along with 
their treatment of the general lattice sums required. The method will 
not be detailed here, Table B1 merely lists the evaluated summations 
for reference.
Table B1
n c (NaCl)n
10
8
4
6
3.578 582 
0.989 499 
2.942 159 
1.010 713
1.846 871 
0.573 329 
3.259 293 
1.009 224
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