Abstract-Context categorization is a fundamental pre-requisite for multi-domain multimedia content analysis applications. Most feature extraction methods require prior knowledge to decide if they are suitable for a specific domain and to optimize their input parameters. In this paper, we introduce a new color image context categorization method (DITEC) based on the trace transform. The problem of dimensionality reduction of the obtained trace transform signal is addressed through statistical descriptors of its frequency representation that keep the underlying information. We also analyze the distortions produced by the parameters that determine the sampling of the discrete trace transform. Moreover, Feature Subset Selection (FSS) is applied to both, improve the classification performance and compact the final length of the descriptor that will be provided to the classifier. These extracted features offer a highly discriminant behavior for content categorization without prior knowledge requirements. The method has been experimentally validated through two different datasets.
I. INTRODUCTION
T HE importance of semantic context is very well known in Content Based Image Retrieval (CBIR) [1] , [2] . This is especially relevant for broad-domain data intensive multimedia retrieval activities such as TV production and marketing or large-scale earth observation archive navigation and exploitation. Most modeling approaches rely on local low-level features, based on shape, texture, color etc. The drawback of these methods is that the characterization of the context requires prior contextual information, introducing a chicken-and-egg problem [3] . A possible approach to reduce this dependency involves the exploitation of global image context characterization for semantic domain inference. This prior information on scene context could represent a valuable asset in computer vision for purposes ranging from regularization to the pre-selection of local primitive feature extractors [4] . Novel semantic approaches that try to overcome the current existing limitation derived from fixed taxonomies and manual annotations, rely on automatic or semi-automatic ingestion processes. These processes minimize the semantic gap by introducing semantic middleware [5] layers based on a combination of:
• explicit information provided by human made taxonomies.
• relevance feedback data and knowledge extracted from manual annotations.
• implicit information obtained by data mining techniques through training processes. In this paper we introduce a new method for global feature extraction based on a statistical modeling of the trace transform in the frequency domain. This method is very suitable for semantic context classification, especially for those cases where the lack of prior knowledge does not allow the effective use of specific local features.
A. Related Works
Research contributions related to the approach proposed in this paper are outlined in this section.
Local features have been used broadly for context categorization [6] , [7] . SIFT [8] and SURF [9] are among most popular choices in this respect. A two step approach for the efficient use of local features has been proposed by several authors such as Ravinovich et al. [10] and Choi et al. [11] . Olaizola et al. [12] have proposed an architecture for hypothesis reinforcement based on an initial analysis of low-level features for context categorization and further hypothesis creation. This architecture can exploit context specific feature extractors to validate or refuse the initial context hypothesis. This stresses the value of global descriptors for initial domain categorization purposes. Once a specific domain has been identified, different lowlevel features can be extracted. However, these features cannot be combined in a simple way and the obtained multi-attribute spaces must be normalized in order to be used in similarity search or retrieval tasks [13] .
Among different global descriptors such as histograms of several local features [14] , texture features or self similarity, there are also some specific algorithms in the literature which have shown great potential: GIST [15] , [16] is probably one of the most popular ones. In typical operational implementations, all these algorithms are combined with other global or local features.
The trace transform has already been proposed for several computer vision applications. Indeed, a method based on this transform has been included in the MPEG-7 [ specification for image fingerprinting [18] , [19] . Other applications (mostly with monochrome images) include face recognition [20] , [21] , character recognition [22] and sign recognition [23] . The proposed approach based on a recursive application of the trace transform to reduce the dimensionality of the obtained feature space (known as the triple feature), offers an excellent performance for image fingerprinting, but does not offer good semantic discriminative characteristics for domain characterization due to the high data loss incurred by the diametrical and circus functionals [24] . The approach proposed by Liu and Wang [21] reduces the number of attributes using Principal Component Analysis (PCA) to select the most relevant coefficient and reduce the dimensionality of the feature space. However, this approach does not take into account the frequency relationships among the different coefficients and increases the feature extraction complexity as it requires the covariance matrix information of all previous samples. Moreover, the feature relevance of each individual DCT coefficient is too low and also sensitive to noise and variations. Li et al. [25] have proposed a generalization of the Radon transform and trace transform by introducing prior knowledge of specific identification or fingerprinting tasks and extending the geometric sets from straight lines to arbitrary choices. This approach provides a complete set of resources for non-rigid object identification and has been successfully tested for pedestrian recognition, part segmentation and video retrieval. However, the broad set of configuration parameters and pre-processing tasks is not suitable for domain identification purposes where the lack of a priori knowledge is one of the main issues.
II. GENERAL DESCRIPTION OF THE DITEC METHOD
The DITEC method is composed of four main steps where an observed image is estimated as of the unknown global image semantic concept . The four DITEC steps are thus the following:
Sensor modeling: image acquisition and pre-processing (radiometric noise, color space, geometric quantization and image lattice finiteness effects). Data transformation: trace transform (detailed in 2.2) applied to the pre-processed image . The result will depend on the chosen functional and on the selected geometric parameters (detailed in Section 2.2.3). The outcome of the trace transform of an image is a two-dimensional signal represented by means of sinusoids with a particular amplitude, phase, frequency and intensity. This characterization process represents one of the key steps in the overall information extraction process. Feature extraction: summarization of the extracted features , compressed and adapted into a manageable set of object-based descriptors. It aims to reduce the considered descriptor space dimensionality while preserving essential information in order to allow a good performance in the subsequent classification process. Class assignment: vectors obtained in the previous step are processed to improve the performance of classifiers in the defined feature space. All the obtained vectors are statistically analyzed to select their most representative attributes. Then the supervised classification process is car- ried out to obtain an estimate of the unknown global image semantic concept .
A. Sensor Modeling
The first pre-processing step transforms the color space into [26] . The luminance channel ( ) will be used as the most relevant channel to encode shape related features. Color distribution information is encoded by processing the chrominance channels ( ). In order to reduce effects introduced by radiometric noise, image lattice and quantization, a low-pass filter is applied to each channel.
HSV [26] color space information is encoded by obtaining mean and variance values ( ) of the corresponding intensity distributions in each H,S,V channel. In the Attribute Selection process, this ( ) information is introduced into the obtained descriptor .
B. Data Transformation
The data transformation process is carried out through the trace transform. The trace transform extends the Radon transform by enabling the definition of the functional and thus enhancing the control on the feature space [27] . These features can be set up to show scale, rotation/affine transformation invariance or high discriminance for specific content domains. The outcome of the trace transform of a 2D image is another 2D signal composed of a set of sinusoidal shapes that vary in amplitude, phase, frequency, intensity and thickness. These sinusoidal signals encode the pre-processed image with a given level of distortion depending on the functional and quantization parameters.
1) Functionals:
A functional of a function evaluated along the line will have different properties depending on the features of function (e.g.: invariance to rotation, translation and scaling [28] ). Kadirov et al. [29] propose several functionals with different invariance or sensitiveness properties. The selec- tion of functionals depends on the content inherent features and characterization criteria. The functionals used in this paper have been and .
2) Geometrical Constraints:
The result of the discrete trace transform strongly depends on the selected geometrical parameters. The three resolution parameters denoted by respectively for angle, radius and the sampling rate along the line , establish distortions and aliasing effects that will affect the final result of the trace transform.
The final resolution of the sinogram obtained by applying the trace transform will be defined by and where:
with and denoting the horizontal and vertical resolutions of the image . Low values will have a non-linear downsampling effect on the original image, where is defined as:
The set of points used to evaluate each functional is described (assuming (0,0) as the center of the image) by: (4) A singularity can be observed at and . For these cases it can be assumed that: (5) and are the horizontal and vertical resolutions of the image. Equation (4) shows a symmetrical result since the same lines are obtained for and . However this is only true for functionals that are not considering the position (such as the Radon transform). Depending on the selected functional and on the desired properties of the trace transform (e.g: rotational invariance), the ranges of and can be modified to: or . 3) Sampling Effects: Digital images are affected by two main effects during trace transformation:
• some pixels might never be used by the functional given the geometrical setup of the transform, and to its integration nature.
• there may be some pixels that have much higher cumulated effect than the others into the functional. In this section we will analyze the effects that need to be taken into account in order to preserve the homogeneity of the results, avoiding pixels or areas with higher relevance than others. Even for very high ( ) values in relation to the original image resolution, the trace transform introduces a contribution intensity map that encodes the relevance of the different regions of the input picture. As shown in Fig. 1 , high resolution values of the trace transform parameters tend to create a convex contribution intensity map. Therefore, high parameter values do not necessarily imply optimal image content representation on the trace transform.
High values of improve the rotational invariance of the trace transform (although in such a manner that it is dependent on the selected functional) while very low values cannot be considered as producing a valid trace transform since there is not enough angular information. Fig. 2 shows some cases applied to a real image and the convex contribution intensity mask effect for different sampling values.
C. Feature Extraction
Diametric and Circus transform have been used mostly in the literature [18] , [29] , [30] , [31] to reduce the set of descriptors. However, even if this approach provides good results for similarity search or image hashing, the diametric and circus transform do not preserve the information. In fact, there is no inverse transform for these two operators.
In order to characterize the sinograms obtained from the trace transform ( ), we propose the frequency analysis of the obtained signal and a representation based on statistical descriptor of the frequency distribution. To do this, Discrete Cosine Transform (DCT) is be applied due to its energy compaction and decorrelation properties [32] .
1) Statistical Descriptors:
As a consequence of the properties of the DCT and of the nature of the 2D signals resulting from the trace transform, the 2D DCT stores more energy in its lower frequencies.
In order to reduce the dimensionality of the obtained coefficients the first orthogonal straight lines to the main diagonal of the transformed signal are statistically characterized. These coefficients which correspond to similar frequency bands can be computed very efficiently and provide a high dimensionality reduction ratio.
To study these statistical properties, over 50000 sample vectors have been analyzed using the 1000 sample images of Corel 1000 dataset (described in Section 3.1). The analysis of obtained histograms shows strong leptokurtic distributions for all samples. Equation (6) defines the kurtosis of a distribution which is represented by (7) for a discrete set of elements. A distribution is considered leptokurtic when . For all analyzed distributions the minimum kurtosis value has been greater than 30. (6) (7) Assuming the leptokurtic nature of the obtained distributions, the list of values can be represented by the mean value and the kurtosis of each vector. This pair of descriptors of the first element (corresponding to the DC value of the DCT) is substituted by the mean and variance of the original image in HSV space. Considering that the mean and kurtosis values encode the information of coefficients corresponding to approximately similar frequencies. The obtained dimensionality of the transformed pairs is given by (8) . (8) where is the number of channels of the original image and the number of features extracted from each vector (2 in the case of using ). Thus, the dimensionality reduction is given by (9) . (9) For square resolutions and considering the reduction factor increases linearly with the resolution (10).
(10)
D. Class Assignment
After the feature extraction process explained in the previous section, a set of features is obtained. The dimensionality of has been reduced by applying a Feature Subset Selection (FSS) algorithm. Once the objective is fixed, FSS can be understood as a search problem with each state in the search space specifying a subset of the possible features of the task. Exhaustive evaluation of possible feature subsets has a extremely high computational complexity. Many search techniques have been proposed to solve FSS problems carrying out an intelligent search in the space of possible solutions. In this paper an Estimation Distribution Algorithm (EDA) [33] has been used to this end. Then, the obtained feature space has been processed with Support Vector Machines (SVM) and Bayesian Networks.
III. EXPERIMENTAL RESULTS
The presented method has been tested with 2 different datasets. The first of them (Corel 1000 [34] ) is a standard dataset which will allow the comparison of the obtained validation data with other methods existing in the literature. The second case (earth observation data), will be used to show the potential of the proposed method under diverse conditions. A 10-fold cross validation has been used in both cases to split the data into training and testing sets. 
A. Case Study 1: Corel 1000 Dataset
The Corel 1000 dataset is composed of 1000 images distributed in 10 classes (100 instances per class). The following parameters have been selected: . This choice results in 15,123 trace transform coefficients per image. By obtaining the mean values and kurtosis as described in the previous section, the number of attributes is reduced to 606 (by a factor of 25).
Based on the fact that the DCT gathers signal energy in the lower frequencies, highest coefficients are removed. Moreover, it can be assumed that chrominance channels ( and ) contain less visual information and therefore more coefficients can be removed from these channels than from the luminance signal ( ). Experimental results carried out with different combination of coefficients, confirm that luminance related attributes have more relevance than chrominance related ones. The selected parameters for this example result in 202 attributes per channel. We will select the first 104 ones for and 60 for each signal, thus reducing the total amount of attributes to 224.
The best performance has been obtained by applying a SVM classifier (accuracy in a k-fold 10 test). 117 attributes have been selected for the final feature space by applying FSS. The resulting confusion matrix can be observed in Table I .
Comparing the obtained results with other feature extraction approaches (Mean-Shift and Gaussian Mixtures based on Weighted Color Histograms [14] , Reduced Feature Vector with Relevance Feedback [35] and SIFT based Gaussian Naïve Bayesian Network [36] ), DITEC shows the best performance for most categories (Fig. 3) and the highest mean precision value. Other performance parameters (such as recall, F-Measure) have not been compared since they have not be indicated in the papers related with the rest of the methods.
B. Case Study 2: Geoeye Satellite Imagery
The Geoeye [37] dataset is composed of 1003 multi-resolution patches of Digital Globe Earth observation satellite imagery with up to m spatial resolution. The dataset is categorized in 7 classes corresponding to different geographical locations (Fig. 4) . All the resolutions have been processed with the same trace transform parameters. During the data mining process Bayesian networks have shown the best performance, reaching an accuracy of 94.51% in a k-fold 10 test. The final dimensionality of the feature space has been reduced to 61 attributes. Table II shows the confusion matrix of the classification results.
IV. CONCLUSION
We have shown that the DITEC method provides highly discriminant features for context categorization purposes that can be encoded as considerably short feature vectors. We have presented the geometrical constraints of the trace transform that can be optimized to efficiently represent the information contained in the original images. We also have demonstrated that the dimensionality reduction in terms of mean and kurtosis value pair of frequency coefficients results in a very robust set of features in terms of precision. For different resolution ( ) settings the accuracy has maintained around 82% for the Corel 1000 dataset and 92% for Geoeye.
Moreover, the method has successfully identified visual similarities within the datasets, and as seen in the validation section, some incorrectly classified instances are in fact visually similar to those pointed out by the classifier. 
