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Abstract: This paper studies delayed synchronization of continuous-time multi-agent systems (MAS) in the presence of
unknown nonuniform communication delays. A delay-free transformation is developed based on a communication network
which is a directed spanning tree, which can transform the original MAS to a new one without delays. By using this
transformation, we design a static protocol for full-state coupling and a dynamic protocol for delayed state synchronization
for homogeneous MAS via full- and partial-state coupling. Meanwhile, the delayed output synchronization is also studied
for heterogeneous MAS, which is achieved by using a low-gain and output regulation based dynamic protocol design via the
delay-free transformation.
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1 Introduction
The problem of synchronization among agents in a multi-
agent system has received substantial attention in recent years,
because of its potential applications in cooperative control of
autonomous vehicles, distributed sensor network, swarming
and flocking and others. The objective of synchronization
is to secure an asymptotic agreement on a common state or
output trajectory through decentralized control protocols (see
[1, 7, 9, 11, 13, 17, 24] and references therein).
Recently synchronization in a network with time delay has
attracted a great deal of interest. As clarified in [3], we can
identify two kinds of delay. Firstly there is communication
delay, which results from limitations on the communication
between agents. Secondlywe have input delay,which is due to
computational limitations of an individual agent. Manyworks
have focused on dealing with input delay (see e.g. [10, 12, 16,
20, 22, 23, 26, 27]), but communication delay is much less
understood at this moment. In the case of communication
delay, only for a constant synchronization trajectory do we
preserve the diffusive nature of the network. This diffusive
nature is an intrinsic part of the currently available design
techniques and hence only this case has been studied. Some
works in this area can be seen in [2, 8, 21, 22].
References [4] and [5] solved the synchronization problem for
nonlinear heterogeneous MAS with unknown non-uniform
constant communication delays. Some other results for non-
uniform communication delays can also be found in [8, 14,
15, 21, 25].
On the other hand, the concept of delayed synchronization
was introduced in [4] and [5]. Compared with general syn-
chronization problem, delayed synchronization allows a fixed
signal lag from parents node to their son node when constant
communication delay is considered. It means that there exists
a fixed distance (or some other physical quantities) between
two agents to keep moving. But, due to the restriction of
strongly connected network, the synchronized trajectory must
converse to a constant.
In this paper, we study delayed synchronization problems of
MAS in the presence of unknown communication delays. The
communication network is assumed to be a directed spanning
tree (i.e., it has one root node and the other non-root nodes
have indegree one). The contribution of this paper is threefold:
• A delay-free transformation is established to remove the
effect from unknown communication delays, and obtain
a transformed MAS without communication delays.
• We develop the delayed state synchronization results of
homogeneous MAS based on the delay-free transfor-
mation, and obtain a dynamic synchronized trajectory.
Static and dynamic protocol designs are provided for
both full- and partial-state coupling cases respectively.
• We also develop the delayed output synchronization re-
sults of heterogeneousMAS. A low-gain and output reg-
ulation based dynamic protocol design is provided via
the delay-free transformation.
We will see that, compared to earlier work, our approach is
limited to a graphwhich is a directed spanning tree. However,
the intrinsic advantage is that the synchronized trajectory is
not limited to a constant but will follow the trajectory of the
root agent.
Notations and definitions: Given a matrix A ∈ Rm×n, AT
and A∗ denote the transpose and conjugate transpose of A,
respectively while ‖A‖ denotes the induced 2-norm of A. A
square matrix A is said to be Hurwitz stable if all its eigen-
values are in the open left half complex plane. A ⊗ B depicts
the Kronecker product between A and B. In denotes the n-
dimensional identity matrix and 0n denotes n×n zero matrix;
we will use I or 0 if the dimension is clear from the context.
A weighted directed graph G is defined by a triple (V, E,A)
whereV = {1, . . . , N} is a node set,E is a set of pairs of nodes
indicating connections among nodes, andA = [aij ] ∈ R
N×N
is the weighting matrix, and aij > 0 iff ( j, i) ∈ E. Each pair in
E is called an edge. A path from node ik to i1 is a sequence of
nodes {i1, . . . , ik} such that (ij, ij+1) ∈ E for j = 1, . . . , k − 1.
A directed tree is a subgraph (subset of nodes and edges) in
which every node has exactly one parent node except for one
node, called the root, which has no parent node. In this case,
the root has a directed path to every other node in the tree. A
directed spanning tree is a subgraph which is a directed tree
containing all the nodes of the original graph. An agent is
called a root agent if it is the root of some directed spanning
tree of the associated graph. Let ΠG denote the set of all root
agents for a graph. For a weighted graphG, a matrix L = [ℓij ]
with
ℓij =
{ ∑N
k=1 aik, i = j,
−aij, i , j,
(1)
is called the Laplacian matrix associated with the graph G.
In the case where G has non-negative weights, L has all its
eigenvalues in the closed right half plane and at least one
eigenvalue at zero associated with right eigenvector 1.
2 Problem formulation
We will study a MAS consisting of N identical agents:{
Ûxi(t) = Axi(t) + Bui(t),
yi(t) = Cxi(t),
(2)
where xi(t) ∈ R
n, ui(t) ∈ R
m and yi(t) ∈ R
p are the state,
input and the output, respectively, of agent i for i = 1, . . . , N .
Assumption 1 We assume that
• (A, B, C) is stabilizable and detectable.
• All eigenvalues of A are in the closed left half complex
plane.
The communication network provides agent i with the follow-
ing information,
ζi(t) =
N∑
j=1
aij
[
yi(t) − yj (t − τij )
]
(3)
where aij > 0 and aii = 0. This communication topology
of the network can be described by a weighted graph G with
weighting matrix A = [aij ]. We can obtain the associated
Laplacian matrix L via (1).
Here τij ∈ R
+ represents an unknown constant communica-
tion delays from agent j to agent i. This communication delay
implies that it takes τij seconds for agent j to transfer its state
information to agent i. Furthermore, we assume Agent 1 is
root of graph in this paper.
Definition 1 For any β > 0, letGN
β
denote the set of directed
graphs with N nodes which are equal to a directed spanning
tree for which the corresponding Laplacian matrix L is lower
triangular with the top row identical to zero which has the
property that ℓii > β for i = 2, . . . , N while agent 1 is the root
agent. Similarly for any α > β > 0, let GN
α,β
denote the set of
directed graphs with N nodes which are equal to a directed
spanning tree for which the corresponding Laplacian matrix
L is lower triangular with the first row equal to zero with the
property that β 6 ℓii 6 α for i = 2, . . . , N .
Remark 1 Note that any graph which is a directed spanning
tree will have a lower triangular Laplacian matrix after a
possible reordering of the agents.
For the graph defined by Definition 1, we know the Laplacian
matrix L is lower triangularwith the first row identical to zero.
Therefore, we have
L =
©­­­­­­­«
0 0 0 · · · 0
ℓ21 ℓ22 0 · · · 0
ℓ31 ℓ32 ℓ33
. . .
...
...
. . .
. . .
. . . 0
ℓN1 · · · ℓN,N−2 ℓN,N−1 ℓN,N
ª®®®®®®®¬
.
Since the graph is equal to a directed spanning tree, there
are in every row (except the first one) exactly two elements
unequal to 0.
Our goal is to achieve delayed state synchronization among
agents in a MAS, that is
lim
t→∞
[
xi(t) − xj (t − τij )
]
= 0, (4)
for all i, j ∈ {1, . . . , N}.
For the MAS (2), we formulate delayed state synchronization
problems as follows.
Problem 1 Consider a MAS described by agents (2) and (3)
associated with a directed graph G ∈ GN
β
is equal to a span-
ning tree, where GN
β
is defined in Definition 1. The delayed
state synchronization problem with a set of graphs GN
β
in the
presence of unknown, nonuniform, arbitrarily large commu-
nication delays is to find a distributed static protocol of the
type,
ui(t) = Fζi(t), (i = 1, . . . , N) (5)
for each agent such that (4) is satisfied for all i, j ∈ {1, . . . , N},
for any directed graph G ∈ GN
β
and for any communication
delay τij ∈ R
+.
Problem 2 Consider a MAS described by agents (2) and (3)
associated with a directed graph G ∈ GN
α,β
is equal to a
spanning tree, where GN
α,β
is defined in Definition 1. The
delayed state synchronization problem with a set of graphs
G
N
α,β
in the presence of unknown, nonuniform, arbitrarily
large communication delays is to find a distributed dynamic
protocol of the type,{
Ûχi(t) = Ac χi(t) + Bcζi(t),
ui(t) = Cc χi(t) + Dcζi(t),
(6)
for each agent such that (4) is satisfied for all i, j ∈ {1, . . . , N},
for any directed graph G ∈ GN
β
and for any communication
delay τij ∈ R
+.
3 Delayed state synchronization for homogeneous
MAS with communication delays
In this section, we will give delayed state synchronization re-
sults based on algebraic Riccati equation for full- and partial-
state coupling.
3.1 Full-state coupling
Firstly, we consider full-state coupling (i.e.,C = I). We define
x˜i(t) = xi(t + τ¯i,1)
where τ¯i,1 denotes the sum of delays from agent i to the root
(agent 1) based on its path, and τij = τ¯i,1 − τ¯j,1. Then, we
have
ζ˜i(t) = ζi(t + τ¯i,1) =
N∑
j=1
aij
[
xi(t + τ¯i,1) − xj (t + τ¯i,1 − τij )
]
=
N∑
j=1
aij (x˜i(t) − x˜j (t))
and u˜i(t) = ui(t + τ¯i,1). Especially, we have τ¯1,1 = 0, i.e.,
x˜1(t) = x1(t) and u˜1(t) = 0 (since ζ˜1(t) = ζ1(t) = 0). Thus,
(2), (3) and (5) yield:
Û˜xi(t) = Ax˜i(t) +
N∑
j=1
ℓijBFx˜j(t) (7)
Thus, our synchronization objective can be expressed as
lim
t→∞
[
x˜i(t) − x˜j (t)
]
= 0. (8)
We define
x˜(t) =
©­­­­«
x˜1(t)
x˜2(t)
...
x˜N (t)
ª®®®®¬
.
We have
Û˜x(t) = (I ⊗ A + L ⊗ (BF)) x˜(t). (9)
This is referred to as our delay-free transformation.
Further, let
η1(t) = x˜1(t), and ηi(t) = x˜i(t) − x˜1(t) with i = 2, . . . , N,
we have
η =
©­­­­«
η1
η2
...
ηN
ª®®®®¬
=
©­­­­«
x˜1(t)
x˜2(t) − x˜1(t)
...
x˜N (t) − x˜1(t)
ª®®®®¬
= (T ⊗ I)x˜(t).
for some suitable defined matrix T . Thus, based on the above
transformation T , we obtain new expression of (9),
Ûη(t) =
(
IN ⊗ A + LQ ⊗ (BF)
)
η(t) (10)
where
LQ = T LT
−1
=
(
0 0
0 LQ
)
=
©­­­­­­­«
0 0 0 · · · 0
0 ℓ22 0 · · · 0
0 ℓ32 ℓ33
. . .
...
...
...
. . .
. . . 0
0 ℓN2 · · · ℓN,N−1 ℓN,N
ª®®®®®®®¬
, (11)
where LQ is a positive-definite lower triangular matrix.
Obviously, due to the structure of LQ, the synchronization of
(9) is equivalent to the asymptotic stability of the following
N − 1 subsystems,
Ûηi(t) = (A + ℓiiBF)ηi(t), i = 2, . . . , N . (12)
If (12) is globally asymptotically stable for i = 2, . . . , N , we
see from the above that ηi(t) → 0 for i = 2, . . . , N . This
implies that
x˜(t) − (T−1 ⊗ I)
©­­­­«
η1(t)
0
...
0
ª®®®®¬
→ 0.
Note that the first column of T−1 is equal to the vector 1 and
therefore
x˜i(t) − η1(t) → 0
for i = 1, . . . , N . This implies that we achieve state synchro-
nization.
Conversely, suppose that the network (12) reaches state syn-
chronization. In this case, we shall have
x˜(t) − 1 ⊗ x˜1(t) → 0
for all initial conditions. Then η(t) − (T1) ⊗ x˜1(t) → 0. Since
1 is the first column of T , we have
T1 =
©­­­­«
1
0
...
0
ª®®®®¬
.
Therefore, η(t)−(T1)⊗ x˜1(t) → 0 implies that η1(t)− x˜1(t) →
0 and ηi(t) → 0 for i = 2, . . . , N for all initial conditions.
Thus, we obtain the following lemma.
Lemma 1 The MAS (9) achieves state synchronization if and
only if the system (12) is globally asymptotically stable for
i = 2, 3, . . . , N . The synchronized trajectory converses to the
trajectory of the root agent.
We let
w =
(
1 0 · · · 0
)
be the normalized left eigenvector associated with the zero
eigenvalue of L. Then, from Lemma 1, we have
Ûη1(t) = Aη1(t), η1(0) = x˜1(0), (13)
In other words, η1(0) is the initial condition of the root agent.
Therefore, the synchronized trajectory given by (13) yields
that the synchronized trajectory is given by
xs(t) = e
At x˜1(0) = e
At x1(0), (14)
which is the trajectory of the root agent and delay-free. There-
fore, the root agent is sometimes referred to as the leader.
Protocol design: For full-state coupling, we design a pa-
rameterized static protocol of the form:
ui(t) = −ρB
TPζi(t), (15)
where P > 0 is the unique solution of the continuous-time
algebraic Riccati equation,
ATP + PA − PBBTP + Q = 0, (16)
with Q > 0, and ρ > 1
2β
with ℓii > β > 0.
Using an algebraic Riccati equation we can design a suitable
protocol provided (A, B) is stabilizable. The synchronization
based on protocol (15) is as follows.
Theorem 1 Consider a MAS described by (2) and (3). Let
any β > 0 be given, and consider the set of network graphs
G
N
β
with ℓii > β.
If (A, B) is stabilizable, then the state synchronizationproblem
stated in Problem 1 with G = GN
β
is solvable. In particular,
the protocol (15) solves the state synchronization problem for
any graph G ∈ GN
β
and τij ∈ R
+. Moreover, the synchronized
trajectory is given by (14).
Proof: For protocol (15), we can obtain
u˜i(t) = −ρB
TP ζ˜i(t).
By using the delay-free transformation, it means that we only
need to prove that the system
Ûz(t) = (A − ℓiiρBB
TP)z(t) (17)
is asymptotically stable for any ℓii that satisfies ℓii > β.
We observe that
(A − ℓiiρBB
TP)TP + P(A− ℓiiρBB
TP)
= −Q − (2ℓiiρ − 1)PBB
TP
6 −Q.
Therefore, (A − ℓiiρBB
TP) is Hurwitz stable for any ℓii >
β > 0. Based on Lemma 1, the delayed state synchronization
result can be proved.
3.2 Partial-state coupling
In the following, we give the transformation for partial state
coupling. Similar to the case of full-state coupling, we have
the following expression for(2) and (3) by using our delay-free
transformation,{
Û˜xi(t) = Ax˜i(t) + Bu˜i(t)
ζ˜i(t) =
∑N
j=1 aij (y˜i(t) − y˜j (t))
(18)
with x˜i(t) = xi(t − τ¯i,1), y˜i(t) = yi(t − τ¯i,1).
The MAS described by (2) and (3) after implementing the
dynamic protocol (6) is described by
Û¯xi(t) =
(
A BCc
0 Ac
)
x¯i(t) +
(
BDc
Bc
)
ζ˜i(t),
y˜i(t) =
(
C 0
)
x¯i(t),
ζ˜i(t) =
N∑
j=1
aij (y˜i(t) − y˜j (t)),
(19)
for i = 1, . . . , N , where
x¯i(t) =
(
x˜i(t)
χi(t)
)
, x¯(t) =
©­­«
x¯1(t)
...
x¯N (t)
ª®®¬
Define
A¯ =
(
A BCc
0 Ac
)
, B¯ =
(
BDc
Bc
)
, C¯ =
(
C 0
)
.
Then, the overall dynamics of the N agents can be written as
Û¯x(t) = (IN ⊗ A¯ + L ⊗ B¯C¯)x¯(t). (20)
So, this is the delay-free system obtained after our transforma-
tion forMASwith unknown communication delays via partial
state coupling.
The synchronization of (20) is equivalent to the asymptotic
stability of the following N − 1 subsystems,
Û¯ηi = (A¯ + ℓii B¯C¯)η¯i, i = 2, . . . , N . (21)
Similar to Lemma1, we obtain the following lemma for partial
state coupling.
Lemma 2 The MAS (20) achieves state synchronization if
and only if the system (21) is globally asymptotically stable
for i = 2, 3, . . . , N . The synchronized trajectory converges to
the trajectory of the root agent of (20).
Meanwhile, we have
Û¯η1(t) = Aη¯1(t), η¯1(0) = x¯1(0), (22)
Therefore, the synchronized trajectory given by (22) yields
that the synchronized trajectory is given by
xs(t) = (I 0)e
A¯t x¯1(0) = e
At x1(0). (23)
Protocol design: For partial-state coupling, we design a
parameterized dynamic protocol of the form:{
Ûχi(t) = (A + KC)χi(t) − Kζi(t),
ui(t) = −β
−1BTPδ χi(t),
(24)
whereK is amatrix such that A+KC is Hurwitz stable, Pδ > 0
is the unique solution of the continuous-time algebraicRiccati
equation,
ATPδ + PδA − PδBB
TPδ + δI = 0. (25)
with ℓii > β > 0.
Theorem 2 Consider a MAS described by (2) and (3). Let
any α > β > 0 be given, and consider the set of network
graphs GN
α,β
with α > ℓii > β.
If (A, B) is stabilizable and (A,C) is observable, then the state
synchronization problem stated in Problem 2 with G = GN
α,β
is solvable. In particular, there exists a δ∗ > 0 such that
for any δ ∈ (0, δ∗], the dynamic protocol (24) solves the
state synchronization problem for any graph G ∈ GN
α,β
and
τij ∈ R
+. Moreover, the synchronized trajectory is given by
(23).
Proof: For dynamic protocol (24), we have{
Û˜χi(t) = (A + KC) χ˜i(t) − K ζ˜i(t),
u˜i(t) = −β
−1BTPδ χ˜i(t),
by using our delay-free transformation.
From (2), (3), and protocol (24), it means that we only need
to prove that the system{
Û˜x(t) = Ax˜(t) − ℓiiβ
−1BBTPδ χ˜(t),
Û˜χ(t) = (A + KC) χ˜(t) − KCx˜(t),
(26)
is asymptotically stable for α > ℓii > β.
Define e(t) = x˜(t) − χ˜(t). The system (26) can be rewritten
in terms of x and e as{
Û˜x(t) = (A − ℓiiβ
−1BBTPδ)x˜(t) + ℓiiβ
−1BBTPδe(t)
Ûe(t) = (A + KC + ℓiiβ
−1BBTPδ)e(t) − ℓiiβ
−1BBTPδ x˜(t).
(27)
Since ℓii > β, we have
(A − ℓiiβ
−1BBTPδ)
TPδ + Pδ(A − ℓiiβ
−1BBTPδ)
6 −δI − PδBB
TPδ .
Define V1 = x˜
T(t)Pδ x˜(t) and v = −B
TPδ x˜(t). We can derive
that
ÛV1 6 −δ‖ x˜(t)‖
2 − ‖v‖2 + θ(δ)‖e(t)‖‖v‖,
where
θ(δ) = ℓiiβ
−1 ‖BTPδ ‖ .
Clearly, θ(δ) → 0 as δ → 0.
Let Q be the positive definite solution of the Lyapunov equa-
tion,
(A + KC)TQ + Q(A + KC) = −2I .
Since Pδ → 0 and ℓii is bounded (we have ℓii < α), there
exists a δ1 such that for all δ ∈ (0, δ1],
(A+KC+ℓiiβ
−1BBTPδ)
TQ+Q(A+KC+ℓiiβ
−1BBTPδ) 6 −I .
Define V2 = e
T(t)Qe(t). We get
ÛV2 6 −‖e(t)‖
2
+ M‖e(t)‖‖v‖
where
M = 2ℓiiβ
−1‖QB‖.
Define V = 4M2V1 + 2V2. Then
ÛV 6 −4M2δ‖ x˜(t)‖2 − 2‖e(t)‖2 − 4M2‖v‖2
+ (4M2θ(δ) + 2M)‖e(t)‖‖v‖.
There exists a δ∗ 6 δ1 such that 4M
2θ(δ) 6 2M for all
δ ∈ (0, δ∗]. Hence for a δ ∈ (0, δ∗],
ÛV 6 −4M2δ‖ x˜(t)‖2 − ‖e(t)‖2 − (‖e(t)‖ − 2M‖v‖)2.
We conclude that the system (26) is asymptotically stable
for α > ℓii > β. Based on Lemma 2, the delayed state
synchronization result can be proved.
4 Delayed output synchronization for heteroge-
neous MAS with communication delays
In this section,we consider the following heterogeneousMAS,
Ûxi(t) = Aixi(t) + Biui(t),
yi(t) = Ci xi(t),
(28)
where xi(t) ∈ R
ni , ui(t) ∈ R
mi and yi(t) ∈ R
p are the state,
input and the output, respectively, of agent i for i = 1, . . . , N .
Meanwhile, the communication network provides agent i with
formof (3) including time delay τij . Similarly, we can obtain a
delay-free transformation for (28) by letting x˜i(t) = xi(t+τ¯i,1),
y˜i(t) = yi(t + τ¯i,1), u˜i(t) = ui(t + τ¯i,1), and ζ˜i(t) = ζi(t + τ¯i,1).
Meanwhile, MAS (28) satisfies the following assumption.
Assumption 2 We assume that
• (Ai, Bi , Ci) is stabilizable and detectable.
• All eigenvalues of Ai are in the closed left half complex
plane.
• (Ai, Bi , Ci , 0) is right-invertible.
• (Ai, Bi , Ci , 0) has no invariant zeros in the closed right-
half complex plane that coincide with the eigenvalues of
A1 (the system matrix of the root agent).
Thus, we can transform (2), (3) and (5) as
Û˜xi(t) = Ai x˜i(t) + Bi u˜(t)
y˜i(t) = Ci x˜i(t)
u˜i(t) =
∑N
j=1 ℓijFi x˜j (t).
(29)
Given the model (29) and graph which is a directed spanning
tree, all earlier approaches can also be applied to a heteroge-
neous MAS. Here we will give design scheme to obtain the
delayed state synchronization results based on [6].
Since the graph is equal to a directed spanning tree, it only
has a single root which is Agent 1. Moreover, u1 = 0. In this
section, our goal is achieve delayed output synchronization
lim
t→∞
[
yi(t) − yj (t − τij )
]
= 0. (30)
For the heterogeneousMAS (28), we formulate delayed output
synchronization problem as follows.
Problem 3 Consider a MAS described by agents (28) and (3)
associated with a directed graph G ∈ GN
β
is equal to a span-
ning tree where GN
β
is defined in Definition 1. The delayed
output synchronization problem given the set of graph GN
β
in
the presence of unknown, nonuniform, arbitrarily large com-
munication delays is to find a distributed dynamic protocol of
the type (6), for each agent such that (30) is satisfied for all
i ∈ {1, . . . , N}, for any directed graph G ∈ GN
β
and for any
communication delay τij ∈ R
+.
Then, we let
ei(t) = y˜i(t) − y˜1(t),
and (29) can be rewritten as(
Û˜xi(t)
Û˜x1(t)
)
=
(
Ai 0
0 A1
) (
x˜i(t)
x˜1(t)
)
+
(
Bi
0
)
u˜i(t)
ei(t) =
(
Ci −C1
) ( x˜i(t)
x˜1(t)
) (31)
Then, let Oi be the observability matrix,
Oi =
©­­­­«
Ci −C1
CiAi −C1A1
...
...
CiA
ni+n1−1
i
−C1A
ni+n1−1
1
ª®®®®¬
.
Let qi denote the dimension of the null space ofOi, and define
ki = n1 − qi . Next, define Λ
u
i
∈ Rni×qi andΦu
i
∈ Rn1×qi such
that
Oi
(
Λ
u
i
Φ
u
i
)
= 0, rank
(
Λ
u
i
Φ
u
i
)
= qi .
Because (Ai, Ci) is observable, Λ
u
i
and Φu
i
have full column
rank. Next, we define Λc
i
and Φc
i
such that Λi = [Λ
u
i
Λ
c
i
] ∈
R
ni×ni and Φi = [Φ
u
i
Φ
c
i
] ∈ Rn1×n1 are nonsingular. Thus,
we define a new state x¯i(t) ∈ R
ni+ki as
x¯i(t) =
(
x˜i(t) − ΛiMiΦ
−1
i
x˜1(t)
−NiΦ
−1
i
x˜1(t)
)
,
where
Mi =
(
Iqi 0
0 0
)
∈ Rni×n1, and Ni =
(
0 Iki
)
∈ Rki×n1 .
Based on this new state variable x¯i(t), we can transform (31)
as
Û¯xi(t) = A¯i x¯i(t) + B¯iu˜i(t) =
(
Ai A¯
i
12
0 A¯i
22
)
x¯i(t) +
(
Bi
0
)
u˜i(t)
ei(t) = C¯i x¯i(t) =
(
Ci −C¯
i
2
)
x¯i(t)
(32)
Further, we define φi(t) = Ξi x¯i(t) with
Ξi =
©­­­­«
C¯i
C¯i A¯i
...
C¯i A¯
n¯−1
i
ª®®®®¬
,
where n¯ > ni + n1. Note that Ξi is not necessarily a square
matrix; however, due to observability of (A¯i, C¯i), Ξi is injec-
tive, which implies that ΞT
i
Ξi is nonsingular. Meanwhile, we
obtain a new expression of (32),
Ûφi(t) = (Ao + K
i
o)φi(t) + Bou˜i(t)
ei(t) = Coφi(t)
(33)
where
Ao =
(
0 Ip(n¯−1)
0 0
)
∈ Rpn¯×pn¯, Co =
(
Ip 0
)
∈ Rp×pn¯,
Bo = Ξi B¯i, and K
i
o =
(
0
Gi
)
with Gi = C¯i A¯
n¯
i
(ΞTΞ)−1ΞT.
Thus, we will design a dynamic protocol of the form
Ûˆφi(t) = (Ao + K
i
o)φˆi(t) + Bou˜i(t) + HεQεC
T
o(ζ˜(t)
−
∑N
j=1 ℓijCo φˆ j(t))
ˆ¯xi(t) = (Ξ
T
Ξ)−1ΞTφˆi(t)
u˜i(t) = Fi ˆ¯xi(t)
(34)
where
Fi =
(
Ki Γi − KiΠi
)
Ki is chosen such that Ai + BiKi is Hurwitz stable. Γi and Πi
satisfy the following regulator equations,
Πi A¯
i
22
= AiΠi + A¯
i
12
+ BiΓi
CiΠi = C¯
i
2
(35)
Hε = diag(Ipε
−1, Ipε
−2, . . . , Ipε
−n¯) ∈ Rpn¯×pn¯, Qε > 0 is the
unique solution of the following algebraic Riccati equation
(Ao+Kε)Qε+Qε(Ao+Kε)
T−2βQεC
T
oCoQε+ Ipn¯ = 0 (36)
with 0 < β 6 ℓii for i = 2, . . . N ,
Kε =
(
0
εn¯+1KHε
)
∈ Rpn¯×pn¯,
K ∈ Rp×pn¯ is chosen matrix. And (Ao + Kε , Co) is always
observable. Meanwhile, Qε → 0 when ε → 0.
By designing the dynamic protocol (34), the following theo-
rem can be obtained.
Theorem 3 Consider a MAS described by agents (28) and
(3) satisfying Assumption 2.
The delayed output synchronization problem stated in Prob-
lem 3 is solvable for the set of graphs GN
β
. In particular,
protocol (34) solves the state synchronization problem for any
graph G ∈ GN
β
and any τij ∈ R
+.
Proof: To achieve output regulation our design includes two
steps: observer design and state feedback design.
Step 1) Observer design.
Let LQ be the matrix obtained by removing the first row and
column of L as already used in (11). Clearly, LQ is a lower
triangular matrix and all its eigenvalues are greater than β,
i.e., ℓii > β.
Let φ˜i(t) = φi(t) − φˆi(t) for i = 2, . . . , N , then we have
Û˜φi(t) = (Ao + K
i
o)φ˜i(t) − HεQεC
T
o(ζ˜(t) −
N∑
j=2
ℓijCo φˆ j (t))
= (Ao + Ko)φ˜i(t) − (Ko − K
i
o)φ˜i(t)
−
N∑
j=2
ℓijHεQεC
T
oCo φ˜ j (t)
with Ko = [0, K
T]T.
Then, we set ξi(t) = ε
−1H−1ε φ˜i(t), we have
ε Ûξi(t) = (Ao+Kε)ξi(t)−K
i
εξi(t)−
N∑
j=2
ℓijQεC
T
oCoξj (t) (37)
where
K iε =
(
0
εn¯+1(Ko − K
i
o)Hε
)
.
Since L¯ is a positive lower triangular matrix and the graph is
diverge, we have
ε Ûξ2(t) = (Ao + Kε − ℓ22QεC
T
oCo)ξ2(t) − K
2
εξ2(t)
ε Ûξj (t) = (Ao + Kε − ℓj jQεC
T
oCo)ξj (t) − K
j
εξj (t)
− ℓijQεC
T
oCoξi(t)
with i < j. That means we just need to prove Ao + Kε −
ℓiiQεC
T
oCo − K
i
ε is asymptotically stable.
Thus, based on (36) and ℓii > β, we have
Q−1ε (Ao + Kε − ℓiiQεC
T
oCo − K
i
ε)
+ (Ao + Kε − ℓiiQεC
T
oCo − K
i
ε)
TQ−1ε
=Q−1ε
[
−Ipn¯ − 2(ℓii − β)QεC
T
oCoQε
−K iεQε − Qε(K
i
ε)
T
]
Q−1ε
6Q−1ε
[
−Ipn¯ − K
i
εQε − Qε(K
i
ε)
T
]
Q−1ε . (38)
Since K iε is a high-order term of ε, there exist a ε
∗ such that
2‖K iεQε ‖ 6 1.
It means we can obtain Ao +Kε − ℓiiQεC
T
oCo −K
i
ε is asymp-
totically stable for any ε < ε∗.
Thus, we obtain ξi(t) → 0 as t → ∞. That is to say, we have
φi(t) → φˆi(t). Finally, we have
ˆ¯xi(t) → x¯i(t), as t → ∞.
Step 2). State feedback designing to solve output regulation.
The observer designing implies u˜i(t) = Fi x¯i(t) for t → ∞,
i.e., control signal converses to a state feedback protocol.
Meanwhile, we need to achieve limt→∞ ei(t) = 0, it can be
considered as an output regulation problem. From (32), we
define x¯(t) = [(x¯i
1
(t))T, (x¯i
2
(t))T]T. Thus, we have exosystem
Û¯xi2(t) = A¯
i
22 x¯
i
2(t)
and the regulation system
Û¯xi1(t) = Ai x¯
i
1(t) + A¯
i
12 x¯
i
2(t) + Biu˜i(t).
Since (Ai, Bi) is stabilizable and the eigenvalues of A¯
i
22
are
in closed right-half plane, we know protocol u˜i(t) = Fi x¯i can
solve this regulation problem based on [19, Theorem 2.3.1],
if the regulator equation (35) is solvable. From [19, Corollary
2.5.1], the regulator equations are solvable if, for each λ that
is an eigenvalue of A¯i
22
, the rank of Rosenbrock systemmatrix
rank
(
Ai − λ Bi
Ci 0
)
= ni + p.
The Rosenbrock system matrix has normal rank ni + p due
to rightinvertibility of the quadruple (Ai , Bi, Ci , 0) (see [18,
Property 3.1.6]). Since this quadruple has no invariant zeros
coinciding with eigenvalues of A1 and the eigenvalues of A¯
i
22
are a subset of the eigenvalues of A1, it follows that the rank
of the Rosenbrock system matrix is equal to the normal rank
for each λ that is an eigenvalue of A¯i
22
.
Thus, we can achieve the delayed output synchronization by
limt→∞ ei(t) = 0, i.e., achieve (30).
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