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Abstract 
This paper presents a collection of new Augmented Reality interfaces based on Processing. In this research, the 
augmented object is the user him/herself, without the need to wear any kind of marker since his/her own face is 
detected. Once this task is done, different simulations of interfaces are created depending on the purpose of 
each approach. This brings a vast range of new possibilities in which a user’s information can be sorted and 
accessed. Besides the interfaces, we consider other kinds of approaches with an artistic nature. A total of seven 
applications are designed, according to two aspects: two as technical approaches, four with artistic 
considerations and a last one which is a combination of technical and artistic. In the first ones, personal data can 
be searched such as professional information, first aid help, legal data or medical information. In the artistic 
approach, several concepts are studied: privacy, interpersonal communication issues or the link between 
identity perception and face features. A group of people, including medical professionals, tried these interfaces 
and evaluated them as feedback for the research. Finally, some conclusions are presented and further work 
possibilities are suggested. 
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1. Introduction 
The Augmented User Interfaces are simulations of applications and artistic essays which use programming 
libraries based on the free software Processing [1]. The applications are designed to visualize data as in 
Augmented Reality (AR) interfaces. In this research, data are not linked to AR markers or GPS locations but to 
users, using their own faces as the key to create the spatial link to virtual data and to access the user’s 
information. This means that users have a virtual side which can be seen when the recognition of their facial 
features is performed. 
Usually, alpha-numerical codes linked to an individual are used for the official his/her identification, e.g. 
passports or ID cards. Here we suggest more human-like identification methods and interfaces that allow the 
display of personal information. For a better understanding, two basic concepts are explained in detail below. 
1.1. Biometrics 
Biometrics is a science which studies the identification of individuals by their characteristics or traits [2]. 
One of the most common methods of identification is the recognition of facial features. We have to distinguish 
between FD and FR. The methods of FD make a tracking of the image captured by a digital camera and they 
detect the existence of faces in it. For the FR, these methods are only a part of the process which ends up 
differentiating each face in the image and giving them different identities. In this study, we use FD to simulate 
the functions that would be accomplished after a FR process. 
There already are companies creating products for identity authentication combining different methods with 
the FR ones. These products are used in daily situations such as the assistance of students to the school 
classrooms or workers to their offices. 
1.2. Augmented User (AU) 
There already exist two concepts of Augmented User. Mackay [3] considers a user augmented if he/she has 
the tools to visualize layers of AR. In the case of Portalés [4], a user is augmented through wearable AR 
markers upon which 3D Models are shown, altering the user’s identity. In this study we augment an individual 
showing his/her own personal information such as relations within a group of people (family ties, friendship, 
shared activities, etc.) or also identity data such as professional or medical information, legal data, and so on. 
We consider that this information belongs to the virtual side of the individual. 
Very often, some personal data are required by some organizations and we consider that the identification 
process could be performed throughout biometric methods like FR. With this, the data access in real life would 
be similar to the OpenId standard [5] achieved in the Internet. Thus, a user would just need a scan of his/her 
facial features to allow others to visualize the needed information. 
2. Augmented Reality and displays 
Nowadays we can already find some interfaces [6-8] that display personal information uploaded to social 
networks in the Internet by the user him/herself, performing FR methods to accomplish it. Some of them use 
smartphones as screen-based video see-through displays. These devices combine advantageous solutions to 
overcome the problem of powerful processors able to work with data and graphics in real time in wearable 
technology. Some others are based on simple screens, displaying the processed image of a digital camera. 
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3. System 
3.1. Interface simulation 
This system consists of:  
- a DV-Camera. 
- a computer graphics workstation. 
- Processing and libraries. 
 
Processing takes the image captured by the digital camera with the JMyron library [9]. The PFaceDetect 
library [10] detects the existence of faces. The processed image is displayed on the screen with overlapped 
layers containing buttons, images and text. In some interfaces a part of the information shown as personal data 
is taken from external text files, simulating a data base which can be accessed through the FR. 
3.2. Artistic essays 
In this part of the research we study concepts regarding to the perception of the identity through facial 
features. A prototype is built simulating a typical piece of furniture of restrooms that usually contains a sink 
and a mirror but only with a computer screen which will make the function of an augmented mirror (Fig. 1). 
The digital camera is placed upon the screen and as near as possible to it. 
For the construction of the piece, the height where the screen is placed and the orientation of the camera 
depend on the height of the possible users taking part in the experience. Also illumination of the users is 
important for the correct and accurate functioning of the library detecting faces. 
 
 
Fig. 1. Prototype for the artistic essays. 
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Fig. 2. General information interface. Detail of the framed face with the menu buttons and the information panel. 
4. Interface 1: General information. 
This interface allows users to access to information of a person in everyday scenarios with a wearable 
device. The data are divided in the following sections: first aid information, professional information (studies, 
current and past jobs and publications) and legal information (arrests, charges, pending cases, trials and 
sentences). 
Obviously, some of the information will not be accessible to all the users. In this case, legal information 
would be restricted to Police and other security organizations. 
The user sees the face of an individual framed by lines and an access button under it. Clicking on this button 
or on the face itself, a new menu appears, giving the chance to access to any of the sections that are mentioned 
above. The information will be displayed next to the face with a semitransparent background, which makes 
reading of the data easier, preventing it to be misread due to the environment colors. Those sections with more 
options offer submenus located at the top of the panel. 
5. Essay 1: Live anonymous 
During all the process of the research, we had several doubts about the access to personal data by other users 
and the damage to privacy this can cause. This leads us to create an application which makes the opposite 
effect, using the FR to keep our identity anonimous. Every time the software detects a face in front of the 
camera, this application draws some of its pixels with bigger width and height in order to make it 
unrecognizable. The pixilation method is well known from appearing in TV when somebody wants to keep 
his/her identity anonymous. 
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Fig. 3. Live anonymous. Detail of pixelate face. 
 
 
Fig. 4. Identity escape. Detail of features sliding down. 
 
6. Essay 2: Identity escape 
Interfaces like the first one explained in point 4 may change the communication between individuals: instead 
of talking with other people in order to get to know them slowly, one could visualize their personal information 
and then decide those who are interesting to be known and reject the others without exchanging any word with 
them. 
But our identity is not created in an isolated way; we build it depending on our surroundings and the people 
around us. Thus, interpersonal communication plays an important role in it. A change in the way we 
communicate with people could affect to our identity [11]. We wanted to reflect a distortion of the face as a 
change in our identity. 
In this essay, the changes will appear when just one face is detected in the image captured by the digital 
camera. It means that that person is looking to him/herself without anybody around to share the experience. In a 
few seconds, the pixels of eyes, nose and mouth are copied and they slide down towards the lower border of the 
image and disappear. A blur effect with the color of the user’s skin is applied in the original location of the 
features. 
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7. Essay 3: Puzzle face 
The human ability to recognize faces seems so natural that we are not aware of its complexity. 
Prosopagnosia, also known as face blindness, is an illness that affects a small percentage of people [12]. They 
can see the facial features, but they cannot relate one another to identify the face they are looking at. 
 
Fig. 5. Puzzle face. Detail of randomly positioned features. 
 
 
Fig. 6. Medical information interface. Detail of menus to introduce data. 
 
This essay emulates the perception of faces when their features are not placed in their usual positions. Here, 
pixels of the features are copied and they can be placed in other feature’s location, changing their position 
hazardously. 
8. Interface 2: Medical information 
Our medical data are compiled from our birth or from our first years of life. This interface simulates the 
access to a data base containing this kind of information using a patient’s face as the access key. The user can 
visualize, edit and introduce data regarding to diseases that affect to the face’s area (in this case: 
ophthalmology, dentistry and otorhinolaryngology). 
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This interface offers a side panel which shows the information and allows the user to introduce new data 
through text areas and dropdown menus. This static area gives the interface a higher usability. 
The face is framed covering the rest of the image with a semitransparent white background. The user finds 
an access key. Clicking on it, the user can decide whether visualize personal information, add new medical data 
or see the medical history of the patient. These two last options lead the user to specify the sort of medical data 
that is going to be add/displayed. 
To introduce new information, the user can click on one of the facial features (eyes, nose, mouth and ears) to 
access the corresponding menus. The information appears at the same time in the static panel as lists and on the 
face live image as diagrams. 
 
Fig. 7. Medical information interface. Detail of the timeline to visualize saved data. 
 
 
Fig. 8. MultiId. Detail of external overlapped features. 
 
To visualize saved data, the user also has to click on the feature and then a timeline appears, showing the 
years that he/she can choose to see the data saved during that period. The patient could have been at the 
doctor’s office several times in a year, so a list of dates is displayed where the user can click on the one he/she 
is more interested in. Then, again a list of diseases appears in the static panel and a diagram on the face’s 
image. 
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9. Essay 4: MultiId 
Our faces can suffer significant changes due to accidents or surgery among other reasons. Sometimes after 
these changes, people feel that they have lost something strongly connected to their identity, due to the 
important link between this and the face. This essay is an augmented mirror in which users can see features that 
belong to other people overlapped to their faces. External features will appear randomly upon the user’s eyes, 
nose and/or mouth. Images of the features are previously prepared and stored as external files.  
10. Interface 3: Symmetric correction 
10.1. Interface application 
As explained before, faces can suffer changes. One of the cause can be the syndrome of facial paralysis. This 
restricts the movement of a half of the face or only a quarter and it can cause facial detachment. Sometimes the 
movement is recovered in time, but in some cases a rehabilitation therapy is needed [13]. 
Several studies reveal the importance of visual stimulation to relieve pain in patients with an amputated limb 
(phantom limb). Since then, patients perform a therapy which consists in reflecting the healthy limb, making 
the visual effect of having two legs or arms [14]. 
In this interface, the screen is used as a mirror which displays a reflection of the face based on one of its 
halves. The user can select the half that has to be reflected. The pixels of half of the face are copied and shown 
in a reversed order to obtain the reflection effect. 
 
 
Fig. 9. Symmetric correction. Detail of the reflection of one half of the face. 
10.2. Artistic essay 
The effect of duplicating a face’s half shows us how different a face can look like depending on the half that 
is reflected. This leads us to consider those studies that state that we are more attracted to people whose face is 
more symmetric. We perceive here that one person can own two different appearances, depending on the part 
reflected. In this case, the alternation between the halves of the faces is automatic. The procedure of the 
software is the same as in the interface application. 
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11. User experience 
11.1. Interfaces 
All the applications were shown to users in order to gather their reactions and opinions. They were asked to 
accomplish particular functions and to navigate through the interface until they reach certain information. For 
the first interface, a group of 22 people between the ages of 21 to 59 years was selected. For the second one, 17 
medical professionals tried the application in order to compare it with the current software they are using. 
Regarding to the general information interface, most of the users manifest their acceptance as it’s similar to 
current social networks in the Internet. They suggested that a privacy policy should be added, so that each user 
could decide what kind of information wants to show or hide. 
Medical professionals also found excellent to recognize faces to access to data bases and to add the new 
information. But they considered that the sequence of steps to reach the wanted data or to introduce new 
diagnosis was long and complex to follow. 
In both interfaces, users approved the FR system and the AR experience, but they found difficulties with the 
manipulation of floating buttons and the reading of non-static information. 
11.2. Artistic essays 
These essays were shown to a group of 18 people and some of them were exhibited in two art festivals. The 
reactions of the public were very positive. The only one which was not clearly understood was Identity Escape 
because users did not realize that the changes were triggered when the digital camera captured only one face. 
In Live Anonymous people felt themselves identified with the form, even when they could not perform an 
accurate recognition of the features. 
Puzzel Face and MultiId were the most demanded since they are the most playful ones. In the first one, users 
experienced the real distortion on the perception of their own identity when more than two features were 
changed. In the second one, the reactions were in the opposite way. People felt a change in the perception of 
identity when just one of the features was replaced. When the number of changed features was high, users’ 
behavior also turned more playful. 
In Symmetric Correction people realized about the difference between their natural face and one made out of 
a reflected half of it. Just few users considered it an improvement of their appearance because they had a mole 
or a scar that was hidden when the symmetry was applied. 
12. Conclusion 
In this paper we have presented the Augmented User Interface, a collection of innovative AR applications 
which changes the users’ recognition methods of technological devices into a more human-like way. The 
concept of the Augmented User is focused here in using user’s own anatomy to access and visualize his/her 
own personal data without external wearable markers. The face of the user is detected and the interfaces 
simulate its recognition, allowing the users to access, edit and introduce data. Each interface is adapted to 
particular scenarios, purposes and usage. Graphics need to be designed to increase the usability of them, to 
assist users through the navigation to find the demanded information. In that matter, a collaborative work with 
medical professionals will be taken into account for further projects. 
The FR has been positively accepted as the access key to personal data, simplifying the tasks to find the data 
associated with a patient or with interesting information about the person who catches our attention. This means 
that new ways of communication can emerge if technology that implements biometric recognition methods 
turns common in a near future. 
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On the other hand, the artistic essays allow us to consider new gaming possibilities. Users experience a 
distortion of the perception of their identity. The reactions to the changes are different in each user. They can 
participate in groups, sharing the experience and points of view. 
The technological contribution of this paper is the integration of AR and biometric recognition to products 
and applications that can be used in everyday life or introduced in new fields of research. New interfaces and 
information visualization can be designed considering the increasing technology resources. 
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