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Abstract
We address the mid-term electricity load forecasting (MTLF) problem. This prob-
lem is relevant and challenging. On the one hand, MTLF supports high-level (e.g.
country level) decision-making at distant planning horizons (e.g. month, quar-
ter, year). Therefore, financial impact of associated decisions may be significant
and it is desirable that they be made based on accurate forecasts. On the other
hand, the country level monthly time-series typically associated with MTLF are
very complex and stochastic — including trends, seasonality and significant ran-
dom fluctuations. In this paper we show that our proposed deep neural network
modeling approach based on the N-BEATS neural architecture is very effective at
solving MTLF problem. N-BEATS has high expressive power to solve non-linear
stochastic forecasting problems. At the same time, it is simple to implement and
train, it does not require signal preprocessing. We compare our approach against
the set of ten baseline methods, including classical statistical methods, machine
learning and hybrid approaches on 35 monthly electricity demand time series for
European countries. We show that in terms of the MAPE error metric our method
provides statistically significant relative gain of 25% with respect to the classi-
cal statistical methods, 28% with respect to classical machine learning methods
and 14% with respect to the advanced state-of-the-art hybrid methods combining
machine learning and statistical approaches.
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1. Introduction
Continuous balancing of electricity consumption and production is a prereq-
uisite for the stability and efficiency of power systems. Maintaining the balanced
system is a serious challenge, made even more difficult in recent years by an in-
creasing share of volatile, fluctuating renewable energy sources. The key require-
ment for balancing the power system is to have reliable forecasts of demand as
well as generation from renewable sources at any time point. Accurate forecasts
allow us to avoid costs related to energy shortage or its oversupply. A study from
the California Energy Commission indicates potential savings of USD 2 million
yearly with improved solar and load forecasting [36]. Another report [29], analyz-
ing the California Independent System Operator market, shows that the total cost
savings from improved short-term wind power forecasting can be from the range
of USD 5.05 to 146 million yearly depending on the wind power. Therefore, ac-
curate forecasts of electricity demand and supply are of great importance not only
in ensuring the safe and efficient operation of the system, but also in increasing
market revenues and reducing financial risks.
In this work, we consider mid-term load forecasting (MTLF), focusing on
monthly electricity demand forecasting over 12 months horizon. MTLF is nec-
essary for power system operation and planning in such areas as maintenance
scheduling, mid-term hydro thermal coordination, fuel reserve planning, energy
import and export planning, and security assessment. In deregulated power sys-
tems, the market for bilateral contracts, where the time frame for contracts reaches
several years, needs MTLF for the negotiation of forward contracts between gen-
erators and retailers or large consumers [4]. Forecast accuracy translates directly
into financial performance for the energy market players. The financial impact can
be measured in millions of dollars for every point of forecasting accuracy gained.
1.1. MTLF models
All the above-mentioned reasons justify interest in new accurate methods for
load forecasting, especially MTLF. MTLF approaches can be divided into two
general categories [23]: conditional modeling approach and autonomous model-
ing approach. The former focuses on economic analysis, management and long
term planning and forecasting of energy load and energy policies. It takes into
account as the model inputs socioeconomic conditions that affect the energy de-
mand. Among them are [23], [22]: gross national product, consumer price index,
exchange rates and average wage. Also the weather variables and the variables
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describing the network infrastructure and power system operation can be intro-
duced. The latter include: the number and length of transmission lines, number
of highest voltage stations, number of connections, reserve margin and load diver-
sity factor. Examples of the conditional modelling can be found in [32], where
a knowledge-based expert system is applied to identifying forecasting algorithms
and the key input variables; [10], where multiple linear regression and ARIMA
models employing weather and economic input variables are used; or [35], where
the heuristic model was proposed using economical, whether and power system
data.
In autonomous modeling, the prediction of electricity demand is primarily
based on historical demand and weather data. This approach is more appropri-
ate for stable economies, with no sudden changes affecting electricity demand.
Some examples of such models include [21], where classical approach (ARIMA)
and neural networks (NNs) use load profiles, weather factors (temperature and
humidity) and the time index as input variables; or [17], where historical demand,
atmospheric temperatures, and variables expressing seasonality are used as inputs
to NN model. The most parsimonious models in this category use only historical
demand or only weather variables. An example of the former can be found in [26],
and latter in [11].
The approaches described above use classical statistical and econometric mod-
els as well as models based on machine learning and computational intelligence
[44]. The first group includes ARIMA, exponential smoothing (ETS), and linear
regression. The first two models can deal with seasonal time series but linear
regression requires additional operations for this, such as decomposition, local
approach [18], or extension of the model with periodic components [6]. In [10]
linear regression was compared with ARIMA in MTLF. Both models used the
same set of input variables, which included past loads, weather, and economic
data. ARIMA turned out to be about twice as accurate as linear regression.
Classical models have inherent shortcomings related to limited adaptability
and shortage of expressive power to model non-linear relationships. This prompted
researchers to take an interest in more flexible machine learning and computa-
tional intelligence models [26]. Of these, NNs are the most explored in the field
of forecasting. They have many attractive properties such as ability to model
non-linear relationships and learn from data, universal approximation property
and massive parallelism. Some examples of using classical NN architectures to
MTLF include [25], where two separate multilayer perceptrons (MLPs) are used
for forecasting a trend and seasonal fluctuations of the monthly electricity demand,
respectively; [12], where MLP predicts the future monthly loads using heuristic
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search algorithms for learning; [22], where the Kohonen NN learns on the past
loads and microeconomic indicators; [17], where MLP with regularization is sup-
ported by fuzzy logic; [11], where weighted evolving fuzzy NNs were applied;
and [2], where NNs are combined with linear regression and AdaBoost.
1.2. Deep learning solutions useful for MTLF
A great success of deep learning in the complicated modeling tasks in recent
years, encourages their use for complex forecasting problems. Deep learning in-
cludes modern NN architectures, which are composed of the combinations of ba-
sic structures such as MLPs, recurrent NNs (RNNs) and convolutional NNs. They
are more complex than classical architectures and use complex mechanisms for
learning. But thanks to this, they can overcome the limitations of classical NNs
such as lack of expressive power that prevents the effective extraction of informa-
tion from datasets containing many time-series. RNNs equipped with dynamic
memory and shared weights across time steps and across time-series can handle
sequences of varying lengths and are able to exhibit temporal dynamic behavior
[27]. To improve the learning process of RNNs which suffers from the vanishing
or exploding gradient problem when processing long sequences, long short-term
memory network (LSTM) was proposed [28]. LSTM architecture is composed of
a cell and several non-linear gates that control the data flow inside the cell and
decide on what information should be kept and what should be propagated to the
next time step. LSTMs have seen huge success in a wide range of applications
including forecasting. They outperform statistical and machine learning models
such as ARIMA, support vector machine and classical NNs [46]. It is worth noting
that the forecasting models based on LSTMs won the M4 forecasting competition
in 2018 [43] which utilized 100,000 real-life time series, and incorporated all ma-
jor forecasting methods. There are many examples of using LSTMmodels in load
forecasting: [7], [47], [38], and [20].
In addition to the NN architectures mentioned above, the following state-of-
the-art deep architectures are considered the most promising and useful for fore-
casting [8]:
• WaveNet architecture originally proposed for speech synthesis [39], and
recently adapted to time series forecasting [9], [3]. WaveNet uses the so-
called dilated causal convolutions to learn the long range dependencies. Due
to convolutions, the training is very efficient on highly parallel computer
architectures such as GPUs. These advantages make WaveNet more com-
petitive to RNNs which struggle with learning long range dependencies and
cannot exploit highly parallel architectures due to their sequential nature.
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• Encoder-decoder attention mechanism [14] and transformers [45]. The en-
coder (an RNN), learns a representation of the input sequence while the de-
coder (another RNN) is trained to predict the target sequence using the rep-
resentation learned by the encoder. An attention helps to learn which parts
of the input sequence is the most relevant to produce a correct prediction at
the current time step. Transformer model uses attention in combination with
feed-forward NNs to achieve state-of-the-art results. The encoder-decoder
attention mechanism is extended to intra- or self-attention to learn where
to focus in order to get good feature representations. To improve the trans-
former performance for forecasting some modifications were introduced in
[33].
• N-BEATS, which is a deep neural architecture based on backward and for-
ward residual links and a deep stack of fully-connected layers [40]. The ba-
sic building block of N-BEATS consists of a fully-connected network that
terminates with backward and forward layers producing the backcast and
forecast outputs. Blocks are organized into stacks using doubly residual
stacking principle. Forecasts are aggregated in hierarchical fashion. This
enables building a very deep NN with interpretable outputs.
1.3. Work motivation and contributions
The motivation for this work is as follows. Accurate load forecasts are of ut-
most importance to ensure a safe and efficient power system operation, increased
revenues from the electricity market, and financial risk reduction. The accuracy of
forecasts translates directly into financial gains measured in millions of dollars for
every point of forecasting accuracy gained. MTLF is a relevant and challenging
problem requiring the forecasting model to be highly flexible and deal with the
stochastic data expressing non-stationarity and seasonality. In this work, we pro-
pose a state-of-the-art forecasting model for MTLF that meets these high require-
ments, N-BEATS NN. As mentioned above, this model is considered one of the
most promising deep archtiecture for forecasting. The experimental results pre-
sented in [40] showed that N-BEATS demonstrates state-of-the-art performance
for challenging competition datasets containing tens of thousands of time series
from diverse domains. It outperformed statistical models as well as state-of-the-
art machine learning and hybrid models.
The contributions of this study includes the following two points:
1. This work empirically demonstrates that N-BEATS using no time-series
specific components outperforms in MTLF well-established statistical ap-
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proaches as well as state-of-the-art domain-adjusted machine learning and
hybrid approaches.
2. To adapt N-BEATS to the MTLF specificity we introduce a new pinball-
MAPE loss function, which allows the model to minimize directly MAPE
(our main performance metric) and reduce the forecast bias.
The rest of the work is organized as follows. Section 2 describes the MTLF
problem and data. Section 3 presents the proposed N-BEATS NN for MTLF. The
experimental framework used to evaluate the performance of the proposed model
is described in Section 4. Finally, Section 5 concludes the work.
2. MTLF Problem Statement
Monthly electricity demand time series exhibits a non-linear trend, seasonality
and a random component. The trend depends on the country’s economic growth
rate and climate change, such as global warming caused by greenhouse gas emis-
sions and other factors [13]. Seasonalities are related to the local climate and
weather variability [5] and structure of customers. Among factors disturbing elec-
tricity demand time series are: unpredictable economic events, extreme weather
conditions, and political decisions [16].
Fig. 1 demonstrates an example of the monthly electricity demand time series.
From this figure we can observe an upward trend and changing yearly patterns
over the years. Also the dispersion of the yearly cycles changes significantly over
time, from σ = 696 to 1484 MWh. Decomposition of this time series using STL
method (seasonal and trend decomposition using Loess [15]; see Fig. 2) reveals
strong seasonal component (St). The ratio of its variance to the total variance
of the series is 77%. This ratio for the trend (Tt ) is 16%, and for the random
component (Rt ) is 7%.
In the experimental part of our study, we use dataset of 35 monthly electricity
demand time series for European countries (data source: www.entsoe.eu). The
time series are presented in Fig. 3. They differ substantially in:
• level; the mean monthly demand changes from 343 (ME) to 43702 MWh
(DE),
• dispersion; the mean yearly standard deviations changes from 72 (LU) to
6581 MWh (FR),
• autocorrelation; the lag 12 autocorrelation (yearly period) changes from
0.09 (ME) to 0.92 (CH),
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Figure 1: Monthly electricity demand time series for Poland (a), its yearly patterns (b), and disper-
sion in successive years (c).
• share of the trend, seasonal and random components; the highest share of
the trend (over 80%) is for ES, PT, NL, and IT, the highest share of the
seasonal component (over 90%) is for NO, FI, EE, SE, and IE, and countries
with a high share of the random component (over 30%) are ME, NI, and RS,
• length; from 5 (12 countries) to 24 years (11 countries),
• similarity of the yearly pattern.
Construction of the forecasting model for such times series is a challenging
task. This problem becomes especially difficult when the time series is short,
contains strong random fluctuations, and irregular spikes such as for BA, DK, IS,
ME, NI, and SI time series, see Fig. 3.
The MTLF forecasting task is formulated given a length-H forecast horizon and
a length-T observed time-series history [y1, . . . ,yT ]∈R
T . The task is to predict the
vector of future values y ∈ RH = [yT+1,yT+2, . . . ,yT+H ] given past observations.
For simplicity, we will later consider a lookback window of length w ≤ T ending
with the last observed value yT to serve as model input, and denoted x ∈ R
w =
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Figure 2: STL decomposition of the monthly electricity demand time series for Poland.
[yT−w+1, . . . ,yT ]. We denote ŷ the point forecast of y. Its accuracy is evaluated
with MAPE, the mean absolute percentage error [34],
MAPE =
100
H
H
∑
i=1
|yT+i− ŷT+i|
|yT+i|
. (1)
3. N-BEATS for MTLF
3.1. N-BEATS Architecture
N-BEATS architecture is different from the existing architectures in a few re-
spects. First, instead of treating forecasting as a sequence-to-sequence problem,
we treat it as a non-linear multivariate regression problem. Therefore, the basic
building block of the architecture (see Fig. 4, left) is a fully-connected non-linear
regressor that accepts the history of a time-series and outputs multiple points in the
forecasting horizon. Second, most existing time-series architectures are relatively
shallow (one to five LSTM layers, for example). We use residual principle to stack
many layers together (see Fig. 4, right). For this, the basic block predicts both the
future outputs and its contribution to the decomposition of the input, which we
8
0 48 96 144 192 240 288
Months
4000
5000
6000
E,
 G
W
h
Austria, AT
0 24 48 72 96 120 144
1000
1500
Bosnia and Herzegovina, BA
0 48 96 144 192 240 288
6000
8000
Belgium, BE
0 24 48 72 96 120 144
2000
3000
4000
Bulgaria, BG
0 48 96 144 192 240 288
4000
5000
6000
Switzerland, CH
0 12 24 36 48 60
400
600
Cyprus, CY
0 48 96 144 192
4000
5000
6000
Czech Republic, CZ
0 48 96 144 192 240 288
3.5
4
4.5
5
104 Germany, DE
0 12 24 36 48 60
2000
3000
4000
Denmark, DK
0 12 24 36 48 60
600
800
1000
Estonia, EE
0 48 96 144 192 240 288
1
1.5
2
104 Spain, ES
0 12 24 36 48 60
6000
8000
10000
Finland, FI
0 48 96 144 192 240 288
2
4
6 10
4 France, FR
0 12 24 36 48 60
2
2.5
3
104United Kingdom, GB
0 48 96 144 192 240 288
2000
4000
6000
Greece, GR
0 48 96 144 192
800
1000
1200
1400
1600
Croatia, HR
0 48 96 144 192
3000
3500
4000
Hungary, HU
0 12 24 36 48 60
2000
2500
Ireland, IE
0 12 24 36 48 60
1400
1600
Iceland, IS
0 48 96 144 192 240 288
2
2.5
3
104 Italy, IT
0 12 24 36 48 60
800
900
1000
Lithuania, LT
0 48 96 144 192 240 288
400
600
Luxemburg, LU
0 12 24 36 48 60
500
600
700
Latvia, LV
0 24 48 72 96
300
400
500
600
700
Montenegro, ME
0 24 48 72 96 120 144
500
1000
Macedonia, MK
0 12 24 36 48 60
500
1000
1500
Northern Ireland, NI
0 48 96 144 192 240 288
5000
10000
Netherlands, NL
0 12 24 36 48 60
1
1.5 10
4 Norway, NO
0 48 96 144 192
1
1.2
104 Poland, PL
0 48 96 144 192 240 288
2000
4000
Portugal, PT
0 24 48 72 96 120 144
4000
4500
5000
Romania, RO
0 24 48 72 96
3000
4000
Serbia, RS
0 12 24 36 48 60
1
1.5
104 Sweden, SE
0 48 96 144 192
500
1000
Slovenia, SI
0 48 96 144 192
2000
2500
Slovakia, SK
Figure 3: Monthly electricity demand time series for European countries.
call backcast. It was demonstrated in [40] that we can stack on the order of hun-
dred layers effectively using this principle, resulting in a very expressive model
having very good generalization capabilities. Another advantage of the architec-
ture is its simplicity that shows both at the conceptual and at the implementation
levels. Conceptually, we can think about each fully connected layer as a multivari-
ate linear regression block followed by a ReLu [37, 24] non-linearity. Therefore,
N-BEATS can be thought of as simply being a multivariate regression repeated
many times and interleaved with non-linearities. The conceptual simplicity trans-
lates in the implementation simplicity. The architecture can be coded in just 40
lines of code in the standard TensorFlow [1] syntax, as follows from the python
code listing of N-BEATS model presented in Listing 1 of Appendix A.
In terms of mathematical description, each block of N-BEATS is a sequence of
fully connected layers, making a forecast/backast fork at the end. The architecture
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Figure 4: N-BEATS block diagram
runs a residual recursion over the entire input window and sums block outputs
to make its final forecast (see Fig. 4). We assume that each residual block has
L hidden layers per block and R residual blocks. Referring, as previously, to
x as the input of the architecture, using residual block and layer superscripts (r
and ℓ respectively) and denoting the fully connected layer with weights Wr,ℓ and
biases br,ℓ as FCr,ℓ(h
r,ℓ−1)≡ RELU(Wr,ℓhr,ℓ−1+br,ℓ), the operation of N-BEATS
is described as follows:
xr = RELU[xr−1− x̂r−1],
hr,1 = FCr,1(x
r), . . . , hr,L = FCr,L(h
r,L−1),
x̂r = Brhr,L, ŷr = Frhr,L.
(2)
We assume x̂0 ≡ 0, x0 ≡ x; projection matrices have dimensions Br ∈Rw×dh , Fr ∈
R
H×dh and the final forecast is the sum of forecasts of all residual blocks, ŷ =
∑r ŷ
r.
3.2. Pinball-MAPE loss function
MAPE is a well-established performance metric for forecasting problems [34]
and it is the most commonly used accuracy measure in load forecasting. Training
usingMAPE as a loss function whileMAPE is used for performance evaluationmay
be beneficial, because training and performance evaluation metric objectives are
maximally aligned. Yet, this may result in forecasts that are biased, since forecast
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bias minimization is not directly instigated by MAPE. To alleviate this problem,
we propose a pinball-MAPE (P-MAPE) evaluated over N samples:
P-MAPE(y, yˆ) =
1
N
N
∑
i=1
{
200 · τ(yi− yˆi)/yi if yi ≥ yˆi
200 · (1− τ)(yˆi− yi)/yi otherwise
(3)
The τ parameter in the P-MAPE loss can be adjusted on the validation set to com-
pensate biases arising from the training on MAPE loss. P-MAPE loss with τ = 0.5
is equivalent to the MAPE loss. Setting τ ∈ (0,0.5) will tend to compensate over-
estimation bias and setting τ ∈ (0.5,1) will tend to compensate under-estimation
bias. We conjecture that a similar approach may be employed with other loss
functions (sMAPE, RMSE, etc.). Note that the use of lower τ values to avoid over-
forecasting with the MAE based training was proposed by Smyl [43].
4. Experimental Results
In this section, we apply the proposed N-BEATSmodel to MTLF and compare
its performance with other models based on classical statistical methods and ma-
chine learning methods. The models are applied to the real-world data collected
from www.entsoe.eu and comprise monthly electricity demand for 35 European
countries. The dataset is split into train, validation and test subsets. The test sub-
set is constructed by cutting the last horizon of each of the 35 time-series (twelve
months of 2014). The validation and train subsets for each dataset are obtained by
splitting their full train sets at the boundary of the last horizon of each time-series.
Thus we treat the twelve months of 2013 as a validation subset. We use the train
and validation subsets to tune hyperparameters. Once the hyperparameters are
determined, we train the model on the full train set and report results on the test
set.
4.1. Training setup
The model is trained using the Adam optimizer with default tensorflow 2.0
settings and initial learning rate of 0.001 for 20 epochs. The learning rate is an-
nealed by a factor of 2 every 2 epochs starting at epoch 15. One epoch consists
of 50 batches of size 256 and the model takes the history of 12 points (12 month;
w= 12) and predicts 12 points (12 month; H = 12) ahead in one shot. Each train-
ing batch is assembled using weighted stratified sampling over time-series IDs.
First, 256 time-series IDs are sampled with replacement and the probability of
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sampling a given time series is proportional to the length of the time-series. Sec-
ond, the split time point is chosen uniformly at random for each of the time-series
ids sampled in the previous step.
The weighted stratified sampling of time-series is important, because each
time-series has a different length. A training sample is formed by splitting a given
time-series at a split point, feeding history window preceding the split point in
the network and computing a loss using the values following the split point. Ob-
viously, smaller time-series will generate a smaller number of unique training
samples. Therefore, we should not sample time-series IDs uniformly. If we do,
then each sample from a short time series will be used to adjust the training loss
more times, on average. Thus the model will be overfitting on shorter time series
more than on the longer ones. The weighted stratified sampling solves this prob-
lem by making sure that each training sample is used to adjust training loss the
same number of times, on average1.
The N-BEATS model described in detail in Section 3 is evaluated in this sec-
tion with the following settings of hyperparameters. The hidden layer width dh
for all fully connected layers is set to 512. The number of layers L in each resid-
ual block and the number of residual blocks R both equal to 3. We do not use
weight decay, instead, the regularization is achieved via ensemble of 64 models.
Each of the models in the ensemble is trained using a different random initial-
ization and a different random sequence of batches. The objective function used
to train the network is pinball MAPE with τ = 0.35 described in Section 3.2 (see
eq. (3)), averaged over all forecasts in the batch within horizon H = 12. All the
hyperparameters were adjusted based by minimizing the MAPE on the validation
set.
Due to the stochastic nature of N-BEATS, all results reported for this model
take averages over 100 trials. In each trial we build an ensemble of 64 models
bootstrapped from the set of 1024 trained models.
4.2. Baseline models
The baseline models that we use in our comparative studies are outlined below.
• ARIMA –ARIMA(p,d,q)(P,D,Q)12model implemented in function auto.arima
1Similar effect can be achieved by creating all viable training samples from all time-series and
by putting them in a flat table. The batches can then be assembled by uniformly sampling the rows
of the flat table. For a simple in-memory data loader, this is appropriate for smaller datasets, but
for larger datasets may quickly inflate the RAM usage.
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in R environment (package forecast). This function implements auto-
matic ARIMA modeling which combines unit root tests, minimization of
the Akaike information criterion (AICc) and maximum likelihood estima-
tion to obtain the optimal ARIMA model [30].
• ETS – exponential smoothing state space model [31] implemented in func-
tion ets (R package forecast). This implementation includes many types
of ETS models depending on how the seasonal, trend and error components
are taken into account. They can be expressed additively or multiplicatively,
and the trend can be damped or not. As in the case of auto.arima, ets
returns the optimal model estimating its parameters using AICc.
• k-NNw+ETS – a hybrid model combining k-nearest neighbor weighted re-
gression and ETS [19]. It uses pattern representation of time series. Patterns
which express unified yearly cycles are forecasted using k-NN with linear
weighted function. The mean yearly load and yearly dispersion are both
forecasted using ETS. The model hyperparameters are: input pattern length
and number of nearest neighbors k.
• FNM+ETS – a hybrid model combining fuzzy neighborhood model for pat-
tern forecasting and ETS for yearly mean and dispersion forecasting [19].
In this case, a non-parametric regression function aggregates all training
patterns using a Gaussian-type membership function as a weighting func-
tion. The model hyperparameters are: input pattern length and membership
function width.
• N-WE+ETS – a hybrid model combining Nadaraya–Watson estimator for
pattern forecasting and ETS for yearly mean and dispersion forecasting [19].
For pattern forecasting, N-WE estimates the regression function as a locally
weighted average, using a Gaussian kernel function as a weighting function.
The model hyperparameters are: input pattern length and kernel bandwidth
parameters.
• GRNN+ETS – a hybrid model combining general regression NN for pattern
forecasting and ETS for yearly mean and dispersion forecasting [19]. In
this case, GRNN with Gaussian nodes is used for pattern forecasting. The
model hyperparameters are: input pattern length and bandwidth parameter
for nodes.
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• MLP – multilayer perceptron with a single hidden layer and sigmoidal neu-
rons [42]. It works on pattern representation of the time series and uses
Levenberg-Marquardt learning method with Bayesian regularization to pre-
vent overfitting. The MLP hyperparameters are: input pattern length and
number of hidden nodes. We use Matlab R2018a implementation of MLP
(function feedforwardnet from Neural Network Toolbox).
• ANFIS – adaptive neuro-fuzzy inference system [41]. The initial member-
ship function parameters in the premise parts of rules are determined using
fuzzy c-means clustering. A hybrid learning method is applied for ANFIS
training which uses a combination of least-squares for consequent parame-
ters and backpropagation gradient descent method for premise parameters.
The ANFIS hyperparameters are: input pattern length and number of rules.
The Matlab R2018a implementation of ANFIS was used (function anfis
from Fuzzy Logic Toolbox).
• LSTM – long short-term memory. A standard LSTM model is used where
the responses are the training sequences with values shifted by one time
step. For multiple time steps, previous prediction was used as input and the
LSTM state was updated after each step. LSTMwas optimized using Adam
optimizer. The length of the hidden state was the only hyperparameter to
be tuned. Other hyperparameters remain at their default values. The ex-
periments were carried out using Matlab R2018a implementation of LSTM
(function trainNetwork from Neural Network Toolbox).
• ETS+RD-LSTM – a hybrid residual dilated LSTM and ETS model [20].
This model, inspired by the winning submission to the M4 forecasting com-
petition 2018, combines ETS, advanced LSTM and ensembling. ETS ex-
tracts dynamically the main components of each individual time series and
enables the model to learn their representation. Multi-layer LSTM is equipped
with dilated recurrent skip connections and a spatial shortcut path from
lower layers to allow the model to better capture long-term seasonal rela-
tionships and ensure more efficient training. We use C++ implementation
of the model provided by Slawek Smyl [43].
The hyperparameters of the comparative models were selected on the training
set in grid search procedures.
14
4.3. Results
Forecasting quality metrics averaged over 35 countries are presented in Ta-
ble 1. They include: median of absolute percentage error (APE), MAPE, interquar-
tile range of APE (IQR) as a measure of the forecast dispersion, root mean square
error (RMSE) and mean percentage error (MPE). Note the lowest values for each
error measure and IQR for N-BEATS. It clearly outperforms all other models in ac-
curacy. MAPE below 4% for N-BEATS should be considered a major achievement.
The second most accurate model is N-WE+ETS with MAPE = 4.37%. Similar er-
rors, below 4.5%, gave other hybrid models combining ETS and machine learning.
The best results for N-BEATS were confirmed by computing bootstrapped confi-
dence intervals for the difference in the MAPE metric between the baseline meth-
ods and N-BEATS. None of the 99% confidence intervals overlap zero (see MAPE
Diff column in Table 1). Therefore, we conclude that the difference in MAPE
between N-BEATS and other models is statistically significant at level α = 0.01.
MPE shown in Tab. 1 allows us to assess the bias of the forecasts produced
by the proposed and baseline models. All the models produced negatively bi-
ased forecasts, which means overprediction. Note the lowest bias for N-BEATS,
MPE = −0.34%, while the biases for the other models exceed –1%. In the case
of N-BEATS the t-test did not reject the null hypothesis that PE comes from a
normal distribution with zero mean (α = 0.01). All other models did not pass
this test. Therefore, it can be concluded that N-BEATS, as the only model, pro-
duced unbiased forecasts. Note that N-BEATS has the mechanism to deal with
bias included in the loss function P-MAPE (3). P-MAPE asymmetry is controlled
by parameter τ . Its optimal value was selected as 0.35, which allowed the model
to reduce the negative bias significantly.
MAPE and MPE distributions over 100 trials are characterized for N-BEATS
in Tab. 2. They are compared with distributions achieved for N-BEATS with a
standard pinball loss function. Note much lower errors for the proposed model
with P-MAPE: the highest MAPE and MPE achieved for this model are lower then
the corresponding minimal errors achieved for N-BEATS with pinball loss. N-
BEATS in both versions is quite stable, i.e. the mean errors obtained in the in-
dividual runs are narrowly distributed (see low Std and tight confidence intervals
in Tab. 2). This is because N-BEATS is an ensemble-based model combining in
the proposed version 64 base models. A great advantage of ensemble learning
is reducing variance of predictions and also generalization error. Comparing a
standard deviations of errors for the pool of individual base models and for the
ensemble model, we observe a significant reduction:
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Table 1: Forecasting metrics. All MAPE difference results between N-BEATS and other algoithms
are statistically significant at 1% level as follows from the 99% confidence intervals presented in
column MAPE Diff. The confidence intervals are computed using 100k sample bootstrap sampled
with replacement from the difference in APE between baseline algorithms and N-BEATS.
Model Median APE MAPE IQR RMSE MPE MAPE Diff
ARIMA 3.32 5.65 5.24 463.07 –2.35 1.87 3.101.01
ETS 3.50 5.05 4.80 374.52 –1.04 1.27 1.760.81
k-NNw+ETS 2.71 4.47 3.52 327.94 –1.25 0.69 1.250.18
FNM+ETS 2.64 4.40 3.46 321.98 –1.26 0.63 1.190.14
N-WE+ETS 2.68 4.37 3.36 320.51 –1.26 0.59 1.140.11
GRNN+ETS 2.64 4.38 3.51 324.91 –1.26 0.61 1.140.13
MLP 2.97 5.27 3.84 378.81 –1.37 1.49 2.620.72
ANFIS 3.56 6.18 4.87 488.75 –2.51 2.40 3.561.41
LSTM 3.73 6.11 4.50 431.83 –3.12 2.33 2.981.73
ETS+RD-LSTM 2.74 4.48 3.55 347.24 –1.11 0.70 1.400.15
N-BEATS 2.55 3.78 3.30 309.91 –0.34 –
• for N-BEATS with P-MAPE , Std MAPE was reduced from 0.2102 to 0.0303,
and Std MPE from 0.3873 to 0.0479,
• for N-BEATS with pinball loss, Std MAPE was reduced from 0.1655 to
0.0216, and Std MPE from 0.3454 to 0.0392.
Fig. 5 shows errors for each country. As we can see from this figure, N-BEATS
for most countries is one of the most accurate models. In 16 out of 35 cases it
outperforms all other models. The average ranks of the models in the rankings for
individual countries are shown in Fig. 6. The rankings were performed for MAPE
and RMSE. In both cases N-BEATS is in the first position with a large advantage
over the other models.
Fig. 6 shows mean errors for each month of the test period. Characteristically
for this data set, electricity demands in August-October are predicted with lower
errors and demand in February is predicted with the highest error. Noteworthy are
the excellent results for N-BEATS, which produces the most accurate forecasts
for 7 months. For February it gives MAPE = 4.74%, while the second-best model,
ARIMA, gives MAPE = 5.88%.
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Table 2: MAPE and MPE distributions for N-BEATS.
MAPE N-BEATS N-BEATS MPE N-BEATS N-BEATS
P-MAPE pinball loss P-MAPE pinball loss
Mean 3.78 4.01 Mean –0.34 –0.80
Std 0.0303 0.0216 Std 0.0479 0.0392
Min 3.70 3.96 Min –0.23 –0.73
5% 3.74 3.97 5% –0.25 –0.75
25% 3.75 3.99 25% –0.31 –0.78
50% 3.78 4.01 50% –0.34 –0.80
75% 3.80 4.02 75% –0.37 –0.83
95% 3.83 4.04 95% –0.41 –0.87
Max 3.85 4.06 Max –0.47 –0.91
Examples of forecasts for selected countries are depicted in Fig. 8. For PL,
FR, DE and ES, N-BEATS produced the most accurate forecasts. Note outlier
forecasts of LSTM for IT, and the classical models, ARIMA and ETS, for PL. For
GB, the forecasts of all models were underestimated. This results from the fact
that demand went up unexpectedly in 2014 despite the downward trend observed
in the previous period from 2010 to 2013. The reverse situation for FR caused a
slight overestimation of forecasts. For GB, N-BEATS with MAPE = 8.10% was
one of the least accurate models.
4.4. Discussion
The results presented in Subsection 4.3 clearly show the best performance of
N-BEATS over statistical, classical machine learning, and hybrid methods. It out-
performs the baseline models in accuracy and unbiased forecast distribution. The
success of N-BEATS should be sought in the new architecture based on backward
and forward residual links, a deep stack of fully-connected layers, and ensembling.
The architecture can be applicable without modification to a wide range of target
domains, including MTLF, which was confirmed in this study.
N-BEATS does not require decomposition of the time series as well as any
data preprocessing. Many statistical and machine learning approaches do not
work with time series exhibiting non-stationarity, non-linear relationships between
input and output variables, or seasonal variations. They require additional prelim-
inary steps such as differencing, detrending, deseasonalization, or decomposition.
Sometimes these procedures are included in the model structure as in the case of
the ETS or similarity-based methods [19]. N-BEATS deals with raw time series
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Figure 5: MAPE for each country
processing them properly using built-in mechanisms such as non-linear mapping
on several levels, residual links, forecast and backcast paths, and aggregation of
the partial forecasts. This, together with the final ensembling, leads to accurate
forecasts.
In this work, we modify the original N-BEATS implementation by introduc-
ing the pinball-MAPE loss function (3). It allows N-BEATS to minimize directly
MAPE, which we selected as the main MTLF performance metric, and to reduce
the forecast bias. When comparing to the standard pinball loss, P-MAPE signifi-
cantly reduces both MAPE and forecast bias (see Tab. 2). Note that N-BEATS can
implement any loss function (sMAPE, RMSE, etc.) in a pinball version. This al-
lows the model to be optimized for any forecasting problem with a specific quality
metric incorporating the bias.
In this study, we confirmed that training a deep learning model on multiple
time series (cross-learning) successfully leads to transferring and sharing individ-
ual learnings. All other models excluding ETS+RD-LSTM are trained and opti-
mized separately for a single time series. The cross-learning enables the method
to capture the shared features and components of the time series. It also speeds
up learning and optimization of the model which is especially important for the
complex deep learning models with a huge number of parameters and hyperpa-
rameters.
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Figure 6: Rankings of the MTLF models
N-BEATS was proposed in two configurations: generic and interpretable [40].
In this study, we use a generic variant with the aim of validating the hypothesis
that the generic deep learning approach performs exceptionally well on MTLF
problem using no domain knowledge. The interpretable N-BEATS configuration
forces a deep learning model to decompose its forecast into distinct human inter-
pretable outputs, i.e. trend and seasonal components. MTLF using interpretable
N-BEATS, as very useful for power system operators and practitioners, will be
the subject of future work.
5. Conclusions
Accurate load forecasts are of great importance in ensuring the safe and ef-
ficient power system operation, increasing electricity market revenues, and re-
ducing financial risks. Mid-term load forecasting considered in this work is a
challenging problem requiring the forecasting model to be highly flexible and
deal with non-stationarity and seasonality. In this study, we proposed and empir-
ically validated a new architecture for MTLF responding to these expectations,
N-BEATS neural network.
The empirical study including the MTLF problem for 35 European countries
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Figure 8: Examples of forecasts
showed the best performance of N-BEATS over statistical, machine learning, and
hybrid methods. N-BEATS clearly outperformed its competitors in both accuracy
and forecast bias level. In terms of MAPE our method provided relative gain of
25% with respect to the statistical methods, 28% with respect to machine learn-
ing methods and 14% with respect to the advanced state-of-the-art hybrid meth-
ods. Its success is due to a unique architecture that combines a deep stack of
fully-connected layers, backward and forward residual links, aggregation of the
partial forecasts in a hierarchical fashion, and ensembling. The cross-learning, i.e.
learning on multiple time series, enables N-BEATS to capture the shared features
and components of the individual time series. A great advantage of N-BEATS
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is dealing with the raw time series, without requiring their decomposition or any
preprocessing.
In our implementation of N-BEATS for MTLF, we introduced the pinball-
MAPE loss function which allows the model to minimize directly the main MTLF
performance metric and to reduce the forecast bias. It is worth noting that N-
BEATS can implement any loss function in a pinball version. Therefore the model
can be optimized for any forecasting problem with a specific quality metric incor-
porating the bias.
In our further research, we plan to apply N-BEATS for other forecasting prob-
lems in the energy sector such as short-term load forecasting, electricity price
forecasting, forecasting electricity smart meter data, and probabilistic forecasting.
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Appendix A. N-BEATS TensorFlow implementation
27
1 import tensorflow as tf
2
3
4 class NBEATSBlock(tf.keras.layers.Layer):
5 def __init__(self, input_size: int, output_size: int, block_layers: int, hidden_units: int):
6 super().__init__()
7 self.fc_layers = []
8 for i in range(block_layers):
9 self.fc_layers.append(tf.keras.layers.Dense(hidden_units,
10 activation=tf.nn.relu))
11 self.forecast = tf.keras.layers.Dense(output_size, activation=None)
12 self.backcast = tf.keras.layers.Dense(input_size, activation=None)
13
14 def call(self, x):
15 inputs = x
16 for layer in self.fc_layers:
17 x = layer(x)
18 backcast = tf.keras.activations.relu(inputs - self.backcast(x))
19 return backcast, self.forecast(x)
20
21
22 class NBEATS(tf.keras.layers.Layer):
23 def __init__(self, input_size: int, output_size: int, block_layers: int, hidden_units: int,
24 num_blocks: int, block_sharing: bool):
25 super().__init__()
26 self.blocks = [NBEATSBlock(input_size=input_size, output_size=output_size,
27 block_layers=block_layers, hidden_units=hidden_units)]
28 for i in range(1, num_blocks):
29 if block_sharing:
30 self.blocks.append(self.blocks[0])
31 else:
32 self.blocks.append(NBEATSBlock(input_size=input_size, output_size=output_size,
33 block_layers=block_layers, hidden_units=hidden_units))
34
35 def call(self, x):
36 level = tf.reduce_max(x, axis=-1, keepdims=True)
37 backcast = tf.math.divide_no_nan(x, level)
38 forecast = 0.0
39 for block in self.blocks:
40 backcast, forecast_block = block(backcast)
41 forecast = forecast + forecast_block
42 return forecast * level
43
44
45 nbeats = NBEATS(input_size=12, output_size=12, block_layers=3, num_blocks=3, hidden_units=512, block_sharing=True)
46 inputs = tf.random.normal([256, 12])
47 forecast = nbeats(inputs)
Listing 1: N-BEATS TensorFlow inference code.
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