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Some Useful Formulas
in
Nonlinear Sigma Models in (1 + 2)-Dimensions
To the memory of Kiyoshi Hayashi
Kazuyuki FUJII∗ and Tatsuo SUZUKI†
Abstract
We give in this paper some formulas which are useful in the con-
struction of nontrivial conserved currents for submodels of CP 1-model
or QP 1-model in (1 + 2) dimensions.
These are full generalization of our results in the previous paper
(hep-th 9802105).
In the previous paper [1], we have given explicit formulas to the nontrivial
conserved currents in the submodel of CP 1-model [2] and of other models in
(1 + 2) dimensions.
But the looks of our formulas in [1] (Proposition 2.1 and Proposition 4.1)
are not so good from the viewpoint of symmetry.
After some work, we could overcome this point. As a by-product, we
could generalize our formulas. In this letter, we will report our generalized
formulas.
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Let g be sl(2,C), the Lie algebra of SL(2, C) and {T+, T−, T3} be its
generators satisfying
[T3, T+] = T+, [T3, T−] = −T−, [T+, T−] = 2T3.(1)
Usually we choose
T+ =
(
0 1
0 0
)
, T− =
(
0 0
1 0
)
, T3 =
1
2
(
1 0
0 −1
)
.(2)
From here, we consider a spin j representation of g. Starting from this g, we
can construct a non-semisimple Lie algebra gˆ as follows (see [2] or [1]).
0→ P (j) → gˆ→ g→ 0,(3)
where P (j) is a representation space of g (abelian ideal of gˆ). The algebra in
gˆ is given by
[T3, P
(j)
m ] = mP
(j)
m ,
[T±, P
(j)
m ] =
√
(j ∓m)(j ±m+ 1)P
(j)
m±1,(4)
[P (j)m , P
(j)
n ] = 0
where m ∈ {−j,−j + 1, · · · , j − 1, j} and {P (j)m | − j ≤ m ≤ j} is a set of
generators of P (j)(∼= C2j+1). We note that P
(j)
j (P
(j)
−j ) is the highest (lowest)
spin state.
For u :M1+2 → C, we set
W ≡W (u) =
1√
1 + |u|2
(
1 iu
iu¯ 1
)
(5)
and choose a gauge field Aµ and an anti-symmetric tensor field Bµν or its
dual field B˜µ (=
1
2
ǫµνλB
νλ) as
Aµ ≡ −∂µWW
−1
=
−1
1 + |u|2
{i∂µuT+ + i∂µu¯T− + (∂µuu¯− u∂µu¯)T3},(6)
B˜(j)µ ≡
1
1 + |u|2
(∂µuP
(j)
1 − ∂µu¯P
(j)
−1 ).(7)
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In the choice of (7), P
(j)
1 (P
(j)
−1 ) are no longer the highest (lowest) spin state
for j ≥ 2.
A comment is in order. The Gauss decomposition of W in (5) is given by
W = W1 ≡ e
iuT+eϕT3eiu¯T−(8)
or
W =W2 ≡ e
iu¯T−e−ϕT3eiuT+(9)
where ϕ = log (1 + |u|2). These expressions will become useful in later cal-
culations. Now, if we assume
DµB˜
µ(j) = 0(10)
(this condition determines a submodel of CP 1-model) where Dµ ≡ ∂µ +
[Aµ, ], then
J (j)µ ≡W
−1B˜(j)µ W =
j∑
m=−j
J (j,m)µ P
(j)
m(11)
is the conserved currents which we are looking for. Therefore we must deter-
mine {J (j,m)µ | |m| ≤ j} for each j ≥ 1 [2]. In fact, in [1] we have determined
them completely.
From the form in (7), the most general one of B˜(j)µ is
B˜(j;m)µ =
1
1 + |u|2
(∂µuP
(j)
m − ∂µu¯P
(j)
−m)(12)
where m ∈ {1, · · · , j}. If m = 1, then B˜(j;1)µ reduces to B˜
(j)
µ in (7) and m = j
B˜(j;j)µ to B˜µ in (54) in [1]. Now we want to calculate
J (j;m)µ ≡ W
−1B˜(j;m)µ W =
j∑
k=−j
J (j;m)µ (k)P
(j)
k .(13)
This calculation is not so easy, but we can perform. Namely
3
Theorem 1 we have
(a) for k ≥ 0,
(i) 0 ≤ k ≤ m,
J (j;m)µ (k) =
√√√√ (j + k)!(j − k)!
(j +m)!(j −m)!
1
(1 + |u|2)j+1
×


j−m∑
n=0
αn(m, k)|u|
2n(−iu¯)m−k∂µu
−(−1)j−m
j−m∑
n=0
αj−m−n(m, k)|u|
2n(−iu)m+k∂µu¯

 ,(14)
(ii) m ≤ k ≤ j,
J (j;m)µ (k) =
√√√√(j +m)!(j −m)!
(j + k)!(j − k)!
(−iu)k−m
(1 + |u|2)j+1
×


j−k∑
n=0
αn(k,m)|u|
2n∂µu
−(−1)j−k
j−k∑
n=0
αj−k−n(k,m)|u|
2n(−iu)2m∂µu¯

 ,(15)
where
αn(m, k) ≡ (−1)
n
(
j −m
n
)(
j +m
n+m− k
)
.(16)
(b) For k < 0,
J (j;m)µ (k) = (−1)
k+m+1J (j;m)
†
µ (−k).(17)
Let us state some corollaries. First, we set m = 1 in the theorem.
Corollary 2 We have
(a) for k ≥ 0,
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(i) k = 0,
J (j;1)µ (0) =
√
j
j + 1
−i
(1 + |u|2)j+1
(u¯∂µu− u∂µu¯)
×
j−1∑
n=0
(−1)n
(
j − 1
n
)(
j + 1
n+ 1
)
|u|2n,(18)
(ii) 1 ≤ k ≤ j,
J (j;1)µ (k) =
√√√√ (j + 1)!(j − 1)!
(j + k)!(j − k)!
(−iu)k−1
(1 + |u|2)j+1
×


j−k∑
n=0
(−1)n
(
j − k
n
)(
j + k
n+ k − 1
)
|u|2n∂µu
+
j−k∑
n=0
(−1)n
(
j − k
n
)(
j + k
n+ k + 1
)
|u|2nu2∂µu¯

 .(19)
(b) For k < 0,
J (j;1)µ (k) = (−1)
kJ (j;1)
†
µ (−k).(20)
The appearance between Corollary 2 and Proposition 2.1 in [1] seems to be
different. But a little algebra shows that
J (j;1)µ (0) =
√
j(j + 1)
−i
(1 + |u|2)j+1
(u¯∂µu− u∂µu¯)
×
j−1∑
n=0
(−1)n
1
j
(
j
n
)(
j
n + 1
)
|u|2n,(21)
J (j;1)µ (k) =
√√√√ (j + k)!
j(j + 1)(j − k)!
(−iu)k−1
(1 + |u|2)j+1
×


j−k∑
n=0
(−1)n
n!
(n+ k − 1)!
(
j − k
n
)(
j + 1
n
)
|u|2n∂µu
+
j−k∑
n=0
(−1)n
n!
(n + k + 1)!
(
j − k
n
)(
j + 1
n+ 2
)
|u|2nu2∂µu¯

 .(22)
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Namely, they agree if we replace k in (22) with m. Comparing (18), (19) with
(21), (22), we see that the formulas in Corollary 2 are clearer than those in
Proposition 2.1 in [1] from the viewpoint of symmetry.
Next we set m = j in the theorem.
Corollary 3 We have
(a) for k ≥ 0,
J (j;j)µ (k) =
√√√√ (2j)!
(j + k)!(j − k)!
1
(1 + |u|2)j+1
×
{
(−iu¯)j−k∂µu− (−iu)
j+k∂µu¯
}
.(23)
(b) For k < 0,
J (j;j)µ (k) = (−1)
j+1+kJ (j;j)
†
µ (−k).(24)
This corollary agrees with Proposition 3.1 in [1]. Then constants α, β in
Proposition 3.1 are, for k > 0,
α =
√√√√ (2j)!
(j + k)!(j − k)!
(−i)j−k,(25)
β = −
√√√√ (2j)!
(j + k)!(j − k)!
(−i)j+k.(26)
A comment is in order. We in (16) defined αn as
αn(m, k) = (−1)
n
(
j −m
n
)(
j +m
n+m− k
)
.
For this, we have simple relations:
αn(m,−k) =
(j +m)!(j −m)!
(j + k)!(j − k)!
αn(k,−m),(27)
αj−m−n(m, k) = (−1)
j−mαn(m,−k).(28)
These formulas are also useful in our calculations.
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Finally, we consider the case corresponding to QP 1-model. For u :
M1+2 → D, where D is the Poincare disk in C, we set
W ≡ W (u) =
1√
1− |u|2
(
1 iu
−iu¯ 1
)
.(29)
For this, the Gauss decomposition is given by
W =W1 ≡ e
iuT+eϕT3e−iu¯T−(30)
or
W = W2 ≡ e
−iu¯T−e−ϕT3eiuT+(31)
where ϕ = log (1− |u|2). As in (12), we set
B˜(j;m)µ =
1
1− |u|2
(∂µuP
(j)
m + ∂µu¯P
(j)
−m)(32)
form ∈ {1, · · · , j}. Similarly in the preceding case, what we want to calculate
is
J (j;m)µ ≡ W
−1B˜(j;m)µ W =
j∑
k=−j
J (j;m)µ (k)P
(j)
k .(33)
For this case, we can use Theorem 1. Namely, if we replace
u→ u, u¯→ −u¯(34)
in Theorem 1 (of course |u| < 1), then
Theorem 4 we have
(a) for k ≥ 0,
(i) 0 ≤ k ≤ m,
J (j;m)µ (k) =
√√√√ (j + k)!(j − k)!
(j +m)!(j −m)!
1
(1− |u|2)j+1
×


j−m∑
n=0
α˜n(m, k)|u|
2n(iu¯)m−k∂µu
+
j−m∑
n=0
α˜j−m−n(m, k)|u|
2n(−iu)m+k∂µu¯

 ,(35)
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(ii) m ≤ k ≤ j,
J (j;m)µ (k) =
√√√√(j +m)!(j −m)!
(j + k)!(j − k)!
(−iu)k−m
(1− |u|2)j+1
×


j−k∑
n=0
α˜n(k,m)|u|
2n∂µu
+
j−k∑
n=0
α˜j−k−n(k,m)|u|
2n(−iu)2m∂µu¯

 ,(36)
where
α˜n(m, k) ≡
(
j −m
n
)(
j +m
n+m− k
)
.(37)
(b) For k < 0,
J (j;m)µ (k) = J
(j;m)†
µ (−k).(38)
In this theorem, we set m = 1.
Corollary 5 We have
(a) for k ≥ 0,
(i) k = 0,
J (j;1)µ (0) =
√
j
j + 1
i
(1− |u|2)j+1
(u¯∂µu− u∂µu¯)
×
j−1∑
n=0
(
j − 1
n
)(
j + 1
n + 1
)
|u|2n,(39)
(ii) 1 ≤ k ≤ j,
J (j;1)µ (k) =
√√√√ (j + 1)!(j − 1)!
(j + k)!(j − k)!
(−iu)k−1
(1− |u|2)j+1
×


j−k∑
n=0
(
j − k
n
)(
j + k
n + k − 1
)
|u|2n∂µu
−
j−k∑
n=0
(
j − k
n
)(
j + k
n+ k + 1
)
|u|2nu2∂µu¯

 .(40)
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(b) For k < 0,
J (j;1)µ (k) = J
(j;1)†
µ (−k).(41)
Similarly in the preceding case, it is easy to see that Corollary 5 agrees with
Proposition 4.1 in [1].
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