Abstract-We consider a wireless sensor network (WSN), consisting of several sensors and a fusion center (FC), which is tasked with solving an M -ary hypothesis testing problem. Sensors make M -ary decisions and transmit their digitally modulated decisions over orthogonal channels, which are subject to Rayleigh fading and noise, to the FC. Adopting Bayesian optimality criterion, we consider training and non-training based distributed detection systems and investigate the effect of imperfect channel state information (CSI) on the optimal maximum a posteriori probability (MAP) fusion rules and detection performance, when the sum of training and data symbol transmit powers is fixed. Our results show that, when sensors employ M -FSK modulation, the error probability is minimized when training symbol transmit power is zero (regardless of the reception mode at the FC). However, for coherent reception and M -PSK modulation the error probability is minimized when half of transmit power is allocated for training symbol.
I. INTRODUCTION
We consider a wireless sensor network (WSN), consisting of a set of spatially distributed sensors and a fusion center (FC) , that is tasked with solving an M -ary distributed detection problem. In particular, we consider the problem of distributed classification of M independent Gaussian sources with identical variances and different means. We assume each sensor processes locally its observation to form a local decision and transmits its digitally modulated decision to the FC, over a fading channel. The FC is tasked with fusing all the received signals from the sensors directly, via applying the optimal fusion rule, and making the final decision. Channel-aware binary distributed detection for fusion of binary decisions transmitted over fading channels was first discussed in [1] , where the FC fuses the received signals from the sensors directly (without demodulating the transmitted symbols). The works on channel-aware binary distributed detection are mainly built on the assumption that perfect knowledge of phase or amplitude of the fading channel coefficients are available at the FC [2] , [3] . Today's wireless communication systems with coherent reception rely upon training in order to facilitate channel estimation at the receiver. In fact, quantifying the effect of imperfect channel state information (CSI) and channel estimation error on the design and performance of wireless communication systems is a challenging problem, that has attracted the attention of researchers over the past decade [4] . Recently, channel-aware binary distributed detection with imperfect CSI was studied in [5] - [7] . Compared with binary distributed detection, the literature on channel-aware M -ary distributed detection falls short [8] - [10] , where the communication channels are modeled as additive white Gaussian noise (AWGN) [8] and Rayleigh fading with perfect CSI available at the FC [9] , [10] . To the best of our knowledge, this is the first work that considers the impact of imperfect CSI on the design and performance of channel-aware M -ary distributed detection systems. In this work, we address the following questions: how are the optimal fusion rules affected by channel estimation error? how can we mitigate the negative impact of channel estimation error via optimizing transmit power allocation between data and training symbols? how do the answers to the above questions change as the reception mode at the FC and modulation scheme at the sensors vary? For non coherent reception, how do the optimal fusion rules differ for training and nontraining based systems, where the sensors do not transmit training symbols (for estimating channel amplitudes) and the FC only relies on the knowledge of the channel statistics? To answer these questions we consider the following three cases, assuming Rayleigh block fading channel model: (i) the FC is equipped with a coherent receiver and a training based channel estimator, sensors employ M -PSK or M -FSK modulation for transmitting their data and training symbols, (ii) the FC is equipped with a non coherent receiver and a training based channel amplitude estimator, the sensors employ M -FSK modulation for transmitting their data and training symbols, (iii) the FC is equipped with a non coherent receiver without a channel estimator (the FC only has the channel statistics), the sensors employ M -FSK modulation for transmitting their data symbols. The organization of the paper follows: Section II introduces the system model. Sections III and IV derive the optimal fusion rule for cases (i),(ii),(iii) explained above. Section V includes our numerical results. Section VI concludes the paper. Notation: Boldface lower case without and with underline denote random scalars and random vectors, respectively. Boldface upper case denotes matrices.
II. SYSTEM MODEL
We consider the problem of testing which of the M ≥ 2 hypotheses {H j } M j=1 has been occurred, assuming π j is the a priori probability of H j happening. Our system consists of a FC and N spatially distributed sensors, which is tasked with solving this M -ary hypothesis testing problem. Let x k denote the local observation collected at sensor k during an observation period. We assume that x k 's are independent across sensors, conditioned on a particular hypothesis, i.e.,
where f (.) is the probability density function (pdf). Suppose x k at sensor k under hypothesis H j is
where z j 's are Gaussian signal sources with different means and equal variances, i.e., z j ∼ N (m j , σ 2 z ), n k 's are Gaussian measurement noises n k ∼ N (0, σ 2 n ), and z j , n k are all mutually uncorrelated. Each sensor applies a local rule to decide which of the M hypotheses has occurred, such that the error probability at the sensor is minimized, i.e., the local detector of sensor k finds l k = arg min j |x k −m j | and decides hypothesis H l k . Let p k ij denote the probability that sensor k decides on H i , given that the true hypothesis is H j . For the sensing model in (1), one can verify that p k ij = p ij given below
Sensor k employs an M -ary digital modulator to map its Mary decision to a symbol and transmits this symbol with power P d . In this paper, we consider M -PSK and M -FSK modulation at the sensors. Let u k and u k denote the modulated symbol at sensor k corresponding to M -PSK and M -FSK modulation, respectively, where u k ∈ {e
.., M } and e i is an 1 × M canonical vector whose all elements except the i-th one are zeros. We refer to the modulated symbols u k , u k as data symbols and P d as data symbol transmit power. Assuming the data symbols are sent over orthogonal channels between sensors and the FC, the channel output corresponding to sensor k at the FC upon the reception of data symbol is
where
− is the received power corresponding to the data symbol, G is a constant, is the path loss exponent, and ∆ k is the distance between sensor k and the FC. The communication channel noises, denoted as n dk and n dk , are zero mean complex Gaussian
, where I is an M × M identity matrix. We assume that the channel outputs conditioned on the channel inputs, are independent across the sensors. The complex channel coefficient h k in (3) is modeled as h k ∼ CN (0, 1) and is represented as h k = α k e jφ k , where the amplitude α k and the phase φ k , respectively, have Rayleigh and uniform distributions.
To enable training based channel estimation, we assume that the channel coefficients are fixed for two consecutive symbol intervals, and each sensor sends a training symbol with power P t along with its data symbol. We refer to the symbols u t , u t as training symbols and P t as training symbol transmit power. Without loss of generality, we assume u t = 1 and u t = e 1 , respectively, when the sensors employ M -PSK and M -FSK schemes. Training symbols are also sent over orthogonal channels between sensors and the FC, prior to sending data symbols. The channel output corresponding to sensor k at the FC upon the reception of training symbol is
where the noises
− is the received power corresponding to the training symbol. In this work, we consider both coherent and non coherent receivers. The unknown channel parameters to be estimated depend on the receiver structure. For a coherent receiver with a training based channel estimator and a non coherent receiver with a training based channel amplitude estimator, the unknown parameters are h k and α k , respectively. We model these as h k =ĥ k +h k and α k =α k +α k , wherê h k andα k are the estimates based on y tk and v tk = |y 1 tk | 2 in (4) respectively, andh k andα k are the estimation errors 1 . To include the cost of channel estimation, we assume that the transmit power consumption per decision
is the fraction of the power assigned to the data symbol.
We adopt the Bayesian criterion to find the optimal fusion rule at the FC, in order to make a global decision u 0 ∈ {H 1 , H 2 , .., H M }. The optimal fusion rule is u 0 = arg max m π m Θ m where Θ m varies, depending on the receiver structure and the modulation scheme. Since the channel outputs are independent across sensors, we find
when sensors employ M -PSK and the receiver is coherent. When sensors employ M -FSK we obtain
where g k =ĥ k for coherent receiver, g k =α k for non coherent receiver with a training based channel amplitude estimator, and g k is null for non coherent receiver without a channel estimator. Also, u k (i), u k (i) in (5), (6) are the transmitted data symbols of sensor k corresponding to the decision of H i and p im is obtained from (2) . Since the sum of transmit powers of training and data symbols is fixed, the estimation error and thus the performance of the optimal fusion rules would depend on P k and the ratio r d .
III. COHERENT RECEPTION WITH M -PSK AND M -FSK

A. Complex Channel Estimation
For the linear signal model in (4), the MMSE channel estimation of h k given y tk isĥ k = E {h k |y tk } =
substitutingĥ k in y dk in (3), we find
The complex noise w k in (7) combines the AWGN noise and the channel estimation error. Considering (4), we observe that
) and
B. Optimal Fusion Rule Corresponding to M -PSK
To find f (y dk |u k (i),ĥ k ) in (5), we realize that given u k andĥ k , we have
After eliminating the terms that are independent of m, the fusion rule reduces to u 0 = arg max m π m Θ m where Θ m is
Note that the optimal fusion rule depends on P k , r d (through P dk , σ 2 w k ), channel outputs y dk , channel estimatesĥ k , and local sensor performance indices p im . For the special case of M = 2, the optimal fusion rule reduces to
C. Optimal Fusion Rule Corresponding to M -FSK
To find f (y dk |u k (i),ĥ k ) in (6), we realize that given u k (i)
andĥ k , we have y dk ∼ CN √ P dkĥk u k (i), C y where C y is a diagonal matrix whose entries are C y (j, j) = σ 2 n for j = i and C y (j, j) = σ 2 w k for j = i. Therefore, we write
where y i dk denotes the ith entry of vector y dk and β
inside the exp in (9), due to its irrelevance to m, the optimal fusion rule reduces to u 0 = arg max m π m Θ m where Θ m is
(10) Comparing (10) and (8) reveals the impact of the modulation scheme on the optimal fusion rule. For the special case of M = 2 the optimal fusion rule reduces to
The MMSE estimate of the channel amplitude α k given v tk = |y
where the conditional pdf f (α k |v tk ) assumes the following form [5] 
where I 0 (.) is the modified Bessel functin of the first kind with order zero. Given v tk , we have α k ∼ Rice(r, s 2 ) where
s 2 ) where F 1 (., .; .) is the Kummer confluent hypergeometric function and
is the modified Bessel functin of the first kind with order one. Furthermore, the variance of estimation error can be computed as below [5] 
B. Optimal Fusion Rule with Channel Amplitude Estimation
Substitutingα k in (3), we have
However, to express f (y dk |u k (i),α k , φ) we need the conditional pdf f (w k |u k (i),α k , φ). Unfortunately, this conditional pdf depends on the pdf f (α k ) and finding its closed form expression is mathematically intractable. However, our simulation results suggest that, conditional w k can be approximated as a zero-mean complex Gaussian vector with a diagonal covariance matrix C w whose entries are C w (j, j) = σ 2 n for j = i and C w (j, j) = σ
With this approximation, we proceed with finding f (y dk |u k (i),α k ). One can verify the following
in which c 1 =
. To obtain (a), we let y (6) and eliminating c 1 due to its irrelevance to m, the optimal fusion rule reduces to u 0 = arg max m π m Θ m where Θ m is
Note that the optimal fusion rule depends on P k , r d (through
), magnitude of channel outputs |y i dk |, channel amplitude estimatesα k , and local sensor performance indices p im . For the special case of M = 2, the optimal fusion rule is similar to (11) with the difference that F (y i dk ) needs to be replaced with G(|y i dk |) defined in (13).
C. Optimal Fusion Rule without Channel Amplitude Estimation
In the absence of training, we have P d = P and P t = 0. To find f (y dk |u k (i)) in (6), we realize that given u k (i), we have y dk ∼ CN (0, C y ) where C y is a diagonal matrix whose entries are C y (j, j) = σ 2 n for j = i and C y (j, j) = P dk σ 2 h + σ 2 n for j = i. We can verify that f (y dk |u k (i)) equals to
After substituting f y (y dk |u k (i)) in (6) and eliminating 
Different from (13), (14) does not depend on channel amplitude estimates and only depends on the channel statistics. For the special case of M = 2, the optimal fusion rule is similar to (11) with the difference that F (y We assume all sensors are equally distant from the FC with ∆ k = 10m and define P tk =P t , P dk =P d , P k =P for all k and SN R = 10 log(P σ 2 n ). Figure 1(a) and figure 2(a) depict P e vs SN R for coherent and non coherent reception, respectively. As a benchmark, we also plot P e assuming perfect CSI at the FC. The gap between perfect CSI and imperfect CSI at low SN R in coherent reception is noticeable, which is due to the channel estimation error. However, as SN R increases the channel estimation error reduces and this gap goes to zero. For non coherent reception, we observe that the lack of perfect knowledge of channel amplitude increases P e . Furthermore, in the case of coherent reception, we observe that P e is lower in FSK, compared to PSK since 4-FSK represents the signal in more dimensions, compared to 4-PSK. Figure 1 (b) and figure 2(b) show P e vs r d for coherent and non coherent reception, respectively. We observe that for FSK modulation (regardless of the reception mode at the FC) as r d increases, P e decreases. In fact, the optimal r d is one, implying that no transmit power should be allocated for sending training symbol. On the other hand, for PSK modulation and coherent reception P e is minimized at r d =0.5. The reason for these different behaviors is the different levels of vulnerability of these two modulations to signal distortion due to the random channel phase. For PSK modulation, a phase shift (due to random channel phase) decreases the Euclidean distance between the two constellation points and hence P e increases. Whereas, in FSK modulation a phase shift does not change this distance. In fact, low data power (small r d ) can be much more detrimental than low training power (large r d ) for FSK modulation for both coherent and non coherent reception.
VI. CONCLUSION
In summary, we considered a distributed detection wireless system that is tasked with solving an M -ary hypothesis testing problem. We studied the effect of wireless channel uncertainty, due to channel estimation error, on the design and performance of this system, assuming the sum of transmit powers of training and data symbols is fixed. In particular, we provided the optimal MAP fusion rules for training and non-training based systems. Our results show that the error probability of this system, when the sensors employ FSK modulation, is minimized when training symbol transmit power is zero. However, when the sensors employ PSK modulation along with coherent reception at the FC the error probability is minimized when the transmit power is equally distributed between training and data symbols. 
