Let X 1 and N be non-negative integer valued power law random variables. For a randomly stopped sum S N = X 1 + · · · + X N of independent and identically distributed copies of X 1 we establish a first order asymptotics of the local probabilities P(S N = t) as t → +∞. Using this result we show the k −δ , 0 ≤ δ ≤ 1 scaling of the local clustering coefficient (of a randomly selected vertex of degree k) in a power law affiliation network.
Introduction
Let X 1 , X 2 , . . . be independent identically distributed random variables. Let N be a nonnegative integer valued random variable independent of the sequence {X i }. The randomly stopped sum S N = X 1 + · · · + X N is ubiquitous in many applications. In particular, the asymptotic behavior of the tail probabilities P(S N > t) is important in such areas as the collective risk model, compound renewal model, models of teletraffic arrivals. The tail probabilities have attracted considerable attention in the literature and their asymptotic behavior is quite well understood, see, e.g. [1] , [9] , [11] and references therein. In this note we are interested in the asymptotic behavior of the local probabilities P(S N = t). Our study is motivated by several questions from the area of complex network modeling. An important class of complex networks have (asymptotic) degree distributions of the form S N , where one or both X i and N obey power laws. For this reason a rigorous analysis of network characteristics related to vertex degree (clustering coefficients, degree-degree correlation) requires a good knowledge of the asymptotic behavior of the local probabilities P(S N = t) as t → +∞, [3] , [4] , [5] . We will present applications in more detail after formulating our main results.
In what follows we assume that P(X 1 ≥ 0) = 1 and the probabilities of X 1 form a regularly varying sequence with index α > 1, that is,
where L 1 is slowly varying at infinity. In the particular case where L 1 admits a positive limit as t → +∞, lim t L 1 (t) = a, the random variable X 1 obeys the power law,
Here and below f (t) ∼ g(t) means f (t)/g(t) → 1 as t → +∞. We denote µ = EX 1 , for X 1 having a finite first moment. Assuming that the probabilities of N form a regularly varying sequence with index γ > 1,
where function L 2 is slowly varying at infinity, we obtain the following result.
Theorem 1. Let α, γ > 1. Assume that (2) and (3) hold.
(i) For γ > α and γ > 2 we have P(S N = t) ∼ (EN )P(X 1 = t).
(ii) For α > γ and α > 2, α = 3 we have
(iii) For α = γ > 2, α = 3 we have P(S N = t) ∼ (EN )P(X 1 = t) + µ −1 P N = t/µ .
(iv) For α, γ < 2 we have 
Here Z 1 is an α − 1 stable random variable with the characteristic function . Remark 1. The statements (ii) and (iii) of Theorem 1 remain valid for α = 3 if we assume, in addition, that for some a > 0 and ε > 0 we have as t → +∞ t 3 P(X 1 = t) − a = O (ln ln t) −1−ε .
Remark 2. The statements (i), (ii) and (iii) of Theorem 1 extend to random variables X i satisfying (1), but for α ≥ γ we need an extra condition
Results of Theorem 1 seem to be new. We are not aware of earlier work where the asymptotic behavior of the local probabilities like (5), (6) , (7) were considered. On the other hand, relation (4) is known in the literature (see, e.g., [9] , [11] , [15] ). It has been established assuming that N has a finite exponential moment, that is, Ee δN < ∞ for some δ > 0. Our Theorem 1 (i) replaces exponential moment condition by structural condition (3) . In Theorem 2 below conditions on the distribution of N are further relaxed: for α = 2, 3, relation (4) is established under the minimal condition P(N = t) = o P(X 1 = t) as t → +∞.
Theorem 2. Let α > 1. Suppose that EN < ∞. For 1 < α ≤ 3 we assume that (2) holds. For α > 3 we assume that (1) holds. For α > 2 we assume, in addition, that that (10) holds.
(i) For 1 < α < 2 relation (4) holds.
(ii) For α = 2 the moment condition E(N ln 2+τ N ) < ∞, for some τ > 0, implies (4). (iii) For 2 < α < 3 relation (4) holds.
(iv) For α = 3 either of the conditions P(N = t) = o t −3 (ln ln t) −1 or (8) imply (4) . (v) For α > 3 relation (4) holds.
In the following remark we replace condition (10) of Theorem 2 by the moment condition EN 1+α < ∞. Notice that (10) does not follow from EN 1+α < ∞.
Remark 3. Let α > 1. Assume that (2) holds. Suppose that EN 1+α < ∞. Then (4) holds.
It is interesting to compare the local probabilities of S N with those of the maximal summand M N = max 1≤i≤N X i . Assuming that (1) holds and EN < ∞ it is easy to show that
Therefore, under conditions of Theorem 2 the probabilities P(S N = t) and P(M N = t) are asymptotically equivalent. We next consider relation (5) . Sufficient condition for (5) on the distribution of N presented in Theorem 1 (ii) has two parts: the structural condition (3) and the inequality α > γ telling that the tail of N is "heavier" than that of X 1 . In Theorem 3 below we replace the latter condition by the minimal one
Furthermore, we can slightly relax condition (3) as well. We will assume that for some c 1 > 1 there exist c 2 , c 3 > 0 such that
Our next condition refers to α: given α, there exists κ > max{(α − 1)
Clearly, (3) implies (13), (14) , but not vice versa.
Theorem 3. Let α > 2 and κ > max{(α − 1) −1 , 0.5}. Assume that (2) holds for 2 < α ≤ 3 and (1) holds for α > 3. Assume that either (3) holds for some γ > 1 or (13), (14) hold and EN < ∞.
(i) For α > 2, α = 3 relation (12) implies (5).
(ii) For α = 3 relations (8) and (12) imply (5).
Remark 4. For 2 < α < 3 the results of Theorems 2 and 3 extend to random variables X i satisfying (1), (9) .
Before turning to applications we briefly mention two open questions. The first question is about a k term (k = 2, 3, . . . ) asymptotic expansion to the probability P(S N = t) as t → +∞. The second one is about extending Theorem 1 to (the density of) an absolutely continuous randomly stopped sum S N .
Application to complex network modeling. Mathematical modeling of complex networks aims at explaining and reproduction of characteristic properties of large real world networks. We mention the power law degree distribution, short typical distances and clustering to name a few. Here we focus on the clustering property meaning by this the tendency of nodes to cluster together by forming relatively small groups with a high density of ties within a group. In particular, we are interested in the correlation between clustering and degree explained below. Locally, in a vicinity of a vertex, clustering can be measured by the local clustering coefficient, the probability that two randomly selected neighbors of the vertex are adjacent. The average local clustering coefficient across vertices of degree k, denoted C(k), for k = 2, 3, . . . , describes the correlation between clustering and degree. Empirical studies of real social networks show that the function k → C(k) is decreasing [12] . Moreover, in the film actor network C(k) obeys the scaling k −1 [17] . In the Internet graph it obeys the scaling k −0.75 [19] . We are interested in modeling and explaining the scaling k −δ , for any given δ > 0 .
Clustering in a social network can be explained by the auxiliary bipartite structure defining the adjacency relations between actors: every actor is prescribed a collection of attributes and any two actors sharing an attribute have high chances of being adjacent, cf. [14] . The respective random intersection graph G on the vertex set V = {v 1 , . . . , v n } and with the auxiliary set of attributes W = {w 1 , . . . , w m } defines adjacency relations between vertices with the help of a random bipartite graph H linking actors to attributes. Actors/vertices are assigned iid non-negative weights Y 1 , . . . , Y n modeling their activity and attributes are assigned iid non-negative weights X 1 , . . . , X m modeling their attractiveness. Given the weights, an attribute w i is linked to actor v j in H with probability X i Y j / √ mn independently across the pairs W × V . The pairs of vertices sharing a common neighbor in H are declared adjacent in G. The random intersection graph G admits tunable power law degree distribution, non-vanishing global clustering coefficient, short typical distances, see [3] . Here we show that for large m, n the random graph G possesses yet another nice property, the tunable scaling k −δ , 0 ≤ δ ≤ 1, of respective conditional probability
Theorem 4. Let α, γ > 6, β > 0 and a, b > 0. Let m, n → +∞. Assume that m/n → β. Suppose that weights X i , Y j are integer valued and P(X i = t) ∼ a t −α and P(Y j = t) ∼ b t −γ . Then for every k = 2, 3, . . . the probability C G (k) converges to a limit, denoted C * (k), and
Here δ = max 0; min{α − γ − 1; 1} , C * (k) is given in (79), and c > 0 is a constant depending on α, γ, β, a, b and the first three moments of X 1 and Y 1 .
A related result establishing k −1 scaling in a random intersection graph with heavy tailed weights Y j and degenerate X i (P(X i = c) = 1 for some c > 0) has been shown in [2] . The tunable scaling (15) is obtained due to the heavy tailed weights X i . We suggest a simple explanation of how the weights of attributes affect C * (k). An attribute w i with weight X i generates with positive probability a clique in G of size proportional to X i (the clique formed by vertices linked to w i ). For small α we will observe quite a few large weights X i . But the presence of many large cliques in G may increase the value of C * (k) considerably. Hence, it seems plausible, that the scaling exponent δ correlated positively with α. For a different approach to modeling of k −δ scaling, for δ = 1, we refer to [7] , [17] .
Another popular network characteristic that quantifies statistical dependence of neighboring adjacency relations is the correlation coefficient (or rank correlation coefficient) between the degrees d 1 and d 2 of the endpoints of a randomly selected edge. More generally, one is interested in the distribution of the bivariate random vector (d 1 , d 2 ), called the "degreedegree" distribution. We briefly mention that using the result of Theorem 1 one obtains from Theorem 2 of [4] that the random intersection graph G admits a tunable power law degree-degree distribution.
Proofs
Before the proofs we introduce some notation and present two auxiliary lemmas. Then we prove Remark 3, Theorems 2, 3, and 1, 4. At the very end of the section we prove Remark 2 and relation (11). We do not give separate proofs of Remarks 1 and 4. We note that statement (ii) of Remark 1 follows from Theorem 3, and statement (iii) is shown in the proof of Theorem 1. Furthermore, the proof of Remark 4 is similar to that of Remark 2.
We denote by c a positive constant, which may depend on the distributions of X and N and may attain different values at different places. But c does never depend on t. Given integer m > 0, we split
For a non-random integer n we denote
Furthermore, in the case where EX 1 < ∞, we denote µ = EX 1 andX i = X i − µ, and
n above, but for the random variablesX i , i ≥ 1. Similarly, we defineŜ n ,Ŝ (k) n in the same way as S n , S (k) n above, but for the random variablesX i , i ≥ 1. Given t we denote t n = t − nµ and t n = nµ − t.
In the proofs we bound the probability P(S n = t) by combining two independent arguments: for large n the probability is small by the local limit theorem and for large t it is small because of the large deviations phenomenon. The argument is formalized in Lemma 1. Lemma 1. Let 0 < δ < 1. Let n, t ≥ 2 be integers. We have
Proof of Lemma 1. In the proof we use some ideas of [20] . We have
We evaluate the first probability on the right using the union bound
It remains to evaluate the second probability. We split
and use the independence of X 1 , . . . , X n/2 and X n/2 +1 , . . . , X n . We have
We similarly show that P(S n = t, S
In the proof we will use the local limit theorem [8] , [13] , [16] . For non-negative integer valued iid summands X 1 , X 2 , . . . satisfying (1), we have that
Here {b n } is a norming sequence. For α < 3 we can choose
see formula (1.5.4) of [6] . We recall that b n can be written in the form b n = n β L * (n), where β = max{1/(α − 1); 0.5} and where L * (n) is a slowly varying function depending on α and L 1 (for α > 3 we have L * (s) ≡ 1). {a n } is a centering sequence (a n = 0 for α < 2 and a n = nµ with µ = EX 1 for α > 2), see, e.g., [6] . Furthermore, g(·) is the probability density function of the stable limit distribution of the sequence of random variables {(S n − a n )/b n }.
Lemma 2. Let α > 2. Assume that (1) holds. Then as t → +∞ n: |nµ−t|≤ut
for any positive sequence {u t } satisfying
Here τ * n := max{τ k , k ≥ n} → 0 as n → +∞. Notice that (23) requires u t /b t → +∞ at a sufficiently slow rate.
Proof of Lemma 2. Denote for shortt = t/µ and = n: |nµ−t|≤ut . Note that a n = nµ. We establish (22) in a few steps
Here (24) follows from (20) and the third relation of (23). (25) follows from the inequality shown below 1 bt
combined with the mean value theorem (note that g has a bounded derivative) and the second relation of (23). Furthermore, we obtain (27) by approximating the sum by the integral of the unimodal density g over the unboundedly increasing domain −u t b
Finally, (26) follows from (28) and (29). It remains to prove (28). We have
In (30) we applied the mean value theorem to x → x β . In (31) we applied the inequality
to s =t and s + δ s = n. To verify this inequality for large s > 0 and
ε(y)y −1 dy , where ε(y) is a function satisfying ε(y) → 0 as y → +∞, and where the c(s) converges to a finite limit as s → +∞, see, e.g., [6] . Note that we can assume without loss of generality that c(s) is a constant (as long as L * (n) defines a norming sequence).
Lemma 3. Let 2 < α < 3. Assume that (1) and (9) hold. Recall the notation µ = EX 1 . For b t defined by (21) and A > 1 we have as t → +∞
Proof of Lemma 3. Denote for short t = b t A. Note that (1) implies
because L 1 and L 1 * are slowly varying. Using Theorem 1.1.4 (v) of [6] , we obtain from the latter relation that
Recall that t n = t − µn. Using properties of slowly varying functions we evaluate the sums
Furthermore, in view of (36), we have
Combining these relations with (9) we obtain
In the very last step we applied (36) once again. Finally, invoking (39) in (37) and (39), (40) in (38) we obtain (33), (34).
Proof of Remark 3. We recall the known fact that for a fixed n we have
Note that for any integer m > 0, relation (41) implies
It follows from (16) and (42) that
Now, letting m → +∞ we obtain J m → EN and
To show the reverse inequality for lim sup t P(S N = t)/P(X 1 = t) we construct an upper bound for I m (t), see (16) . We have, by the union bound,
Note that this inequality holds uniformly in n and t. Hence,
It follows from (16), (42), (45) that lim sup
From (43), (47) we conclude that P(S N = t)/P(X 1 = t) ∼ EN .
Proof of Theorem 2. We remark that (1) implies that P(X 1 = t) > 0 for sufficiently large t. For such t we denote w(t) = P(N = t)/P(X 1 = t) and w * (t) = max{w(s) : s ≥ t}. Observe that (10) implies w(t), w * (t) = o(1) as t → +∞. We need w(t), w * (t) in the proof of (iii-v).
We will assume there that t is sufficiently large so that w(t) and w * (t) are well defined.
We note that the argument of the proof above leading to (43) remains valid. Therefore we only need to prove (47).
Proof of (i). We estimate the probability P(S n = t) using Lemma 1. Let δ = (α−1)/(2α). Invoking in (18) and (19) the inequalities shown below
we obtain P(S n = t) ≤ c nt −α . The latter inequality implies
It follows from (49) that lim sup
Finally, (46) and (50) imply (47). It remains to prove (48). The first inequality of (48) follows from (1). The second inequality follows by the local limit theorem (see § 50 of [8] ). The third inequality follows from (99). Proof of (ii). Fix τ > 0. We show below that
Note that (51) implies I m (t) ≤ c t −2 E N ln 2+τ N )I {N ≥m} . The latter inequality together
with (46) and (42) implies (47), because
Let us prove (51). We distinguish two cases. For n ln 1+0.5τ n ≥ t we have, by the local limit theorem ( § 50 of [8] ),
For n ln 1+0.5τ n < t we show that P(S n = t) ≤ c nt −2 using Lemma 1 similarly as in the proof of statement (i) above. The only difference is that for α = 2 auxiliary result (99), used in the proof of the third inequality of (48), is valid under additional condition (100). This condition is easily verified for x = t/2, y = t/4 and each n satisfying n < t ln −1−0.25τ t. To derive the latter inequality from n ln 1+0.5τ n < t we argue by contradiction. For n 0 ≥ t ln −1−0.25τ t we have (for sufficiently large t)
Proof of (iii). We shall show that
Note that (52) together with (46) and (42) implies (47). It remains to prove (52). We split
where I m.j = I m.j (t) = n∈Nj P(S n = t)P(N = n) and where
We obtain (52) from the bounds shown below
Proof of (55) for j = 0, 1, 2. We first show that
We choose δ = (α − 1)/(2α) and apply Lemma 1 to the probability P(S n = t n ). From (18), (19) we obtain
In the last step we used (48). We note that (48) forL n (t n , δ) follows from Theorem 5 (iii). Now, for n ∈ N 1 , the inequalities t/2 ≤ t n < t and (56) imply
Hence the bound I m.1 ≤ c t −α J m . For n ∈ N 2 we use n ≤ c t and (56) to show that
Furthermore, the inequality P(N = n) ≤ c t −α , n ∈ N 2 , which follows from (10), implies
For n ∈ N 0 we use the local limit theorem bound P(S n = t n ) ≤ c n −1/(α−1) and obtain
Proof of (55) for j = 3, 4. For n ∈ N 3 ∪ N 4 we havet n > 0. We evaluate P(S n = t) = P(Ŝ n =t n ) similarly as in the proof of (19)
In the last step we invoke the local limit theorem bound Q (k)
n ≤ c n −1/(α−1) and the inequality, which follows from (106),
For n ∈ N 3 we apply n ≤ c t and (62). We have
From (63) and P(N = n) ≤ w * (t/µ)t −α , n ∈ N 3 , we conclude that I m.3 ≤ c t −α w * (t/(2µ)). For n ∈ N 4 we uset n ≥ t. Now (62) implies P(S n = t) ≤ c nt −α and we have
Proof of (iv). We proceed similarly as in the proof of statement (iii) above. We split I m (t) using (53), but we put t * = √ t ln t (ln ln t) in (54). The bound I m.0 = o(t −3 ) follows from the bound P(N = t) = o t −3 (ln ln t) −1 and the local limit theorem bound P(S n = t n ) ≤ c / √ n ln n, cf. (61). Alternatively, (8) implies (121), see Remark 6. Using (121) we show that the sequence u t := µt * satisfies the third condition of (23). Remaining two conditions of (23) are easy to check. Now Lemma 2 implies n∈N0 P(S n = t) → µ −1 . Finally, invoking (10) we obtain I m.0 = o(t −3 ). For n ∈ N 1 ∪ N 2 we apply (57) with δ = 1/3. Invoking in (57) the local limit theorem boundQ
n , which follows from (101), we obtain P(S n = t n ) ≤ c nt
Notice that for α = 3 inequality (101) applies to L (k)
under additional condition that the quantity nV 3 −1 t n /| ln Π(2 −1 t n )| is uniformly bounded for n ∈ N 1 ∪ N 2 , see Theorem 5 (iv). To meet this condition we introduce the ln ln t factor in the definition of t * . Now (65) implies I m.1 ≤ c t −3 J m as in the proof of (iii) above. For n ∈ N 2 inequalities n ≤ c t and (65) imply
Furthermore using the inequalities P(N = n) ≤ c P(
For n ∈ N 3 ∪ N 4 we estimate P(S n = t) using (62). We apply the boundQ
n ≥t n /2) using (104). For n ∈ N 4 inequalitieŝ t n ≥ nµ/2 ≥ t and (104) imply P(Ŝ (k) n ≥t n /2) ≤ e −c n ≤ e −c t . Hence P(S n = t) ≤ e −c t . This inequality implies I m.4 ≤ e −c t . For n ∈ N 3 inequalities t/µ ≤ n ≤ 2t/µ and (104) 
In the last step we applied the inequality
Finally, we observe that (10) implies P(N = n) ≤ c P(X 1 = n) ≤ c t −3 , for n ∈ N 3 . Combining these inequalities with (67) we obtain I m.3 = o(t −3 ).
Proof of (v).
We proceed similarly as in the proof of statement (iii) above. We define t ± = t µ ±t * , with t * = t 1/2 w −1/2 * t/(2µ) , split I m (t) using (53) and estimate I m.j , 0 ≤ j ≤ 4. For n ∈ N 0 we apply the local limit theorem bound P(S n = t) ≤ c n −1/2 ≤ c t −1/2 and the bound
In the last step we used (1) and the monotonicity of w * . We have
For n ∈ N 1 we have nµ ≤ t/2. Inequality (102) implies
In the last step we used (1) and the properties of slowly varying functions. Hence
For n ∈ N 2 we have n < tµ −1 . Inequality (102) implies
In the first (second) inequality of (71) we use (68) (inequality α > 2 combined with the bound L(t) = o(t α−2 )). Now the relation P(N = n) ≤ c w * (t/(2µ))P(X 1 = t), valid for n ∈ N 2 , (cf. (69) above) implies
For n ∈ N 3 ∪ N 4 we estimate P(S n = t) using (62). We apply the local limit theorem bound Q
n /n using (105). For n ∈ N 3 we use, in addition, inequalities t ≤ nµ ≤ 2t and obtain
Now (68) implies
Hence
For n ∈ N 4 from inequalities t ≤ nµ/2 ≤t n we obtain P(Ŝ (k) n ≥t n /2) ≤ e −c t 2 n /n ≤ e −c t . Now (62) implies P(S n = t) ≤ e −c t . We conclude that I m.4 ≤ e −c t .
Proof of Theorem 3. We start with an observation that given a collection of sequences {a
For α = 3 we choose a sequence {u t } t≥1 satisfying (23) and u t = o(t κ ). For α = 3 we choose u t = t ln t 1/2 ln ln t and note that {u t } satisfies (23). In particular, the third relation of (23) follows from (8) by Remark 6. We put t ± = tµ −1 ± u t in (54) and split, see (16) , (53),
Next, we choose m = m t converging to +∞ as t → +∞ such that I mt (t) = o (P(N = t)).
To establish the latter bound we apply (73) to a (k) t := P(S k = t)/P(N = t) and use (41) and (12) to verify the condition ∀k lim t a (k) t = 0. Furthermore, Lemma 2 and (14) imply I m.0 ∼ µ −1 P N = t/µ . In the remaining part of the proof we show for i = 1, 2, 3, 4 that
Proof of (75) for i = 1. Using (56), (58), (65) for α ≤ 3 and (70) for α > 3 we obtain
We consider the cases EN < ∞ and EN = ∞ separately. For EN < ∞ we have EN I {mt≤N ≤t/(2µ)} = o(1). Hence I m.1 = o P(X 1 = t) = o P(N = t) . For EN = ∞ we only consider N satisfying (3). Condition (3) implies EN I {mt≤N ≤t/(2µ)} ≤c t 2−γ L(t), where L is a slowly varying function. Invoking this inequality in (76) we obtain the bound I m.1 = o (P (N = t) ).
Proof of (75) for i = 4. For α < 3 and EN < ∞ we derive (75) from (64). For α < 3 and EN = ∞ we use (3) and apply inequalities P(S n = t) ≤ n −1/(α−1) for n > t α−1 and P(S n = t) ≤ c nt −α for n ≤ t α−1 (the first inequality follows from the local limit theorem, the second one follows from (62)). We obtain
Here L is a slowly varying function (we have L = L 2 , for γ = 2). In the last step we used (α − 2)(γ − 1) > 0. For α ≥ 3 relation (75) follows from the bound I m.4 ≤ e −c t shown in the proof of Theorem 2 (iv), (v).
Proof of (75) for i = 2, 3. For α < 3 we combine (13) with the inequalities, see (59), (63), n∈N2 P(S n = t) ≤ c t t
and obtain the bounds I m.i ≤ c tu 1−α t P(N = t) = o P(N = t) , for i = 2, 3. In the last step we used t = o(u α−1 t ). The latter bound is equivalent to the first relation of (23) satisfied by our choice of {u t } t≥1 .
For α > 3 we combine (13) with the inequalities, see (71), (72),
and obtain the bounds I m.i ≤ c t 1/2 u −1 t P(N = t) = o P(N = t) , for i = 2, 3. In the last step we used t 1/2 = o(u t ), see (23). For α = 3 bound (75) for i = 2, 3 follows from (66), (67) and (13) .
Proof of Theorem 1. Statements (i) and (ii) follow from Theorems 2, 3.
Proof of (iii). We proceed as in the proof of Theorem 3. For α = 3 we choose a sequence {u t } t≥1 satisfying (23). For α = 3 we put u t = t ln t 1/2 ln ln t and note that such {u t } t≥1 satisfies (23). In particular, for α = 3 the third relation of (23) follows from (8) by Remark 6. We put t ± = tµ −1 ± u t in (54) and split, see (16) , (53),
We choose m = m t converging to +∞ as t → +∞ such that t −α I mt (t) → aEN . To establish this relation we apply (73) to a Proof of (iv). For n → +∞ the standardized sums n −1/(α−1) (X 1 + · · · + X n ) converge in distribution to an α − 1 stable random variable, which we denote by Z a . Here the subscript a refers to the constant a in (2) . Note that Z a and a 1/α Z 1 have the same distributions. Therefore, it suffices to show that
≤A} . We prove below that
(77) follows from (78) by letting A → +∞. Let us prove (78). We split
We first show that lim t I 2 /h(t) = J A . From the local limit theorem bound (20) we obtain
where t n = tb
n and b n = n (α−1)
denotes the density of Z a and δ n → 0 as n → +∞ is a remainder. Using the relation
we write I 2 in the form I 2 = h(t)S, where
converges to J A as t → +∞. Here we used the fact that
Finally, we estimate I j , j = 1, 3, using the the local limit theorem bound P(S n = t) ≤ c n −(α−1) −1 for n ∈ N 3 and the bound P(S n = t) ≤ c nt −α for n ∈ N 1 (see (48)), respectively. We also use the fact that L 2 is slowly varying. We obtain as t → +∞
Proof of Theorem 4. Before the proof we introduce some notation. Denote a i = EX Finally, we denote
Here
The random variables d
1 , Λ
2 in (80) are independent and Λ
2 has the same distribution as Λ (2) 1 . We are ready to prove Theorem 4. The convergence C G (k) → C * (k) as n, m → +∞ is shown in Theorem 2 of [5] . Here we only prove (15) . For r = 0, 1, 2, 3 we have, by Lemma 6,
Furthermore, for r = 1, 2 we have, by Theorem 1,
We note that explicit expressions of c 0 (r), c 1 (r), c 2 (r, α, γ) in terms a, b, β, a i , b i are easy to obtain, but we do not write down them here. It follows from (81), (82) that
Combining these relations we conclude that p 1 (t)/p 2 (t) scales as t κ , where κ = −1 for α ≤ γ, κ = α − γ − 1 for γ < α < γ + 2, and κ = 1 for γ + 2 ≤ α. Now (15) follows from (79).
Proof of Remark 2. For α > 3 Remark 2 follows from Theorems 2 and 3. We assume below that α ≤ 3.
Proof of (i). The proof is similar to that of Theorem 2. We only indicate the changes needed to be made. For 1 < α < 2 we fix 0 < ε < γ − 2 and put δ = 2(α(α − 1) −1 + ε) −1 while estimating P(S n = t) via Lemma 1. We also use the fact that E|N 1+ε L(N )| < ∞ for any slowly varying (at infinity) function L.
For α = 2 we fix small numbers τ, ε, η > 0 such that η := (1 + τ )(2 + ε) < γ. We show that P(S n = t) ≤ c n η−1 L −1 * (n)P(X 1 = t), where the slowly varying function L −1 * = 1/L * is defined by the norming sequence b n = n 1/(α−1) L * (n), see (20) . The result then follows from the fact that EN η−1 L * (N ) < ∞. For n 1+τ ≥ t we invoke the local limit theorem bound P(S n = t) ≤ c n −1 L −1 * (n) and estimate
For n 1+τ < t we estimate P(S n = t) via Lemma 1, where we put δ = 1/(4 + 2ε). Combining the local limit theorem bound above with the inequality (99) we obtain from (18) that
Here we used n 1+ε < n η−1 and t −ε L 1 (t) ≤ c L 1 (t). The latter inequality exploits properties of slowly varying functions (see Theorem 1.1.4 of [6] ). We note that for α = 2 inequality (99) holds under additional condition (100), see Theorem 5 (ii). For n 1+τ < t this condition is verified by the relation nt
as t → +∞, which holds for any slowly varying function L.
Let 2 < α < 3. Fix 0 < ε < min{α − 2; γ − α}. We show that I m.j = o P(X 1 = t) for j = 0, 2, 3 and I m,j ≤ c P(
We choose in (54) t * = min{u t ; b t ln t} for a sequence {u t } satisfying (23). Then Lemma 2 implies
While estimating P(S n = t) = P(S n = t n ), for n ∈ N 1 ∪N 2 , we put δ = 2(α(α−1)
We obtain, see (57),
Here we estimated P(
For n ∈ N 1 inequality t n ≥ t/(2µ) and (83) imply
For n ∈ N 2 inequalities t/(2µ) ≤ n ≤ t/µ and (83) imply
While estimating P(S n = t) = P(Ŝ n =t n ), for n ∈ N 3 ∪ N 4 , we proceed as in (62). We choose 2 <α < α satisfying (α − 1)/(α − 1) ≥ 1 − 0.1ε and apply (115) with κ = 1/(2δ). We obtain, cf. (62),
For n ∈ N 3 inequalities t/(µ) ≤ n ≤ 2t/µ and (84) imply
For n ∈ N 4 inequalitiest n ≥ t/(2µ) and (84) 
For α = 3 we fix 0 < ε < min{1, γ − 3} and put t * = t 0.5+ε . We estimate I m.j , for j = 1, 2, 3, 4 similarly as in the case 2 < α < 3 above. The remaining term
Here we used the local limit theorem bound P(S n = t) ≤ c n −0.5 L −1 * (n) and inequalities t/(2µ) ≤ n ≤ 2t/µ for n ∈ N 0 . Proof of (ii) and (iii). We only consider the case where 2 < α < 3. The proof is similar to that of Theorem 3. Let {b n = n 1/(α−1) L * (n)} be a norming sequence so that {(S n − nµ)b −1 n } converges in distribution to an α − 1 stable random variable. Given a large constant A > 0, set t * = b t A in (54) and decompose
see (16), (53). We observe that I m.0 , I m.2 , I m.3 depend on A. We shall show that
lim sup
Finally, we choose m = m t converging (sufficiently slowly) to +∞ as t → +∞ so that I mt (t) ∼ P(X 1 = t)EN (see the proof of Theorems 1, 3). Invoking (86), (87), (88), (89), (90) in (85) and letting A → +∞ we obtain (ii) and (iii).
Proof of (90). Proceeding as in the proof of Lemma 2 we show that for any (small) δ > 0 and (large) A 0 > 0 one can find A > A 0 and large t 0 such that
We derive (90) from (91) and the relation that follows from (3),
Proof of (87), (88), (89). We only show that
For n ∈ N 2 we estimate P(S n = t n ) = P(S n = t) using Lemma 1 with δ = (α − 1)/(2α) similarly as in (57) above,
Here c n −1/(α−1) L −1 * (n) is an upper bound for the probability Q (k) that follows from the local limit theorem and c nP(
is an upper bound for the probability L n (t n , δ) that follows from Theorem 5 (iii), see (101). Invoking in (94) inequalities
which follow from (1), and using t/(2µ) ≤ n ≤ 2µt we obtain for n ∈ N 2 that
The latter bound combined with (33), (34) implies the first inequality of (93).
For n ∈ N 3 ∪ N 4 we estimate
In the first inequality we applied (62). In the second one we used (114) and the local limit theorem bound Q
(95) yields the second and third inequalities of (93). Proof of (86). We show that P(S n = t) ≤ c nt −α L 1 (t) similarly as in the proof of Theorem 2 (iii) above: we apply Lemma 1 to the probability P(S n = t) = P(S n = t n ). Let δ < (α − 1)/(2α). Invoking in (57) the inequalities
(the last one follows from Theorem 5 (iii)) and using t/2 ≤ t n ≤ t, for n ∈ N 1 , we obtain
To prove the last inequality we write the second summand on the right of (96) in the form
and observe that R n (t) is bounded uniformly in n ∈ N 1 . Here τ > 0 is defined by the equation 1/(2δ) = (α/(α − 1))(1 + τ ). Indeed, the inequality n ≤ t/(2µ) (which holds for n ∈ N 1 ) implies n (α−1)
In addition, by the properties of slowly varying functions, we have |L
Proof of relation (11) . For deterministic n relation P(M n = t) ∼ nP(X 1 = t) follows from the inequalities
where
Let us prove (11) . To this aim we show that for any ε > 0
To show the left inequality we choose large positive integer m such that EN I {N ≤m} > (1 − ε)EN and use the left inequality of (97). We obtain
Furthermore, the right inequality of (97) implies, by Lebesgue's dominated convergence theorem, that Theorem 5. Let α, r ≥ 1. Assume that (1) holds.
(i) For 1 < α < 2 there exists a constant c = c(α, r) such that for any n ≥ 1 and x ≥ y > 0 satisfying x/y ≤ r we have
(ii) For α = 2 and any τ, η > 0. there exists a constant c = c(α, r, τ, η) < +∞ such that (99) holds for any n ≥ 1 and x ≥ y > 0 satisfying x/y ≤ r and
is a slowly varying function.
(iii) For 2 < α < 3 there exists a constant c = c(α, r, µ) < +∞ such that for any n ≥ 1 and x ≥ y > 0 satisfying x/y ≤ r we have
(iv) For α = 3 and any η > 0 there exists a constant c = c(r, µ, η) such that (101) holds for each n ≥ 1 and x ≥ y > 0 satisfying x/y ≤ r and nV y/| ln Π(x)| < η. Here
(v) For α > 3 we have uniformly in t ≥ √ n that
Lemma 4. Let α > 2. We assume that (2) holds for 2 < α ≤ 3 and (1) holds for α > 3.
(i) For 2 < α < 3 there exists a constant c 1 > 0 depending on the distribution of X 1 such that for any integers n ≥ 1 and 0 < t ≤ nµ
(ii) For α = 3 there exist constants c 1 , c 2 > µ + a depending on the distribution of X 1 such that such that for any integers n ≥ 1 and 0 < t ≤ nµ
(iii) For α > 3 there exists a constant c 1 > 0 depending on the distribution of X 1 such that such that for any integers n ≥ 1 and 0 < t ≤ nµ
We note that (103) implies for any κ > 0 there is a number c 2 = c 2 (c 1 , α, κ) such that
To prove this claim we bound the right side of (103) using the chain of simple inequalities e −y ≤ (1 + (y/β)) −β ≤ (y/β) −β , for y, β > 0. The proof of Lemma 4 is a routine application of the standard argument. It is included for readers convenience.
Proof. Denote
and ∆ λ (x) = |e λx −1−λx|. Here u, A and B are sufficiently large positive numbers depending on the distribution of X 1 , but they are independent of n and t. We choose these numbers in steps (110), (112) and (113) below. In particular, we may assume that u > µ + 1 and A > 10, B > µ so that 0 < λ 0 (t, n) < 1 for 0 < t < nµ. In the proof we use inequalities
Let us prove (103), (104), (105). For any λ > 0 we have, by Markov's inequality,
In the last step we used EX 1 = 0 and 1 + x ≤ e x and estimated
Next we estimate E∆ λ (X 1 ). We first consider the case where X 1 has an infinite variance, i.e., the case where 2 < α ≤ 3. Given h > 1, we split
and bound each term
The first (second and third) bound follows from the first (second) inequality in (107). Furthermore, a straightforward calculation shows that (2) implies as h → +∞
a ln(h/λ), for α = 3 uniformly in 0 < λ ≤ 1. In what follows we put λ = λ 0 . For 2 < α < 3 we choose h large enough so that
for some constant u > 1 + µ depending on the distribution of X 1 . Here we used λ < 1 when estimated I 1 ≤ c λ α−1 . Invoking (110) in (108) we obtain (103) with
For α = 3 we choose large h > 1 such that I 2 ≤ aλ 2 ln(h/λ). Then
Invoking this inequality in (108) we obtain (104) by choosing A sufficiently large. For α > 3 inequalities (107) imply
where B > 0 depends on the distribution of X 1 , but it does not depend on n and t. Invoking this inequality in (108) we obtain (105).
Remark 5. Assume that (1) holds and X 1 has an infinite variance. (i) Let 2 < α < 3. There exist numbers c 1 , c 2 > 0 depending on the distribution of X 1 such that for any integers n ≥ 1 and 0 < t ≤ nµ
(ii) Let 2 < α ≤ 3. For any 2 <α < α and κ > 0 there exists a number c 1 > 0 depending on the distribution of X 1 and number c 2 depending on c 1 ,α, κ such that for any integers n ≥ 1 and 0 < t ≤ nµ
Proof of Remark 5. The proof is similar to that of Lemma 4. For 2 < α < 3 we have, by Karamata's theorem, as h → +∞
We choose largeh > 0 such that uniformly in 0 < λ ≤ 1
Now using the fact that L 1 is slowly varying we can find a constant c > 0 such that
for some absolute constants u , u (we assume that u µ). In the last step we applied (35). Let us show (i). We choose λ = λ 0 , where λ −1 0 = inf t > 0 : P(X 1 > t) < n −1 . We note that as n → +∞ 
Here the first and second relation follow from formulas (1.1.20), (1.5.4) and (1.1.27) of [6] respectively. Invoking the second relation of (117) in (116) we obtain E∆ λ (X 1 ) ≤ un −1 for some constant u. This inequality combined with (108) and the first relation of (117) yield P(nµ − S n ≥ t) ≤ e −λ0t+u ≤ c 2 e −c1tn −1/(α−1) (L * (n))
Let us show (ii). For 2 < α < 3 we combine the second inequality of (116) with the inequality L 1 (λ −1 ) ≤ c λ −ε , for ε = α−α > 0, which follows from general properties of slowly varying functions (Theorem 1.1.4 of [6] ). We obtain E∆ λ (X 1 ) ≤ u λ α−1 L 1 (λ −1 ) ≤ u λα −1 , for some constant u . Finally, we put λ = λ 1 = t nu(α−1)
1/(α−2)
and invoke the inequality E∆ λ1 (X 1 ) ≤ u λα −1 1 in (108). For α = 3 we only show that E∆ λ (X 1 ) ≤ u λα −1 . By Karamata's theorem,
where L * is a slowly varying function. Choosing h large enough we obtain
for some constant u .
Appendix
Lemma 5. Let a > 0. Let X 1 , X 2 , . . . be non-negative integer valued iid random variables such that P(X = t) ∼ at −3
as t → +∞.
Let {η t } t≥1 be the sequence defined by P(X 1 = t) = (a + η t )t −3 , t ≥ 1. Denote µ = EX 1 , b n = √ 0.5an ln n and h(k) = 1≤j≤k η j /j. Let ϕ(s) = (2π) −1/2 e −s 2 /2 denote the standard normal density. There exist numbers c, c 1 > 0 independent of t and n such that for each k = 0, 1, 2, . . . and each n = 1, 2, . . . we have
T (A) := A 5 n −1 + A 3 h( b n ) + ln ln n ln −1 n + e −c1A .
Remark 6. For |η n | ≤ c (ln ln n) −1 (ln ln ln n) −4 Lemma 5 implies
Indeed, we have for large k that |h(k)| ≤ j≤k |η j | ≤ c (ln k)/ (ln ln k)(ln ln ln k) 4 . Now for A = A n = (ln ln ln n) 5/4 we obtain T (A n ) = o 1/ ln ln n .
Proof of Lemma 5. The proof goes along the lines of the proof of Theorem 4.2.1 of [13] . We begin with introducing some notation. Denote ∆ = ∆ n,k the quantity on the left of (120). Denote f (t) = Ee itX1 and φ(t) = Ee itY the Fourier-Stieltjes transforms of the probability distributions of X 1 and Y = b −1 n (X 1 − µ) with i standing for the imaginary unit. We denote D t (y) = e ity − 1 − ity and use the inequalities |D t (y)| ≤ 2|ty| and |D t (y) + (ty) 2 /2| ≤ |ty| 3 /6 for real numbers t and y.
Let us show (120). Given 1 < A < πb n we put ε = A −1 . We have (formula 4. Furthermore, for any 0 < δ < 2 there exist n 0 > 0, c δ > 0 and ε δ ∈ (0, 1) such that for n > n 0 and |t| ≤ ε δ b n we have f n (b −1 n t) ≤ e −c δ |t| δ (formula 4.2.7 of [13] ). We choose δ = 1.
For ε 1 b n ≤ |t| ≤ π we have f n (b −1 n t) ≤ e −c * n , for some c * > 0 independent of n (formula 4.2.9 of [13] ). These upper bounds for f n (b −1 n t) imply the bound
1 e −c1A + 2πb n e −c * n .
Next, we estimate |I 3 | ≤ 2A for the standard Gaussian random variable W , see Section 7.1 of [10] ). Finally, we show that
The bounds for I 1 , I 2 , I 3 above imply (120). It remains to prove (123). The identity φ n (t) − e 
