India has made considerable progress as far as creation of irrigation potential is concerned. The gap between irrigation potential created and utilized is a matter of concern. The success of irrigation system operation and planning depends on the quantification of supply and demand and equitable distribution of supply to meet the demand if possible, or, to minimize the gap between the supply and demand. Hence, it is essential to forecast reservoir inflow for proper planning and management of canal irrigation projects. Autoregressive Integrated Moving Average (ARIMA) and X-12-ARIMA are one of the extensively used software packages for time series forecasting. This study focused on the Application of these software packages for Monthly Stream Flow Forecasting of Kangsabati River of India. Here, ARIMA (2, 1, 1) (2, 1, 2) and ARIMA-X-12 (2, 1, 1) (2, 1, 2) models were found to have less Bayesian Information Criterion (BIC), Akaike Information Criterion (AIC) and many other statistical values, selected for mean monthly foresting. In the comparison of ARIMA and X-12-ARIMA models, the X-12-ARIMA model is found more accurate then the ARIMA model for monthly stream flow forecasting. This study suggests that the selected models can be used successfully for monthly stream flow forecasting of Kangsabati river.
INTRODUCTION
The pace of advancement of economic super structure of a nation primarily depends on the strength of its agricultural base. India continues to be an agriculture-incentive country with over 70% of population living in rural areas. The agriculture sector provides food to population exceeding a billion, livelihood to nearly two-third of them, raw materials to country's agro-based industries and contributes nearly one sixth of the total earnings of the country. Steering the overall growth of the economy, agriculture sector contributes 22% to the Gross Domestic Product (GDP) [1] (AIC, 2006). Irrigation, the single largest user of the water resources, accounts for about 84% of all withdrawals in India [9] (Planning Commission, 2002). However, with increasing municipal and industrial needs, its share of water is likely to go down. Thus, in future, irrigation has to become efficient and produce more with less water. For this purpose, watershed management with focus on reduction of runoff by designing engineering structures is essential [8] (Nandgude et.al. 2011 ). The success of irrigation system operation and planning depends on the quantification of supply and demand and equitable distribution of supply to meet the demand if possible, or, to minimize the gap between the supply and demand. Hence, for proper planning, it is essential to have forecast of inflow to the reservoir.
There are basically two types of model, i.e., process driven and data driven, for estimating reservoir inflow. Process-driven models are based on physical facts of the problem and constituted with combination of some experimental equations. The data driven models are more useful as they can be applied easily and stay away from complicated mathematical models. Common models of this group are regression models, time series models, artificial neural network (ANN) and fuzzy logic (FL). Regression models are frequently used to forecast stream flows as these are simple and easy to use. Graphical techniques developed by [6] Linsley et al. (1975) can be regarded as among the first regression models. Later on, multiple regression model developed by [12] Zuzel et al. (1975) and non-parametric regression model developed by [11] Smith (1975) are notable studies carried out in this subject. Other important data-driven models are time serial models, which are different forms of autoregressive integrated moving average (ARIMA) model. Most frequently used ones of this kind are autoregressive moving average (ARMA), autoregressive (AR), autoregressive integrated moving average (ARIMA), partial autoregressive moving average (PARMA) and seasonal autoregressive integrated moving average (SARIMA) models. Among these models, ARIMA model is the most suitable model for forecasting the inflow. ARIMA model is an extrapolation method for forecasting and like any other such method, it requires only the historical time series data on the variable under forecasting. Several improved version of ARIMA are also available. The most widely used variant X-11 is developed by [10] Shiskin et al. (1967) was further modified as X-11-ARIMA by [4] Dagum(1988) . Later on the improved version of X-11-ARIMA i.e., X-12-ARIMA was developed by [5] Findley et al. (1997) . X-12-ARIMA provides facility to extend the original series with forecast to ensure that more of the observations are adjusted using the full weighted averages. The initial values can also be forecast backward in time. These forecasts are obtained using ARIMA time series model or regression model with ARIMA errors. of Kangsabati and its tributary Kumari, is located at 22° 57' 30" N latitude and 86° 45' 30" E longitude. Kangsabati dam was constructed in two phases. The dam was first constructed on Kangsabati river in 1965. Subsequently, the dam over tributary Kumari was constructed in 1973 and both dam were connected to form a single reservoir, viz., -Kangsabati reservoir‖. Figure 1 shows both the catchment and command area of Kangsabati reservoir. Total catchment area and gross command area of Kangsabati reservoir are about 3428 sq. km and 5568 sq. km, respectively. The reservoir supplies water to two main canal systems, namely, Right Bank Main Canal (RBMC) system and Left Bank Feeder Canal (LBFC) system. The design discharge of the head regulator at RBMC system, LBFC system and the spillway of the Kangsabati dam are 79. 10, 199 .55 and 6372 cumec, respectively. The present study considers whole catchment of Kangsabati reservoir for reservoir inflow prediction. Daily inflows to the reservoir from the catchment were collected for the period of 17 years (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) .... .... 
AR (P) seasonal operator of P order, 
Phase I (Identification)
The input series for ARIMA needs to be stationary. A stationary series should have a constant mean, variance, and autocorrelation through time. The purpose of identification phase is to determine the differencing required for producing stationarity and also the order of nonseasonal AR and MA operators for a given series. When the observed time series presents trend, differencing and transformation are often applied to the data to remove the trend and stabilize variance before an ARIMA model can be fitted. The autocorrelation function (
at lag k of the Z t series is the linear correlation coefficient between Z t and Z t-k , calculated for k =0, 1, 2..., as
The major tools used in the identification phase are plots of the series, correlograms of auto correlation (ACF), and partial autocorrelation (PACF). The PACF is defined as the linear correlation between Z t and Z t-k , controlling for possible effects of linear relationships among values at intermediate lags.
Theoretically, both an AR (p) process and an MA (q) process should be associated with well-defined patterns of ACF and PACF. These are usually decreasing exponential or alternate in sign or decreasing sinusoidal patterns. A precise correspondence between ARMA (p, q) processes and defined ACF and PACF patterns is more difficult to recognize. When the order of at least one of the two components (AR or MA) is clearly detectable, the other can be identified by attempts in the following step of parameter estimation. Finally, the existence of a seasonal component of length s is underlined by the presence of a periodic pattern of period s in the ACF.
Phase II (Estimation and Testing)
After identifying the suitable ARIMA (p, d, q)(P,D,Q)s structure, subsequent steps of parameter estimation and testing are performed. Estimation stage consists of using the data to estimate and make inferences about parameters of tentatively identified model. The parameters are estimated such that an overall measure of residuals is minimized. The last stage of model building is the testing or diagnostic checking of model adequacy. This stage determines whether residuals are independent, homoscedastic and normally distributed. Several diagnostic statistics and plots of the residuals are used to examine the goodness of fit. After identifying tentative model, the process is again followed by the stage of parameter estimation and model verification. Diagnostic information may help to suggest alternative model(s 
For prediction purposes, ARIMA models are different from the analytical functions of time: Z t =f (t), because ARIMA forecasting uses previous values of the series and errors in the previous estimates. Actually, this peculiarity of ARIMA forecasting is valid in the short term because parameters of the model cannot account, in the long term, for changes in the dynamics of the series.
Phase III (Application)
After 
X-12-ARIMA
X-12-ARIMA is the successor to X-11-ARIMA. It is the latest in the family of seasonal adjustment methods that have been developed over several decades by the US Census Bureau and Statistics Canada, with contributions from others. The method is based on a moving-average technique, but is more sophisticated and readily able to provide adjustments tailored to each series. Key characteristics of X-12-ARIMA are: i. It contains a time-series-modelling component, which aids the identification of outliers, shifts in the level of a series and calendar effects and the estimation of seasonality at the start and end of the series. ii. Filters of several different lengths are readily available to identify the seasonality appropriate to each series. iii. For an individual series, it can provide multiplicativeproportionate -seasonal adjustments. iv. It includes systematic estimation and removal of calendar effects, for the differing lengths of months, public holidays etc. v. It has wide-ranging statistical diagnostics, available graphically where appropriate, enabling the nature, robustness and stability of the seasonal adjustments to be easily monitored.
Forecasting
For a given regARIMA model with parameters estimated by the X-12-ARIMA program, the forecast spec will use the model to compute point forecasts, and associated forecast standard errors and prediction intervals. 
ARIMA Model for Stream Flow forecasting of Kangsabati Reservoir
To fit an ARIMA and X-12-ARIMA models, a sufficiently large historical data set is required. In this study, inflow data for the period 1986 to 2003 were used. SPSS (Statistical Package for the Social Sciences), which has become a leader in predictive analytics technologies, is used here to implement the ARIMA model. All the steps discussed in previous section are performed on the flow data using the SPSS package. For X-12-ARIMA model, however, software package gretl was used. The collected daily inflow data of Kangsabati reservoir (1986 to 2003) was converted into mean monthly data for monthly stream flow forecasting and mean weekly data for weekly stream flow forecasting.
RESULTS AND DISCUSSION

Identification
Stationarity is a necessary condition in building an ARIMA model that is useful for forecasting. Most common method to check stationarity in data series is examining the graph or time plot of the data and ACF and PACF. To test whether the monthly data are stationary or non-stationary, ACF and PACF are determined against different lags. 
Estimation and Testing
ACF and PACF after differencing are plotted in Figure 4 . In this case difference of order 1 was sufficient to achieve stationarity in mean. However, at periodic lag of 12, there are peaks, which suggest seasonality in the data. This shows that, a more complicated mixture ARIMA model is required here. 24  23  22  21  20  19  18  17  16  15  14  13  12  11  10  9  8  7  6  5  4 Alternative ARIMA models were estimated by considering the ACF and PACF graphs for the monthly data series. Here, altogether one hundred twenty six ARIMA and X-12-ARIMA models were analyzed. According to the minimum AIC and BIC criteria, twenty two models were selected. AIC and BIC value of the selected twenty two models are presented in Table 1 . From the table it is seen that ARIMA (2,1,1)(2,1,2) ; ARIMA (1,1,1)(2,1,2) ; ARIMA(2,0,1)(2,2,2) and X-12-ARIMA (2,1,1)(2,1,2) ; X-12-ARIMA (1,1,1)(2,1,2) ; X-12-ARIMA (2,0,1)(2,2,2) models have comparatively lower BIC and AIC values. Hence, these models were selected and further diagnostic checks were performed to determine the most suitable model from amongst these six selected models ( Table 2 ). Referring to Table 2 , ARIMA (2,1,1) (2,1,2) and X-12-ARIMA (2,1,1)(2,1,2 ) are found to be the most suitable models. Though all the parameter values of the selected models are not less than other models, e.g., RMSE value of X-12-ARIMA (1,1,1) (2,1,2) is less than selected X-12-ARIMA model or R-squared value of ARIMA(2,0,1) (2,2,2) is less than selected ARIMA model and so on, but altogether ARIMA (2,1,1)(2,1,2) and X-12-ARIMA (2,1,1)(2,1,2) models show comparatively lower values for all statistical parameters. To further establish, this conclusion, model verification was performed by examining the autocorrelations and partial autocorrelations of the residuals of various orders. Figure 5 show ACF and PACF of residuals of ARIMA (2, 1, 1) (2, 1, 2) and X-12-ARIMA (2, 1, 1) (2, 1, 2) respectively. 24  23  22  21  20  19  18  17  16  15  14  13  12  11  10  9  8  7  6  5  4 It is evident from Figure 5 , the values of the ARIMA (2, 1, 1) (2, 1, 2) and ARIMA-X-12 (2, 1, 1) (2, 1, 2) residuals lie within the upper and lower confidence limits. Moreover, these value lie between -0.5 to 0.5. In case of other two models, all the values however, do not lie within upper and lower confidence limits. Thus, the ACF and PACF of the residuals also indicate ‗good fit' of the ARIMA (2, 1, 1) (2, 1, 2) and X-12-ARIMA (2, 1, 1) (2, 1, 2) models. Further analysis was done with the selected models ARIMA (2, 1, 1) (2, 1, 2) and X-12-ARIMA (2, 1, 1) (2, 1, 2) to check whether the residuals of the model are independent, homoscedastic and normally distributed. The autocorrelation and partial autocorrelation upto 24 lags were computed and their significance was tested using Box-Ljung test. The results indicate that none of these correlations are significantly different from zero at a 95% confidence level. This shows that the selected ARIMA (2, 1, 1) (2, 1, 2) and X-12-ARIMA (2, 1, 1) (2, 1, 2) models are appropriate models for the monthly mean stream flow forecasting. 2, 1, 1) (2,1,2) and X-12-ARIMA (2, 1, 1) (2, 1, 2) model.
Lag Number
Model statistics
Value (2,1,1) (2,1,2 The selected ARIMA (2, 1, 1) (2, 1, 2) and X-12-ARIMA (2, 1, 1) (2, 1, 2) were used to forecast the mean monthly stream flow for the period December-02 to December-03 by using the observed data of the period January-86 to December-02. The forecasted data were compared with the observed data (Table 3 and Figure 6 ). As evident from Figure 8 , though both ARIMA (2, 1, 1) (2, 1, 2) and X-12-ARIMA (2, 1, 1) (2, 1, 2) are able to capture the flow trend, X-12-ARIMA (2, 1, 1) (2, 1, 2) performs better than ARIMA (2, 1, 1) (2, 1, 2) in capturing the flow magnitudes. Figure 7 present the scatter plots of forecasted and observed stream flow for ARIMA and X-12-ARIMA respectively. The scatter plots also show that X-12-ARIMA (2, 1, 1) (2, 1, 2) forecasted values are spread uniformly around 1:1 line; whereas ARIMA (2, 1, 1) (2, 1, 2) results in overestimation. After obtaining satisfactory forecasting results over a short period, the selected ARIMA and X-12-ARIMA models were employed to forecast stream flow over a longer period, i.e., January-86 to January-03 ( Figure 8 ). As evident, the X-12-ARIMA model does reasonably well in long-term forecasting except for a few peak flows. 
SUMMARY AND CONCLUSION
ARIMA and X-12-ARIMA are most sophisticated extrapolation method for forecasting. ARIMA model has been popularized by George Box and Gwilym Jenkins in the early 1970's, and there names have frequently been used synonymously with general ARIMA models applied to time series analysis and forecasting. Box and Jenkins (1970) effectively put together in a comprehensive manner the relevant information required to understand and use univariate time series ARIMA model. X-12-ARIMA was developed by Findley et al. (1997) . X-12-ARIMA provides facility to extend the original series with forecast to ensure that more of the observations are adjusted using the full weighted averages. The initial values can also be forecast backward in time. These forecasts are obtained using ARIMA time series model or regression model with ARIMA errors.
ARIMA and X-12-ARIMA models offer a sound technique for predicting the magnitude of any variable. The strength of ARIMA lies in the fact that the method is suitable for any time series with any pattern of change and it does not require the forecaster to choose, a priori, the value of any parameter. technique also does not guarantee perfect forecasts. Nevertheless, it can be successfully used for forecasting long time series data. X-12-ARIMA provides facility to extend the original series with forecast to ensure that more of the observations are adjusted using the full weighted averages. In this study, several ARIMA and X-12-ARIMA models were developed and tested for monthly and weekly stream flow forecasting. The models were subjected to various diagnostic tests to evaluate their performance.
The specific conclusions are drawn from this study are.
