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CONVERGENCE OF RIEMANNIAN 4-MANIFOLDS WITH
L2-CURVATURE BOUNDS
NORMAN ZERGAENGE
Abstract. In this work we prove convergence results of sequences of Rie-
mannian 4-manifolds with almost vanishing L2-norm of a curvature tensor
and a non-collapsing bound on the volume of small balls.
In Theorem 1.1, we consider a sequence of closed Riemannian 4-manifolds,
whose L2-norm of the Riemannian curvature tensor tends to zero. Under the
assumption of a uniform non-collapsing bound and a uniform diameter bound,
we prove that there exists a subsequence that converges with respect to the
Gromov-Hausdorff topology to a flat manifold.
In Theorem 1.2, we consider a sequence of closed Riemannian 4-manifolds,
whose L2-norm of the Riemannian curvature tensor is uniformly bounded from
above, and whose L2-norm of the traceless Ricci-tensor tends to zero. Here,
under the assumption of a uniform non-collapsing bound, which is very close
to the euclidean situation, and a uniform diameter bound, we show that there
exists a subsequence which converges in the Gromov-Hausdorff sense to an
Einstein manifold.
In order to prove Theorem 1.1 and Theorem 1.2, we use a smoothing
technique, which is called L2-curvature flow or L2-flow, introduced by Jef-
frey Streets in the series of works [Str08], [Str12b], [Str12a], [Str13a], [Str13b]
and [Str16]. In particular, we use his “tubular averaging technique”, which he
has introduced in [Str16, Section 3], in order to prove distance estimates of the
L
2-curvature flow which only depend on significant geometric bounds. This is
the content of Theorem 1.3.
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1. Introduction and statement of results
In order to approach minimization problems in Riemannian geometry, it is often
useful to know if a minimizing sequence of smooth Riemannian manifolds con-
tains a subsequence that converges with respect to an appropriate topology to a
sufficiently smooth space. Here, in general, the minimization problem refers to a
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certain geometric functional, for instance the area functional, the total scalar cur-
vature functional, the Willmore functional or the Lp-norm of a specific curvature
tensor on a Riemannian manifold, to name just a few. Latter functionals are the
main interest in this work. That means that we consider sequences of Riemannian
manifolds that have a uniform Lp-bound on the full curvature tensor, the Ricci
tensor and the traceless Ricci tensor respectively.
Naturally, the situation is more transparent, if we have more precise informa-
tion about the Lp-boundedness of curvature tensors of the underlying Riemannian
manifolds, that is, that we have a uniform Lp-bound, where p ∈ [1,∞] is large. In
particular, a uniform L∞-bound should give the most detailled information about
geometric quantities.
One of the basic results in this context is stated in [And89, Theorem 2.2, p. 464-
466]. Here, for instance, one assumes a uniform L∞-bound on the full Riemannian
curvature tensor, a uniform lower bound on the injectivity radius and a uniform two
sided bound on the volume, to show the existence of a subsequence that converges
with respect to the C0,α-topology to a Riemannian manifold of regularity C1,α. The
proof uses the fact, that it is possible to find uniform coverings of the underlying
manifolds with harmonic charts, which follows from [JK82].
In [Yan92c], Deane Yang has considered sequences of Riemannian manifolds
satisfying a suitable uniform Lp-bound on their full Riemannian curvature tensors,
where p > n2 , and a uniform bound on the Sobolev constant. In order to show
compactness and diffeomorphism finiteness results, he examines Hamilton’s Ricci
flow (cf. [Ham82], [CLN06] and [Top06]) and he shows curvature decay estimates
and existence time estimates that only depend on the significant geometric bounds.
In [Yan92a] and [Yan92b], Deane Yang has approached a slightly more general
problem. Here, he has considered sequences of Riemannian n-manifolds, n ≥ 3,
having a uniform L
n
2 -bound on their full Riemannian curvature tensors and a suit-
able uniform Lp-bound on their Ricci tensors instead of a uniform Lp-bound on
their full Riemannian curvature tensors, where p > n2 . Due to the scale invari-
ance of the bound on the Riemannian curvature tensors - we name such bound a
“critical curvature bound”- the situation becomes much more difficult, than in the
“supercritical” case, that is, when p is bigger than n2 . In particular, in general, it
is doubtful whether the global Ricci flow is applicable in this situation.
In [Yan92a], the author has introduced the idea of a “local Ricci flow” which
is, by definition, equal to the Ricci flow weighted with a truncation function that
is compactly contained in a local region of a manifold. The author shows that on
regions, where the local L
n
2 -norm of the full Riemannian curvature tensor is suffi-
ciently small, the local Ricci flow satisfies curvature decay estimates and existence
time estimates that only depend on significant local geometric bounds. So, on these
“good”, regions one may apply [And89, Theorem 2.2, pp. 464-466] to a slightly mol-
lified metric, to obtain local compactness with respect to the C0,α-topology. Since
the number of local regions having too large L
n
2 -norm of the full Riemannian curva-
ture tensor is uniformly bounded, the author is able to show that each sequence of
closed Riemannian manifolds, satisfying a uniform diameter bound, a uniform non-
collapsing bound on the volume of small balls, a uniform bound on the L
n
2 -norm of
the full Riemannian curvature tensor and a sufficiently small uniform bound on the
Lp-norm of the Ricci curvature tensor, where p > n2 , contains a subsequence that
converges in the Gromov-Hausdorff sense to a metric space, which is, outside of a
finite set of points, an open C1-manifold with a Riemannian metric of regularity
C0.
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In [Yan92b], the author has used the local Ricci flow to find a suitable harmonic
chart around each point in whose neighborhood the local L
n
2 -norm of the full Rie-
mannian curvature tensor and the local Lp-norm of the full Riemannian curvature
tensor, where p > n2 , is not too large. Using these estimates, the author is able to
improve the statements about the convergence behavior in the convergence results
in [Yan92a] on regions having a sufficiently small curvature concentration.
It seems so, that the reliability of the Ricci flow in [Yan92c], and the local
Ricci flow in [Yan92a] and [Yan92b] is based on the appearance of the supercritical
curvature bounds. For instance, in order to develop the parabolic Moser iteration in
[Yan92c] and [Yan92a] one uses a well-controlled behavior of the Sobolev constant.
As shown in [Yan92a, 7, pp. 85-89] this behavior occurs, if one assumes suitable
supercritical bounds on the Ricci curvature. The examples in [Aub07, Section 9,
pp. 690-694] show that the critical case is completely different.
Another important issue is the absence of important comparison geometry results
under critical curvature bounds. In order to understand the rough structure of
Riemannian manifolds, satisfying a fixed lower bound on the Ricci tensor, one uses
the well-known “Bishop-Gromov volume comparison theorem” (cf. [Pet06, 9.1.2.,
pp. 268-270]) which allows a one-directed volume comparison of balls in Riemannian
manifolds satisfying a fixed lower Ricci curvature bound with the volume of balls
in a such called “space form”, (cf. [Lee97, p. 206]), which is a complete, connected
Riemannian manifold with constant sectional curvature. Later, in [PW97], Peter
Petersen and Guofang Wei have shown that it is possible to generalize this result
to the situation, in that an Lp-integral of some negative part of the Ricci tensor is
sufficiently small. Here the authors assume that p is bigger that n2 .
It seems that the treatment of Riemannian manifolds with pure critical curvature
bounds needs to be based on methods that are different from the approaches we have
just mentioned. Instead of considering the Ricci flow, which is closely related to the
gradient flow of the Einstein-Hilbert functional (cf. [CLN06, Chapter 2, Section 4,
pp. 104-105]), one could try to deform a Riemannian manifold of dimension 4 into
the direction of the negative gradient of the L2-integral of the full curvature tensor,
in order to analyze slightly deformed approximations of the initial metric, having
a smaller curvature energy concentration. This evolution equation was examined
by Jeffrey Streets in [Str08], [Str12b], [Str12a], [Str13a], [Str13b], [Str16]. In this
series of works, J. Streets has proved a plenty of properties of this geometric flow
and he also shows a couple of applications.
Using J. Streets technique, we show compactness results for Riemannian 4-
manifolds, that only assume a uniform diameter bound, a uniform non-collapsing
bound on the volume of sufficiently small balls and critical curvature bounds.
In the first theorem, we consider a sequence of Riemannian 4-manifolds having
almost vanishing Riemannian curvature tensor in some rough sense and we show
that a subsequence converges with respect to the Gromov-Hausdorff topology to a
flat Riemannian manifold:
Theorem 1.1. Given D, d0 > 0, δ ∈ (0, 1) and let (Mi, gi)i∈N be a sequence of
closed Riemannian 4-manifolds, satisfying the following assumptions:
d0 ≤ diamgi(Mi) ≤ D ∀i ∈ N
V olgi(Bgi (x, r)) ≥ δω4r
4 ∀i ∈ N, x ∈Mi, ∀r ∈ [0, 1]
‖Rmgi‖L2(Mi,gi) ≤
1
i
∀i ∈ N(1.1)
then, there exists a subsequence (Mij , dgij )j∈N that converges in the Gromov-Haus-
dorff sense to a smooth flat manifold (M, g).
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Throughout, a closed Riemannian is defined to be a smooth, compact and con-
nected oriented Riemannian manifold without boundary.
In the second theorem, we consider a sequence of Riemannian 4-manifolds with
uniformly bounded curvature energy and almost vanishing traceless Ricci tensor in
some rough sense. Under these assumptions, we show that a subsequence converges
with respect to the Gromov-Hausdorff topology to an Einstein manifold, provided
that the volume of small balls behaves almost euclidean:
Theorem 1.2. Given D, d0,Λ > 0, there exists a universal constant δ ∈ (0, 1) close
to 1 so that if (Mi, gi)i∈N is a sequence of closed Riemannian 4-manifolds satisfying
the following assumptions:
d0 ≤ diamgi(Mi) ≤ D ∀i ∈ N
‖Rmgi‖L2(Mi,gi) ≤ Λ ∀i ∈ N
‖R˚cgi‖L2(Mi,gi) ≤
1
i
∀i ∈ N
V olgi(Bgi (x, r)) ≥ δω4r
4 ∀i ∈ N, x ∈Mi, r ∈ [0, 1]
then there exists a subsequence (Mij , dgij )j∈N that converges in the Gromov-Haus-
dorff sense to a smooth Einstein manifold (M, g).
As mentioned above, it is our aim to show these results, using the negative
gradient flow of the following functional:
(1.2) F(g) :=
∫
M
|Rmg|
2
g dVg
That is, on a fixed sequence element (M4, g0), we want to evolve the initial
metric in the following manner:
(1.3)
{
∂
∂tg = −grad F = −2δdRcg + 2Rˇg −
1
2 |Rmg|
2
gg
g(0) = g0
where Rˇij := R
pqr
i Rjpqr in local coordinates and the gradient formula, which ap-
pears in (1.3) can be found in [Bes87, Chapter 4, 4.70 Proposition, p. 134]. Here, d
denotes the exterior derivative acting on the Ricci tensor and δ denotes the adjoint
of d. The gradient of a differentiable Riemannian functional is defined in [Bes87,
Chapter 4, 4.10 Definition, p. 119].
In [Str08, Theorem 3.1, p. 252] J. Streets has proved short time existence of the
flow given by (1.3) on closed Riemannian manifolds. The author has also proved
the uniqueness of the flow (cf. [Str08, Theorem 3.1, p. 252]). In this regard, the
expression “the”, L2-flow makes sense. In [Str16, Theorem 1.8, p. 260] J. Streets
has proved, that under certain assumptions, the flow given by (1.3) has a solution
on a controlled time interval and the solution satisfies certain curvature decay and
injectivity radius growth estimates.
In Section 2, we use J. Streets ideas, in order to show that, under certain assump-
tions, the distance between two points does not change too much along the flow.
This allows us to bring the convergence behavior of a slightly mollified manifold
back to the initial sequence. That means we will prove the following theorem:
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Theorem 1.3. Let (M4, g0) be a closed Riemannian 4-manifold. Suppose that
(M, g(t))t∈[0,1] is a solution to (1.3) satisfying the following assumptions:∫
M
|Rmg0 |
2
g0 dVg0 ≤ Λ(1.4)
‖Rmg(t)‖L∞(M,g(t)) ≤ Kt
− 12 ∀t ∈ (0, 1](1.5)
injg(t)(M) ≥ ιt
1
4 ∀t ∈ [0, 1](1.6)
diamg(t)(M) ≤ 2(1 +D) ∀t ∈ [0, 1](1.7)
Then we have the following estimate:
(1.8) |d(x, y, t2)−d(x, y, t1)| ≤ C(K, ι,D)Λ
1
2
(
t
1
8
2 − t
1
8
1
) 1
2
+C(K, ι,D)
(
t
1
24
2 − t
1
24
1
)
for all t1, t2 ∈ [0, 1] where t1 < t2.
These estimates allow one to prove Theorem 1.1 and Theorem 1.2 which are the
main goals of Section 3 and Section 4. Here, in Section 3, we may refer to the
estimates in [Str16, 1.3, Theorem 1.8, p. 260]. In Section 4, we write down an
existence result which allows to apply Theorem 1.3 to the elements of the sequence
occurring in Theorem 1.2.
This work is a part of the author’s doctoral thesis ([Zer17]), written under the
supervision of Miles Simon at the Otto-von-Guericke-Universita¨t Magdeburg.
2. Distance control under the L2-flow in 4 dimensions
In this section we prove Theorem 1.3. In order to prove this Theorem we use the
“tubular averaging technique” from [Str16, Section 3, pp. 269-282]. The method is
derived from [Str16, Section 3]. In Subsection 2.3, we apply the “tubular averaging
technique” to the time-reversed flow. For the sake of understanding, we give detailed
explanations of the steps in the proof, even if the argumentation is based on the
content of [Str16, Section 3]. In order to get a very rough feeling for J. Streets
“tubular averaging technique” we recommend to read the first paragraph of [Str16,
p. 270]
The proof of Theorem 1.3 is divided in two principal parts:
In the first part of this section we show that, along the flow, the distance between
two points in manifold M does not increase too much, i.e.: we derive the estimates
of the shape d(x, y, t) < d(x, y, 0) + ǫ for small t(ǫ) > 0. We say that this kind of
an estimate is a “forward estimate”.
The second part in this section is concerned with the opposite direction, i.e:
we show that, along the flow, the distance between two points does not decay too
much, which means that we have d(x, y, t) > d(x, y, 0) − ǫ for t(ǫ) > 0 sufficiently
small.
We point out that the estimate of the length change of a vector v ∈ TM along a
geometric flow usually requires an integration of the metric change |g′(t)|g(t) from
0 to a later time point T (cf. (A.2)). With a view to (1.3) and (1.5) we note that,
on the first view, this would require and integration of the function t−1 from 0 to
T which is not possible.
In order to overcome this difficulty, we follow the ideas in [Str16, Section 3], i.e.
we introduce some kind of connecting curves which have almost the properties of
geodesics. Then we construct an appropriate tube around each of these connecting
curves so that the integral
∫
γ
|grad F| dσ, which occurs in the estimate of
∣∣ d
dtL(γ, t)
∣∣
(cf. (A.1)), can be estimated from above against a well-controlled average integral
along the tube plus an error integral which behaves also well with respect to t. We
point out that we do not widen J. Streets ideas in [Str16, Section 3] by fundamental
6 NORMAN ZERGAENGE
facts, we merely write down detailed information which allow to understand the
distance changing behavior of J. Streets L2-flow in a more detailed way.
2.1. Tubular neighborhoods. We quote the following definition from [Str16, Def-
inition 3.3., pp. 271-272]
Definition 2.1. Let (Mn, g) be a smooth Riemannian manifold without boundary,
and let γ : [a, b] −→ M be an smooth curve. Given r > 0, and s ∈ [a, b] then we
define
D(γ(s), r) := expγ(s)
(
B(0, r) ∩ 〈γ˙(s)〉⊥
)
and
D(γ, r) :=
⋃
s∈[a,b]
D(γ(s), r)
We say “D(γ, r) is foliated by (D(γ(s), r))s∈[a,b]” if
D(γ(s1), r) ∩D(γ(s2), r) = ∅
for all a ≤ s1 < s2 ≤ b.
The following definition is based on [Str16, Definition 2.2., p. 267].
Definition 2.2. Let (Mn, g) be a closed Riemannian manifold, k ∈ N and x ∈M ,
then we define
fk(x, g) :=
k∑
j=0
|g∇jRmg|
2
2+j
g (x)
and
fk(M, g) := sup
x∈M
fk(x, g)
At this point we refer to the scaling behavior of fk(x, g) which is outlined in
Lemma A.2.
The following result is a slight modification of [Str16, Lemma 3.4., pp. 272-
274]. To be more precise: in this result we allow the considered curve to have a
parametrization close to unit-speed, and not alone unit-speed.
Lemma 2.3. Given n,D,K, ι > 0 there exists a constant β(n,D,K, ι) > 0 and a
constant µ(n) > 0 so that if (Mn, g) is a complete Riemannian manifold satisfying
diamg(M) ≤ D
f3(M
n, g) ≤ K
injg(M) ≥ ι
and γ : [0, L]→M is an injective smooth curve satisfying
L(γ) ≤ d(γ(0), γ(L)) + β(2.1)
|∇γ˙ γ˙| ≤ β(2.2)
1
1 + β
≤ |γ˙| ≤ 1 + β(2.3)
then D(γ,R) is foliated by (D(γ(s), R))s∈[0,L] for R := µmin
{
ι,K−
1
2
}
. Further-
more, if
π : D(γ,R) −→ γ([0, L])
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is the projection map sending a point q ∈ D(p,R), where p ∈ γ([0, L]), to p, which
is well-defined by the foliation property, then
(2.4) |dπ| ≤ 2 on D(γ,R)
Here dπ denotes the differential and |dπ| denotes the operator norm of the differ-
ential of the projection map.
Proof. Above all, we want to point out, that, due to the injectivity of the curve, we
can construct a tubular neighborhood around γ([0, L]). This is a consequence of
[O’N83, 26. Proposition, p. 200]. But the size of this neighborhood is not controlled
at first. Via radial projection we can ensure that the velocity field of the curve is
extendible in the sense of [Lee97, p. 56]. We follow the ideas of the proof of [Str16,
Lemma 3.4, pp. 272-274] with some modifications.
Firstly, we describe how µ(n) > 0 needs to be chosen in order to ensure that the
curve has a suitable foliation which can be used to define the projection map.
Secondly, we show that the desired smallness condition of the derivative of the
projection map is valid, i.e.: we show (2.4). Here we allow µ(n) > 0 to become
smaller.
Let
(2.5) µ(n) := min
{
µ̂(n),
1
20
,
1
64C1(n)C2(n)
}
where µ̂(n) > 0 and C1(n) > 0 are taken from [Str16, Lemma 2.9, p. 268] and
C2(n) > 0 will be made explicit below. Let
R := µmin
{
ι,K−
1
2
}
Suppose there exists a point p ∈ D(γ(s0), R) ∩ D(γ(s1), R) where s0, s1 ∈ [0, L],
s0 < s1 and s1 − s0 ≤ 10R at first. By definition, there exists a normal chart of
radius 20R around p (cf. [Lee97, pp. 76-81]). In this chart we have the following
estimate
(2.6) sup
Bg(p,20R)
µK−
1
2 |Γ| ≤
1
64C2(n)
Choosing β ∈ (0, 1) small enough compared to R we ensure that γ([s0, s1]) lies in
this chart. From [Lee97, Theorem 6.8., pp. 102-103] we obtain〈
∂
∂r
, γ˙
〉∣∣∣∣
γ(s0)
= 0
where
(2.7)
∂
∂r
∣∣∣∣
γ(s)
:=
γi(s)
r(γ(s))
∂i|γ(s)
and ∂1, ..., ∂n denote the coordinate vector fields and γ
1, ..., γn denote the coordi-
nates of γ in this normal chart and
r(γ(s)) :=
√√√√ n∑
i=1
(γi(s))2
(cf. [Lee97, Lemma 5.10, (5.10), p. 77]). We show that it is possible to take
β(n,K, ι) > 0 small enough to ensure that〈
∂
∂r
, γ˙
〉∣∣∣∣
γ(s)
6= 0 ∀s ∈ (s0, s1]
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This would be a contradiction to the fact that [Lee97, Theorem 6.8., pp. 102-103]
also implies
(2.8)
〈
∂
∂r
, γ˙
〉∣∣∣∣
γ(s1)
= 0
From [Lee97, Lemma 5.2 (c), p. 67] we infer on [s0, s1]
∂
∂s
〈
∂
∂r
, γ˙
〉∣∣∣∣
γ(s)
=
〈
Ds
∂
∂r
, γ˙
〉∣∣∣∣
γ(s)
+
〈
∂
∂r
,Dsγ˙
〉∣∣∣∣
γ(s)
≥
〈
Ds
∂
∂r
, γ˙
〉∣∣∣∣
γ(s)
−
∣∣∣∣∣
〈
∂
∂r
,Dsγ˙
〉∣∣∣∣
γ(s)
∣∣∣∣∣
≥
〈
Ds
∂
∂r
, γ˙
〉∣∣∣∣
γ(s)
−
∣∣∣∣∣ ∂∂r
∣∣∣∣
γ(s)
∣∣∣∣∣ ∣∣∇γ˙(s)γ˙(s)∣∣g
(2.2)
≥
〈
Ds
∂
∂r
, γ˙
〉∣∣∣∣
γ(s)
− β
(2.9)
Using (2.7) together with [Lee97, Lemma 4.9 (b), p. 57] and [Lee97, p. 56 (4.9)]
we calculate
Ds
∂
∂r
=
γ˙i · r − γi
〈
γ˙, ∂∂r
〉
r2
∂i +
γi
r
Ds∂i =
γ˙i
r
∂i −
γi
〈
γ˙, ∂∂r
〉
r2
∂i +
γi
r
Ds∂i
This implies〈
Ds
∂
∂r
, γ˙
〉
=
1
r
|γ˙|2 −
1
r2
〈
γ˙,
∂
∂r
〉〈
γi∂i, γ˙
〉
+
γi
r
〈Ds∂i, γ˙〉
(2.7)
≥
1
r
|γ˙|2 −
1
r2
∣∣∣∣〈γ˙, ∂∂r
〉∣∣∣∣ ∣∣∣∣〈r ∂∂r , γ˙
〉∣∣∣∣− C2(n)|Γ||γ˙|2
≥
1
r
|γ˙|2 −
1
r
|γ˙|
∣∣∣∣〈 ∂∂r , γ˙
〉∣∣∣∣− C2(n)|Γ||γ˙|2
(2.3)
≥
1
4r
−
2
r
∣∣∣∣〈 ∂∂r , γ˙
〉∣∣∣∣− 4C2(n)|Γ|
=
1− 4C2(n)
∣∣〈 ∂
∂r , γ˙
〉∣∣− 16C2(n)r|Γ|
4r
Here, in order to obtain the first estimate, we refer to Definition B.1 and the fact
that
1
r(γ(t))
n∑
i=1
|γi(t)| ≤ Ĉ(n)
Hence, (2.9) implies
∂
∂s
〈
∂
∂r
, γ˙
〉
≥
1− 8
∣∣〈 ∂
∂r , γ˙
〉∣∣− 16C2(n)r|Γ| − 4βr
4r
≥
1− 8
∣∣〈 ∂
∂r , γ˙
〉∣∣− 16C2(n)µK− 12 |Γ| − 4µK− 12β
4r
(2.6)
≥
1− 8
∣∣〈 ∂
∂r , γ˙
〉∣∣− 14 − 4µK− 12β
4r
≥
1− 8
∣∣〈 ∂
∂r , γ˙
〉∣∣− 14 − 14
4r
=
1
2 − 8
∣∣〈 ∂
∂r , γ˙
〉∣∣
4r
=
1
8r
[
1− 16
∣∣∣∣〈 ∂∂r , γ˙
〉∣∣∣∣]
(2.10)
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We show that this differential inequality implies the desired contradiction. Let
w : [s0, s1] −→ R, w(s) :=
〈
∂
∂r , γ˙
〉∣∣
γ(s)
. Then (2.10) is equivalent to
w′ ≥
1
8r
(1− 16|w|)
on [s0, s1]. Since w(s0) = 0, there exists δ > 0 such that w
′ > 0 on [s0, s0 + δ].
This implies w > 0 on (s0, s0 + δ]. We show that we have w > 0 on (s0, s1], which
contradicts (2.8). Assumed
ŝ := sup
{
s ∈ (s0, s1]| w|(s0,s] > 0
}
< s1
which implies
(2.11) w(ŝ) = 0
Then (2.10) is equivalent to
w′ ≥
1
8r
(1− 16w)
on [s0, ŝ]. The function z : [s0, s1] −→ R, z(s) :=
1
16 (1 − e
−
2(s−s0)
r ) satisfies z′ =
1
8r (1− 16z) on [s0, s1] and z(s0) = 0. Thus we have
(2.12)
{
(w − z)′ ≥ − 2r (w − z) on [s0, ŝ]
(w − z)(s0) = 0
and we define a new function ζ : [s0, s1] −→ R as follows ζ(s) := e
2
r
s(w(s) − z(s)).
Then (2.12) implies
ζ′(s) =
2
r
e
2
r
s(w(s) − z(s)) + e
2
r
s(w′(s)− z′(s))
≥
2
r
e
2
r
s(w(s) − z(s))−
2
r
e
2
r
s(w(s) − z(s)) = 0
Hence
e
2
r
ŝ(w(ŝ)− z(ŝ)) = ζ(ŝ) =
∫ ŝ
s0
ζ′(τ) dτ ≥ 0
from this we obtain
w(ŝ) ≥ z(ŝ) =
1
16
(1− e−
2(ŝ−s0)
r ) > 0
which contradicts (2.11). Consequently, we have w ≥ 0 on [s0, s1]. The same
argumentation as above, adapted to the interval [s0, s1], implies w(s1) > 0 in
contradiction to (2.8). This proves that two discs D(γ(s0), R) and D(γ(s1), R)
cannot intersect, when |s1 − s0| ≤ 10R.
Now, we show that two discs D(γ(s0), R) and D(γ(s1), R) cannot intersect if we
assume s0, s1 ∈ [0, L], s0 < s1, to be far away from each other, which means that
s1 − s0 > 10R holds.
We suppose that there exists a point p ∈ D(γ(s0), R)∩D(γ(s1), R). As in [Str16,
p. 273] we construct a curve α in the following manner: α follows γ from γ(0) to
γ(s0), next α connects γ(s0) and p by a minimizing geodesic, then α connects p
and γ(s1) also by a minimizing geodesic, and finally α follows γ again from γ(s1)
to γ(L). We infer the following estimate:
dg(γ(0), γ(L)) ≤ L(α) ≤
∫ s0
0
|γ˙| ds+R+R+
∫ L
s1
|γ˙| ds
(2.3)
≤ (1 + β)s0 + 2R+ (1 + β)(L − s1)
= (1 + β)L+ 2R− (1 + β)(s1 − s0)
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= (1 + β)
∫ L
0
|γ˙|
|γ˙|
ds+ 2R− (1 + β)(s1 − s0)
(2.3)
≤ (1 + β)2
∫ L
0
|γ˙| ds+ 2R− (1 + β)10R
≤ (1 + β)2L(γ)− 8R
(2.1)
≤ (1 + β)2(dg(γ(0), γ(L)) + β)− 8R
≤ (1 + 2β + β2)(dg(γ(0), γ(L)) + 4β − 8R
≤ (dg(γ(0), γ(L)) + 3βD + 4β − 8R
and consequently:
0 ≤ (3D + 4)β − 8R
which yields a contradiction when β(n,D,K, ι) > 0 is chosen small enough. Hence,
two discs D(γ(s0), R) and D(γ(s1), R) cannot intersect, provided they are not iden-
tical. Thus, D(γ,R) is foliated by (D(γ(s), R))s∈[0,L].
It remains to show the estimate (2.4). We mentioned at the beginning of the
proof, that now, we allow µ to become smaller.
As in the proof of [Str16, Lemma 3.4.] we suppose the assertion would be not
true, i.e. there exists a sequence of constants (µi)i∈N, where limi→∞ µi = 0, and a
sequence of closed Riemannian manifolds (Mni , gi)i∈N satisfying
f3(Mi, gi) ≤ Ki and
injgi(Mi) ≥ ιi
for all i ∈ N, and curves γi : [0, Li] −→Mi satisfying
L(γi) ≤ d(γi(0), γi(Li)) + βi,
|∇γ˙i γ˙i| ≤ βi and
1
1 + βi
≤ |γ˙i| ≤ 1 + βi
(2.13)
for all i ∈ N, where (βi)i∈N ⊆ (0, 1], so that for each i ∈ N the tube D(γi, Ri) is
foliated by (D(γi(s), Ri))s∈[0,Li], where Ri := µimin
{
ιi,K
− 12
i
}
, but for each i ∈ N
there exists a point pi = γi(si) and yi ∈ D(pi, Ri) such that |dπi|(yi) > 2. From
this we construct a blow-up sequence of pointed Riemannian manifolds
(Mi, hi := R
−2
i gi, pi)i∈N
which satisfies for each i ∈ N and x ∈Mi
f3(x, hi) = f3(x,R
−2
i gi)
(A.4)
= R2i f3(x, gi) ≤ R
2
i Ki ≤ µ
2
i
i→∞
−→ 0
and
injhi(Mi) = injR−2
i
gi
(Mi) = R
−1
i injgi(Mi) ≥ R
−1
i ιi ≥ µ
−1
i
i→∞
−→ ∞
Hence, using [And89, Theorem 2.2, pp. 464-466], we may extract a subsequence
that converges with respect to the pointed C2,α-sense to (Rn, gcan, 0). Next, for
each i ∈ N we reparametrize the curve γi as follows: Let
γ̂i : [0,
Li
Ri
] −→Mi
γ̂i(s) := γ(Ris)
Then for each i ∈ N we have for all s ∈ [0, LiRi ]
| ˙̂γi(s)|hi
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=|γ˙i(Ris) ·Ri|hi = Ri · |γ˙i(Ris)|R−2
i
gi
= Ri ·R
−1
i |γ˙i(Ris)|gi
=|γ˙i(Ris)|gi
(2.3)
∈
[
1
1 + β
, 1 + β
]
and, using normal coordinates at γ̂(s)
|hi∇ ˙̂γ(s)
˙̂γ(s)|2hi = (hi)kl
¨̂γ
k
(s)¨̂γ
l
(s) = R−2i · (gi)kl ·
¨̂γ
k
(s)¨̂γ
l
(s)
=R−2i · (gi)kl ·R
2
i · γ¨
k(Ris) · R
2
i · γ¨
l(Ris)
=R2i · (gi)kl · γ¨
k(Ris)γ¨
l(Ris)
=R2i · |
gi∇γ˙(Ris)γ˙(Ris)|
2
gi
(2.2)
≤ R2i · β
2
i ≤ R
2
i
Hence
lim
i→∞
max
[0,
Li
Ri
]
|hi∇ ˙̂γ
˙̂γ|hi = 0
Using the Arzela`-Ascoli Theorem we conclude, that these curves converge with
respect to the C1,α-sense to a geodesic which goes through the origin. After an
eventual rotation, we may assume that γ(t) = (t, 0, ..., 0). In the blow-up metric hi
each point yi has a distance to pi not bigger than 1. That means, that this point can
be considered as a point in Bgcan(0, 2) ⊆ R
n. This sequence of points will converge
to a point y ∈ Bgcan(0, 1)∩
{
x ∈ Rn : x1 = 0
}
. We recall that the projection maps
πi : D(γi, Ri) −→ γi([0, Li]) are satisfying |dπi|(yi) > 2 by assumption. Due to the
scaling invariance, this inequality is also true with respect to the blow-up metric
hi. Since the Riemannian metrics hi converge in the C
2,α-sense to the euclidean
space and the curves γi converge in the C
1,α-sense, the maps πi converge in the
C1-sense to a map on the limit space, which will be denoted by π. Here we have
used, that each tubular neighborhood is a diffeomorphic image of a neighborhood
of the zero section in the normal bundle on the curve γi ([O’N83, pp. 199-200, 25.
Proposition / 26. Proposition]). Hence, we conclude |dπ|(y) ≥ 2, but the map π is
explicitly given as (x1, ..., xn) 7→ (x1, 0, ..., 0) and this map satisfies |dπ| ≤ 1, which
yields a contradiction. 
We want to point that it is also possible to deduce Lemma 2.3 from the statement
of [Str16, Lemma 3.4, p. 272] by use of unit-speed parametrization. On doing so, it
is possible to avoid the dependence of the constant β > 0 on the diameter D > 0.
2.2. Forward estimates. In this paragraph we show that, under certain assump-
tions, distances do not increase too much along the L2-flow.
Here, we prove the following estimate:
Lemma 2.4. Let (M4, g0) be a closed Riemannian 4-manifold and let
(M4, g(t))t∈[0,1] be a solution to the flow given in (1.3) satisfying (1.4), (1.5), (1.6)
and (1.7), i.e.: ∫
M
|Rmg0 |
2
g0 dVg0 ≤ Λ
‖Rmg(t)‖L∞(M,g(t)) ≤ Kt
− 12
injg(t)(M) ≥ ιt
1
4
diamg(t)(M) ≤ 2(1 +D)
for all t ∈ (0, 1]. Then we have the following estimate:
(2.14) d(x, y, t2)−d(x, y, t1) ≤ C(K, ι,D)Λ
1
2
(
t
1
8
2 − t
1
8
1
) 1
2
+C(K, ι,D)
(
t
1
24
2 − t
1
24
1
)
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for all t1, t2 ∈ [0, 1] where t1 < t2.
As mentioned at the beginning of this section, we aim to use some kind of
connecting curves between two points which are close to geodesics. These curves
can be surrounded by a tube such that the projection map has bounded differential
(c.f. Lemma 2.3).
The following definition is a modification of [Str16, Definition 3.1., p. 270].
Our definition is slightly stronger in some sense because we also assume a stability
estimate of the length of the velocity vectors along the subintervals. We point out
that we call the following objects β-quasi-forward-geodesics and not merely β-quasi-
geodesics, as in [Str16, Definition 3.1., p. 270]. In Subsection 2.3 we introduce a
time-reversed counterpart to these family of curves.
Definition 2.5. Let (Mn, g(t))t∈[t1,t2] be a family of complete Riemannian mani-
folds. Given β > 0 and x, y ∈ M then we say that a family of curves (γt)t∈[t1,t2] :
[0, 1] −→M is a β-quasi-forward-geodesic connecting x and y if there is a constant
S > 0 so that:
(1) For all t ∈ [t1, t2] one has γt(0) = x and γt(1) = y
(2) For all j ∈ N0 such that t1+jS ≤ t2, γt1+jS is a length minimizing geodesic
(3) For all j ∈ N0 such that t1+jS ≤ t2, and all t ∈ [t1+jS, t1+(j+1)S)∩[t1, t2]
one has γt = γt1+jS
(4) For all t ∈ [t1, t2] one has
d(x, y, t) ≤ L(γt, t) ≤ d(x, y, t) + β(2.15)
(5) For all j ∈ N0 such that t1+jS ≤ t2, and all t ∈ [t1+jS, t1+(j+1)S)∩[t1, t2]
one has
1
1 + β
d(x, y, t1 + jS) ≤ |γ˙t|g(t) ≤ (1 + β)d(x, y, t1 + jS)(2.16)
|g(t)∇γ˙t γ˙t|g(t) ≤ β d
2(x, y, t1 + jS)(2.17)
It is our aim to prove the following existence result:
Lemma 2.6. Let (Mn, g(t))t∈[t1,t2] a smooth family of closed Riemannian man-
ifolds. Given β > 0 and x, y ∈ M then there exists a β-quasi-forward-geodesic
connecting x and y.
Remark 2.7. The interval length S > 0 which will be concretized along the follow-
ing proof has a strong dependency on the given points x, y ∈M , β > 0 and the flow
itself. As it turns out in the proof of Lemma 2.4, this will not cause problems be-
cause estimates on the subintervals will be put together to an estimate on the entire
interval [t1, t2] via a telescope sum.
Proof of Lemma 2.6. In order to obtain the desired existence result, we modify the
proof of [Str16, Lemma 3.2., p. 271]. Let
(2.18) A := max
t∈[t1,t2]
‖g′(t)‖L∞(M,g(t)) + max
t∈[t1,t2]
‖∇g′(t)‖L∞(M,g(t))
At time t1 + jS we choose a length minimizing geodesic γt1+jS : [0, 1] −→ M
with respect to the metric g(t1 + jS) connecting x and y. This curve satisfies
|∇γ˙t1+jS γ˙t1+jS |g(t1+jS) ≡ 0(2.19)
and
|γ˙t1+jS |g(t1+jS) ≡ d(x, y, t1 + jS)(2.20)
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Firstly, we show that an appropriate choice of S(β, x, y, g) > 0 implies (2.16).
Let v ∈ TM be an arbitrary vector and t ∈ [t1 + jS, t1 + (j + 1)S) ∩ [t1, t2] Then,
by (A.2), we have
(2.21)∣∣∣∣∣log
(
|v|2g(t)
|v|2g(t1+jS)
)∣∣∣∣∣ ≤
∫ t
t1+jS
‖g′(τ)‖(L∞(M),g(τ)) dτ
(2.18)
≤ AS ≤ log[(1 + β)2]
Hence, we obtain the estimate
1
(1 + β)2
|γ˙t1+jS |
2
g(t1+jS)
≤ |γ˙t|
2
g(t) ≤ (1 + β)
2|γ˙g(t1+jS)|
2
g(t1+jS)
Using (2.20) we infer (2.16) from this. Next we show (2.15). Using (A.1) we obtain
∂
∂t
L(γt, t) =
∂
∂t
L(γt1+jS , t)
(2.18)
≤ A · L(γt1+jS , t) = A · L(γt, t)(2.22)
on (t1 + jS, t1 + (j + 1)S) ∩ [t1, t2). This implies
∂
∂t logL(γt, t) ≤ A, and we infer
d(x, y, t) ≤L(γt, t) =
L(γt, t)
L(γt1+jS , t1 + jS)
L(γt1+jS , t1 + jS)
= exp
(
log
(
L(γt, t)
L(γt1+jS , t1 + jS)
))
L(γt1+jS , t1 + jS)
= exp (log (L(γt, t))− log (L(γt1+jS , t1 + jS)))L(γt1+jS , t1 + jS)
≤eA(t−(t1+jS))L(γt1+jS , t1 + jS) = e
A(t−(t1+jS))d(x, y, t1 + jS)
(2.23)
In particular, we have
(2.24) d(x, y, t) ≤ eA(t2−t1)L(γt1 , t1) = e
A(t2−t1)d(x, y, t1) ∀t ∈ [t1, t2]
From (2.23) we obtain for all t ∈ (t1 + jS, t1 + (j + 1)S) ∩ [t1, t2]
L(γt, t) ≤d(x, y, t1 + jS) + (e
AS − 1)d(x, y, t1 + jS)
(2.24)
≤ d(x, y, t1 + jS) + (e
AS − 1)eA(t2−t1)d(x, y, t1)
≤d(x, y, t1 + jS) +
β
2
In order to prove (2.15) it suffices to show that we can choose S(β, x, y, g) > 0 small
enough to ensure
(2.25) d(x, y, t1 + jS) ≤ d(x, y, t) +
β
2
∀t ∈ (t1 + jS, t1 + (j + 1)S) ∩ [t1, t2]
From (2.21) we conclude for all v ∈ TM
(2.26)
e−AS|v|2g(t1+jS) ≤ |v|
2
g(t) ≤ e
AS |v|2g(t1+jS) ∀t ∈ (t1+ jS, t1+(j+1)S)∩ [t1, t2]
At time t, we choose a length minimizing geodesic ξ : [0, d(x, y, t)] −→M connecting
x and y, then:
d(x, y, t1 + jS) ≤L(ξ, t1 + jS) =
∫ d(x,y,t)
0
|ξ˙(s)|g(t1+jS) ds
(2.26)
≤ eAS
∫ d(x,y,t)
0
|ξ˙(s)|g(t) ds = e
ASL(ξ, t) = eASd(x, y, t)
=d(x, y, t) + (eAS − 1)d(x, y, t)
(2.24)
≤ d(x, y, t) + (eAS − 1)eA(t2−t1)d(x, y, t1) ≤ d(x, y, t) +
β
2
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It remains to show that, under the assumption that S(β, x, y, g) > 0 is sufficiently
small, estimate (2.17) is also valid. From (A.3), (2.18) and (2.16) we conclude for
each t ∈ (t1 + jS, t1 + (j + 1)S) ∩ [t1, t2]
∂
∂t
|∇γ˙t γ˙t|
2
g(t) ≤A |∇γ˙t γ˙t|
2
g(t) + 4AC(n)d
2(x, y, t1 + jS) |∇γ˙t γ˙t|g(t)
(2.24)
≤ A |∇γ˙t γ˙t|
2
g(t) + 4AC(n)e
2A(t2−t1)d2(x, y, t1) |∇γ˙t γ˙t|g(t)
(2.27)
Now let x ∈M be arbitrary. We assume that
t̂ := sup
{
t ∈ (t1 + jS, t1 + (j + 1)S) ∩ [t1, t2) |
|∇γ˙τ γ˙τ |
2
g(τ) (x, τ) ≤ min{β d
2
, 1} ∀τ ∈ [t1 + jS, t]
}
< min{t1 + (j + 1)S, t2}
where
d := min
t∈[t1,t2]
d(x, y, t) > 0
Then, (2.27) implies
∂
∂t
|∇γ˙t γ˙t|
2
g(t) ≤ A(1 + 4Ce
2A(t2−t1)d2(x, y, t1)) on {x} × [t1 + jS, t̂]
Using this, from (2.19), we conclude:
min{β d
2
, 1} =
∣∣∇γ˙t̂ γ˙t̂∣∣2g(t̂) (x, t̂)
≤A(t̂− (t1 + jS))(1 + 4Ce
2A(t2−t1)d2(x, y, t1))
≤AS(1 + 4Ce2A(t2−t1)d2(x, y, t1)) ≤
min{β d
2
, 1}
2
which yields a contradiction, if S(β, x, y, g) > 0 is small enough. 
Now we prove Lemma 2.4. The argumentation is based on [Str16, pp. 277-280].
Proof of Lemma 2.4. Let x, y ∈M be fixed and t1, t2 ∈ [0, 1], t1 < t2. Initially, we
construct an appropriate β-quasi-forward geodesic in respect of Lemma 2.3. We
choose
β := min
t∈[t1,t2]
βt > 0(2.28)
where
βt := β(n, diamg(t)(M), f3(M, g(t)), injg(t)(M))
is chosen according to Lemma 2.3 at time t. Next, using Lemma 2.6, we assume
the existence of a β-quasi-forward-geodesic
(ξt)t∈[t1,t2] : [0, 1] −→M
connecting x and y. It is our aim to construct an appropriate tubular neighborhood
around each ξt applying Lemma 2.3, the radii rt shall be time dependent, where
r0 = 0, when t1 = 0. After doing this, we notice that we are able to estimate the
integral
∫
ξt
|grad F| dσ from above against an average integral of |grad F|2 along
the tube plus an error term. Each of these terms is controllable.
By construction of the β-quasi-forward-geodesic, we have a finite set of geodesics
denoted by (ξt1+jS)j∈{0,...,⌊ t2−t1
S
⌋}
, where each of these geodesics is parametrized
proportional to arc length, i.e.:
|ξ˙t1+jS |g(t1+jS) ≡ d(x, y, t1 + jS) for all j ∈ {0, ..., ⌊
t2 − t1
S
⌋}
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we reparametrize each of these curves with respect to arc length, i.e: for each
j ∈ {0, ..., ⌊ t2−t1S ⌋} let
ϕt1+jS : [0, d(x, y, t1 + jS)] −→ [0, 1]
ϕ(s) :=
s
d(x, y, t1 + jS)
and let
γt1+jS : [0, d(x, y, t1 + jS)] −→M
γt1+jS := ξt1+jS ◦ ϕt1+jS
Of course, these curves are satisfying (2.1) (2.2) and (2.3). But we need to get sure
that, for each t ∈ (t1 + jS, t1(j + 1)S) ∩ [t1, t2], the curve
γt := ξt ◦ ϕt1+jS : [0, d(x, y, t1 + jS)]→M
is also satisfying these assumptions. Here β ∈ (0, 1) is defined by (2.28). By
construction, using (2.16) for each t ∈ (t1 + jS, t1 + (j + 1)S) ∩ [t1, t2], we have
1
1 + βt
≤
1
1 + β
≤ |γ˙t|g(t) =
1
d(x, y, t1 + jS)
|ξ˙t|g(t) ≤ 1 + β ≤ 1 + βt
and, using (2.17)
|∇γ˙t γ˙t|g(t) =
1
d(x, y, t1 + jS)2
|∇ξ˙t ξ˙t|g(t) ≤ β ≤ βt
Thus, by Lemma 2.3, for each time t ∈ [jS, (j+1)S)∩ [t1, t2] the tubular neighbor-
hood D(γt, ρt) is foliated by (D(γt(s), ρt))s∈[0,d(x,y,t1+jS)] where
(2.29) ρt := µmin
{
injg(t)(M), f3(M, g(t))
− 12
}
where µ > 0 is fixed and the differential of the projection map satisfies (2.4). For
later considerations, we assume that µ > 0 is also chosen compatible to [Str16,
Lemma 2.7, p. 268]. Although we have no control on βt, we can bound ρt from
below if we can bound f3(M, g(t))
− 12 from below in the view of (2.29).
Using (A.7) and (1.5) we obtain for each m ∈ {1, 2, 3}:
(2.30)
∥∥∇mRmg(t)∥∥L∞(M,g(t)) ≤ C(m,K)(t− 12) 2+m2 = C(m,K)t− 2+m4
and consequently
f3(M, g(t)) ≤ C(K)t
− 12
Thus, we have for each t ∈ [t1, t2]
(2.31)
ρt ≥ µ
{
ιt
1
4 , C−
1
2 (K)t
1
4
}
≥ µmin{ι, C−
1
2 (K)} · t
7
24 =: R(ι,K) · t
7
24 =: rt(ι,K)
Now, we may start to estimate the change of L(γt, t), where t ∈ [t1 + jS, t1 + (j +
1)S)∩ [t1, t2) and j ∈
{
0, ..., ⌊ t2−t1S ⌋
}
. From the explicit formula in (1.3) and (2.30)
we conclude |∇ grad Fg(t)|g(t) ≤ C2(K)t
− 54 . Now let p be an arbitrary point on
the curve γt1+jS and q ∈ D(p, rt) then we obtain
(2.32) |grad Fg(t)|g(t)(p) ≤ |grad Fg(t)|g(t)(q) + C3(K)rt(ι,K)t
− 54
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In the following, we write rt instead of rt(ι,K) and grad F instead of grad Fg(t).
We infer:
|grad F|g(t)(p) =
∫
D(p,rt)
|grad F|g(t)(p) dA
Area(D(p, rt))
≤
∫
D(p,rt)
[
|grad F|g(t)(q) + C3(K)rtt
− 54
]
dA
Area(D(p, rt))
=
∫
D(p,rt)
|grad F|g(t) dA
Area(D(p, rt))
+ C3(K)R(ι,K)t
7
24−
5
4
≤
(∫
D(p,rt)
|grad F|2g(t) dA
) 1
2
Area
1
2 (D(p, rt))
+ C3(K)R(ι,K)t
− 2324
(2.33)
From [Str16, Lemma 2.7, p. 268] we obtain for each t ∈ [t1, t2] that
(2.34) Area(D(γt(s), rt)) ≥ cr
3
t = cR
3(ι,K)t
7
8
Inserting this estimate into (2.33), we infer for each p ∈ γt1+jS
|grad F|g(t)(p) ≤c
− 12R−
3
2 (ι,K)t−
7
16
(∫
D(p,rt)
|grad F|2g(t) dA
) 1
2
+ C3(K)R(ι,K)t
− 2324
(2.35)
Hence, on (t1 + jS, t1 + (j + 1)S) ∩ [t1, t2) we have
d
dt
L(γt, t) =
d
dt
L(γt1+jS , t)
(A.1)
≤
∫
γt1+jS
|grad F|g(t) dσ
(2.35)
≤ c−
1
2R−
3
2 (ι,K)t−
7
16
∫
γt1+jS
(∫
D(p,rt)
|grad F|2g(t) dA
) 1
2
dσ
+ C3(K)R(ι,K)t
− 2324L(γt1+jS , t)
≤ c−
1
2R−
3
2 (ι,K)t−
7
16
(∫
γt1+jS
∫
D(p,rt)
|grad F|2g(t) dAdσ
) 1
2
L
1
2 (γt1+jS , t)
+ C3(K)R(ι,K)t
− 2324L(γt1+jS , t)
(A.11)
≤ c−
1
2R−
3
2 (ι,K)t−
7
16 sup
D(γt1+jS ,rt)
|dπ|
1
2
(∫
M
|grad F|2g(t) dVg(t)
) 1
2
L
1
2 (γt1+jS , t)
+ C3(K)R(ι,K)t
− 2324L(γt1+jS , t)
(2.4)
≤ c2R
− 32 (ι,K)t−
7
16
(∫
M
|grad F|2g(t) dVg(t)
) 1
2
L
1
2 (γt1+jS , t)
+ C3(K)R(ι,K)t
− 2324L(γt1+jS , t)
= c2R
− 32R(ι,K)t−
7
16
(∫
M
|grad F|2g(t) dVg(t)
) 1
2
L
1
2 (γt, t)
+ C3(K)R(ι,K)t
− 2324L(γt, t)
Using
(2.36) L(γt, t)
(2.1)
≤ d(x, y, t1 + jS) + 1
(1.7)
≤ 2(1 +D) + 1 = 3 + 2D
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we conclude
d
dt
L(γt, t) ≤C(D)R
− 32 (ι,K)t−
7
16
(∫
M
|grad F|2g(t) dVg(t)
) 1
2
+ C(K,D)R(ι,K)t−
23
24
on [t1 + jS, t1 + (j + 1)S) ∩ [t1, t2) where j ∈
{
0, ..., ⌊ t2−t1S ⌋
}
. Integrating this
estimate along [t1 + jS, t] yields:
d(x, y, t)− d(x, y, t1 + jS) = d(x, y, t)− L(γt1+jS , t1 + jS)
≤L(γt, t)− L(γt1+jS , t1 + jS)
≤C(D)R−
3
2 (ι,K)
∫ t
t1+jS
s−
7
16
(∫
M
|grad F|2g(s) dVg(s)
) 1
2
ds
+ C(K,D)R(ι,K)
∫ t
t1+jS
s−
23
24 ds
for each t ∈ (t1 + jS, t1 + (j + 1)S) ∩ [t1, t2]. In particular, we obtain for each
j ∈ {0, ..., ⌊ t2−t1S ⌋ − 1}
d(x, y, t1 + (j + 1)S)− d(x, y, t1 + jS)
≤C(D)R−
3
2 (ι,K)
∫ t1+(j+1)S
t1+jS
s−
7
16
(∫
M
|grad F|2g(s) dVg(s)
) 1
2
ds
+ C(K,D)R(ι,K)
∫ t1+(j+1)S
t1+jS
s−
23
24 ds
and
d(x, y, t2)− d(x, y, t1 + ⌊
t2 − t1
S
⌋S)
≤C(D)R−
3
2 (ι,K)
∫ t2
t1+⌊
t2−t1
S
⌋S
s−
7
16
(∫
M
|grad F|2g(s) dVg(s)
) 1
2
ds
+ C(K,D)R(ι,K)
∫ t2
t1+⌊
t2−t1
S
⌋S
s−
23
24 ds
and consequently
d(x, y, t2)− d(x, y, t1)
=
⌊
t2−t1
S
⌋−1∑
j=0
[d(x, y, t1 + (j + 1)S)− d(x, y, t1 + jS)]
+ d(x, y, t2)− d(x, y, t1 + ⌊
t2 − t1
S
⌋S)
≤C(D)R−
3
2 (ι,K)
∫ t2
t1
s−
7
16
(∫
M
|grad F|2g(s) dVg(s)
) 1
2
ds
+ C(K,D)R(ι,K)
∫ t2
t1
s−
23
24 ds
≤C(D)R−
3
2 (ι,K)
(∫ t2
t1
s−
7
8 ds
) 1
2
(∫ t2
t1
∫
M
|grad F|2g(s) dVg(s) ds
) 1
2
+ C(K,D)R(ι,K)
∫ t2
t1
s−
23
24 ds
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Using (1.4) and (A.6) we conclude
d(x, y, t2)− d(x, y, t1) ≤ C(K, ι,D)Λ
1
2
(
t
1
8
2 − t
1
8
1
) 1
2
+ C(K, ι,D)
(
t
1
24
2 − t
1
24
1
)

2.3. Backward estimates. In this subsection we reverse the ideas from Subsection
2.2 in order to prove that, along the L2-flow, the distance between two points does
not become too small when t > 0 is small.
Lemma 2.8. Let (M4, g0) be a closed Riemannian 4-manifold and let
(M4, g(t))t∈[0,1] be a solution to the flow given in (1.3) satisfying (1.4), (1.5), (1.6)
and (1.7), i.e.: ∫
M
|Rmg0 |
2 dVg0 ≤ Λ
‖Rmg(t)‖L∞(M,g(t)) ≤ Kt
− 12
injg(t)(M) ≥ ιt
1
4
diamg(t)(M) ≤ 2(1 +D)
for all t ∈ (0, 1]. Then we have the following estimate:
(2.37)
d(x, y, t2)− d(x, y, t1) ≥ −C(K, ι,D)Λ
1
2
(
t
1
8
2 − t
1
8
1
) 1
2
− C(K, ι,D)
(
t
1
24
2 − t
1
24
1
)
for all t1, t2 ∈ [0, 1] where t1 < t2.
The notion of a β-quasi-backward-geodesic, which is introduced below, is an ana-
logue to the notion of a β-quasi-forward-geodesic, introduced in Subsection 2.2. The
slight difference is that now, the minimizing geodesics are chosen at the subinterval
ends:
Definition 2.9. Let (Mn, g(t))t∈[t1,t2] be a family of complete Riemannian mani-
folds. Given β > 0 and x, y ∈ M then we say that a family of curves (γt)t∈[t1,t2] :
[0, 1] −→ M is a β-quasi-backward-geodesic connecting x and y if (γt)t∈[t1,t2] is a
β-quasi-forward-geodesic connecting x and y with respect to the time-reversed flow
(Mn, g(t2 + t1 − t))t∈[t1,t2], i.e.: there is a constant S > 0 so that:
(1) For all t ∈ [t1, t2] one has γt(0) = x and γt(1) = y
(2) For all j ∈ N0 such that t2 − jS ≥ t1, γt2−jS is a minimizing geodesic
(3) For all j ∈ N0 such that t2−jS ≥ t1, and all t ∈ (t2−(j+1)S, t2−jS]∩[t1, t2]
one has γt = γt2−jS
(4) For all t ∈ [t1, t2] one has
d(x, y, t) ≤ L(γt, t) ≤ d(x, y, t) + β(2.38)
(5) For all j ∈ N0 such that t2−jS ≥ t1, and all t ∈ (t2−(j+1)S, t2−jS]∩[t1, t2]
one has
1
1 + β
d(x, y, t1 − jS) ≤ |γ˙t|g(t) ≤ (1 + β)d(x, y, t2 − jS)(2.39)
|∇γ˙t γ˙t|g(t) ≤ β d
2(x, y, t2 − jS)(2.40)
Applying Lemma 2.6 to (Mn, g(t2 + t1 − t))t∈[t1,t2], we infer
Lemma 2.10. Let (Mn, g(t))t∈[t1,t2] a smooth family of closed Riemannian man-
ifolds. Given β > 0 and x, y ∈ N then there exists a β-quasi-backward-geodesic
connecting x and y.
Using this concept, we prove Lemma 2.8:
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Proof of Lemma 2.8. The proof is analogous to Lemma 2.4. We choose x, y ∈ M
and t1, t2 ∈ [0, 1] where t1 < t2. It is our aim to construct an appropriate backward-
geodesic. As in the proof of Lemma 2.4, let
β := min
t∈[t1,t2]
βt > 0(2.41)
where
βt := β(n, diamg(t)(M), f3(M, g(t)), injg(t)(M))
is defined in Lemma 2.3, let (ξt)t∈[t1,t2] be a β-backward-geodesic, connecting x and
y, whose existence is ensured by Lemma 2.10. As in the proof of Lemma 2.4 we
use Lemma 2.3 to construct an appropriate tubular neighborhood around each ξt,
where t ∈ [t1, t2], having a time depend radius rt.
In this situation we have a finite set of geodesics (ξt2−jS)j∈{0,...,⌊ t2−t1
S
⌋}
satisfying
|ξ˙t2−jS |g(t2−jS) ≡ d(x, y, t2 − jS) for all j ∈ {0, ..., ⌊
t2 − t1
S
⌋}
Analogous to the proof of Lemma 2.4, we reparametrize these curves with respect
to arc length, i.e: for each j ∈ {0, ..., ⌊ t2−t1S ⌋} we define
ϕt2−jS : [0, d(x, y, t2 − jS)] −→ [0, 1]
ϕ(s) :=
s
d(x, y, t2 − jS)
γt2−jS : [0, d(x, y, t2 − jS)] −→M
γt2−jS := ξt2−jS ◦ ϕt2−jS
and for each t ∈ (t2 − (j + 1)S, t2 − jS] ∩ [t1, t2] we define
γt := ξt ◦ ϕt2−jS : [0, d(x, y, t2 − jS)]→M
so that, for each t ∈ [t1, t2] the curve γt satisfies (2.1) (2.2) and (2.3) with respect
to βt. Hence, following Lemma 2.3, at each time t ∈ (t2−(j+1)S, t2−jS]∩[t1, t2] the
tubular neighborhoodD(γt, ρt) around γt is foliated by (D(γt(s), ρt))s∈[0,d(x,y,t2−jS)]
where ρt := µmin
{
injg(t)(M), f3(M, g(t))
− 12
}
, again µ > 0 shall also satisfy the
requirements of Lemma 2.3. Using the same arguments as in the proof of Lemma
2.4 we also obtain (2.31) and (2.32), i.e.:
ρt ≥ R(ι,K)t
7
24 =: rt(ι,K) for each t ∈ [t1, t2]
and
|grad F|g(t)(p) ≤ |grad F|g(t)(q) + C3(K)rt(ι,K)t
− 54
for each p ∈ γt = γt2−jS and q ∈ D(p, rt) where t ∈ (t2 − (j + 1)S, t2 − jS]∩ [t1, t2]
and j ∈ {0, ..., ⌊ t2−t1S ⌋}. From this we also obtain (2.33), i.e.:
|grad F|g(t)(p) ≤
(∫
D(p,rt)
|grad F|2g(t)(q) dA(q)
) 1
2
Area
1
2 (D(p, rt))
+ C3(K)R(ι,K)t
− 2324
Using [Str16, Lemma 2.7, p. 268] we obtain (2.34), i.e.:
Area(D(γt(s)), rt) ≥ cr
3
t = cR
3t
7
8
for all t ∈ (t2 − (j + 1)S, t2 − jS] ∩ [t1, t2]. Hence, for each j ∈ {0, ..., ⌊
t2−t1
S ⌋} we
infer on (t2 − (j + 1)S, t2 − jS) ∩ (t1, t2] the following estimate
d
dt
L(γt, t) =
d
dt
L(t2 − jS, t)
(A.1)
≥ −
∫
γt2−jS
|grad F|g(t) dσ
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≥− c
1
2R−
3
2 (ι,K)t−
7
16
∫
γt2−jS
(∫
D(p,rt)
|grad F|2g(t) dA
) 1
2
dσ
− C3(K)R(ι,K)t
− 2324L(γt2−jS , t)
≥− c
1
2R−
3
2 (ι,K)t−
7
16
(∫
γt2−jS
∫
D(p,rt)
|grad F|2g(t) dAdσ
) 1
2
L
1
2 (γt2−jS , t)
− C3(K)R(ι,K)t
− 2324L(γt2−jS , t)
(A.11)
≥ − c
1
2R−
3
2 (ι,K)t−
7
16 sup
D(γt2−jS ,rt)
|dπ|
1
2
(∫
M
|grad F|2g(t)dVg(t)
) 1
2
L
1
2 (γt2−jS , t)
− C3(K)R(ι,K)t
− 2324L(γt2−jS , t)
(2.4)
≥ − c2R
− 32 (ι,K)t−
7
16
(∫
M
|grad F|2g(t) dVg(t)
) 1
2
L
1
2 (γt2−jS , t)
− C3(K)R(ι,K)t
− 2324L(γt2−jS , t)
≥− C(D)R−
3
2 (ι,K)t−
7
16
(∫
M
|grad F|2g(t) dVg(t)
) 1
2
− C(K,D)R(ι,K)t−
23
24
Here we have used the fact that γt is nearly length minimizing and that the diameter
is bounded (cf. (2.36)). By integration along [t, t2 − jS] we conclude for each
t ∈ (t2 − (j + 1)S, t2 − jS] ∩ [t1, t2]
d(x, y, t2 − jS)− d(x, y, t) = L(γt2−jS , t2 − jS)− d(x, y, t)
≥L(γt2−jS , t2 − jS)− L(γt, t)
≥− C(D)R−
3
2 (ι,K)
∫ t2−jS
t
s−
7
16
(∫
M
|grad F|2g(s) dVg(s)
) 1
2
ds
− C(K,D)R(ι,K)
∫ t2−jS
t
s−
23
24 ds
In particular, we have for each j ∈ {0, ..., ⌊ t2−t1S ⌋ − 1}
d(x, y, t2 − jS)− d(x, y, t2 − (j + 1)S)
≥− C(D)R−
3
2 (ι,K)
∫ t2−jS
t2−(j+1)S
s−
7
16
(∫
M
|grad F|2g(s) dVg(s)
) 1
2
ds
− C(K,D)R(ι,K)
∫ t2−jS
t2−(j+1)S
s−
23
24 ds
and also
d(x, y, t2 − ⌊
t2 − t1
S
⌋S)− d(x, y, t1)
≥ −C(D)R−
3
2 (ι,K)
∫ t2−⌊ t2−t1S ⌋S
t1
s−
7
16
(∫
M
|grad F|2g(s) dVg(s)
) 1
2
ds
− C(K,D)R(ι,K)
∫ t2−⌊ t2−t1S ⌋S
t1
s−
23
24 ds
and finally
d(x, y, t2)− d(x, y, t1)
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=
⌊
t2−t1
S
⌋−1∑
j=0
[d(x, y, t2 − jS)− d(x, y, t2 − (j + 1)S)]
+ d(x, y, t2 − ⌊
t2 − t1
S
⌋S)− d(x, y, t1)
≥− C(D)R−
3
2 (ι,K)
∫ t2
t1
s−
7
16
(∫
M
|grad F|2g(s) dVg(s)
) 1
2
ds
− C(K,D)R(ι,K)
∫ t2
t1
s−
23
24 ds
≥− C(K,D)R−
3
2 (ι,K)
(∫ t2
t1
s−
7
8 ds
) 1
2
(∫ t2
t1
∫
M
|grad F|2g(s) dVg(s) ds
) 1
2
− C(K,D)R(ι,K)
∫ t2
t1
s−
23
24 ds
we infer
d(x, y, t2)− d(x, y, t1) ≥ −C(K, ι,D)Λ
1
2
(
t
1
8
2 − t
1
8
1
) 1
2
− C(K, ι,D)
(
t
1
24
2 − t
1
24
1
)

Finally, (2.14) and (2.37) together imply (1.8), which finishes the proof of The-
orem 1.3. Using Theorem 1.3, the following result
Corollary 2.11. Let (M4, g(t))t∈[0,1], where Let M
4 is a closed Riemannian 4-
manifold, be a solution to (1.3) satisfying the assumptions, (1.4), (1.5), (1.6) and
(1.7), then for each k ∈ N there exists j(k,Λ,K, ι,D) ∈ N such that
dGH((M,dg), (M,dg(t))) <
1
k
for all t ∈ [0, 1/j]
is a consequence of the following Lemma
Lemma 2.12. Let Mn be a closed manifold. Given two metrics g1 and g2 on M
satisfying
sup
x,y∈M
|dg1(x, y)− dg2 (x, y)| < ǫ
then we have
dGH((M,dg1), (M,dg2 )) <
ǫ
2
Proof. The set R := {(x, x) ∈ M ×M |x ∈ M} is a correspondence between M
and M itself (cf. [BBI01, Definition 7.3.17., p. 256]) and the distorsion of R (cf.
[BBI01, Definition 7.3.21., p. 257]) is :
disR = sup
x,y∈M
|dg1(x, y)− dg2(x, y)| < ǫ
From [BBI01, Theorem 7.3.25., p. 257] we obtain
dGH((M,dg1), (M,dg2 )) ≤
1
2
disR <
1
2
ǫ

22 NORMAN ZERGAENGE
3. Proof of Theorem 1.1
In this section we prove Theorem 1.1 using Corollary 2.11. The conditions (1.4),
(1.5), (1.6) and (1.7) are ensured by the following result
Theorem 3.1. (cf. [Str16, Theorem 1.8, p. 260]) Given δ ∈ (0, 1), there are
constants ǫ(δ), ι(δ), A(δ) > 0 so that if (M4, g0) is a closed Riemannian manifold
satisfying the following conditions
Fg0 ≤ ǫ
V olg0(Bg0(x, r)) ≥ δω4r
4 ∀x ∈M, r ∈ [0, 1](3.1)
then the flow given in (1.3) with initial metric g0 has a solution on [0, 1] and we
have the following estimates:∥∥Rmg(t)∥∥L∞(M,g(t)) ≤ AF 16g(t)t− 12
injg(t)(M) ≥ ιt
1
4
diamg(t)(M) ≤ 2(1 + diamg(0)(M))
for all t ∈ (0, 1].
From these estimates we may conclude the following precompactness result, at
first
Corollary 3.2. Given D, δ > 0. Then there exists ǫ(δ) > 0 so that the space
M4(D, δ, ǫ(δ)) which consists of the set of all closed Riemannian 4-manifolds (M, g)
satisfying
diamg(M) ≤ D
V olg(Bg(x, r)) ≥ δω4r
4 ∀x ∈M, r ∈ [0, 1]
‖Rmg‖L2(M,g) ≤ ǫ
2
equipped with the Gromov-Hausdorff topology, is precompact.
Proof. Let (M, g) be an element in M4(D, δ, ǫ(δ)). Using Theorem 3.1 we know
that the L2-flow with initial metric g exists on the time interval [0, 1]. Together
with (A.5) we ensure that the following estimates are valid∥∥Rmg(t)∥∥L∞(M,g(t)) ≤ AF 16g(t)t− 12 (A.5)≤ AF 16g(0)t− 12 ≤ t− 12
diamg(t)(M) ≤ 2(1 +D)
Hence, from the Bishop-Gromov comparison principle (cf. [Pet06, Lemma 36. p.
269]) we infer
(3.2) V olg(0)(M)
(A.9)
= V olg(1)(M) = V olg(1)Bg(1)(x, 2(1 +D)) ≤ V0(D)
Now, let {x1, ..., xN(M,g)} ⊆M be a maximal r-separated set, which implies that
{x1, ..., xN} is an r-net. In this situation the balls
Bg(x1,
r
2
), ..., Bg(xN ,
r
2
)
are mutually disjoint and the balls Bg(x1, r), ..., Bg(xN , r) cover M . Using the
non-collapsing assumption (cf. (3.1)), we infer
Nω4δ
(r
2
)n
≤
N∑
k=1
V olg(Bg(xk,
r
2
))
=V olg(
N⋃
k=1
Bg(xk,
ǫ
2
)) ≤ V olg(M)
(3.2)
≤ V0(D)
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This implies that the number of elements in such an r-net is bounded from above by
a natural number N(r, δ,D). The assertion follows from [BBI01, Theorem 7.4.15,
p. 264]. 
Proof of Theorem 1.1. As in the proof of Corollary 3.2, we know that for each
i ∈ N the L2-flow with initial metric gi exists on [0, 1] and that this flow satisfies
the following estimates∥∥Rmgi(t)∥∥L∞(M,gi(t)) ≤ AF 16gi(t)t− 12 (A.5)≤ A
(
1
i
) 1
6
t−
1
2 ≤ t−
1
2
injgi(t)(M) ≥ ιt
1
4
diamgi(t)(M) ≤ 2(1 +D)
(3.3)
for all t ∈ (0, 1]. Using Corollary 2.11, we may choose a monotone decreasing
sequence (tj)j∈N ⊆ (0, 1] that converges to zero and that satisfies
dGH((Mi, gi), (Mi, gi(tj))) <
1
3j
∀i, j ∈ N
Estimate (A.7) implies, that for each m ∈ N
(3.4)
∥∥∇mRmgi(tj)∥∥L∞(Mi,gi(tj)) ≤ C(m)t− 2+m4j ∀i, j ∈ N
As in the proof of Corollary 3.2 we also have
v0(D, δ) ≤ V olgi(tj)(Mi) = V olgi(1)(Mi) ≤ V0(D)
where we have used the non-collapsing assumption in order to prove the lower
bound. Hence, at each time tj , we are able to apply [And89, Theorem 2.2, pp.
464-466] to the sequence of manifolds (Mi, gi(tj))i∈N, i.e.: for all j ∈ N there exists
a subsequence (Mi(j,k), gi(j,k)(tj))k∈N converging in the C
m,α-sense, where m ∈ N
is arbitrary, to a smooth manifold (Nj , hj) as k tends to infinity. We may assume
that the selection process is organized so that each sequence (Mi(j,k), gi(j,k)(tj))k∈N
is a subsequence of (Mi(j−1,k), gi(j−1,k)(tj))k∈N. The smooth convergence together
with (3.3) implies Rmhj ≡ 0 for each j ∈ N.
In order to apply [And89, Theorem 2.2, pp. 464-466] to the sequence (Nj , hj)j∈N,
we need an argument for a uniform lower bound on the injectivity radius because
the injectivity radius estimate in (3.3) is not convenient. To overcome this issue,
we recall that the volume of balls does not decay to quickly along the flow (cf.
Lemma A.5) and the convergence is smooth. So, the volume of suitable balls is
well-controlled from below. Since (Nj , hj) is flat, we are able to apply [CGT
+82,
Theorem 4.7, pp. 47-48], which yields a uniform lower bound on the injectivity
radius for each (Nj , hj). Hence, there exists a subsequence of (Nj , hj)j∈N that
converges in the C∞-sense, to a flat manifold (M, g). Finally we need to get sure
that (Mi, gi)i∈N contains a subsequence that also converges to (M, g), at least in
the Gromov-Hausdorff sense. For each m ∈ N, we choose j(m) ≥ m so that
dGH((M, g), (Nj(m), hj(m))) ≤
1
3m
and k(m) ∈ N so that
dGH((Nj(m), hj(m)), (Mi(j(m),k(m)), gi(j(m),k(m))(tj(m))) ≤
1
3m
This implies
dGH((M, g), (Mi(j(m),k(m)), gi(j(m),k(m)))
≤dGH((M, g), (Nj(m), hj(m)))
+ dGH((Nj(m), hj(m)), (Mi(j(m),k(m)), gi(j(m),k(m))(tj(m)))
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+ dGH((Mi(j(m),k(m)), gi(j(m),k(m))(tj(m)), (Mi(j(m),k(m)), gi(j(m),k(m)))))
≤
1
3m
+
1
3m
+
1
3j(m)
≤
1
3m
+
1
3m
+
1
3m
=
1
m
and this implies, that the sequence (Mi(j(m),k(m)), gi(j(m),k(m)))m∈N converges with
respect to the Gromov-Hausdorff topology to (M, g) as m tends to infinity. 
4. Proof of Theorem 1.2
In order to apply Theorem 1.3 to the situation in Theorem 1.2 we give a proof
of the following existence result
Theorem 4.1. Let D,Λ > 0. Then there are universal constants δ ∈ (0, 1), K > 0
and constants ǫ(Λ), T (Λ) > 0 satisfying the following property: Let (M, g) be a
closed Riemannian 4-manifold satisfying
diamg(M) ≤ D
‖Rmg‖L2(M,g) ≤ Λ
V olg(Bg(x, r)) ≥ δω4r
4 ∀x ∈M, r ∈ [0, 1]
‖R˚cg‖L2(M,g) ≤ ǫ
then the L2-flow exists on [0, T ], and we have the following estimates:
‖Rmg(t)‖L∞(M,g(t)) ≤ Kt
− 12
injg(t)(M) ≥ t
1
4
(4.1)
and
(4.2) diamg(t)(M) ≤ 2(1 +D)
for all t ∈ (0, T ].
We point out that J. Streets has proved this result as a part of the proof of
[Str16, Theorem 1.21] (cf. [Str16, pp. 285-287]). For sake of completeness, we also
want to give a proof here, under the viewpoint of the dependence of ǫ and T on
given parameters and that (4.2) is also satisfied.
Proof. We follow the lines of [Str16, pp. 285-286], giving further details. At first,
we allow δ ∈ (0, 1) and K > 0 to be arbitrary but fixed. Along the proof, we
concretize these constants. We argue by contradiction.
Suppose, there is a sequence of closed Riemannian 4-manifolds (Mi, gi)i∈N so
that for all i ∈ N we have the following estimates:∫
Mi
|Rmgi |
2
gi dVgi ≤ Λ
V olgi(Bgi(x, r)) ≥ δω4r
4 ∀r ∈ [0, 1]
and ∫
Mi
|R˚cgi |
2
gi dVgi ≤
1
i
but the estimates (4.1) hold on a maximal interval [0, Ti] where limi→∞ Ti = 0. We
consider the following sequence of rescaled metrics:
gi(t) := T
− 12
i gi(Tit)
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Then, for each i ∈ N the solution of the L2-flow exists on [0, 1] and satisfies:
‖Rmgi(t)‖L∞(M,gi(t)) = T
1
2
i ‖Rmgi(Tit)‖L∞(M,gi(Tit)) ≤ T
1
2
i K(Tit)
− 12 = Kt−
1
2
injgi(t)(Mi) = T
− 14
i injgi(Tit) ≥ T
− 14
i (Tit)
1
4 = t
1
4
(4.3)
on [0, 1], which means that the estimates (4.1) are formally preserved under this
kind of rescaling.
By assumption, for each i ∈ N, one of the inequalities in (4.3) is an equality
at time t = 1. In respect of the generalized Gauss-Bonnet Theorem (cf. [Sim15,
Appendix A]), i.e.:∫
M
|Rm|2 dVg = c0π
2χ(M) + 4
∫
M
|Rc|2 dVg −
∫
M
R2 dVg
= c0π
2χ(M) + 4
∫
M
|R˚c|2 dVg
(4.4)
where we have used
|R˚c|2 =
∣∣∣∣Rc− 14Rg
∣∣∣∣2 = |Rc|2 − 12〈Rc,Rg〉+ 116R2|g|2
= |Rc|2 −
1
2
R tr(Rc) +
1
4
R2 = |Rc|2 −
1
2
R2 +
1
4
R2
= |Rc|2 −
1
4
R2
we introduce the following functional
Gg :=
∫
M
|R˚cg|
2
g dVg
From (4.4) and [Bes87, 4.10 Definition, p. 119] we infer
grad F ≡ 4 grad G
As in the proof of Lemma A.3 we obtain for each i ∈ N and t ∈ [0, Ti]
Ggi(0) − Ggi(t) =
∫ t
0
∫
Mi
|grad Ggi(s)|
2
gi(s)
dVgi(s) ds ≥ 0
which implies Ggi(t) ≤
1
i for each i ∈ N and t ∈ [0, Ti]. Due to the scale invariance
of the functional G, we have in particular
Ggi(1) ≤
1
i
for all i ∈ N
As already stated, (4.3) implies
‖Rmgi(1)‖L∞(M,gi(1)) = K or injgi(Mi) = 1
for each i ∈ N.
At first, we assume that there is a subsequence (Mi, gi)i∈N (we do not change
the index) satisfying {
‖Rmgi(1)‖L∞(Mi,gi(1)) = K
injgi(1)(Mi) ≥ 1
for each i ∈ N. Using the compactness, for each j ∈ N we may choose a point
pi ∈ Mi satisfying |Rmgi(1)(pi)|gi(1) = K. From [Str13b, Corollary 1.5, p. 42]
we conclude that there exists a subsequence of manifolds, also index by i, and a
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complete pointed 4-manifold (M∞, p∞) together with a 1-parametrized family of
Riemannian metrics (g∞(t))t∈[1/2,1] on M∞ such that for each t ∈ [1/2, 1]
(Mi, gi(t), pi)
i→∞
−→ (M∞, g∞(t), p∞)
in the sense of C∞-local submersions (cf. [Str13b, Definition 2.4, p. 45]), and
‖Rmg∞(1)‖L∞(M∞,g∞(1)) = |Rmg∞(1)(p∞)|g∞(1) = K
as well as, using [Sak83, Theorem]
injg∞(1)(M∞) ≥ 1
Since limi→∞ Ggi(1) = 0 we conclude that (M∞, g∞(1), p∞) needs to be an Einstein
manifold satisfying
(4.5)
∫
M∞
|Rmg∞(1)|
2
g∞(1)
dVg∞(1) ≤ Λ
In particular, [Lee97, Proposition 7.8, p. 125] implies that the scalar curvature
is constant. On the other hand, from the non-collapsing condition and (A.9) we
obtain that V olgi(1)(Mi) tends to infinity as i ∈ N tends to infinity. Then, estimate
(4.5) implies that the scalar curvature needs to vanish on (M∞, g∞(1)), hence
(M∞, g∞(1)) is a Ricci-flat manifold. From Lemma A.7 we obtain
‖Rmg
∞
(1)‖L∞(M∞,g∞(1)) ≤ C
where C is a universal constant, since the space dimension is fixed and the in-
jectivity radius is bounded from below by 1. Choosing K = C + 1 we obtain a
contradiction to |Rmg
∞
(1)(p∞)|g
∞
(1) = K. This finishes the part of the proof that
‖Rmgi(Ti)‖L∞(M,gi(Ti)) = KT
− 12
i can only be valid for a finite number of i ∈ N.
Now we assume that, after taking a subsequence, we are in the following situation{
‖Rmgi(1)‖L∞(Mi,gi(1)) ≤ K
injgi(1)(Mi) = 1
Then, the non-collapsing assumption of the initial sequence implies the following
non-collapsing condition concerning the rescaled metrics
V olgi(0)(Bgi(0)(x, r)) ≥ δω4r
4 ∀x ∈Mi, r ∈ [0, T
−14
i ]
Hence, for each σ ≥ 1 there exists i0(σ) ∈ N so that
(4.6) V olgi(0)(Bgi(0)(x, r)) ≥ δω4r
4 ∀x ∈Mi, r ∈ (0, σ]
for all i ≥ i0(σ). Now let λ ∈ (0, 1) be fixed. This constant will be made explicit
below. Using (A.10) we obtain for i ≥ i0(σ, λ, δ)[
V olgi(1)(Bgi(0)(x, λσ))
] 1
2 ≥
[
V olgi(0)(Bgi(0)(x, λσ))
] 1
2 − C
(
1
i
) 1
2
(4.6)
≥
[
δω4(λσ)
4
] 1
2 − C
(
1
i
) 1
2
=
[
(1− (1− δ))ω4λ
4σ4
] 1
2 − C
(
1
i
) 1
2
≥
[
(1 − 2(1− δ))ω4λ
4σ4
] 1
2
(4.7)
where the last estimate does not use that i0 depends on σ, because, in order to
choose i0 ∈ N large enough one may fix σ = 1 at first. Afterwards, one may
multiply the inequality by σ2. Since σ ≥ 1, the desired estimate follows.
It is our intention to prove that
(4.8) Bgi(0)(x, λσ) ⊆ Bgi(1)(x, σ) ∀i ≥ i0(σ, λ, δ), ∀x ∈Mi
Before proving this, we demonstrate that this fact implies a contradiction.
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For each i ∈ N we choose a point pi ∈Mi satisfying
injgi(1)(Mi, pi) = injgi(1)(Mi) = 1
As above, using [Str13b, Corollary 1.5, p. 42], we may assume that there exists a
subsequence of manifolds, again indexed by i, and a complete pointed 4-manifold
(M∞, p∞) as well as a 1-parametrized family of Riemannian metrics (g∞(t))t∈[1/2,1]
on M∞ so that for each t ∈ [1/2, 1]
(Mi, gi(t), pi)
i→∞
−→ (M∞, g∞(t), p∞)
in the sense of C∞-local submersions. Using [Sak83, Theorem] we infer
(4.9) injg∞(1)(M∞, p∞) = 1
Let ζ > 0 be equal to the non-collapsing parameter in [And90, Gap Lemma 3.1, p.
440] which is denoted by ”ǫ” in that work and only depends on the space dimension
n = 4. We assume δ ∈ (0, 1) and λ ∈ (0, 1) to be close enough to 1 so that
(4.10) (1− 2(1− δ))λ4 ≥ 1− ζ
Assumed (4.8) is valid, then for each for i ≥ i0(σ, λ, δ) we obtain the following
estimate
V olgi(1)(Bgi(1)(pi, σ))
(4.8)
≥ V olgi(1)(Bgi(0)(pi, λσ))
(4.7)/(4.10)
≥ (1− ζ)ω4σ
4
and finally, as i ∈ N tends to infinity
V olg∞(1)(Bg∞(1)(p∞, σ)) ≥ (1− ζ)ω4σ
4 ∀σ ≥ 1
Then [And90, Gap Lemma 3.1, p. 440] implies that (M∞, g∞(1)) is isometric to
(R4, gcan) which contradicts (4.9).
Hence, in order to prove the existence result and the validity of (4.1), it remains
to prove (4.8). From here on we do not write the subindex i ∈ N. The following
considerations shall be understood with i ∈ N fixed. That means that p is one of
the points pi and g(t) is the metric gi(t) on M = Mi with the same index. Let
(4.11) y ∈ Bg(0)(p, λσ)
be an arbitrary point. As in the proof of Lemma 2.4 we construct a suitable
forward-geodesic: Let
β := min
t∈[0,1]
βt > 0
where
βt := β(4, diamg(t)(M), f3(M, g(t)), injg(t)(M))
is chosen according to Lemma 2.3. Next, using Lemma 2.6, we construct a β-
forward-geodesic connecting p and y which is denoted by (ξt)t∈[0,1]. Hence, we
have a finite set of geodesics (ξjS)j∈{0,...,⌊ 1
S
⌋} which are parametrized proportional
to arc length, i.e.:
|ξ˙jS |g(jS) ≡ d(p, y, jS) for all j ∈ {0, ..., ⌊
1
S
⌋}
Furthermore, for each j ∈ {0, ..., ⌊ 1S ⌋} let
ϕj : [0, d(p, y, jS)] −→ [0, 1]
ϕ(s) =
s
d(p, y, jS)
and let
γt := ξjS ◦ ϕjS for each t ∈ [jS, (j + 1)S) ∩ [0, 1]
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Applying the same argumentation as in the proof of Lemma 2.4 we ensure that
for each j ∈ {0, ..., ⌊ 1S ⌋} and t ∈ [jS, (j + 1)S) ∩ [0, 1] the tubular neighborhood
D(γt, ρt) is foliated by (D(γt(s), ρt))s∈[0,d(p,y,jS)] where
ρt := µmin
{
injg(t)(M), f3(M,g(t))
− 12
}
and the differential of the projection map satisfies (2.4). Here µ > 0 is chosen fixed
but also compatible to [Str16, Lemma 2.7, p. 268]. We want to give a controlled
lower bound on ρt. The curvature decay estimate from (4.3) together with (A.7)
implies for each m ∈ {1, 2, 3}:
(4.12)
∥∥∇mRmg(t)∥∥L∞(M,g(t)) ≤ C(m)t− 2+m4 for all t ∈ (0, 1]
From this, we infer
f3(M, g(t)) ≤ Ct
− 12 on (0, 1]
Combining this estimate with the injectivity radius estimate from (4.3), we obtain,
as in the proof of Lemma 2.4
ρt ≥ µ
{
t
1
4 , C−
1
2 t
1
4
}
≥ µmin{1, C−
1
2 }t
7
24 =: Rt
7
24 =: rt
we also obtain the estimate
d
dt
L(γt, t) ≤C2R
− 32 t−
7
16
(∫
M
|grad Fg(t)|
2 dVg(t)
) 1
2
L
1
2 (γjS , t)
+ C2Rt
− 2324L(γjS , t)
(4.13)
on (jS, (j + 1)S) ∩ [0, 1) where j ∈ {1, ..., ⌊ 1S ⌋}. Now we assume that
j0 :=
min
{
j ∈ {1, ..., ⌊
1
S
⌋} | ∃t ∈ [jS, (j + 1)S) ∩ (0, 1] s. th. L(γt, t) = σ
}
exists, and let
t0 := sup {t ∈ [j0S, (j0 + 1)S) ∩ (0, 1] |L(γτ , τ) ≤ σ ∀τ ∈ [j0S, t]}
Then, for each j ∈ {0, ..., j0} and t ∈ (jS, (j + 1)S)∩ (0, t0) estimate (4.13) implies
d
dt
L(γt, t) ≤σ
[
C2R
− 32 t−
7
16
(∫
M
|grad Fg(t)|
2 dVg(t)
) 1
2
+ C2Rt
− 2324
]
and consequently
d(p, y, t)− d(p, y, jS)
≤L(γt, t)− L(γjS , jS)
≤σC2R
− 32
∫ t
jS
s−
7
16
(∫
M
|grad Fg(s)|
2 dVg(s)
) 1
2
ds+ σC2R
∫ t
jS
s−
23
24 ds
In particular, for each j ∈ {0, ..., j0 − 1} we infer
d(p, y, (j + 1)S)− d(p, y, jS)
≤σC2R
− 32
∫ (j+1)S
jS
s−
7
16
(∫
M
|grad Fg(s)|
2 dVg(s)
) 1
2
ds+ σC2R
∫ (j+1)S
jS
s−
23
24 ds
and
L(γt0 , t0)− d(p, y, j0S)
≤L(γt0 , t0)− L(γj0S , j0S)
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≤σC2R
− 32
∫ t0
j0S
s−
7
16
(∫
M
|grad Fg(s)|
2 dVg(s)
) 1
2
ds+ σC2R
∫ t0
j0S
s−
23
24 ds
and finally
L(γt0 , t0)− d(p, y, 0)
≤L(γt0 , t0)− d(p, y, j0S) +
j0−1∑
j=0
[d(p, y, (j + 1)S)− d(p, y, jS)]
≤σ
[
C2R
− 32
∫ t0
0
s−
7
16
(∫
M
|grad Fg(s)|
2 dVg(s)
) 1
2
ds+ C2R
∫ t0
0
s−
23
24 ds
]
≤σ
[
C2R
− 32
∫ 1
0
s−
7
16
(∫
M
|grad Fg(s)|
2 dVg(s)
) 1
2
ds+ C2R
∫ 1
0
s−
23
24 ds
]
≤σC2R
− 32
(∫ 1
0
s−
7
8 ds
) 1
2
(∫ 1
0
∫
M
|grad Fg(s)|
2 dVg(s) ds
) 1
2
+ σC2R
∫ 1
0
s−
23
24 ds
≤σC3R
− 32
(∫ 1
0
s−
7
8 ds
) 1
2
(∫ 1
0
∫
M
|grad Gg(s)|
2 dVg(s) ds
) 1
2
+ σC2R
∫ 1
0
s−
23
24 ds
≤σ
[
C4R
− 32
(∫ 1
0
∫
M
|grad Gg(s)|
2 dVg(s) ds
) 1
2
+ C4R
]
≤σC4R
− 32G
1
2
g(0) + σC4R
=σ
[
C4R
− 32G
1
2
g(0) + C4R
]
Together with (4.11) we obtain
L(γt0 , t0) < σ
[
λ+ C4R
− 32G
1
2
g(0) + C4R
]
Throughout, we may assume that R > 0 is small enough compared to C4 > 0 and
λ > 0 in order to ensure that
C4R ≤
1− λ
2
and we may assume that i ∈ N is chosen large enough, so that Gg(0) = Ggi ≤
1
i is
small enough compared to λ > 0, R(λ) > 0 and C4 > 0 so that
C4R
− 32G
1
2
g(0) ≤
1− λ
2
Hence, we have L(γt0 , t0) < σ, which contradicts L(γt0 , t0) = σ. This implies that
L(γt, t) < σ is valid for each t ∈ [0, 1] and consequently d(p, y, 1) < σ. This finishes
the proof of (4.8).
We have proved the existence time estimate as well as the curvature decay esti-
mate and the injectivity radius growth estimate.
It remains to show the diameter estimate (4.2). The argumentation is based
on [Str16, p. 281] but we are in a different situation. Let x, y ∈ M so that
d(x, y, 1) = diamg(1)(M). As above, there exists β > 0, S > 0 and a family of
curves (γt)t∈[0,T ] so that
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• for each j ∈
{
0, ...,
⌊
T
S
⌋}
γjS : [0, d(x, y, jS)] −→M
is a unit-speed length minimizing geodesic
• for each j ∈
{
0, ...,
⌊
T
S
⌋}
and t ∈ [jS, (j + 1)S) ∩ [0, T ] the curve
γt : [0, d(x, y, jS)] −→M
satisfies
L(γt, t) ≤ d(x, y, t) + β
• for each j ∈
{
0, ...,
⌊
T
S
⌋}
and t ∈ [jS, (j + 1)S) ∩ [0, T ] the tubular neigh-
borhood D(γt, rt) is foliated by (D(γt(s), rt)s∈[0,d(x,y,jS)] where
rt := Rt
7
24 := µmin{1, C−
1
2 }t
7
24
Furthermore, the projection map π satisfies (2.4), i.e.
|dπ| ≤ 2 for all x ∈ D(γ, rt)
Using these conditions we obtain (4.13), i.e.:
d
dt
L(γt, t) ≤C2R
− 32 t−
7
16
(∫
M
|grad Fg(t)|
2 dVg(t)
) 1
2
L
1
2 (γjS , t)
+ C2Rt
− 2324L(γjS , t)
on (jS, (j + 1)S) ∩ [0, T ) where j ∈ {1, ..., ⌊TS ⌋}. In this situation we assume that
j0 :=
min
{
j ∈ {1, ..., ⌊
1
S
⌋} | ∃t ∈ [jS, (j + 1)S) ∩ (0, T ] s. th. L(γt, t) = 2(1 +D)
}
exists, and we define
t0 := sup {t ∈ [j0S, (j0 + 1)S) ∩ (0, T ] |L(γτ , τ) ≤ 2(1 +D) ∀τ ∈ [j0S, t]}
Thus, for each j ∈ {0, ..., j0} we obtain
d
dt
L(γt, t) ≤C3R
− 32 t−
7
16
(∫
M
|grad Fg(t)|
2 dVg(t)
) 1
2
(1 +D)
1
2
+ C3Rt
− 2324 (1 +D)
on (jS, (j + 1)S) ∩ (0, t0). From this, we infer
L(γt0 , t0)− d(x, y, 0)
≤L(γt0 , t0)− d(x, y, j0S) +
j0−1∑
j=0
[d(x, y, (j + 1)S)− d(x, y, jS)]
≤(1 +D)C3
[
R−
3
2
∫ t0
0
s−
7
16
(∫
M
|grad Fg(s)|
2 dVg(s)
) 1
2
ds+R
∫ t0
0
s−
23
24 ds
]
≤(1 +D)C3
[
R−
3
2
∫ 1
0
s−
7
16
(∫
M
|grad Fg(s)|
2 dVg(s)
) 1
2
ds+R
∫ t0
0
s−
23
24 ds
]
≤(1 +D)C3R
− 32
(∫ 1
0
s−
7
8 ds
) 1
2
(∫ 1
0
∫
M
|grad Fg(s)|
2 dVg(s) ds
) 1
2
+ (1 +D)C3R
∫ t0
0
s−
23
24 ds
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≤(1 +D)C4R
− 32
(∫ 1
0
s−
7
8 ds
) 1
2
(∫ 1
0
∫
M
|grad Gg(s)|
2 dVg(s) ds
) 1
2
+ (1 +D)C4R
∫ t0
0
s−
23
24 ds
≤(1 +D)C4
[
R−
3
2
(∫ 1
0
s−
7
8 ds
) 1
2
G
1
2
g(0) +R
∫ 1
0
s−
23
24 ds
]
≤(1 +D)C5
[
R−
3
2G
1
2
g(0) +R
]
< 1 +D
Here, we have assumed that G
1
2 (g(0)) and R > 0 are sufficiently small with respect
to universal constants. Finally, we obtain
L(γt0 , t0) < d(x, y, 0) + 1 +D = D + 1 +D < 2(1 +D)
contradicting L(γt0 , t0) = 2(1 + D). This shows, that we have diamg(t)(M) ≤
2(1 +D) for all t ∈ [0, T ]. 
This existence result allows us to prove the following diffeomorphism finiteness
result:
Corollary 4.2. Let D,Λ > 0. There exists ǫ(Λ) > 0 and a universal constant
δ ∈ (0, 1) so that there are only finitely many diffeomorphism types of closed Rie-
mannian 4-manifolds (M, g) satisfying
diamg(M) ≤ D
‖Rmg‖L2(M,g) ≤ Λ
V olg(Bg(x, r)) ≥ δω4r
4 ∀x ∈M, r ∈ [0, 1]
‖R˚cg‖L2(M,g) ≤ ǫ
Proof. Suppose there exists a sequence of Riemannian 4-manifolds (Mi, gi)i∈N sat-
isfying the desired properties but the elements in this sequence are pairwise not
diffeomorphic. Using Theorem 4.1 we may smooth out each of these manifolds,
then we may apply [And89, Theorem 2.2, pp. 464-466] at a fixed later time point
which yields a contradiction. 
Proof of Theorem 1.2. The proof is nearly analogous to the proof of Theorem 1.1
but the argumentation is slightly different. Throughout, using Corollary 4.2, we
assume that Mi = M for all i ∈ N, applying Theorem 4.1, we may assume, that
for each i ∈ N the L2-flow on M with initial data gi exists on [0, T ] and satisfies
(1.4), (1.5), (1.6) and (1.7). Using Corollary 2.11, we choose a monotone decreasing
sequence (tj)j∈N ⊆ (0, 1] converging to zero, so that
dGH((M, gi), (M, gi(tj))) <
1
3j
∀i, j ∈ N
(1.5) and (A.7) together imply
(4.14)
∥∥∇mRmgi(tj)∥∥L∞(M,gi(tj)) ≤ C(m)t− 2+m4j ∀i, j ∈ N
for each m ∈ N, (1.6) implies
injgi(tj)(M) ≥ t
1
4
j ∀i, j ∈ N
Applying the same argumentation as in the proof of Theorem 1.1 we infer
v0(δ) ≤ V olgi(tj)(M) ≤ V0(D,Λ)
32 NORMAN ZERGAENGE
for all i, j ∈ N. We want to point out that δ > 0 only depends on the space di-
mension which is constant. Using the flow convergence result in [Str13b, Corol-
lary 1.5, p. 42] on each time interval [tj+1, tj ], starting with t0, we obtain a
subsequence (Mi(j,k), gi(j,k)(tj))k∈N as well as a family of Riemannian manifolds
(M, g∞,j(t))t∈[tj+1,tj ] so that for each t ∈ [tj+1, tj ] the sequence of Riemannian
manifolds (M, gi(j,k)(t))k∈N converges smoothly to (M, g∞,j(t)) and the family of
manifolds (M∞,j , g∞,j(t))t∈[tj+1,tj] is also a solution to the L
2-flow in the sense of
[Str13b, Corollary 1.5, p. 42]. Since Ggi(t) ≤ Ggi ≤
1
i for all i ∈ N, we conclude
that Gg∞,j(t) = 0 for all t ∈ [tj+1, tj ]. Hence, at infinity, the metric does not change
along the interval [tj+1, tj ], which means that the manifold (M∞,j , g∞,j(tj)) =
(M∞,j , g∞,j(tj+1)) =: (M, g) is an Einstein manifold. Inductively, we obtain
for each j ∈ N a sequence (Mi(j,k), gi(j,k)(tj))k∈N that is a subsequence from
(Mi(j−1,k), gi(j−1,k)(tj))k∈N, so that the sequence (Mi(j,k), gi(j,k)(tj))k∈N converges
to the Einstein manifold (M, g). Using the same diagonal choice as in the Proof
of Theorem 1.1, we infer that there exists a subsequence of (Mi, gi)i∈N that also
converges in the Gromov-Hausdorff topology to (M, g). 
Appendix A. Auxilary Results
In this paragraph we present some results which we have used in this work. Most
of them are quoted from [Str16].
Lemma A.1. Let (Mn, g(t))t∈[t1,t2] be a smooth family of Riemannian manifolds
and let γ : [0, L] −→M be a smooth curve. Then we have the estimates:∣∣∣∣ ddtL(γ, t)
∣∣∣∣ ≤ ∫
γ
|g′(t)|g(t) dσt(A.1) ∣∣∣∣∣log
(
|v|2g(t2)
|v|2g(t1)
)∣∣∣∣∣ ≤
∫ t2
t1
‖g′(t)‖L∞(M,g(t)) dt ∀v ∈ TM(A.2) ∣∣∣∣ ∂∂t |∇γ˙ γ˙|2g(t)
∣∣∣∣ ≤ |g′|g(t) |∇γ˙ γ˙|2g(t) + C(n)|γ˙|2g(t) |∇γ˙ γ˙|g(t) |∇g′|g(t)(A.3)
on M × (t1, t2).
Proof. Using a unit-speed-parametrization of γ we infer (A.1). Estimate (A.2) is
proved in [Ham82, 14.2 Lemma, p. 279]. Estimate (A.3) is stated in [Str16, p.
271]. 
A simple calculation shows the following scaling behavior of the quantity fk (cf.
Definition 2.2).
Lemma A.2. Let (Mn, g) be a closed Riemannian manifold, k ∈ N, x ∈ M and
c > 0. Then we have the following equality
(A.4) fk(x, cg) = c
−1fk(x, g)
From the definition of the gradient in [Bes87, 4.10 Definition, p. 119] we obtain:
Lemma A.3. Let (Mn, g(t))t∈[0,T ] be a smooth solution to the flow given in (1.3)
then we have:
(A.5)
∫ t
0
∫
M
|grad Fg(s)|
2 dVg(s)ds = F(g(0))−F(g(t))
for all t ∈ [0, T ].
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In particular, we can see that the energy F(g(t)) is monotone decreasing under
the flow given in (1.3), and
(A.6)
∫ t
0
∫
M
|grad Fg(s)|
2 dVg(s) ds ≤ ǫ
for all t ∈ [0, T ] under the assumption that F(g0) ≤ ǫ
Theorem A.4. ([Str16, Lemma 2.11, p. 269]) Fix m,n ≥ 0. There exists a
constant C(n,m) > 0 so that if (Mn, g(t))t∈[0,T ] is a complete solution to the L
2-
flow satisfying
(A.7) sup
t∈[0,T ]
t
1
2
∥∥Rmg(t)∥∥L∞(M,g(t)) ≤ A
then for all t ∈ (0, T ],
(A.8)
∥∥∇mRmg(t)∥∥L∞(M,g(t)) ≤ C ((A+ 1)t− 12)1+m2
Lemma A.5. Let M4 be a closed Riemannian manifold and (M, g(t))t∈[0,T ] be a
solution to the L2-flow. We have the following estimates
(A.9) V olg(t)(M) = V olg(0)(M) for all t ∈ (0, T ]
and
V olg(t)(U)
1
2 = V olg(0)(U)
1
2 − Ct
1
2
(∫ t
0
∫
U
|grad Fg(s)|
2
g(s) dVg(s) ds
) 1
2
for all t ∈ (0, T ] and U ⊆M open
(A.10)
Proof. The equation (A.9) is a special case of the first equation in [Str13b, p. 44].
Furthermore [
V olg(t)(U)
] 1
2 −
[
V olg(0)(U)
] 1
2
=
∫ t
0
d
ds
[
V olg(s)(U)
] 1
2 ds =
1
2
∫ t
0
d
dsV olg(s)(U)[
V olg(s)(U)
] 1
2
dt
=−
1
4
∫ t
0
∫
U
trg(s) grad Fg(s) dVg(s)[
V olg(s)(U)
] 1
2
ds
≥−
1
4
∫ t
0
(∫
U
|trg(s) grad Fg(s)|
2 dVg(s)
) 1
2[
V olg(s)(U)
] 1
2
[
V olg(s)(U)
] 1
2 ds
≥− C
∫ t
0
(∫
U
|grad Fg(s)|
2
g(s) dVg(s)
) 1
2
ds
≥− Ct
1
2
(∫ t
0
∫
U
|grad Fg(s)|
2
g(s) dVg(s) ds
) 1
2

Lemma A.6. ([Str16, Lemma 2.8, p. 268]) Let (M, g) and (N, h) be smooth Rie-
mannian manifolds and let F : M −→ N be a smooth submersion. Furthermore,
let φ :M −→ [0,∞) be a smooth function, then one has:
(A.11)
∫
M
φdVg =
∫
y∈N
∫
x∈F−1(y)
φ(x)
NJacF (x)
dF−1(y) dVh
where NJacF (x) is the determinant of the derivative restricted to the orthogonal
complement of its kernel. This quantity is also called “normal Jacobian”.
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Lemma A.7. Let n ∈ N, ι > 0 and let (Mn, g) be a complete n-dimensional
Riemannian manifold such that the following is true
Rcg ≡ 0
‖Rmg‖L∞(Mn,g) <∞
injg(M) ≥ ι
then
‖Rmg‖L∞(Mn,g) ≤ C(n, ι).
Proof. We argue by contradiction. Suppose this statement would be wrong, then
we could find a sequence of complete n-dimensional Ricci-flat manifolds (Mi, gi)i∈N
so that
injgi(Mi) ≥ ι
and
‖Rmgi‖L∞(Mi,gi) = Ci
where
lim
i→∞
Ci =∞
We construct a blow-up sequence as follows: for each i ∈ N let
hi := Ci · gi
so that
injhi(Mi) ≥
√
Ciι
and
‖Rmhi‖L∞(Mi,hi) = 1
For each i ∈ N we choose a fixed point pi ∈ Mi, so that |Rmhi(pi)|hi ≥
1
2 . Using
Rchi ≡ 0, the first equation on [And89, p. 461] or [Ham82, 7., 7.1. Theorem, p.
274] implies
(A.12) ∆hiRmhi = Rmhi ∗Rmhi
and consequently
‖∆hiRmhi‖L∞(Mi,hi) ≤ K(n)
Furthermore, from [HKW77, Lemma 1], we obtain uniform C0-bounds on the met-
rics (hi)i∈N in normal coordinates. Hence, an iterative application of the theory
of linear elliptic equations of second order to (A.12), following the arguments of
[And89, p. 478, second paragraph], we obtain uniform higher order estimates, i.e.:∥∥∇khiRmhi∥∥L∞(Mi,hi) ≤ K(n, k)
for all i, k ∈ N. Hence, [And89, Theorem 2.2, pp. 464-466] implies that there exists
a subsequence (Mi, gi, pi)i∈N that converges in the pointed C
k,α-sense, where k ∈ N
is arbitrary, to a smooth manifold (X,h, p) satisfying
|Rmh(p)|h ≥
1
2
and, using [Sak83, Theorem]
injh(X, p) =∞
An iterative application of [CG+71, Theorem 2] implies that (X,h, p) = (Rn, geuc, 0)
which yields a contradiction.
CONVERGENCE OF RIEMANNIAN 4-MANIFOLDS 35
Appendix B. Notation
Here, we give an overview of the notation that we are using in this work. Some-
times it is clear that a quantity depends on a certain metric. In this situation we
often omit the dependency in the notation, i.e. Rmg = Rm for instance.
• For i ∈ {1, ..., n} ∂i =
∂
∂xi denotes a coordinate vector in a local coordinate
system
• gij is a Riemannian metric in a local coordinate system and gij is the inverse
of the Riemannian metric
• dVg = dV is the volume form induced by a Riemannian metric g
• V olg(·) = V ol(·) is the n-dimensional volume of a set in a Riemannian
manifold (M, g)
• dAg = dA is the n− 1-dimensional volume form induced by a Riemannian
metric g
• Areag(·) = Area(·) is the n−1-dimensional volume of a set in a Riemannian
manifold (M, g)
• ωn is the euclidean volume of a euclidean unit ball
• Rmg = Rm is the Riemannian curvature tensor. As in [Str08], in lo-
cal coordinates, the sign convention is consistent with [CLN06, p. 5], i.e.
Rijkl = R
m
ijkgml.
• Rcg = Rc is the Ricci tensor
• Rg = R is the scalar curvature
• ∂∂tg = g
′ is the time derivative of the metric
• grad Fg is the gradient of the functional Fg with respect to g (cf. [Bes87,
Chapter 4, 4.10 Definition, p. 119])
• R˚cg = R˚c is the traceless Ricci tensor, i.e.: R˚cg = Rcg −
1
nRg
• g∇T=∇T is the covariant derivative of a tensor T with respect to g
• g∇mT=∇mT is the covariant derivative of order m
• 〈T, S〉g=〈T, S〉 is the inner product of two tensors
• |T |g = |T | is the norm of a tensor, i.e. |T |g :=
√
〈T, T 〉g
• diamg(·) = diam(·) is the diameter of a set in a Riemannian manifold
• injg(M,x) is the injectivity radius in a point of a Riemannian manifold
• injg(M) is the injectivity radius of a Riemannian manifold
• dg(x, y) = d(x, y) is the distance between the points x and y in a Riemann-
ian manifold
• Bd(x, r) = B(x, r) is the ball of radius r > 0 around x in a metric space
• dg is the metric which is induced by a Riemannian metric g
• Bg(x, r) = Bdg(x, r) is a metric ball in a Riemannian manifold
• d(x, y, t) is the distance between the points x and y in a Riemannian man-
ifold (M, g(t))
• L(γ, t) is the length of a curve γ in a Riemannian manifold (M, g(t))
• The notation dσ, which occurs in an integral like
∫
γ |grad F| dσ, refers to
the integration with respect to arc length
• D(γ(t), r) /D(γ, r) is a normal disc around a point in a curve γ / a (normal)
tube around a curve γ with radius r (cf. Definition 2.1)
• fk(x, g) / fk(M, g) is introduced in Definition 2.2
• dπ denotes the push forward and |dπ| denotes the operator norm of the
push forward of the projection map in the context of Theorem 2.3
• Γ denotes the local bilinear form in Definition B.1, |Γ| is the norm of this
bilinear form which is also introduced in Definition B.1
The following definition is based on [Kau76, (1), p. 261]
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Definition B.1. Let (Mn, g) be a smooth Riemannian manifold p ∈M , U ⊆M a
star-shaped neighborhood around p, and ϕ : U −→ V a normal chart centered at p,
then for each q ∈ U we define a symmetric, bilinear map Γ as follows:
Γ : TqM × TqM −→ TqM
(u, v) 7→ Γkiju
ivi∂k
and |Γ| is defined to be the smallest value C > 0 so that
|Γ(u, v)|g ≤ C|u|g|v|g
for all u, v ∈ TpM .
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