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Abstract
This paper presents a superconvergence property of the Shortley{Weller (S{W) approximation applied to the Poisson-type
Dirichlet problem in a bounded domain 
R2 with the boundary  . This means that if the exact solution belongs to
C 3;1( 
), then the approximate solution obtained by the S{W formula gives O(h3) accuracy at every grid point whose
distance to   is O(h) and O(h2) accuracy at other grid points, where h denotes the equal mesh-size in x and y directions.
The similar property holds for the case u 2 C l+2; ( 
), where l = 0 or 1 and  2 (0; 1) stands for the Holder exponent.
Numerical examples are also given, which illustrate our results. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let 
 be a bounded domain of R2 and consider the Dirichlet problem
− u+ c(x; y)u= f(x; y) in 
; (1.1)
u= g(x; y) on   = @
; (1.2)
where c; f and g are given functions described below.
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Fig. 1.
Let l be a nonnegative integer. Then we put C l;0( 
) = C l( 
) (C l;0(
) = C l(
)). Furthermore,
we use the notation C l;( 
) (C l;(
)) as the set of functions whose lth order partial derivatives
are Holder (locally Holder) continuous in 
 (
). Recall that u is called Holder continuous with
exponent  (0<< 1) in a domain D if
sup
P;Q2D
P 6=Q
ju(P)− u(Q)j
kP − Qk <1;
where kk stands for the Euclidean norm and locally Holder continuous in D if u is Holder continuous
on any compact subset of D. This denition is extended to the case  = 1, where \Holder (locally
Holder)" is replaced by \Lipschitz (locally Lipschitz)".
Then it is known [3,5] that if c; f 2 C 0; (
); g 2 C( ) and c>0, then there exists a unique
solution u 2 C 2; (
) \ C( 
) of (1.1) and (1.2). Furthermore, if
c; f 2 C l;( 
); g 2 C l+2; ( 
); c>0 (1.3)
and 
 is a C l+2;  domain, then u 2 C l+2; ( 
). Finite dierence methods for solving problem (1.1)
and (1.2) have been studied extensively (e.g., [4,6,8]) usually for the case u 2 C 4( 
) or C 3;1( 
).
We can nd there much description on the accuracy of nite dierence formulas. The accuracy
of a formula, however, does not necessarily imply that of the approximate solution. Moreover, it
appears to the authors that there is no explicit mention about superconvergence of discretized solution
in any literature.
We construct a net over 
 = 
 [   by the grid points (xi; yj) in 
 with the mesh size h. The
grid point (xi; yj) in 
 and the set of grid points in 
 are denoted by Pij and 
h, respectively. We
denote by P  the set of points Pij such that at least one of (xi  h; yj); (xi; yj  h) does not belong
to 
 and put P0 = 
h nP . In addition, we denote by  h the set of points of intersection of grid
lines with   and Sh(K) by the set of points Pij 2 
h which satisfy dis (Pij;  )6Kh, where K is a
constant with K > 1, which is chosen independently of h. We dene the neighbors of P 2 
h to be
four points in 
h [  h which are adjacent to P and on horizontal and vertical grid lines through P.
We denote those points by PE; PW ; PS; PN and their distances to P by hE; hW ; hS ; hN , respectively
(cf. Figs. 1 and 2). Observe that at least one of PE; PW ; PS; PN is on   if P 2 P , while, all of
them are in 
 if P 2 P0, in which case we have hE = hW = hS = hN = h.
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Fig. 2.
We denote by U (P) the approximate solution at P 2 
h. Then the Shortley{Weller (S{W)
approximation −u at P is dened by
− (SW)h U (P) =

2
hEhW
+
2
hShN

U (P)
− 2
hE(hE + hW )
U (PE)− 2hW (hE + hW )U (PW )
− 2
hS(hS + hN )
U (PS)− 2hN (hS + hN )U (PN ): (1.4)
If hE = hW = hS = hN = h, then this scheme reduces to the usual centered ve-point formula
− (SW)h U (P) =
4
h2
U (P)− 1
h2
U (PE)− 1h2U (PW )−
1
h2
U (PS)− 1h2U (PN ): (1.5)
If the solution u 2 C 3;1( 
), then, it is easy to see that the local truncation error of the S{W formula
at P is given by
j(SW)h (P)j6
8>>><
>>>:
2L
3
h2 = O(h2) if hE = hW = hS = hN = h;
2M3
3
h=O(h) otherwise;
where L is a Lipschitz constant common to all third-order derivatives @3u=@ix@y3−i ; 06i63, and
M3 = sup
P2

( @
3u(P)
@xi@y3−i

 for i = 0; 1; 2; 3
)
:
Therefore, it is expected that if u 2 C 3;1( 
), then the error ju(P)−U (P)j is O(h) if (hE; hW ; hS ; hN ) 6=
(h; h; h; h). However, we can prove the following sharper result:
ju(P)− U (P)j6O(h3) (if P 2Sh(K)); (1.6)
ju(P)− U (P)j6O(h2) (otherwise); (1.7)
which we shall call a superconvergence property. This is a renement of the following result:
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Theorem 1.1 (Bramble{Hubbard [1]). If c  0 and u 2 C 4( 
); then
ju(P)− U (P)j6M4d
2
96
h2 +
2M3
3
h3 = O(h2); 8P 2 
h;
where
Mj = sup
P2

 @ju(P)@x i@y j−i

 i = 0; 1; 2; : : : ; j

and d stands for the diameter of a sphere with center O which covers 
.
In this paper, in Section 2, we shall rst prove such a superconvergence property for the S{W
approximation, provided that 
 is a C 2;  domain and u 2 C 3;1( 
) or u 2 C l+2; ( 
); l= 0 or 1 and
0<< 1. Next, it is remarked that the result holds for a convex domain with a piecewise C 2; 
boundary. In Section 3, numerical examples are given, which illustrate our results.
2. Superconvergence of the S{W approximation
In this section, we shall rst prove (1.6){(1.7) under the assumption u 2 C 3;1( 
).
Let n be the number of the grid points Pij in 
 and arrange them as P1; : : : ; Pn in appropriate
order. For the sake of simplicity, we write (P) in place of (SW)h (P). We then put
 = ((P1); : : : ; (Pn))t = (1; : : : ; n)t;
U = (U (P1); : : : ; U (Pn))t = (U1; : : : ; Un)t;
u = (u(P1); : : : ; u(Pn))t = (u1; : : : ; un)t
and
C = diag (c1; : : : ; cn);
where ci = c(Pi)>0. Then the vectors U and u satisfy the systems of linear equations
(A+ C)U = b (2.1)
and
(A+ C)u = b+ ; (2.2)
where A is an n  n irreducibly diagonally dominant L-matrix and b is an n-dimensional vector
which is determined from fi = f(Pi) and the boundary condition (1.2).
Recall that A is called an L-matrix if aii > 0 (8i) and aij60 (8i; j; i 6= j) (cf. [12]) and that
an irreducibly diagonally dominant L-matrix is an M -matrix ([7,11]). Furthermore, if A and B are
M -matrices and B>A, then O6B−16A−1 since A−1 − B−1 = A−1(B− A)B−1>O.
It now follows from (2.1) and (2.2) that
(A+ C)(u −U) =  or u −U = (A+ C)−1:
Hence, by noting that O6(A+ C)−16A−1, we have
ju −U j6(A+ C)−1jj6A−1jj; (2.3)
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where
ju −U j= (ju1 − U1j; : : : ; jun − Unj)t
and
jj= (j1j; : : : ; jnj)t:
Thus, estimating A−1jj yields error bounds for the nite dierence solution. This technique can be
found in [11,7], and extended arguments are found in [6]. In the following, we will proceed along
the similar line, but execute a more sophisticated analysis to establish a superconvergence result.
We consider the two cases:
Case 1: The case where there exists a point P 2 P  such that the distances from P to the four
neighbor points satisfy
(hE; hW ; hS ; hN ) 6= (h; h; h; h):
In this case, without loss of generality, let P1; : : : ; Pm 2 P0 and Pm+1; : : : ; Pn 2 P . Put
0 = ((P1); : : : ; (Pm))t
and
  = ((Pm+1); : : : ; (Pn))t:
Then, by noting that k0k1 =O(h2) and k k1 =O(h), we obtain from (2.3)
ju −U j6A−1
 j0j
0

+ A−1

0
j j

6O(h2)A−1

e0
0

+O(h)A−1

0
e 

; (2.4)
where e0 = (1; : : : ; 1)t (m-dimensional vector) and e  = (1; : : : ; 1)t ((n− m)-dimensional vector).
Let 
 be a C 2;  domain and ’ be the unique solution of the problem
−’= 1 in 
 and ’= 0 on  :
Then the vector ’= (’(P1); : : : ; ’(Pn))t satises
A’= e + ;
where e = (1; : : : ; 1)t (n-dimensional vector),  = ((P1); : : : ; (Pn))t; (Pi) = ’(Pi) − (SW)h ’(Pi)
and kk1 ! 0 as h! 0 since ’ 2 C 2; ( 
). Therefore, we obtain
A’> 12e
for suciently small h. This implies
A−1

e0
0

6A−1e62’: (2.5)
On the other hand, if we put  = e with a positive constant , then
(A )i (the ith element of A ) = 0 if Pi 2 P0: (2.6)
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Furthermore, for every point Pi = P 2 P  with four neighbors PE; PW ; PS; PN , we have
(A )i = 2

1
hEhW
− 
E
x
hE(hE + hW )
− 
W
x
hW (hE + hW )

+
(
1
hShN
− 
S
y
hS(hS + hN )
− 
N
y
hN (hS + hN )
)#
;
where
Ex =
(
0 if PE 2  ;
1 if PE 2 
;
Wx =
(
0 if PW 2  ;
1 if PW 2 
;
Sy =
(
0 if PS 2  ;
1 if PS 2 
;
Ny =
(
0 if PN 2  ;
1 if PN 2 

and, at least one of Ex ; 
W
x ; 
S
y; 
N
y should be zero. Hence, if 
E
x 
W
x = 0, then
(A )i>
8>>>>>>>>>><
>>>>>>>>>>:
2
hEhW
(if Ex = 
W
x = 0);
2

1
hEhW
− 1
hW (hE + hW )

=
2
hE(hE + hW )
(if Ex = 0; 
W
x = 1);
2

1
hEhW
− 1
hE(hE + hW )

=
2
hW (hE + hW )
(if Ex = 1; 
W
x = 0)
>

h2
:
Similarly, if Sy
N
y = 0, then
(A )i>

h2
:
Therefore, if we take  = h2, then
(A )i>1 (2.7)
for every Pi 2 P .
We thus obtain from (2.6) and (2.7)
A >

0
e 

or A−1

0
e 

6 :
Consequently, we have from (2.4)
ju −U j6O(h2)’+O(h)e =O(h2)’+O(h3)e: (2.8)
Since ’ 2 C( 
) and ’= 0 on  , we have
’(P) = O(h) for every P 2Sh(K);
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which means
ju(P)− U (P)j6O(h3) (if P 2Sh(K)); (2.9)
ju(P)− U (P)j6O(h2) (otherwise): (2.10)
Case 2: The case where hE = hW = hS = hN = h for every P 2 P . (If 
 is a rectangle, such a
case will occur although 
 is not a C 2;  domain. See also Remark 2.1 below.)
In this case, we have kk1 =O(h2) and, it follows from (2.3) that
ju −U j6O(h2)A−1e6O(h2)’;
where ’ is dened as in Case 1. This again leads to (2.9) and (2.10).
The same reasoning can be applied to the case where u 2 C l+2; ( 
). In fact, if u 2 C l+2; ( 
),
then
(P) =
8>><
>>:
O(hl+) (if P 2 P0 or if P 2 P  and (hE; hW ; hS ; hN ) = (h; h; h; h));
O(h) (if P 2 P ; (hE; hW ; hS ; hN ) 6= (h; h; h; h); l= 0);
O(h) (if P 2 P ; (hE; hW ; hS ; hN ) 6= (h; h; h; h); l= 1)
and we obtain
ju(P)− U (P)j6O(hl+1+) (P 2Sh(K)); (2.11)
ju(P)− U (P)j6O(hl+) (otherwise); (2.12)
where l= 0 or 1 and 0<< 1.
We thus proved the following result:
Theorem 2.1 (Superconvergence of the S{W Approximation). Let 
 be a C 2;  domain. If u 2
C l+2; ( 
); l=0 or 1 and 0<< 1; then (2:11) and (2:12) hold. Furthermore; if u 2 C 3;1( 
); then
(2:9) and (2:10) hold; which may be obtained by putting l= 1 and = 1 in (2:11) and (2:12).
In Theorem 2.1, we have assumed that 
 is a C 2;  domain in order to guarantee ’ 2 C 2; ( 
). If

 is a rectangle, then the smoothness of the solution u as well as ’ usually decreases at corners.
However, some conditions on c, f and g are known for guaranteeing u 2 C 3; ( 
), u 2 C 5; ( 
),
etc. (cf. [8]). We remark here that Theorem 2.1 still holds for a bounded convex domain with a
piecewise C 2;  boundary. We state this as the second theorem.
Theorem 2.2. Let 
 be a bounded convex domain with a piecewise C 2;  boundary. If u 2 C l+2; ( 
);
l= 0 or 1;  2 (0; 1) or u 2 C 3;1( 
); then Theorem 2:1 still holds.
Proof. Let  0 be a C 2;  class portion of the boundary   = @
. Let D be a bounded C 2;  domain
such that D
 and  0 is a part of the boundary @D of D. (Such a domain D does exist.) Then
the Dirichlet problem
−u= 1 in D and u= 0 on @D
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has a (unique) solution ’^ 2 C 2; ( D). Let ’ be the restriction of ’^ on 
. Then we have −’= 1
in 
 and, by the maximum principle, we have
’>0 on   (and ’= 0 on  0): (2.13)
Let (P)=u(P)−(SW)h u(P) at P 2 
h and put ’=(’(P1); : : : ; ’(Pn))t and =((P1); : : : ; (Pn))t.
Then we obtain from (2.13)
A’>e + ;
where kk1 ! 0 as h! 0 since ’ 2 C 2; ( 
). Therefore, we again have A−1e62’ for suciently
small h. Hence, repeating the same argument as in the proof of Theorem 2.1 yields
ju −U j6
(
O(hl+)’+O(h)  h2e (Case 1);
O(hl+)’ (Case 2):
Hence, at every P 2 
h,
ju(P)− U (P)j6
(
O(hl+1+) (if dis (P;  0)6Kh);
O(hl+) (otherwise):
Since  0 is an arbitrary C 2;  class part of  , we arrive at the conclusion:
ju(P)− U (P)j6
(
O(hl+1+) (P 2Sh(K));
O(hl+) (otherwise);
where l= 0 or 1 and 0<< 1.
If u 2 C 3;1( 
), then the same argument can be applied to obtain
ju(P)− U (P)j6
(
O(h3) (P 2Sh(K));
O(h2) (otherwise);
which may be considered as a special case l= = 1 of (2.11) and (2.12).
Remark 2.1. The same argument works for the S{W approximation applied to the semilinear equa-
tion
−u+ q(u) = f(x; y) in 
;
u= g(x; y) on  ;
where q is dierentiable and q0(u)>0.
3. Numerical examples
To illustrate our results, we give here two examples of the Dirichlet problem (1.1){(1.2) in the
unit disk 
=f(x; y) j x2+y2< 1g and show the results of computation done on a Solaris workstation
of Department of Mathematical Sciences, Ehime University.
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Fig. 3. Errors of the S{W approximation for Example 3:1, h= 0:05.
Example 3.1. We take c = 0, f =−16(x2 + y2) and g= 1. The exact solution is
u(x; y) = (x2 + y2)2:
Example 3.2 (Strikwerda{Nagel [10]). We take
c(x; y) = (x − 0:1)2 + (y − 0:5)2; f = 0
and
g(x; y) = exp((x − 0:1)(y − 0:5)):
Then the exact solution is given by
u(x; y) = exp((x − 0:1)(y − 0:5)):
For each example, we applied the Shortley{Weller formula for discretization. The distribution of
errors zij = juij − Uijj in 
h for dierent mesh-size h is shown in Figs. 3 and 4.
The values
K  =
maxP2P  ju(P)− U (P)j
h3
and K
0 =
maxP2
h ju(P)− U (P)j
h2
for the S{W approximation are shown in Table 1. They show the sharpness of our estimates in
Theorem 2.1.
Related results of computation can be found in [9,2].
Note added in proofs
Theorems 2.1 and 2.2 were announced by the second author in a meeting held at Research Institute
of Mathematical Sciences, Kyoto University during November 26{28, 1997. The content of the talk
can be found in [13].
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Fig. 4. Errors of the S{W approximation for Example 3:2, h= 0:05.
Table 1
The values of K  and K
h
h Example 3.1 Example 3.2
K  K
h K  K
h
0.1 1.47 0.94 6.46E−02 1.26E−02
0.09 1.08 0.93 0.109 1.17E−02
0.08 0.92 0.93 0.117 1.20E−02
0.07 1.18 0.95 8.98E−02 1.27E−02
0.06 0.81 0.94 0.132 1.26E−02
0.05 1.57 0.96 0.117 1.30E−02
0.04 1.61 0.97 5.86E−02 1.33E−02
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