One well-known necessary and sufficient condition for equality in the Frobenius rank inequality due to Tian and Styan [1] is that the matrix equation B = BCX + Y AB be solvable for X and Y . We develop an algorithm to construct the matrices X and Y using a quotient space formulation of the Frobenius rank inequality, and provide several necessary and sufficient conditions for solvability. 1
Introduction
Denote by M m,n the space of m × n matrices over a field F. The Frobenius rank inequality states that for A ∈ M m,n , B ∈ M n,p , and C ∈ M p,q , rank(ABC) + rank(B) ≥ rank(AB) + rank(BC).
(1)
A known proof of this fact utilizes quotient spaces. Consider the linear map yielding the inequality in (1) . It was proven by Tian and Styan in [1] that equality in (1) occurs if and only if there exist matrices X and Y such that
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It is clear that equality also occurs precisely when T is injective (i.e., an isomorphism). In the following section we establish the equivalence of this fact to several conditions and construct matrices X and Y so that (2) holds.
Equality In The Frobenius Rank Inequality
For reference we list some basic facts and notations regarding quotient spaces. In this paper we denote by 
Let A, B, and C be matrices as in (1) , and let L A : Rg(B) → Rg(AB) be the linear transformation defined by L A (x) = Ax. Clearly the aforementioned linear map T is a quotient map induced by L A . Let B 1 and B 2 be bases for Rg(B) and Rg(AB) of size n 1 and n 2 respectively, that extend bases for Rg(BC) and Rg(ABC) of size m 1 and m 2 , respectively. Then the lower right (n 1 − m 1 ) ×(n 2 −m 2 ) block of the matrix representation of L A with respect to B 1 and B 2 is precisely the matrix representation of T with respect to the bases for Rg(B)/ Rg(BC) and Rg(AB)/ Rg(ABC) given by Theorem 1. This observation gives us the following necessary and sufficient condition for equality (2) . as desired.
The following necessary and sufficient condition for equality in the Frobenius rank inequality (1) follows directly from Theorem 3. 
as desired.
We will use the following notation in the next two results. Given a matrix B with rank r, define D B to be a matrix whose columns are some r linearly independent columns of B. We now prove that equality holds in the Frobenius rank inequality (1) precisely when equation (2) holds using Theorem 3, Theorem 4, and Theorem 5. This is the main purpose of the present note. Also ABCXE = ABE = 0 m×s , so Rg(BCXE) ⊂ Rg(BC) ∩ Ker(A) and we have We want to choose X such that Bz = BCXz + Y ABz for every z ∈ F p . Write 
so with this choice of X and Y we have Bz = BCXz + Y ABz for all z ∈ F p , hence B = BCX + Y AB.
This proof appears to be much simpler than the one given by Tian and Styan in [1] , and it is also constructive. Example 1. We present an example of the procedure given in Theorem 6. Consider three matrices We note here that the solution X and Y to (2) is not unique, although this is obvious as the bases we chose in the proof of Theorem 5 were not at all canonical. Indeed, suppose that X and Y are matrices that solve (2) with respect to the bases {P 1 , P 2 } for X and {Q 1 , Q 2 } for Y . Let {P together with the corresponding matrix for Y , also solves (2) with a different choice of basis. Thus, this procedure allows one to generate infinitely many pairs of solutions to the matrix equation B = BCX + Y AB.
