The Lister Hill National Center for Biomedical Communications is investigating a local area network approach to a system for the distribution of digital document images among a set of image retrieval and display workstations, each based on an AT-class computer.
Introduction
The Lister Hill National Center for Biomedical Communications (LHNCBC) is the research and development arm of the National Library of Medicine (NLM). It is currently developing a distributed Electronic Document Storage and Retrieval (EDSR) system based on AT-class computers. This prototype system is a testbed for investigating the applicability of recent advances in electronic imaging, optical disk storage, and high-speed data networks to document preservation, document image access, and library information processing issues [l] . The system consists of several workstations, each based on an AT-class computer, with peripherals and software to support the specific task of the workstation. There are, for example, scanning workstations, archiving workstations, and display workstations. These workstations can be loosely coupled, where images and other files are transported among workstations via removable magnetic or optical media, or tightly coupled, where the workstations share images and files over a local area network (LAN) [2] .
Backaround
An important aspect of the prototype distributed EDSR system and of any operational system is rapid access to and display of stored images. This paper describes a LAN approach for document image distribution in which a database of document images are stored on optical disks mounted on one or more drives located at an image server workstation. Several display workstations request and receive images from the single server via the LAN and display the images locally. Such a configuration allows many users simultaneous access to a large database of images. However, the throughput of the server and the LAN must be sufficient to support a full compliment of users without causing noticeable delay in service time at any display workstation. Figure 1 illustrates an anticipated configuration of a document image distribution network. In this application, the images have already been scanned, compressed and stored on optical disks. One or more image servers have optical disks mounted on one or more drives. The image display workstations retrieve compressed image files from the servers via a LAN, expand the image and display it on the local high resolution image display monitor. The bulk of the network traffic is image data from the servers to the display workstations.
Anolication Confiouration
Each server responds to individual requests for page images. These requests come from several display workstations, each supporting a user that is reading various documents from various subject areas. The probability that sequential requests at the server are for the same page is so small that caching page images at the server node would result in negligible improvement in . performance.
In fact, the bookkeeping required might even degrade server performance. The bookkeeping tasks and memory requirements associated with-image caching, therefore, reside at each display workstation, leaving the server to concentrate on rapid response to individual requests.
The purpose of the document image distribution network is to allow several users simultaneous on-line access to a database of document images for display. "On-line" is an important aspect of the application as it explains both the requirement for rapid response and the lack of a requirement for elaborate image transmission protocols. Since images are being retrieved for display, there will always be an intelligent element (the viewer of the display) in the loop, the ultimate judge of speed and of image quality.
The Lightweight Protocol
Earlier studies at the LHNCBC demonstrated that either baseband or broadband Ethernet provides highly reliable physical and data link layers with sufficient throughput to support a modest-sized image distribution network [3, 4] .
The speed and reliability characteristics of these lower layers allow the development of upper level software that make optimistic assumptions about transmission failure rates, i.e. a lightweight protocol. The small set of well defined functions required by the document image distribution application allows for an even leaner image transmission protocol. Furthermore, most functions are implemented by only one of the two types of nodes in the network, so that not all nodes need to be able to respond to the entire suite of packet types.
The normal sequence of events within the image transmission protocol are shown in Figure 2 . The display workstation requests a page image from a server, receives an acknowledgement that its request was received, and waits for the image data. The image data packets are followed by a packet whose data is the number of image data packets just sent. After this checksum packet is sent, the server automatically moves on to its next customer. The display node determines whether or not the total transmission was successful by comparing the number of packets sent to the number of packets received.
In addition to the reliability offered by the Physical and Data Link layers of the Ethernet LAN, the protocol depends on a few assumptions about the use of the LAN. One is that all image transmissions are initiated by an image receiving node. The image receiving node will not be "listeningV1 to the LAN until it requests an image. Thereafter, it will receive and check all packets until the transmission of the requested image is completed.
The server node does not test to see if the receiving node is ready; it assumes that a node that has requested an image is waiting for image data. It is further assumed that when the image receiving node is listening, it is able to receive packets faster than the image server node is able to transmit them. Individual packets or groups of image data packets are not acknowledged by the image receiving node.
To maximize use of the Ethernet bandwidth and reduce programming overhead, all packets are the same size, the maximum allowed by the Ethernet specification [5] .
Packets have a 1498 byte data field, a byte count field, and the address, type, and Cyclical Redundancy Check (CRC) fields required by the Ethernet specification.
The protocol uses the two byte type field to identify the contents of the data field. The low byte classifies the data and the high byte elaborates, if necessary. Each node examines the type field of all received packets, discarding packets with irrelevant types. 
Testbed Configuration
To investigate speed of image retrieval, error rates, protocol design and other issues related to document image access, we configured a network of workstations suitable for image display, image serving, and multiple user request simulation. The testbed configuration is shown in Figure 4 . All nodes are based on ATclass microcomputers. Figure 5 shows the primary hardware components of the image display and the image server nodes.
All nodes require a LAN interface. We use the Exelan EXOS Ethernet controller board. This board contains the 82586 LAN coprocessor chip, 128 Kbytes of dual-ported RAM, and the Intel 80186 CPU chip [7] .
The image server node exploits the on-board processor and memory to relieve the AT of the request queue management functions. The background load node is used only for system performance tests.
Its only hardware requirement is the LAN interface.
Testbed Software and More About the Protocol Figure 6 shows the primary software modules for the image display workstation and for the image server. The main programs for each node loop continuously through several modules. The order in which these modules are invoked during normal operation is indicated on the diagram.
The Display Workstation Node
Normally, the image display program will progress through the modules in the order shown in Figure 6 The document name and page number of the page to be displayed are obtained from a user via the keyboard, or, in the case of test runs, from a file of names. Local index data indicate the optical disk on which the image resides and the address of the node at which that disk is mounted.
These data are passed to the receive image module.
The receive image module implements the image transmission protocol to request and receive the indicated page image file. It assembles and transmits a request image packet to the server and waits for an acknowledgement packet. The acknowledgment packet not only tells the module that the server has received the request, it also contains information in the data field about the position of the request in the server's queue. This information is displayed on the user's screen. After the acknowledgement packet is received, the receive image module waits for image data packets. The user can elect to terminate the wait by striking any key at the keyboard.
Immediately after an image data packet is received, it is moved to the image buffer in the AT's memory space, and the LAN controller prepares to receive the next packet. The receive image module assembles the image data packets in the image buffer in the order they are received. The module counts image data packets received starting with the first packet of the file. The final packet does not contain image data, but rather the total number of image data packets just sent. The module compares this number with its own count. The module returns a successful status to the main program if they match, or an unsuccessful status if they do not.
The receive image module handles a few exception conditions directly.
If the image request packet is not acknowledged within three seconds, the program delays for a random amount of time (between 0 and 5 seconds) and retransmits the request. If three successive requests fail to be acknowledged, control is returned to the main program with a status indicating that the server is not responding. It is also possible that the request is acknowledged, but the server is thereafter unable to process the request because the requested document is not in the server's index or the server experienced optical disk failure while reading the page image file. In these cases, the server transmits a message packet in which the type field indicates that a failure has occurred, and the data field contains an explanatory message. The receive image module displays the message and returns a failure status to the main program.
The Image Server Node
The server maintains a request queue in the memory on the Ethernet controller board. Incoming packets requesting an image are placed in the queue and served in a first-come first-serve basis.
The Ethernet controller chip automatically places the requests in the queue. The on-board 80186 examines these requests and, immediately after their arrival, sends an acknowledgement packet to the requesting node. The processor also keeps track of how full the queue is, and if it becomes saturated, suspends the receive functions of the Ethernet controller.
Incoming packets are then ignored: they are not put in the queue and are not acknowledged. Requesting nodes retransmit requests that are not acknowledged within three seconds, as explained in the preceding section. When the queue is decreased to a predetermined bound (in our case, by four less than the upper limit), the on-board processor resumes the receive functions of the controller. These operations are transparent to the AT's processor and the main server software, thus relieving the AT of the burden of queue management. Figure 6 , completely servicing one request at a time. The optical disk index files provide data on the location and length in blocks of the requested page image on the optical disk. These parameters are passed to the module that reads the image data from the optical disk. This module transfers the image data to AT memory and then "swaps VI the high and low bytes of each two-byte pair. The byte swapping function compensates for the arrangement of the bytes on our current optical disks, which were created by our previous prototype system 11,111.
The main program loops through the modules shown in
The main program calculates the number of 1498 byte packets needed to transmit the image file, and passes that data plus the address of the requesting node to the transmit image module. This module transmits the specified amount of image data from AT memory via Ethernet to the specified node and returns control to the main program.
If the module that retrieves index information indicates that the requested image does not reside on the optical disk, the main program will invoke the transmit message module, which will transmit the appropriate error packet to the waiting display node. The transmit message module may also be invoked, with a different message, if the read image module fails to read the image from the optical disk.
The Background LoadNodes
Our laboratory has a limited number of ATs and even fewer Ethernet controller boards. As we would not be able to fully test the performance limitations of a networked image server using only a few display workstations, we have developed software to simulate the effect that multiple display workstations would have on both the network and the image server. A background load node generates requests for page images from a list read from a file at run time. The time interval between requests, called the Mean Request Interval, is exponentially distributed, with a mean value entered by the user at run time. The node receives neither the acknowledgement packet nor the image data, although the server sends them. During testing, the total load is distributed among as many as three background load nodes. Distributing the requests among several background load nodes provides more accurate timing for the higher request rates and simulates a more realistic challenge to the Ethernet physical layer, increasing the probability of collisions.
Simulated Features of the Test Environment ,
An operational EDSR system will probably store compressed images to conserve storage medium and transmission bandwidth. It is, therefore, important to be able to measure the performance of the networked file server system with compressed images. Our inhouse development of a distributed EDSR system employing compression and expansion is nearing completion, but we do not yet have an optical disk-based database of compressed page images suitable for our study.
We do have data on the compression ratios of a set of document images that were scanned using an earlier version of our bookscanner and that represent a cross section of the NLM's collection [8] .
The distribution of these compression ratios (CRs) across the 394 document image sample is shown in Figure 7 . The mean CR for the sample is 14.4, and the mode is 11.0. The figure also shows a Weibull distribution with a mean value of 14.4 and alpha equal 2, scaled to a total sample of 400 [9] . The resulting distribution resembles that of the representative NL& ¶ images.
The image server test program simulates a Weibull distribution of CRs for pages images. The mean value of the CR is selected at run time. A small module in the program uses the mean value and a uniformly distributed random number to calculate a Weibull distributed CR. This number is used in turn to compute the number of optical disk blocks that would correspond to the compressed image (an uncompressed image is always 465 optical disk blocks).
A truncated page image is read from the optical disk, byte-swapped and transmitted to the requesting node.
The display node test program simulates the way that a human user would request page images by delaying for an exponentially distributed random interval between the display of one page image and the request for the next image. The mean value of this interval is selected at run time.
Another true-to-life feature currently missing from the display workstation node is the expansion of compressed images. However, early experiments with the compression/expansion board suggested that expansion requires approximately 1.5 to 4.0 seconds with typical NLM document images [8] .
The test program at the display node simulates the time delay associated with expansion by delaying an amount between these limits that is a piecewise linear function of the number of received packets, which depends in turn on the CR.
. This function is shown in Figure 8 .
Test Measurements
During test runs, both the image server node and the display workstation node log timing and bookkeeping data. For each image requested, the display node records the document name and page number, the total time to request, receive, expand and display the image, the time required by each of those components, the number of packets received and the return status from the receive image module. For each request served, the server logs the address of the requesting node, the document and page number, the number of optical disk blocks read, the number of packets transmitted, the number of requests in the queue at the time this request was taken from the queue, the total time to process the request, and the times required by the significant subtasks of the total process. These data will be used to determine a few of the classical measures of performance of queuing theory. We hope to be able to address some specific questions about the optimum ratio of display nodes per server and the optimum number of servers per network. *We also expect to be able to identify, and possibly correct, bottlenecks in the overall system performance. Finally, we will evaluate the efficiency and robustness of our lightweight protocol.
Test Runs
Most test runs involved the image server, the display workstation and one to three background load nodes. A series of test runs were made for various combinations of Mean Request Delay, at the display workstation node, and Mean CR, at the image server node. To more completely understand the effect of CR on system performance, we also selected the lower value of ten. Figure 9 shows the Weibull distribution for the three average values. Table I Utilization factor is the average Arrival Rate of requests at the server divided by the Service Rate [9] .
Results
Recall that Service Rate is the maximum average rate that the server can process requests. Utilization factor, therefore, is a measure of how heavily the server's resources are utilized. Over 9000 page image files were transmitted from the server to the display workstation. All files were transmitted without error, i.e. the display workstation received all packets that the server transmitted to it. Discussion: The Server and Disnlav Workstation .In any queuing system, the performance that any one customer perceives depends on several factors. The document image distribution system includes two queuing subsystems: the Ethernet network interface and the server node. System performance at any display workstation depends on the performance of the local workstation, the performance of the network, the Service Rate of the server, and the number and level of activity of other users in the system. The experimental data provide a mechanism for estimating the impact of each on the performance of an operational system. As expected, the mean Compression Ratio of the database of document page image files affects the performance of the system at several levels, confirmed by the data in Table I and Figures  10 through 12 . Obviously, the larger files associated with smaller CRs require more time to read from the optical disk, and transmit over the network. This affects average queue size: the probability of reading and transmitting a large file is greater for smaller average CRs, thus presenting an opportunity for the queue to accumulate several requests while the server is busy with one image.
Average CR also influences the performance of the Display
Workstation as larger files require more time to expand. Although the actual relationship between expansion time and file size is probably not as linear as the function shown in Figure 8 , the process is largely I/O bound, thus requiring more time for larger files.
Discussion: The Protocol
Given the reliable physical and data link elements of Ethernet, our inhouse image transmission protocol successfully directs the transmission of image files in an image server application. The protocol is efficient, as well as reliable. Table II presents calculations of its efficiency for three average CRs. In this table, "total bytes" are the total number of bytes transmitted to accomplish one image transmission. It includes all of the bytes, including the preamble, address, type and CRC fields, in the image data packets, the request and acknowledge packets, and the checksum packet. Had there been errors in image transmission, it would also have had to include a factor for image retransmissions, but this was not the case. We are defining efficiency as the ratio of image data bytes transmitted to total bytes transmitted.
To reduce programming overhead, all packets have a 1498 byte data field, although in only the image data packets is that field actually filled with data. The request, acknowledge, and checksum packets use only a small portion of the data field. As the protocol matures to support additional features of the application, more information can be passed in these packets, if necessary, without decreasing the efficiency of the protocol. Alternatively, if network utilization becomes a more important . factor in overall performance than programming overhead, the nonimage data packet length can be decreased.
Discussion: Bottlenecks
Reading data from the optical disk is the bottleneck in Server performance. Even omitting the byte-swapping function, reading data requires 70% to 75% of the Service Time for any average CR. Several factors result in low overall throughput, most notable being the delay between a request by the DMA controller for the PC bus and the time the bus becomes available. This request must be made each time a byte is to be transferred from the optical disk buffer space to AT memory and therefore has a large cumulative affect. The optical disk drive can read data at 3.8 Mbps and has four 1 Kbyte internal data buffers [ll] .
Because of the relatively long delay in gaining access to the PC bus during each byte transfer, the optical disk fills its internal buffers faster than data can be transferred to AT memory. The optical disk drive buffers quickly become full preventing the optical disk from reading the next optical block. The disk must then complete one entire revolution, which takes 53 milliseconds, before data can again be read into the buffer, assuming that the buffer has been emptied by this time. Throughput is further .
impaired by the restrictions imposed on data transfer by the AT and its DMA controller, which cannot deal with blocks of data larger than 64 Kbytes. An additional delay is accrued in preparing the DMA controller for each 64 optical disk blocks of data transferred.
We are currently working on a design to overcome the combined limitations of the optical disk interface and SCSI host adapter. Our inhouse-designed Turbo SCSI host adapter will have sufficient on-board memory to buffer one uncompressed page image. This eliminates the need to request the PC bus for each byte transfer and the delays associated with those requests. The Turbo SCSI host adapter will allow data to come directly from the buffer on the optical disk drive to the on-board memory. Since the data transfer rate from optical disk drive buffer to on-board memory is faster than the rate the optical disk drive can read data, the SCSI controller will always be ready when the buffer makes data available for transfer. Thus the data transfer rate is limited only by the speed of the optical disk drive: 480 KBytes per second.
Discussion: Network Confiouration
We now know enough about the performance of the server and of the display workstation to design a document image retrieval network. We do not know how much of a load, in requests per minute, is represented by one human user, but we will proceed with the approximation that a typical user will want to view an average of 6 page images per minute.
An important design parameter is the total amount of performance . degradation we will allow when the all of the display workstations are busy. For this example, we will be conservative and require that the average delay experienced by any user will not exceed 150% of the no-load average delay. From Figure 13 we see that this corresponds to a server Utilization of approximately 65%. Recall that Utilization is the ratio of average Arrival Rate to Service Rate. Using our current server design and a mean CR of 14, the service rate is 26.14 requests per minute per server. Solving
= # users/server * 6 reguests/min/user --------------------------------------
26.24 reguests/min yields 2.83 users per server. Since we were conservative in our performance criterium, we will round this up to 3 users per server.
The next design decision is the total number of servers to have on one network. Calculations illustrating our approach for three mean CRs are summarized in The advantage of interpreting our data in terms of Utilization, is that we can redesign the system based on new data without performing another lengthy experiment. For example, byte-swapping will soon be unnecessary. Let us also suppose that the Turbo SCSI host adapter performs as expected, the new bookscanner yields an average compression ratio of 18, and a future study reveals that typical users tend to only want use the system to scan pages and request images at an average of 10 per minute. Table IV Transfer rate from optical disk to buffer ** Transfer rate from buffer to AT memory
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