The robustness of procedures for identifying patterns in scatterplots generated in Monte Carlo sensitivity analyses is investigated. These procedures are based on attempts to detect increasingly complex patterns in the scatterplots under consideration and involve the identification of (i) linear relationships with correlation coefficients, (ii) monotonic relationships with rank correlation coefilcients, (iii) trends in central tendency as defined by means, medians and the Kruskal-Wallis statistic, (iv) trends in variability as defined by variances and interquartile ranges, and (v) deviations from randomness as defined by the chi-square statistic. The following two topics related to the robustness of these procedures are considered for a sequence of example analyses with a Iarge model for two-phase fluid flow: the presence of Type I and Type II errors, and the stability of results obtained with independent Latin hypercube samples. Observations from analysis include: (i) Type I errors are unavoidable, (ii) Type 11 errors can occur when inappropriate analysis procedures are used, (iii) physical explanations should always be sought for why statistical procedures identify variables as being important, and (iv) the identification of important variables tends to be stable for independent Latin hypercube samples.
Introduction
Procedures foridentifying patterns inscatteTloK generated in Monte Cmlo sensitivity analyses are described andillustrated inthepreceding~icle. ] 'lleseprocedure sareb=ed onattempts torecognize increasingly complex patterns in the scatterplots under consideration and involve the identification of (i) linear relationships with correlation coefficients, (ii) monotonic relationships with rank correlation coet%cients, (iii) trends in central tendency as defined by means, medians and the Kmskal-Wallis statistic, (iv) trends in variability as defined by variances and interquartile ranges, and (v) deviations from randomness as defined by the chi-squ~e statistic. The robustness of these procedures is now considered. In particular, the presence of Type I and II errors is considered (Sects. 2, 3),
and"the stabdity of results obtained with independent Latin hypercube samples (LHSS)2 is examined (Sect. 4).
Type I and II Errors
The sensitivity analysis techniques under discussion use p-values to indicate if a relationship appears to exist between an uncertain analysis input and a predicted analysis outcome (Sect. 8, Ref. 1) . Clearly, it is desirable that the techniques identify the inputs that actually affect analysis outcomes (i.e., to "avoid Type II errors, which correspond to the failure to identify important variables In addition, it is also important that the techniques not identify inputs as having effects that are not actually present (i.e., to avoid Type I errors, which correspond to the indication of nonexistent effects for unimportant variables). Unfortunately, the "price" of using multiple tests for variable importance is an increase in the number of Type I errors (i.e., in "false alarms"); however, it is the responsibility of the subject-area experts to explain why individual variables are identified as being important. Ultimately, if such explanations cannot be developed, then the analysis is suspect and the observed results may be due to errors in the implementation of the analysis.
If a variable has no effect on a particular analysis outcome and the assumptions of the statistical test in use are satisfied, then the comesponding p-values generated from repeated random sampling should have a uniform distribution on the interval (O, 1). Specifically, prob ( j < p) = prob (; > tP) = p, and thus~has a uniform distribution on (O, 1), where 0< p <1, prob denotes probability, and tP and ; are values of the statistic with p-values of p and~, respectively. Similarly, if multiple unimportant variables are involved, their p-values from a single sampling should be uniformly distributed on (O, 1). Thus, for a specified p-value (i.e., p) and n unimportant variables, the likelihood prob (Type I I p, n) of committing a Type I error (actually, one or more Type I errors) is given by
with prob (Type I Ip, n) increasing as each of p and n increases (Fig. 1) Kolmogorov-Smimov boundary (F@ 2a, b) . In contrast, the current exercise with 10 independently-generated LHSS produces CDFS ofp-values that generally stay within the 0.9 Kolomogorov-Smimov bounds (Fig. 3) .
Twenty-nine of the remaining 30 test/output variable pairs produced distributions of p-value CDFS that were similar to the two CDF distributions in Fig. 3 . The exception to this consistency occurred for EO:BRAALIC and the CVS test (Fig. 4) 
Robustness with Respect to Repeated Independent Samples
The are with respect to repeated independent samples and also reductions in sample size (Table 1) .
When comparing the variable selections in Table 1 , it is important to keep in mind that the likelihood of a Type I error increases rapidly as p-values increase ( The overall pattern that emerges from the results in Table 1 is that the most important variables identified with the pooled sample of size 300 are also identified as being important with the three individual samples of size 100. In particular, the two most important variables as defined by the size of their p-values are typically the same across all four samples for the individual tests (i.e., CCS, RCCS, CMS, CIA, CMDS, CVS, CIQ, S1), although it should be .... recognized that the results obtained with the pooled sample are not independent of the results obtained with the individual samples. Hence, the use of a sample size of 300 or 100 made little difference with respect to the variables identified as being most important, although the larger sample size did tend to indicate likely effects for more variables than was the case for the smaller sample size. Similar robustness has been observed in several other studies involving Latin hypercube sampling.5-7
The most notable deviations from this consistency occur for the CVS test for EO:BRAALIC (Fig. 4, Ref. 1) . The CVS and CIQ tests attempt to detect important variables on the basis of variable spread rather than variable location as is the case for the CMNS, CLS and CMDS tests. For the output variables under consideration, the tests based on location appear to be more effective in identi~ing important variables than tests based on spread.
An important point that emerges from the individual replicates is that consistency across independent analyses does not necessarily imply that these analyses are properly identi~ing the dominant variabIes. For example, all four analyses with both CCS and RCCS identify HALPRM and ANHPRM as being the two most important variables with respect to E2: WAS_PRES (Table 1) and completely fail to identify the dominant role played by BHPRM (Fig. 6, Ref. l). For E2: WAS_PRES, the three replicates are producing similar patterns, which in turn are producing similar outcomes when analyzed with CCS and RCCS.
Discussion
Two aspects of statistical analyses of scatterplots to identify important factors in large-scale simulations have been examined: the occurrence of Type I and Type H errors, and the stability of results obtained with independent ,-M-3ss.
The occurrence of Type I errors is unavoidable in sampling-based sensitivity analyses (Fig. 1) , with the likelihood of such errors increasing as the number of independent variables under consideration increases and also as more tests are applied to a given dependent variable. Although the possibility of Type I errors exists, this is not "viewed as a serious problem for two reasons. First, the really important variables typically display a sufficiently strong effect that there is little likelihood that this effect could have originated from chance alone. Second, a variable should never be assumed to be important solely on the basis of a statistical test. Rather, an explanation for its indicated importance should be developed on the basis of the properties of the model under consideration. If such an explanation cannot be developed, then the effect may be spurious or, as occurs with disconcerting frequency, there may be an error in the implementation of the model.
The occurrence of Type II errors is a real possibility when statistical tests are used that are inappropriate for the patterns that occur in the analysis results under consideration. In a large analysis, there may be hundreds of dependent variables that are investigated in sensitivity analyses in a rote manner (i.e., the same test or tests are applied to each dependent variable rather than a unique sequence of tests being developed for each dependent variable). A good analysis strategy is to apply a sequence of tests to each dependent variable. Then, there is a high likelihood that at least one of these tests will be appropriate for a given dependent variable and correctly identify the factors affecting this variable. A possible sequence of tests is correlation coefficients (CCS), rank correlation coefficients (RCCS), common locations (CLS) or common medians (CMDS), and statistical independence (S1) (Sect. 11, Ref. 1).
Sample size is often an important consideration in sensitivity analyses for long-running models. In parti~ular, the computational cost of evaluating the model may be a significant limitation on the number of model evaluations that can be carried out, with Latin hypercube sampling having been developed to make efficient use of a iimited number of model evaluations.2 Given the need to limit sample size, the stabiIity of results obtained with independent, relatively small samples is a concern. In the empirical investigations reported here, individual LHSS of size 100 typically identified the same dominant variables as identified with a sample of size 300 obtained by pooling the three individual samples. Thus, relatively-small samples led to the identification of the important variables provided an appropriate statistical test was used. An inappropriate test will fail regardless of sample size. However, success at identifying less important variables rather unsurprising goes up as the sample size increases, The preceding suggests that a small sample size will lead to an identification of the most important variables, with an increased sample size leading to greater resolution of the effects associated with less important variables. 
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Fig. 2. Distribution of p-values and associated Kolmogorov-Smirnov bounds for individual tests and variables in LHS that do not affect EO: WAS_PRES, EO:BRAALIC, E2
: WAS_SATB and E2: WAS_PRES. 
