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RESUMO
As tecnicas de Controle Preditivo Baseado em Modelos (MPC) s~ao cada vez
mais aplicadas na industria, pois geralmente exibem um bom desempenho e robustez,
desde que os para^metros do controlador sejam sintonizados corretamente. Nesta
tese utiliza-se o Algoritmo Genetico (AG) para realizar a sintonia dos para^metros
do controlador preditivo mono e multivariavel em modelos lineares e n~ao lineares.
A tecnica existente na literatura para sintonia do Controlador Preditivo por
Matriz Dina^mica (DMC), a qual e utilizada para controlar sistemas que apresentam
resposta ao degrau estavel em malha aberta, sera comparada com a sintonia via AG.
No caso em que o processo em malha aberta apresenta resposta ao degrau instavel,
n~ao existe um metodo analtico para a sintonia. Por isto, observa-se na literatura
que a utilizac~ao do MPC em alguns sistemas instaveis em malha aberta, lineares ou
n~ao (como estes a serem estudados nesta tese) e inexistente, pois a sintonia baseada
em tentativa e erro e as vezes impraticavel. Portanto, neste trabalho estuda-se a
aplicac~ao do MPC sintonizado por Algoritmo Genetico em dois processos instaveis
em malha aberta, os quais s~ao muito importantes na industria Siderurgica.
O primeiro e o Laminador constitudo por 3 cadeiras, onde se deseja mini-
mizar a variac~ao da espessura da tira da ultima cadeira devido aos disturbios que
afetam o processo tais como: temperatura da tira e variac~oes da espessura na pri-
meira cadeira. Neste caso utiliza-se o modelo linear e multivariavel do Laminador
para desenvolver o Controlador Preditivo Generalizado (GPC) cujos para^metros s~ao
sintonizados por AG. O segundo processo instavel em malha aberta e o nvel do
Molde do Lingotamento Contnuo, o qual possui um modelo n~ao linear e portanto
sera controlado atraves de tecnicas de controle preditivo n~ao linear usando redes
neurais e modelo Hammerstein. E feita uma comparac~ao entre estes controladores
para analisar a estabilidade e a robustez quando o molde e afetado por disturbios
de Bulging, Clogging e Argo^nio.
ABSTRACT
Techniques of Model Based Predictive Control (MPC) are increasingly ap-
plied in industry because they generally exhibit a good performance and robustness,
since the parameters of controller are tuned correctly. This thesis use the Genetic
Algorithm (GA) to perform the tuning of parameters of the predictive controller to
control mono and multivariable, linear and nonlinear models.
The existing technical literature for tuning Predictive Dynamic Matrix Con-
troller (DMC), which use a step response to control systems that are open loop stable
will be compared with the tuning by GA. In the event that the process is unstable
in open-loop, there is not an analytical method for the tuning. Therefore, it is noted
in the literature that the use of MPC in some open-loop unstable systems, linear or
not (Such as these to be studied in this thesis) is lacking, because the tuning proce-
dure is based on trial and error and sometimes is impractical. Therefore, this study
focuses the application of the MPC tuning by Genetic algorithm for two open-loop
unstable processes, which are very important in the Steel Industry.
The rst is composed by Rolling Mill Stands, where we wish to minimize
the variation of strip thickness the last stand due to disturbances that aect the
process such as temperature and strip thickness variations in the rst stand. In this
case we use the linear and multivariable model to develop the Generalized Predictive
Controller (GPC) whose parameters are tuned by GA. The second process, unstable
in open-loop, is the level of Mold of a Continuous Casting, which has a nonlinear
model and is therefore controlled by techniques of nonlinear predictive control using
neural networks and Hammerstein model. A comparison is made between these
controllers to analyze the stability and robustness when the mold is aected by
disturbance of Bulging, Clogging and Argon.
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Captulo 1
INTRODUC~AO
Controle Preditivo por Modelo (MPC) originou-se nos anos 70 e teve um
desenvolvimento consideravel desde ent~ao. O termo MPC n~ao designa uma estra-
tegia de controle especca, mas uma ampla variedade de metodos de controle que
fazem uso explcito do modelo de um processo para obter o sinal de controle pela
minimizac~ao de uma func~ao objetivo [14]. Os varios algoritmos de MPC diferem-se
apenas quanto ao uso da representac~ao do modelo do processo, dos rudos e da fun-
c~ao custo a ser minimizada. Este tipo de controle e de natureza aberta, dentro do
qual muitos trabalhos te^m sido desenvolvidos, tais como: (Controle Preditivo Ge-
neralizado, [19]), (Controle por Matriz Dina^mica, [25]), (Controle Auto Adaptativo
Estendido Preditivo, [68]), (Controle Preditivo Funcional, [96]), (Controle Adapta-
tivo com Horizonte Estendido, [119]), (Algoritmo de Controle por Modelo, [101])
entre outros, sendo amplamente utilizados tanto pela area acade^mica quanto pela
industria.
A metodologia de todos os controladores pertencentes a famlia MPC e
caracterizada pela seguinte estrategia, representada na Figura 1.1.
a) As sadas futuras para um determinado horizonte de predic~ao, N2 denominado
horizonte de predic~ao, s~ao estimadas a cada instante de tempo t = k usando
o modelo do processo.
b) O conjunto de sinais das ac~oes futuras do controlador e calculado por otimizac~ao,
atendendo a um determinado criterio, de forma a manter o processo o mais
perto possvel da trajetoria de refere^ncia w(t) a qual pode ser o proprio set
point ou uma aproximac~ao do mesmo. Este criterio toma, em geral, a forma de
1
Figura 1.1: Horizonte de Predic~ao.
uma func~ao quadratica do erro entre o valor predito para a sada do processo
e a trajetoria de refere^ncia proposta. O esforco do controlador e, muitas vezes,
includo na func~ao objetivo. Uma soluc~ao explicita pode ser obtida se o criterio
e quadratico, o modelo e linear e n~ao existem restric~oes; caso contrario um
metodo de otimizac~ao iterativo tem que ser usado.
c) O primeiro sinal da seque^ncia das ac~oes de controle u(t) e enviado ao processo,
enquanto que o restante da seque^ncia e descartada.
Para implementar esta estrategia, a estrutura basica apresentada na Figura 1.2
e usada. Um modelo e necessario para predizer as sadas futuras da planta, baseado
nos seus valores presente e passado e nas ac~oes de controle futuras propostas pela
otimizac~ao. Estas ac~oes s~ao calculadas minimizando a func~ao custo com as restric~oes
impostas ao sistema.
O modelo do processo tem um papel decisivo no desempenho do contro-
lador, devendo ser capaz de capturar a dina^mica do processo de forma a predizer
precisamente as sadas futuras, assim como ser simples na sua implementac~ao e en-
tendimento. O MPC e uma tecnica que engloba diferentes metodologias, pois utiliza
varios tipos de modelos, nas mais diferentes formulac~oes.
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Figura 1.2: Estrutura de um Controlador Preditivo.
A Func~ao Objetivo
Os varios algoritmos MPC prop~oem diferentes func~oes custo para obter a lei
de controle. O objetivo principal e que a predic~ao da sada futura y^ no horizonte
considerado deve seguir um determinado sinal de refere^ncia w e, ao mesmo tempo,
o esforco do controlador u necessario para isto deve ser penalizado. A express~ao
geral para tal func~ao objetivo deve ser:
J =
N2X
k=N1
[y^(t+ k)  w(t+ k)]2 +
NuX
j=1
[u(t+ k   1)]2 (1.1)
Em alguns algoritmos, o segundo termo, que considera o esforco do con-
trolador, n~ao e levado em conta, enquanto que em outros como no UPC (Unied
Predictive Control) [111], os valores do sinal do controlador, e n~ao o seu incremental,
tambem aparecem diretamente na formulac~ao da func~ao custo. As considerac~oes que
podem ser efetuadas na func~ao custo s~ao apontadas a seguir.
Para^metros
N1 e N2 s~ao, respectivamente, o valor mnimo e o valor maximo do horizonte de
predic~ao da func~ao custo e Nu e o horizonte de controle, o qual n~ao e necessariamente
igual ao horizonte maximo, como sera visto depois. N1 marca o instante no qual e
desejado que a sada do processo siga a refere^ncia. Nota-se que em processos com
um tempo morto d n~ao existe raz~ao para N1 ser menor do que d, porque a sada n~ao
3
comecara a evoluir ate o instante t + d. Alem disto, se o processo possui resposta
inversa, sistema de fase n~ao mnima, este para^metro ira permitir que os primeiros
instantes da resposta inversa sejam eliminados da func~ao objetivo. Os coecientes
 e  s~ao para^metros que afetam a estabilidade e a robustez do controlador.
Trajetoria de Refere^ncia
Uma das vantagens do controle preditivo e que se a trajetoria de refere^ncia
futura e conhecida a priori, o sistema reage com antecede^ncia as alterac~oes da refe-
re^ncia, seguindo a trajetoria especicada com mais suavidade. A refere^ncia futura
r(t) e especicada em muitas aplicac~oes como robotica, processos servo ou bateladas.
Na minimizac~ao, a maioria dos metodos usa uma trajetoria de refere^ncia que n~ao
coincide necessariamente com a refere^ncia real. Ela e, normalmente, uma aproxima-
c~ao suave do valor real da sada y(t) em direc~ao a refere^ncia conhecida por meio de
um sistema de primeira ordem:
w(t) = y(t) (1.2)
w(t) = w(t  1) + (1  )r(t) t = 1; :::; N (1.3)
na qual  e um para^metro entre 0 e 1 que suaviza a resposta do sistema a medida
que se aproxima de 1.
O modelo do processo e uma das partes mais importantes, pois deve ser
capaz de capturar a dina^mica do processo para realizar uma predic~ao precisa da
sada futura, alem de ser simples de implementar, analisar e entender.
O otimizador e outra parte fundamental para esta estrategia de controle. Se
a func~ao custo e quadratica, seu mnimo pode ser obtido como uma func~ao explcita
de entradas e sadas passadas e a trajetoria da refere^ncia futura. Quando restri-
c~oes s~ao consideradas, a soluc~ao tem que ser obtida computacionalmente atraves de
algoritmos de otimizac~ao.
Existem muitas aplicac~oes de controle preditivo, n~ao somente em processos
industriais, mas tambem em uma diversidade de processos como: robo^s manipula-
dores [71], colunas de destilac~ao, plantas PVC, etc [94].
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1.1 Aplicac~oes do MPC
O Controlador Preditivo e encontrado tanto em processos lineares quanto
n~ao-lineares, mono e multivariaveis, com restric~oes e atrasos nas variaveis de entrada
e sada (veja [14], [78] e [97]); desde aqueles com dina^mica estavel, ate aqueles de
fase n~ao minima e instaveis em malha aberta. O MPC trabalha muito ecaz com
restric~oes devido as limitac~oes nos atuadores, sensores, sinais de controle, sada, as
quais podem ser sistematicamente introduzidas durante o processo de otimizac~ao do
controlador.
As aplicac~oes de controle preditivo em processos qumicos e petroqumicos
[94] tem sido bem sucedido, tendo em vista que na maioria destes processos, a
resposta ao degrau e estavel em malha aberta, o que facilita a sintonia do controlador.
Em sistemas cuja resposta ao degrau e instavel, a sintonia e um fator que inibe a
aplicac~ao do Controlador Preditivo. Por isto, observa-se na literatura que a aplicac~ao
do MPC em sistemas instaveis em malha aberta, lineares ou n~ao, e ainda pouco
explorada.
Nesta tese sera estudado a aplicac~ao do MPC em dois processos instaveis
em malha aberta, os quais s~ao encontrados na industria Siderurgica, sendo eles:
Lingotamento Contnuo e Laminac~ao de tiras.
O Laminador
O processo de laminac~ao consiste em passar a tira entre dois conjuntos de
cilindros rotativos afastados de uma dista^ncia inferior a espessura atual da tira, de
modo a produzir uma reduc~ao da sua espessura.
Durante o processo de laminac~ao, raramente passa-se o material somente
uma vez entre os cilindros ou rolos de laminac~ao, pois a reduc~ao de area almejada
normalmente n~ao pode ser conseguida em um so passe devido a necessidade de carga
ser muito grande. Assim, o equipamento de laminac~ao deve ser capaz de submeter
o material a uma seque^ncia de passes [59].
O controle de espessura de sada na laminac~ao de tiras envolve ac~oes de
controle em subsistemas componentes do laminador como o subsistema do gap (aber-
tura e fechamento do espaco entre os cilindros), ou de velocidade de laminac~ao, ou
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das tens~oes aplicadas a frente e a re, ou outras atitudes que mantenham o valor da
espessura de sada dentro dos limites de tolera^ncia aceitaveis relativamente ao valor
desejado.
Na Figura 1.3, tem-se um esquema de um laminador simplicado com
seus subsistemas principais, tais como: de ajuste do gap, de debobinamento, de
velocidade de laminac~ao e de bobinamento.
Figura 1.3: Laminador de 3 Cadeiras.
na qual:
 Pj e a carga de laminac~ao;
 Mj e o conjugado de laminac~ao;
 VLj e a velocidade de laminac~ao;
 tij tens~ao na tira i = 1 a re e i = 2 a frente, no stand j;
 vij velocidade da tira i = 1 a re e i = 2 a frente, no stand j
O processo de laminac~ao se desenvolve segundo uma curva de operac~ao,
mostrada na Figura 1.4 que relaciona a carga de laminac~ao e a espessura de sada
conforme Equac~ao 1.4.
P = ELM(hf   g) (1.4)
no qual:
 ELM e o modulo de rigidez do laminador;
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Figura 1.4: Curva de Controle Dimensional na Laminac~ao: a) carga-deformac~ao do
laminador, b) carga-espessura nal da chapa.
 hf e a espessura de sada;
 g e o gap.
Esta curva e func~ao dos para^metros como coeciente de atrito , tens~ao de
escoamento S, tens~ao a frente t1, tens~ao a re t2, espessura de entrada hi, velocidade
de laminac~ao vl e outros. O ponto de funcionamento depende do gap entre os
cilindros e da rigidez do laminador, o que e traduzida pela reta de carga r do sistema.
Assim, com disturbios nos para^metros operacionais, ocorre a modicac~ao na curva
de operac~ao e, consequentemente, na espessura de sada.
Ha duas formas basicas de correc~ao de hf , os quais sejam: alterac~ao do
gap ou variac~ao compensatoria de para^metros.
Correc~ao de hf por Ajuste no Gap:
Esta ac~ao consiste em modicar o gap, o que equivale a transladar a reta
de carga de modo a recuperar o ponto de operac~ao Q. Varios esquemas de controle
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podem ser encontrados normalmente adotando realimentac~ao da espessura de sada
ou por modelo teorico como em [42], [44] e [45].
Correc~ao de hf por Variac~ao Compensatoria de Para^metros Ope-
racionais:
Esta ac~ao consiste em modicar outro para^metro operacional acessvel e
de comportamento conhecido de modo a recuperar o ponto de funcionamento Q.
Tambem neste caso encontram-se varios esquemas de controle. Dentre as tecnicas
possveis, tem-se [43] e [41], um metodo de predic~ao do montante de ac~ao corretiva.
Encontra-se tambem trabalhos como [48], no qual foi usado um controle
preditivo feed-forward com Filtro de Kalman que estima a espessura local e a va-
riac~ao de temperatura no processo de laminac~ao. O controle preditivo feed-forward
tambem foi aplicado para o controle de temperatura do bobinamento em [76] e para
o controle nal de temperatura em [115] e [77].
Encontra-se na literatura varios trabalhos sobre a aplicac~ao do MPC Mul-
tivariavel no processo de Laminac~ao, conforme pode ser visto em [13] e [17]. No
entanto, nenhum deles utiliza o metodo de sintonia dos para^metros realizada nesta
tese, que e baseada em algoritmos geneticos. Alem disto, sera analisado o comporta-
mento do laminador diante de disturbios provocados pela variac~ao de temperatura,
cuja compensac~ao foi estudada atraves de outras estrategias como redes neurais e
controle otimo (veja [98]).
O Molde do Lingotamento Contnuo
O Controle do Nvel do Molde do Lingotamento Contnuo e o outro processo
que sera estudado. O processo de lingotamento contnuo consiste, basicamente, da
transformac~ao do aco, inicialmente em seu estado lquido e temperatura superio-
res a 1.600C, em placas de aco de formato, espessura, superfcie, consiste^ncia e
propriedades meca^nicas conhecidas e controladas segundo padr~oes existentes.
O processo comeca pela Torre Giratoria que tem a func~ao de receber a
panela de aco cheia, liberada pelo convertedor, processo anterior de formac~ao do aco
a partir do Ferro Gusa, sustentando-a sobre o distribuidor. A panela vazia e liberada
para a area de preparac~ao atraves de um giro de 180, permitindo a troca rapida de
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panelas e dando continuidade ao processo. A Figura 1.5 mostra o detalhamento de
uma Torre Giratoria.
Figura 1.5: Esquema da Torre Giratoria.
A Torre Giratoria permite que o aco seja distribudo em dois moldes atraves
de um dispositivo denominado Distribuidor. Sua func~ao e manter a alimentac~ao
de aco para a maquina durante a troca de panelas, realizada por meio de pecas
refratarias, valvulas submersas, adaptadas ao distribuidor que evitam o contato do
aco com o ar atmosferico e orientam o uxo de aco para o interior dos moldes.
O objetivo do molde e extrair calor do aco promovendo a primeira solidi-
cac~ao a partir da superfcie da placa, atraves do resfriamento primario feito pela
circulac~ao de agua em circuito fechado em serpentinas internas as placas do molde
e direcionar o aco aos segmentos.
A vaz~ao de aco entre o distribuidor e o molde e regulada pela abertura de
uma valvula propria para este objetivo. A temperatura interior do distribuidor para
se iniciar o lingotamento deve ser de 1000 a 11000C.
A maquina de lingotamento contnuo possui 14 segmentos constitudos de
rolos superiores e inferiores por onde a placa e conduzida ate a sua completa extrac~ao
por meio de tracionamento por dois rolos motrizes em cada um destes segmentos.
A func~ao dos rolos e extrair e manter a forma da placa, alem de suportar a press~ao
ferrostatica 1 do interior ainda em solidicac~ao e resfriar a placa atraves de jatos de
agua, resfriamento secundario e desencurvamento progressivo da placa.
1Press~ao interna as paredes de aco solidicado na superfcie da placa de aco, provocada pela
forca de expans~ao do aco em estado lquido em seu interior, proporcional a altura correspondente.
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No percurso do aco entre os rolos dos segmentos, utilizam-se sprays de
agua e ar, fazendo com que a camada solidicada, pele, va tornando-se mais espessa
e ao chegar na sada do segmento 14, parte reta da maquina, o aco ja se encontra
totalmente solidicado. Apos deixar o veio da maquina, o aco solidicado e cortado
em dimens~oes predeterminadas atraves de um macarico automatico sendo agora
denominado placa. A constituic~ao basica da maquina esta evidenciada na Figura
1.6.
Figura 1.6: Representac~ao da Maquina de Lingotamento Contnuo.
Para uma correta refrigerac~ao no molde e formac~ao da pele sem defeitos
e necessario manter um nvel constante e predeterminado de aco lquido no seu
interior em diferentes condic~oes de processo. Na Figura 1.7 vericam-se os detalhes
da passagem de aco do distribuidor ao molde, com o uxo de aco controlado por
uma valvula gaveta, tipo de valvula utilizado na usina da Arcelor Mittal, de forma
que o nvel no interior do molde seja mantido.
Apesar da aplicac~ao de controlador classico PID ser ainda encontrado no
controle do molde, a sua fragil robustez diante dos efeitos e variac~oes de para^metros
presentes no processo de lingotamento tem impulsionado pesquisadores do mundo
inteiro ao desenvolvimento, tanto na siderurgia quanto no meio acade^mico, de tec-
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Figura 1.7: Representac~ao da Passagem de Aco do Distribuidor ao Molde.
nicas mais sosticadas de controle. No trabalho desenvolvido em [120] e mostrado
a aplicac~ao de tecnica de "controle por modo deslizante". No artigo [69] e desenvol-
vido um controlador H1 e em [113] e utilizado a Logica Fuzzy e Redes Neurais para
resolver o problema de controle do Nvel do Molde. N~ao se encontram na litera-
tura estudos sobre aplicac~oes de Controle Preditivo N~ao-linear do nvel do molde do
lingotamento contnuo. Os artigos existentes sobre este assunto est~ao relacionados
ao controlador GPC para o molde linear, [75] e [105]. Nesta tese sera realizado o
controle do nvel do molde, utilizando tecnicas de controle preditivo n~ao-lineares.
1.2 Metodos de Sintonia da Literatura
Os MPCs geralmente exibem um bom desempenho e robustez, desde que
os para^metros tenham sido sintonizados corretamente. Entretanto, a selec~ao destes
para^metros n~ao e uma tarefa facil, na medida em que n~ao ha nenhuma metodologia
precisa que assegure a estabilidade [10].O metodo mais usado na literatura para o
ajuste dos para^metros dos MPC e o tentativa e erro, exigindo, alem de um bom
conhecimento do processo por parte do operador, tambem um certo tempo ate que
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a resposta do sistema seja satisfatoria. Muitas vezes, como nas aplicac~oes estudadas
nesta tese, n~ao se consegue obter os para^metros atraves de tentativa e erro a m de
obter uma resposta otimizada.
Um segundo metodo utiliza os Algoritmos Geneticos para sintonizar os
para^metros do MPC. Esta metodologia foi inicialmente testada no Controlador Pre-
ditivo Generalizado (GPC) por [40], aplicado a sistemas monovariaveis e irrestritos.
Porem, na sintonia feita em [40] foram considerados apenas os horizontes de controle
e de previs~ao, deixando-se de lado os outros para^metros (,  e ). Em [28] mostra-
se que a inclus~ao destes para^metros na sintonia diminui os horizontes de controle e
previs~ao, o que facilita o esforco computacional realizado na obtenc~ao da ac~ao de
controle.
Outro metodo, apresentado em [78], e restrito a alguns sistemas monovaria-
veis, sendo os para^metros determinados de forma heurstica, e dependentes tambem
do conhecimento do operador sobre o processo. Este metodo n~ao e valido para to-
dos os tipos de plantas, principalmente no caso multivariavel com restric~oes, desta
forma, e pouco utilizado na literatura.
Na metodologia proposta por [34], a qual fornece explicitamente valores
para os para^metros Nu; N1; N2; considera-se que o processo seja estavel e tenha
func~ao de transfere^ncia de primeira ordem com atraso. Alem disto, este metodo
fornece horizontes de controle grandes, o que afeta o desempenho do controlador, e
aumenta a quantidade de restric~oes, levando a obtenc~ao de soluc~oes n~ao factveis.
Nesta tese sera utilizado Algoritmos Geneticos na sintonia dos para^metros
do Controlador Preditivo, mostrando a potencialidade desta tecnica em relac~ao a
desenvolvida por [34]. Alem disto,este trabalho apresenta um estudo original da
aplicac~ao do controle preditivo n~ao-linear no nvel do molde do lingotamteno cont-
nuo.
1.3 Objetivos da Tese
Esta tese consiste de um estudo das estrategias de controle preditivo linear
e n~ao-linear monovariavel e multivariavel, cujos principais objetivos s~ao:
 Usar duas tecnicas de Controle Preditivo Neural. Uma delas utiliza Lineari-
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zac~ao Instanta^nea do Modelo Neural do Molde. A outra utiliza o Gradiente
da Func~ao Objetivo para determinar a ac~ao de controle. Sera tambem apli-
cado no Controle de Nvel do Molde a tecnica de Controle Preditivo N~ao-linear
com Modelo Hammerstein; a contribuic~ao referente a aplicac~ao do Preditivo
utilizando Redes Neurais com Linearizac~ao Instanta^nea foi aceito para publi-
cac~ao em um Captulo do Livro "Computac~ao Evolucionaria em Problemas de
Engenharia", a ser editado por Omnipax Editora Ltda.
 Comparar os metodos de Controle Preditivo N~ao-linear aplicado ao controle
do nvel do molde; quanto a robustez; estabilidade e qualidade de controle. A
comparac~ao desses metodos e a aplicac~ao no nvel do molde n~ao s~ao encontra-
dos em nenhuma literatura;
 Realizar o Controle Multivariavel do Processo de Laminac~ao Linearizado com
pertubac~oes atraves do GPC e compara-lo com a tecnica FFF (Feed Forward
Forced) que e a tecnica aplicada no processo real. Este trabalho foi publicado
no anais do IX Simposio Brasileiro de Automac~ao Inteligente de 2009 [29].
 Comparar tecnicas de sintonia do DMC existente na literatura com o Algo-
ritmo Genetico. Este trabalho foi publicado no Periodico Internacional Latin
American Applied Research em 2009 [31] e no anais do XXVII Congresso
Brasileiro de Automac~ao de 2008 [30].
1.4 Organizac~ao da Tese
Esta tese esta dividida em 6 captulos:
No Captulo Dois s~ao abordados os conceitos basicos da teoria de identi-
cac~ao usando modelos Hammerstein e Redes Neurais, bem como s~ao introduzidas as
denic~oes e a estrutura do Algoritmo Genetico necessarios ao entendimento desta
tese.
O Captulo Tre^s explana sobre o Controle Preditivo Baseado em Modelos
Lineares, mais precisamente o DMC e o GPC mono e multivariavel.
No Captulo Quatro ser~ao apresentadas as tecnicas utilizadas para sintonia
do MPC linear. Neste captulo, sera mostrada tambem uma comparac~ao das tec-
nicas de sintonia do DMC por AG apresentado em [31] e [34] para sistemas SISO
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benckmark e MIMO restrito. Por ultimo, sera feito uma aplicac~ao no processo de
laminac~ao, cujo modelo e levantado atraves de dados reais para realizar o controle
GPC multivariavel.
No Captulo Cinco e feito uma abordagem das tecnicas de controle predi-
tivo n~ao-lineares usando modelos Hammerstein e Redes Neurais. Os algoritmos de
controle ser~ao aplicados no simulador do nvel do molde do Lingotamento Contnuo
da Arcellor Mital , cujo modelo e obtido atraves de dados reais. Em seguida e feita
uma comparac~ao dos controladores n~ao lineares quanto a estabilidade e robustez aos
disturbios presentes no processo.
No Captulo Seis ser~ao apresentadas as conclus~oes e trabalhos futuros.
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Captulo 2
Revis~ao Bibliograca
Neste captulo s~ao abordados os conceitos e denic~oes da teoria de modelos n~ao
lineares e Algoritmo Genetico necessarios ao entedimento desta tese. Primeiro ser~ao
mostrados os modelos n~ao-lineares do tipo Hammerstein e as Redes Neurais, e a
forma de realizar a identicac~ao destes modelos. Em seguida e feito uma introduc~ao
sobre Algoritmos Geneticos.
2.1 Modelo Hammerstein
Este modelo consiste de um elemento estatico n~ao-linear seguido por um sistema
dina^mico linear como ilustrado na Figura 2.1.
Figura 2.1: Modelo de Hammerstein.
O bloco da n~ao-linearidade estatica (NL) pode ser representado por um
polino^mio, pela equac~ao da n~ao-linearidade ou por modelos semi-parametricos.
Representac~ao da NL por um Polino^mio
Este caso e o mais comum quando n~ao se disp~oe de informac~oes a respeito
da natureza da n~ao-linearidade, aproximado-a por uma expans~ao polinomial nita
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do tipo.
x(t) = 1u(t) + 2u
2(t) + :::+ mu
m(t) (2.1)
onde t e o instante de tempo, x(t) e a pseudo-sada, n~ao-mensuravel, do bloco n~ao-
linear, u(t) e a variavel de entrada, i (i = 1; :::;m) representam os coecientes do
polino^mio em e o grau de n~ao-linearidade do modelo ([12]). Normalmente considera-
se 1 = 1 transferindo o ganho estatico para a parcela dina^mica linear, G(q
 1), que
pode ser representada por qualquer um dos modelos lineares (parametricos ou n~ao)
apresentados em [106]. No caso desta tese, o modelo linear sera do tipo CARMA ou
CARIMA:
Modelo CARMA (Controlled Auto-Regressive Moving Average)
E representado pela estrutura da Equac~ao 2.2, isto e,
A(q 1)y(t) = q dB(q 1)u(t) + C(q 1)(t) (2.2)
na qual:
A(q 1) = 1 + a1q 1 + a2q 2 + :::+ anaq na
B(q 1) = b0 + b1q 1 + b2q 2 + :::+ bnbq nb
C(q 1) = 1 + c1q 1 + c2q 2 + :::+ cncq nc
y(t) e a sada do sistema, u(t) e o sinal de controle (entrada), (t) e uma seque^ncia
aleatoria que pode representar incertezas de modelagem, erros de medic~ao ou rudos
presentes na sada e d e o atraso de transporte discreto com dTs  L  (d+ 1)Ts e
L e o atraso de transporte contnuo [73].
Modelo CARIMA (Controlled Auto-Regressive Integrated Moving Ave-
rage)
E representado pela seguinte equac~ao a diferencas:
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A(q 1)y(t) = q dB(q 1)u(t) + C(q 1)(t)= (2.3)
que pode ser reescrita na forma:
A(q 1)y(t) = q dB(q 1)u(t) + C(q 1)(t) (2.4)
sendo  = (1  q 1) de maneira que y(t) = y(t)  y(t  1).
A popularidade do modelo de Hammerstein deve-se ao fato da maior simpli-
cidade em relac~ao as representac~oes de Volterra e Bilinear aliada a uma capacidade
de representac~ao da n~ao-linearidade da maioria dos processos praticos podendo re-
presentar processos com atuadores n~ao-lineares e ganhos variantes [107].
A literatura de controle e identicac~ao de sistemas conta com inumeras
aplicac~oes do modelo de Hammerstein na representac~ao de processos de fermentac~ao
[102], colunas de destilac~ao [91], trocadores de calor [36]; [46], processos de nvel [67];
[22], turbina de gas [16], motor de corrente contnua [65], reatores qumicos [66]; [2],
controle de pH [123]; [49]; [124], motor diesel [92], alem de qualquer processo do
Tipo Hammerstein, que possa ser representado por uma n~ao-linearidade seguida
de uma parcela dina^mica linear [61]; [21]. Apenas a ttulo de revis~ao da teoria de
sistemas n~ao lineares, no Ape^ndice B encontra-se uma discuss~ao sobre outros tipos
de modelos tais como NCARMA, Volterra, Bilinear e Wiener.
2.2 Identicac~ao do Modelo Hammerstein atra-
ves do Metodo dos Mnimos Quadrados
Denindo-se o vetor, (t), com dimens~ao [(na + nb + 1)m  1], para o caso
linear:
T (t) = [ y(t  1) : : :  y(t  na) u(t  d) : : : (2.5)
: : : u(t  d  nb) u2(t  d) : : : u2(t  d  nb) : : : um(t  d  nb)]
e o vetor de para^metros, (t), com dimens~ao [(na+ nb+ 1)m 1]
^ = [a1 a2 : : : ana b01 b11 : : : bnb1 b02 b12 : : : bnb2 : : : b0m b1m : : : bnbm]
T (2.6)
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tem-se a seguinte express~ao:
y(t) = T (t)(t) + (t) (2.7)
que e denominado modelo de regress~ao linear [23], [1]. Admitindo-se que a realizac~ao
de N medidas s~ao suciente para determinar os para^metros , ent~ao tem-se que:26664
y(0)
y(1)
...
y(N   1)
37775 =
26664
T (0)
T (1)
...
T (N   1)
37775  +
26664
(0)
(1)
...
(N   1)
37775 (2.8)
A representac~ao matricial de (2.8) e:
Y =  +  (2.9)
e a matriz de observac~ao e:
 =
2666664
 y( 1) : : :  y( na) u( d) : : :
 y(0) : : :  y(1  na) u(1  d) : : :
 y(1) : : :  y(2  na) u(2  d) : : :
... : : :
...
... : : :
 y(N   2) : : :  y(N   na  1) u(N   d  1) : : :
: : : u( d  nb) u2( d) : : : u2( d  nb) : : :
: : : u(1  d  nb) u2(1  d) : : : u2(1  d  nb) : : :
: : : u(2  d  nb) u2(2  d) : : : u2(2  d  nb) : : :
: : :
...
...
...
...
...
: : : u(N   nb  d  1) u2(N   d  1) : : : u2(N   nb  d  1) : : :
3777775
e o vetor de sada e dado por Y T = [y(0) y(1) y(2) : : : y(N   1)].
A estimativa do vetor de para^metros, ^, pode ser obtida pelo procedimento
dos mnimos quadrados. Utilizando a estimativa ^, a melhor predic~ao da sada do
sistema y^, e calculada por:
Y^ = ^ (2.10)
e o erro de predic~ao, E, e avaliado de acordo com:
E = Y   Y^ = Y   ^ (2.11)
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O estimador dos mnimos quadrados para o modelo Hammerstein e obtido
minimizando o seguinte criterio:
J = [Y   ^]TW [Y   ^] (2.12)
na qual a matriz W e diagonal, na forma:
W =
26664
w(1) 0 : : : 0
0 w(2) : : : 0
...
... : : :
...
0 0 : : : w(N)
37775 (2.13)
e w(i) e a ponderac~ao em cada componente do erro cujo valor e diretamente pro-
porcional a precis~ao da medida. Minimizando a func~ao custo (2.12) em relac~ao a ^
tem-se que:
@J
@^
=  2(Y TW)T + 2TW^ = 0 (2.14)
Assim, o estimador dos mnimos quadrados ponderado para o modelo Ham-
merstein e calculado por:
^ = [TW] 1TWY (2.15)
e isto conduz ao mnimo desde que:
@2J
@^2
= 2TW > 0 (2.16)
condic~ao esta garantida se a matriz (TW)e denida positiva, condic~ao de excita-
c~ao persistente. O estimador dos mnimos quadrados n~ao ponderados para o modelo
hammerstein e obtido admitindo-se queW = 2IN , isto e, a mesma ponderac~ao apli-
cada em todos os erros de medida, ou seja, considerando a mesma conanca a todas
as medidas. Logo, a equac~ao (2.15) torna-se:
^ = [T] 1TY (2.17)
sendo denominado estimador dos mnimos quadrados n~ao recursivos.
Para a determinac~ao da n~ao-linearidade estatica, deve-se primeiramente
considerar 1 = 1 obtendo-se assim diretamente os para^metros da parcela linear do
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modelo e, em princpio, tambem os para^metros da parcela n~ao-linear, pela relac~ao:
i =
b0i
b0
=
b11
b1
= : : : =
bnbi
bnb
(2.18)
A presenca de rudo de medic~ao provoca, no entanto, incoere^ncias nos re-
sultados obrigando a adoc~ao de outras medidas para solucionar o problema de re-
dunda^ncia de para^metros como, por exemplo, uma media aritmetica.
i =
1
nb+ 1
nbX
j=0
(
bji
bj
) (2.19)
Em [106], encontra-se uma deduc~ao de outros metodos utilizados para estimar
os para^metros do modelo Hammerstein, tais como:
 Mnimos Quadrados com Restric~oes;
 Metodo do Erro de Predic~ao;
 Metodo de Narendra-Galman;
 Metodo de Boutayeb;
 Metodo de Bai.
2.3 Redes Neurais
O conceito fundamental contido nos sistemas classicados atualmente com
RNA's (Redes Neurais Articiais) foi introduzido atraves do famoso trabalho de
McCulloch e Pitts (1943) [82], que partindo do princpio de que o cerebro e consti-
tudo de unidades basicas, os neuro^nios, propuseram um modelo matematico para
representar essas unidades: o neuro^nio articial. No entanto, a classe denominada
RNA's reune atualmente diversos modelos matematicos distintos e com domnios de
aplicac~oes variados. As redes neurais articiais s~ao ferramentas computacionais que
te^m sua origem na intelige^ncia articial. S~ao formadas por elementos de processa-
mento analogos aos neuro^nios biologicos, chamados neuro^nios articiais.
As redes neurais possuem a habilidade de aproximar func~oes complexas.
O conhecimento inerente da rede e dado por pesos nas conex~oes entre os neuro^nios
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articiais. A computac~ao de uma rede neural e executada, numa primeira etapa,
em paralelo por todos os neuro^nios de uma determinada camada e, posteriormente,
em serie quando as informac~oes s~ao propagadas de uma camada para outra. Esta
coletividade e conectividade de operac~oes resulta em um alto grau de processamento
paralelo, que habilita a rede a resolver problemas complexos.
As RNs podem ser utilizadas na resoluc~ao de uma grande classe de pro-
blemas tais como: classicac~ao, identicac~ao, diagnostico, analise de sinais e de
imagens, otimizac~ao e controle [56] e [109].
2.3.1 Redes Perceptron Multicamadas (MLP)
A rede MLP consiste em um conjunto de unidades sensoriais (nos de fonte)
que constituem a camada de entrada, uma ou mais camadas ocultas de nos com-
putacionais intermediarias e uma camada de sada de nos computacionais ([56]).
O sinal de entrada se propaga para frente atraves da rede, camada por camada.
A Figura 2.2 mostra uma tpica rede MLP formada pelas interconex~oes entre os
neuro^nios. Esses neuro^nios s~ao dispostos em camadas altamente interconectadas e
elaboram somatorios ponderados de determinados sinais de entrada para gerar uma
sada. As camadas da rede podem ser categorizadas como camada de entrada, onde
informac~oes disponveis s~ao apresentadas a rede; camadas intermediarias ou ocultas,
no mnimo uma, porem normalmente de uma a tre^s, onde os neuro^nios interagem
entre si; e camada de sada, a qual contem a resposta a uma determinada entrada.
A operac~ao de uma rede e dividida em tre^s fases: a aprendizagem, a
representac~ao e a generalizac~ao. Na aprendizagem, padr~oes de entrada e sada s~ao
apresentados a rede neural para ns de ajustes em todas as interconex~oes entre os
elementos de processamento, neuro^nios articiais. A representac~ao e a fase onde
somente padr~oes de entrada, utilizados na aprendizagem, s~ao apresentados e cabe
a rede neural estimar a sada desejada. Na fase de generalizac~ao, a rede gera a
resposta para padr~oes novos e similares as entradas.
A denic~ao de uma topologia de uma RN do tipo MLP esta intimamente
ligada com a denic~ao do numero de camadas intermediarias e dos nos de camada
intermediaria. Este numero e, geralmente, denido empiricamente e depende, forte-
mente, da distribuic~ao dos padr~oes de treinamento e validac~ao da rede. Uma func~ao
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Figura 2.2: Rede MLP com Camada Intermediaria.
contnua pode ser aproximada para qualquer grau de precis~ao usando uma rede neu-
ral com tre^s camadas, desde que haja um numero suciente de neuro^nios ativos na
camada oculta ([58]).
Treinamento Backpropagation de RNs
A aprendizagem ou treinamento e o processo onde os pesos e bias da rede
s~ao modicados. O metodo utilizado nesse trabalho e o supervisionado, onde a
rede aprende por experie^ncia, ou seja, exemplos de entradas e sadas esperadas
s~ao apresentadas a rede, que ajusta os seus pesos. As redes multicamadas s~ao
treinadas pelo metodo backpropagation e os seus sinais s~ao feedforward [104]. Tais
redes presentam conex~oes que s~ao apropriadas para a modelagem dina^mica, onde se
deseja mapear uma resposta de sada baseada em um sinal de entrada [8].
O algoritmo de aprendizagem backpropagation possui dois momentos dis-
tintos: em primeiro lugar, quando um padr~ao de entrada e apresentado a rede, o
uxo e alimentado para a frente, isto e, propagado adiante, ate a camada de sada.
Apos, a sada obtida e comparada com a sada desejada e, se a sada desejada n~ao
corresponder a obtida dentro de uma determinada precis~ao desejada, e feita uma
correc~ao nos pesos das conex~oes sinapticas, ajustando-se os pesos na direc~ao oposta
do gradiente do erro instanta^neo. O ajuste e proporcional ao gradiente, segundo um
fator de proporcionalidade denominado de taxa de aprendizagem. O ajuste de peso
e realizado da ultima camada em direc~ao a camada de entrada. Isso pode ser visto
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na Figura 2.3.
Figura 2.3: Fluxo de Processamento do Algoritmo de Retropropagac~ao do Erro.
O algoritmo da retropropagac~ao do erro (backpropagation), que faz uso
destas duas fases, e apresentado a seguir:
(i) inicia os pesos e para^metros da rede neural;
(ii) repete ate o erro entre a sada produzida pela rede e a sada desejada ser
mnimo, ou a realizac~ao de um dado numero de ciclos:
(iii) para cada padr~ao de treinamento X:
 denir sada da rede atraves de fase forward ;
 comparar sadas produzidas com as sadas desejadas;
 atualizar pesos dos nodos atraves da fase backward.
O backpropagation e baseado na regra proposta por [118], sendo tambem
denominado regra delta generalizada. Neste caso, a func~ao a ser minimizada e uma
func~ao erro, denida pela soma dos erros quadraticos e representada por:
E =
1
2
X
p
kX
i=1
(dpi   ypi )2 (2.20)
23
onde:
E e a medida de erro total;
p e o numero de padr~oes;
k e o numero de unidades de sada;
di e a i-esima sada desejada;
yi e a i-esima sada gerada pela RN.
A equac~ao (2.20) dene o erro total cometido pela rede, ou a quantidade que,
para todos os padr~oes p de um dado conjunto, as sadas geradas pela rede diferem
das sadas desejadas. A regra delta generalizada requer que as func~oes de ativa-
c~ao utilizadas pelos nos sejam contnuas, diferenciaveis. A equac~ao (2.21) ilustra o
calculo do valor de ativac~ao.
ypj = fj(rede
p
j) (2.21)
onde:
redepj =
nX
i=1
xpiwij (2.22)
A constante n representa o numero de conex~oes de entrada do no j e wij e
o peso da conex~ao entre a entrada xpi e o no j. As equac~oes (2.20) a (2.22) mostram
como obter o erro global da rede e como encontrar o erro local de um determinado
padr~ao de entrada. Apos processamento destas equac~oes, deve-se aplicar e equac~ao
(2.23) que ajusta os pesos das diversas camadas:
wji = jxi ou (2.23)
wij(t+ 1) = wij(t) + j(t)xi(t) (2.24)
onde:
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j = (dj   yj) para camada de sada e
j =
P
wiji para camadas intermediarias, sendo i a unidade em quest~ao
e j a camada em quest~ao.
2.4 Identicac~ao em Redes Neurais Articiais
No processo de identicac~ao em quest~ao, o objetivo e avaliar o comportamento
de um processo n~ao linear. Neste processo, os valores dever~ao ser normalizados an-
tes de serem apresentados a rede, com o objetivo de evitar que valores de ordem de
grandeza distinta inuenciem nos resultados. A express~ao adotada para a normali-
zac~ao resulta num padr~ao limitado entre 0,10 e 0,90, ao inves de 0,0 e 1,0. A escolha
dessa normalizac~ao tem como objetivo possibilitar uma pequena extrapolac~ao dos
valores e evitar a utilizac~ao de valores extremos. A express~ao de normalizac~ao dos
padr~oes adotada foi:
V nor = 0:1 + (
V real   V min
V max  V min)  0; 8 (2.25)
para desnormalizac~ao dos padr~oes, foi utilizada a express~ao inversa:
V real = V min+
(V nor   0; 1)
0; 8
 (V max  V min) (2.26)
sendo que:
 Vnor: valor normalizado;
 Vmin: valor mnimo assumido pela variavel;
 Vmax: valor maximo assumido pela variavel;
 Vreal: valor da variavel nas unidades do processo.
2.4.1 Selec~ao da Estrutura de Modelos Neurais
A estrutura de um modelo matematico e o esqueleto do modelo que, quando
associado aos para^metros, formam o proprio modelo [1]. Determinar a Estrutura
do Modelo signica, em linhas gerais, escolher um modelo candidato dentro de uma
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classe de modelos previamente selecionados. De uma maneira geral, o problema
relacionado com a selec~ao da estrutura do modelo pode ser dividido em duas partes:
1. Selecionar uma famlia de modelos cuja estrutura seja considerada apropriada
para descrever o sistema de interesse, por exemplo, modelos lineares (FIR (Fi-
nite Impulsive Response), ARX (Autoregressive with Exogenous Inputs), OE
(Output Error), ARMAX (Autoregressive Moving Average with Exogenous In-
puts), etc), modelos neurais (MLP (Multilayer Perceptron), RBF (Radial Ba-
sis Function), etc), modelos nebulosos (Lingustico, Relacional, Takagi Sugeno,
etc), entre outros;
2. Escolher um subconjunto da famlia de modelos com a estrutura selecionada.
Dentro da famlia dos modelos com estrutura linear, pode-se escolher, por
exemplo, uma estrutura do tipo ARX(2,3,1), na qual (2,3,1) signica que a
sada atual depende de duas sadas passadas e tre^s entradas passadas, alem de
considerar um atraso de um perodo de amostragem.
Regressores
Na identicac~ao de sistemas lineares, a determinac~ao da estrutura consiste ba-
sicamente da determinac~ao da ordem do modelo. No caso de sistemas n~ao lineares,
o problema torna-se signicativamente mais complexo e considerando que a iden-
ticac~ao do processo sera feita com redes neurais articiais, a selec~ao da estrutura
do modelo consiste em escolher n~ao somente as entradas da rede mas tambem um
conjunto adequado de regressores, alem da propria arquitetura da rede neural. A
estrategia utilizada com mais freque^ncia e selecionar os regressores baseado nos con-
ceitos advindos da teoria de identicac~ao de sistemas lineares e ent~ao determinar
a melhor arquitetura possvel da RNA tomando-se os regressores como entradas da
rede neural. A topologia de uma rede neural, por sua vez, e equivalente a estrutura
do respectivo modelo matematico linear. Em [87] destacam-se as seguintes vantagens
nesta abordagem:
 E uma extens~ao natural da (bem estabelecida) abordagem linear;
 A arquitetura interna da rede pode ser expandida para possibilitar mapeamen-
tos n~ao lineares mais complexos;
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 Nvel de complexidade n~ao muito alto associado a determinac~ao da estrutura
do modelo;
 Adequado para projeto de controladores.
O equivalente n~ao linear das estruturas de modelos lineares pode ser obtido
genericamente por:
y(t) = g[(t; ); ] + (t) (2.27)
que escrito na forma de preditor ca:
y^(tj) = g[(t; ); ] (2.28)
onde (t; ) e o vetor de regress~ao,  e o vetor de para^metros ajustaveis da rede
neural, tambem conhecidos como pesos, e g e a func~ao que realiza o mapeamento
n~ao-linear, que aqui e representada por uma rede neural com estrutura feedforward.
Varias estruturas de modelos n~ao-lineares podem ser construdas depen-
dendo da escolha dos regressores. Escolhendo-se o vetor de regress~ao de acordo com
a estrutura ARX, a estrutura do modelo n~ao-linear correspondente e denominado
NNARX, que e o acro^nimo para "Neural Networks ARX". Da mesma forma, as es-
truturas NNFIR, NNARMAX e NNOE s~ao geradas a partir das estruturas lineares
correspondentes.
Estrutura Neural do Tipo NNARX
Assim como seu correspondente linear, os preditores associados a esta estrutura
neural sempre sera estavel pelo fato de haver apenas uma relac~ao algebrica entre as
predic~oes e as entradas e sadas passadas [87]. Esta caracterstica e de particular im-
porta^ncia em sistemas n~ao-lineares pois as quest~oes relacionadas com a estabilidade
assumem uma importa^ncia ainda maior neste caso.
A rede neural com estrutura NNARX esta representada gracamente na
Figura 2.4. A ause^ncia de problemas relacionados com a estabilidade dos modelos
faz com que essa estrutura, seja utilizada com mais freque^ncia quando o nvel de
rudo e baixo.
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Figura 2.4: Rede Neural com estrutura NNARX.
2.4.2 Estimac~ao de Modelos Neurais
O processo de selecionar um modelo a partir de uma estrutura previamente de-
terminada e conhecido na comunidade de redes neurais articiais como treinamento
ou aprendizado [87].
Uma vez que um conjunto de modelos candidatos tenham sido escolhidos,
o passo seguinte e escolher um modelo em particular deste conjunto. Normalmente
tal escolha e feita baseada em algum tipo de criterio de desempenho. Este criterio
pode ser formulado de varias maneiras, contudo, ele deve estar relacionado com a
futura aplicac~ao do modelo. A estrategia mais frequente e escolher o modelo que
exibe o melhor desempenho em predic~oes um passo adiante em termos do menor erro
quadratico medio entre as sadas observadas e as predic~oes do modelo. Todavia, este
criterio pode n~ao ser adequado para aplicac~oes em estrategias de controle avancado,
onde o desempenho desejado e n~ao apenas a melhor predic~ao um passo adiante, mas
tambem predic~oes o mais acuradas possvel em um horizonte relativamente grande
(predic~oes k passos adiante).
A seguir sera apresentada a abordagem utilizada para o treinamento de
redes neurais articiais, dando e^nfase no seu emprego para a modelagem de sistemas
dina^micos.
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Modelagem Direta
Seja uma planta dina^mica discreta, causal, invariante no tempo cuja entrada,
u(:), e uma func~ao do tempo uniformemente limitada e cuja sada e representada
por yp(:). A planta e considerada estavel, com parametrizac~ao conhecida mas com
os valores dos para^metros desconhecidos. O objetivo da identicac~ao e construir
um modelo neural adequado de modo que, quando submetido a mesma entrada u
da planta, forneca uma sada ym que se aproxime de yp segundo um determinado
criterio. Este processo de identicac~ao esta representado gracamente na Figura
2.5.
Figura 2.5: Identicac~ao de uma planta utilizando RNA.
O procedimento de treinamento de uma rede para representar a dina^mica
de uma planta e conhecida como modelagem direta (forward modelling). O modelo
neural e colocado em paralelo com a planta e os erros entre as sadas do sistema e
as da rede neural, os erros de predic~ao, s~ao utilizados como sinal para o treinamento
da rede. Este procedimento e detalhado na seque^ncia.
Considere que a planta e descrita pela seguinte equac~ao de diferencas n~ao
linear:
yp(t+ 1) = g[yp(t) : : : yp(t  n+ 1);u(t) : : : u(t m+ 1)] (2.29)
A sada da planta yp no tempo t + 1 depende dos n valores passados da
propria sada e dos m valores passados da entrada u. Neste ponto, somente a
parte dina^mica da resposta da planta sera considerada; o modelo n~ao representa
explicitamente as possveis perturbac~oes agindo sobre a planta. Em [86] encontra-
se uma descric~ao pormenorizada de metodos de identicac~ao de sistemas utilizando
redes neurais, alem de analisarem casos especiais do modelo representado por (2.29).
29
A abordagem mais comum para a modelagem de sistemas e escolher a es-
trutura de entrada-sada da rede neural ide^ntica a do sistema que se deseja modelar.
Denotando a sada da rede neural por ym, obtem-se a seguinte representac~ao:
ym(t+ 1) = g^[yp(t) : : : yp(t  n+ 1);u(t) : : : u(t m+ 1)] (2.30)
Na equac~ao acima, g^(:) representa o mapeamento n~ao linear entrada-sada rea-
lizado pela rede neural para aproximar o mapeamento g(:) da planta. Deve-se notar
que as entradas da rede neural incluem os valores passados da sada da planta e n~ao
os valores passados da sada da rede, ou seja, a rede n~ao apresenta realimentac~ao
feedback. Neste caso, o algoritmo de aprendizado estatico backpropagation pode ser
utilizado para encontrar os valores otimos dos pesos da rede neural. A estrutura do
modelo representada pela equac~ao (2.30) e chamada serie-paralelo [86]. A estrutura
de identicac~ao resultante e ilustrada na Figura 2.6, onde a sigla LDA e a abreviac~ao
para Linha de Derivac~ao de Atrasos.
Figura 2.6: Estrutura de identicac~ao serie-paralelo.
Se for considerado que apos um tempo adequado de treinamento a rede
neural e capaz de fornecer uma boa representac~ao da planta, ou seja, ym  yp, ent~ao
a propria sada da rede neural e seus valores atrasados podem ser realimentados e,
neste caso, a rede neural pode ser utilizada independentemente da planta. Tal rede
neural e descrita por:
ym(t+ 1) = g^[ym(t) : : : ym(t  n+ 1);u(t) : : : u(t m+ 1)] (2.31)
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Esta estrutura (2.31) tambem pode ser utilizada desde o incio, ou seja,
durante todo o processo de aprendizado e, neste caso, e chamado de estrutura para-
lela[86].
A importa^ncia da classe das entradas a serem utilizadas no treinamento de
sistemas de aprendizado ja e bem conhecida. O conjunto de treinamento tem que
ser representativo de toda a classe de entradas a que o sistema pode estar sujeito.
Isto garantira que o sistema respondera da maneira desejada, mesmo quando uma
entrada n~ao pertencente ao conjunto da treinamento for aplicada [83], [87] e [56].
2.5 Validac~ao de Modelos
Apos o modelo ter sido estimado, deve-se proceder a avaliac~ao do mesmo para
que se determine se o modelo selecionado atende ou n~ao as necessidades requeridas.
A metodologia empregada na validac~ao do modelo identicado deve estar intima-
mente relacionada com a futura aplicac~ao do modelo. Esta e geralmente a etapa mais
imprecisa do procedimento de identicac~ao, uma vez que os criterios de aceitabili-
dade do modelo nem sempre s~ao muito claros ou faceis de denir matematicamente.
Existem na literatura, uma serie de testes padr~oes que podem ser reali-
zados com relativa facilidade quando comparados com testes especcos necessarios
para avaliar o desempenho do modelo para ns de controle. Estes testes permi-
tem obter uma validac~ao preliminar, onde os piores modelos podem ser descartados
rapidamente.
A maioria destes testes utilizam um conjunto de dados de validac~ao que,
alem de serem diferentes do conjunto de dados utilizados durante a estimac~ao, ou
treinamento, no caso de redes neurais, deve conter dados representativos de toda a
faixa operacional do sistema, alem de ser obtido segundo as mesmas condic~oes de
operac~ao do primeiro. Este procedimento, conhecido genericamente por validac~ao
cruzada [1], e uma medida direta da capacidade de generalizac~ao do modelo e, se
aplicado simultaneamente ao processo de estimac~ao, pode servir n~ao so para avaliar
continuamente o desempenho do modelo que esta sendo identicado como tambem
como um criterio de parada para o algoritmo de estimac~ao.
Outros testes podem ser encontrados na literatura tais como:
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 Analise de Resduos;
 Somatorio do Erro Quadratico;
 Coeciente de Correlac~ao Multipla;
 Princpio da Parcimo^nia;
 Erro de Predic~ao.
Informac~ao adicionais dos testes citados, podem ser vistos em [1], [72] e [20].
2.6 Algoritmo Genetico
O Algoritmo Genetico foi introduzido inicialmente por Holland, [60] e e um
algoritmo de busca baseado no mecanismo da selec~ao natural de Darwin e na genetica
de Mendel.
Uma das principais aplicac~oes do algoritmo genetico e a utilizac~ao em pro-
blemas de otimizac~ao combinatoria, nos quais existe um conjunto de elementos e
deseja-se encontrar aquele que melhor se adapte as condic~oes previamente especi-
cadas ([89], [52] e [53]). O algoritmo genetico realiza procedimentos de busca no
espaco das soluc~oes viaveis, utilizando regras probabilsticas para combinar soluc~oes
a m de obter melhorias de qualidade.
Muitos problemas de engenharia podem ser modelados como problemas de
otimizac~ao combinatoria e sua resoluc~ao e obtida atraves de metodos algebricos,
numericos ou heursticos, que fazem uma busca no espaco multidimensional das
variaveis do problema. Estes metodos apresentam fraco desempenho quando a na-
tureza do problema envolve n~ao-linearidades, descontinuidades ou espacos de busca
grandes. Nestas situac~oes os algoritmos geneticos apresentam utilidade e robustez
[52] [74].
O algoritmo genetico difere dos procedimentos de busca tradicionais prin-
cipalmente por n~ao trabalhar com apenas um ponto, mas com um conjunto destes,
e por utilizar a func~ao de otimizac~ao isoladamente, sem a necessidade de derivadas
ou outros calculos auxiliares [52].
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O algoritmo genetico avalia um conjunto de soluc~oes e, posteriormente,
combina mecanismos de valorizac~ao das soluc~oes mais adaptadas ao objetivo em
quest~ao, com estruturas de combinac~ao e reproduc~ao. Assim, um novo conjunto de
soluc~oes e criado utilizando-se informac~oes das soluc~oes avaliadas anteriormente.
Variac~oes aleatorias s~ao combinadas com selec~ao polarizada pelos valores
de adequac~ao atribudos a cada soluc~ao, desta forma, o algoritmo genetico n~ao e con-
siderado uma busca puramente aleatoria, pois explora ecientemente a informac~ao
historica para encontrar novas soluc~oes capazes de melhorar a resposta ao criterio
de desempenho estipulado [15].
A literatura de engenharia de controle apresenta aplicac~oes do algoritmo
genetico em uma extensa faixa de congurac~oes. S~ao encontradas aplicac~oes em
controle classico e moderno, controle otimo, controle adaptativo, controle robusto e
identicac~ao de sistemas [116], [117], [27] e [63].
Terminologia
Como o algoritmo genetico trabalha analogamente aos mecanismos biolo-
gicos de selec~ao natural e princpios da genetica, algumas terminologias destas areas
foram adotadas e s~ao frequentemente encontradas na literatura [52], [84] e [85]:
1. Cromossomo ou Indivduo => vetores de caracteres que representam as va-
riaveis do problema. Cada indivduo representa uma possvel resposta para o
problema considerado;
2. Gene => e a unidade basica do cromossomo, o caractere que descreve uma
determinada variavel do problema;
3. Populac~ao => conjunto de indivduos, inserido no espaco de busca do pro-
blema;
4. Gerac~ao => numero da iterac~ao que o algoritmo genetico executa;
5. Operadores Geneticos => operac~oes que o algoritmo genetico realiza sobre os
indivduos com o objetivo de garantir a evoluc~ao da especie e explorar novos
espacos de busca;
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6. Func~ao Fitness => e a func~ao que se quer otimizar. Representa as caracters-
ticas do problema e e usada para avaliar o nvel de aptid~ao dos indivduos, ou
seja, mede quanto o indivduo esta apto a resolver o problema;
7. Reproduc~ao => consiste em simplesmente copiar o indivduo de uma gerac~ao
para a outra;
8. Recombinac~ao ou Crossover => consiste na troca, evento aleatorio, de infor-
mac~oes entre dois indivduos.
9. Mutac~ao => consiste na troca, evento aleatorio da caracterstica de um gene,
variavel, em determinado indivduo.
2.6.1 Congurac~ao do Algoritmo Genetico
A congurac~ao basica de um algoritmo genetico pode ser visto na Figura (2.7)
Gerac~ao da Populac~ao Inicial
Um dos grandes problemas n~ao so do algoritmo genetico mas de toda a
computac~ao evolutiva e a escolha do tamanho da populac~ao inicial. Esta n~ao pode
ser exageradamente grande, desta forma tera um espaco de busca muito grande
tornando o algoritmo extremamente lento. Uma populac~ao muito pequena corre-se
o risco de n~ao se ter a resposta no espaco de busca, ou se ter uma rapida converge^ncia,
prejudicando assim a busca por uma soluc~ao otima.
A populac~ao inicial deve ser gerada de forma a conter indivduos suciente-
mente variados, para que o algoritmo tenha facilidade em percorrer todos os locais
do espaco de busca. Para se obter esta variabilidade, a gerac~ao da populac~ao inicial
e normalmente realizada de forma aleatoria.
Em algumas ocasi~oes, nas quais existem alguns conhecimentos sobre a so-
luc~ao do problema, e interessante a inclus~ao de indivduos que representam estes
conhecimentos heursticos. Porem esta pratica deve ser realizada com cuidado, pois,
segundo [37] isto pode impedir o algoritmo de obter soluc~oes melhores que n~ao es-
tejam presentes na populac~ao inicial.
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Figura 2.7: Congurac~ao de um Simples Algoritmo Genetico.
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Avaliac~ao da Func~ao de Aptid~ao Fitness
A func~ao de aptid~ao tem por objetivo avaliar cada indivduo estabelecendo
um valor numerico que representa o qu~ao distante cada um deles esta da soluc~ao
ideal. A func~ao de avaliac~ao possui como entrada uma cadeia de bits ou um vetor,
indivduo, e como sada um valor real. Portanto, a func~ao de avaliac~ao codica o co-
nhecimento sobre o problema e permite quanticar cada soluc~ao comparativamente.
Este e o unico criterio utilizado para o direcionamento da busca [37].
Na literatura de engenharia de controle, e comum encontrar aplicac~oes que
utilizam uma func~ao de avaliac~ao que aplica um dos seguintes ndices de desempenho
de sistemas de controle em malha fechada, ou composic~ao destes [15]:
 IAE (Integral do valor absoluto do erro)Z T
0
j e(t) j dt (2.32)
 ISE (Integral do erro quadratico)Z T
0
e2(t)dt (2.33)
para casos onde a dina^mica apresenta comportamento regulatorio, e:
 ITAE(Integral do valor absoluto do erro multiplicado pelo tempo)Z T
0
t j e(t) j dt (2.34)
para casos onde a dina^mica apresenta comportamento servo.
com: e(t) e a refere^ncia "Set Point"menos a sada do sistema de controle.
Estes ndices de desempenho s~ao comumente utilizados na pratica e na
literatura para avaliar controladores [55], [6] e [33].
2.6.2 Metodo de Selec~ao
O processo de selec~ao ocorre apos a aplicac~ao da func~ao de aptid~ao de cada
indivduo. O processo de selec~ao normalmente e baseado no princpio da sobrevi-
ve^ncia dos melhores indivduos, assim, os indivduos com as melhores func~oes de
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aptid~ao possuem uma maior probabilidade de serem mantidos e selecionados para
a proxima gerac~ao. Da mesma forma, os indivduos com baixas func~oes de apti-
d~ao possuem pouca probabilidade de permanecer e, consequentemente, podem ser
eliminados da populac~ao. Os metodos de selec~ao mais utilizados na literatura de
algoritmos geneticos s~ao:
Selec~ao por Roleta O algoritmo genetico classico utiliza um esquema
de selec~ao de indivduos chamado selec~ao por roleta [52], [84] e [85]. Neste metodo
cada indivduo ocupa, em uma roleta, uma area proporcional ao seu nvel de aptid~ao.
Assim, aos indivduos com maior aptid~ao e associada uma fatia maior da roleta e
aos indivduos com menor aptid~ao, fatias menores. Em seguida faz-se a simulac~ao
do giro da roleta n vezes, selecionando-se os n indivduos que se manter~ao na etapa
seguinte. Os mais aptos possuem uma probabilidade maior de serem selecionados,
podendo, inclusive, serem selecionados mais de uma vez, enquanto os menos aptos,
com uma probabilidade menor, podem desaparecer logo apos as primeiras gerac~oes.
O metodo de selec~ao por roleta e o metodo mais comumente utilizado, po-
rem, apresenta algumas limitac~oes. Este tipo de selec~ao leva o algoritmo a diminuir
a diversidade da populac~ao, e isto ocasiona, em determinadas situac~oes, a conver-
ge^ncia prematura das soluc~oes [37]. Um outro problema e que, como este tipo de
selec~ao trabalha com probabilidades, e possvel que um indivduo com alto nvel
de aptid~ao n~ao seja selecionado, e uma soluc~ao interessante se perca nas primeiras
gerac~oes.
Devido a estes problemas, outros metodos de selec~ao foram desenvolvidos,
como selec~ao por torneio, selec~ao por ordenamento, selec~ao bi-classista, selec~ao por
sorteio universal, tecnica elitista [52] e [11].
Selec~ao por Torneio: Geram-se grupos aleatorios de indivduos. O indivduo
com o maior nvel de aptid~ao no grupo e selecionado, enquanto que os demais s~ao
descartados.
Este metodo de selec~ao apresenta a vantagem de n~ao acarretar a conver-
ge^ncia prematura do algoritmo e dicultar a estagnac~ao do processo.
Selec~ao por Ordenamento: O metodo de selec~ao por ordenamento enumera
os indivduos de acordo com os seus respectivos nveis de aptid~ao. Para a deter-
minac~ao da probabilidade de selec~ao podem ser utilizados mapeamentos lineares ou
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exponenciais.
Este metodo tambem n~ao acarreta a converge^ncia prematura do algoritmo,
porem, apresenta como desvantagem o esforco computacional extra necessario para
efetuar ordenamentos constantes de toda a populac~ao.
Selec~ao Bi-classista: A selec~ao bi-classista ordena os indivduos da popula-
c~ao e seleciona uma porcentagem pre-determinada de melhores indivduos, e uma
porcentagem de piores indivduos, objetivando manter a diversidade em todas as
gerac~oes.
Selec~ao por Sorteio Universal: Os cromossomos s~ao sorteados com igual
probabilidade, independentemente da adequac~ao.
Tecnica Elitista: Esta tecnica e utilizada em conjunto com algum metodo de
selec~ao, normalmente a roleta, com o objetivo de aumentar a velocidade de con-
verge^ncia do algoritmo e garantir que determinado numero de indivduos com bom
nvel de aptid~ao sejam repassados para a gerac~ao seguinte.
A tecnica elitista envia diretamente certo numero de melhores indivduos
da populac~ao corrente para a proxima gerac~ao, evitando, assim, a possvel perda
de boas soluc~oes no processo de selec~ao. Em muitas implementac~oes costuma-se
utilizar o elitismo de pelo menos o melhor indivduo da populac~ao.
A desvantagem da utilizac~ao da tecnica elitista e a possibilidade de forcar
a busca, devido a reproduc~ao maior deste indivduo durante as evoluc~oes, o que pode
gerar a converge^ncia prematura do algoritmo genetico.
2.6.3 Operadores Geneticos
O processo de selec~ao isoladamente n~ao cria uma nova gerac~ao, apenas seleciona
os indivduos mais aptos para fazerem parte do grupo que ira construir a proxima
populac~ao.
A gerac~ao de novos indivduos, e consequentemente, da nova populac~ao e
feita atraves da utilizac~ao de operadores geneticos. Estes operadores tentam criar
novas e melhores soluc~oes, a partir das soluc~oes existentes (selecionadas), encami-
nhando a busca a pontos cada vez mais proximos do criterio de desempenho. A
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func~ao dos operadores geneticos e modicar os indivduos, atraves de sucessivas ge-
rac~oes, com o objetivo de encontrar o melhor resultado no nal do processo. Os
operadores diversicam a populac~ao, resguardando e tentando aprimorar as carac-
tersticas boas dos indivduos ja encontrados.
Os operadores geneticos s~ao controlados por para^metros que denem a pro-
babilidade de suas aplicac~oes. Estes para^metros s~ao congurados no momento do
projeto e seus ajustes inuenciam o desempenho do algoritmo.
Os operadores geneticos utilizados pelo algoritmo s~ao reproduc~ao, crossover
e mutac~ao, explanados a seguir.
 Operador de Crossover ou Recombinac~ao
O operador de crossover cria novos indivduos atraves da combinac~ao de
dois ou mais indivduos selecionados aleatoriamente. O objetivo desta aplica-
c~ao e a troca de informac~ao entre diferentes soluc~oes candidatas [52], [84] e
[85].
Este operador pode ser utilizado de maneiras distintas, entre as quais,
as mais comuns s~ao: Crossover ponto unico: um ponto de cruzamento e
escolhido e a partir dele as informac~oes geneticas dos indivduos escolhidos
aleatoriamente s~ao trocadas. A gura de crossover ponto unico pode ser vista
em 2.8:
Figura 2.8: Operac~ao de Crossover Realizada em um Ponto.
Crossover multi-pontos: e uma generalizac~ao da ideia de troca de mate-
rial genetico, na qual muitos pontos de cruzamento podem ser utilizados. A
operacao de crossover multi-pontos pode ser visto na Figura 2.9.
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Figura 2.9: Operac~ao de Crossover Multi Pontos.
Segundo [125] n~ao ha nenhuma comprovac~ao de que alguma maneira de
utilizac~ao do operador de crossover apresente um desempenho superior as de-
mais. Apenas e possvel vericar que cada maneira de se aplicar o operador
e particularmente eciente para uma determinada classe de problemas, e para
outras, n~ao.
 Operador de Mutac~ao
O operador de mutac~ao tem como objetivo manter e propiciar a diversi-
dade genetica da populac~ao [52] [84] e [85].
Este operador implica na alterac~ao aleatoria de uma ou mais caracters-
ticas de um cromossomo escolhido, propiciando assim, a introduc~ao de novos
elementos na populac~ao. A utilizac~ao deste operador visa resgatar material
genetico perdido e inserir material n~ao explorado, prevenindo desta maneira a
converge^ncia prematura do algoritmo para soluc~oes sub-otimas [23]. O opera-
dor de mutac~ao pode ser visto na gura 2.10.
Figura 2.10: Operac~ao de Mutac~ao.
 Operador de Reproduc~ao
O operador de reproduc~ao tem como objetivo manter os melhores indiv-
duos na gerac~ao seguinte.
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A operac~ao de reproduc~ao consiste em simplesmente copiar o indivduo
de uma gerac~ao para a outra, com isso, garantir que o resultado nunca ira
piorar. Este tipo de operac~ao so e utilizado quando se trabalha com a tecnica
elitista. A operac~ao de reproduc~ao pode ser vista na gura 2.11.
Figura 2.11: Operac~ao de Reproduc~ao.
2.6.4 Congurac~ao dos Para^metros
Existem quatro importantes para^metros de controle que inuenciam o desem-
penho do algoritmo genetico: tamanho da populac~ao, numero de gerac~oes, proba-
bilidade de crossover e probabilidade de mutac~ao [52], [84] e [85]. A congurac~ao
adequada destes para^metros e um dos passos importantes no momento do projeto,
pois a ecie^ncia do algoritmo dependente disto. Esta congurac~ao e determinada
por tentativa e erro. Apesar de diversas pesquisas na area, n~ao existe uma regra
determinstica para o projetista estipular estes para^metros de maneira a obter uma
adequada relac~ao quanto aos topicos de diversidade na populac~ao e a capacidade de
converge^ncia do algoritmo [23].
Algumas tecnicas adaptativas de ajuste de para^metros ve^m sendo sugeridas
por pesquisadores, mas ainda nenhuma destas abordagens apresentou uma melhoria
signicativa no desempenho da busca [70].Na literatura e possvel encontrar algu-
mas recomendac~oes. Srinivas e Patnaik [112] comentam que aplicac~oes tpicas de
algoritmos geneticos utilizam populac~ao entre 30 e 200 indivduos, probabilidade de
recombinac~ao entre 0.5 e 1.0, e probabilidade de mutac~ao entre 0.001 a 0.01.
Tamanho da Populac~ao
O tamanho da populac~ao e um para^metro que deve ser denido considerando-
se dois aspectos importantes [37]:
 Cobertura do espaco de busca da soluc~ao do problema;
 Tempo computacional.
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O tamanho da populac~ao determina o numero de cromossomos na populac~ao,
afetando diretamente o desempenho global e a ecie^ncia dos AG's. Com uma popu-
lac~ao pequena o desempenho pode cair, pois deste modo a populac~ao fornece uma
pequena cobertura do espaco de busca do problema. Uma grande populac~ao ge-
ralmente fornece uma cobertura representativa do domnio do problema, alem de
prevenir converge^ncias prematuras para soluc~oes locais ao inves de globais. No en-
tanto, para se trabalhar com grandes populac~oes, s~ao necessarios maiores recursos
computacionais, ou que o algoritmo trabalhe por um perodo de tempo muito maior.
Numero de Gerac~oes
O numero de gerac~ao e um para^metro que ira controlar a evoluc~ao dos
indivduos, pois este determina o numero de iterac~oes do algoritmo.
Probabilidade de Crossover
A probabilidade de crossover indica com qual taxa o operador de crosso-
ver atua sobre os indivduos selecionados na populac~ao. O aumento deste valor
possibilita a introduc~ao mais rapida de novos indivduos nas gerac~oes.
Valores baixos de probabilidade de crossover podem ocasionar uma conver-
ge^ncia muito lenta do algoritmo, e valores altos podem acarretar a retirada rapida
de indivduos com boas aptid~oes, gerando perdas de soluc~oes.
Probabilidade de Mutac~ao
Determina a probabilidade em que uma mutac~ao ocorrera. Mutac~ao e
utilizada para dar nova informac~ao para a populac~ao e tambem para prevenir que a
populac~ao se sature com cromossomos semelhantes (Converge^ncia Prematura). Uma
baixa taxa de mutac~ao previne que uma dada posic~ao que estagnada em um valor,
alem de possibilitar que se chegue em qualquer ponto do espaco de busca. Com uma
taxa muito alta a busca se torna essencialmente aleatoria alem de aumentar muito
a possibilidade de que uma boa soluc~ao seja destruda. A melhor Taxa de Mutac~ao
e dependente da aplicac~ao mas, para a maioria dos casos e entre 0,001 e 0,1.
2.6.5 Converge^ncia
O estudo de converge^ncia dos AG pode ser distinguidos em duas grandes areas
de pesquisas. A primeira linha de pesquisa resulta de investigac~oes teoricas por
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[60] e [52] e s~ao baseados no teorema dos schemata e analise da func~ao de Walsh.
Porem, uma busca global de crossover e mutac~ao n~ao e considerada possvel atraves
do teorema dos schemata. Alem do mais, a analise da func~ao Walsh tem sido usado
para evoluir o feno^meno da decepc~ao, que e o caso onde n~ao se encontram resultados
otimos, mas n~ao pode analisar o comportamento geral dos AG.
Uma segunda linha de pesquisa trata AG como uma Cadeia de Markov.
Em [103] e provado a converge^ncia global do AG com a estrategia Elitista e em
[108] e investigado um determinante no qual a taxa de converge^ncia depende dele.
Mostrou-se que a principal depende^ncia esta ligada ao segundo maior valor dos auto-
valores da matriz de transic~ao da Cadeia de Markov. Porem, os autores n~ao podem
explicar como esta matriz e afetada pelos para^metros do AG, como taxa de mutac~ao
e crossover, para melhorar a converge^ncia do AG. Existe uma grande discuss~ao a
respeito do ajuste dos para^metros do AG na literatura. Em [112] utiliza-se a heurs-
tica, propondo que o tamanho da populac~ao, a taxa de crossover e a taxa de mutac~ao
devem estar no intervalo de [30; 200], [0:5; 1:0] e [0:001; 0:05], respectivamente.
Criterios de Parada
A nalizac~ao ideal do algoritmo genetico seria a interrupc~ao do procedi-
mento somente no momento em que a soluc~ao global fosse encontrada. Porem, a
maneira de se identicar este ponto global e desconhecida na maioria dos casos [37].
Devido a isto, e necessario estipular um criterio de parada que pode ser feita de
diversas formas, como por exemplo, a observac~ao da converge^ncia da populac~ao,
que ocorre quando praticamente todos os indivduos s~ao copias ide^nticas da mesma
seque^ncia de genes [52] [84] e [85]. A determinac~ao de um numero maximo de gera-
c~oes ou limitac~ao do tempo de processamento, tambem podem ser utilizados.
2.7 Conclus~ao do Captulo
Modelos n~ao-lineares possibilitam um retrato mais el do processo quando este
se faz necessario. Apesar de apresentar uma complexidade maior, apenas a represen-
tac~ao a partir de um modelo n~ao-linear permite a analise de algumas caractersticas
do sistema como oscilac~oes e bifurcac~oes ([90]).
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Neste captulo foram mostrados dois tipos de modelos n~ao-lineares que s~ao
utilizados neste trabalho, sendo o Hammerstein e as Redes Neurais. Foram descritas
tambem as estruturas destes modelos, bem como as tecnicas de identicac~ao. No
Modelo Hammerstein a estrutura e caracterizada pela ordem do polino^mio n~ao-linear
e pela ordem do modelo linear CARIMA. Ja na rede neural, a estrutura e caracteri-
zada pelo numero de regressores e pela quantidade de neuro^nios na camada oculta.
A identicac~ao dos para^metros do modelo neural e obtida na fase de treinamento da
rede, enquanto que a identicac~ao do modelo Hammerstein e feita atraves do me-
todo dos Mnimos Quadrados. No nal, e comentado sobre o metodo de validac~ao do
modelo Neural, que se assemelha ao metodo de validac~ao do modelo Hammerstein.
No nal do captulo foram abordados os conceitos basicos envolvidos nos
Algoritmos Geneticos, cujo princpio e baseado nos mecanismos de selec~ao natural.
Portanto, utiliza as mesmas terminologias usadas na Genetica como Gene, Cromos-
somo, Populac~ao, Gerac~ao, Mutac~ao, etc, a m de elaborar o Algoritmo. Foram
discutidas quest~oes importantes como gerac~ao da populac~ao inicial, metodos de se-
lec~ao dos indivduos, congurac~ao dos para^metros e converge^ncia.
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Captulo 3
Controle Preditivo Baseado em
Modelos Lineares
A utilizac~ao de modelos lineares numa aplicac~ao de controle preditivo e bas-
tante comum pois, alem da popularidade deste tipo de modelo, muitas vezes, torna-se
necessario o emprego de um modelo simplicado para possibilitar que todos os calcu-
los envolvidos sejam realizados dentro do intervalo correspondente a um perodo de
amostragem viabilizando, assim, o controle em tempo real. Um modelo linear pos-
sibilita, tambem, uma soluc~ao analtica para o problema de minimizac~ao da func~ao
custo quando n~ao s~ao consideradas restric~oes. A opc~ao por um modelo linear para
a representac~ao da planta deve ser a escolha preferencial sempre que este possibilite
que o controlador alcance o desempenho almejado pelo usuario [14].
Nos ultimos anos houve um grande crescimento nas aplicac~oes industriais
de controle preditivo baseado em modelos lineares. A Tabela 3.1 apresenta algumas
destas aplicac~oes presentes no trabalho de Qin e Badgwell [93]. Este estudo vem a
conrmar a industria qumica e a do petroleo como principais areas de aplicac~ao das
estrategias de controle preditivo baseado em modelo linear (MPC).
3.1 Controle por Matriz Dina^mica (DMC)
O controlador DMC (Dynamic Matrix Control) desenvolvido por C. R. Cutler
e B. L. Ramaker foi um dos primeiros controladores preditivos baseados em modelo
a apresentar disponibilidade comercial.
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Tabela 3.1: Aplicac~oes Comerciais de MPC.
Area Adersa Aspen Honneywel Invensys SGS Total
Technology Hi-Spec
renaria 1200 480 280 25 - 1985
petroquimica 450 80 - 20 - 550
qumica 100 20 03 21 - 144
papel 18 50 - - - 68
ar e gas - 10 - - - 10
utilidades - 10 - 04 - 14
metalurgia 08 06 07 16 - 37
alimentos - - 41 10 - 51
polmeros 17 - - - - 17
fornos - - 42 03 - 45
aeroespacial - - 13 - - 13
automotiva - - 07 - - 07
outras 40 40 1045 26 450 1601
Total 1833 696 1438 125 450 4542
3.1.1 DMC Monovariavel
O DMC para um sistema SISO e baseado no modelo n~ao-parametrico da resposta
ao degrau dado por:
y(t) =
1X
i=1
giu(t  i) (3.1)
Os valores previstos ao longo de um horizonte s~ao calculados por:
y^(t+ kjt) =
1X
i=1
giu(t+ k + i) + n^(t+ kjt) = (3.2)
=
kX
i=1
giu(t+ k   i) +
1X
i=k+1
giu(t+ k   i) + n^(t+ kjt)
onde n^ e o disturbio. Considerando os disturbios constantes, isto e n^(t + kjt) =
n^(tjt) = ym(t)  y^(tjt); (3.2) pode ser reescrita como:
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y^(t+ kjt) =
kX
i=1
giu(t+ k   i) +
1X
i=k+1
giy(t+ k   i) + ym(t)  (3.3)
 
1X
i=1
giu(t  i) =
kX
i=1
giu(t+ k   i) + f(t+ k)
onde f(t+ k) e a resposta livre do sistema, isto e, parte da resposta que depende de
valores passados do sistema e e dada por:
f(t+ k) = ym(t) +
1X
i=1
(gk+i   gi)u(t  i) (3.4)
Se o processo e estavel, o coeciente gi da resposta ao degrau, tende a um
valor constante depois de N perodos de amostragem, assim, pode-se considerar que:
gk+i   gi  0; i > N (3.5)
Desta forma, (3.4) pode ser reescrita como:
f(t+ k) = ym(t) +
NX
i=1
(gk+i   gi)u(t  i) (3.6)
Agora, as predic~oes podem ser calculadas ao longo de um horizonte de
predic~ao (k = 1; :::; N2), considerando Nu ac~oes de controle:
y^(t+ 1) = g1u(t) + f(t+ 1)
y^(t+ 2) = g2u(t) + g1u(t+ 1) + f(t+ 2)
...
y^(t+N2) =
PN2
i=N2 Nu+1 giu(t+N2   i) + f(t+N2)
(3.7)
Denindo uma Matriz Dina^mica G N2 Nu como:
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G =
266666664
g1 0 : : : 0
g2 g1 : : : 0
...
...
. . .
...
gNu gNu 1 : : : 0
...
...
. . .
...
gN2 gN2 1 : : : gN2 Nu 1
377777775
(3.8)
ent~ao a Equac~ao de Predic~ao (3.7) pode ser escrita como:
y^ = Gu+ f (3.9)
onde y^ = [y^(t + 1); y^(t + 2); : : : ; y^(t + N2)]
T ; u = [u(t) u(t + 1); : : : ;u(t +
Nu   1)]T ; f = [f(t+ 1); f(t+ 2); : : : ; f(t+N2)]T :
3.1.2 Soluc~ao do DMC Irrestrito
Para solucionar o problema do DMC, uma seque^ncia de sinais de controle u(t),
u(t+1),...,u(t+Nu  1) sera obtida para minimizar a express~ao (1.1), que pode
ser escrita na seguinte forma matricial: .
J = (Gu+ f   w)T (Gu+ f   w) + uTu (3.10)
onde w e o vetor de refere^ncia futura dado por:
w = [w(t+ d+ 1) w(t+ d+ 2) ::: w(t+ d+N)]T (3.11)
A express~ao (3.10) pode ser escrita como:
J =
1
2
uTGu+ bTu+ f (3.12)
onde:
G = 2(GTG+ I)
bT = 2(f   w)TG
f = (f   w)T (f   w)
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O mnimo de J , assumindo que n~ao existe restric~oes no sinal de controle, e
linear e e obtido tomando a derivada de J em relac~ao a u e igualando a zero,
obtendo-se:
u =  G 1b = (GTG+ I) 1GT (w   f) (3.13)
O sinal de controle que e enviado para o processo e apenas o primeiro elemento
do vetor u, que e dado por:
u(t) = K(w   f) (3.14)
onde K e dado por:
K = (GTG+ I) 1GT  (3.15)
3.1.3 Caso Restrito Monovariavel
Na pratica, porem, todo tipo de processo esta sujeito a restric~oes, que po-
dem ser: limitac~oes nos atuadores, limitac~oes nos sensores, limitac~oes nos sinais de
controle, limitac~oes dos sinais de sada, ou seja:
1. Variac~ao do controle: u(t) = u(t)   u(t   1); umin  u(t + j) 
umax; j = 0; 1; :::; Nu   1
2. Sinal de controle: u(t); umin  u(t+ j)  umax; j = 0; 1; :::; Nu   1
3. Sinal da sada predita: y^(t); ymin  y^(t+ j)  ymax; j = d+ 1:::; d+N
Quando restric~oes s~ao levadas em considerac~ao, n~ao existe uma soluc~ao expl-
cita como foi mostrado anteriormente, desta forma, o problema de programac~ao
quadratica denido abaixo deve ser solucionado:
min
u
J(u) sa

Su  c (3.16)
onde:
S =
26666664
 Nu
  Nu
TNu
 TNu
G
 G
37777775
(4Nu+2N)Nu
; c =
26666664
 Nuumax
  Nuumin
 Nu(umax   u(t  1))
 Nu(u(t  1)  umin)
 Nymax   f
f   Nymin
37777775
(4Nu+2N)1
(3.17)
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 Nu =
26664
1
1
...
1
37775
Nu1
(3.18)
onde:
TNu =
26664
1 0 0 : : : 0
1 1 0 : : : 0
...
...
...
. . .
...
1 1 1 : : : 1
37775
NuNu
(3.19)
Detalhes sobre a formac~ao desta matriz de restic~oes podem ser vistos em
[28]. O problema de programac~ao quadratica e solucionado neste trabalho usando a
func~ao quadprog do MATLAB. O resultado e um vetor u no qual apenas o primeiro
elemento u(t) e enviado para o processo para fazer com que a sada se aproxime
da refere^ncia desejada, ao mesmo tempo minimizando a func~ao(3.12), respeitando
as limitac~oes do processo impostas atraves das restric~oes.
3.1.4 DMC Multivariavel
Considera-se um sistema com dina^mica MIMO com m entradas (ul; l =
1; :::;m) e n sadas (yj; j = 1; :::; n) que pode ser descrito pela equac~ao 3.20:
yj(t) =
mX
`=1
1X
q=1
gj`(q)u`(t  q) (3.20)
onde: gjl e a sada da resposta ao degrau j em relac~ao a entrada l, e ul(t) =
ul(t)   ul(t   1), e a variac~ao do sinal de controle. Denota-se y^j(t + 1) a seque^ncia
da sada j prevista do sistema, i passos a frente do instante atual t, e wj(t + i) e a
predic~ao do set point da sada j de i passos a frente.
A ideia basica do DMC multivariavel e calcular um sinal de controle futuro
ao longo de um horizonte de controle Nu, i.e., ul(t + i), para l = 1; 2; :::;m e i =
0; :::; N2   1, de tal maneira que minimize a func~ao custo:
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nX
j=1
N2X
i=1
j(y^j(t+ i)  rj(t+ i))2 +
mX
`=1
Nu 1X
i=0
ju
2
`(t+ i) (3.21)
onde: j; j s~ao fatores de ponderac~ao e N2 e o horizonte de predic~ao. Considerando
ul(k + i) = 0, i > Nu, e assumindo que existe um numero inteiro Ns tal que
ul(t) = 0 para t > Ns, e l = 1; :::;m, a sada prevista a partir do instante atual t
e dada por:
y^j(t+ i) =
mX
`=1
NsX
q=minf1;i Nu+1g
gj`(q)u`(t+ i  q) (3.22)
Separando as ac~oes futuras das ac~oes de controle passadas, e denindo:
Gj(i) := [gj1(i) gj2(i) : : : gjm(i)]
fj(t+ i) :=
mX
`=1
NsX
q=i+1
gj`(q)u`(t+ i  q)
u(t+ i) := [u1(t+ i) u2(t+ i)
: : :um(t+ i)]
T
(3.23)
pode-se representar a equac~ao (3.22) por:
y^j(t+ i) =
NsX
q=minf1;i hc+1g
Gj(q)u(t+ i  q)
+ fj(t+ i)
(3.24)
onde o primeiro termo de (3.24) e a resposta forcada, que depende das ac~oes de
controle presente e futuras e o segundo termo e a resposta livre, que depende das
ac~oes de controle passadas.
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Sejam os seguintes vetores:
 U := [u(t) u(t+ 1) : : :u(t+Nu   1)]T
^y(t) := [y^1(t) y^2(t) : : : y^n(t)]
T
^Y := [^y(t+ 1) ^y(t+ 2) : : : ^y(t+N2)]
T
f(t) := [f1(t) f2(t) : : : fn(t)]
T
w(t) := [w1(k) w2(k) : : : wn(t)]
T
F := [f(t+ 1) f(t+ 2) : : : f(t+N2)]
T
W := [w(t+ 1) w(t+ 2) : : : w(t+N2)]
T
G(i) := [G1(i) G2(i) : : : Gn(i)]
T
(3.25)
Usando as denic~oes (3.25), pode-se representar as n sadas previstas ao longo de
um horizonte de predic~oes N2 por:
^Y = GU + F (3.26)
onde G tem dimens~ao nN2 mNu e e dada por:
G =
266666664
G(1) 0    0
G(2) G(1)    0
...
...
. . .
...
G(Nu) G(Nu   1) : : : G(1)
...
...
. . .
...
G(N2) G(N2   1) : : : G(N2  Nu   1)
377777775
Dene-se  como uma matriz diagonal contendo para^metros de pondera-
c~oes j, j = 1; :::;m, e  uma matriz mNu mNu dada por:
 =
26664
 0    0
0     0
...
...
. . .
...
0 0 : : : 
37775
De (3.26), pode-se representar a func~ao custo (3.21) por:
1
2
UT HU + BTU + F (3.27)
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onde H = 2( GT G+ ); BT = 2( F   W )T H e F = ( F   W )T ( F   W ):
A soluc~ao do problema do Controle Preditivo DMC e dividida em duas
partes: na primeiro, calcula-se o vetor de controle  U pela minimizac~ao da func~ao
custo (3.27). Em seguida, aplica-se o sinal u(t) na entrada do processo e descarta-
se os sinais futuros u(t+ i), i = 1; :::; Nu   1:
3.2 Controle Preditivo Generalizado (GPC)
O metodo do GPC foi proposto por Clarke et al [19] e tem sido largamente
utilizado em aplicac~oes industriais como pode ser visto em [18], mostrando bom
desempenho e robustez. Esta metodologia de controle abrange uma ampla faixa de
processos, desde as plantas com dina^micas mais simples ate aquelas mais complexas
com atraso de transporte, fase n~ao-mnima, instabilidade em malha aberta alem de
restric~oes nos sinais de controle e na sada do processo. Basicamente o que diferencia
o GPC do DMC e o metodo de obtenc~ao da matriz de previs~ao, pois a forma de
calcular a soluc~ao minimizando a func~ao custo e a mesma. Portanto a e^nfase do
texto que segue e mostrar como determinar a previs~ao da sada do sistema.
3.2.1 GPC Monovariavel
O GPC utiliza um modelo interno para gerar as previs~oes futuras do com-
portamento do processo, representado pelo modelo CARIMA :
A(q 1)y(t) = q dB(q 1)u(t  1) + C(q 1)e(t)

(3.28)
onde: u(t) e y(t) s~ao as seque^ncias de controle e sada da planta respectivamente, e(t)
e um ruido branco de media zero, d e o atraso de transporte do sistema,  = 1 q 1
e A, B, e C s~ao polino^mios em q 1 da seguinte forma:
A(q 1) = 1 + a1q 1 + a2q 2 + :::+ anaq na
B(q 1) = b0 + b1q 1 + b2q 2 + :::+ bnbq nb
C(q 1) = 1 + c1q 1 + c2q 2 + :::+ cncq nc
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Por motivo de simplicac~ao, o polino^mio C(q 1) e considerado igual a 1.
O algoritmo de GPC consiste em obter uma seque^ncia de controle u(t),
u(t + 1),... de tal maneira que a sada prevista do processo y^(t + j) acompanhe
a refere^ncia w(t + j) com um menor erro possvel, alem da minimizac~ao da func~ao
objetivo (1.1).
Predic~ao Usando o Modelo Monovariavel
Sera determinado a seguir, o preditor j passos a frente y^(t+j) denido por:
y^(t+ j) = min
q
Ef(y(t+ j)  q)2g1 (3.29)
De acordo com [110]:
y^(t+ j) = Efy(t+ j)jy0; y1; :::; y(t)g (3.30)
Observe que (3.28) e equivalente a:
~A(q 1)y(t) = q dB(q 1)u(t  1) + e(t) (3.31)
onde ~A = (1  q 1)A, u = (1  q 1)u. Considerando a Equac~ao Diofantina,
1 = Ej(q
 1) ~A(q 1) + q jFj(q 1) (3.32)
onde os polino^mios Ej e Fj s~ao unicamente denidos com graus de j 1 e na respec-
tivamente. Multiplicando (3.31) por Ejq
j e usando o fato de que ~A(q 1)Ej(q 1) =
1  q jFj(q 1), conclui-se que:
y^(t+ j) = Fj(q
 1)y(t) +Ej(q 1)B(q 1)u(t+ j   d  1) +Ej(q 1)e(t+ j) (3.33)
Como o polino^mio Ej(q
 1) tem grau j   1, os termos que multiplicam o rudo
e(t + j) est~ao no futuro. Ent~ao, aplicando E[y(t + j)jy0; y1; :::; y(t)] em (3.33),
obtem-se:
y^(t+ j) = Fj(q
 1)y(t) + Ej(q 1)B(q 1)u(t+ j   d  1) (3.34)
1Preditor j passos a frente que minimiza a varia^ncia do erro de previs~ao
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Denindo:
Gj(q
 1) = Ej(q 1)B(q 1) = g0 + g1q 1 + g2q 2 + :::+ gnb+j 1q (nb+j 1)
chega-se a seguinte express~ao:
y^(t+ j) = Fj(q
 1)y(t) +Gj(q 1)u(t+ j   d  1) (3.35)
Observe que Gj(q
 1)u(t+ j   d  1), j  d+1, possui termos com ac~oes
de controle passadas, presentes e futuras. Para separa-los, dene-se um polino^mio
Hj de ordem j   d  1 dado por:
Hj(q
 1) = g0 + g1q 1 + g2q 2 + :::+ gj d 1q (j d 1) (3.36)
e tambem um outro polino^mio Hj(q
 1) por:
Hj(q
 1) = Gj(q 1) Hj(q 1) = gj dq (j d) + :::+ gnb+j 1q (nb+j 1) (3.37)
Portanto, para j  d+ 1, Hj(q 1)u(t+ j   d  1) e um polino^mio com ac~oes
de controle presente e futuro e Hj(q
 1)u(t+ j   d  1) e um polino^mio com ac~oes
de controle passadas.
Usando o Lema 1 [28] para j = d+ l, a equac~ao de predic~ao (3.35) sera:
y^(t+ d+ l) = Hd+lu(t+ l   1) + qlHd+l(q 1)u(t  1) + Fd+l(q 1)y(t) (3.38)
Considerando um horizonte de previs~ao j = d + l, e usando (3.38) para
1  l  N; obtem-se o seguinte sistema de equac~oes:
y^(t+ d+ 1) = Hd+1u(t) + qHd+1u(t  1) + Fd+1y(t)
y^(t+ d+ 2) = Hd+2u(t+ 1) + q
2Hd+2u(t  1) + Fd+2y(t)
...
y^(t+ d+N) = Hd+Nu(t+N   1) + qNHd+Nu(t  1) + Fd+Ny(t)
(3.39)
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Considerando (3.39) e usando o Lema 2 [28], chega-se a seguinte express~ao
matricial:
y^ = Gu+H(z 1)u(t  1) + F(z 1)y(t) (3.40)
onde:
y^ =
26664
y^(t+ d+ 1)
y^(t+ d+ 2)
...
y^(t+ d+N)
37775
N1
(3.41)
u =
26664
u(t)
u(t+ 1)
...
u(t+Nu   1)
37775
Nu1
(3.42)
G =
266666664
g0 0 : : : 0
g1 g0 : : : 0
...
...
. . .
...
gNu 1 gNu 2 : : : g0
...
...
. . .
...
gN 1 gN 2 : : : gN Nu
377777775
NNu
(3.43)
H =
26664
qHd+1
q2Hd+2
...
qNHd+N
37775
N1
(3.44)
F(q 1) =
26664
Fd+1(q
 1)
Fd+2(q
 1)
...
Fd+N(q
 1)
37775
N1
(3.45)
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Denindo:
f = H(q 1)u(t  1) + F(q 1)y(t) (3.46)
como resposta livre, que depende das entradas e sadas passadas, chega-se a seguinte
express~ao:
y^ = Gu+ f
Predic~ao do Modelo Monovariavel com Disturbio
Neste caso, o GPC tambem utilizara um modelo interno para gerar as previ-
s~oes futuras da sada sujeita a disturbio mensuraveis. Porem, dentro deste novo
algoritmo, o modelo CARIMA deve ser modicado para que se possa incluir a ac~ao
devido ao disturbio, o qual e dado por:
A(q 1)y(t) = q dB(q 1)u(t  1) +D(q 1)v(t) + e(t)

(3.47)
onde a variavel v(t) e o disturbio medido no tempo t e D(q 1) e um polino^mio
denido como (3.48) e as outras variaveis s~ao as mesmas mencionadas anteriormente.
D(q 1) = d0 + d1q 1 + d2q 2 + :::+ dndq nd (3.48)
Multiplicando (3.47) por Ej(q
 1)qj:
Ej(q
 1) ~A(q 1)y(t+ j) = Ej(q 1)B(q 1)u(t+ j   d  1) (3.49)
+ Ej(q
 1)D(q 1)v(t+ j) + Ej(q 1)e(t+ j)
Usando (3.32) e algumas manipulac~oes algebricas tem-se:
y(t+ j) = Fj(q
 1)y(t) + Ej(q 1)B(q 1)u(t+ j   d  1) (3.50)
+ Ej(q
 1)D(q 1)v(t+ j) + Ej(q 1)e(t+ j)
Como o polino^mio Ej(q
 1) tem grau j   1, os termos que multiplicam o
rudo e(t+ j) est~ao no futuro. Ent~ao, aplicando E[y(t+ j)jy0; y1; :::; y(t)] tem-se:
y^(t+ j) = Gj(q
 1)u(t+ j   d  1) + Fj(q 1)y(t) + Ej(q 1)D(q 1)v(t+ j)
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Denindo o polino^mio Mj(q
 1) = Ej(q 1)D(q 1), onde:
Mj = m0 +m1q
 1 +m2q 2 + :::+mnd+j 1q (nd+j 1)
Usando os polino^mios Hj e Hj denidos em (3.36) e (3.37), a equac~ao de
predic~ao para j = d+ l sera dada por:
y^(t+ d+ l) = Hd+l(q
 1)u(t+ l   1) + Fd+l(q 1)y(t) + qlHd+l(q 1)u(t  1)
+ Md+l(q
 1)v(t+ d+ l) (3.51)
Note que na equac~ao (3.51), os tre^s ultimos termos do lado direito depen-
dem apenas dos valores passados da sada do processo, da variavel de entrada e do
disturbio medido, e correspondem a resposta livre do processo, enquanto o primeiro
termo depende dos valores futuros do sinal de controle e podem ser considerados
a resposta forcada. O ultimo termo da equac~ao (3.51) depende de um disturbio
determinstico futuro. Se o disturbio futuro for supostamente constante e igual ao
ultimo valor medido (v(t + j) = v(t)), ent~ao v(t + j) = 0 e assim o ultimo termo
de (3.51) pode ser desprezado. Deste modo, (3.51) pode ser escrita como:
y^(t+ d+ l) = Hd+lu(t+ l   1) + fd+l
com fd+l = Fd+l(q
 1)y(t) +Md+l(q 1)v(t+ d+ l) + qlHd+l(q 1)u(t  1).
Considerando agora um conjunto de previs~oes j = d+ l; l = 1:::N passos a
frente:
y^(t+ d+ 1) = Hd+1(q
 1)u(t) + fd+1
y^(t+ d+ 2) = Hd+2(q
 1)u(t+ 1) + fd+2
...
y^(t+ d+N) = Hd+N(q
 1)u(t+N   1) + fd+N
(3.52)
Desta forma, as express~oes podem ser escritas como:
y^ = Gu+ f (3.53)
onde G esta denido em (3.43), u em (3.42). Observe que (3.53) tem a mesma
forma da equac~ao de previs~ao geral usada no caso sem disturbio. O sinal de controle
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futuro pode ser encontrado da mesma maneira, o que muda neste caso e a forma
na qual encontra-se a resposta livre do processo, onde deve-se incluir os disturbios
medidos e os disturbios futuros previstos. Portanto, a ac~ao de controle sera obtida
atraves de (3.14) e leva em considerac~ao os disturbios (ac~ao feedforward).
3.2.2 GPC Multivariavel
Seja o sitema Multivariavel com m entradas e n sadas:
~Ai(q
 1)yi(t) = q dBi;1(q 1)u1(t  1) + q dBi;2(q 1)u2(t  1) (3.54)
+ :::+ q dBi;mum(t  1); i = 1; 2; :::;m
Sejam os polino^mios Eij e F
i
j com graus de j 1 e na respectivamente, unicamente
determinados pela Equac~ao Diofantina,
1 = Eij(q
 1) ~A(q 1) + q jF ij (q
 1) (3.55)
Da mesma forma que no caso monovariavel, dene-se os polino^mios:
Gi;`j (q
 1) = Eij(q
 1)Bi;`(q 1) = g
i;`
0 + g
i;`
1 q
 1 + gi;`2 q
 2 + :::+ gi;`nb+j 1q
 (nb+j 1)
H i;`j (q
 1) = gi;`0 + g
i;`
1 q
 1 + gi;`2 q
 2 + :::+ gi;`j d 1q
 (j d 1) (3.56)
H
i;`
j (q
 1) = Gi;`j (q
 1) H i;`j (q 1) = gi;`j dq (j d) + :::+ gi;`nb+j 1q (nb+j 1) (3.57)
A predic~ao da sada i, j passos a frente e:
y^i(t+ j) = H
i;1
j u1(t+ j   d  1) +H i;2j u2(t+ j   d  1) (3.58)
+ :::+H i;mj um(t+ j   d  1) + H i;1j u1(t  1)
+ H i;2j u2(t  1) + :::+ H i;mj um(t  1) + F ijyi(t)
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Sejam os vetores:
H ij = [H
i;1
j H
i;2
j : : : H
i;m
j ] (3.59)
H ij = [ H
i;1
j
H i;2j : : :
H i;mj ] (3.60)
Considerando (3.23) e os vetores (3.59) e (3.60), pode-se escrever:
y^i(t+ j) = H
i
ju(t+ j   d  1) + H iju(t  1) + F ijyi(t) (3.61)
Denindo os vetores:
^y(k) =
26664
y^1(t)
y^2(t)
...
y^n(t)
37775
n1
Hj =
26664
H1j
H2j
...
Hnj
37775
nm
H^j =
26664
H^1j
H^2j
...
H^nj
37775
nm
Fj(t) =
26664
F 1j y1(t)
F 2j y2(t)
...
F nj yn(t)
37775
nm
As previs~ao das n sadas j passos a frente, podem ser escritas na seguinte forma
matricial:
y^(t+ j) = Hju(t+ j   d  1) + Hu(t  1) + Fj(t) (3.62)
Realizando previs~oes d+1 a N2 passos a frente, chega-se a seguinte matriz de
previs~oes:26664
^y(t+ d+ 1)
^y(k + d+ 2)
...
^y(t+ d+N2)
37775
(nN)1
=
26664
Hd+1u(t)
Hd+2u(t+ 1)
...
Hd+N2u(t+Nu   1)
37775
(nN)m
(3.63)
+
26664
Hd+1
Hd+1
...
Hd+Nu
37775
nNm
u(k   1)mX1 +
26664
Fd+1
Fd+2
...
Fd+Nu
37775
nNm
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onde: N = N2   d. Tendo em vista as denic~oes de Hj e Hj, pode-se escrever:266666664
^y(t+ d+ 1)
^y(t+ d+ 2)
...
^y(t+ d+Nu)
...
^y(t+ d+N2)
377777775
(nN)1
=
266666664
g0 0 : : : 0
g1 g0 : : : 0
...
...
. . .
...
gNu d 1 gNu d 2 : : : g0
...
...
. . .
...
gN2 d 1 gN2 d 2 : : : gN2 Nu d 1
377777775
(nN)(mNu)
 (3.64)

26664
u(t)
u(t+ 1)
...
u(t+Nu   1)
37775
(mNu)1
+
266666664
Hd+1
Hd+2
...
Hd+Nu
...
Hd+N2
377777775
(nN)m
u(t  1)m1
+
266666664
Fd+1(k)
Fd+2(k)
...
Fd+Nu(k)
...
Fd+N2(k)
377777775
(nN)1
onde:
gt =
26664
g1;1t g
1;2
t : : : g
1;m
t
g2;1t g
2;2
t : : : g
2;m
t
...
...
. . .
...
gn;1t g
n;1
t : : : g
n;m
t
37775 (3.65)
Desta maneira, pode-se escrever:
^Y = GU + F (3.66)
onde:
^Y =
266666664
^y(t+ d+ 1)
^y(t+ d+ 2)
...
^y(t+ d+Nu)
...
^y(t+ d+N2)
377777775
(nM)1
G =
266666664
g0 0 : : : 0
g1 g0 : : : 0
...
...
. . .
...
gNu d 1 gNu d 2 : : : g0
...
...
. . .
...
gN2 d 1 gN2 d 2 : : : gN2 Nu d 1
377777775
(nN)(mNu)
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U =
26664
u(t)
u(t+ 1)
...
u(t+Nu   1)
37775
(mNu)1
F =
266666664
Hd+1
Hd+2
...
Hd+Nu
...
Hd+N2
377777775
(nN)m
u(t 1)m1+
266666664
Fd+1(t)
Fd+2(t)
...
Fd+Nu(t)
...
Fd+N2(t)
377777775
(nN)1
3.3 Conclus~ao do Captulo
Neste captulo, foi feita uma revis~ao bibliograca a respeito dos controlado-
res preditivo lineares mais usados na literatura. Primeiro, foram descritos o DMC
monovariavel e multivariavel, no qual foram mostrados os passos para o desenvolvi-
mento deste algoritmo. Alem disto, relatou-se tambem, que este tipo de algoritmo
usa como modelo a entrada ao degrau que e mais simples de implementar, porem so
pode ser utilizado em processos estaveis.
Em seguida, descreveu-se o Controlador Preditivo Generalizado (GPC) mo-
novariavel e multivariavel com e sem disturbio. Foram mostrados, assim como o
DMC, os passos para a execuc~ao deste algoritmo. Basicamente o que diferencia o
GPC do DMC e o metodo de obtenc~ao da matriz de previs~ao, pois a forma de calcu-
lar a soluc~ao minimizando a func~ao custo e a mesma. No entanto, constatou-se que
o modelo utilizado no GPC e o modelo de func~ao de transfere^ncia do tipo CARIMA
e o mesmo pode ser utilizado para processos estaveis ou n~ao, com atraso de trans-
porte e de fase n~ao mnima. Observou-se que as dimens~oes das matrizes de previs~ao
e das matrizes de restric~oes do DMC e do GPC, aumentam proporcionalmente com
os horizontes de controle e de previs~ao, contribuindo para que o tempo de proces-
samento seja mais longo, alem de aumentar a possibilidade da obtenc~ao de soluc~oes
n~ao factveis. Da a necessidade de realizar uma sintonia adequada do controlador
preditivo, conforme sera visto no captulo seguinte.
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Captulo 4
Sintonia do MPC Linear
O bom desempenho do controlador preditivo e obtido somente se os para^metros
de sintonia, horizonte de predic~ao (N2), horizonte de controle (Nu), ponderac~ao do
erro de previs~ao (), fator de supress~ao (), constante da trajetoria de refere^ncia ,
s~ao adequadamente denidos pelo projetista. Entretanto, a selec~ao destes para^me-
tros n~ao e uma tarefa facil, na medida em que n~ao ha nenhum guia preciso para a
selec~ao que assegure a estabilidade [10].
Em geral esta sintonia e feita atraves de tentativa e erro, tendo em vista que
o incremento no para^metro  diminui a magnitude (esforco) da variavel manipulada,
tornando a resposta mais lenta e suave; variac~oes em  tambem afetam a robutez do
controlador, de maneira que o aumento neste para^metro proporciona maior robustez;
o incremento nos horizontes de controle e de previs~ao contribui para melhorar a
estabilidade do controlador, o sobressinal e o tempo de subida, mas prejudica a
robustez do controlador. Observa-se tambem que sintonizar o para^metro  , com
os par~ametros N2 e Nu xos, n~ao conduz a bons resultados; mas o caso contrario
permite realizar a sintonia do controlador com mais facilidade. Isto mostra que os
horizontes de controle e de predic~ao possuem maior prioridade no ajuste em relac~ao
ao para^metro :
Este tipo de heurstica, baseada em tentativa e erro, e facilmente aplicada
na sintonia do controlador preditivo de plantas que possuem um comportamento
estavel em malha aberta. No entanto, nos casos em que a planta e instavel em malha
aberta, como e o nvel do molde, e/ou plantas Multivariaveis, como o Laminador,
este procedimento torna-se entediante e, na maioria das vezes quando o processo e
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estabilizado, o desempenho do controlador preditivo ca abaixo das expectativas.
A seguir ser~ao apresentados os metodos que utilizam algum automatismo
na denic~ao dos para^metros de sintonia para o DMC.
4.1 Sintonia atraves do Guia Proposto emDougherty
e Cooper 2003 [34]
O metodo apresentado por Dougherty e Cooper 2003,[34], apresenta uma ex-
press~ao analtica para calcular N2, Nu e o fator energetico  para sistemas SISO e
MIMO. O guia proposto em [34] para ajuste dos para^metros do DMC e descrito nos
seguintes passos:
1. Aproximar a dina^mica do processo para um processo de primeira ordem com
um atraso de transporte (FOPDT):
yj(s)
u`(s)
=
K`je
 (`j)s
`js+ 1
para ` = 1; 2; : : : ; m; j = 1; 2; : : : ; n
no qual, K e o ganho,  e o atraso de tempo e  e a constante de tempo.
2. Selecionar o perodo de amostragem o mais proximo possvel para:
T = min[max(0:1`j; `j)]
3. Calcular o horizonte de predic~ao N2 e o horizonte de modelo Ns:
N2 = Ns = max

5`j
T
+ k`j

onde k`j = int

`j
T
+ 1

4. Calcular o horizonte de controle Nu
Nu = max
h`j
T
+ k`j
i
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5. Selecionar o fator de peso 2j
6. Calcular o fator energetico:
2` =
Nu
10
mX
j=1

2`K
2
`j

N2   k`j   3
2
`j
T
+ 2  (Nu   1)
2
 (4.1)
7. Implementar o DMC usando os para^metros calculados nos passos 1-6.
4.2 Sintonia do MPC Atraves do Algoritmo Ge-
netico
Uma das principais caractersticas do AG e realizar ajuste de todos os para^me-
tros de maneira automatica. A execuc~ao do algoritmo e feita da seguinte maneira:
Primeiramente, deve-se fornecer o modelo do processo. Em seguida denem-se os
para^metros necessarios para a execuc~ao do AG tais como: o tamanho da populac~ao
(M), o numero de gerac~oes (G), a taxa de crossover e a taxa de mutac~ao, o tipo
de func~ao tness considerada e o criterio de selec~ao. Feito isto, M indivduos ser~ao
criados aleatoriamente por AG, que ter~ao o formato conforme (4.2).
[Nu; N2; ; ; ] (4.2)
Depois disto, o AG calculara o tness de cada indivduo dentro da popu-
lac~ao inicial, onde os para^metros sintonizados por AG ser~ao colocados dentro do
algoritmo de MPC com o objetivo de separar os melhores e piores indivduos de
acordo com o tness de cada um. A func~ao tness utilizada neste trabalho pode ser
vista em (4.3).
Fit(Nu; N2; ; ; ) =
1P
abs(y   w)2 (4.3)
onde y e a sada do processo e w e a refere^ncia.
Logo apos, o AG ira fazer a evoluc~ao da especie atraves da realizac~ao das
tre^s operac~oes geneticas mencionadas, onde os melhores indivduos ter~ao uma proba-
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bilidade maior de terem descendentes nas gerac~oes futuras. E importante mencionar
que neste trabalho, foi utilizada a tecnica de elitismo paralelo a selec~ao por roleta,
onde se assegura que os resultados nunca ser~ao piores do que os da gerac~ao anterior,
pois esta tecnica garante os melhores indivduos na gerac~ao seguinte.
O AG ira executar um loop de G gerac~oes, e ao nal ira apresentar o
melhor indivduo que sera o resultado da simulac~ao. Como neste trabalho n~ao se
conhece o valor do ponto otimo a que se deseja chegar, a validade dos resultados
apresentados pelo AG foi comprovada atraves de inumeras simulac~oes e percebeu-se
que o algoritmo sempre convergia para valores muito proximos, podendo assim ser
considerado como um bom resultado.
O algoritmo utilizado pode ser visto a seguir:
Passo 1: Determinar o tamanho da populac~ao M , a taxa de crossover a taxa de
mutac~ao:
Passo 2: Criar a populac~ao inicial contendo M indivduos com o formato de acordo
com (4.2);
Passo 3: Aplicar os para^metros calculados por AG dentro do algoritmo do MPC,
seja ele restrito ou irrestrito;
Passo 4: Determinar a Matriz Dina^mica G de acordo com (3.8);
Passo 5: Determinar a refere^ncia futura w (3.11) e a resposta livre f (3.6);
Passo 6: Determinar o ganho K (3.15);
Passo 7: Determinar o sinal de controle u (3.14) e aplica-lo no processo para
determinar a sada do processo;
Passo 6: Calcular o tness de cada indivduo atraves de (4.3);
Passo 7: Distinguir os melhores e piores indivduos;
Passo 8: Criar uma nova populac~ao usando as operac~oes geneticas;
Passo 9: Ir para o passo 2 ate o numero maximo de gerac~oes ser alcancado;
Passo 10: Apresentar o resultado.
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Com este procedimento, entra-se com o modelo da planta que se deseja
controlar para que o algoritmo calcule os valores dos para^metros do MPC de forma
automatica sem a necessidade de um conhecimento previo do processo. E importante
mencionar que o algoritmo desenvolvido nesta tese pode ser utilizado para qualquer
tipo de processo no qual se possa utilizar o MPC, o que o faz ter uma ampla faixa
de utilizac~ao.
4.3 Comparac~oes entre as Tecnicas de Sintonia
Nesta sec~ao, ser~ao mostrados os resultados dos algoritmos de MPC sinto-
nizado com AG e de acordo com Dougherty e Cooper 2003 [34] para processo linear,
monovariavel e multivariavel, restrito.
4.3.1 DMC Monovariavel Restrito
Para realizar a comparac~ao entre estas metologias, foram selecionados quatro
classes de modelos que, segundo [5], podem ser caracterizados como representativos
da maioria dos processos industriais mais comuns. Tais sistemas est~ao representados
pelas seguintes func~oes de transfere^ncias contnuas:
G1(s) =
1
(s+ 1)2
para  = 0; 1; 3 e 10 (4.4)
G2(s) =
1
(s+ 1)4
(4.5)
G3(s) =
1
(s+ 1)(s+ )(s+ 2)(s+ 3)
para  = 0; 2 e 0; 7 (4.6)
G4(s) =
1  0:1s
(s+ 1)3
(4.7)
Com os diferentes para^metros para cada classe de func~ao de transfere^ncia,
tem-se ao todo sete modelos de sistemas. As restric~oes foram aplicadas no sinal de
controle u(k), na variac~ao do sinal de controle u(k) e na sada do sistema y(k). As
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restric~oes s~ao:
 1  ui(k)  1
 0:1  ui(k)  0:1
0  yi(k)  1:0 (4.8)
A populac~ao gerada pelo AG tem 50 indivduos, o numero de gerac~oes e
30 e a taxa de crossover e mutac~ao e de 0.8 e 0.01 respectivamente para todas as
simulac~oes.
Func~ao G1
Primeiro, sera feito a aproximac~ao da func~ao G1 para os tre^s valores de  para
um modelo de Primeira Ordem com Atraso de Transporte (FOPDT), conforme
(4.9), pois a sintonia feita por Dougherty e Cooper 2003 [34], o modelo necessita
deste formato.
Y (s)
U(s)
=
kpe
 s
s+ 1
(4.9)
Usando a aproximac~ao por Degrau apresentada em [20], as func~oes de trans-
fere^ncia para os tre^s casos s~ao:
G1(s) ' 1e
 0:0318s
0:2682s+ 1
 = 0:1 (4.10)
G1(s) ' 1e
 0:945s
8:055s+ 1
 = 3 (4.11)
G1(s) ' 1e
 3:1s
26:9s+ 1
 = 10 (4.12)
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A Tabela 4.1 compara os para^metros de sintonia do DMC, o ndice de
desempenho ISE e o numero total de restric~oes NR, para os casos  = 0:1;  =
3;  = 10; respectivamente, usando AG e o guia proposto por Dougherty e Cooper
2003 [34].
Tabela 4.1: Para^metros do DMC para G1.
Metodo Nu N2  ISE NR
 0,1 3 10 0,1 3 10 0,1 3 10 0,1 3 10 0,1 3 10
GA 1 1 1 4 3 8 5.58 0.223 0.432 2.85 7.175 16.2 12 10 20
Guia 13 13 13 53 53 53 40.3 40.3 40.3 3.09 7.496 16.53 158 158 158
As Figuras 4.1, 4.2 e 4.3 mostram a comparac~ao da sada y, do sinal de
controle u e da variac~ao de controle u:
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Figura 4.1: Sinal de Resposta y; u e u para G1 com  = 0; 1.
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Figura 4.2: Sinal de Resposta y; u e u para G1 com  = 3.
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Figura 4.3: Sinal de Resposta y; u e u para G1 com  = 10.
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Func~ao G2
Da mesma forma que a func~ao anterior, sera feito tambem uma aproximac~ao de
G2 para uma func~ao do tipo FOPDT, usando o metodo de aproximac~ao ao Degrau
apresentado em [20]. A func~ao aproximada pode ser vista na Equac~ao 4.11:
G2 ' 1e
 1:46s
4:39s+ 1
(4.13)
A Tabela 4.2 mostra os para^metros do DMC sintonizado por AG e por
Dougherty e Cooper [34].
Tabela 4.2: Para^metros do DMC para G2.
Metodo Nu N2  ISE NR
GA 1 5 1.796 8.0068 14
Guia 10 34 18.55 8.072 108
A Figura 4.4 mostra a comparac~ao da sada y, do sinal de controle u e da
variac~ao de controle u para os dois casos.
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Figura 4.4: Sinal de Resposta y; u e u para G2.
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Func~ao G3
Da mesma forma que a func~ao anterior, sera feito tambem uma aproximac~ao
da func~ao G3 para os dois valores de  para uma func~ao do tipo FOPDT, usando
o metodo de aproximac~ao ao Degrau apresentado em [20]. As func~oes aproximadas
podem ser vistas em (4.14) e (4.15).
G3(s) ' 15622e
 12:57s
50:83s+ 1
 = 0; 2 (4.14)
G3(s) ' 8:5e
 3:77s
8:66s+ 1
 = 0; 7 (4.15)
A Tabela 4.3 compara os para^metros do DMC sintonizado por AG e por
Dougherty e Cooper [34] para o caso onde  = 0; 2 e  = 0; 7 respectivamente.
Tabela 4.3: Para^metros do DMC para G3.
Metodo Nu N2  ISE NR
 0,2 0,7 0,2 0,7 0,2 0,7 0,2 0,7 0,2 0,7
GA 10 1 40 12 9; 57  108 46,19 54,71 6,402 120 28
Guia 12 8 44 26 7; 26  109 842,7 69,53 8,438 136 84
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As Figura 4.5 e 4.6 comparam a sada y, o sinal de controle u e a variac~ao
de controel u para os dois casos.
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Figura 4.5: Sinal de Resposta y; u e u para G3 com  = 0; 2.
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Figura 4.6: Sinal de Resposta y; u e u para G3 com  = 0; 7.
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Func~ao G4
Da mesma forma que a func~ao anterior, sera feito tambem uma aproximac~ao de
G4 para uma func~ao do tipo FOPDT, usando o metodo de aproximac~ao ao Degrau
apresentado em [20]. A func~ao aproximada pode ser vista em (4.16).
G4(s) ' 1e
 0:9s
3:71s+ 1
(4.16)
A Tabela 4.4 compara os para^metros do DMC sintonizados por AG e por
Dougherty e Cooper [34].
Tabela 4.4: Para^metros do DMC para G4.
Metodo Nu N2  ISE NR
GA 1 33 1.1511 22.9061 70
Guia 12 45 30.4267 65.974 138
A Figura 4.7 mostra a sada y, o sinal de controle u e a variac~ao de controle
u para os dois casos.
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Figura 4.7: Sinal de Resposta y; u e u para G4.
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E importante mencionar que para este caso, nenhuma das duas tecnicas
conseguiu ajustar os para^metros para as restric~oes dada, desta forma, foi feita uma
simulac~ao irrestrita, uma vez que estes sistema s~ao meramente ilustrativos.
Percebe-se que em todos os exemplos apresentados os para^metros sintoni-
zado por AG apresentam umndice de desempenho ISE menor do que o sintonizado
por Dougherty e Cooper 2003, alem de se ter horizontes menores, e, consequente-
mente, um numero bem menor de restric~oes, tornando o calculo menos complexos,
uma vez que as dimens~oes das matrizes de previs~ao dependem diretamente dos va-
lores destes horizontes.
4.3.2 DMC Multivariavel Restrito
Outro exemplo a ser avaliado e um sistema multivariavel com 2 entradas e 2
sadas, representado pela seguinte matriz func~ao de transfere^ncia [34]:
Y1(s)
Y2(s)

=
"
12:8e s
16:7s+1
 18:9e 3s
21:0s+1
6:6e 7s
10:9s+1
 19:4e 3s
14:4s+1
# 
U1(s)
U2(s)

(4.17)
A Tabela 4.5 compara o ajuste dos para^metros, o ndice de desempenho
ISE e o numero total de restric~oes (NR) para um sistema MIMO.
Tabela 4.5: Para^metros do DMC para o sistema MIMO.
Metodo Nu N2 1 2 ISE 1 ISE 2 NR
GA 1 10 812.07 121.91 5.1878 5.1059 48
Guia 17 73 131.01 273.88 5.5869 5.4303 428
As Figuras 4.8 e 4.9 mostram o sinal de resposta apresentado pelos dois
metodos, considerando uma entrada ao degrau e os para^metros mostrados na Tabela
4.5.
Pode-se ver atraves da Tabela 4.5 que a sintonia realizada por AG assim
como no caso monovariavel, apresenta um Nu e N2 menor do que o ajustado por
[34]. Consequentemente, o algoritmo do DMC ajustado pelo AG tem um numero
de restric~oes menor dentro de um problema de programac~ao quadratica.
Pode se observar tambem atraves das respostas mostradas nas Figuras 4.8
e 4.9 que o problema de controle ajustado por [34], viola as restric~oes, ou seja, a
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Figura 4.8: Sinal de Resposta y1; u1 e u1.
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Figura 4.9: Sinal de Resposta y2; u2 e u2.
sada apresenta um overshoot, alem de se ter um ndice de desempenho maior nos
dois casos do que o apresentado pelos para^metros sintonizados por AG.
Percebe-se atraves dos resultados, tanto monovariavel, quanto multivaria-
vel, que os para^metros sintonizado pelo AG, apresentam em todos os casos alem de
ndice de desempenho menor, os horizontes de controle e de predic~ao tambem s~ao
consideravelmente menor, o que acarreta em um numero bem inferior de restric~oes,
fazendo com que as restric~oes sejam respeitadas na grande maioria dos casos em AG
e n~ao respeitadas no guia proposto em [34].
O Algoritmo foi implementado em um Pentium 2.8GHz e 512MB. O soft-
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ware MATLAB 7.0 e o problema de otimizac~ao foi solucionado pela rotina quadprog.
O tempo para converge^ncia do algoritmo foi cerca de 101.3 segundos para o caso
SISO e 119.12 segundos para o caso MIMO.
4.4 GPC do Laminador Sintonizado Atraves do
AG
Nesta sec~ao, o GPC Multivariavel e aplicado a um processo de laminac~ao no
qual se deseja a reduc~ao da variac~ao da espessura de sada em relac~ao aos disturbios
que o processo apresenta tais como: temperatura da tira e a espessura inicial.
Para o sistema considerado na Figura 4.10 as entradas de controle s~ao a
variac~ao no gap nos stands F9, g
(1)
in e F10, g
(2)
in e a variac~ao da velocidade de laminac~ao
no stand F9, V
(1)
in . As sadas controladas s~ao as variac~oes das espessuras de sada
da chapa, h
(1)
2 ;h
(2)
2 , e a tens~ao entre os stands (1). O principal objetivo de
controle e manter a variac~ao da espessura da tira (h2) proxima de zero, para
qualquer variac~ao de temperatura e espessura de entrada do sistema.
Figura 4.10: Cadeiras de Laminac~ao.
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Este problema de controle e solucionado na industria usando a tecnica de
controle Feed Forward Forced(FFF ) a qual e baseada na detecc~ao da dureza das
utuac~oes do material que passa atraves do primeiro stand e envia informac~oes para
o set up. Em [100] e [99] foi aplicado, respectivamente, um Controle Linear Otimo e
um Controle Neural Adaptativo usando o modelo inverso [98], e foi mostrado que o
desempenho dos sistemas de controle e melhor que o controlador FFF. Porem, n~ao
foram consideradas as retric~oes nas entradas, estados e sadas do processo.
De acordo com [93], um controlador para processos industriais, deve manter
o sistema o mais proximo possvel de sua refere^ncia, sem violar as restric~oes, e esta
e a principal raz~ao para a tecnica de Controle Preditivo estar crescendo na industria
atualmente.
Modelo do Processo
O modelo matematico implementado em [100] considera as duas ultimas cadei-
ras de laminac~ao. Nesta parte, sera feito um ajuste de espessura com a tecnica GPC
e sera feita uma comparac~ao com o FFF. O modelo matematico usado no GPC, e
o modelo CARIMA. A espessura de sada de cada cadeira e uma func~ao do gap dos
cilindros e da deformac~ao do sistema, sendo dada por:
h
(i)
2 = gp
(i) +
P (i)
K(i)
(4.18)
 (i): Cadeira de Laminac~ao i = 1 (F9) e i = 2 (F10);
 h(i)2 : Espessura de sada da tira na cadeira (i);
 gp(i): Gap dos cilindros na cadeira (i);
 P (i): Carga de laminac~ao na cadeira (i);
 K(i): Modulo de rigidez da cadeira (i).
A derivada da tens~ao na tira entre as cadeiras e uma func~ao da diferenca
entre a velocidade de sada da tira e a velocidade de entrada da tira, nas cadeiras
F9 e F10:
d1
dt
=
E
L
(V
(1)
2   V (2)1 ) (4.19)
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 1: Tens~ao da tira entre as cadeiras F9 e F10;
 E: Modulo de Young da tira, 21.000N/m;
 L: Dista^ncia entre as cadeiras (i), 5.486m;
 V (1)2 : Velocidade de sada da tira na cadeira F9;
 V (1)1 : Velocidade de entrada da tira na cadeira F10.
O volume de continuidade da tira dentro do gap dos cilindros, e denido
pela express~ao:
V
(i)
1 h
(i)
1 = V
(i)
2 h
(i)
2 (4.20)
A carga de laminac~ao e representada por:
P (i) = P (h
(i)
1 ; h
(i)
2 ; 
(i)
1 ; 
(i)
2 ; S
(i); (i); T (i)) (4.21)
 (i)2 : Tens~ao de sada da tira da cadeira (i);
 (i): Coeciente de atrito da cadeira (i);
 S(i): Limite de elasticidade da cadeira (i).
A func~ao do escorregamento e denida como:
f (i) = f(h
(i)
1 ; h
(i)
2 ; 
(i)
1 ) (4.22)
Considerac~oes Basicas sobre o Modelo
i) A principal considerac~ao e que o controle sera aplicado quando a tira estiver
entre as duas cadeiras, isto signica que o momento anterior a entrada da tira
na ultima cadeira n~ao e considerado;
ii) Sera considerada uma variac~ao nita dos valores nominais.
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iii) Tambem sera considerado que a carga de laminac~ao e uma func~ao da espessura
de entrada, espessura de sada, temperatura da tira e tens~ao na tira entre as
cadeiras
P (1) = 11 + 1h
(1)
2 + 3h
(1)
1 + 4T
(1) (4.23)
P (2) = 51 + 6h
(2)
2 + 7h
(2)
1 + 8T
(2)
Os coecientes da func~ao linear s~ao:
1 =
@P (1)
@1
; 2 =
@P (1)
@h
(1)
2
; 3 =
@P (1)
@h
(1)
1
; 4 =
@P (1)
@T 1
(4.24)
5 =
@P (2)
@1
; 6 =
@P (2)
@h
(2)
2
; 7 =
@P (2)
@h
(2)
1
; 8 =
@P (2)
@T 2
iv) A variac~ao do escorregamento e uma func~ao da espessura de entrada e sada, e
a tens~ao na tira, Equac~oes (4.26) e (4.27):
f (1) = 11 + 2h
(1)
2 + 3h
(1)
1 (4.25)
f (2) = 41 + 5h
(2)
2 + 6h
(2)
1
Os coecientes s~ao:
1 =
@f (1)
@1
; 2 =
@f (1)
@h
(1)
2
; 3 =
@f (1)
@h
(1)
1
; (4.26)
4 =
@f (2)
@1
; 5 =
@f (2)
@h
(2)
2
; 6 =
@f (2)
@h
(2)
1
;
v) A variac~ao da velocidade de sada na tira e expressa pela variac~ao dos coecientes
do escorregamento e pela velocidade dos cilindros.
V
(1)
2 = (1 + f
(1))V (1) + V (1)f (1) (4.27)
V
(2)
2 = (1 + f
(2))V (2) + V (2)f (2)
vi) As variaveis controladas n~ao s~ao diretamente afetadas pela velocidade da ultima
cadeira, sendo assim, tem-se V2 = 0;
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vii) Cada atuador tem a sua propria dina^mica, que pode ser aproximada por um
sistema de primeira ordem expresso como:
Tg =
dgp(i)
dt
= gp
(i)
in   gp(i) (4.28)
Tv =
dV (i)
dt
= V
(i)
in   V (i) (4.29)
viii) As variaveis h
(1)
1 , T
(1) e T (2), ser~ao consideradas como disturbios do
processo;
ix) Considerando um atraso de transporte entre F9 e F10, a variac~ao da espessura
de sada na tira na cadeira F9 e igual a variac~ao da espessura de entrada na
tira na cadeira F10. O atraso de tempo e igual a Td = l=(V + V ), assim,
h
(1)
2 = h
(2)
1 e
( sTd), onde s e a variavel complexa de Laplace.
A matriz de func~oes de transfere^ncia do sistema e dada por:24h(1)21
h
(2)
2
35 =
24G11(s) G12(s) G13(s)G21(s) G22(s) G23(s)
G31(s) G23(s) G33(s)
35
264gp
(1)
in
V
(1)
in
gp
(2)
in
375 (4.30)
onde:
G11(s) =
0; 00398s3   0; 0113s2 + 0; 0107s  0; 00336
s4   3; 833s3 + 5; 503s2   3; 506s+ 0; 8363 (4.31)
G12(s) =
4; 622  10 3s3   3; 91  10 5s2   4; 59  10 5s+ 3; 89  10 5
s4   3; 833s3 + 5; 503s2   3; 506s+ 0; 8363 (4.32)
G13(s) =
 1; 127  10 7s3 + 9; 518  10 8s2 + 1; 117  10 7s  9; 469  10 8
s4   3; 833s3 + 5; 503s2   3; 506s+ 0; 8363 (4.33)
G21(s) =
7; 585  10 7s3   7; 83  10 7s2   6; 804  10 7s+ 7; 057  10 7
s4   3; 833s3 + 5; 503s2   3; 506s+ 0; 8363 (4.34)
G22(s) =
 0; 000316s3 + 0; 000327s2 + 0; 00028s  0; 00029
s4   3; 833s3 + 5; 503s2   3; 506s+ 0; 8363 (4.35)
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G23(s) =
7; 7e 7s3   7; 96  10 7s2   6; 91  10 7s+ 7; 16  10 7
s4   3; 833s3 + 5; 503s2   3; 506s+ 0; 8363 (4.36)
G31(s) =
 3; 92  10 8s3 + 3; 315  10 8s2 + 3; 89  10 8s  3; 3  10 8
s4   3; 833s3 + 5; 503s2   3; 506s+ 0; 8363 (4.37)
G32(s) =
1; 635  10 5s3   1; 38  10 5s2   1; 623  10 5s+ 1; 376  10 5
s4   3; 833s3 + 5; 503s2   3; 506s+ 0; 8363 (4.38)
G33(s) =
0; 0031s3   0; 0087s2 + 0; 00824s  0; 0026
s4   3; 833s3 + 5; 503s2   3; 506s+ 0; 8363 (4.39)
percebe-se que os polos s~ao 1; 05710; 0985i e 0; 85940; 0582 o que caracteriza um
sistema instavel, pois todos os polos est~ao localizados no semi-plano direito do plano
s. Desta forma, n~ao e possvel o uso do DMC, uma vez que o mesmo e utilizado em
sistemas estaveis, portanto, sera usado um GPC Multivariavel.
Discretizando as equac~oes para a obtenc~ao do modelo CARIMA Multiva-
riavel, tem-se:
~Ai(q
 1)yi(t) = Bi;1u1(t  1) +Bi;2u2(t  1) +Bi;3u3(t  1)
+Di;1d1(t  1) +Di;2d2(t  1) +Di;3d3(t  1)
+Di;4d4(t  1) + e(t)

(4.40)
no qual:  = 1   q 1 e os polino^mios ~Ai, Bi;k e Di;l, i = 1; 2; 3;, k = 1; 2; 3; e
l = 1; 2; 3; 4 tem ordem nai e nbi;k e ndi;l respectivamente, e s~ao obtidos a partir de
uma discretizac~ao da matriz de func~ao de transfere^ncia; e(t) e um rudo branco de
media zero; as entradas, sadas e disturbios (ui; yi; i = 1; 2; 3 and di; i = 1; 2; 3; 4)
s~ao
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u =
0B@gp
(1)
in
V
(1)
in
gp
(2)
in
1CA y =
0@h(1)21
h
(2)
2
1A d =
0BB@
h
(1)
1
T 1
h
(2)
1
T 2
1CCA (4.41)
Para este caso, sera levado em conta as restric~oes mostradas abaixo:
uimin  u^i(t+ j)  uimax j = 0; : : : ; Nu   1;
uimin  u^i(t+ j)  uimax j = 0; : : : ; Nu   1
yimin  y^i(t+ j)  yimax j = 1; : : : ; N2
(4.42)
onde uimin =  0; 1 ;uimax = 0; 1 uimin =  0; 5; uimax = 0; 5; yimin =
 0; 1; yimax = 0; 1
Usando os resultados apresentados do Captulo 3 para o GPC Multivaria-
vel, pode-se representar a previs~ao da sada pela seguinte equac~ao:
^Y = G^u+ F (4.43)
onde: G (3N2  3Nu) e F (3N2  1). Dene-se Ij;j como uma matriz identidade e
Oj;j uma matriz nula, desta forma, tem-se as matrizes de peso denidas como:
 =
24 1 IN2;N2 0N2;N2 0N2;N20N2;N2 2 IN2;N2 0N2;N2
0N2;N2 0N2;N2 3 IN2;N2
35
 =
24 1 INu;Nu 0Nu;Nu 0Nu;Nu0Nu;Nu 2 INu;Nu 0Nu;Nu
0Nu;Nu 0Nu;Nu 3 INu;Nu
35 (4.44)
Dene-se tambem o vetor  j;1; e a matriz triangular inferior Tj;j;:
 j;1 =
26664
1
1
...
1
37775 Tj;j =
26664
1 0 0 : : : 0
1 1 0 : : : 0
...
...
...
. . .
...
1 1 1 : : : 1
37775 (4.45)
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Considerando-se as matrizes T3j;3j e  3j;3 denidos por:
T3j;3j :=
24 Tj;j Oj;j Oj;jOj;j Tj;j Oj;j
Oj;j Oj;j Tj;j
35  3j;3 :=
24  j;1 Oj;1 Oj;1Oj;1  j;1 Oj;1
Oj;1 Oj;1  j;1
35 (4.46)
pode se trabalhar com restric~oes conforme (4.42) dentro de uma formulac~ao matri-
cial: 26666664
I3Nu;3Nu
 I3Nu;3Nu
T3Nu;3Nu
  T3Nu;3Nu
G3N2;3Nu
  G3N2;3Nu
37777775^u 
26666664
 3Nu;3umax
  3Nu;3umin
 3Nu;3(umax   u(t  1))
 3Nu;3(
u(t  1)  umin)
 3N2;3ymax   F2N2;1
F3N2;1    3N2;3ymin
37777775 (4.47)
A soluc~ao do problema GPC e calcular um vetor  ^U que minimize a
func~ao custo quadratica considerando as restric~oes. O desempenho da resposta do
processo, depende do ajuste dos para^metros denido nas matrizes  e . A escolha
destes para^metros sera feito atraves de AG.
Para validar esta tecnica de controle, foram coletados dados reais de lamina-
c~ao usado na planta da SIDERAR S.A. Argentina. Sera feita uma analise regulatoria
considerando os disturbios, e uma analise de controle servo n~ao se considerando os
disturbios, uma vez que ser~ao dados diferentes degraus em diferentes instantes para
mostrar a capacidade desta tecnica para este tipo de processo.
Caso Regulatorio
A Figura 4.11 mostra a variac~ao da espessura de entrada medida e a variac~ao
da temperatura nas duas cadeiras de laminac~ao que s~ao usados no modelo proposto.
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Figura 4.11: Variac~ao da espessura de entrada e temperatura dos Stands F9 e F10.
Os para^metros ajustados por AG foram Nu = 1, N2 = 5,  = 0; 9559, 1 =
54; 8996, 2 = 94; 1348, 3 = 60; 9715, 1 = 73; 5311, 2 = 0; 4712 e 3 = 54; 5646.
Percebe-se que a utilizac~ao da matriz de , um para^metro ponderando cada ac~ao
de controle ui, e da matriz , um para^metro ponderando cada sada prevista y^i,
possibilitou o controle do processo de maneira ecaz, pois quando foram feitos testes
utilizando apenas um para^metro  e um , o sistema n~ao se estabilizava.
A Figura 4.12 mostra a variac~ao da espessura de sada para as duas ca-
deiras, considerando que a refere^ncia seja igual a zero. Observa-se que o erro apre-
sentado pelo GPC e de cerca de 50m e com o controle convencional utilizado a
variac~ao e de 100m. O mesmo resultado para diferentes dados coletados dentro do
processo de laminac~ao foram simulados e o erro apresentado pelo GPC sempre foi
menor do que o apresentado pelo FFF.
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Figura 4.12: Variac~ao da Espessura de sada dos Stands F9 e F10 com FFF e GPC.
Caso Servo
Sera mostrado agora o controle multivariavel aplicando-se diferentes degraus
em diferentes instantes de tempo. Os para^metros ajustados pelo AG foram Nu = 2,
N2 = 9,  = 0; 0641, 1 = 72; 5775, 2 = 2; 0536, 3 = 89; 4942, 1 = 7; 1453,
2 = 24; 2487 e 3 = 5; 3754, e se teve uma boa resposta para as duas sadas do
sistema, que pode ser observado na Figura 4.13.
Percebe-se na Figura 4.13, que as sadas n~ao interferem entre si, ou seja, o
sistema esta desacoplado. Neste caso, assim como no controle regulatorio, foi neces-
sario o uso de tre^s para^metros tanto para  quanto para . Em simulac~oes iniciais,
percebeu-se que com a sintonia de um para^metro  e , as sadas se apresentam
oscilatorias e com elevado o-set.
O ISE apresentado pelas espessuras de sadas dos Stands F9 e F10 foram
respectivamente 0; 1738 e 0; 4845.
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Figura 4.13: Espessura de sada das duas Cadeiras de Laminac~ao.
4.5 Conclus~ao do Captulo
Neste captulo, foram apresentadas as tecnicas utilizadas para sintonizar os pa-
ra^metros do Controlador Preditivo, sendo que a mais utilizada e por tentativa e erro.
Embora esta consiga estabilizar alguns processos, principalmente os estaveis em ma-
lha aberta e monovariaveis, a sintonia torna-se uma tarefa exaustiva, apresentando
resultados n~ao muito satisfatorios.
Em seguida, foi apresentado o algoritmo de sintonia desenvolvido por Co-
oper [34], na qual todo o processo deve ser aproximado por um modelo de primeira
ordem com um atraso de transporte, pois o algoritmo necessita da constante de
tempo do modelo e do atraso de transporte. Esta tecnica e utilizada somente para
sistemas estaveis em malha aberta, mono e multivariaveis. Foi mostrado tambem que
os para^metros de sintonia usando este metodo apresentam valores elevados, sendo
que em casos nos quais as restric~oes s~ao consideradas, as mesmas n~ao s~ao respeitadas,
indicando que a soluc~ao obtida pelo controlador preditivo e n~ao factvel.
Foi descrita depois a tecnica utilizando Algoritmo Genetico para a sintonia
dos para^metros do controlador preditivo, que pode ser utilizada para qualquer tipo
de modelo de processo. Foi mostrado atraves de simulac~oes em diferentes modelos,
que a sintonia utilizando Algoritmo Genetico apresentou para^metros bem menores
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do que o guia proposto por [34], alem de ter um ndice de desempenho inferior em
todas as situac~oes. E importante mencionar tambem que os processos sintonizados
por AG, respeitaram todas as restric~oes em todos os modelos testados, exceto em
um por n~ao se ter feito um estudo detalhado a respeito de suas restric~oes, o que n~ao
era o objetivo desta parte.
Por m, a sintonia via AG foi utilizada no Controle Preditivo do Processo
do Laminador linear, que e multivariavel, instavel em malha aberta e com disturbio.
Neste processo de laminac~ao, comparou-se a tecnica FFF utilizada na industria
SIDERAR da Argentina e o GPC sintonizado por AG, com o objetivo de evidenciar
a sintonia com AG. Foram feitas duas analise: uma utilizando o caso regulatorio,
nos quais os disturbios de temperatura e de espessura de entrada foram levados em
considerac~ao; e uma outra utilizando o caso servo, no qual foram aplicados degraus
em diferentes instantes de tempo para se avaliar o acoplamento entre as sadas do
processo, bem como a ecacia do GPC para o desacoplamento das malhas.
E importante mencionar o fato de se ter utilizado tre^s para^metros diferentes
para  e , pois em casos de testes utilizando apenas um valor em cada para^metro,
o processo cava instavel e oscilatorio.
Atraves dos gracos das sadas, do caso regulatorio, percebe-se que a va-
riac~ao da espessura da chapa no controle realizado pelo GPC, foi menor do que a
apresentada pelo FFF.
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Captulo 5
MPC N~ao-Linear Com Modelos
Hammerstein e Neural
Quando o processo n~ao-linear atua numa faixa de operac~ao ampla ou a n~ao-
linearidade do processo e signicativa o bastante para tornar o desempenho do con-
trolador inadequado para atender os requisitos estabelecidos, a utilizac~ao de um
modelo n~ao-linear deve ser considerada [95].
Nos ultimos anos houve um grande crescimento nas aplicac~oes industriais
do controle preditivo n~ao-linear NMPC (Nonlinear Model Predictive Control) que
se apresenta como uma estrategia de controle promissora para diversas areas da
engenharia. A Tabela 5.1 ilustra algumas aplicac~oes industriais conforme mostrado
em [93].
Tabela 5.1: Aplicac~oes Comerciais de NMPC.
Area Adersa Aspen Continental DOT Pavilion Total
Technology Controls Products Techno
ar e gas - - 18 - - 18
quimica 02 - 15 - 05 22
alimentos - - - - 09 09
polimeros - 01 - 05 15 21
papel - - - - 01 01
renaria - - - - 13 13
utilidades - 05 02 - - 07
outras 01 - 01 - - 02
Total 03 06 36 05 43 93
Os principais motivos deste crescimento s~ao o fraco desempenho de contro-
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ladores lineares em processos fortemente n~ao-lineares ou em plantas que trabalham
numa ampla faixa de operac~ao, a evoluc~ao de estrategias de controle baseadas em
modelos n~ao-lineares e o desenvolvimento de processadores poderosos o bastante
para tornarem possveis estas implementac~oes.
5.1 GPC com Perturbac~oes Mensuraveis para o
Modelo Hammerstein (HGPC)
Dentre as aplicac~oes de controle preditivo em plantas n~ao-lineares, o emprego
de controladores preditivos baseados no modelo de Hammerstein tem motivado uma
serie de aplicac~oes bem sucedidas ao longo dos ultimos anos ([7]; [66]; [49]; [16]; [64];
[92]; [124]). Isto se deve ao fato de o projeto do controlador preditivo n~ao-linear
ser mais simples, possibilitando inclusive uma soluc~ao analtica para o problema de
minimizac~ao da func~ao custo para o caso sem restric~oes.
Desenvolvido por [106], o controlador HGPC utiliza um modelo de Ham-
merstein cuja parcela linear e representada por um modelo CARIMA, apresentado
no Captulo 2 atraves da express~ao (2.4) e cuja n~ao linearidade e representada pelo
polino^mio (2.1).
A lei de controle HGPC e obtida pela minimizac~ao do seguinte criterio:
JHGPC =
N2X
j=N1
[y^(t+ j)  w(t+ j)]2 +
NuX
j=1
x2(t+ j   1) (5.1)
na qual  e  e a ponderac~ao do sinal de erro e de controle respectivamente, N1 e
N2 s~ao os horizontes de predic~ao da sada inicial e nal, respectivamente, e Nu e o
horizonte de controle. Os termos y^(t+ j) e w(t+ j) representam o sinal da sada e
o sinal de refere^ncia a j passos a frente e, x(t+ j   1) e o incremento do sinal da
pseudo-sada x no instante t+ j   1, ou seja:
x(t) = x(t)  x(t  1) (5.2)
A soluc~ao do problema em quest~ao, ou seja, o valor de x(t) que minimiza
JHGPC e semelhante a apresentada no Captulo 3, sec~ao 3.2.
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A partir do calculo das razes do polino^mio representado pela Equac~ao
(2.1) determina-se a ac~ao de controle que, de fato e aplicada ao processo. O sinal de
controle deve ser selecionado dentre as razes validas, podendo surgir mais de uma
possibilidade conforme o grau da n~ao-linearidade (m).
Multiplicidade de Soluc~oes para a Lei de Controle
A estrategia de controle preditivo HGPC resulta em multiplicidade de so-
luc~oes para o problema de controle. Isto ocorre porque o controlador encontra o
valor otimo para a pseudo-sada x(t) a qual pode fornecer diversas soluc~oes u(t) que
satisfazem (2.1). Este problema pode ser resolvido atraves de uma segunda operac~ao
de otimizac~ao, por exemplo, atraves de um metodo iterativo de busca ([122]; [62]),
ou, ainda, empregando algum tipo de aproximac~ao mostrado em [106].
Nesta Tese sera usado a Aproximac~ao por Serie de Taylor para determinar
o sinal de controle.
Aproximac~ao por Serie de Taylor
Considerando que f = um, a aplicac~ao de uma linearizac~ao em torno de
um ponto u0 leva a:
f = f0 +
@f
@u
ju=u0(u  u0) = um0 +mum 10 (u  u0) (5.3)
e considerando que o ponto u0 = u(t  1),
f = um(t 1)+mum 1(t 1)[u(t) u(t 1)] = mum 1(t 1)u(t)  (m 1)um(t 1)
(5.4)
e, desta forma, a n~ao linearidade do sistema
x(t) = 1u(t) + 2u
2(t) + :::+ mu
m(t) =
mX
i=1
iu
i(t) (5.5)
pode ser aproximada por
x(t) = 1u(t) + 2u
2(t) + :::+ mu
m(t) = 1u(t) +
mX
i=2
iu
i(t) (5.6)
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ou, ainda por,
x(t) = [
mX
i=1
iiu
i 1(t  1)]u(t) 
mX
i=2
(i  1)iui(t  1) (5.7)
O sinal de controle torna-se unico e determinado pela equac~ao
u(t) =
x(t) +
Pm
i=2(i  1)iui(t  1)
[
Pm
i=1 iiu
i 1(t  1)] (5.8)
Mesmo quando se utilizam aproximac~oes para evitar a aplicac~ao de um
metodo numerico, pode ocorrer que o sinal de controle calculado n~ao atenda as
restric~oes do sistema e, neste caso, e necessario denir um valor de controle a ser
aplicado que pode ser o sinal aplicado no instante anterior, u(t 1), ou mesmo o valor
da entrada em regime permanente, conforme o conhecimento previo do processo.
5.2 Controle Preditivo com Redes Neurais
Nos anos recentes, a habilidade das redes neurais em modelar uma func~ao
n~ao-linear para um grau de precis~ao tem atrado grande atenc~ao da comunidade de
controle de processos. Bhat e McAvoy [9] estavam entre os primeiros a usar as RN
para modelar processos qumicos n~ao-linear. Cybenko [26] e Narenda e Parthasarathy
[86] propuseram o uso de redes neurais em identicac~ao e/ou estrategias de controle
n~ao-linear de processos.
Neste sec~ao, sera mostrado como as redes neurais s~ao aplicadas na estrategia
de controle preditivo.
A Equac~ao Geral da Sada Prevista a 1 passo a frente
A Figura 5.1 representa a estrutura geral da tecnica NPC (Controle Predi-
tivo Neural), com a predic~ao a 1 passo a frente.
92
Figura 5.1: Diagrama do Controle Preditivo Neural.
Redes Neurais feedforward, com uma camada oculta usando func~ao de ati-
vac~ao limiar ou sigmoide, s~ao consideradas estimadores universais [38], isto prova que
uma rede neural com somente uma camada oculta e capaz de representar qualquer
func~ao de Rn ! Rm, sendo limitada apenas pelo numero de neuro^nio na camada
oculta.
Considere um modelo n~ao-linear NNARX, cuja sada prevista 1 passo a
frente seja:
y^(t+ 1) = f [y(t); y(t  1); :::; y(t  n); u(t); u(t  1); :::; u(t m)] (5.9)
onde f e um func~ao n~ao-linear da sada do sistema [y(t); y(t   1); :::; y(t   n)] e
valores da entrada [u(t); u(t   1); :::; u(t  m)]. A variavel n e o numero de sadas
passadas e m e o numero de entradas passadas.
Para representar a dina^mica do sistema, e necessario introduzir o efeito do
feedback dentro de redes neurais, caracterizado pela aplicac~ao de uma Rede Neural
Recursiva.
Assim, como no modelo ARX, os sinais de entrada da rede s~ao associados
com os valores de entradas e sada passadas. Esta estrutura caracteriza especica-
mente uma TDNN (Time Delay Neural Networks). Uma rede com tre^s camadas
sera a base deste estudo, conforme pode-se ver na Figura 5.2, onde N representa
numero de neuro^nios na camada oculta, bi s~ao as bias da camada oculta e o bloco S
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representa func~ao sigmoide n~ao-linear que sera aplicada na sada de cada neuro^nio
da camada oculta, bs representa o bias da camada de sada. As matrizes de pesos
w1 e w2 tem dimens~oes N  (n + m) e 1  N , respectivamente, e representam os
pesos das conex~oes entre as camadas 1  2 e 2  3, respectivamente.
Figura 5.2: A Estrutura Usada em uma TDNN.
A express~ao geral do modelo TDNN proposto e:
y^(t+ 1) = bs +
NX
i=1
w2(1; i)S(Xi) (5.10)
onde:
Xi = b(i; 1) +
nX
j=1
w1(i; j)y(t  j + 1) +
mX
j=1
w1(i; n+ j)u(t  j + 1) (5.11)
e y^(t + 1) representa a sada estimada, que e uma func~ao n~ao-linear das entradas e
sadas do sistema.
Equac~oes Diferenciais do Sistema Neural para Predic~ao 1 passo a
frente
Em geral, a aplicac~ao da lei de controle requer o calculo da express~ao di-
ferencial da sada em relac~ao a entrada do processo. Baseado na Equac~ao (5.10) e
diferenciando-a em relac~ao a entrada, pode-se generalizar a express~ao:
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@y^(t+ 1)
@u(t)
=
@
@u(t)
[bs +
NX
i=1
w2(1; i)S(Xi)] (5.12)
e pode ser reescrita como:
@y^(t+ 1)
@u(t)
=
NX
i=1
w2(1; i)S
0(Xi)
@Xi
@u(t)
(5.13)
S 0 =
dS
dXi
(5.14)
Ent~ao, a Equac~ao (5.13), representa a express~ao diferencial de primeira
ordem e S 0 pode ser expandida tendo como base (5.11):
@Xi
@u(t)
=
@
@u(t)
b(i; 1)+
@
@u(t)
f
nX
j=1
w1(i; j)y(t j+1)g+ @
@u(t)
f
mX
j=1
w1(i; n+j)u(t j+1)g
(5.15)
Note que os termos y(t   1); y(t   2); :::; y(t   n), assim como os termos
u(t   1); u(t   2); :::; u(t   m), s~ao valores passados, portanto, n~ao dependem de
u(t). Desta maneira, o somatorio e sempre nulo, exceto para j = 1. O termo u(t)
diferenciado e igual a 1, assim:
@Xi
@u(t)
= w1(i; n+ 1) (5.16)
Substituindo em (5.13):
@y^(t+ 1)
@u(t)
=
NX
i=1
w2(1; i)S
0(Xi)w1(1; n+ 1) (5.17)
onde (5.17) representa a equac~ao diferencial generalizada de uma TDNN.
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5.2.1 MPCNeural Com Regra Baseado no Gradiente (PNRG)
Predic~ao 1 Passo a Frente
O controle preditivo, por denic~ao, calcula a ac~ao de controle baseado nos
valores previsto do sistema. Ent~ao, uma rede neural bem treinada, pode representar
a dina^mica do modelo n~ao-linear. Em seguida, o algoritmo de controle pode ser
implementado baseado no erro entre o sinal de refere^ncia e o valor previsto da sada.
Na Figura 5.3, observe que a ac~ao de controle e baseada nos valores previsto
e n~ao na sada real. O modelo considerando uma TDNN bem treinada e capaz de
representar a dina^mica da planta.
Figura 5.3: Diagrama de Bloco do Controle Preditivo Neural.
t = tempo de amostragem;
r(t) = sinal de refere^ncia;
u(t) = ac~ao de controle;
y(t) = sada da planta;
e(t) = erro entre r(t) e a sada da planta;
y^(t+ 1) = sada prevista da planta.
Por denic~ao, o controle preditivo busca minimizar um ndice de desempe-
nho, J considerando aspectos como: erro, esforco de controle, etc. Nesta aplicac~ao,
o ndice J , sera considerado como:
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J =
1
2
e2(t+ 1) (5.18)
e(t+ 1) = r(t+ 1)  y^(t+ 1) (5.19)
A regra que e usada para atualizar a ac~ao de controle, e baseada no metodo do
gradiente:
ui(t) = ui 1(t)   @J
@u(t)
(5.20)
onde:  especica o tamanho do passo e @J
@u(t)
a direc~ao de busca.
ou seja, a ac~ao de controle e atualizada na direc~ao contraria do gradiente @J
@u(t)
,
caminhando para o mnimo J com passo .
Atraves de (5.18) e (5.19) conclui-se que:
@J
@u(t)
=
1
2
[ 2e(t+ 1)@y^(t+ 1)
@u(t)
] =  e(t+ 1)@y^(t+ 1)
@u(t)
(5.21)
De acordo com a TDNN proposta, a express~ao diferencial ja e conhecida.
Ent~ao usando (5.17):
@J
@u(t)
=  e(t+ 1)
NX
i=1
w2(1; i)S
0(Xi)w1(i; n+ 1) (5.22)
Com os resultados obtidos, voltando na equac~ao (5.20), a lei de controle
pode ser escrita como:
u(t+ 1) = u(t) + e(t+ 1)[
NX
i=1
w2(1; i)S
0(Xi)w1(i; n+ 1)] (5.23)
O algoritmo de controle e implementado pelos seguintes passos:
1. selecione ;
2. Use (5.10) e (5.11) para calcular y^(t+ 1);
3. Use (5.19) para calcular e(t);
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4. Use (5.23) para calcular o novo sinal de controle;
5. Aplicar o novo sinal de controle na entrada do sistema;
6. Retorne ao passo 2.
Predic~ao N2 Passos a Frente
O algoritmo anterior, pode ser utilizado como base para fazer predic~oes
N2 passos a frente, bastando para isto, que os valores escalares possam ser agora
representados por vetores de predic~ao, porem, sera mostrado agora um caso mais
geral, no qual a func~ao custo J sera composta tanto pelo erro, quanto pelo esforco
de controle. Desta forma, tem-se:
J(u) = [W   Y^ ]T [W   Y^ ] + UTU = ETE + UTU (5.24)
no qual
W = [w(t+ d); w(t+ d+ 1); :::; w(t+ d+N2)]
T (5.25)
Y^ = [y^(t+ d); y^(t+ d+ 1); :::; y^(t+ d+N2)]
T (5.26)
U = [u(t); u(t+ 1); :::; u(t+Nu   1)]T (5.27)
U = [u(t);u(t+ 1); :::;u(t+Nu   1)]T (5.28)
E = [e(t+ 1); e(t+ 2); :::; e(t+N2)] (5.29)
A sada predita k passos a frente pode ser escrita como:
y^(t+ k) = f [y^(t+ k   1); :::; y^(t+ k  min[k; n]); y(t  1); (5.30)
::: ; y(t max[n  k; 0]); u(t+ k   d); :::; u(t+ k   d m)]:
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sendo: n o numero de regressores da sada, m o numero de regressores da entrada,
f uma rede perceptron de duas camadas.
A minimizac~ao da func~ao J quando a predic~ao e uma func~ao n~ao-linear,
torna o problema de otimizac~ao complexo. Existem na literatura varios metodos
para a resoluc~ao deste problema. Neste trabalho, foi utilizado o metodo Broyden-
Fletcher-Goldfarb-Shanno(BFGS) apresentado em [32], pois apresenta rapida con-
verge^ncia podendo ser aplicado em tempo real, o que n~ao acontece nos outros me-
todos mostrados em [87].
U (i+1)(t) = U (i)(t)   @J
@U
(5.31)
onde:  especica o tamanho do passo e @J
@U
a direc~ao de busca.
Usando a Equac~ao (5.31), calcula-se o valor do passo  e a direc~ao de busca,
para achar o valor do sinal de controle a ser aplicado no processo. O algoritmo que
calcula o tamanho do passo  pode ser visto em [87]. Para o calculo da direc~ao de
busca, sera usado o metodo BFGS mostrado em [87] sendo:
@J
@U
=  B(i)(t) Grad[U (i)(t)] (5.32)
tal que: B(i)(t) especica uma aproximac~ao da inversa da Hessiana de U , a qual
e denominada pela letra H e Grad e o gradiente do vetor U .
Dessa forma, calculam-se as derivadas parciais mostrada acima para que se
possa determinar a direc~ao de busca e em seguida determinar o vetor de controle.
A derivada parcial @U
@U
, desde que u(t) = u(t)  u(t  1) e:
@U
@U
=
2666664
1 0 0 0 0
 1 1 0 0 0
...
. . . . . . 0
...
0 0  1 1 0
0 0 0  1 1
3777775
NuNu
(5.33)
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A derivada parcial @y^
@U
e:
@Y^
@U
=
264
@y^(t+N1)
@u(t)
: : : @y^(t+N1)
@u(t+Nu 1)
...
. . .
...
@y^(t+N2)
@u(t)
: : : @y^(t+N2)
@u(t+Nu 1)
375
Nu(N2 N1+1)
(5.34)
O algoritmo de controle do NPC pode ser implementado pelos seguintes
passos:
1. Inicializar uma seque^ncia de controle futuros U0, determinar grad[U0], B0 = I
e i = 0;
2. Selecionar o passo i conforme [87];
3. Obter y^; U i; E denidos em (5.26) e (5.28) (5.29);
4. Calcular o gradiente e a aproximac~ao da inversa da Hessiana utilizando o
metodo BFGS mostrado em [87];
5. Calcular o novo sinal de controle, U i+1(t) = U i(t)   Bi:Grad(U i) conforme
(5.31);
6. Vericar se jU i+1   U ij <  ou i > imax. Caso alguma das duas condic~oes for
verdadeira, aplicar o novo sinal de controle ui(t) na planta, fazer t = t + 1,
i = 0 e retornar para o passo 1. Caso contrario, faca i = i + 1 e retorne ao
passo 2.
5.2.2 Controle Preditivo Neural com Linearizac~ao Instanta^-
nea (PNLI)
A aplicac~ao do princpio da linearizac~ao instanta^nea em controle preditivo,
gera uma ampla vantagem ao ser comparada com a tecnica de controle preditivo
n~ao-linear mostrada acima. Quando o modelo e linear, tem-se apenas um mnimo
que e encontrado diretamente. Assim, usando um modelo linearizado, ca-se livre
de varios problemas que s~ao apresentados nas otimizac~oes n~ao-lineares.
No princpio da linearizac~ao instanta^nea, obtem-se modelos lineares que
ser~ao validos apenas proximo do seu ponto de operac~ao.
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Linearizac~ao Instanta^nea
A ideia da linearizac~ao instanta^nea e extrair o modelo linear de uma rede
neural n~ao-linear em cada perodo de amostragem. Este prncpio sera demonstrado
para modelos determinsticos. Mais detalhes pode ser encontrado em [87].
Assume-se que o modelo de entrada e sada de uma rede neural determi-
nstica do sistema a ser controlado e avaliado como:
y(t) = g['(t)] (5.35)
e o vetor de regress~ao e dados por:
'(t) = [y(t  1); : : : ; y(t  n); u(t  d); : : : ; u(t  d m)] (5.36)
O princpio da linearizac~ao instanta^nea e mostrado a seguir:
 Interpretar o vetor de regress~ao como um vetor denindo os estados do sistema
e o tempo t =  . Linearize f em torno dos estados corrente '(t) para obter o
modelo aproximado.
~y(t) =  a1~y(t  1)  :::  an~y(t n)+ b0~u(t  d)+ :::+ bm~u(t  d m) (5.37)
onde:
ai =   @f ['(t)]
@y(t  i) j'(t)='() bi =  
@f ['(t)]
@u(t  d  i) j'(t)='() (5.38)
e:
~y(t  i) = y(t  i)  y(   i) ~u(t  i) = u(t  1)  u(   1) (5.39)
 Separar a parte da express~ao que contem os componentes do vetor de regress~ao
corrente, '(t), o modelo aproximado pode ser representado como:
y(t) = [1  A(q 1)]y(t) + q dB(q 1)u(t) + &() (5.40)
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sendo o termo &() dado por:
&() = y()+a1y( 1)+:::+any( n) b0u( d) ::: bmu( d m) (5.41)
Os coecientes ai e bi s~ao os coecientes dos polino^mios A(q
 1) e B(q 1) que
sera aplicado no modelo CARIMA.
 Realizar o controle GPC, cujo algoritmo foi apresentado no Captulo 3.
5.3 MPC N~ao-Linear do Nvel do Molde do Lin-
gotamento Contnuo
O controle do nvel de aco no molde e uma das malhas mais importantes em
processo de lingotamento contnuo, inuindo diretamente na qualidade do aco pro-
duzido e consequentemente em seu valor comercial. O sistema utilizado atualmente
na usina da Arcelor Mittal Tubar~ao e constitudo de tre^s partes principais ilustradas
na Figura 5.4, a saber; unidade de medic~ao, unidade de controle, unidade de atuac~ao
hidraulica.
Figura 5.4: Congurac~ao Basica do Sistema de Controle.
O funcionamento consiste na colocac~ao de um sensor acima da superfcie
do aco lquido recoberto por po uxante. O sinal eletrico captado pelo sensor e
tratado na unidade amplicadora, que envia o sinal para a unidade de controle.
Nesta ultima unidade est~ao contidas as rotinas de controle e alarmes, atraves de
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um algoritmo especco para controle do nvel. A unidade de controle avalia o
comportamento do nvel medido e envia as devidas correc~oes ao sistema de atuac~ao
hidraulica, que posiciona um cilindro acoplado a uma valvula gaveta, utilizada para
regular a vaz~ao de aco do distribuidor para o molde. Com a posic~ao da valvula
gaveta, mais precisamente, sua placa central, estara denida a vaz~ao de entrada de
aco no molde, vindo do distribuidor, que em uma situac~ao de regime deve contrapor
ao volume de aco retirado do molde para continuidade do processo e formac~ao das
placas na sada da maquina.
No processo real existem diversos fatores externos que alteram o funciona-
mento da malha de controle, dentre disturbios e comportamento do aco, relacionados
aos diferentes materiais produzidos pela maquina. Nesta sec~ao prop~oe-se estrategias
de controle para reduzir os efeitos destes disturbios atraves das tecnicas de controle
preditivo n~ao linear apresentadas no incio deste captulo, ou seja, o controle pre-
ditivo neural com a regra do gradiente (PNRG), o controle preditivo neural com
linearizac~ao instanta^nea (PNLI) e o controle preditivo usando o modelo Hammers-
tein (HGPC).
5.3.1 Equacionamento Basico do Nvel do Molde
A Valvula gaveta e um dispositivo formado por tre^s placas sobrepostas que
possuem um orifcio ide^ntico em cada uma destas placas, onde a placa central e
provida de movimento horizontal (Xsg), fazendo com que a area de passagem de aco,
consista na area de intersecc~ao dos orifcios, conforme e ilustrado pela Figura 5.5.
Obtem-se a area efetiva (As) de passagem de aco, atraves de um calculo considerando
a intersecc~ao de orifcios conce^ntricos de raio R. De acordo com [120] a area efetiva
e dada por:
As = 2
24R2cos 1 R  Xsg(t)2
R
!
 

R  Xsg
2
(t)
s
RXsg  

Xsg(t)
2
235 (5.42)
A valvula Gaveta esta localizada logo apos a sada distribuidor e o transporte do
uxo do aco da valvula gaveta para o molde e feita atraves da valvula submersa,
conforme mostra a Figura 1.7. Considerando o comprimento da valvula submersa
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Figura 5.5: Movimento e Formato da Valvula Gaveta do Distribuidor.
de L = 600mm e a velocidade do uxo de aco na sada da valvula gaveta de Vn =p
2:g:h, o atraso de transporte sera dado por Tv = 0; 11seg:. Assim, de acordo com
[120] a equac~ao dina^mica do nvel do molde, e dada por:
dh(t)
dt
=
1
Am
[As(t  Tv):Vn(t)  Am:Vcs(t)] (5.43)
onde:
 H e a altura do nvel do molde m;
 Am e a area do molde m2;
 g e a gravidadem=s2;
 h e a altura do uido entre os nveis de aco do distribuidor e do molde m;
 Vcs Velocidade de Lingotamento ou extrac~ao da placam=s;
A partir de (5.43) chega-se a seguinte func~ao de transfere^ncia:
H(s) =
1
Ams
h
As(s)
p
2gh  AmVcs(s)
i
(5.44)
caracterizando-se, portanto, como uma malha integradora. Para a representac~ao
matematica dos demais blocos que comp~oem a malha de controle, foram realizados
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experimentos am de identicar o modelo conforme mostrado em [105]. A func~ao de
transfere^ncia (5.45) representa o controlador da malha de posic~ao da valvula gaveta,
malha escrava, e o sistema hidraulico responsavel por sua movimentac~ao fsica.
Gp(s) =
0:25
0:5s+ 1
(5.45)
A func~ao de transfere^ncia (5.46) representa o bloco referente ao sensor de
nvel do molde:
GS(s) =
e 0;02s
0:4s+ 1
(5.46)
Desta maneira, verica-se na Figura 5.6 o sistema n~ao-linear completo
simulado no Matlab para representac~ao do processo real de controle do nvel do
molde.
Figura 5.6: Diagrama de Blocos da Malha Completa de Controle de Nvel do Molde.
5.3.2 Representac~ao dos Disturbios de Bulging, Clogging e
de Argo^nio
Em uma malha real de controle de nvel de molde, verica-se a ocorre^n-
cia de uma serie de efeitos inerentes ou n~ao ao processo metalurgico de produc~ao
de placas que afetam de forma direta e indireta o regime estavel do nvel de aco
na superfcie do molde, podendo ent~ao ser interpretados como disturbios a serem
controlados/reduzidos pelo sistema de controle. Os principais deles s~ao:
1. Vibrac~oes provocadas pelo movimento oscilatorio do molde;
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2. Agarramento ou desgastes das placas da valvula gaveta, provocado por solidi-
cac~oes de aco entre as placas, incrustac~ao de alumina;
3. Efeitos provocados pelo tracionamento dos rolos abaixo do molde, Bulging ;
4. Clogging : obstruc~ao parcial da valvula submersa, prejudicando a vaz~ao de aco
para o interior do molde;
5. Inue^ncia do Argo^nio na medic~ao de nvel;
6. Alterac~oes nas condic~oes de processo e ambiente, como velocidade de lingota-
mento, tipo de aco lingotado e sua respectiva viscosidade, mudanca de largura
da placa em processo, etc.;
O aparecimento destes efeitos, ou disturbios, como s~ao chamados neste
texto, e a consequente variac~ao demasiada do nvel de aco no molde, te^m como
conseque^ncia nal o surgimento de defeitos nas placas produzidas pela maquina de
Lingotamento, alem dos riscos de transbordamento de aco para fora do molde e
break-outs.
A seguir s~ao descritos os efeitos que mais interferem na estabilidade de
uma malha de controle de nvel de molde, seus comportamentos e as respectivas
propostas de representac~ao destes, objetivando retratar com delidade o processo a
ser controlado.
Disturbio de Clogging
O acumulo progressivo de deposic~ao de alumina ou outros produtos nas pa-
redes da valvula submersa e/ou da propria valvula gaveta e conhecido como efeito
Clogging. Como esse acumulo e progressivo, ha a reduc~ao tambem progressiva da
area efetiva de passagem de aco, fazendo-se necessaria a compensac~ao pelo controla-
dor da abertura da valvula gaveta. Em adic~ao a esse efeito, ha tambem o desprendi-
mento abrupto da alumina acumulada (Unclogging), liberando o uxo e provocando
a necessidade de ac~ao rapida do controlador para retornar o processo as condic~oes
anteriores. Pode-se ver o comportamento dos efeitos "Clogging" e "Unclogging" na
Figura 5.7.
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Figura 5.7: Comportamento do efeito Clogging na malha de controle.
O comportamento do efeito de clogging pode ser perfeitamente simulado em
Matlab, incluindo este na malha da valvula gaveta. Observando a posic~ao da valvula
gaveta durante o efeito Clogging, pode-se representar o movimento de abertura
da valvula por uma func~ao aleatoria crescente no tempo a medida que aumenta a
obstruc~ao da valvula. Apos terminar o efeito do entupimento, a valvula atinge a
abertura maxima, permanecendo ate a ocorre^ncia de Unclogging (desentupimento)
alguns segundos depois. Assim, a simulac~ao da diminuic~ao da area de passagem do
aco pela valvula Gaveta e/ou Submersa, pode ser realizada multiplicando a area da
valvula gaveta (As) sem obstruc~ao pela func~ao de reduc~ao da area (Aclg), a qual e
dada pela express~ao:
Aclg(t) =
8<:
1  (t  T1) ; T1  t < T2
f ; T2  t < T3
f + (t  T3) ; T3  t < T4
onde T1 e o instante em que inicia o entupimento da valvula gaveta, T2 e o instante
em que ocorre o entupimento maximo, T3 e T4 s~ao os instantes em que inicia e
termina o processo do desentupimento respectivamente, f e o fator de entupimento
maximo tal que 0 < f < 1 e f = 1  (T2   T1) = 1  (T4   T3).
No processo de Clogging real, por observac~ao, e prudente armar que os
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instantes de T1 < T2 < T3 < T4 s~ao aleatorios e encontram-se entre os intervalos:
20s < T2   T1 < 120s e 10s < T3   T2 < 60s, 0 < T4   T3 < 5s.
Com o objetivo de simular o entupimento da valvula submersa, ou seja,
simular a diminuic~ao da area de passagem de aco pela valvula submersa, identica-
se que na Figura 5.6 deve-se incluir um ganho variavel dado por K = Aclg As para
representar o efeito do Clogging no ponto onde esta representada a area de passagem
do aco, conforme ilustra a Figura 5.8.
Figura 5.8: a)Diagrama de bloco com a inclus~ao do efeito de clogging; b) Represen-
tac~ao graca da func~ao de reduc~ao da area Aclg.
Efeito Bulging
Conforme foi comentado, apos a passagem pelo molde, a placa de aco
no interior do veio, ou seja, no interior da maquina de lingotamento, possui uma
camada de pele e em seu interior ainda tem aco lquido que sera gradativamente
resfriado pela adic~ao de agua na superfcie ate que esteja totalmente solidicado em
seu interior, antes de sair da maquina.
Esta placa de aco, ainda no estado lquido, exerce, portanto uma forca fer-
rostatica que tende a empurrar o aco lquido para fora do veio, movimento impedido
pelos rolos que comp~oem os segmentos. Como estes rolos possuem um espacamento
D entre eles, a pele de aco formada sede um pouco, de forma que o aco ocupe
parte deste espacamento. Ao passar pelos rolos, havera diminuic~ao do espaco e con-
sequente laminac~ao deste aco solido/lquido, provocando o rearranjo de aco lquido
no interior da maquina.
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Apos passar por entre os rolos, o aco expande-se novamente ate o pro-
ximo conjunto, caso ainda n~ao tenha sido formada pele espessa o suciente para
contrapor a press~ao ferrostatica. Este feno^meno de retrac~ao e expans~ao ocorre si-
multaneamente por toda a maquina onde ha presenca de aco lquido no interior,
chegando ate o molde. Como a maquina de Lingotamento possui uma velocidade de
extrac~ao da placa em seu interior, verica-se como efeito decorrente da expans~ao e
retrac~ao interna da placa no interior da maquina o surgimento de ondas senoidais
na superfcie do molde. Estas ondas s~ao conseque^ncia, portando, da variac~ao de
volume de aco no interior do veio, func~ao do espacamento entre os respectivos rolos
de onde ocorre o feno^meno e da velocidade de extrac~ao. A freque^ncia de oscilac~ao
pode ser determinada com boa aproximac~ao por [105]:
foscilao(Hz) =
Vc(m=min)
D(m)  60 (5.47)
O aparecimento do feno^meno de Bulging ocorre principalmente na regi~ao
de desdobramento do aco no interior da maquina, proximo ao molde, onde ha maior
volume de aco lquido no interior da placa e obviamente, menor espessura de pele
de aco solidicado. A express~ao (5.47) indica uma relac~ao direta do feno^meno com
aspectos construtivos da maquina: capacidade de refrigerac~ao e de velocidade, dis-
tanciamento de rolos denidos em projeto e curvatura total de lingotamento.
Particularmente, dependendo da regi~ao onde ha a ocorre^ncia de Bulging e
do espacamento dos rolos que comp~oem esta regi~ao, pode ocorrer o aparecimento de
freque^ncias de oscilac~ao diferentes e simulta^neas na superfcie do molde. A amplitude
deste feno^meno esta diretamente relacionada com a capacidade de refrigerac~ao e tipo
de aco lingotado, quanto menor a quantidade de carbono em sua composic~ao em
conjunto com a adic~ao de ligas, maior e a maleabilidade do material e amplitude do
feno^meno, dentre outros fatores de menor contribuic~ao.
Pode-se vericar o comportamento do nvel do molde perante o apare-
cimento do feno^meno, com uma ou duas freque^ncias, conforme mostra o exemplo
real da Figura 5.9 correspondente ao lingotamento de uma planta real, maquina de
lingotamento No 3 da Arcelor Mittal, na presenca do feno^meno.
Para a simulac~ao do efeito Bulging no processo identicado, procede-se da
mesma forma que o realizado no item anterior. Sera ent~ao necessario denir o ponto
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Figura 5.9: Efeito Bulging na MLC03.
correto de inserc~ao do feno^meno no diagrama de blocos do processo identicado,
na Figura 5.6. Conforme descrito anteriormente, entende-se o efeito Bulging como
uma variac~ao de volume no molde. A gura 5.10 representa um possvel ponto de
inserc~ao do efeito no modelo obtido.
Figura 5.10: Ponto de Inclus~ao do Efeito Bulging no Processo
Efeito do Argo^nio
A injec~ao de Argo^nio na valvula submersa e extremamente importante no pro-
cesso do lingotamento contnuo: e utilizado para isolamento interno das paredes da
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valvula gaveta e da valvula submersa quanto a incrustac~ao de alumina, natural neste
tipo de processo, nestes equipamentos [114].
A utilizac~ao do Argo^nio tambem e importante para a vedac~ao do processo,
impedindo o contato do aco lquido com o Oxige^nio, provocando a oxidac~ao do
material lingotado.
O Argo^nio, apos sua injec~ao, e arrastado pelo uxo de aco no interior da
valvula submersa e provoca um borbulhamento na superfcie do molde, incluindo
a regi~ao onde e efetuada a medic~ao do nvel de aco, reetindo em interfere^ncias
na medic~ao. Na Figura 5.11 verica-se, atraves de simulac~ao do lingotamento em
um tanque de agua, o comportamento do efeito provocado pelo borbulhamento de
argo^nio na sada de dois modelos de valvula submersa comumente utilizados. Na
Figura 5.11 tambem est~ao representados em vermelho os pontos onde s~ao localizados
os sensores de nvel no molde na planta real.
Figura 5.11: Simulac~ao do borbulhamento de Argo^nio em um molde com agua.
A amplitude das interfere^ncias por vaz~ao de Argo^nio na medic~ao de nvel e
proporcional a vaz~ao do gas inserida no interior da valvula submersa e o efeito possui
um comportamento estocastico quanto a sua freque^ncia de inue^ncia. Na Figura 5.12
e apresentado um espectro do sinal do nvel medido no molde em uma planta real de
Lingotamento Contnuo, onde nota-se um exemplo da faixa de freque^ncia atingida
por este feno^meno, historicamente, de 0.4 a 0.8Hz.
Em virtude deste comportamento e da denic~ao da amplitude tambem ser
relacionada a uma dada situac~ao real, insere-se diretamente na entrada do sensor
um sinal de borbulhamento de argo^nio, previamente captado do processo real da
maquina de lingotamento contnuo no 3 da Arcelor Mittal.
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Figura 5.12: Espectro de freque^ncia de borbulhamento de argo^nio num molde real.
5.3.3 O Modelo Neural do Nvel do Molde
Com o objetivo de desenvolver um modelo do processo para ns de imple-
mentac~ao da estrategia de controle avancada, realiza-se nesta sec~ao a identicac~ao
do sistema utilizando-se redes neurais articiais. A Figura 5.13 mostra o conjunto
de entrada - sada ("input - output") utilizado na identicac~ao. Estes dados foram
gerados a partir de uma perturbac~ao aleatoria imposta a variavel de entrada, dentro
de certo limite (limite este factvel do ponto de vista operacional), onde a abertura
maxima da valvula gaveta e de 70 milmetros e seu curso pode ser visto na Figura
5.14. Os dados foram divididos em dois subconjuntos a saber: i) treinamento; ii)
validac~ao.
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Figura 5.13: Dados de entrada e sada utilizados na identicac~ao do modelo.
Em seguida os dados (treinamento e teste) foram escalonados de tal modo
a apresentarem media zero e varia^ncia 1, procedimento este recomendavel quando
se tem em mente a utilizac~ao das redes neurais na correlac~ao de tais dados.
A escolha de um regressor apropriado para descrever a dina^mica de um
sistema n~ao e uma tarefa facil e pressup~oe certo empirismo. Uma variavel importante
na escolha do regressor e a ordem do sistema. Tal ordem pode ser determinada a
partir do conhecimento fsico do sistema em estudo ou pode ser inferida a partir
do conjunto de dados de entrada - sada. Neste ultimo caso, pode-se empregar a
metodologia proposta na literatura [57] para se determinar a estrutura do atraso (m
e n) antes da identicac~ao do modelo dina^mico do sistema:
y(t) = f(y(t  1); :::; y(t  n); u(t  1); :::; u(t m)) (5.48)
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Figura 5.14: Curso x Area Efetiva da Valvula Gaveta.
Em [57], foi utilizado a func~ao lipschitz para determinar a ordem do sis-
tema. Isto pode ser visualizado na Figura 5.15, na qual mostra o ndice em func~ao
do numero de entradas e sadas passadas. Neste graco, o eixo das abscissas corres-
ponde ao numero de regressores que ser~ao aplicados a entrada e a sada do modelo.
A analise do graco e feito olhando os valores do eixo das ordenadas no ponto
1; 2; 3; 4; 5. Se a variac~ao entre os pontos 1 e 2 for muito pequena, adota-se o valor
1, sendo assim, m = 0 e n = 1, se o valor obtido for 2, m = 1 e n = 1 e assim
sucessivamente. Pela Figura 5.15, percebe-se que a variac~ao entre os pontos 4 e 5
e muito pequena, sendo assim, adotar-se-a um modelo com m = 2, n = 2 (ordem
2). A vantagem deste procedimento e evitar uma determinac~ao iterativa e tediosa
da quantidade de entradas a serem utilizadas no regressor conforme pode ser visto
em [57].
O atraso do sistema foi escolhido por tentativa e erro, onde se adotou os
valores m = 2 e n = 2, e criaram-se varios modelos com diferentes valores para
o atraso, onde o melhor modelo foi selecionado usando o criterio de informac~ao de
Akaike (AIC Akaike's Information Criterion) e o criterio de erros de predic~ao nal
(FPE Final Prediction Criterion).
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Atraves desta selec~ao, tem-se um modelo com m = 2, n = 2 e k = 1.
Figura 5.15: Efeito da ordem dos regressores no ndice de avaliac~ao proposto por
[57].
Sera identicada agora uma rede neural na forma do modelo ARX, rede
que e chamada NNARX. Inicialmente, investiga-se o efeito do numero de neuro^nios
na camada interna, com func~ao de ativac~ao tangente hiperbolica na camada interna.
A rede neural utilizada tera arquitetura totalmente conectada e func~ao linear na
camada de sada. Na Figura 5.16 mostra-se a sada real do processo e a sada
identicada por redes neurais, assim como o erro de predic~ao um passo a frente. A
arquitetura da rede utilizada, possui uma camada oculta com 10 neuro^nios. Como
se trata do modelo NNARX, este n~ao possui caracterstica recorrente, sendo que
as entradas da rede ser~ao denidos pelas sadas do processo y em dois intervalos
de tempo anteriores [y(t   1); y(t   2)], juntamente com o sinal de entrada u em
dois instantes anteriores [u(t  1); u(t  2)], caracterizando uma estrutura na forma
[2; 2; 1], ou, [na; nb; d].
Percebe-se atraves desta Figura 5.16, que a identicac~ao realizada por
redes neurais apresenta uma precis~ao satisfatoria para o caso de predic~ao um passo
a frente, porem, quando a utilizac~ao da rede for em controle, o modelo n~ao pode ser
julgado por apenas este item.
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Figura 5.16: Validac~ao do Modelo Neural.
Uma vez que o modelo obtido por redes neurais sera utilizado como mo-
delo de um processo, o qual sera usado no calculo do controlador preditivo, uma
caracterstica muito importante que deve ser analisada e a capacidade de predic~ao
do modelo. Desta forma, a Figura 5.17 mostra a sada real do processo juntamente
com a sada da rede com predic~ao de 30 passos a frente.
Atraves da Figura 5.17, percebe-se a capacidade que o modelo criado por
redes neurais tem de mapear o sistema real, desta forma, conclui-se que o modelo
apresentado por redes neurais sera muito vantajoso para realizar o controle.
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Figura 5.17: Sada real e sada prevista pela rede neural.
Primeiro, sera mostrado o controle do nvel do molde com e sem os dis-
turbios mencionados usando a tecnica de Linearizac~ao Instanta^nea mostrado ante-
riormente, em seguida, o mesmo sera feito utilizando a Regra do Gradiente para a
obtenc~ao do sinal de controle.
5.3.4 Controle Preditivo Neural
Uma vez que o modelo neural ja esta bem denido, sera feito ent~ao o controle
preditivo neural do nvel do molde de lingotamento contnuo sem levar em conta a
presenca dos disturbios relacionados tanto para o caso em que se utiliza a linearizac~ao
instanta^nea (PNLI), quanto para o caso em que se utiliza a regra do gradiente
(PNRG).
O algoritmo proposto por [87] para o controle preditivo neural sera usado
aqui tanto para o caso com linearizac~ao instanta^nea, quanto para o caso utilizando a
regra do gradiente. E importante mencionar que foram feitas algumas modicac~oes,
tais como, a sintonia foi feita atraves de algoritmo genetico, o que torna o algoritmo
mais robusto, pois sem esta tecnica de sintonia, este processo seria feito na tentativa
e erro, o que iria tornar uma pesquisa exaustiva, alem de n~ao se ter a garantia de se
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obter bons para^metros, como e o caso do algoritmo genetico.
Os para^metros ajustados por AG para a sintonia do controle preditivo
neural com linearizac~ao instanta^nea foram: Nu = 10, N2 = 10,  = 0:8843,  =
91:3287 e  = 0:0796. Ja os para^metros ajustados por AG para a sintonia do controle
preditivo neural com a regra do gradiente foram: Nu = 1, N2 = 1,  = 0; 5755,
 = 747; 6628 e  = 645; 5345. Desta forma, a resposta apresentada pelo sistema
de nvel do lingotamento contnuo para os dois casos sem a presenca de disturbios
pode ser visto na Figura 5.18 para o controlador com linearizac~ao instanta^nea e na
Figura 5.19 para o controlador com a regra do gradiente.
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Figura 5.18: Resposta ao Degrau com o Controlador PNLI.
Percebe-se atraves das Figuras 5.18 e 5.19, que os controladores projetados,
conseguem fazer com que o nvel siga a refere^ncia em todo o intervalo da altura do
molde, tendo apenas um pequeno erro em regime no caso do PNRG, mostrando
assim, a ecie^ncia do modelo e consequentemente dos controladores. Demonstra-
se assim que os controladores projetados podem trabalhar em diversas regi~oes do
molde, obtendo um controle muito satisfatorio.
E importante mencionar tambem que o ndice ISE apresentado pelos dois
controladores foram muito proximos, sendo de 7; 7477 para o PNLI e de 7; 754 para
o PNRG.
O tempo de simulac~ao do algoritmo apenas com os para^metros otimos, ou
seja, depois de selecionados os para^metros, foi feita uma simulac~ao com os para^me-
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Figura 5.19: Resposta ao Degrau com o Controlador PNRG.
tros escolhido para se comparar o tempo de processamento de cada controlador, foi
de 32; 67seg: para o PNLI e de 48; 44seg: para o PNRG, o que ja se tinha em mente,
uma vez que o PNRG utiliza apenas rotinas n~ao lineares, deixando-o mais pesado
para simulac~ao.
Controle Preditivo Neural com Disturbio de Bulging
Primeiramente sera acrescentado ao processo o disturbio de bulging mencionado
anteriormente, com o objetivo de medir a ecacia dos controladores a este tipo de
disturbio. O disturbio de bulging pode ser representado por uma senoide com uma
amplitude de 20mm e uma freque^ncia w = (2)(0; 077) rad/seg. Desta forma, a
resposta apresentada pelo sistema de nvel do lingotamento contnuo com a presenca
do disturbio de bulging utilizando o PNLI pode ser visto na Figura 5.20, e na Figura
5.21, pode-se ver o nvel do molde com a presenca de bulging utilizando o PNRG.
Nas Figuras 5.20 e 5.21, percebe-se que a amplitude do bulging aplicado,
tem sua amplitude reduzida de 20mm para cerca de 5mm, o que mostra a ecacia
destes controladores para este tipo de caso, sendo observado um erro maximo de
5; 7mm para o controlador PNLI e de 6; 3mm para o controlador PNRG.
O tempo de simulac~ao foi de 16; 73seg: para o PNLI e de 25; 49seg: para o
PNRG. O tempo foi menor, pois o numero de amostras utilizadas nesta simulac~ao
119
0 500 1000 1500 2000 2500 3000
0
0.02
0.04
0.06
0.08
0.1
0.12
número de amostras
N
ív
el
 d
o 
M
ol
de
 (m
)
 
 
Referência
Nível do Molde com Bulging
Figura 5.20: Simulac~ao com Controlador PNLI e Disturbio de Bulging.
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Figura 5.21: Simulac~ao com Controlador PNRG e Disturbio de Bulging.
foi menor, pois se queria saber apenas como os controladores iriam se comportar
com a presenca do disturbio de Bulging.
Controle Preditivo Neural com Disturbio de Clogging
Neste parte, sera mostrado o controle de nvel do molde com o disturbio de
clogging, onde sera considerado o pior caso do disturbio, pois desta forma, tem-se
um controlador preditivo robusto capaz de controlar o processo em todo seu estagio.
Para este caso, o processo de entupimento da valvula ocorre num pequeno intervalo
de tempo (T2 = T1 = 20seg:), permanecendo obstruda com um determinado fator
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de entupimento f durante um intervalo de tempo maior (T3   T2 = 60seg:) e em
seguida, tem-se um desentupimento abrupto (T4  T3 = 0). O fator de entupimento
f foi incrementado gradativamente de 10% em 10% para se obter o entupimento
maximo que o controlador consegue controlar o nvel.
As Figuras 5.22 e 5.23, mostram o controle do nvel do molde com a
presenca do disturbio de clogging, onde este entupimento chega ate um maximo de
80% para o PNLI e de 75% para o PNRG, bem como os seus respectivos sinais de
controle e variac~ao do sinal de controle.
Para este caso, e importante mencionar que foi preciso fazer uma resintonia
do processo para os dois controladores, tanto o PNLI, quanto para o PNRG, pois
os para^metros utilizados na simulac~ao anterior, n~ao foram capazes de estabilizar
o sistema com o entupimento citado. Estes para^metros foram Nu = 2, N2 = 4,
 = 0:1342,  = 14:2027 e  = 1:5825 para o PNLI e Nu = 2, N2 = 4,  = 0:1522,
 = 825:8170 e  = 538:3424 para o PNRG.
Percebe-se nas Figuras 5.22 e 5.23 que no momento em que se inicia o
processo de entupimento, o nvel do molde comeca a cair abruptamente, sendo ne-
cessario ent~ao, aplicar um degrau no sistema, fazendo com que haja uma elevac~ao
do nvel do molde, pois, caso contrario, o nvel caria negativo durante um instante
de tempo, o que n~ao poderia acontecer na pratica.
E importante mencionar tambem que mesmo com um entupimento maior
que 80% para o PNLI e 75% para o PNRG, o controlador sempre mantem o sistema
estavel e que no caso PNLI, o degrau aplicado no momento de entupimento maximo
para que o nvel n~ao venha a ter valores negativos e menor que no PNRG.
O algoritmo do controlador PNRG precisa de ser reiniciado no momento em
que acontece o desentupimento, devido aos resduos que se tem nos calculos de roti-
nas deste controlador n~ao linear, causando assim erros numericos no procedimento
de otimizac~ao.
O tempo de simulac~ao foi de 4; 86seg: para o PNLI e de 17; 48seg: para o
PNRG. Da mesma forma que no caso anterior, a simulac~ao foi feita com um menor
numero de amostras, mas percebe-se nos tre^s casos que o PNLI apresenta resultados
melhores que o PNRG, alem de se ter um menor tempo de simulac~ao.
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Figura 5.22: Simulac~ao com Controlador PNLI e Clogging com f=0,8.
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Figura 5.23: Simulac~ao com Controlador PNRG e Clogging com f=0,75.
5.3.5 GPC para o Modelo Hammerstein (HGPC)
Nesta sec~ao, sera mostrado o controle preditivo utilizando o modelo Ham-
merstein. Os dados de entrada e sada do processo mostrado na Figura 5.13 para o
treinamento das redes neurais, ser~ao os mesmos utilizados para identicar o modelo
Hammerstein.
Da mesma forma, os dados foram divididos em dois conjuntos, sendo um
de identicac~ao e outro para a validac~ao. Com estes dados, foram criados varios
modelos, com diferentes ordens tanto no grau da n~ao-linearidade estatica, quanto
na dina^mica do modelo linear. Desta forma, foi feito a identicac~ao do modelo
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hammerstein utilizando o metodo dos mnimos quadrados conforme apresentado no
Captulo 2, sec~ao 1.
Logo apos, foi utilizado o criterio de informac~ao de Akaike (AIC Akaike's
Information Criterion) e o criterio de erros de predic~ao nal (FPE Final Prediction
Criterion) com o objetivo de selecionar o melhor modelo.
O modelo selecionado possui uma estrutura do modelo linear de [2 2 0] e
o grau da n~ao-linearidade estatica m igual a 2, sendo representado pela seguinte
express~ao:
y(t) = 1:365y(t  1)  0:365y(t  2)  0:701x(t  1) + 1x(t  2) (5.49)
x(t) = 0:234u(t) + 1:0884u2(t)
A Figura 5.24 mostra que a identicac~ao do modelo Hammerstein apresenta
uma precis~ao satisfatoria para o caso de predic~ao um passo a frente, desta forma, da
mesma maneira ques as redes neurais, o modelo n~ao pode ser julgado somente por
este item, sendo necessario testar a capacidade de predic~ao do modelo apresentado.
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Figura 5.24: Sada real e sada identicada do Modelo Hammerstein.
A Figura 5.25 mostra a capacidade de predic~ao do modelo identicado a
30 passos a frente, sendo assim, pode-se dizer que o modelo identicado tem uma
grande probabilidade de ser um bom modelo para o controle preditivo.
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Figura 5.25: Sada real e sada prevista com o modelo Hammerstein.
HGPC sem Disturbio
Assim como na utilizac~ao de redes neurais, primeiramente realiza-se o controle
do nvel do molde sem a presenca de disturbio, para em seguida, ser acrescentado
os disturbios mencionados anteriormente.
Para as variac~oes da entrada aplicada nos controladores PNLI e PNRG
sem disturbio, mostrado nas Figuras 5.18 e 5.19 n~ao foi possvel controlar o nvel
do molde utilizando o HGPC, pois, atraves de simulac~oes, percebe-se que o HGPC
n~ao consegue controlar o nvel do molde em toda a sua extenc~ao, ou seja, o HGPC,
controla o nvel ate 70cm acima do ponto de operac~ao. Foi visto tambem que o
HGPC n~ao consegue controlar o nvel quando se aplica a entrada degrau com valor
maior ou igual a 30cm.
Desta forma, mostra-se aqui, uma simulac~ao com uma outra faixa de en-
trada, a qual pode ser vista na Figura 5.26. Os para^metros ajustados por AG
para a sintonia do controle preditivo HGPC foram: Nu = 2, N2 = 7,  = 0; 5836,
 = 37; 3579 e  = 22; 1695;
A mesma entrada degrau foi simulada utilizando o PNLI e o PNRG para efeito
de comparac~ao com o HGPC. Os para^metros do PNLI e do PNRG foram os mesmos
utilizados anteriormente. Os ndices de desempenho apresentados pelos controla-
dores foram : 0; 9024 para o HGPC, 3; 319 para o PNLI e 3; 3046 para o PNRG;
o tempo de simulac~ao gastos por cada um deles foi de 18; 178seg: para o HGPC,
26; 48seg: para o PNLI e 40; 89seg: para o PNRG.
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Figura 5.26: Resposta ao Degrau com Controlador HGPC.
Percebe-se que o HGPC, embora n~ao trabalhe em toda extens~ao do molde,
possui umndice ISE menor do que os outros dois controladores quando comparados
numa faixa na qual o sistema e estavel para todos os controladores.
HGPC com Disturbio de Bulging
Nesta sec~ao, analisa-se o disturbio de bulging no processo. Da mesma forma
que os casos anteriores, este disturbio apresenta uma oscilac~ao constante e uma
amplitude de 20mm. Desta forma, a resposta apresentada pelo sistema de nvel do
lingotamento contnuo com a presenca de bulging pode ser visto na Figura 5.27.
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Figura 5.27: Resposta do Sistema com o Disturbio de Bulging.
Atraves da Figura 5.27, observa-se que o disturbio de bulging sofre uma re-
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duc~ao signicativa, pois este disturbio possui inicialmente uma amplitude de 20mm
que e reduzida para 1mm apos a compensac~ao realizada pelo HGPC. Portanto este
controlador tem uma ecie^ncia melhor em tratar este tipo de caso do que o con-
trolador usando redes neurais, pois a reduc~ao do efeito do disturbio na rede foi de
20mm para 5mm: O tempo de simulac~ao para este caso foi de 12; 89seg.
HGPC com Disturbio de Clogging
Agora sera avaliado o controle do molde com o disturbio de clogging, onde se
consideram as mesmas condic~oes dos outros tipos de controladores apresentados.
Realizou-se tambem entupimentos gradativos de 10 em 10% para se obter o entu-
pimento maximo que o controlador consegue se manter estavel e controlar o nvel
dentro das restric~oes apresentadas.
A Figura 5.28, mostra o controle do molde com a presenca do disturbio de
clogging, onde este estupimento chega a 90%, que e o maximo ocorrido na pratica.
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Figura 5.28: Resposta do Sistema com o Disturbio de Clogging.
Da mesma forma que os casos anteriores, a medida em que a valvula vai
entupindo, ha a necessidade de se aumentar a refere^ncia para que o nvel do tan-
que n~ao que negativo. Percebe-se aqui tambem que o controlador com o modelo
Hammerstein, possui uma robustez maior para tratar este tipo de disturbio, pois,
enquanto o entupimento no controle realizado pelas redes neurais chegou a 80% para
o PNLI e de 75% para PNRG, no controle usando o modelo Hammerstein, este en-
tupimento chegou a 90% que e o entupimento maximo permitido, pois, apos este
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entupimento, o efeito de unclogging e realizado. O tempo computacional para este
caso foi de 4; 713seg:.
5.3.6 HGPC com Rudo de Argo^nio
Nesta parte do trabalho, sera mostrado a utilizac~ao do HGPC no controle do
nvel do molde do lingotamento contnuo com a presenca do rudo de argo^nio. O
HGPC foi escolhido, pois, em comparac~ao com os outros algoritmos n~ao-lineares
usando redes neurais, foi o que apresentou maior robustez quando o processo apre-
senta disturbios, alem de sua implementac~ao ser a mais simples para se projetar
um Filtro de Kalman Estendido (veja ape^ndice B para maiores detalhes sobre este
projeto).
Utilizando express~ao linear do modelo de Hammerstein denido em (5.49)
chega-se a seguinte func~ao de transfere^ncia:
Y (z 1)
X(z 1)
=
 0; 701z 1 + z 2
1  1; 365z 1 + 0; 365z 2 (5.50)
Transformando a func~ao de transfere^ncia acima em uma equac~ao de estados
na forma cano^nica observavel, tem-se que:

xet+1 = txet +  xt + Ykwt
yt+1 = Ht+1xet+1 + vt+1
onde:
t =

0  0; 365
1 1; 365

(5.51)
 t =

1
 0; 701

(5.52)
Yt =

0
0

(5.53)
onde xt expressa uma func~ao n~ao-linear em (5.49), fazendo com que o sistema, na
verdade, tenha a seguinte forma:
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
xet+1 = f(xet; ut; wt)
yt+1 = h(xet+1) + vt+1
Para este modelo identicado considera-se, atraves de tentativa e erro, que
as autocovaria^ncias sejam: E[wtw
T
t ] = Qt = 0 e E[vtv
T
t ] = 0; 9. De posse das matri-
zes mostradas acima, realiza-se expans~oes em series de Taylor de modo a linearizar as
equac~oes em quest~ao. Calculando as derivadas parciais das func~oes f e h (matrizes
jacobianas) obtem-se:
Df(xe) =
"
@f1
@xe1
@f1
@xe2
@f2
@xe1
@f2
@xe2
#
= (5.54)
"
@( 0;365xe2(t)+x(t))
@xe1
@( 0;365xe2(t)+x(t))
@xe2
@(xe1(t)+1;365xe2(t) 0;701x(t))
@xe1
@(xe1(t)+1;365xe2(t) 0;701x(t))
@xe2
#
=

0  0; 365
1 1; 365

(5.55)
Df(w) =

@f1
@w
@f2
@w

=

0
0

(5.56)
Dh(xe) =

@h
@y1
@h
@y2

=
h
@(y2(t))
@y1
@(y2(t))
@y2
i
=

0 1

(5.57)
Sendo assim, de posse das matrizes jacobianas calculadas acima, inclui-se
no simulador do sistema de controle do nvel do molde do lingotamento contnuo
o Filtro de Kalman Estendido (FKE). O objetivo e que o FKE incorpore toda
informac~ao obtida a partir das medic~oes ruidosas, devido ao rudo ocasionado pela
injec~ao de argo^nio, e estime de forma adequada as variaveis de estado.
Nas Figuras 5.29 e 5.30, e mostrado o controle do nvel do molde com
o HGPC apos a injec~ao de argo^nio com e sem a utilizac~ao do Filtro de Kalman
Estendido.
Percebe-se que o nvel de rudo na valvula sem a utilizac~ao do FKE, e muito
intenso, o que pode ocasionar problemas futuros na valvula, o que n~ao acontece
quando se utiliza o FKE.
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Figura 5.29: Resposta do Sistema com o Disturbio de Argo^nio sem o FKE.
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Figura 5.30: Resposta do Sistema com o Disturbio de Argo^nio com o FKE.
5.4 Conclus~ao do Captulo
Na Tabela 5.2, mostra-se uma sntese de todos os resultados obtidos com os 3
controladores n~ao-lineares sujeitos aos disturbios clogging e bulging para efeito de
comparac~ao. Uma discuss~ao sobre esta tabela e feita no ultimo captulo desta tese.
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Tabela 5.2: Comparac~ao do Desempenho dos Controladores N~ao Lineares.
PNLI PNRG HGPC
(Nu;N2;; ;) (10; 10; 0; 88; 91; 3; 0; 07) (1; 1; 0; 57; 747; 6; 645; 5) (2; 7; 0; 58; 37; 35; 22; 17)
com controle servo
(Nu;N2;; ;) idem servo idem servo idem servo
com bulging
(Nu;N2;; ;) (2; 4; 0; 13; 14; 20; 1; 58) (2; 4; 0; 15; 825; 81; 538; 34) idem servo
com clogging e degrau
TP 26,48 seg. 40,89 seg. 18,178 seg.
para 5.000 amostras
ISE 3,319 3,3046 0,9024
no Controle Servo
Hmax 1,2m 1,2m 0,7m
Rmax 0,99m 1,1m 0,29m
Hmax 5mm 5mm 1mm
com bulgging
fmax 0,8 0,75 0,9
com degrau
fmax 0,3 0,58 0,85
sem degrau
Vale a pena comentar que as condic~oes operacionais em que a simu-
lac~ao foi realizada no Matlab s~ao: h = 1; 2m(Altura do Distribuidor); Am = 0; 25m
2
(area do molde); Xsg = 0; 35m (Abertura da valvula gaveta para uma velocidade
constante de 0; 02m=seg). O perodo de amostragem foi de 0; 1seg:
As restric~oes no processo s~ao: abertura da Valvula Gaveta ( u(t)  0; 7m)
e na sua velocidade de abertura ( u(t)  0; 0041m por perodo de amostragem ) e
nos limites fsicos do sensor do nvel do molde ( y(t)  0; 2m ).
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E importante mencionar que para o controle do nvel do molde do lingotam-
teo contnuo, foi necessario trabalhar com todas as medidas em metro, para evitar
saturac~ao das redes neurais.
Outra observac~ao importante e que nos controladores PNLI e HGPC, que
utilizam o algoritmo GPC (ver Captulo 3), e no PNRG, o calculo da ac~ao de controle
foi obtido atraves da ac~ao proporcional da forma u(t) = u(t)   u(t   1). Isto e
devido ao fato do nvel do molde apresentar uma elevada instabilidade a ac~ao de
controle integrativa dada por u(t) = u(t   1) + u(t). Isto pode ser visto atraves
da analise de estabilidade do controlador PI feita em [105].
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Captulo 6
Conclus~oes Gerais
Neste Captulo, s~ao discutidas as principais contribuic~oes desta tese, con-
siderando os objetivos especicados no Captulo 1.
Primeiramente, foi apresentado o algoritmo de sintonia do DMC desen-
volvido por Cooper [34], na qual o processo deve ser aproximado por um modelo
de primeira ordem com um atraso de transporte, pois neste algoritmo e necessario
determinar a constante de tempo do modelo e do atraso de transporte. Esta tecnica
e utilizada somente para sistemas estaveis em malha aberta, mono e multivariaveis.
Foi mostrado tambem que os para^metros de sintonia usando este metodo apresen-
tam valores elevados, sendo que em casos nos quais as restric~oes s~ao consideradas,
as mesmas n~ao s~ao respeitadas, indicando que a soluc~ao obtida pelo controlador
preditivo e n~ao factvel.
Uma das contribuic~oes originais deste trabalho e mostrar que o Algoritmo
Genetico e fundamental para a sintonia otimizada dos para^metros do controlador
preditivo, o qual pode ser aplicado para qualquer tipo de modelo de processo. Foi
mostrado atraves de simulac~oes em diferentes modelos, que a sintonia utilizando
Algoritmos Geneticos apresentou para^metros bem melhores do que o guia proposto
por [34], alem de se ter um ndice de desempenho superior em todas as situac~oes. E
importante mencionar tambem que os processos sintonizados por AG, respeitaram
as restric~oes na maioria dos modelos avaliados.
Outra contribuic~ao desta tese foi a aplicac~ao do GPC multivariavel num
sistema de laminac~ao com modelo linearizado na presenca de disturbios. Devido
ao grande numero de para^metros envolvidos na sintonia do controlador preditivo
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a m de estabilizar este processo, que e multivariavel, instavel em malha aberta
e com disturbios, pode-se concluir que esta aplicac~ao so e viavel na pratica se a
sintonia for realizada via AG. Neste processo de laminac~ao, comparou-se a tecnica
FFF utilizada na industria SIDERAR da Argentina e o GPC sintonizado por AG.
Foram feitas duas analises: uma utilizando o caso regulatorio, nos quais os disturbios
de temperatura e de espessura de entrada foram levados em considerac~ao; e outra
utilizando o caso servo, no qual foram aplicados degraus em diferentes instantes
de tempo para se avaliar o acoplamento entre as sadas do processo, bem como a
ecacia do GPC para o desacoplamento das malhas.
Outra contribuic~ao relevante desta tese foi a soluc~ao do problema de con-
trole de nvel do molde do lingotamento contnuo, cujo modelo foi obtido a partir de
dados reais levando-se em conta diferentes disturbios. Foram utilizandos tre^s algo-
ritmos de controle preditivo n~ao-linear sintonizados pelo algoritmo genetico, sendo
eles PNLI, PNRG e HGPC.
Atraves da Tabela 5.2 mostrada no Captulo 5, verca-se que os controla-
dores PNLI e PNRG s~ao estaveis as entradas degraus em toda extens~ao do molde.
Alem disso percebe-se que a amplitude do degrau aplicado pode ser maior no PNLI
e PNRG do que o HGPC. Constata-se tambem neste mesmo caso que, na faixa de
aplicac~ao do HGPC, este possui uma resposta melhor e um tempo computacional
menor que todos os outros controladores.
Quanto ao disturbio de bulgging, observa-se que a resposta apresentada pelo
HGPC foi melhor do que os outros dois tipos, uma vez que a reduc~ao do disturbio
de bulging para o PNLI e PNRG foi 20mm para 5mm e no HGPC esta reduc~ao foi
de 20mm para 1mm.
Em relac~ao ao disturbio de clogging, a melhor resposta foi apresentada
pelo HGPC, pois o mesmo conseguiu controlar o processo mesmo com a valvula
estando com 90% de entupimento, ja o PNLI foi de 80% e o PNRG foi de 75%.
Estes resultados foram obtidos aplicando uma entrada degrau com o objetivo de
manter o nvel do molde acima de zero. Se o degrau n~ao for aplicado o HGPC
suportaria um clogging de ate 85%, o PNLI suportaria um clogging de ate 30%
e o PNRG suportaria um clogging de ate 58%. E importante mencionar tambem
que os mesmos para^metros utilizados no HGPC para o caso sem disturbios tambem
foram utilizados para o caso onde foi levado em conta os disturbios de clogging e
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de bulgging, o que n~ao foi possvel para o PNLI e o PNRG, sendo necessaria uma
resintonia dos para^metros quanto o disturbio de clogging foi aplicado.
Por ultimo, o controlador preditivo HGPC foi utilizado para controlar o
nvel do lingotamento contnuo com a presenca do rudo de argo^nio. Percebe-se que
neste caso, foi necessario a implementac~ao de um FKE, pois, devido ao nvel de
rudo injetado no processo, a valvula teria sua atuac~ao prejudicado, fazendo com
que o tempo de vida util de operac~ao fosse reduzido.
E importante mencionar tambem que o HGPC foi escolhido pelo fato de o
mesmo ter se comportado melhor quando os disturbios de Clogging e Bulging foram
levados em conta e tambem por ser o mais compatvel com a utilizac~ao do FKE.
Com o desenvolvimento deste trabalho, criou-se algumas linhas de pesquisas
para serem desenvolvidas em trabalhos futuros, entre as quais:
1. Analise Matematica da estabilidade e robustez dos algoritmos de controle pre-
ditivo n~ao-lineares usando modelos Hammerstein e Redes Neurais para con-
trolar o nvel do molde;
2. Implementac~ao de um controle preditivo multivariavel e n~ao-linear aplicado ao
processo de laminac~ao;
3. Desenvolvimento de um controlador preditivo fuzzy para o controle do nvel
do molde do lingotamento contnuo;
4. Estudo de ltros usando redes neurais que possam ser utilizados nos algoritmos
do Controlador Preditivo Neural PNLI e PNRG.
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Ape^ndice A
Modelo NCARMA (Nonlinear Controlled Auto-Regressive Moving Ave-
rage)
Este modelo, que na literatura aparece comumente como NARMAX (Nonli-
near Auto-Regressive Moving Average Model with Exogenous Inputs), e representa
o sistema atraves de uma func~ao polinomial com grau de n~ao-linearidade l cuja
parcela determinstica e apresentada como o somatorio de termos com graus de n~ao-
linearidade m (1  m  l). Cada termo de grau m pode conter um fator de grau p
do tipo y(t   i) e um fator de grau (m   p) do tipo u(t   i) multiplicados por um
para^metro hp;m p(n1; :::; nm), ou seja,
y(t) =
lX
m=0
mX
p=0
ny ;nuX
n1;nm
hp;p m(n1; :::; nm)
pY
i=1
y(t  ni)
mY
i=p+1
u(t  ni) (A.1)
onde
Pny ;nu
n1;nm
Pnyn1=1   Pnunm=1, podendo ainda ser representado na forma:
y(t) = h0 +
nyX
n1=1
h1;0(n1)y(t  n1) +
nuX
n1=1
h0;1(n1)u(t  n1)
+
nyX
n1=1
nyX
n2=n1
h2;0(n1; n2)y(t  n1)y(t  n2)
+
nyX
n1=1
nuX
n2=1
h1;1(n1; n2)y(t  n1)u(t  n2)
+
nyX
n1=1
nyX
n2=n1
h0;2(n1; n2)u(t  n1)u(t  n2) + ::: (A.2)
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O modelo NCARMA apresenta-se como o caso mais geral de representac~ao
de sistemas n~ao-lineares, cujos casos particulares podem representar os modelos
Volterra e Bilinear, dentre outros ([35]).
Modelo de Volterra
A representac~ao de um sistema n~ao-linear atraves de uma serie de Volterra
pode ser vista como uma generalizac~ao da representac~ao de resposta impulsiva para
sistemas lineares, que no seu caso discreto e dada por:
y(t) = h0 +
1X
i=1
h1iu(t  d  i) +
1X
i=1
1X
j=1
h2iju(t  d  i)u(t  d  j)
+ :::+
1X
i=1
:::
1X
hmi:::u(t  d  i):::u(t  d  :::) + (t) (A.3)
No caso particular de um sistema linear a equac~ao A.3 ca reduzida ao
modelo da resposta impulsiva, equac~ao A.4. Para viabilizar a aplicac~ao pratica
deste modelo utiliza-se uma serie de Volterra truncada numa ordem desejada e com
memoria nita ([39]), isto e,
y(t) = h0 +
NX
i=1
h1iu(t  d  i) +
NX
i=1
NX
j=1
h2iju(t  d  i)u(t  d  j)
+ :::+
NX
i=1
:::
NX
hmi:::u(t  d  i):::u(t  d  :::) + (t) (A.4)
onde os para^metros h0, h1i e h2ij s~ao coecientes do modelo, N representa a
memoria e o numero de parcelas e esta relacionado, tambem, a ordem m do modelo.
O modelo de Volterra pode ser visto como um caso particular do NCARMA onde
todas as parcelas hij associadas a sada s~ao nulas. O numero de termos do modelo
pode ser representado pela seguinte express~ao:
N otermos =
(N +m)! N !
m!
(A.5)
A tentativa de explicar a sada do processo utilizando apenas informac~ao
da entrada pode causar a necessidade de um grande numero de para^metros para
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o modelo de Volterra ([35]). Uma alternativa a esta representac~ao e utilizar, tam-
bem, informac~ao das sadas passadas. A representac~ao da equac~ao A.4 na forma
parametrica ou AR-Volterra (Auto-Regressive Volterra) torna-se ([35]).
A(q 1)y(t) = b0+B1(q 1)u(t d)+
nbX
i=1
nbX
j=1
b2iju(t d i)u(t d j)+:::+(t) (A.6)
onde: B1(q
 1) = b10 + b11q 1 + :::+ b1nbq nb
A representac~ao de processos n~ao-lineares por meio de series de Volterra
possibilita a descric~ao de dina^micas assimetricas e variac~oes no sinal do ganho do
processo ([80]) possuindo varias aplicac~oes bem sucedidas em controle de processos
nas areas de telecomunicac~oes, processos qumicos, sistemas biologicos, eletro^nica,
forno de gesso, controle de press~ao ([54]; [1]; [51] e [121]).
Modelo Bilinear O modelo bilinear e baseado em um modelo linear do
tipo ARMA mais termos n~ao-lineares constitudos pelos produtos entre entradas e
sadas na equac~ao:
A(q 1)y(t) = b0+B1(q 1)u(t d)+
nyX
i=0
nuX
j=0
b2ijy(t d i)u(t d j)+:::+(t) (A.7)
onde os termos do polino^mio b2ij s~ao coecientes n~ao-lineares, ny e nu
representam o grau de n~ao-linearidade. Tambem pode ser visto como um caso par-
ticular do NCARMA onde apenas os para^metros associados a entrada e aos termos
cruzados de segunda ordem s~ao diferentes de zero.
A aplicac~ao de um modelo bilinear na representac~ao de um processo in-
dustrial esta associada as plantas cujas caractersticas s~ao inerentemente bilineares
como processos de fermentac~ao, colunas de destilac~ao, reatores nucleares e reatores
qumicos. Como a estrutura do modelo bilinear e linear em relac~ao aos para^me-
tros e possvel aplicar as mesmas tecnicas de identicac~ao empregadas nos modelos
lineares ([54]; [81]; [47]).
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Modelo de Wiener
Este modelo apresenta um sistema dina^mico linear seguido por um elemento
n~ao-linear, de forma contraria ao modelo de Hammerstein, como ilustrado na Figura
A.1.
Figura A.1: Modelo de Wiener.
Da mesma forma que o caso de Hammerstein, a parcela linear pode ser
representada por um dos modelos apresentados na sec~ao 2.1 enquanto que a n~ao-
linearidade (NL) pode ser representada por um polino^mio do tipo:
y(t) = 1w(t) + 2w
2(t) + :::+ mw
m(t) (A.8)
onde w(t) e a pseudo-sada do bloco linear ou, ainda, baseada nas outras
formas de representac~ao validas para o modelo de Hammerstein visto que o modelo
de Wiener e considerado o seu dual ([35]).
O modelo de Wiener conta com diversas aplicac~oes registradas na litera-
tura de controle de processos como na representac~ao do comportamento muscular
sob anestesia ([79]), controle de pH ([88]), colunas de destilac~ao ([91]), controle de
valvulas ([3]), turbina a gas ([16]), reatores qumicos ([4]), alem de qualquer pro-
cesso do Tipo Wiener, que possa ser representado por uma parcela dina^mica linear
seguida de uma n~ao-linearidade estatica ([50]).
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Ape^ndice B
Filtro de Kalman Linear
O ltro de Kalman (FK) foi criado por Rudolph E. Kalman em 1960 e e um
algoritmo recursivo, capaz de estimar as variaveis de estado de sistemas representa-
dos por equac~oes de estado lineares. Para tal, o mesmo utiliza equac~oes matematicas
que implementam um estimador preditivo, buscando corrigir interativamente a res-
posta de um determinado sistema atraves de multiplas variaveis relacionadas a ele
[24].
O FK incorpora toda informac~ao obtida a partir de medic~oes ruidosas para
estimar as variaveis desejadas [24]. Tal caracterstica faz com que a utilizac~ao do
FK no problema em estudo seja muito util, dado que a medic~ao de nvel do molde
do lingotamento contnuo efetuada pela instrumentac~ao de campo e comprometida
pela presenca do rudo ocasionado pela injec~ao do gas argo^nio. O algoritmo usado
no FK e baseado na estimac~ao das variaveis de estado de sistemas representados
por equac~oes de estado lineares, e, desse modo, deve-se considerar que o sistema sob
estudo e descrito pelo seguinte modelo linear discreto:
8<:
xet+1 = txet +  tut + Ytwt
yk+1 = Ht+1xet+1 + vt+1
(B.1)
onde xe representa as variaveis de estado do sistema, u e a entrada, y e a sada
do processo e w e v s~ao variaveis aleatorias independentes, de media nula, e que
satisfazem as seguintes relac~oes:
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E[wtw
T
t ] = Qt
E[vtv
T
t ] = Rt
E[viw
T
j ] = 0; 8i; j
A variavel w e comumente chamada de rudo de processo ou dina^mico,
enquanto que v e conhecida como rudo de medic~ao. Conforme pode ser observado
na equac~ao acima, o modelo propriamente dito e denido por duas equac~oes: a
primeira equac~ao em (B.1) e a equac~ao do processo e a segunda e a equac~ao de
medida, tambem conhecida por equac~ao de observac~ao. A equac~ao de processo
estima o estado atual atraves da soma de tre^s parcelas matematicas, onde a primeira
e relacionada ao estado anterior, a segunda relacionada aos pontos de monitoramento
de entrada do processo e a ultima parcela relacionada a um rudo de processo que
simula uma alterac~ao gradativa de seu estado ao longo do tempo. Ja a equac~ao de
medida tem como objetivo associar o estado de entrada a sada do sistema atraves
de um historico de medidas. Para isto, e criado um novo valor de medida atraves da
soma de uma parcela relacionada ao estado atual e de uma parcela com o rudo de
medic~ao presente no processo. O algoritmo responsavel por estimar os estados do
sistema no FK possui uma estrutura do tipo predic~ao-correc~ao (na etapa de predic~ao
diz-se que o estado estimado e um estado a priori, enquanto que na etapa de correc~ao
diz-se que o estado estimado e um estado a posteriori) Na etapa de predic~ao, faz-se
o uso do conhecimento da lei de movimento do sistema (primeira equac~ao em (B.1)
do modelo linear discreto) para estimar o estado a priori. Nesta etapa chega-se a
melhor predic~ao do estado do sistema levando em conta somente as informac~oes de
estados e entradas anteriores ao instante de tempo em quest~ao (sem levar em conta
ainda a nova medic~ao yt+1 , disponvel no instante em que e feita a predic~ao). A
estimac~ao do estado a priori pode ser melhor descrita atraves da equac~ao abaixo:
xe t+1 = txe
+
t +  tut (B.2)
Onde os ndices sobrescritos '-' e '+' indicam, respectivamente, as predi-
c~oes dos estados a priori e a posteriori. Na etapa de correc~ao faz-se a correc~ao da
estimativa propagada (estado a priori) levando em considerac~ao a nova informac~ao
que chegou no instante atual (nova medic~ao yt+1). Esta nova estimativa e descrita
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pela equac~ao abaixo:
xe+t+1 = xe
 
t+1 +Kt+1[yt+1  Ht+1xe t+1] (B.3)
ondeyt+1 e a medida no instante t + 1 e Ht+1xe
 
t+1 e o valor esperado para a
sada do modelo neste instante, utilizando informac~oes ate o instante t. A matriz
Kt+1 e uma matriz de ganhos (conhecidos como ganhos de Kalman) que deve ser
obtida com o objetivo de minimizar o valor do traco da matriz de covaria^ncia P+t+1
da estimativa do estado feito pelo ltro de Kalman.
Sendo assim, considerando as duas etapas citadas acima, pode-se denir
uma seque^ncia de calculos recursivos que constituem o algoritmo utilizado pelo ltro
de Kalman:
8>>>>>>>>>>>><>>>>>>>>>>>>:
xe t+1 = txe
+
t +  tut
P t+1 = tP
+
t 
T
t + YtQtY
T
t
Kt+1 = P
 
t+1H
T
t+1[Ht+1P
 
t+1H
T
t+1 +Rt+1]
 1
xe+t+1 = xe
 
t+1 +Kt+1[yk+1  Ht+1xe t+1]
P+t+1 = P
 
t+1  Kt+1Ht+1P t+1
Filtro de Kalman Estendido
Como a grande maioria dos processos da natureza s~ao modelados por fun-
c~oes n~ao lineares, o ltro de Kalman original (que estima variaveis de estado de
sistemas representados por equac~oes de estado lineares) precisou sofrer algumas
adaptac~oes no seu conceito, de modo a permitir a generalizac~ao destas aplicac~oes a
sistemas n~ao-lineares que possuem a seguinte forma:

xet+1 = f(xet; ut; wt)
yt+1 = h(xt+1 + vt+1)
onde f e h s~ao func~oes n~ao-lineares.
Uma soluc~ao encontrada para este problema consiste em linearizar analiti-
camente o sistema em torno do atual estado e posteriormente aplicar as equac~oes do
ltro de Kalman [24]. Esta soluc~ao e conhecida como Filtro de Kalman Estendido
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(FKE). Para a linearizac~ao, faz-se uso de expans~oes em serie de Taylor para lineari-
zar a estimativa de um dado em torno da estimativa atual, utilizando as derivadas
parciais das func~oes de processo e medida, mesmo com relac~oes n~ao lineares. Desse
modo, o FKE nada mais e do que o ltro de Kalman linear implementado utilizando
as matrizes jacobianas de f e h [24]. Como as func~oes f e h podem ser vetoriais,
sera indicado por fi a i-esima componente de f . Sendo assim, a matriz jacobiana de
f e denida como:
Df(xe) =
264
@f1
@xe1
@f1
@xe2
: : : @f1
@xen
...
...
. . .
...
@fn
@xe1
@fn
@xe2
: : : @fn
@xen
375 (B.4)
Do mesmo modo podem ser denidas as matrizes Df(w) (matriz analoga,
mas relativa ao vetor de rudo de processo) e Dh(x):
Df(w) =
264
@f1
@w1
@f1
@w2
: : : @f1
@wn
...
...
. . .
...
@fn
@w1
@fn
@w2
: : : @fn
@wn
375 (B.5)
Dh(x) =
264
@h1
@xe1
@h1
@xe2
: : : @h1
@xen
...
...
. . .
...
@hn
@xe1
@hn
@x2
: : : @hn
@xen
375 (B.6)
De posse das matrizes jacobianas mostradas acima, pode-se denir o se-
guinte algoritmo para estimac~ao do FKE:
8>>>>>>>>>>>><>>>>>>>>>>>>:
xe t+1 = f(xe
+
t ; ut)
P t+1 = Df(xet)P
+
t Df(xet)
T +Df(wk)QkDf(wk)
T
Kt+1 = P
 
t+1Dh(xet+1)
T [Dh(xet+1)Dh(xet+1)
T +Dh(xet+1)Rt+1Dh(xet+1)
T ] 1
xe+t+1 = xe
 
t+1 +Kt+1[yt+1  Dh(xe t+1)]
P+t+1 = P
 
t+1  Kt+1Dh(xet+1)P t+1
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