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Abstract
A model is developed for the rheology of a three-phase suspension of bubbles and
particles in a Newtonian liquid undergoing steady flow. An ‘effective-medium’ ap-
proach is adopted, which treats the bubbly liquid as a continuous medium which sus-
pends the particles. The resulting three-phase model combines separate two-phase
models for bubble suspension rheology and particle suspension rheology, which are
taken from the literature. The model is validated against new experimental data
for three-phase suspensions of bubbles and spherical particles, collected in the low
bubble capillary number regime. Good agreement is found across the experimen-
tal range of particle volume fraction (0 ≤ φp . 0.5) and bubble volume fraction
(0 ≤ φb . 0.3). Consistent with model predictions, experimental results demon-
strate that adding bubbles to a dilute particle suspension at low capillarity increases
its viscosity, whilst adding bubbles to a concentrated particle suspension decreases
its viscosity. The model accounts for particle anisometry and is easily extended to
account for variable capillarity, and bubbles which are larger than the particles, but
has not been experimentally validated for these cases. This model is a significant
step forward, because it allows the viscosity of many magmas and lavas — which
typically contain both crystals and bubbles — to be calculated more accurately.
The model is then used to explain three volcanological problems. Firstly, it is
proposed that in a jammed magma mush, the pervasive formation and growth of
bubbles of magmatic gas can push the crystals apart, unjamming the mush. Further
bubble growth would then lead to a dramatic reduction in viscosity. This concept is
tested using analogue suspensions, and it is demonstrated that the growth of bub-
bles alone is sufficient to mobilize an initially jammed particle suspension. Secondly,
lava morphologies found in the crystal-rich 1780 flow field on Volca´n Llaima, Chile,
are described. Within the 1780 flow field, occur: well-developed ‘a‘a¯, with broad,
leveed channels; well-developed pa¯hoehoe; slabby pa¯hoehoe with transitions to and
from ‘a‘a¯; and a cluster of features that have been termed “‘a‘a¯ mounds”, which are
interpreted to be higher viscosity analogues of rootless shields found on Hawai’i, and
comparable to megatumuli and terraces found on Mount Etna. It is proposed that
this crystal-rich lava was able to flow as pa¯hoehoe because bubbles lowered its vis-
cosity. Thirdly, a recent lava flow from Kı¯lauea is analysed, and the various factors
that control viscosity quantified. These include bubble and crystal fractions, crystal
shapes, and dissolved volatile contents. These factors are then used to understand
down-flow changes in morphology. In each of these volcanological problems, under-
standing the three-phase rheology is important for understanding the problem, and
the related flow behaviour and hazards.
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Chapter 1
Introduction
1.1 Motivation
In the context of volcanology, the rheology of a magma or lava is a primary control-
ling factor for how it erupts and flows (e.g. Webb and Dingwell, 1990; Mader et al.,
2013). Rheology is the study of how a fluid flows in response to an applied stress.
It influences the ability of magma to intrude into the crust, and the efficiency with
which magmas of different compositions intermingle and mix (e.g. Jellinek et al.,
1999; Phillips and Woods, 2002; Petford, 2003). It also influences the way in which
stored magma ascends to the surface, and the ease with which volatiles can degas
and outgas on the way (e.g. Papale et al., 1998; Llewellin and Manga, 2005; Hale
et al., 2007; Edmonds, 2008). Rheology therefore influences whether or not magma
will fragment as it depressurizes: and as a result it controls whether or not the
magma will erupt explosively or effusively (e.g. Dingwell et al., 1996; Papale, 1999).
Once on the surface, rheology influences the way a lava will flow, including its mor-
phology, velocity, and length of flow (e.g. MacDonald, 1953; Peterson and Tilling,
1980). Throughout the magmatic and volcanic system, rheology is an important
parameter, and understanding the factors that control it is therefore key for un-
derstanding how volcanoes behave. These influences are summarized in figure 1.1.
Decades of research have been dedicated to measuring the rheology of silicate
melts. In the field, this may take of the form of estimates based on morphological
parameters of lava flows (e.g. Hulme, 1974; Chevrel et al., 2013), or direct measure-
ments with viscometers (e.g. Shaw et al., 1968; Pinkerton and Norton, 1995); in the
laboratory, this commonly involves making rheometric measurements on samples of
lava at high temperature (e.g. Webb and Dingwell, 1990; Hess and Dingwell, 1996;
Caricchi et al., 2008; Avard and Whittington, 2012). In general, these measurements
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Figure 1.1: Schematic sketch of a volcanic system — not to scale — highlighting locations and
processes in which rheology plays a key role.
are complicated by the wide range of compositions found in nature, and the diffi-
culty of preventing additional crystallization and bubble growth during experiments.
However, measurements of the rheology of natural lavas are essential for modelling
their behaviour.
In addition to measurements of the rheology of pure melts, it is important to
understand how the proportion of crystals or bubbles suspended in the melt affects
its rheology (Mader et al., 2013). Studies typically approach this problem either
from a theoretical point of view, for example by calculating the effect of a single
particle or bubble on the flow of a fluid (e.g. Einstein, 1906; Jeffery, 1922), or from
an experimental stand-point, measuring the effect of variable particle or bubble
fractions on the fluid’s rheology (e.g. Rust and Manga, 2002; Llewellin and Manga,
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2005; Mueller et al., 2010, 2011). Fewer experiments have used natural magmas or
lavas to address the problem of understanding two-phase rheology (e.g. Bagdassarov
et al., 1994; Champallier et al., 2008). As a result of this past research, constitutive
equations describing most aspects of the rheology of two-phase suspensions have
been developed and are routinely applied to predict their rheology (Mader et al.,
2013).
However, in volcanological systems, it is quite common to find magmas and lavas
that contain both crystals and bubbles. Only a small amount of work has been done
on the rheology of three-phase suspensions (Harris and Allen, 2008; Macedonio et al.,
2005), and existing two-phase models are often used for magmas, especially when
the proportion of one phase is very small. It is unclear how reasonable it is to assume
that the smaller volume fraction phase can be neglected in models. This thesis will
therefore fill this gap in understanding by describing a constitutive equation and
validatory experiments, which provide a rheological tool that can be used to predict
the rheology of three-phase suspensions.
1.2 Structure
The thesis will start with a review of the relevant background literature (chapter
2), beginning with existing models for two-phase rheology (section 2.2), and the few
studies that have looked at three-phase rheology (section 2.3). Since these models
are generally based on idealised analogue systems, the complexities associated with
magmatic systems will be discussed next (section 2.4). These include: factors that
influence the melt-phase viscosity; the effect of strain rate; the differences between
crystals in a natural magma and particles used in an analogue experiment; the con-
trols on bubble nucleation and growth; and the fact that magmatic systems are not
static, and may evolve over time. A brief discussion of the relative importance and
uses of natural and analogue experiments will follow, explaining why analogue ex-
periments were chosen for the studies presented later (section 2.1). The background
chapter will conclude with a more detailed discussion of a number of the ways in
which rheology influences volcanic processes (section 2.5).
Chapter 3 is based on a paper published in the Proceedings of the Royal Society
(Truby et al., 2015). This chapter introduces the framework from which a three-
phase constitutive equation for viscosity is derived (section 3.2), the experiments
carried out to validate the equation (sections 3.3, 3.4, and 3.5), and potential (un-
validated) extensions to the equation (section 3.5.3). The three-phase experiments
presented in this chapter were carried out by Sebastian Mueller (co-author), and
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supervised by Heidy Mader (co-author) at Bristol University. The formulation of
the three-phase model, analysis of the data, and proposed extensions to the model
were my work. In addition, I wrote the paper with assistance from Ed Llewellin (co-
author and supervisor at Durham University), except for the introduction (drafted
by me and improved by Heidy Mader), and methods (written by Sebastian Mueller).
The paper in its published form is included in Appendix A.
Further experiments are presented in chapter 4, looking at the high crystal-
fraction extreme of the experimental range used in chapter 3. The purpose of this
chapter is to understand the effects of adding bubbles to a particularly crystal-
rich suspension, in order to explain how extremely crystal-rich magma mushes can
become mobile enough to erupt (section 4.2). Following the experimental results
and discussion (sections 4.3, and 4.4), a generic magma reservoir model is used to
demonstrate the effect of bubble growth in a realistic magma reservoir (section 4.5).
Conditions under which bubble growth will lead to eruption (section 4.5.3) are com-
pared to circumstances where the magma will fail to become mobile (sections 4.5.4
and 4.5.5). This chapter was submitted as a paper to Nature Communications in
August 2015, and was rejected — with the option to resubmit subject to address-
ing comments by three reviewers. The experiments described in this chapter were
carried out by me at the Istituto Nazionale de Geofisica e Vulcanologia (INGV)
in Rome, and supervised by Jacopo Taddeucci (co-author, INGV). I carried out
the data analysis, applied the results to the generic magma reservoir scenarios, and
wrote the paper, with assistance from Ed Llewellin and Jacopo Taddeucci. The
submitted version of this paper is included in appendix B.
As the first of two field-based applications of the model developed in chapter
3, chapter 5 uses field observations of lava flows and measurements of crystal and
bubble fractions (section 5.3) to understand unusual lava morphologies observed at
Volca´n Llaima, Chile. By calculating the viscosity of the lavas found at Volca´n
Llaima, a comparison is made to other volcanoes at which similar lava morphologies
are observed, and the differences are explained (section 5.4). The field observations
at Volca´n Llaima were made by me, Mike Dungan (co-author, University of Ore-
gon) and Ed Llewellin. A paper covering the research described in this chapter,
was written by me with assistance from Ed Llewellin, Richard Brown (co-author
and supervisor), and Mike Dungan. This paper has been submitted to Journal of
Volcanology and Geothermal Research; it is included in appendix B.
Chapter 6 describes the second field-based application of the three-phase model.
In this case, the evolution of lava rheology and morphology along a 20 km lava
flow at Kı¯lauea, Hawai‘i was assessed using samples collected from along the active
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flow. Measurements of crystal and bubble fractions, and changes in the dissolved
volatile content along the flow (section 6.4) were used to calculate its rheology and
understand the rheological controls on total flow length (section 6.5). The samples
used in this chapter were collected by Ed Llewellin and Tim Orr (U.S. Geological
Survey and Hawaiian Volcano Observatory); Hugh Tuffen (Lancaster University)
supervised my analysis of dissolved volatiles at Lancaster University, and collected
two of the thermogravimetric (TGA) analyses on my behalf. The remainder of the
work and analysis was carried out by me.
The concluding chapter brings together the observations and results from chap-
ters 3 to 6 to discuss the rheological evolution of a magma as it travels through
the volcanic system, and assess the importance of rheology at numerous locations
in the system (section 7.1). The chapter concludes by suggesting some avenues of
future work that would supplement and improve the three-phase rheological model
(section 7.3).
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Chapter 2
Rheological and volcanological
background
This chapter will cover the rheological and volcanological background necessary to
introduce the subsequent chapters. The majority of this text is based on introduc-
tory material from the papers which form the basis for chapters 3 to 5, and therefore
provide a theoretical framework for the thesis. A summary of all parameters de-
scribed in this chapter is given in table 2.1.
2.1 Analogue and natural experiments
Many rheological experiments use analogue materials rather than natural magmas
(e.g. Rust and Manga (2002); Llewellin and Manga (2005) for bubble suspensions;
and Mueller et al. (2010, 2011); Cimarelli et al. (2011) for particle suspensions).
These materials — often syrups or silicone oils — are well-characterized, and their
viscosities can be strictly controlled, allowing key parameters of the system — such
as particle and bubble volume fractions — to be systematically varied (Mader et al.,
2013). This allows experimentalists to understand the effects of changing just a
single parameter within the system. The results of such experiments are often
expressed in terms of viscosity changes relative to the suspending fluid viscosity, as
outlined in section 2.2 and equation 2.1.
Experiments on natural magmas are necessary to determine their absolute vis-
cosity, but are more difficult both to carry out — requiring magma to be stressed
at high temperatures and pressures — and to control — requiring important pa-
rameters (such as crystal fraction) to remain constant throughout an experiment.
The complex feedbacks that occur in a natural system (section 2.4) mean that it is
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Symbol Description Units
µ viscosity Pa s
η apparent viscosity Pa s
ηr relative viscosity -
ηr,0 relative viscosity at low Ca -
ηr,∞ relative viscosity at high Ca -
η∗ reference viscosity Pa s
ηr,∗ relative reference viscosity -
K consistency Pa sn
Kr relative consistency s
n−1
τ stress Pa
τ0 yield stress Pa
n flow index -
γ˙ strain-rate s−1
λ bubble relaxation time s
λr melt relaxation time s
tc timescale of shear thinning s
φ volume fraction -
φm maximum packing fraction -
φm1 maximum packing fraction for rp = 1 -
rp aspect ratio -
Ca capillary number -
a bubble radius m
Γ surface tension N m−1
G∞ shear modulus Pa
Table 2.1: Summary of parameters introduced in this chapter, along with symbols and units. In
addition, where subscripts b or p appear, this indicates that the parameter relates to the bubble
or particle population, respectively.
difficult to isolate the effects of varying fundamental parameters of the system using
experiments on natural magmas alone.
Combining the results of analogue and natural experiments allows the true rhe-
ology of a magma to be determined, from the absolute viscosity of the natural melt
and the relative effect of varying important parameters (Pinkerton and Stevenson,
1992). Both types of experiment are therefore essential for a complete understanding
of magma rheology.
It is always important to ensure that the analogue system used to explore a
problem is suitable: this is done by performing a non-dimensional analysis of the
problem of interest, and scaling the analogue system to match the natural one
(e.g. Burgisser et al., 2005). For example, a key non-dimensional parameter for a
bubble suspension is the bubble capillary number, which will be introduced in section
2.2.1. If the bubbles in a natural magma are calculated to be in the low capillarity
7
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regime, then it is important to use equations appropriate for low capillarity bubbles.
In general this allows experimentalists to design their experiments to match the
non-dimensional parameters of a natural system, and therefore be confident that,
despite working with spatial length scales, viscosities, and stresses commonly orders
of magnitude smaller than the natural system, their results will still be relevant. A
summary of these non-dimensional parameters is given in section 2.2.
2.2 Rheology of two-phase suspensions
The rheology of two-phase suspensions (bubbles-in-liquid or particles-in-liquid, where
the liquid is Newtonian) has been the subject of extensive experimental and theo-
retical research for more than a century. In recent years, significant advances have
been made and two-phase constitutive equations are now available which have been
validated against experimental data for a wide range of conditions (see Mader et al.
(2013) for a recent review).
The rheology of a strictly Newtonian fluid is completely described by its viscosity
µ. The viscosity is the ratio of the deforming stress and associated strain-rate which,
for rheometric flow, is given by µ = τ/γ˙ = const, where τ is the shear stress, and γ˙
is the shear strain-rate. When bubbles or solid particles are added to a Newtonian
liquid, the resulting suspension has a non-Newtonian rheology. In the simplest case,
this means that the ratio of stress and strain-rate is a function of strain-rate, and
is termed the apparent viscosity η = τ/γ˙ = f(γ˙). The viscosity of a suspension
is often reported as the relative viscosity ηr, which is the apparent viscosity of the
suspension at a specific strain-rate, normalized by the viscosity of the liquid phase:
ηr =
η
µ
. (2.1)
The following sub-sections will briefly review the constitutive equations for two-
phase suspensions. The subscript ‘b’ refers to bubble suspensions, the subscript ‘p’
refers to particle suspensions.
2.2.1 Bubble suspension rheology
When a bubble suspension flows, viscous stresses cause the bubbles to deform. If
the flow is ‘steady’ the bubbles reach an equilibrium deformation, which is described
by the bubble capillary number:
Ca = λγ˙, (2.2)
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where λ is the bubble relaxation time (Taylor, 1934; Llewellin et al., 2002b; Rust
and Manga, 2002). The relaxation time describes the characteristic timescale over
which the bubble adjusts towards a new equilibrium deformation in response to a
change in the strain environment; it is given by:
λ =
µa
Γ
, (2.3)
where a is the bubble’s equivalent spherical radius and Γ is the liquid–gas surface
tension. The flow is steady if the condition λ  γ˙/γ¨ has been satisfied for time
t λ (Llewellin et al., 2002b).
For steady flow, the relative viscosity ηrb of a bubble suspension is given by (Rust
and Manga, 2002; Mader et al., 2013):
ηrb ≡
ηb
µ
= ηr,∞ +
ηr,0 − ηr,∞
1 +
(
6
5
Ca
)2 , (2.4)
where ηb is the apparent viscosity of the bubble suspension, and ηr,0 and ηr,∞ are,
respectively, the relative viscosity of the bubble suspension at low and high Ca.
For non-dilute suspensions, ηr,0 and ηr,∞ are given by: (Llewellin and Manga, 2005;
Mader et al., 2013)
ηr,0 = (1− φb)−1 (2.5)
and ηr,∞ = (1− φb)
5
3 , (2.6)
where φb is the bubble volume fraction. These expressions, which reduce in the
dilute limit (as φb → 0) to the well-known theoretical models of Taylor (1932)
(ηr,0 = 1 + φb) and Mackenzie (1950) (ηr,∞ = 1− 5φb/3), show that bubbles increase
suspension viscosity at low Ca and decrease suspension viscosity at high Ca. Equa-
tion 2.4 is plotted in figure 2.1, which demonstrates that the transition between the
asymptotic viscosity regions at low and high capillarity occurs over a fairly narrow
range of Ca, centered on Ca ≈ 1. Consequently, equations 2.5 and 2.6 can be used to
calculate bubble suspension viscosity for all Ca, except over the narrow transitional
region. As an approximation, the low capillarity limit is up to Ca ≈ 0.1 and the
high capillarity is above Ca ≈ 10, although specific values depend on the bubble
volume fraction.
Equations 2.2 to 2.6 are relevant for monodisperse bubble suspensions (in which
only one size of bubble is present) at low and moderate bubble volume fractions
(φb . 0.5) (Llewellin et al., 2002b). Most bubble suspensions are polydisperse (they
9
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Figure 2.1: Normalized bubble suspension viscosity ηrb as a function of capillary number Ca for
φb = 0.3 (solid line). Short-dashed lines show the asymptotic values of ηrb at low and high capillary
number.
contain a range of bubble sizes) to some extent, resulting in a range of bubble
relaxation times; hence also a range of capillarities for a given strain-rate. If all
bubbles are in the low capillarity limit, equation 2.5 is sufficient to describe the
viscosity of a bubble suspension regardless of its bubble size distribution; similarly,
if all bubbles are in the high capillarity limit, equation 2.6 is sufficient. For the more
general case of bubbles of intermediate capillarity, or a range of bubbles sizes that
span the intermediate capillarity region, a more sophisticated approach is required,
in which the contribution of each bubble size fraction to the viscosity of the bulk
suspension is linearly superposed; this approach is described in detail in Mader
et al. (2013). Bubble suspensions are visco-elastic even when dilute, and elastic
behaviour becomes more pronounced as bubble volume fraction increases. However,
in steady flow (in which the strain rate is constant), elastic behaviour is not observed
(Llewellin et al., 2002b), and so visco-elastic rheology is neglected in this work.
2.2.2 Particle suspension rheology
Particle suspensions commonly show non-Newtonian behaviour when non-dilute,
including shear-thinning (e.g. Zarraga et al., 2000), shear-thickening (e.g. Sierou and
Brady, 2002; Fernandez et al., 2013), and non-zero normal stress differences (e.g.
Singh and Nott, 2000; Tanner et al., 2013). These relationships are demonstrated
10
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Figure 2.2: Flow curves (plots of stress against strain rate) for various types of rheology. Blue is
a Newtonian fluid; red is a shear thickening relationship; dark green is shear thinning; and light
green shows both shear thinning and a yield stress, as defined in equation 2.7.
in figure 2.2. When shear-thinning behaviour is observed, the rheology of a particle
suspension is often described using the model of Herschel and Bulkley (1926):
τ = τ0 +Kγ˙
n, (2.7)
where τ0 is the yield stress, K is the consistency, and n is the flow index (n < 1 when
the suspension is shear-thinning). It is worth noting that this definition, common in
volcanology, is the opposite of that normally used in geodynamics, where γ˙ = Aτn
′
is typical. In this formulation, n′ = 1/n. The yield stress is non-zero only for
highly-concentrated suspensions, hence it is often neglected, reducing equation 2.7
to a power-law (Ostwald, 1925):
ηp = Kγ˙
n−1, (2.8)
where ηp is the apparent viscosity of the suspension. Although in common usage
(e.g. Mueller et al., 2010, 2011; Vona et al., 2013), this approach has the limitation
that the consistency has fractional units of Pa sn and is therefore not amenable
to non-dimensionalization when n 6= 1; this issue is discussed in detail in Mader
et al. (2013) and Mueller et al. (2011). In this work, this limitation is addressed
11
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Parameter Basalt Rhyolite Experiments
Viscosity µ0 10
2 Pa s 108 Pa s 102 Pa s
Bubble size a 1 mm 1 mm 100 µm
Temperature T 1500 K 1500 K 300 K
Fluid density ρ0 3000 kg m
−3 3000 kg m−3 1000 kg m−3
Particle density ρp 3000 kg m
−3 3000 kg m−3 1000 kg m−3
Table 2.2: Parameters required to calculated Peclet number, Reynolds number, and Stokes number
for a typical basalt, rhyolite, and analogue experiment.
Number Equation Range Basalt Rhyolite Experiment
Reynolds Re=ρ0a
2γ˙
µ0
Re< 10−3 γ˙ < 102 s−1 γ˙ < 108 s−1 γ˙ < 104 s−1
Peclet Pe=6piµ0a
3γ˙
kT
Pe≥ 103 γ˙ ≥ 10−11 s−1 γ˙ ≥ 10−17 s−1 γ˙ ≥ 10−9 s−1
Stokes St=ρpa
2γ˙
µ0
St<< 1 γ˙ << 105 s−1 γ˙ << 1011 s−1 γ˙ << 107 s−1
Table 2.3: Strain rate range required for the given dimensionless number to be in the appropriate
regime.
by introducing a characteristic timescale tc of a shear-thinning suspension, against
which the strain-rate can be non-dimensionalized, giving:
ηp = η∗ (tcγ˙)
n−1 , (2.9)
where η∗ is a ‘reference viscosity’ of the suspension — i.e. the apparent viscosity at
strain-rate γ˙ = 1/tc. No satisfactory microphysical explanation for shear-thinning
has yet been proposed for suspensions of the sort considered in this work, in which
the particles are not subject to Brownian motion (high Peclet number, Pe≥ 103),
are strongly coupled to the flow (low Stokes number, St<< 1) and in which inertial
effects can be neglected (low particle Reynolds number, Re< 10−3) (Mueller et al.,
2010). For clarity, estimates of the strain rates required for a suspension to be in
this type of flow regime, based on parameters in table 2.2, are given in table 2.3
for a typical basalt, rhyolite, and the experiments presented later in this thesis.
Consequently, there is no physical model from which tc can be computed a priori.
However, Mueller et al. (2010) and Mueller et al. (2011) find empirically that the
theoretical model of Maron and Pierce (Maron and Pierce, 1956):
η = µ
(
1− φp
φm
)−2
(2.10)
accurately captures the rheology of diverse particle suspensions (where φp is the
particle volume fraction, and φm is the maximum packing fraction) when the con-
sistency is identified with the viscosity; i.e. under the assumption K ≡ η. This
12
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is equivalent to finding that the characteristic timescale tc = 1 s, and making the
identity η∗ ≡ η in equations 2.9 and 2.10. This allows these two equations to be
linked whilst maintaining strict dimensional consistency, giving:
ηr,∗ =
(
1− φp
φm
)−2
, (2.11)
where ηr,∗ is defined as the relative reference viscosity:
ηr,∗ ≡ η∗
µ
. (2.12)
It is proposed that this approach is a useful improvement over that adopted by
Mueller et al. (2010, 2011), Vona et al. (2013) and Mader et al. (2013), which in-
cluded the pragmatic, but inexact, non-dimensionalization Kr = K/µ. Numerically,
the values of Kr and ηr,∗ are identical when tc = 1 s (as is indicated empirically) so
the results of those earlier studies can be transferred directly into this new frame-
work.
The maximum packing fraction in equations 2.10 and 2.11 is a function of particle
shape and roughness; Mader et al. (2013) give the following equation for φm:
φm = φm1 exp
[
−(log10 rp)
2
2b2
]
, (2.13)
where rp is the particle aspect ratio, which is defined as the length of the particle’s
axis of rotational symmetry divided by its maximum diameter perpendicular to
that axis. For smooth particles φm1 = 0.66 and b = 1.08, and for rough particles
φm1 = 0.55 and b = 1.00; these values are empirically determined (Mader et al.,
2013). Examples of maximally packed suspensions are shown in figure 2.3.
Mueller et al. (2010) report that the flow index n for a particle suspension is
a function of the particle volume fraction φp and the particle aspect ratio. They
present a purely empirical relationship:
n = 1− 0.2rp
(
φp
φm
)4
, (2.14)
which is valid for φp/φm ≤ 0.8. This relationship is plotted in figure 2.4.
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Figure 2.3: Three dimensional (a-c) images of maximally packed suspensions of particles of various
aspect ratios, along with two dimensional cross-section through the pack (d-f). a) and d) show a
packing of spheres (rp = 1); b) and e) are slightly elongate particles (rp = 2); and c) and f) are
highly elongate rod-like particles (rp = 10). Images are from Rudge et al. (2008).
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Figure 2.4: Flow index plotted against particle fraction, according to equation 2.14. The blue curve
indicates the relationship for equant particles (rp = 1); the red curve indicates the relationship for
elongated particles (rp = 5).
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2.3 Rheology of three-phase suspensions
Far less work has been done looking at the rheology of three-phase suspensions
than for two-phase suspensions. Phan-Thien and Pham (1997) used an effective
medium approach (Farris, 1968) to derive an equation for the viscosity of three-phase
suspensions, but their theoretical formulation was not experimentally validated. In
addition, although they do consider a maximum packing fraction in some variants
of their model, their equations become exact only under specific conditions, e.g.
φp ∼ φm, or φm = 1.
In the volcanological context, Harris and Allen (2008) applied Phan-Thien and
Pham (1997)’s more broadly applicable equations — equivalent to assuming φm = 1
— directly to three-phase lavas, and found general agreement between the predicted
viscosities and the wide range of viscosities plausible based on observations of the
lava flows. Macedonio et al. (2005) also adopted a three-phase equation for magma
viscosity, the derivation of which they did not explain in detail, in numerical simu-
lations of conduit flow.
A systematic series of experiments, in which the effects of the particles and
bubbles are isolated from the complexities inherent in natural magmatic systems
(section 2.4), is the focus of chapter 3. This work fills an important gap in the
rheology of suspensions, and allows the resulting three-phase viscosity equation to
be used with confidence in its range of validity.
2.4 Complexities associated with volcanic systems
The analogue experiments that are predominantly used to understand the rheology
of suspensions are generally simpler than natural magmatic systems. Such suspen-
sions are useful for understanding the fundamental physics and processes that are
likely to occur in magmatic systems, but are not sufficient on their own. A num-
ber of complexities, relating to the melt viscosity and the populations of crystals
and bubbles, need to be considered in order to determine the rheology of a natural
magma. In addition, it is important to consider the scaling between the volcanic
system and analogue experiments, which are typically carried out on smaller length-
scales and shorter time-scales. By considering dimensionless numbers such as the
Reynolds, Stokes, Peclet and capillary numbers (defined in table 2.3 and equation
2.2), it is possible to ensure that experiments and nature fall into the same type of
flow regime, making the results of experiments applicable to natural scenarios.
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2.4.1 Melt viscosity
In a volcanic system, the rheology of the suspending phase — the melt — is com-
monly not spatially or temporally constant. This section will discuss various controls
on silicate melt rheology: composition, water content, temperature, pressure, and
strain rate (a summary is provided by Lesher and Spera, 2015). This will pro-
vide key background information for chapters 4 to 6. Understanding the controls
on melt viscosity requires experiments on natural or synthetic magmas rather than
analogues.
Experiments using natural and synthetic magmas of various compositions have
demonstrated that melt composition is a strong control on viscosity (e.g. Bottinga
and Weill, 1972; Webb and Dingwell, 1990; Giordano et al., 2004; Whittington et al.,
2009; Pinkerton and Stevenson, 1992; Hess and Dingwell, 1996). With all other
factors the same, high silica magmas (e.g. rhyolites) consistently have a higher
viscosity than low silica magmas (e.g. basalts). This is because high silica melts
have a high degree of polymerization, which increases their internal resistance to
shear, increasing their viscosities (Pinkerton and Stevenson, 1992). The range in
viscosity may be as much as ten orders of magnitude under certain conditions:
composition is one of the most significant controls on melt viscosity. A set of flow
curves for a number of compositions is shon in
The dissolved water content has also been shown to be a significant control
on melt viscosity (e.g. Hess and Dingwell, 1996; Robert et al., 2013; Whittington
et al., 2009; Dingwell et al., 1996; Giordano et al., 2008). Hydrous melts have lower
viscosity than anhydrous melts, and the viscosity increases almost exponentially as
water content approaches zero, as shown in figure 2.6. The effects of other volatile
species are unknown.
The viscosity of a melt is also very sensitive to temperature (e.g. Webb and Ding-
well, 1990; Giordano et al., 2004; Lejeune and Richet, 1995; Giordano et al., 2008),
varying as much as ten orders of magnitude from the glass transition to liquidus
temperatures (also shown in figures 2.5 and 2.6). The dependence of viscosity on
temperature is complicated by the fact that the relationship is non-Arrhenian. The
Vogel-Fulcher-Tammann (VFT) equation (Vogel, 1921; Fulcher, 1925)
log µ = A+
B
T (K)− C (2.15)
is commonly used to describe this relationship, in which µ is the melt viscosity in
Pa s, T is the temperature in Kelvin, and A, B, and C are adjustable parameters
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Figure 2.5: Viscosity plotted against temperature for rhyolitic melts (curves with square and circle
symbols) and a basaltic melt (dashed curve with no symbols). Figure is adapted from Giordano
et al. (2004).
(e.g. Hess and Dingwell, 1996; Giordano et al., 2008). It is therefore possible to
account for temperature and composition dependences simultaneously, by assuming
that composition — including water content — controls the adjustable parameters.
The natural cases examined in chapters 4 to 6 cover a range of magma compo-
sitions and water contents. In all cases, the model of Giordano et al. (2008) was
chosen to calculate their viscosity. The model was created by fitting data from
> 1770 experiments on natural magmas — with a wide range of compositions and
water contents — to equation 2.15, and incorporating the compositional dependence
in the adjustable parameters A, B, and C. As a result, the model is appropriate
for a wide range of compositions, and is commonly used in the literature; there are
alternatives, however these are typically calibrated for a specific magma, and have
been less well-received. With its broad applicability and common usage, this model
seems to be the most suitable option here.
Pressure has not been investigated as extensively as temperature — indeed the
recent summary by Lesher and Spera (2015) does not mention the effect of pressure
17
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Figure 2.6: Viscosity plotted against water content for a number of isothermal experiments. Figure
is from Hess and Dingwell (1996).
on viscosity. Earlier research has found that pressure exerts a much smaller control
than temperature on the viscosity of a melt (Kushiro et al., 1976), with less than
an order of magnitude decrease in viscosity, from atmospheric pressure (0.1 MPa)
to around 3000 MPa. In Al-rich melts, the decrease may be as much as an order
of magnitude, due to the coordination of Al in the melt changing with increasing
pressure (Kushiro, 1976). The maximum pressure relevant for the applications de-
scribed in chapters 4 to 6 is 400 MPa: the variability in viscosity due to pressure
change below this value is likely to be negligible.
2.4.2 Strain rate
Experiments by Webb and Dingwell (1990) showed that while most melts are New-
tonian at low strain-rates, they become shear-thinning at higher strain-rates. The
transition between Newtonian and non-Newtonian behaviour depends on the struc-
tural relaxation timescale λr of the magma. This is essentially the timescale over
18
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a) b)
Figure 2.7: Comparison between a) smooth approximately monodisperse spheres used in most
analogue experiments (scale bar is 1mm) and b) rough polydisperse crystals found in natural
magmas (scale bar is 400µm).
which the internal microstructure of the magma can reorganise in response to strain:
if the magma is strained too rapidly, it cannot accommodate the strain, and will
fracture in a brittle manner instead of flowing. The relaxation timescale is given by:
λr = µ0/G∞, (2.16)
where µ0 is the shear viscosity at zero frequency, and G∞ is the shear modulus at
infinite frequency. Non-Newtonian behaviour occurs in a melt when:
γ˙r ≥ 10
−3G∞
µ0
(2.17)
(Webb and Dingwell, 1990).
Since analogue experiments tend to use Newtonian suspending fluids, their re-
sults will only be applicable to magmas at strain-rates below the limit given in
equation 2.17. This covers the majority of natural volcanic systems, but may not
cover some extremes: for example, Webb and Dingwell (1990) predict that rhyolitic
magma forming ash flow eruptions will become non-Newtonian prior to fragmenting,
and Dingwell (1996) suggests that brittle failure occurs during dome collapse and
landslide-induced eruptions.
2.4.3 Crystal populations
Unlike the majority of analogue experiments, in most magmas and lavas in nature
the suspended particles are often rough, highly non-spherical, and may consist of
multiple populations, with a range of shapes and sizes (figure 2.7). Mueller et al.
(2011) performed analogue experiments using various aspect ratio particles, and
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Figure 2.8: Maximum packing fraction against aspect ratio for smooth particles (red curve) and
rough particles (blue curve). Insets show particles from Mueller et al. (2011), with 1mm scale bars,
and aspect ratios shown by vertical dashed black lines.
demonstrated that the control of particle aspect ratio on viscosity may be dealt
with in a straightforward manner. They found that particle aspect ratio controlled
the maximum packing fraction φm, in equation 2.11, such that high aspect ratio
particles have a lower maximum packing fraction, and therefore a higher viscosity
for a given particle fraction. Mader et al. (2013) present an adaptation of their
equation for the relationship between maximum packing fraction and aspect ratio,
in order to account for rough particles. These are shown in figure 2.8, and allow
viscosity models to be easily adapted to account for aspect ratio and roughness, as
defined in section 2.2.2.
In analogue experiments, the particles are commonly approximately monodis-
perse: they tend to show a narrow normal distribution of diameters around a single
mean. It is rare to find a perfectly monodisperse suspension, due to the difficulty
in forming a large population of identically sized objects, inexpensively. As such,
the results of analogue experiments always implicitly include a small amount of size
variation. A number of studies (e.g. Farris, 1968; Chang and Powell, 1994; Cas-
truccio et al., 2010; Cimarelli et al., 2011) have considered polydisperse suspensions
that are formed from mixtures of two (or more) monodisperse populations of par-
ticles. The common finding is that polydisperse suspensions have lower viscosity
at a given total particle fraction than monodisperse suspensions. This is because
a polydisperse suspension has a higher maximum packing fraction than a monodis-
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perse suspension with the same aspect ratio — small particles can fill in the gaps
between large particles. In this thesis, only monodisperse suspensions are used in
the analogue experiments, for simplicity. The limitations of this approach, partic-
ularly when applying rheological models to natural populations of crystals, will be
addressed when appropriate.
In order to account theoretically for multiple populations of particles, some stud-
ies have used an effective medium approach (e.g. Farris, 1968; Mader et al., 2013).
In this approach, the smallest crystals are considered first, and their effect on the
viscosity of the melt is accounted for. The next largest crystals are then considered
to be suspended in an already crystal-bearing suspension, with viscosity as calcu-
lated from the smaller crystals. The effect of the second population of crystals on
the bulk viscosity is then calculated. Adding in further crystal phases allows the full
suspension to be built up. This theoretical model has some limitations, however. It
assumes that each additional crystal population does not interact with the previous
ones - new crystals do not “see” existing crystals, only a contiuous medium. While
this is plausible for low concentrations of crystals with a large size difference, it
becomes a less defensible scenario as the crystal volume fraction increases, or the
crystal populations become closer in size.
2.4.4 Bubble populations
Analogue experiments involving bubbles tend to use gases that are insoluble in
the suspending fluids, under experimental conditions. Bubbles in a magma may
either be exsolved from the melt, or sourced from another magma—in the case of
gas sparging, for example (Bachmann and Bergantz, 2006; Huber et al., 2010). In
either case, the solubility of the volatiles and ability of bubbles to nucleate and grow
will control the resulting bubble population. As such, the bubble populations in
a natural magma are likely to be less well controlled and constrained than in the
analogue system, and are likely to vary both spatially and temporally. The factors
controlling the bubble population in a natural magma need further consideration
when it is necessary to calculate the viscosity of a bubble-bearing magma.
In order for the bubbles to nucleate in a magma, the melt phase must become
saturated in volatile species; the most important in a typical magmatic system are
H2O and CO2. Surface tension provides an energy barrier to bubble nucleation
and so a supersaturation of 1-5 MPa to 10-70 MPa (Hurwitz and Navon, 1994) is
typically required for, respectively, heterogeneous nucleation (i.e. where nuclei—
often crystals—are present) and homogeneous nucleation (in the absence of nuclei).
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The solubility of common volatiles in silicate melt decreases with decreasing pressure
and increasing temperature. Baker and Alletti (2012) provide a comprehensive
review of the solubility and partitioning of numerous volatiles in magmatic systems.
When calculating the bubble fraction expected in a natural magma in chapter 4, the
model of Newman and Lowenstern (2002) will be used. Progressive crystallization
tends to increase the residual volatile content in the melt phase since volatiles are
incompatible in anhydrous crystal phases. Consequently, nucleation of bubbles is
promoted by decompression, heating, or crystallization of the magma reservoir.
Once bubbles have nucleated, they will grow as volatiles exsolve into them until
the melt returns to its saturation limit. They will also change volume in response
to pressure changes in the system, or changes in their position within the system —
for example, as they rise ambient pressure will be decreasing and the bubbles will
expand. This is subject to the caveat that unlimited growth may not be possible in
a volume-constrained magma reservoir. In addition, bubble growth is limited by the
viscosity of the melt. If bubble growth occurs faster than the structural relaxation
timescale of the melt (section 2.4.2), the melt will fragment. This commonly occurs
in the conduit during explosive eruptions.
Each of these processes contributes to a bubble population that may contain a
wide range of sizes, and therefore a range of capillary numbers. As discussed for
polydisperse crystal populations in section 2.4.3, the effect of bubble size distrubtion
may be accounted for by using an effective medium method to calculate viscosity.
In the case of bubbles, the need to deal with variable capillarity complicates this
calculation, particularly in the transitional regime between low and high capillarity.
This can be accounted for by decreasing the exponent in equation 2.4 from its initial
value of 2, as described in section 7.3 of Mader et al. (2013). Once these factors
are accounted for, the viscosity of a bubble-bearing magma can be theoretically
determined.
2.4.5 Evolution of the system
Natural magmatic systems change and evolve over time, and these changes may
have a complex effect on viscosity. For example, a reduction in temperature will:
• directly increase melt viscosity;
• cause crystallization if the melt moves past the liquidus, thereby increasing the
suspended particle fraction and increasing bulk viscosity, and releasing latent
heat of crystallization, decreasing melt viscosity;
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• lead to concentration of dissolved volatiles in the melt if anhydrous phases
crystallize, leading to a decrease in melt viscosity;
• reduce the solubility of water in the melt, potentially leading to exsolution
(reducing melt viscosity) and bubble growth (increasing or decreasing magma
viscosity, depending on capillary number).
An apparently simple change in the storage conditions of the magma can lead to an
overall result that may be quite difficult to calculate — the system contains both
positive and negative feedbacks, and many parameters are coupled. The concept
of evolving rheology will be explored throughout this thesis, for example, in the
context of a crystallizing mush (chapter 4) and a recent effusive eruption on Hawai‘i
(chapter 6).
2.5 Influence of rheology on volcanic processes
2.5.1 Eruption style
Eruptions of basaltic volcanoes are commonly effusive, producing lava flows, or
mildly explosive Hawaiian or Strombolian activity (e.g. Mangan et al., 2014; Gior-
dano and Dingwell, 2003). On the other hand, silicic volcanoes are more commonly
violently explosive (e.g. Bachmann and Bergantz, 2008; De Silva and Gregg, 2014).
There are, of course, exceptions to each (Mangan et al., 2014; Giordano and Ding-
well, 2003; Justet and Spell, 2001; Koleszar et al., 2012) and a spectrum of behaviours
at intermediate compositions, but the pattern holds for the majority (e.g. Cashman
and Sparks, 2013). This difference in behaviour is predominantly controlled by the
viscosity of the melt - mafic melt tends to be significantly less viscous than felsic
melt (section 2.4.1 and Giordano et al. (e.g. 2004); Webb and Dingwell (e.g. 1990)).
The difference in viscosity affects the ability of the magma to flow, its tendency to
fragment (Dingwell et al., 1996; Papale, 1999), and the ability of exsolved bubbles
to move through the melt and outgas (Edmonds, 2008).
2.5.2 Eruptability
Many of the largest known explosive volcanic eruptions produce extremely crystal-
rich deposits, which are in turn inferred to have come from extremely crystal-rich
magma (table 2.4). In order to produce such large eruptions, significant volumes of
magma must accumulate in the crust; however, seismic studies do not show evidence
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Deposit (reference) Volume Crystallinity
Indian Peak Volcanic Field
(Best et al., 1989) 3000 km3 40%a
Fish Canyon Tuff, San Juan Volcanic Field
(Bachmann and Bergantz, 2003) >5000 km3 45%a
Lund Tuff, Great Basin
(Maughan et al., 2002) >3000 km3 >40%a
Cerro Galan, NW Argentina
(Folkes et al., 2011) >1200 km3 40-55%b
Table 2.4: Volumes and crystallinities for a number of large explosive eruptions. a Crystallinity on
a whole rock basis; b crystallinity on a vesicle-free basis.
for large volumes of high melt-fraction magma beneath historically active volcanic
systems (Hansen et al., 2003), despite being extremely sensitive to variations in melt
fraction (Hammond and Humphreys, 2000). This implies that such systems spend a
large proportion of their lifetimes with a high crystal fraction, or with only isolated
pockets of melt (Cashman and Giordano, 2014). This interpretation is supported
by geochemical studies (e.g. Wotzlaw et al., 2013; Cooper and Kent, 2014; Coleman
et al., 2004; Frazer et al., 2014), which show that, whilst it can take hundreds of
thousands or millions of years to accumulate a large volume magma reservoir, the
magma is melt-rich for only a small fraction of that time. The implication is that
mush-like magma chambers must be capable of producing voluminous eruptions.
This is difficult to reconcile with rheological models for crystal-rich magmas, which
indicate that such mushes should be rheologically jammed.
As discussed in section 2.2.2, the viscosity of magma increases with increasing
crystal fraction. The increase is approximately linear for low crystal volume frac-
tions (Einstein, 1906), but becomes non-linear as crystal–crystal interactions become
increasingly important (Maron and Pierce, 1956; Champallier et al., 2008), following
equation 2.11. As the random close maximum packing fraction φm (which depends
on the crystal size distribution and aspect ratios — section 2.4.3) is approached
the crystals begin to jam against one another, giving rise to a yield stress (Mueller
et al., 2010). If the yield stress is greater than the stress driving deformation, the
magma is immobile; this state may be referred to as ‘jammed’, with the critical crys-
tal fraction for jamming φcrit. It should be noted also that the critical fraction for
jamming depends on the applied shear stress (Bi et al., 2011). When the maximum
packing fraction φm is reached, viscous deformation can only be accommodated by
crystal–melt segregation and crystal fracturing (Caricchi et al., 2007; Pistone et al.,
2012); this state may be termed ‘locked’. Crystal fractions above φm require some
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degree of crystal intergrowth, which may cause the magma to develop a substantial
mechanical strength.
As a magma crystallizes, therefore, it is expected to evolve rheologically, from a
low viscosity mobile suspension, to an immobile crystal mush (Marsh, 1981). The
conundrum posed by the deposits of the largest eruptions, such as the Fish Canyon
Tuff (see table 2.4), is that they often have phenocryst fractions close to, or above
φm. Such magma reservoirs would be expected to remain immobile in the crust,
eventually forming plutons. Indeed in many areas, both plutons and massive ign-
imbrites are present and, in some cases, a genetic link between pluton and ignimbrite
has been proposed (Lipman, 2007).
Explaining the mobilization of crystal-rich magma is therefore a significant and
general problem in volcanology, and a number of models have been proposed. Some
invoke external triggers, including tectonic controls (Gottsmann et al., 2009; Allan
et al., 2013; Begue et al., 2014) and seismic shaking (Linde and Sacks, 1998; Namiki
et al., 2016), although in some cases these models are not specifically based on a
magma mush. Others focus on evidence for intrusion and mixing of a hot, mafic,
volatile-rich magma into the pre-existing, more-evolved reservoir (e.g. Kent et al.,
2010; Longpre et al., 2014), and invoke ‘unzipping’ of the mush caused by intrusion
of a vesiculating recharge magma (Burgisser and Bergantz, 2011), or ‘sparging’ of gas
through the mush, carrying heat from a recharge magma (Bachmann and Bergantz,
2006; Huber et al., 2010). Some implicitly include some degree of partial melting of
the mush, however none explicitly addresses the fundamental issue that the crystal
fraction must be below φcrit before the magma can mobilize. This topic will be
addressed in more detail in chapter 4.
2.5.3 Flow morphology
Basaltic lava flows are conventionally divided into two categories according to their
surface morphology: pa¯hoehoe, which has a smooth, often ropey surface; and ‘a‘a¯,
which has a broken, clinkery surface (MacDonald, 1953). The lava flows produced
by a single eruption — particularly a long-lived eruption — may switch repeatedly
between the two morphologies in both time and space, producing a flow field with
complex and heterogeneous morphology (e.g. Jurado-Chichay and Rowland, 1995;
Hon et al., 2003). Understanding the development of a flow field is important because
it influences the nature of the transport of lava from vent to flow front. Pa¯hoehoe
flows typically develop insulated internal lava tubes that may deliver lava over long
distances to a flow front that is usually broad and advances slowly; consequently
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such flows may persist for months or years (e.g. MacDonald, 1953; Swanson, 1973;
Peterson et al., 1994; Cashman et al., 1999). By contrast, ‘a‘a¯ flows tend to be
fast-moving, spatially-focussed, and channelized, moving with a considerably higher
volumetric flow rate (e.g. MacDonald, 1953; Pinkerton and Sparks, 1976; Rowland
and Walker, 1990; Cashman et al., 1999).
The morphology of the surface produced by a flow is controlled by the rheology
of the lava and by the strain-rate that it experiences at the time the surface is formed
(MacDonald, 1953; Peterson and Tilling, 1980). At low viscosities and low strain-
rates, the lava surface remains coherent, favouring the development of pa¯hoehoe.
At higher viscosities and higher strain-rates, the lava surface breaks under shear,
forming clinkery ‘a‘a¯ morphology. The surface morphology of a flow is therefore
not uniquely linked to the physical properties of the lava that formed it, and it is
possible for the still-fluid lava in the interior of a flow to go on to produce either
surface type, regardless of its up-stream morphology (Jurado-Chichay and Rowland,
1995; Guest and Stofan, 2005). In particular, it is common for a pa¯hoehoe flow to
transition into an ‘a‘a¯ flow if either strain-rate or viscosity increases (MacDonald,
1953; Peterson and Tilling, 1980; Polacci et al., 1999; Sehlke et al., 2014). Strain-
rate is controlled by flow rate and by the angle of the surface on which the lava
flows, hence, for a constant flow rate and viscosity, the transition from pa¯hoehoe to
‘a‘a¯ is often associated with a break in slope, to steeper slope angles; the reverse
transition sometimes occurs when an ‘a‘a¯ lava flow reaches a shallower slope (Hon
et al., 2003).
An increase in lava viscosity resulting from cooling or crystallization may pro-
mote the transition from pa¯hoehoe to ‘a‘a¯ (Cashman et al., 1999). More generally,
the rheology of a lava dictates its propensity to form pa¯hoehoe or ‘a‘a¯ for a given
slope angle and flow rate (Peterson and Tilling, 1980). The viscosity of a silicate
melt (i.e. the liquid component of a lava) depends on its composition, tempera-
ture, and dissolved volatile content (section 2.4.1); in addition, most lavas contain
both bubbles and crystals, which may dramatically affect the rheology depending
on their volume fractions (sections 2.4.3 and 2.4.4). The crystal fraction of lavas
is highly variable, although few have more than 45% crystals, and most lie in the
ranges <10% and 25-45% (Ewart, 1976). The bubble fraction of lavas is even more
variable, ranging from 0 - 80% (e.g. Cashman and Giordano, 2014). The fraction of
each of these components may vary with both time and distance from the vent, in
a single lava flow.
As crystal content approaches the maximum packing fraction (given by equa-
tion 2.13) the viscosity of the lava increases dramatically and it develops a yield
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strength. This favours the formation of ‘a‘a¯ and it has been observed that, for crys-
tallinity >35%, lava flows almost exclusively as an ‘a‘a¯ flow (Hoover et al., 2001;
Cashman et al., 1999). However, in some cases extremely crystal-rich lava is capable
of producing pa¯hoehoe flows; examples include the “cicirara” lavas at Mount Etna
(Lanzafame et al., 2013).
Understanding the complex rheology of three-phase lavas is an important factor
in assessing the type of lava flow an eruption is likely to produce, and the hazards
related to it. Particularly crystal-rich lavas are uncommon, and could potentially
produce different morphologies to those observed regularly at many volcanoes. The
topic of crystal-rich three-phase lavas will be discussed in detail in chapter 5, in the
context of Volca´n Llaima, a volcano in Chile.
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Chapter 3
Experimental study of the
rheology of multiphase suspensions
3.1 Introduction
Multiphase suspensions of particles and/or bubbles in a continuous liquid phase are
common in nature and industry; examples include magma, oil, concrete, foodstuffs,
cosmetics, pharmaceuticals, biological fluids and nanofluids. Characterizing, mod-
elling, and controlling the flow of these suspensions requires a constitutive rheological
model, encapsulating the viscosity of the suspension as a function of the properties of
the suspending liquid, the volume fraction and properties of the suspended phase(s),
and the flow conditions.
The rheology of two-phase suspensions has now been well investigated (see chap-
ter 2 and Mader et al. (2013) for a recent review). By contrast, considerably less
research has been directed at understanding the rheology of three-phase suspen-
sions (where bubbles and particles are suspended in a liquid) primarily owing to
the complexity of the problem. Phan-Thien and Pham (1997) present a theoretical
treatment — discussed later in section 3.2 — which has been applied in studies of
multiphase magma (e.g. Harris and Allen, 2008; Vona et al., 2013), but has not been
experimentally validated. Experimental investigation of the rheology of three-phase
suspensions appears to be confined to studies of bubble- and crystal-bearing mag-
mas (e.g. Pistone et al., 2012; Vona et al., 2013); these experiments and materials
are complex and the resulting data are not well-suited to the validation of three-
phase rheological models (section 2.1). Constraining three-phase rheology therefore
remains an important, yet outstanding, problem in multiphase fluids research.
In this chapter, published two-phase constitutive equations are combined to gen-
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Figure 3.1: Demonstration of the effective medium concept. The three-phase fluid contains melt
(red), crystals (grey) and bubbles (white). The interstitial bubble-bearing fluid can be considered
separately to the crystals. The viscosity of this two-phase suspension of bubbles relative to the melt
(orange) can be calculated according to equation 2.5. The viscosity of the two-phase suspension
of crystals relative to the bubbly-melt can then be calculated according to equation 2.11.
erate a three-phase model, by using an ‘effective-medium’ method in which the
bubble suspension is treated as a continuous medium which suspends the particles.
The model is validated against new experimental data for three-phase suspensions of
bubbles and spherical particles in the low capillarity regime (in which flow is steady
and bubble deformation is small). This validation of data containing a wide range
of bubble and particle volume fractions is an improvement on the studies of natural
samples mentioned previously (Pistone et al., 2012; Vona et al., 2013), in which a
very limited range of bubble fractions (0.09-0.12 vol.%) was used.
A number of potential extensions to the model are introduced, although they
are not validated by experimental data at this stage. The implications of the model
are then discussed for natural magmatic processes. Later thesis chapters 4, 5, and
6 investigate a number of these in more detail.
3.2 A model for the rheology of three-phase sus-
pensions
Equation 2.11 gives the relative viscosity ηr,∗ of a suspension of particles in a liquid
with viscosity µ. If it is supposed that the particles are instead suspended in a bubble
suspension with viscosity ηb (i.e. the bubble suspension is treated as an ‘effective
medium’ - see figure 3.1) the relative viscosity becomes:
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η∗
ηb
=
(
1− φp
φm
)−2
. (3.1)
Treating the bubble suspension as the continuous phase carries the implicit assump-
tion that the bubbles should be small compared with the particles. At low bubble
capillarity, from equation 2.5, ηb = µ (1− φb)−1; hence
ηr,∗ = (1− φb)−1
(
1− φp
φm
)−2
. (3.2)
At high bubble capillarity, equation 2.6 would take the place of equation 2.5; whilst
for intermediate capillarity, equation 2.4 would take its place, and polydispersity
would have to be explicitly accounted for (see section 2.2.1).
This effective medium method has been used elsewhere in rheological models.
Of most relevance, Phan-Thien and Pham (1997) use the approach to derive an
equation for the viscosity of three-phase suspensions of bubbles and particles that
is similar to the model derived above, but contains a different expression for the
particle suspension contribution: (1− φp)−5/2, which they derive using a differential
method. Although they do consider a maximum packing fraction in some variants of
their model, their implicit solutions reduce to exact equations only under restrictive
conditions, e.g. φp ∼ φm, or φm = 1. Consequently, the treatment of the contribution
of the particles to the suspension rheology in the formulation presented here is a
significant improvement over that of Phan-Thien and Pham (1997).
3.2.1 Defining volume fractions in three-phase suspensions
Particle volume fraction and gas volume fraction are unambiguously defined for
two-phase suspensions; however, care must be taken to define them appropriately
for three-phase suspensions. In the model formulation above, the bubble suspension
is treated as the effective medium, hence, the appropriate definitions are:
φb =
Vb
Vl + Vb
(3.3)
φp =
Vp
Vl + Vb + Vp
(3.4)
where Vl, Vb and Vp are the respective volumes of the liquid, bubble and particle
phases.
For volcanological applications the goal is often to characterize how the rheology
of a suspension of crystals changes as bubbles are added to it (or, equivalently, as
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bubbles grow within it). For example, a magma that contains solid crystals may
be bubble-free at depth, but become increasingly bubble-rich during ascent. In this
case, it is more intuitive to define a particle volume fraction and bubble volume
fraction as follows:
φ∗b =
Vb
Vl + Vb + Vp
(3.5)
φ∗p =
Vp
Vl + Vp
. (3.6)
In this formulation, the particle volume fraction does not change from its initial
value as bubbles grow, and the bubble volume fraction reflects the value that would
be measured by applying Archimedes’ principle on the bulk sample. The different
formulations for volume fractions are simply related:
φb =
φ∗b
1− φ∗p (1− φ∗b)
, (3.7)
φp = φ
∗
p (1− φ∗b) , (3.8)
φ∗b = φb (1− φp) , (3.9)
φ∗p =
φp
1− φb (1− φp) , (3.10)
allowing the three-phase model (equation 3.2) to be applied when it is φ∗b and φ
∗
p
that are known.
In the following sections both of these definitions are used, since equations 3.3
and 3.4 underpin the model formulation, whilst equations 3.5 and 3.6 are more
natural for volcanological applications of the model, and aid physical insight. A
further volume fraction of interest is the fraction of the total volume that is made
up of suspended bubbles and particles — the total suspended fraction:
φs =
Vb + Vp
Vl + Vb + Vp
. (3.11)
3.3 Experiments
3.3.1 Samples
The three-phase samples were prepared by adding spherical glass beads (Potters
Ballotini; density 2448 kg m−3, size fraction 63 to 125µm) to a sugar syrup (Tate &
Lyle Golden Syrup; density 1438 kg m−3 and surface tension 0.08 N m−1 (Llewellin
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et al., 2002b)) and aerating with a domestic electric whisk. The rheology of the
pure syrup was determined individually for each sample batch and found to be
strictly Newtonian; measured viscosities were in the range 55.68 ≤ µ ≤ 61.69 Pa s
at 20◦C (presented later in data table 3.1). Particle volume fraction was controlled
by adding a known mass of beads to a known mass of syrup (typically equating to
100-150 ml) to prepare sample suites of similar initial (bubble-free) particle volume
fraction φp = 0.05, 0.1, 0.2, 0.3, 0.4, and 0.5.
Bubble volume fraction was then varied by adjusting the duration and speed
of whisking, and suspension temperature. Errors in particle volume fraction and
bubble volume fraction are ±3% and ±5% respectively. Of the resulting three-phase
suspension, about 60 ml was used for rheometric analysis, and a small amount was
imaged with a Zeiss SteREO V.8 stereomicroscope. With the remaining sample
material, the bubble volume fraction φ∗b was determined by measuring its weight
and its volume in a 100ml measuring cylinder.
For each sample, therefore, a measurement of φp and φ
∗
b was obtained. Equations
3.7 to 3.10 were then used to calculate φ∗p and φb from these measurements, for each
sample.
The bubble size distribution of each sample was determined using the image
analysis software JMicroVision. A photomicrograph of a typical sample is presented
in figure 3.2, along with its bubble size distribution.
3.3.2 Rheometry
Rheometric data were collected using a ThermoScientific Haake MARS II rheometer
with Z40DIN concentric cylinder sensor geometry (rotor diameter 40.0 mm, cup di-
ameter 43.4 mm, gap width 1.7 mm). A standard flow-curve determination consisted
of a 20-step ‘up ramp’ of incrementally increasing shear stress τ up to a maximum
value of 500 Pa (‘controlled-stress mode’), followed by a 20-step ‘down ramp’. At
each stress step, the rheometer recorded the corresponding strain-rate γ˙ once it had
reached equilibrium flow conditions. To ensure equilibrium starting conditions for
each test, flow-curve determinations were preceded by a 4 minute, continuous 0–
150–0 Pa stress ramp as pre-shear treatment (following Mueller et al., 2010). All
experiments were performed at 20◦C; the error of the stress and strain-rate mea-
surements is estimated at ±2%.
The densities of the particles and the suspending liquid are not well-matched
in the experiments (2448 kg m−3 and 1438 kg m−3 respectively) so settling must
be considered; similarly, the bubbles are prone to buoyant rise (‘creaming’). The
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Figure 3.2: Bubble size distribution for sample 3P-42 (φp = 0.42 and φb = 0.29). Histogram shows
the fraction of the total bubble volume in the sample represented in each volume bin. Solid line
shows the cumulative fraction of the total bubble volume. Dashed line is the volume-mean-radius
〈a〉 ∼ 37µm (see section 3.3.3). Inset shows photomicrograph of sample, in which dark-rimmed
spheres are bubbles, and glass beads are light and translucent. Scale bar is 500µm.
concentric cylinder sensor geometry was chosen because it is relatively insensitive
to effects of settling and creaming compared with, say, a parallel plate geometry,
because particles and bubbles move vertically past the sensor, rather than accu-
mulating in a layer against it. From Stokes’ law, the time required for an isolated
particle or bubble in a dilute syrup suspension to fall or rise the full length of the
sensor is more than 120 hours for the largest particle and around 1.5 hours for the
largest bubble; for a concentrated suspension it is much longer because settling and
creaming are hindered. Since total runtimes for the rheometric experiments are
much shorter for each sample (the mean experiment duration was 5 minutes, max-
imum 12 minutes), the development of spatial gradients in the particle and bubble
volume fractions is considered negligible.
3.3.3 Data analysis
The rheometric experiments yield flow curves of applied shear stress τ against resul-
tant shear strain-rate γ˙; an example is shown in figure 3.3. For some samples, the
highest experimental strain-rates are sufficient that the bubbles cannot be assumed
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Figure 3.3: Flow curve of shear stress τ against shear strain-rate γ˙ for sample 3P-30 with φb = 0.30
and φp = 0.04. Datapoints are collected during both the up-ramp and down-ramp (section 3.3.2).
Datapoints are discarded (shaded region) for Ca′ (defined in section 3.3.3) greater than the upper
bound of the low-capillarity region, defined according to equation 3.13; for φb = 0.30, this is
Ca′ ≥ 0.248. Solid line is the best fit of equation 3.14 to the remaining datapoints, giving ηr,∗ = 1.74
and n = 0.89; dashed line is the fit extended into the discarded region.
to be in the low-capillarity regime. The data are filtered to remove these datapoints
by calculating an upper bound on the low-capillarity region for each sample as fol-
lows. For three-phase suspensions, the effective strain-rate in the bubbly effective
medium γ˙′ is higher than the bulk strain-rate γ˙ because the solid particles cannot
accommodate strain through internal shearing. The effective strain-rate is approxi-
mately given by γ˙′ = γ˙/ (1− φp/φm); this is a conservative estimate because it does
not account for the accommodation of shear strain through solid-body rotation of
the particles. A typical bubble radius for each sample may be calculated as the
volume-mean-radius 〈a〉 = ∑ a4/∑ a3 where summation is over all measured bub-
bles in that sample (following Mader et al., 2013). A more conservative criterion is
adopted by calculating the capillary number using the radius of the largest bubble
measured amax. Putting these values into equations 2.2 and 2.3, an equation for the
effective capillary number is: Ca′ = µamaxγ˙′/Γ. The low-capillarity region is then
defined on the basis of the mismatch between the viscosity calculated from equation
2.5 (the low-capillarity asymptotic viscosity), and from equation 2.4 (which is valid
for all capillary numbers). The upper bound of the low-capillarity region is set as
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the value of Ca′ for which the mismatch reaches 5%; i.e., for low-capillarity:
ηr,0 − ηrb
ηr,0
< 5% (3.12)
or equivalently, from equation 2.4:
Ca′ <
√√√√ 5
144
(
0.95− (1− φb)
8
3
) . (3.13)
The 5 % threshold is chosen to be in line with experimental error. After filtering, all
flow curves comprise at least 15 datapoints. Based on this conservative criterion, the
discrepancy (equation 3.12) for a bubble with volume-mean-radius is never greater
than 1 %.
The yield stress τ0, consistency K and flow index n are determined for each sam-
ple by fitting the Herschel-Bulkley model (equation 2.7) to each filtered flow curve
(figure 3.3), and errors are determined using the bootstrapping method presented
in section 3.4.1. For all samples, the yield stress is found to be either small and
negative (which is unphysical) or positive, but within 2σ error of zero; hence, yield
stress can be neglected and equation 2.7 can be expressed as the simple power law
relationship given in equation 2.9. This is consistent with the experimental results
of Mueller et al. (2010), who found that yield stress is negligible for φp/φm . 0.8.
This allows the data to be fitted for η∗ and n in log-space using the relationship:
log τ = log η∗ + n log tcγ˙, (3.14)
which avoids biasing the fit to large values of τ and γ˙. As discussed in section 2.2.2,
it can be assumed tc = 1 s, based on previous experimental work (Mueller et al.,
2010, 2011). The reference viscosity η∗ can be normalized by the viscosity of the
syrup µ to give the relative reference viscosity ηr,∗ (equation 2.12), hereafter referred
to as the relative viscosity.
3.4 Results
Experimental data are presented in table 3.1. Results for relative viscosity are
presented in figure 3.4, which plots ηr,∗ (φp), with datapoints coloured according to
φb. Similarly, experimental results for the flow index are presented in figure 3.5,
which plots n (φp), with datapoints coloured according to φb.
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Sample φp φ
∗
p φb φ
∗
b µ (Pa s) amax (µm) η∗ (Pa s) n γ˙max (s
−1) Ndata
- ±3% ±5.83% ±5.83% ±5% - - ±(error) ±(error) ±2% -
3P-3 0.102 0.120 0.168 0.151 61.7 455 117 (1) 0.944 (0.004) 0.646 18
3P-5 0.088 0.113 0.237 0.216 61.7 245 118 (1) 0.916 (0.005) 1.15 15
3P-6 0.113 0.120 0.058 0.051 61.7 177 106 (1) 0.979 (0.003) 3.43 32
3P-7 0.102 0.105 0.033 0.030 61.7 122 89.2 (0.4) 0.991 (0.003) 5.73 38
3P-8 0.192 0.207 0.085 0.068 61.7 129 153 (1) 0.965 (0.003) 3.14 36
3P-9 0.165 0.207 0.244 0.204 61.7 *160 159 (1) 0.914 (0.003) 1.44 26
3P-10 0.164 0.207 0.247 0.206 61.7 234 175 (2) 0.935 (0.003) 0.903 24
3P-11 0.177 0.216 0.220 0.181 61.7 144 176 (1) 0.938 (0.003) 1.57 28
3P-12 0.190 0.212 0.127 0.103 61.7 116 143 (1) 0.965 (0.003) 2.60 32
3P-13 0.169 0.212 0.245 0.204 61.7 *160 163 (2) 0.930 (0.003) 1.36 26
3P-14 0.272 0.302 0.135 0.098 61.7 103 235 (1) 0.959 (0.003) 2.28 38
3P-15 0.244 0.303 0.256 0.194 61.7 123 245 (2) 0.908 (0.003) 1.62 32
3P-17 0.274 0.302 0.130 0.094 58.1 *160 234 (2) 0.956 (0.003) 1.59 32
3P-18 0.289 0.306 0.075 0.053 58.1 *160 224 (2) 0.972 (0.003) 2.10 36
3P-19 0.331 0.409 0.287 0.192 58.1 *160 512 (4) 0.845 (0.002) 0.834 34
3P-20 0.338 0.405 0.249 0.165 58.1 150 500 (4) 0.838 (0.002) 0.963 36
3P-21 0.368 0.406 0.147 0.093 58.1 142 498 (3) 0.917 (0.002) 1.07 38
3P-22 0.385 0.405 0.078 0.048 58.1 120 491 (3) 0.937 (0.002) 1.06 38
3P-23 0.000 0.000 0.213 0.213 58.1 229 76.6 (0.7) 0.926 (0.004) 1.72 21
3P-24 0.000 0.000 0.054 0.054 58.1 *160 60.5 (0.4) 0.974 (0.003) 5.30 30
3P-25 0.000 0.000 0.075 0.075 58.1 173 65.4 (0.4) 0.970 (0.004) 3.27 26
3P-26 0.000 0.000 0.095 0.095 58.1 129 63.6 (0.4) 0.959 (0.003) 4.29 28
3P-27 0.000 0.000 0.123 0.123 55.7 136 60.7 (0.4) 0.953 (0.003) 3.58 26
3P-28 0.000 0.000 0.275 0.275 55.7 239 74.4 (0.7) 0.920 (0.004) 1.49 20
3P-29 0.463 0.505 0.157 0.085 55.7 147 1490 (20) 0.771 (0.004) 0.124 38
3P-30 0.042 0.059 0.302 0.290 55.7 99.9 96.5 (0.6) 0.888 (0.003) 3.11 27
3P-31 0.048 0.062 0.240 0.228 55.7 110 97.0 (0.7) 0.919 (0.003) 3.09 28
3P-32 0.057 0.065 0.130 0.123 55.7 150 90.6 (0.6) 0.928 (0.009) 2.84 18
3P-33 0.060 0.065 0.090 0.085 55.7 *160 77.6 (0.6) 0.963 (0.010) 3.57 20
3P-35 0.050 0.050 0.000 0.000 55.9 - 67.4 (0.5) 0.994 (0.006) 7.53 38
3P-36 0.100 0.100 0.000 0.000 55.9 - 81.1 (0.6) 0.994 (0.006) 6.25 38
3P-37 0.200 0.200 0.000 0.000 55.9 - 125 (1) 0.993 (0.006) 4.05 38
3P-38 0.300 0.300 0.000 0.000 55.9 - 222 (1) 0.988 (0.006) 1.36 38
3P-39 0.400 0.400 0.000 0.000 55.9 - 540 (4) 0.955 (0.006) 0.924 38
3P-40 0.500 0.500 0.000 0.000 55.9 - 2260 (40) 0.818 (0.004) 0.083 38
3P-41 0.431 0.508 0.266 0.151 57.0 149 1330 (20) 0.676 (0.002) 0.111 27
3P-42 0.412 0.499 0.295 0.174 57.0 132 1020 (10) 0.689 (0.002) 0.164 27
3P-43 0.449 0.496 0.173 0.095 57.0 133 1280 (10) 0.809 (0.002) 0.177 30
3P-44 0.460 0.497 0.141 0.076 57.0 96.5 1370 (10) 0.803 (0.002) 0.302 38
Table 3.1: Experimental data for each sample, to three significant figures, and one standard devia-
tion errors where appropriate. φp and φ
∗
b were measuremed when creating the samples; φp and φ
∗
p
were calculated subsequently from these values. Column amax gives the largest bubble measured
for each sample, where * indicates that no bubble size distribution was measured, and an average
value was used instead. Column γ˙max gives the maximum strain-rate that satisfies equation 3.13,
and Ndata are the number of stress–strain-rate data points that remain after filtering.
It is useful at this stage to confirm that the data for the two-phase end-members
(bubble-free particle suspension and particle-free bubble suspension) adhere to the
relevant two-phase constitutive equations. The solid curve in figure 3.4 represents
the best fit (as described in section 3.4.1) of equation 2.11, in which the only free
parameter is φm, to data for bubble-free particle suspensions (φb = 0). An excellent
fit is found for φm = 0.593, with R
2 = 1.00 (to 2 d.p.); this value of the maximum
packing fraction is slightly lower than the value of φm = 0.633 quoted by Mueller
et al. (2010, 2011) for suspensions of monodisperse spheres, but it is noted that the
2σ errors of the two estimates overlap. Both of these values are lower than the value
of φm = 0.66 calculated from equation 2.13 with rp = 1. It is proposed therefore
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Figure 3.4: Relative viscosity ηr,∗ against particle volume fraction φp for three-phase suspensions;
symbols are shaded according to bubble volume fraction φb. Solid curve is the best fit of the Maron-
Pierce equation (2.11) to data from bubble-free suspensions (φb = 0, dark symbols). Shaded area
shows the region where φ > φm. Dashed curves show the 95% confidence limits for φm based on
the potential error in the data fitting technique, as presented in section 3.4.1. Error bars (1σ) are
shown when larger than the data points.
that equation 2.13 overestimates φm for nearly-spherical particles because it is based
on a fit to data that assumes a gaussian relationship between φm and rp. Studies
of non-sheared particle packs have reported that the maximum packing fraction is
actually highest for slightly non-spherical aspect ratios (Delaney and Cleary, 2010;
Donev et al., 2004); consequently, the φm(rp) curve dips around rp = 1 leading to
the overestimate given by equation 2.13.
Figure 3.6 plots two-phase data for the relative viscosity of particle-free bubble
suspensions; i.e. ηr,∗ (φb) with φp = 0. The solid curve is equation 2.5, which gives a
good fit to the data, with R2 = 0.87. Figures 3.4 and 3.6 therefore demonstrate the
validity of the two-phase constitutive models (equations 2.5 and 2.11) on which the
three-phase model is built.
3.4.1 Estimation of errors on fitted parameters
A number of important parameters for this study (η∗, n, φm, τ0) are found by fitting
equations to a set of experimental data. Although a confidence limit can simply be
calculated for the fit to the data, this does not account for errors on the experimental
37
3.4. Results
0 0.1 0.2 0.3 0.4 0.5 0.6
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
particle volume fraction φp

ow
 in
de
x n
 
 
bu
bb
le
 vo
lu
m
e f
ra
ct
io
n 
φ b
0
0.05
0.1
0.15
0.2
0.25
0.3
Figure 3.5: Flow index n against particle volume fraction φp for three-phase suspensions; symbols
are shaded according to bubble volume fraction φb. Error bars (1σ) are shown when larger than
the data points.
0 0.1 0.2 0.3 0.4
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
bubble volume fraction φb
re
lat
ive
 vi
sc
os
ity
 
η r
,*
Figure 3.6: Relative viscosity ηr,∗ against bubble volume fraction φb for particle-free (two-phase)
bubble suspensions. The solid curve is equation 2.5. Error bars (1σ) are shown when larger than
the data points.
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Figure 3.7: Probability density function for φp = 0.5, given σp = 0.015.
data. An adaptation of the bootstrapping technique for regression problems is used
to estimate errors on the fit, which is described here in the context of fitting a value
of φm to the Maron-Pierce relationship (equation 2.10), given a set of ηr,∗(φp) data
and errors (table 3.2).
φp σp ηr,∗ σηr,∗
0.050 0.0015 1.2045 0.0096
0.100 0.003 1.4496 0.0103
0.200 0.006 2.2263 0.0122
0.300 0.009 3.9697 0.0226
0.400 0.012 9.6470 0.0685
0.500 0.015 40.3865 0.6462
Table 3.2: Experimental data and one standard deviation errors, for bubble-free data. These are
the dark blue data points in figure 3.4.
If it is assumed that the errors on ηr,∗ and φp are normally distributed, each
measured or calculated value can be used as the mean, together with the known
standard deviation error, and a probability distribution for each value can be calcu-
lated (e.g. figure 3.7). The entire dataset can then be resampled, drawing values at
random from each probability distribution, and these values can be used to calculate
a best-fit φm. Repeating this process a very large number of times (10,000, in this
case), results in a distribution of values of φm (figure 3.8).
Assuming that this distribution is normal, the mean, φm = 0.5933 can be cal-
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Figure 3.8: Histogram of fitted φm values. Red curve is the scaled probability density function,
assuming that the φm values form a normal distribution.
culated (which is very close to the value calculated from a least squares fit to the
original data, φm = 0.5934), and a standard deviation, σm = 0.0177. Thus it is
possible to estimate the potential error in the value of φm.
3.5 Discussion
3.5.1 Reference viscosity of three-phase suspensions
In figure 3.4, all suspensions that contain bubbles have a higher reference viscos-
ity than a two-phase particle suspension with the same particle volume fraction.
Conceptually, this is equivalent to saying that, for a given particle suspension, the
viscosity increases if some of the suspending liquid is replaced with bubbles. This is
intuitive, because bubbles in the low-capillarity regime increase suspension viscosity.
Recasting the data in terms of φ∗b and φ
∗
p yields figure 3.9. It is evident from this
plot that the effect of adding bubbles to a particle suspension (or growing bubbles
in a particle suspension) depends upon the initial particle volume fraction φ∗p. For
dilute particle suspensions (φ∗p . 0.25), adding bubbles increases the suspension
viscosity; whereas, for more concentrated particle suspensions (φ∗p & 0.25), adding
bubbles decreases suspension viscosity.
These relationships are more clearly demonstrated by figure 3.10. The plot
shows that the rheology of a particle suspension becomes increasingly sensitive to
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Figure 3.9: Three phase data from figure 3.4 recast in terms of φ∗b and φ
∗
p. Solid lines are the
three-phase model (equation 3.2) contoured in φ∗b . Error bars (1σ) are shown when larger than
the data points.
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the addition of a small volume fraction of bubbles as its particle volume fraction
approaches the maximum packing fraction. The physical explanation for this be-
haviour is straightforward, and relies on two competing processes. As discussed
above, the addition of low capillarity (i.e. spherical) bubbles to a fluid increases
its viscosity. For dilute particle suspensions, this is the dominant trend, hence
the data show an increase in reference viscosity with increasing bubble content for
φ∗p . 0.25. Opposing this is a ‘dilution’ effect, in which the addition of bubbles to a
suspension of particles moves the particles further apart; this decreases the particle
volume fraction φp, reduces the impact that particle–particle interactions have on
suspension rheology, and reduces suspension viscosity. This process dominates for
concentrated particle suspensions; indeed, because the Maron-Pierce relationship is
a power law, the higher the initial particle volume fraction, the greater the impact
the same dilution with bubbles will have.
It is also clear from these figures that the data agree well with the proposed three-
phase model (equation 3.2). The model predicts the relative viscosity to within ±20
% for all but three of the samples, and within ±10 % for the majority (figure 3.11).
Furthermore, there is no strong systematic trend relating the discrepancy to either
φ∗b or φ
∗
p. It is noted that a close agreement between model and data is found
despite the fact that some samples violate the model assumption that bubbles are
small compared with particles (section 3.2). In all samples the majority (by number)
of the bubbles are smaller than the particles and so it makes sense to choose the
bubble suspension as the effective medium. However, the average bubble radius is
between 0.20 and 0.97 times the average particle radius and the bubble volume-
mean-radius (section 3.3.3) is between 0.57 and 2.4 times the particle volume-mean-
radius indicating that the ‘typical’ bubble in many samples is comparable in size to
the particles.
The largest discrepancy between the model and data occurs when both φ∗p and
φ∗b are large: the model then tends to underpredict the reference viscosity in such
samples. This discrepancy is probably caused by bubble-particle interactions, which
are not captured in the simple approach of combining two-phase equations. Further
work is needed to formulate a model that captures such interactions.
3.5.1.1 Will increasing bubble volume fraction increase or decrease ref-
erence viscosity?
For a given bubble and particle volume fraction, it is useful to know the effect of the
addition of further bubbles (or the growth of existing bubbles). Depending on the
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Figure 3.11: Comparison between ηr,∗ predicted by the model (equation 3.2) and ηr,∗ calculated
from experimental data, against a) φ∗p/φm, shaded for φ
∗
b , and b) φ
∗
b , shaded for φ
∗
p/φm. Error bars
(1σ) are shown when larger than the data points. The solid line indicates a perfect match between
model and data; the dashed and dotted lines respectively indicate ±10% and ±20% discrepancy.
intial bubble and particle volume fractions, this may cause an increase in viscosity,
a decrease in viscosity, or a decrease followed by an increase. At some point in
between, the addition of an infinitesimally small volume of bubbles will cause no
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change in viscosity; this will be the points at which:
∂ηr,∗
∂φ∗b
= 0. (3.15)
By finding the root of this equation, it is possible to determine the location of the
regime divide between bubbles causing an increase in viscosity, and bubbles causing
a decrease in viscosity.
Expanded, the differential equation becomes:
∂ηr,∗
∂φ∗b
=
1− φ∗p(
1− φ∗p(1−φ∗b )
φm
)2 (
1− φ∗p(1− φ∗b)− φ∗b
)2
− 2φ
∗
p
φm
(
1− φ∗b
1−φ∗p(1−φ∗b )
)(
1− φ∗p(1−φ∗b )
φm
)3 , (3.16)
and the root is:
φ∗b =
√
(9− 8φm)(φ∗p)2 + 4(φ∗p)2 − 3φ∗p
4(φ∗p)2
; (3.17)
an explicit solution cannot be found for φ∗p. Equation 3.17 is plotted in figure 3.12.
For all suspensions with bubble and particle volume fractions to the left of the black
curve, the addition of bubbles will lead to an increase in reference viscosity. An
example is shown by the blue trajectory, for a fluid that begins with no suspended
particles or bubbles. To the right of the black curve, addition of bubbles will initially
lead to a decrease in reference viscosity. An example is shown by the red trajectory,
for a fluid with an initial particle volume fraction φ∗p = 0.5. If enough bubbles are
added that the suspension reaches the black curve, viscosity will begin to increase
again. In order to determine the effect of adding some volume of bubbles to a
suspension, both the initial bubble volume fraction and particle volume fraction
must be known.
This effect, for an initially bubble-free suspension, is demonstrated clearly by the
data (figure 3.13). For a particle-free suspension, addition of bubbles will always
lead to a viscosity increase compared to the bubble-free suspension (equivalent to
the blue trajectory in figure 3.12); on the other hand, the addition of bubbles to a
concentrated suspension always leads to a viscosity decrease (equivalent to the red
trajectory in figure 3.12).
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Figure 3.12: Contours of ηr,∗ for the relevant range of φ∗p and φ
∗
b . The black curve is equation 3.17,
and the point φ∗p,crit is the point at which addition of bubbles to an initially bubble-free suspension
will switch from increasing to decreasing viscosity. The blue trajectory shows an increase in
viscosity as bubbles are added to a particle-free suspension; the red trajectory shows a decrease in
viscosity as bubbles are added to a particle-rich suspension.
3.5.2 Flow index of three-phase suspensions
Reference viscosity provides only a partial description of the rheology of a shear-
thinning suspension; for a practical rheological model, the flow index n is also re-
quired (equation 2.9). Figure 3.14 re-casts the flow index data shown in figure 3.5,
plotting them against φ∗b and φ
∗
p/φm.
Figure 3.14a shows clearly that shear thinning is observed for all suspensions,
even those containing only bubbles. The data indicate a linear relationship between
n and φb for particle-free suspensions, in the low-capillarity regime, such that shear
thinning becomes more pronounced as bubble volume fraction increases:
n = 1− 0.334φb (3.18)
(note that φb = φ
∗
b when φp = 0). Bubble suspensions are known to be strongly
shear thinning in the range 0.1 . Ca . 10 but, at lower and higher capillary number,
current models predict that shear thinning is negligible (see figure 2.1 and section
2.2.2), which makes this result surprising. One potential explanation is that, despite
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Figure 3.13: Relative viscosity ηr,∗ compared to relative viscosity of bubble-free suspension
ηr,∗,φ∗b=0, for a particle-free suspension (blue datapoints and model curve) and a particle-rich
suspension (red datapoints and model curve).
the data filtering methodology (section 3.3.3), there are a small number of very large
bubbles in the samples, larger than those measured in the sample images, which
have a correspondingly long relaxation time and, as a consequence, have a capillary
number in the transitional regime. An alternative explanation is that the current
model for bubble suspension rheology (equation 2.4) is inadequate for non-dilute
suspensions. That model can be derived from the theoretical treatment of Frankel
and Acrivos (1970) (Llewellin et al., 2002b), which is analytically exact in the limit
of a dilute suspension (in which bubble–bubble interactions can be neglected) and in
the limit of small bubble deformations. It is possible that bubble–bubble interactions
in non-dilute samples act to introduce shear thinning — this would be consistent
with the finding that shear thinning becomes more pronounced as bubble volume
fraction increases. Further experimental work would be required to underpin a more
detailed investigation of this phenomenon.
Superimposed on the decrease in flow index due to increasing bubble volume frac-
tion is the effect of increasing particle volume fraction, shown most clearly in figure
3.14b. This relationship is non-linear, and appears to follow the empirical model
proposed by Mueller et al. (2010) (equation 2.14 with rp = 1 for spherical particles).
For bubble-free suspensions — comparable to those investigated by Mueller — there
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Figure 3.14: Flow index n against a) φ∗b , shaded according to φ
∗
p/φm, and b) φ
∗
p/φm, shaded
according to φ∗b . Error bars (1σ) are shown when larger than data points. In a) solid line shows
the linear relationship between n and φ∗b for φ
∗
p = 0 (equation 3.18). In b) curves, contoured for φ
∗
b ,
plot equation 3.19; solid over the range of particle volume fractions for which the total suspended
fraction φs < 0.5, and dotted outside this range.
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is excellent agreement between data and model for φp/φm < 0.8, which is consistent
with the limits of applicability given by Mueller et al. (2010).
The combined effect of bubbles and particles on the flow index appears to be a
simple superposition of these two effects: the flow index of a pure fluid is 1, and is
reduced by some amount dependent on bubble volume fraction, and again by some
amount dependent on particle volume fraction. Consequently, the following purely
empirical model is proposed for the flow index for suspensions of spherical particles:
n = 1− 0.2
(
φp
φm
)4
− 0.334φb. (3.19)
Curves of this model for various bubble volume fractions are shown in figure 3.14b,
and indicate that the model is valid for all samples with a total suspended fraction
φs . 0.5. The model agrees with the data to within ±5% for all samples below
this cut-off. Note that this cut-off is drawn empirically from the data and has no
theoretical basis.
3.5.3 Extensions to the model
3.5.3.1 Non-spherical particles
For suspensions of non-spherical, non-smooth particles, equation 2.13 can be used to
calculate the expected maximum packing fraction. This value can then be incorpo-
rated into equation 3.2, so that the reference viscosity can be corrected for variations
in particle aspect ratio and rugosity. Experiments with non-spherical particles in
three-phase suspensions have not been performed here, so this has not yet been
validated. However, based on the well-understood behaviour of two-phase particle
suspensions, and the conceptual framework of an effective medium, which is used to
explain our model, it is expected that this extension of the model will be valid.
The aspect ratio may also be included in equation 3.19 in a manner analogous
to equation 2.14:
n = 1− 0.2rp
(
φp
φm
)4
− 0.334φb. (3.20)
As such, more elongate particles would be expected to give a lower flow index than
spherical particles, and the fluid would therefore be more shear thinning. Although
equation 2.14 is established in the literature, no conceptual model exists with which
to explain the empirically derived equation 3.19. As such, without experiments to
validate equation 3.20, it is not possible to be confident about its range of applica-
bility: this equation remains only a proposal.
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Figure 3.15: Comparison between n predicted by the model (equation 3.19) and n calculated from
experimental data, against a) φ∗b , shaded for φ
∗
p/φm, and b) φ
∗
p/φm, shaded for φ
∗
b . Error bars
(1σ) are shown when larger than the data points. The solid line indicates a perfect match between
model and data; the dashed and dotted lines respectively indicate ±10% and ±20% discrepancy.
3.5.3.2 High capillarity bubbles
In section 3.2, it was noted that in the high capillarity regime, equation 2.6 could
be used rather than equation 2.5, in formulating the three-phase model. The three-
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phase equation would then become:
ηr,∗ = (1− φb)5/3
(
1− φp
φm
)−2
; (3.21)
this model is shown in figure 3.16.
Figure 3.16 demonstrates that in the high bubble capillarity regime, it is expected
that any addition of bubbles to, or growth of bubbles in, a crystal-bearing suspension
will lead to a decrease in viscosity. Suspensions that begin with higher crystal volume
fraction will show a larger decrease in viscosity for the addition of a given volume
of bubbles.
In the experiments, at the highest strain rates, the larger bubbles in many sam-
ples will have been in the high bubble capillarity regime. However, the majority of
bubbles, usually much smaller, will have been either in the low capillarity regime,
or in the transitional regime. As such, it is not possible to simply filter out the low
capillarity data in a similar manner to that described in section 3.3.3 for filtering out
high capillarity data. This means that this study does not have the data necessary
to validate the proposed adaptation of the three-phase equation.
The model for the control of bubble and particle volume fractions on flow index,
at low capillarity, was based entirely on empirical data. As such, no comparable
model is proposed here for how the flow index depends on bubble volume fraction
in the high capillarity regime.
3.5.3.3 Bubbles which are larger than the particles
In section 3.2, a continuous medium concept was used to formulate the three-phase
viscosity equation. This concept requires that the bubbles are smaller than the
particles, such that the particles do not interact with individual bubbles, only a
bubbly continuous medium. A similar argument could be made for a system in which
the particles are smaller than the bubbles: then the bubbles could be considered to
be suspended in a particle suspension. In this case, equations 3.5 and 3.6 would be
used to define the bubble and particle volume fractions in the model, leading to
ηr,∗ = (1− φ∗b)−1
(
1− φ
∗
p
φm
)−2
(3.22)
becoming the equation for the reference viscosity of the system with low capillarity
bubbles, and
ηr,∗ = (1− φ∗b)5/3
(
1− φ
∗
p
φm
)−2
(3.23)
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Figure 3.16: Relative viscosity ηr,∗ of a high capillarity three-phase suspension against a) φ∗p/φm,
shaded for φ∗b and b) φ
∗
b , shaded for φ
∗
p/φm. The curves show the model predictions from equation
3.21.
for high capillarity bubbles. These proposed equations are shown in figure 3.17.
The effect of bubbles on the viscosity of a three-phase suspension is predicted to be
much reduced if the bubbles are larger than the particles. Low capillarity bubbles
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Figure 3.17: Relative viscosity ηr,∗ of a three-phase suspension in which the bubbles are larger than
the particles, against φ∗p/φm, shaded for φ
∗
b , for a) low capillarity bubbles, and b) high capillarity
bubbles. The curves show the model predictions from equations 3.22 and 3.23.
always increase the suspension viscosity; high capillarity bubbles always reduce the
viscosity. The total change in viscosity is much lower than in the case where bubbles
are smaller than particles.
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The majority of bubbles used in the experiments described in section 3.3 are
smaller than the particles; a small number are comparable in size to the particles.
It is therefore not possible to validate equations 3.22 and 3.23 using these data.
Further experiments in which bubbles were all larger than the particles would be
required.
3.6 Applying the model to natural magmatic sys-
tems
3.6.1 Additional complexities of a natural system
These analogue experiments are ideal for characterizing the fundamental processes
that are understood to occur in magmatic systems. Rather than attempting to
simulate the full range of processes in the natural system, the aim here is to elimi-
nate complexity while retaining control on the key parameters which govern specific
aspects of the system’s behaviour. This makes it possible to isolate the effects
of changing bubble and crystal volume fractions from other potentially dependent
parameters in the natural system.
In the analogue system, smooth, spherical particles and insoluble bubbles were
used in a well-characterized Newtonian fluid. It was possible to control the tem-
perature and pressure of the experiment, and it was assumed that the bubble and
crystal fractions did not change over the duration of the experiment.
However, in order to relate the results of these experiments to specific natural
magmas, aspects of the system that did not exist — or were unimportant — in
the analogue system must be accounted for. These additional complexities include:
changing crystal population (volume fraction, aspect ratio, and size distribution) as
the system evolves; changing bubble population (volume fraction, size distribution,
capillary numbers) as volatiles become saturated in the melt and bubbles nucleate
and grow; and temporally and spatially varying melt viscosity as volatiles exsolve,
and the temperature, pressure, and composition changes. In order to track changes
in viscosity over the lifetime of a natural system, it is necessary to understand how
parameters such as pressure, temperature, and time affect crystallization and bubble
growth, which in turn affect the bulk magma viscosity.
Many of these can be accounted for either within the model or by extending it to
include parameters such as the aspect ratio of the crystals. However, there are other
controls that are not so easily accounted for. For example, crystals in a magmatic
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suspension tend to form chains or clusters (Philpotts et al., 1998) rather than acting
individually, and have the potential to intergrow. These processes are less well
understood, and their affects on viscosity calculations are not easily quantified. In
addition, the magma as a whole may not act as a closed system (Edmonds, 2008). If
gas is lost over time, for example if the magma becomes permeable (at a gas fraction
around 30% Blower, 2001; Candela, 1991), or crystal-melt segregation occurs (Costa
et al., 2006; Vigneresse et al., 1996), then the bulk properties of the system will not
be appropriate for calculating the rheology of a small parcel of melt.
3.6.2 Implications of the model
The model presented here captures the first order physical processes involved in
magma flow, with caveats given in section 3.6.1. It can therefore be used to un-
derstand the implications and importance of bubbles in controlling the flow of a
crystal-rich lava or magma.
3.6.2.1 Lava flows
The majority of lavas have low crystal content (Marsh, 1981), and, as discussed in
section 2.5.3, it is often observed that, with increasing crystal content (i.e. viscosity),
lava morphology changes from pa¯hoehoe to ‘a‘a¯ in basaltic systems (Peterson and
Tilling, 1980). With the exception of lava domes, lavas with crystal contents above
50% are extremely rare (Marsh, 1981) due to their increasingly high viscosity. The
results presented here indicate that for lavas with crystal content higher than about
30% the addition of bubbles can significantly lower their viscosities.
This leads to two suppositions: bubbly lavas with crystal contents higher than
50% may exist; and the pa¯hoehoe-‘a‘a¯ transition may occur at higher crystal con-
tents for bubbly lavas than for non-bubbly lavas (see figure 3.18). In chapter 5,
observations of extremely crystal-rich pa¯hoehoe lavas at Volca´n Llaima, Chile, will
be discussed. These lavas are some of the most crystal-rich known to exist, and
flowed as both pa¯hoehoe and ‘a‘a¯ in close proximity, indicating that they were close
to the pa¯hoehoe-‘a‘a¯ transition. The lavas also form some unusual landforms, which
can be related to their rheology.
The evolution of the physical properties of a less crystal-rich lava may also cause
considerable changes in its flow behaviour and morphology. Quenched lava samples
from Kı¯lauea, Hawai‘i, are used to track the variations in dissolved volatile content
and crystal populations as lava flowed away from the vent. Degassing-induced crys-
tallization created several simultaneous changes in properties that control viscosity,
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Figure 3.18: Schematic diagram showing the relationship between strain-rate and crystal volume
fraction, split into regimes in which pa¯hoehoe or ‘a‘a¯ morphology form. This figure demonstrates
how bubbly lava may be able to flow at higher strain rates and crystal fractions than bubble-free
lava. The concept will be explored in detail in chapter 5.
and the model is used in chapter 6 to understand these changes and their control
on morphology.
3.6.2.2 Magma reservoir state
Many large magma bodies are thought to spend a large proportion of their lifetimes
as locked magma mushes (e.g. Cooper and Kent, 2014; Cashman and Giordano,
2014). A key question in volcanology is how these magma bodies — stored with
crystal fractions at or above the maximum packing fraction — can mobilize and
erupt in a short period of time. The model described here provides a simple, intuitive
mechanism through which magma mushes can mobilize.
Although the experiments in this chapter only cover the range 0 ≤ φ∗p/φm . 0.85,
it can be postulated that similar results may be expected as φ∗p approaches φm. If
the pattern observed here continues, the addition of a small volume of bubbles will
cause an increasingly large reduction in the viscosity of the suspension as the crystal
fraction increases. The model (equation 3.2) predicts that for a crystal-rich fluid
that is initially jammed (with φ∗p = φm), adding bubbles — or creating a decrease
in bulk crystal fraction such that φp < φm — will allow the fluid to begin to flow.
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This concept is demonstrated in figure 3.19.
In chapter 4, the results of analogue experiments that demonstrate this process
are presented, and how realistic this mechanism may be in nature is discussed in
detail. In order for this mechanism to work, bubbles must be able to grow in
the interstitial melt in the mush, and the various inter-dependent properties of the
magma must not act to increase viscosity more rapidly than the growing bubbles
reduce viscosity. The circumstances in which bubble growth is expected to mobilize
a magma are discussed in more detail in chapter 4.
3.6.3 How important are bubbles?
Many existing magma flow models work with the assumption that the crystals are
the only important phase in determining viscosity, and that bubbles can be ne-
glected. The model and experiments presented in this chapter demonstrates that
in a three-phase suspension, bubbles can also have a significant affect on rheology.
However, it may be the case that it is not always important to account for the —
relatively complex — effects of bubbles. For example, at crystal fractions around
0.25 to 0.3, the addition of bubbles has very little effect on the viscosity.
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The model can be used to quantify the importance of bubbles at various strain
rates that are reasonable for magmatic systems. The difference in viscosity at a
given strain rate calculated based on using a two-phase equation only, compared to
using our three-phase equation, is shown in figure 3.20. This figure demonstrates
that the likely error introduced by neglecting to account for the effect of bubbles on
viscosity in any flowing system depends strongly on the strain rate it experiences,
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Figure 3.20: Percentage error in the viscosity estimate between using the three-phase model and
ignoring the presence of bubbles, against φ∗p/φm, shaded for φ
∗
b . a) for strain rate of 0.01 s
−1, b)
for strain rate of 1 s−1, c) for strain rate of 100 s−1.
and the volume of bubbles and crystals it contains.
In general, if the volume fraction of both bubbles and particles is low, the inclu-
sion of the effect of bubbles will only change the outcome of a viscosity calculation
by a small percentage. However, as the particle fraction approaches φm, neglecting
even a very small percentage of bubbles can lead to a very large error.
3.7 Conclusions
These results demonstrate that the proposed three-phase rheological model (equa-
tion 3.2) based on an effective medium approach is in close agreement with experi-
mental data over the full range (0 ≤ φ∗b . 0.3 and 0 ≤ φ∗p/φm . 0.85) investigated.
The experiments involved spherical particles and steady flow in the low capillarity
regime; hence, the model’s validity is only demonstrated subject to these restrictions.
The model’s applicability is, however, potentially much broader (though extensions
to the model require further experimental validation).
Mueller et al. (2011) demonstrate that the Maron-Pierce relationship (equation
2.11) is valid for suspensions of non-spherical particles when φm is calculated as a
function of particle shape (equation 2.13). Adopting this methodology for equa-
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tion 3.2 broadens its applicability to natural systems, in which particles are rarely
spherical.
The low capillarity assumption can also be adapted. Substituting equation 2.6
for equation 2.5 in the formulation of equation 3.2 yields a three-phase model suitable
for high-capillarity flows. This version of the model predicts that the addition of
bubbles will always reduce the reference viscosity of a three-phase suspension, even
when particle concentration is low. At high particle concentrations, the reduction
in viscosity is much more dramatic than in the low capillarity case.
Removing the assumption of steady flow is more challenging because, whilst the
rheology of bubble suspensions in unsteady flow is well known (Llewellin et al.,
2002b; Llewellin and Manga, 2005), there is no adequate model for particle suspen-
sions in unsteady flow.
The model developed in this study assumes that bubbles are small compared
with particles, although the experimental data demonstrate that the model remains
valid when bubbles and particles are comparable in size. Further experiments are
required, however, to determine the rheology of suspensions in which bubbles are
large compared with particles.
The proposed model for the flow index of three-phase suspensions (equation 3.19)
also provides good agreement with experimental data for which φs . 0.5. Since this
model is purely empirical, the relationship between the coefficients found here and
the physical properties of the material is not clear: without a physical explanation
for the occurrence of shear thinning in bubble and particle suspensions, more work
is still needed.
Taken as a whole, the model presented in this chapter is relevant for a wide
range of magmatic systems, which commonly contain both bubbles and crystals.
The results of this model imply that crystal-rich lavas may be able to flow more
fluidally when they contain bubbles, and crystal-rich magmatic mushes may become
mobile when bubbles grow in the interstitial melt. They also imply that complicated
feedbacks may affect the viscosity of a lava as its physical properties evolve. These
examples are the focus of chapters 4, 5, and 6, in which the importance of using
a three-phase model when considering the flow of many magmatic fluids will be
emphasised.
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Chapter 4
Mobilization of a magma mush
4.1 Introduction
This chapter will focus on the eruptibility of extremely crystal-rich magmas, a topic
that was introduced in chapter 2.5.2. At the end of chapter 3, it was proposed that
the three-phase rheology model provided an explanation for the mobilization and
eruption of large volumes of previously jammed magma mush. In this chapter, this
model for mush mobilization will be presented in detail, and experiments will be
described which demonstrate the fundamental processes involved.
Although the analogue experiments strongly support the model, the range of
its applicability to natural magma reservoirs is key for emphasizing its use in vol-
canological settings. Discussion of the experimental results will therefore be followed
by an extended discussion of how the model can be applied to natural magmas. In-
stead of focusing on a particular natural system, a hypothetical generalized magma
reservoir will be introduced. This allows the general features and implications of
the model to remain the focus of discussion, rather than the specifics of parameters
relating to any given case study. It will be demonstrated that, in some circum-
stances, the mobilization model implies that the magma mush will become mobile
and eruptible, whereas in others, the model predicts that the magma will remain
jammed and uneruptible, as may be expected from the geological record in which
many magmas evolve to form plutons rather than eruptions.
4.2 A model for mobilizing magma mush
It is proposed here that a jammed or locked crystal mush may be effectively mobilized
through the in situ growth of small bubbles. The fundamental mechanism is simple
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Figure 4.1: Mobility regimes, dependent on bubble fraction and initial crystal fraction. For φp <
φcrit the magma is mobile; this is the case when φ
∗
b > 1 − φcrit/φ∗p. For φp ≥ φm the magma is
locked; for φcrit ≥ φp ≥ φm the magma is jammed. Bubble growth moves a magma in the direction
of the arrow, and can mobilize a locked or jammed magma. If the crystals are strongly intergrown,
then bubble nucleation or growth may be hindered and mobilization suppressed.
and intuitive: growth of bubbles pushes the crystals apart, reducing the bulk crystal
fraction in the magma; when the crystal fraction falls below φcrit, the magma can
flow. Experiments by Pistone et al. (2013) using natural magmas show that the
presence of bubbles in a crystal-rich magma strongly reduces its viscosity, supporting
this conceptual model.
A magma is jammed while φp ≥ φcrit, and so the minimum fraction of bubbles
that must grow in order to mobilize a magma with a given initial crystal fraction
and critical crystal fraction is φ∗b,min = 1 − φcrit/φ∗p (figure 4.1). Note that a locked
magma (φp ≥ φm) may also be mobilized via this mechanism, as long as the crystals
are not strongly intergrown.
Once the magma is mobilized, its rheology will evolve with changing φb and φp
according to the model presented in chapter 3. As the bubble fraction continues
to grow (φ∗b increases), the crystal fraction (φp) will be decreasing, leading to a
reduction in the bulk viscosity.
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4.3 Experiments
The hypothesis — that a jammed suspension will become mobile when the fraction
of bubbles grows to a value such that φp < φcrit — was tested by performing rheom-
etry on a three-phase, analogue suspension of air bubbles and spherical particles in
a Newtonian liquid. The rheometry was performed under variable confining pres-
sure, which in turn allowed the bubble fraction in the particle-rich suspension to
be varied, and mimicks bubble growth in a magma mush. It should be noted that
pressure changes were used in these experiments only to control the bubble volume
fraction: the experimental pressures were not intended to be comparable to mag-
matic pressures. One advantage of using analogue materials and methods is that
the fundamental effect of changing bubble fraction can be isolated from inter-related
processes — such as nucleation, exsolution, volatile-dependent melt viscosity, and
crystallization — that operate in a magma mush. Consequently, the experiments are
designed to test only the fundamental process that underpins the model and elimi-
nate the complexity associated with the natural magmatic system (section 2.4), not
to simulate magma chamber processes in general.
4.3.1 Samples
The sample was prepared by adding a known mass of particles (in this case ballo-
tini — spherical glass beads — with diameters 75 to 150µm) to a known mass of
Newtonian silicone oil (with viscosity 59.84 Pa s at experimental temperature 20◦C).
The mixture was then aerated with an electric hand-whisk. The initial bubble-
free particle fraction was calculated, using the ballotini and oil densities, to be
φ∗p = 0.6000 ± 0.0006. Similarly, the bubble fraction was calculated, from volume
measurements pre- and post-aeration, to be φ∗b = 0.10 ± 0.03. A portion of the
resulting suspension was used for the rheometric experiment, and an equal volume
was reserved for imaging.
4.3.2 Rheometry
The apparent viscosity η of the first portion of the sample was measured using an
Anton Paar MCR301 rheometer with pressure cell CC25/Pr150/ In/A1/SS. The
sensor system was a purpose-made vane-spindle (six blades, 11.5 mm radius, 16
mm length) in a cylindrical cup (12.5 mm radius) (figure 4.2a). Since the sensor
system was custom-made for these experiments, the conversion factors from torque
to stress, and rotation rate to strain rate, cannot be calculated analytically (although
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a) pressure inlet
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front view cross section
b)
Figure 4.2: a) Sketch of rheometer internal geometry, showing cylindrical cup and vane spindle,
inside pressurized cell (not to scale). b) The ‘imaging cell’ used to photograph samples held under
the same pressure conditions as those in the opaque rheometer (not to scale).
approximations can be derived following Barnes and Carnali (1990)). Instead, the
ratio of torque to rotation rate was calibrated for viscosity by performing flow curves
of incrementally increasing then decreasing torque on two silicone oils with strictly
Newtonian viscosities µ = 60.3 Pa s and µ = 816.7 Pa s, respectively. The pressure-
dependence of the viscosity of the silicone oil was found to be very small: viscosity
increased by around 4% as pressure increased by a factor of four, as shown in figure
4.3. Throughout the experiment, temperature — measured by a thermocouple built
into the sensor system — was maintained at 20.000± 0.003◦C and no shear heating
was observed.
In parallel with the rheometer was a transparent imaging cell (figure 4.2b), with
internal geometry designed to mimic the rheometer sensor system, containing more
of the same sample. This allowed the second portion of the sample to be imaged and
volume changes to be observed in the bubbles as pressure changed (examples at 2 and
1 bars are shown in figure 4.4). Due to expansion of bubbles in the whole sample
outside the field of view, there was significant movement of the sample between
pressure steps. As a result, the number of bubbles that could be tracked from one
step to the next was limited. Some coalescence was observed, but no bubbles were
seen to nucleate during the course of the experiment. The material in the imaging
cell was not subjected to rheometric shearing during the experiments. The bubble
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Figure 4.3: Measurements of the viscosity of pure silicone oil plotted against pressure.
a) b)
Figure 4.4: Photographs of the sample in the imagining cell, at a) 2 bars, and b) 1 bar. The bubbles
are clearly visible, appearing as brighter spherical and elongate objects, and a number have been
tracked between images: same bubble, same colour. The particles are very difficult to make out,
tending to appear as faint arcs in the darker parts of the image; those in a selected region in each
figure are circled in grey. The scale bar is 500µm, and the depth of view is approximately 0.5 mm.
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fraction under pressure P was calculated, assuming the isothermal ideal gas law, as:
φ∗b = P0φ
∗
b0/(P (1−φ∗b0)+P0φ∗b0), where φ∗b0 is the bubble fraction at reference pressure
P0. Experimental uncertainty in φ
∗
b was ±30%, but note that this was a systematic
uncertainty due to the error on the measurement of the bubble fraction at pressure
P0 — random errors were expected to be small. Pressures and corresponding bubble
(φ∗b) and particle (φp) volume fractions are summarized in table 4.1.
Pressure Bubble fraction φ∗b Particle fraction φp
4.0 0.027 0.584
3.8 0.028 0.583
3.7 0.029 0.582
3.5 0.031 0.581
3.3 0.033 0.580
3.0 0.035 0.579
2.9 0.037 0.578
2.7 0.040 0.576
2.5 0.043 0.574
2.2 0.047 0.572
2.0 0.052 0.569
1.8 0.057 0.566
1.6 0.064 0.562
1.4 0.073 0.556
1.2 0.084 0.550
1.0 0.100 0.540
Table 4.1: List of experimental pressures, and corresponding bubble and particle volume fractions,
rounded to three decimal places.
Once the sample was placed in the rheometer and imaging cell the system was
pressurized to 4 bars, using argon, and controlled with a pressure regulator. A
constant shear stress was then imposed on the sample by setting the torque on the
vane spindle to a value of 5 mN m throughout, and the rotation rate of the vane
spindle was recorded by the rheometer every second. Every hundred seconds, the
pressure was reduced manually by roughly 0.2 bars as rapidly as possible (typically
in less than 10 seconds). This step duration was chosen to be short enough that
particles did not sink more than one particle radius during each step. This was
repeated until ambient pressure was reached.
The duration of the experiment was short enough that bubble rise was negligi-
ble, and the bubble volume fractions were not high enough for the development of
permeability. As such, it is expected that very few bubbles were lost during the
experiment.
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Figure 4.5: The relative apparent viscosity of the sample at a given pressure and bubble fraction,
plotted against time in the relevant isobaric run. The grey arrow indicates the effect of increasing
bubble fraction through bubble growth.
4.3.3 Results
Figure 4.5 plots the relative viscosity of the sample (ηr = η/µ, where η is the
suspension viscosity and µ is the liquid viscosity) over time, for isobaric runs at
pressures between 3.7 bars (φ∗b = 0.029) and 1 bar (φ
∗
b = 0.100). For the highest
pressure shown in figure 4.5, the viscosity of the sample increases dramatically over
the course of the isobaric run (note logarithmic scale). Towards the end of this
run, very small or negative rotation rates are observed, indicating that the sample
viscosity is above the rheometer’s range. The same pattern is seen for the next
highest pressure (3.5 bars, φ∗b = 0.031). Runs at 4.0 bars (φ
∗
b = 0.027) and 3.8 bars
(φ∗b = 0.028) yield even higher viscosities, but these are not shown because of very
large scatter, indicating viscosities above the rheometer’s range. By contrast, the
viscosities for runs at 3.3 bars (φ∗b = 0.033) and lower tend towards finite values,
indicating that the sample is flowing as a viscous liquid (although it should be noted
that the run at 3.3 bars may not have reached steady state).
Figure 4.6 shows the cumulative strain γ in the sample over time, for four isobaric
runs: 4.0 bars (φ∗b = 0.027); 3.7 bars (φ
∗
b = 0.029); 3.3 bars (φ
∗
b = 0.033); and
2.9 bars (φ∗b = 0.037). Each curve starts at γ = 0 at the time when the pressure
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Figure 4.6: The cumulative strain in an isobaric run, plotted against time, for four selected pressures
(4.0, 3.7, 3.3, and 2.9 bars), coloured according to bubble volume fraction φ∗b at that pressure. The
grey arrow indicates the effect of increasing bubble fraction through bubble growth.
reaches its new value following a pressure drop. The strain is approximated following
Barnes and Carnali (1990). The viscosity drops considerably in response to the
decompression at the end of each isobaric run. This is particularly noticeable for runs
in which the sample was jammed at the end of the run — in these cases, the sample
flows briefly in response to the pressure drop, before jamming again. In figure 4.6,
the plot for 4.0 bars (φ∗b = 0.027) demonstrates that the sample is essentially static
throughout the run — the cumulative strain shows decaying oscillations around
a small, fixed value of γ. When pressure is dropped to 3.7 bars (φ∗b = 0.029), the
sample deforms slightly over 40–50 seconds, then stops deforming once a small strain
(around 0.1) is reached. At pressures of 3.3 and 2.9 bars (φ∗b = 0.033 and φ
∗
b = 0.037)
the strain does not reach a constant value; rather it tends towards constant strain
rate (γ˙).
4.4 Discussion
Although the data in section 4.3.3 are presented in terms of pressures and the corre-
sponding bubble volume fractions, it is important to emphasise that these pressure
changes are purely used to control the bubble volume fraction: they are not intended
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to replicate magmatic pressures. In this discussion, the focus is therefore on particle
fraction and corresponding bubble fraction, rather than pressure and corresponding
bubble fraction.
At the highest particle fractions (not shown in figure 4.5), φp = 0.584 (φ
∗
b =
0.027) and φp = 0.583 (φ
∗
b = 0.028), the viscosity of the sample was beyond the
rheometer’s measurable range. This has two potential implications: it is possible
that the yield stress for these particle fractions was higher than the applied stress,
and so the sample was unable to flow; equally, it is possible that the viscosity was
simply too high to be measured. In either case, the sample can definitely be viewed
as jammed at these high particle fractions. This is supported by the observation
that no strain accumulates during these runs (figure 4.6).
As the particle fraction was reduced as a result of bubble growth, a slightly
different pattern was observed. For runs with φp = 0.583 (φ
∗
b = 0.029) and φp =
0.581 (φ∗b = 0.031), the sample is able to flow briefly, but the rheometer indicates
increasingly high viscosities towards the end of the run. This is supported both
by the measurable viscosities for these runs in figure 4.5, and the accumulation
of a finite amount of strain in figure 4.6. This can be interpreted to show that
bubble growth — resulting from the pressure drop — pushes the jammed particles
apart, allowing some flow; after a small strain the particles come back into contact,
jamming the suspension once again. The amount of strain is very small, indicating
that although the suspension is able to move very slightly in response to the bubble
growth, it is unable to truly flow, and is still jammed.
At lower particle fractions, the sample flows with a measurable viscosity through-
out the run (figure 4.5) and approaches a constant rate of accumulation of strain by
the end of the run (figure 4.6). These observations indicate viscous flow of a mobile
suspension.
It is concluded that the sample is jammed when the particle fraction φp ≥ 0.581
(φ∗b ≤ 0.031), and mobile when φp = 0.580 (φ∗b ≥ 0.033), giving φc ≈ 0.581 (φ∗b,min ≈
0.032). The maximum packing fraction for a monodisperse suspension of smooth
spheres under shear is φm = 0.633 (Mueller et al., 2010), which is higher than
the highest particle fraction (φp = 0.584) achieved in these experiments at 4 bars
pressure. The implication of the experimental observations is that φcrit < φm, as
expected; in this case, the sample becomes mobile at φcrit ≈ 0.917φm.
For runs in which the viscosity approached a fixed, finite value, the final mea-
surement of the run was taken as an approximation to that value. These values are
plotted in figure 4.7, which demonstrates the transition from immobile to mobile
suspension as bubbles grow and the subsequent reduction in viscosity observed with
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Figure 4.7: The asymptotic (long time) relative viscosity for each bubble fraction (pressure).
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arrow indicates the effect of increasing bubble fraction through bubble growth.
increasing bubble fraction.
4.5 Applying the model to a “typical” magma
mush
The nucleation and growth of bubbles requires that the melt phase must become
saturated in volatile species (typically H2O and CO2 are the most important). Nucle-
ation and growth of bubbles is promoted by decompression, heating, or crystalliza-
tion of anhydrous crystal phases in the magma reservoir. An additional consequence
of bubble growth is that the bulk density of the magma decreases. The growth of
bubbles, therefore, can both unjam the magma and provide the buoyancy required
to initiate its eruption (Blake, 1984). In many natural systems, however, mushes do
not erupt in their entireity — some undergo segregation, erupting only the crystal-
poor portions, and others never erupt at all (Cashman and Giordano, 2014). Here
the circumstances in which bubble growth is likely to lead to eruption are discussed,
along with conditions under which bubble growth is either insufficient to mobilize
the magma or is unable to occur.
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4.5.1 Conditions in the reservoir
Instead of attempting to explain any one particular eruption, this discussion is
framed around a hypothetical magma mush, using typical parameters from well-
studied magma reservoirs to inform the discussion. A number of scenarios are in-
troduced, in which the mush may or may not erupt. This demonstrates the range
of applicability of the model, and conditions under which bubble growth will fail to
trigger an eruption, in addition to those in which the magma is mobilized.
4.5.1.1 Pressure
Current understanding of the structure of magma reservoirs indicates that many are
formed from numerous lenses of melt, with a pressure difference of up to 130 MPa
(Cashman and Giordano, 2014) within a single magma reservoir. Therefore mag-
matic conditions may vary considerably with depth. This discussion will therefore
focus on pockets of magma crystallizing at different depths and pressures within a
single hypothetical magma system.
Bachmann and Bergantz (2006) consider a range of pressures from 100-400 MPa
when modelling the Fish Canyon Tuff reservoir. This range encompasses numerous
other calculated magma chamber pressures (e.g. Cerro Gala´n, Argentina (Folkes
et al., 2011); Bishop Tuff, USA (Gualda and Ghiorso, 2013); Lund Tuff, USA
(Maughan et al., 2002)), and is therefore adopted for this investigation. Two ex-
treme scenarios to consider are a “shallow” reservoir at 100 MPa (≈3.8 km depth
for country rock density 2.7 kg m−3), and a “deep” reservoir at 400 MPa (≈15.1 km
depth).
4.5.1.2 Temperature
Temperature may vary within a magma reservoir, and may also change over time. In
this hypothetical scenario, a reservoir temperature of 720◦C will be considered, again
based on the Fish Canyon Tuff (Bachmann and Bergantz, 2003), and supported by
similar values from other reservoirs (e.g. Bishop Tuff, USA (Gualda and Ghiorso,
2013); Lund Tuff, USA (Maughan et al., 2002); eruptions from Mount Hood, USA
(Cooper and Kent, 2014)).
4.5.1.3 Pre-eruptive crystallinity
It has been suggested that many magma reservoirs spend a significant portion of their
lifetimes with crystal contents high enough that they would have been rheologically
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immobile (e.g. Cooper and Kent, 2014). In the literature, values of 0.5 to 0.6 have
been suggested for pre-eruptive crystallinity (e.g. Bachmann and Bergantz, 2006),
and a typical value of φp = 0.55 will be used here.
4.5.1.4 Maximum packing fraction
The aspect ratios of phenocrysts in natural magmas are variable, but commonly
less than 5 (e.g. Mock and Jerram, 2005). Values around 2 seem typical, based on
photomicrographs (e.g. as discussed for Volca´n Llaima lavas that contain plagioclase
(40-50%) and olivine (6-7%) in chapter 5.4, and for the Fish Canyon Tuff magma,
containing predominantly feldspars (30-40%), quartz (3-5%), hornblende (3-5%) and
biotite (3-5%), in Bachmann et al. (2002)). Using equation 2.13, the maximum
packing fraction for a magma with aspect ratios around rp = 2 is φm = 0.526.
Based on the crystallinity and maximum packing fraction in this hypothetical
magma chamber, and the model presented in section 4.2, at least φ∗b,min = 4.36 vol.%
bubbles must grow in order for the magma to become mobile such that φp < φm
and hence η < ∞. Further growth of bubbles would then lead to a reduction in
viscosity, as described in chapter 3.
4.5.1.5 Composition
The composition of a magma controls its melt viscosity and density. Composition is
highly variable in natural systems, and may vary throughout the course of a single
eruption, between different eruptions, and between different volcanoes. As a basis
for discussion, the major oxide composition of rhyolitic glass in crystal-rich Fish
Canyon magma will be used (table 4.2, from Bachmann et al., 2002).
SiO2 TiO2 Al2O3 FeO MnO MgO CaO Na2O K2O P2O5 F2O−1
77.28 0.13 13.23 0.66 0.03 0.07 0.56 3.60 4.41 0.01 0
Table 4.2: Composition of rhyolitic glass from crystal-rich Fish Canyon Tuff (Table 7, Bachmann
et al., 2002) normalized to 100% anhydrous.
4.5.1.6 Water content
Magma reservoirs contain a wide range of water contents, depending primarily on
their composition and tectonic setting. The water content in rhyolitic systems typ-
ically ranges from 2-5 wt.% (e.g. Anderson et al., 2000).
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4.5.2 Calculation procedure
Calculating the viscosity of a magma requires a large number of inputs, which were
given in section 4.5.1. For each hypothetical magma reservoir, the following proce-
dure is used to calculate the viscosity of the magma at a range of dissolved volatile
contents, in order to assess whether or not the magma will become mobile. It is
important to note that throughout these calculations, it is assumed that bubbles are
able to exsolve and grow, and are not limited by the volume of the magma chamber.
This is equivalent to the unconstrained sample volume in the experiments, and the
limitations of this approach are discussed more in section 4.5.7.
The first step in calculating the viscosity of the magma is to calculate the vis-
cosity of the interstitial melt. The equations of Giordano et al. (2008) are used for
this purpose, and are described here for convenience. The viscosity is found using:
log µ = A+
B
T (K)− C , (4.1)
and the parameters A, B, and C are given by:
A = −4.55, (4.2)
B =
7∑
i=1
[biMi] +
3∑
j=1
[b1jM1j], (4.3)
and
C =
6∑
i=1
[ciNi] + [c11N11], (4.4)
where the coefficients bi, b1j, ci and c11 and combinations of oxides (in mol%) Mi,
M1j, Ni, N11 are listed in table 4.3. In order to draw useful comparisons between
models, the melt viscosity is normalised to the initial melt viscosity µ0; in all cases,
as the dissolved water content decreases the melt viscosity increases more and more
rapidly as the water content approaches zero.
The volume of bubbles produced must then be calculated based on changes in
the dissolved volatile content. First, the molar density of water at the appropriate
pressure and temperature is calculated, using the equations of Pitzer and Sterner
(1994), described here for convenience. The molar density is found by solving (using
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coefficient value M/N corresponding oxides
b1 159.6 M1 SiO2 + Ti2O
b2 -173.3 M2 Al2O3
b3 72.1 M3 FeO(T) + MnO + P2O5
b4 75.7 M4 MgO
b5 -39.0 M5 CaO
b6 -84.1 M6 Na2O + H2O + F2O−1
b7 141.5 M7 H2O + F2O−1 + ln(1 + H2O)
b11 -2.43 M11 (SiO2 + TiO2)*(FeO(T) + MnO + MgO)
b12 -0.91 M12 (SiO2 + TiO2 + Al2O3)*(Na2O + K2O + H2O)
b13 17.6 M13 (Al2O3)*(Na2O + K2O)
c1 2.75 N1 SiO2
c2 15.7 N2 TiO2 + Al2O3
c3 8.3 N3 FeO(T) + MnO + MgO
c4 10.2 N4 CaO
c5 -12.3 N5 Na2O + K2O
c6 -99.5 N6 ln(1 + H2O + F2O−1)
c11 0.30 N11 (Al2O3 + FeO(T) + MnO + MgO + CaO - P2O5)*
(Na2O + K2O + H2O + F2O−1
Table 4.3: Coefficients and combinations of oxides for equations 4.3 and 4.4, from Giordano et al.
(2008).
MATLAB’s “solve” function) the equation:
P/RT = ρ+ c1ρ
2 − ρ2
[
c3 + 2c4ρ+ 3c5ρ
2 + 4c6ρ
3
(c2 + c3ρ+ c4ρ2 + c5ρ3 + c6ρ4)2
]
+ c7ρ
2 exp(−c8ρ) + c9 exp(−c10ρ), (4.5)
where P is the pressure, T is the temperature, R is the gas constant, ρ is the molar
density, and each coefficient ci is a polynomial in temperature:
ci = ci,1T
−4 + ci,2T−2 + ci,3T−1 + ci,4 + ci,5T + ci,6T 2. (4.6)
The coefficients fitted by Pitzer and Sterner (1994) are given in table 4.4. This molar
density is then used to calculate the volume of water exsolved, which is in turn used
in combination with the melt density (calculated using Pering (2013), which is based
on Bottinga and Weill (1970)) to calculate the volume fractions φb, φ
∗
b , φp and φ
∗
p.
It is assumed that the bubbles in this magma are in the low capillarity regime.
Although this assumption may not be true once the magma starts moving (and the
shear rate increases, increasing the capillarity — equation 2.2), it will provide an
upper bound on the viscosity. As the bubbles shift into the high capillarity regime,
73
4.5. Applying the model to a “typical” magma mush
i
c i
,1
c i
,2
c i
,3
c i
,4
c i
,5
c i
,6
1
0
0
0.
24
65
76
88
E
+
6
0.
51
35
99
51
E
+
2
0
0
2
0
0
0.
58
63
89
65
-0
.2
86
46
93
9E
-2
0.
3
13
75
57
7E
-4
0
3
0
0
-0
.6
27
83
80
E
+
1
0.
14
79
15
99
E
-1
0.
3
57
79
57
9E
-3
0
.1
5
43
29
25
E
-7
4
0
0
0
-0
.4
27
19
87
5
-0
.1
63
25
15
5E
-4
0
5
0
0
0.
56
65
49
78
E
+
4
-0
.1
65
80
16
7E
+
2
0.
7
65
60
76
2E
-1
0
6
0
0
0
0.
10
91
78
83
0
0
7
0.
38
8
78
6
5
6E
+
1
3
-0
.1
34
94
87
8E
+
9
0.
30
91
65
64
E
+
6
0.
75
59
11
05
E
+
1
0
0
8
0
0
-0
.6
55
37
89
8E
+
5
0.
18
81
06
75
E
+
3
0
0
9
-0
.1
41
8
24
3
5
E
+
1
4
0.
1
81
65
39
0E
+
9
-0
.1
97
69
06
8E
+
6
-0
.2
35
30
31
8E
+
2
0
0
10
0
0
0.
92
09
33
75
E
+
5
0.
12
24
67
77
E
+
3
0
0
T
ab
le
4.
4:
C
o
effi
ci
en
ts
c i
fo
r
eq
u
a
ti
o
n
s
4
.5
a
n
d
4
.6
,
fr
o
m
P
it
ze
r
a
n
d
S
te
rn
er
(1
9
9
4
).
74
4.5. Applying the model to a “typical” magma mush
it is expected that the viscosity would drop more dramatically than predicted here
— thus the results given in the following sections are likely to be minimum estimates
of the viscosity drop expected due to the growth of bubbles.
The analogue experiments presented in chapter 3 validated an equation for the
viscosity of a three-phase suspension in which:
• the bubbles are smaller than the particles
• the bubbles are in the low capillarity regime.
This relationship (equation 3.2) is repeated here for convenience:
ηr,∗ = (1− φb)−1
(
1− φp
φm
)−2
, (4.7)
and is used to calculate the relative viscosity of the magma, based on the bubble and
crystal fractions calculated earlier. Based on equation 2.1, the absolute viscosity can
then be calculated:
η∗ = ηr,∗µ. (4.8)
In order to present this information, the bubble and crystal volume fractions, and
melt and magma viscosities are plotted against dissolved volatile content. At high
dissolved volatile content, few or no bubbles have grown; as the dissolved volatile
content decreases, an increasing volume of bubbles are assumed to grow, leading to
changes in the volume fractions and viscosities. In some circumstances, this growth
will be sufficient to render the magma mobile; in others, it will either be insufficient,
or prevented altogether by the solubility of water in the melt.
The conditions used for the various hypothetical magma reservoirs are summa-
rized in table 4.5.
Name of Pressure Total water Melt water at 55% equilibrium
model (MPa) (wt.%) crystallinity (wt.%) solubility (wt.%)
shallow, wet 100 5 11.1 4.29
deep, wet 400 5 11.1 10.47
deep, dry 400 2 4.44 10.47
Table 4.5: Conditions for each hypothetical magma reservoir.
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4.5.3 Anhydrous crystallization in a shallow, wet magma
reservoir
Many silicic magmatic systems crystallize predominantly anhydrous crystal phases
such as feldspars and quartz. In some, volatiles may become sufficiently saturated
in the melt as a result that they begin to exsolve (second boiling). In this first
example, the magma reservoir is assumed to be shallow (100 MPa) and wet (5 wt.%
water).
Based on these initial conditions, if 55 vol.% anhydrous phases have crystallized,
then the water concentration in the remaining melt would be 11.1 wt.%. At 100 MPa
and 720◦C, the solubility of water in rhyolite is approximately 4.29 wt.% (using New-
man and Lowenstern, 2002). If bubbles of water are able to nucleate and grow, the
dissolved water content would be reduced from 11.1 wt.% to 4.29 wt.%. It should
be noted that in reality, a magma is unlikely to reach this degree of supersaturation
without exsolving some volatiles - the exsolution process would likely be concurrent
with crystallization. However, if no bubbles escape, the same total volume will be
produced whether exsolution happens incrementally or in one go. The important
quantity for this model is the total volume of water exsolved, and so the problem
is simplified here by assuming exsolution to a given water content happens in a
single stage. The method for calculating the effect of a given amount of exsolu-
tion is detailed in section 4.5.2. The expected bubble and crystal volume fractions
produced in this hypothetical reservoir are plotted against the remaining dissolved
water content in figure 4.8a.
Assuming that there is negligible volume change in the melt, the total resulting
bubble volume fraction will be φ∗b = 0.177, with φp = 0.453, when the melt has
reached equilibrium solubility (4.29 wt.%). Since the growth of this volume of bub-
bles is sufficient to drop the crystal volume fraction below the maximum packing
fraction, the magma may become mobile.
However, counteracting the reduction in bulk magma viscosity due to bubble
growth is an increase in the melt viscosity due to decreasing dissolved water content,
calculated as described in section 4.5.2. Figure 4.8b demonstrates how these two
effects interact: once the magma is mobilized, growth of bubbles leads to a decrease
in the magma viscosity, however just before reaching equilibrium solubility, the
bulk viscosity begins to increase again due to increasing melt viscosity. If further
exsolution were to occur past equilibrium, the magma viscosity would continue to
increase, and would make flow extremely unlikely. At this point, the magma would
be essentially immobile again, due to high melt viscosity rather than being jammed.
76
4.5. Applying the model to a “typical” magma mush
0 2 4 6 8 10 12
0
0.1
0.2
0.3
0.4
0.5
0.6
wt% H 2O dissolved
vo
lu
m
e f
ra
ct
io
n
nal bubble fraction
nal crystal fraction
initial crystal fraction
0 2 4 6 8 10 12
100
102
104
106
108
1010
wt% H 2O dissolved in melt
n
or
m
ali
ze
d 
vis
co
sit
y 
η *
/µ
0
lo
ck
ed
 m
ag
m
a m
us
h
m
ob
iliz
ed
 m
us
h
in
iti
al 
w
at
er
 co
nt
en
t
eq
ui
lib
riu
m
 so
lu
bi
lit
y
µ0
nal viscosity
a)
b)
Figure 4.8: Magma evolution with dissolved water for a shallow (100 MPa), wet (5 wt.% H2O)
rhyolite magma chamber. a) Crystal fraction (φp, solid red curve), bubble fraction (φ
∗
b , dashed red
curve); b) melt viscosity (µ/µ0, dashed red curve), bulk magma viscosity (η∗/µ0, solid red curve,
from equation 3.2) against dissolved water. Grey region indicates locked magma. Blue dashed line
is water content at 55% crystals; bubbles exsolve and grow until melt reaches equilibrium solubility
(dotted blue line), at which point magma becomes mobile.
4.5.4 Anhydrous crystallization in a deep, wet magma reser-
voir
If the same magma was present in a deeper reservoir, volatile exsolution due to
anhydrous crystallization may not have the same effect. At 400 MPa, the solubility77
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of water is much higher — 10.47 wt.% in the hypothetical rhyolitic magma (using
Newman and Lowenstern, 2002). Again following the process described in section
4.5.2, the volume of bubbles exsolved and corresponding viscosity changes can be
assessed in this situation.
Due to the higher water solubility, a much smaller volume of bubbles will grow
before equilibrium saturation is reached (figure 4.9a). This will happen before the
volume fraction of bubbles is sufficient to mobilize the mush: despite bubble growth,
the mush will remain immobile (figure 4.9b). Although further anhydrous crystal-
lization would increase the dissolved water content further, and lead to more exsolu-
tion, the crystals are more likely to be intergrown. By calculating the water content
remaining in the melt as crystallization continues, once the magma has crystallized
to 66%, the resulting water content would be just sufficient that exsolution until the
melt reaches its equilibrium solubility would produce enough bubbles to mobilize
the mush. However, at 66% crystals, the mush will have a significant mechanical
strength. Should bubbles begin to exsolve at this point, it is unlikely that they
would be able to disaggregrate the intergrown crystals.
4.5.5 Anhydrous crystallization in a deep, dry magma reser-
voir
A second counterpoint to the example presented in section 4.5.3 is a deep magma
chamber (400 MPa) with a lower initial dissolved volatile content (2 wt.% water).
As in section 4.5.4, the equilibrium solubility of water will be much higher than in
the shallow case. The water concentration produced by anhydrous crystallization to
55% crystals will be much lower, however, at only 4.44 vol.%. This is considerably
lower than the solubility of water in the reservoir, and so no bubbles will exsolve
at all (figure 4.10). In this case, the mush is highly unlikely to ever be mobilized
through this mechanism.
4.5.6 Other scenarios
4.5.6.1 Temperature perturbations
In many cases, both published numerical models (e.g. Burgisser and Bergantz, 2011;
Bachmann and Bergantz, 2006; Huber et al., 2010) and petrological evidence (e.g.
Bachmann and Bergantz, 2003; Murphy et al., 2000) indicate a small pre-eruptive
temperature rise within magma reservoirs, often due to the addition of a recharge
magma. This temperature rise may partially melt the mush, reducing the crystal
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Figure 4.9: Magma evolution with dissolved water for a deep (400 MPa), wet (5 wt.% H2O) rhyolite
magma chamber. a) Crystal fraction (φp, solid red curve), bubble fraction (φ
∗
b , dashed red curve);
b) melt viscosity (µ/µ0, dashed red curve), bulk magma viscosity (η∗/µ0, solid red curve, from
equation 3.2) against dissolved water. Grey region indicates locked magma. Blue dashed line
indicates water content at 55% crystals. Bubbles exsolve and grow until melt reaches equilibrium
solubility (dotted blue line); magma does not become mobile.
fraction, potentially leading to the addition of anhydrous material to the melt, and
decreasing the dissolved water fraction. A temperature rise will also reduce the
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Figure 4.10: Magma evolution with dissolved water for a deep (400 MPa), dry (2 wt.% H2O)
rhyolite magma chamber. a) Crystal fraction (φp, solid red curve), bubble fraction (φ
∗
b , dashed red
curve); b) melt viscosity (µ/µ0, dashed red curve), bulk magma viscosity (η∗/µ0, solid red curve,
from equation 3.2) against dissolved water. Grey region indicates locked magma. Blue dashed line
indicates water content at 55% crystals; this is lower than equilibrium solubility (dotted blue line),
so no bubbles will exsolve.
water solubility in the melt (e.g. Burnham and Jahns, 1962), however this effect is
small: for example, a 40◦C rise in temperature (as has been suggested by Bachmann
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and Bergantz, 2003) in the magma in section 4.5.3 would reduce the water solubility
from 4.29 wt.% to 4.16 wt.% (Newman and Lowenstern, 2002), creating a bubble
fraction of only φ∗b = 0.005. The balance between the various factors controlling
viscosity would also need to be accounted for, for each specific situation.
4.5.6.2 Bubble growth due to pressure decrease
The solubility of dissolved volatiles is also reduced by decreasing pressure (e.g. Burn-
ham and Jahns, 1962). In the event of a catastrophic pressure drop, for example
due to edifice collapse (Pinel and Jaupart, 2005; Cassidy et al., 2015), decompression
has been inferred to have led to volatile exsolution and bubble growth (e.g. Man-
coni et al., 2009) and contributed to triggering the eruption by lowering the bulk
magma density. This would act in concert with the model presented here in which
the magma viscosity could be significantly lowered through the growth of bubbles,
allowing an immobile magma to rapidly become mobilized.
Once a magma is mobilized, or if it is close to jamming but still mobile, convection
within the reservoir or conduit may also lead to bubble exsolution. In this case, the
growth of bubbles will act to reduce viscosity and make eruption easier.
4.5.6.3 Bubble growth due to shaking
It has been observed that there is a statistically significant correlation between large
earthquakes and eruptions (Linde and Sacks, 1998; Manga and Brodsky, 2006). The
majority of mechanisms for triggering eruptions due to earthquakes involve bub-
bles nucleating, growing, or rising (Manga and Brodsky, 2006), or foam collapsing
(Namiki et al., 2016), and similar processes have been inferred in groundwater sys-
tems (Crews and Cooper, 2014). If this occurs in a crystal-rich magmatic system,
the drop in viscosity may be sufficient to mobilize the magma, depending on how
close to the jamming fraction the magma was, and what volume of bubbles grows.
4.5.7 Complications
The discussion in this chapter has presumed that exsolved volatiles remain within
the magma. Percolation theory suggests that permeability develops once the bub-
ble fraction in a crystal-rich fluid reaches around 31 vol.% (Candela, 1991). This
is significantly higher than the volume suggested by the model that is needed to
mobilize magmas at or slightly higher than the jamming fraction, so it is likely that
a mobilized magma would be able to erupt before becoming permeable. However,
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if the overpressure due to buoyancy in the reservoir is not high enough to trigger
an eruption prior to permeability development, the magma may then lose enough
bubbles that it ceases to be eruptible.
A second potential complication is that the experiments in section 4.3 were
carried out in constant pressure conditions, with the volume of the sample uncon-
strained. The model in section 4.5 made the same assumption. In a magma reservoir,
the volume is unlikely to be able to expand to accommodate the full volume of bub-
bles that could exsolve from the magma. This means that the volume of bubbles is
likely to be less than predicted based solely on the initial reservoir pressure, and the
exsolution of bubbles is likely to lead to overpressure.
Even in a volume confined system, however, bubble growth may be accommo-
dated. Magma is mostly incompressible (Spera, 1984), but a magma reservoir as
a whole may be heterogeneous and contain slightly variable fractions of bubbles.
Compression of magma (and bubbles) in one region of the chamber may allow for
bubble growth in another region. Once bubble growth has led to mobilization, and
an eruption has been triggered, it would then be possible for decompression to occur
elsewhere in the reservoir, potentially leading to a runaway process.
A further complication relates to the timescales of the experiments, compared
to the lifetime of a magma reservoir. The experiments were run over a short enough
time that, even in a pure fluid, settling of particles and rise of bubbles would be negli-
gible. However, in a natural magma reservoir, the timescales are much longer; this is
offset to some extent by the higher melt viscosity and length scales, and by the high
crystal content hindering settling. However, despite indications that some magma
resevoirs may accumulate a large volume of melt over centuries or less (Charlier et al.,
2007; Gualda and Ghiorso, 2013) it is likely that some crystal-bubble-melt segrega-
tion will occur, as evidenced by zoned magma chambers (, e.g.)Cashman2014. Seg-
regation is likely to have two effects on the processes inferred in this model. Firstly,
bubble rise could promote bubble loss from the system, leading to a reduction in the
total bubble volume available to mobilize the magma. Secondly, crystal-poor regions
are more likely to be capable of eruption than crystal-rich regions. As such, it may
be expected that a run-away eruption process, may be triggered by mobilization of
the comparatively crystal-poor upper region of a reservoir.
4.6 Mobilization or pluton formation?
The analysis presented in section 4.5 shows that in a comparatively wet and shallow
magma reservoir, second boiling could lead to mobilization. Second boiling, temper-
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ature increase, pressure decrease, and shaking are all processes that favour bubble
growth and mobilization. Nonetheless, the existence of plutons testifies that not all
magma mushes are erupted, so what factors influence whether a mush is mobilized,
or a pluton is formed?
Pluton formation will result if the fraction of exsolved bubbles never reaches a
value that is sufficient to push φp below φcrit, as in the examples of deeper magma
reservoirs presented in sections 4.5.4 to 4.5.5. This type of situation is favoured by
multiple factors: high pressure in the magma reservoir such that the bubble fraction
produced by exsolution of a given quantity of gas is small (e.g. section 4.5.4); low
initial water content in the melt such that the quantity of exsolved gas is small or
the melt only becomes saturated at very high crystal fractions (e.g. section 4.5.5);
crystallization of hydrous crystal phases; and highly anisometric crystals (i.e. rp  1
or rp  1) such that φm, and hence also φcrit, are low. Another factor that could
mitigate against mobilization is the intergrowth of crystals prior to vesiculation,
which could form a framework with sufficient strength to prevent relative motion
of the crystals as bubbles grow (Costa et al., 2006). In this case the melt could be
expelled from the crystal framework (filter pressing — Sisson and Bacon, 1999), but
the crystalline portion of the reservoir would remain uneruptible.
Another circumstance in which pluton formation will occur is when the whole of
the magma chamber is not mobilized. As discussed above, bubble growth may occur
in one region of a magma reservoir at the expense of other regions in order to conserve
volume. An eruption may then fail to fully evacuate the magma reservoir, which
would explain observations that plutons do not always represent liquid compositions
(Gelman et al., 2014; Lee and Morton, 2015).
Even if a magma is mobilized through the addition of bubbles, it will only flow if a
stress is imposed. This may come from the increased buoyancy of bubbly magma, or
through external stresses. However, if these are not sufficient to cause an eruption,
the magma may pass through a “window” of mobility and cease to be mobile as
crystals continue to grow.
4.7 Conclusions
In order for any highly crystalline mush to become mobile, its crystal fraction must
first be reduced below a critical value, φcrit. Experiments with analogue materials
have demonstrated that the growth of bubbles is sufficient to mobilize an initially
jammed suspension. In the context of a natural model magma reservoir, the cal-
culations developed here demonstrate that under some conditions the magma may
83
4.7. Conclusions
become mobile, while under other conditions bubble growth may be insufficient, or
may not occur at all.
This new model is consistent with existing models of eruption triggers and pro-
vides a unifying, underlying mechanism for magma mobilization. Previous models
have suggested underplating by recharge magma, decompression related to changing
tectonic stresses, and seismic shaking as potential triggers for mobilization. Each of
these mechanisms has the potential to induce vesiculation, either through heating
(underplating), which is also likely to promote mobilization through crystal melting,
through decompression (tectonic stress), or through rarefaction (seismic shaking).
Furthermore, vesiculation may occur in the absence of external triggers, through sec-
ond boiling. The model presented here postulates that it is the vesiculation event
that renders the magma mobile, regardless of the trigger: the growth of bubbles
pushes the crystals apart, decreasing the effective crystal fraction below a critical
value. The bubbles may also provide the buoyancy to drive the eruption of the
mobile magma.
All magmas at depth contain dissolved volatiles and, at some point in their
lifetime, the growth of bubbles — whether externally or internally triggered — may
cause or assist mobilization. The model presented here provides the framework to
determine whether, for a given magma composition and volatile content, a known
pressure-temperature-time pathway would lead to bubble exsolution, growth, and
subsequent magma mobilization, or to viscous death and pluton formation.
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Chapter 5
Emplacement and morphology of a
crystal-rich basaltic lava flow field
5.1 Introduction
The morphology that a lava flow will produce is primarily controlled by its rheology,
as discussed in section 2.5.3. This chapter will further address the topic of lava flow
morphology, focussing on one particularly crystal-rich lava (Bouvet de Maisonneuve
et al. (2012) quote a value of 64% phenocrysts) effused during the 1780 eruption at
Volca´n Llaima, Chile. This lava formed a compound flow field including both ‘a‘a¯
and pa¯hoehoe— despite its high crystallinity — and exhibits a range of larger-scale
morphological features of interest.
Lavas with such high crystal content are rare (Marsh, 1981), and it was suggested
in section 3.6.2 that bubbles may be required for crystal-rich lava to flow, and that
the presence of bubbles may allow a lava that would otherwise flow as ‘a‘a¯ to flow as
pa¯hoehoe. These concepts will be explored here, and the expected viscosity of the
lava at Volca´n Llaima will be calculated using the model introduced in chapter 3
and compared to the viscosity of lavas at Kı¯lauea and Mount Etna. This will allow
their respective propensities for producing pa¯hoehoe versus ‘a‘a¯ to be assessed.
5.2 Volca´n Llaima
Volca´n Llaima (figure 5.1) is located in Chile’s Southern Volcanic Zone, and is one
of the largest and most active volcanoes in Chile. Over 50 eruptions have occurred
since 1640 AD (Bouvet de Maisonneuve et al., 2012), although the historical record
is poor prior to 1850 (Dzierma and Wehrmann, 2010). Historical activity on Volca´n
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Figure 5.1: Geological map of Volca´n Llaima, after Bouvet de Maisonneuve et al. (2012), showing
the various lava flows in shades of grey. The inset shows the location of Volca´n Llaima within
Chile’s Southern Volcanic Zone, along with other volcanic centres (black spots), fault zones (FZ),
and the subduction trench (TRENCH). The box shows the region examined in more detail, in
figure 5.2.
Llaima has been dominated by basalt to basaltic-andesite Strombolian eruptions
both near the summit and on the flanks. These eruptions have built numerous
cinder cones and have erupted lavas that mantle much of the edifice, particularly on
the southern flank. The most recent eruption was in 2008-2009. All of the samples
taken by Bouvet de Maisonneuve et al. (2012) for recent eruptions at Volca´n Llaima
plot along the boundary between basalt and basaltic andesite on a total alkali-silica
(TAS) diagram. It is assumed that the composition of the 1780 lava is similar.
Lavas form the largest volume erupted product on Volca´n Llaima, and are com-
monly crystal rich, with an average of at least 34 vol.% crystals on a vesicle-free basis
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(for the three eruptions studied by Bouvet De Maisonneuve et al., 2013), rising to
64 vol.% in the most extreme examples (Bouvet de Maisonneuve et al., 2012).
The 1780 eruption on Volca´n Llaima has not been studied in detail and the only
known historical record of this eruption comes from Jesuit missionaries, who noted
that the eruption lasted 10 years (Hugo Moreno, pers. comm. 2014). Despite their
age, the 1780 lavas are well-preserved on the flanks and glassy margins are still
present in some parts of the flow. By contrast, the preceeding 1751 lava has no
preserved glass, and was extensively eroded, apparently by lahars, prior to the 1780
eruption. The upper region of the 1780 lava flow is obscured by snow for much of
the year, and was partially covered by scoria from the 2008-2009 eruptions.
The 1780 eruption produced a compound flow field (Walker, 1971), comparable
to those typically produced by Mount Etna, Italy, and sharing a number of features
in common. However, Volca´n Llaima is less extensively studied than Mount Etna,
and a number of the features described in this chapter have not been discussed in
detail before.
5.3 Features of the compound flow field
A range of volcanic landforms occur across the 1780 flow field (figure 5.2). These
were investigated in detail during fieldwork.
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Figure 5.2: a) Aerial image of the 1780 lava flow field, with the outline marked by dashed white
lines. b) Outline of the 1780 lava flow field, showing key features and locations discussed in this
study. Grey outlines indicate the summits of ‘a‘a¯ mounds. 1: Channelized ‘a‘a¯. 2: Slabby ‘a‘a¯ and
pa¯hoehoe. 3: pa¯hoehoe. 4: Transitions between ‘a‘a¯ and pa¯hoehoe. 5: ‘a‘a¯ mounds observed in
detail. 6: ‘a‘a¯ mounds observed from a distance and interpreted from aerial imagery.
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Figure 5.3: Typical ‘a‘a¯ channel in the region around location 1.
5.3.1 ‘A‘a¯ channels
The region around location 1 (figure 5.2) contains many overlapping ‘a‘a¯ channels
(figure 5.3. The current regional slope in this location is 8-10◦ and rarely up to
15-20◦, and the most proximal ‘a‘a¯ flows are around 5 km from the vent. Levees
can exceed 5-10 m height and the channels are typically 10-30 m wide; some reach
80 m wide. The wider flows tend to be longer and may extend up to 3 km in length,
however the overlapping nature of the channels makes them difficult to trace in-
dividually. It is common to find stacked channels, and overspills from the levees
locally fed subsidiary ‘a‘a¯ flows up to 300 m long.
In some channels, the lava has drained out of the channel and the internal struc-
ture of the levees is exposed. Although the outer carapace of the levees is formed
from clinker breccia, the interior margins have a more complex structure. This con-
sists of sub-vertical walls composed of alternating sheets of massive and brecciated
lava, running parallel to the channel. The massive lava is almost avesicular; the
few vesicles present show a weak foliation parallel to the channel. The material also
appears fresh and is dark grey to black. The brecciated material is much less well
consolidated, and is formed of oxidised fragments of clinker, ash, and agglutinated
clinker (i.e. lava balls).
5.3.2 Pa¯hoehoe
Lava flows with exclusively pa¯hoehoe morphology are very rare in the 1780 flow field,
but flows with patches of pa¯hoehoe morphology are fairly common. In a number of
locations (e.g. location 2 in figure 5.2, where the regional slope is 6-8◦) the ‘a‘a¯ is
slabby, and in some places includes scratched pa¯hoehoe surfaces up to 2 m2 in area.
In many places, the slabs do not appear to have been moved far by the ‘a‘a¯. These
features are most common where the ‘a‘a¯ flows are thinner, and have not developed
channels. Occasionally, regions of the larger ‘a‘a¯ channels are predominantly slabby.
In addition, at location 3 (figure 5.2), there are small, thin (less than 3 m thick),
overlapping flows of ‘a‘a¯, slabby ‘a‘a¯ and pa¯hoehoe. This compound flow is confined
to a valley, the base of which has a slope of 6-8◦. These individual flows generally
cannot be followed for more than 50 m downslope, and commonly override each
other. Pa¯hoehoe is most commonly preserved at the margins of the main flow,
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where it has not been overridden by later flows.
5.3.3 Transitional lava
At the distal end of the eastern limb of the 1780 flow field (location 4 on figure 5.2),
the palaeotopography is consistently shallow, with a slope of 4-6◦. In this region,
the lava morphology switches downslope between ‘a‘a¯ and pa¯hoehoe several times,
over a distance of around 400 m (figure 5.4). The breakout of pa¯hoehoe and the
progressive transition to ‘a‘a¯ was examined in detail at one location, and the same
sequence was observed to be repeated at least three times downslope.
The initial transition from ‘a‘a¯ to pa¯hoehoe occurs at the front of an 8 m high
‘a‘a¯ lobe. A slab-crusted pa¯hoehoe flow (Guest and Stofan, 2005) emerges from near
the base of the ‘a‘a¯ lobe. This flow widens from 1 m to 2 m over the first 15 m, and
extends as a well-confined channel flow, with solid rubbly levees, for around 50 m.
The lava surface shows scratch marks within 1 m of the breakout. The height of the
preserved flat surface is approximately level with the top of the levees.
As the channel continues downslope, the surface begins to break into imbricated
slabs. For a further 10 m, the channel shape is still apparent, but becomes increas-
ingly disrupted until it transitions into a thicker, wider, slabby ‘a‘a¯ flow, and then a
clinkery ‘a‘a¯ flow for a further 50 m, with thickness increasing from 2 m to 8 m over
the length of the flow. From the front of this next ‘a‘a¯ lobe, a second flat-topped
break-out occurs, which is the same thickness as the initial pa¯hoehoe breakout up-
stream. The sequence of flow and breakup followed by break-out is then repeated
(figure 5.4c).
5.3.4 ‘A‘a¯ mounds
The field term “‘a‘a¯ mounds” is used to refer to features that are found in two regions
of the 1780 flow field marked 5 and 6 on figure 5.2. Location 5 was examined in
detail and location 6 at reconnaissance level. Figure 5.5 highlights the key features
of the mounds.
5.3.4.1 Characteristic features of ‘a‘a¯ mounds
5.3.4.1.1 Summit
The summit of each ‘a‘a¯ mound is defined by a broadly flat region (average slope
<5◦), which forms a local topographic high, typically 100-200 m above the base
of the mound. The summits are roughly circular and range from 100 to 400 m in
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Figure 5.4: a) Aerial image of the region in which repeated slab-crusted pa¯hoehoe flows occur
(location 4 on Figure 2), with the outline of the 1780 flow marked by dashed white lines. b)
Map of the 1780 lava, based on the image in (a). Pale grey indicates 1780 ‘a‘a¯ lava flows; dark
grey indicates the transitional lavas, which appear to overlie all other 1780 flows in this region.
c) Overview cross-section sketch, highlighting the key features in the transition from slab-crusted
pa¯hoehoe break-out to clinkery ‘a‘a¯. This sequence repeats at least three times along the same
flow.
diameter. In aerial imagery (figure 5.2a), the summit regions are clearly visible and
appear more reflective than the surrounding flanks.
Each summit is covered with numerous randomly-oriented elongate tumuli (e.g.
figure 5.5c), up to 10 m high, 10-30 m long, and 5-20 m wide. The tumuli are closely
spaced such that little of the summit is left undisrupted. The tumuli are often
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Figure 5.5: a) Panorama photo of an ‘a‘a¯ mound that was examined in detail. Further mounds can
be seen in the distance, at the left of the image. b) Overview sketch highlighting the key features
of a typical ‘a‘a¯ mound, based loosely on the image in (a); the locations of photos c-f are indicated.
c) Summit tumulus, with part of a rotated flat slab visible at the left. d) Looking downslope, down
the centre of a leveed ‘a‘a¯ flow. e) pa¯hoehoe breakout from a flank tumulus. f) pa¯hoehoe breakout
from an ‘a‘a¯ flow at the base.
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associated with small squeeze-ups of ropey pa¯hoehoe, which rarely extend more
than 5 m from their sources. Some tumuli show multiple generations of squeeze-ups.
The predominant lava morphology on the summit is short (<15 m) and narrow
(<1 m) pa¯hoehoe flows with well-developed surface ropes. These flows follow local
downslope directions, which are highly variable due to the close spacing of the
tumuli. There are regions of flat, smooth lava, up to 10 m wide, often with deep
ropes near the margins, which appear to be contiguous with the pa¯hoehoe flows.
Flat slabs that are uplifted and rotated by tumuli reveal cross sections through
vesicular upper crust up to 4 m thick. Within the slabs are layers, 10-20 cm thick,
of variably shaped vesicles: small, spherical vesicles contrast with larger irregularly
shaped vesicles, which are often elongated parallel to the flat surfaces of the slabs.
The interiors of the slabs show poorly-developed columnar jointing.
5.3.4.1.2 Flanks
Away from the flat summit region, the typical slope angle on the ‘a‘a¯ mounds in-
creases smoothly, but rapidly, towards the flanks, which have a maximum slope
angle of 30-35◦ (figure 5.5a). Two intermediate, annular zones are identified. The
first is immediately adjacent to the summit region, up to 100 m in width for most
mounds, and has slope angles that are 5-10◦. It is characterized by pa¯hoehoe flows
that predominantly flowed towards the flanks, and by an absence of flat slabs. The
second is immediately adjacent to the first, 100 to 200 m in width for most mounds,
and has a slope angle of 10-30◦. It is characterized by intermingled pa¯hoehoe and
slabby, transitional ‘a‘a¯ flows that also flowed away from the summit. Within this
latter zone the proportion of pa¯hoehoe lava decreases, while the proportion of ‘a‘a¯
increases, towards the flanks.
The steepest portions of the ‘a‘a¯ mound flanks are composed almost exclusively
of ‘a‘a¯, the majority of which appears to be sourced from the summit region. As
the ‘a‘a¯ becomes well developed away from the summit, it forms channels up to 8 m
wide, with rubbly levees (figure 5.5d). The lava surface in the channels is typically
1-2 m lower than the levees and contains numerous lava balls, 0.2-1 m in diameter.
Scattered across the flanks are tumuli (figure 5.5e) up to 10 m across, which
have uplifted the ‘a‘a¯ flows. In some instances the tumuli now represent local to-
pographic highs, in others the tumuli form humps on the flanks - in both cases the
tumuli locally deflect the flank upwards by around 5-10 m, measured perpendicular
to the main flank slope. Many tumuli have breakout flows that extend more than
30 m downslope. The breakout flows are typically shelly pa¯hoehoe adjacent to the
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breakout point, but transition into ropey pa¯hoehoe within 10m; they then break up
and transition into ‘a‘a¯ at distances of 20-30 m from their tumulus source.
5.3.4.1.3 Base
Near the base of the mound the slope of the flanks decreases to <5◦. The proportion
of pa¯hoehoe increases as the slope angle decreases until ‘a‘a¯ and pa¯hoehoe are present
in roughly equal proportions. ‘A‘a¯ and pa¯hoehoe flows overlap considerably in this
region, and it is generally difficult to trace any flow for more than 20 m.
Where the source of the pa¯hoehoe flows can be traced, they are sourced from
breakouts in ‘a‘a¯ flows on the flanks that reach the base of the mound (figure 5.5f).
In some cases, these pa¯hoehoe flows then break up, and transition into slabby ‘a‘a¯
and then ‘a‘a¯. Most do not extend more than 20 m, and many form lobate flows
with multiple toes. The sources of other pa¯hoehoe flows are not clear, as they are
overridden by both ‘a‘a¯ and pa¯hoehoe.
In some places the pa¯hoehoe lavas form flat regions up to 10 m wide, apparently
as a result of ponding within pre-existing depressions. In some cases, this ponded
pa¯hoehoe then overflows and feeds another flow.
5.3.4.1.4 Petrography
The 1780 lava was sampled at a number of locations, from ‘a‘a¯, pa¯hoehoe and tran-
sitional lavas, and all samples have certain features in common. The lava contains
phenocrysts of plagioclase feldspar and olivine in a variably crystalline matrix (figure
5.6). X-ray computed tomography (XRCT) was used to measure the bulk crystal
and bubble volume fractions, and gather large-scale information about the crystal
Figure 5.6: Representative thin section (from sample 2a-6) of the 1780 lava, in a) plane polarized
light, and b) cross polarized light. Plagioclase (pl) and olivine (ol) phenocrysts are labelled.
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Figure 5.7: XRCT scan of a) 2a-6 and b) 2a-7, showing typical crystallinity and bubble populations.
Bubbles (b) appear black, olivines (ol) are off-white crystals, plagioclase (pl) phenocrysts are darker
grey, and the microcrystalline matrix (m) is paler grey. In both images, the scale bar is 2 mm.
textures. A summary of XRCT results is shown in table 5.1. The phenocrysts to-
gether comprise 49-53% of the solid volume. This is somewhat lower than the value
Sample Description Location φ∗b φ
∗
p φ
∗
p,plag φ
∗
p,ol
2a-6 pa¯hoehoe toe 5 0.12 0.52 0.46 0.06
2a-7 pa¯hoehoe 5 0.24 0.53 0.46 0.07
2a-8 ‘a‘a¯ 5 0.14 0.49 0.42 0.07
Table 5.1: Analysis of phase abundances using XRCT. φ∗b is the vesicle fraction in the whole
sample; φ∗p is the crystal fraction in the solid (as defined in section 3.2.1). φ
∗
p,plag and φ
∗
p,ol are the
fractions of plagioclase feldspar and olivine in the solid, respectively.
presented in Bouvet de Maisonneuve et al. (2012), who quote a crystallinity of 64%
for their 1780 lava sample. In addition to the XRCT analsis, thin sections were
used to gather more detailed petrographic information — unless otherwise stated,
all information given comes from the thin sections.
Plagioclase phenocrysts make up 42-46% of the solid volume, based on XRCT
scans (figure 5.7), and are up to 4 mm in length. The smaller plagioclase crystals (up
to 1 mm in length) are lath-shaped and un-zoned (see figure 5.6). Larger plagioclase
phenocrysts, however, commonly show zoning, which may be complex, and are
more likely to have a less simple shape (larger crystals in figure 5.6, and figures
5.8 and 5.9). Some of these larger crystals appear to be intergrown. Bands of melt
inclusions associated with the zoning are common in these larger crystals (figure
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Figure 5.8: Large plagioclase (pl) phenocryst showing complex shape, with inclusion-free core and
melt inclusion-rich rim (from sample 2a-7), in a) plane polarized light, and b) cross polarized light.
Figure 5.9: Large plagioclase (pl) phenocryst with melt inclusion-rich core and narrow inclusion-
free rim (from sample 1-3Pa), in a) plane polarized light, and b) cross polarized light.
5.8), and in some the cores have a sieve texture, which contrasts with inclusion-free
rims (figure 5.9).
These melt inclusion-rich bands and cores indicate (potentially multiple) melt-
ing and resorption events. Bouvet De Maisonneuve et al. (2013) found that these
textural variations corresponded to compositional variations, and suggested that
the crystals in the Volca´n Llaima magma reservoir experienced sporadic changes
in their crystallization environment. In particular, Bouvet De Maisonneuve et al.
(2013) found that repeated recharge events, with mafic magma injected into the
crystallizing reservoir, would lead to periodic increases in temperature, and could
create the observed textures.
Olivine phenocrysts make up 6-7% of the solid volume, from the XRCT scans.
These are rarely euhedral, commonly occurring as rounded crystals less than 200µm
diameter and in clusters of 200-700µm crystals (figure 5.10). Some rare isolated
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Figure 5.10: Cluster of euhedral and rounded olivine (ol) phenocrysts (from sample 2a-6), in a)
plane polarized light, and b) cross polarized light.
crystals, around 1 mm across, show signs of resorption (figure 5.11) or reaction rims
Figure 5.11: Olivine (ol) phenocryst with resorbed margin in the form of embayments (from sample
1-3Pa), in a) plane polarized light, and b) cross polarized light.
(figure 5.12).
Similarly to the plagioclase phenocrysts, olivines also show evidence of changes
in their crystallization environment. The resorption event affecting the olivines only
appears to alter the outer rim of some crystals: there is no sign of the internal
zoning seen in plagioclase. The variability in the olivine textures — some crystals
are euhedral, some show deep embayments, and some have reaction rims — has
been interpreted by Bouvet De Maisonneuve et al. (2013) to represent a population
of olivines sampled from different depths in a resevoir, affected to different extents
by a recharge event.
In some samples, XRCT scans show clusters of rounded olivines, 500µm to 1 mm
diameter, surrounded by a network of large intergrown sieve-textured plagioclase
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Figure 5.12: Olivine (ol) phenocryst surrounded by a reaction rim (rr) (from sample 2a-7), in a)
plane polarized light, and b) cross polarized light.
olivine 
plagioclase
vesicle
matrix
Figure 5.13: XRCT scan cross-section of sample 2a-7, showing cluster of rounded olivine phe-
nocrysts (off-white crystals) surrounded by intergrown and inclusion-rich plagioclase phenocrysts
(darker grey crystals) and microcrystalline matrix (pale grey).
phenocrysts (figure 5.13); these clusters were not encountered in thin section.
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The microlite fraction in these rocks is variable. Some samples have a glassy
matrix, and in others the matrix is wholly crystalline. However, it is difficult to
tell how representative this is of the true microlite content during lava flow, as
glass would typically only have formed at the surface of the flows, and the glassiest
material has since been weathered away across much of the 1780 lava.
The bubble fraction is considerably more variable than the crystallinity, ranging
from 12 to 24% in the samples that were analysed. Bubble sizes range from less
than 50µm to 2 mm. The bubble populations within a single sample may also be
quite complex - some bubbles are rounded, while others have crenulated margins,
which may be representative of tearing of the melt in response to stress as the lava
cooled, or of dissolution by a corrosive vapour phase.
Combined, the crystal textures imply that the magma in the reservoir may have
experienced multiple recharge events prior to eruption, although there may not have
been sufficient time between the final recharge and eruption for conditions in the
reservoir to become homogenized (Bouvet De Maisonneuve et al., 2013). It is likely
that the majority of the resulting changes to crystal shapes will have occurred within
the magma reservoir - as such, the observed crystal cargo in the lava flows is unlikely
to have changed significantly during ascent and eruption, and this cargo can be used
to model the rheology of the lava.
5.3.4.2 Interpretation
5.3.4.2.1 Formation of the summit features of the ‘a‘a¯ mounds
The flat slabs observed at the summit of the ‘a‘a¯ mounds indicate that lava ponded.
Disruption of the surface by tumuli, and resurfacing by later squeeze-up pa¯hoehoe
flows sourced from them, mean that it is not possible to determine whether there
was a single pond that was continuous across the whole summit area or several
discrete ponds that formed within local depressions.
The numerous tumuli indicate that the summits of the mounds underwent a
period, or periods, of inflation following ponding (Walker, 1991). The inflation was
sufficient to rotate many large (5 m wide, 4 m thick) slabs to a near vertical ori-
entation. Based on the crust thickness-time relationship of Hon et al. (1994), it is
calculated that there must have been at least 3-4 months of cooling during the for-
mation of the summit tumuli. The squeeze-ups and short lava flows sourced from the
tumuli support the interpretation that the tumuli were produced by pressurization
of a core of molten lava beneath them (Anderson et al., 2012). The morphology of
the mounds’ summits allow us to build a clear interpretation only of the final stages
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of the processes that formed them — presumably evidence of earlier processes is
buried beneath the preserved surface.
5.3.4.2.2 Formation of flank and base features of the ‘a‘a¯ mounds
Two possible interpretations of the tumuli found on the flanks of the mounds may
be considered. The first is that they are summit tumuli, preserved from a time
when the mound was lower. In this scenario they would have formed at the summit
margin, and escaped being overridden by later ‘a‘a¯ as the mound grew. However,
the flank tumuli distort the flanks much more than any of the summit tumuli. On
the summit, tumuli tend to create a vertically oriented bulge, whereas on the flanks,
the bulge has a radial component as well. In addition, there are no other features
preserved from when the mound was lower — the resurfacing by ‘a‘a¯ has been
complete everywhere else. The second, preferred, interpretation is that the interior
of the mound became pressurized, and that the extent of pressurization was enough
to force lava out through the flanks, overcoming the strength of that material, and
producing the tumuli. This mechanism would also explain the pa¯hoehoe at the
base that cannot be traced back to a parent ‘a‘a¯ flow. These breakouts are cognate
with the “seeps” identified at Kı¯lauea (Hawai‘i) by Patrick and Orr (2012); they
are distinct from breakouts formed from an active lava surface, such as those at the
summit or from a lava flow.
5.3.4.2.3 Controls on the distribution of ‘a‘a¯ and pa¯hoehoe
In all places where a flow’s origin can be confidently identified, the most proximal
part of the flow has pa¯hoehoe morphology. This includes breakouts from tumuli on
the summit and the flank, breakouts from ‘a‘a¯ flows, and breakouts from the ponded
lava. Not one ‘a‘a¯ flow can be traced back to a breakout, but many can be traced
back to a pa¯hoehoe flow source. This suggests that the lava breaks out from the
mounds exclusively or almost exclusively as pa¯hoehoe (as per Wolfe et al., 1988;
Jurado-Chichay and Rowland, 1995).
In the flat summit regions, the lavas are entirely pa¯hoehoe; on the steepest slopes
they are predominantly ‘a‘a¯; around the flat base they are mostly pa¯hoehoe again.
Rapid transitions from pa¯hoehoe to ‘a‘a¯ on the flanks of the mound are associated
with breaks in slope, at which lava from the summit or from a flank tumulus meets
a steeper slope. Transitions from ‘a‘a¯ to pa¯hoehoe occur where the lava reaches the
base of the mound, encountering a much shallower slope. Thus, the morphology
that develops appears to be correlated with — and controlled by — the angle of the
99
5.3. Features of the compound flow field
slope on which it flows (Peterson and Tilling, 1980). Previous studies (e.g. Rowland
and Walker, 1990; Pinkerton and Sparks, 1976) have found that both viscosity and
volumetric flow rate together control lava morphology: here it is concluded that the
lava building the mounds at Volca´n Llaima has viscosity such that a small increase
in flow rate, caused by an increase in slope, was enough to trigger the transition to
‘a‘a¯.
5.3.4.2.4 Formation of the ‘a‘a¯ mounds
The majority of the visible lava on each mound appears to have been sourced from
its summit region, and flowed as ‘a‘a¯ down the flanks. Each mound forms a local
topographic high, and all the mounds are several kilometres from the main 1780
vent. In order to flow out of the summit of each mound, lava must have travelled
downslope from the main vent and then flowed up into and out of each mound —
the summit regions effectively form secondary, superficial vents.
Features that have some of the same characteristics as the ‘a‘a¯ mounds have
been observed on long-lived flow fields on Kı¯lauea, Hawai’i, where they are called
“rootless shields” (Kauahikaua et al., 2003; Patrick and Orr, 2012). They normally
form over a well-established lava tube, and are built by repeated overflows of lava
from a pond, so that the shield becomes higher and larger over time (Kauahikaua
et al., 2003). The Kı¯lauea rootless shields also form local topographic high points,
20-30 m higher than the surrounding lava surface, and up to 700 m wide (Patrick and
Orr, 2012). Throughout their lifetimes they commonly have an ephemeral lava pond
in the summit region, but this often appears to have been disrupted towards the end
of the eruption. Features characteristic of overpressure, such as tumuli and hornitos,
are common at rootless shields (Tim Orr, pers. comm., 2015). Observations made
while the rootless shields were active show that the entire system — from the main
vent, through all the mounds, to the distal end of the flow field — can be active
simultaneously for several months (Kauahikaua et al., 2003).
The term “rootless mounds” is chosen to describe the features observed at Volca´n
Llaima, by analogy to the rootless shields on Kı¯lauea. This identification is based
on the following common features: (1) both types of edifice form a local topographic
high, which is built by repeated overflows from a lava pond; and (2) they do not
directly overlie the primary volcanic vent: the lava may flow for several kilometres
before reaching the rootless mound.
There are some notable morphological differences between rootless mounds and
rootless shields. Rootless shields are low aspect-ratio shield edifices composed en-
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tirely of pa¯hoehoe lava. Rootless mounds at Volca´n Llaima are steep sided and are
mantled by ‘a‘a¯ lavas. It is proposed that this is primarily due to the differences in
the viscosity of the lavas that constructed the two edifice types. Collectively, these
different types of rootless formation can be referred to as “rootless edifices”.
Similar features are also found on Mount Etna. Guest et al. (1984, 2012) de-
scribe flat topped terraces of lava up to 300 m wide and 150 m high that step down
the flank of the volcano. They have flanks mantled with ‘a‘a¯ and pa¯hoehoe, and
summits covered by tumuli, squeeze-ups, and short pa¯hoehoe flows. This descrip-
tion matches closely those at Volca´n Llaima and it is tentatively suggested that the
rootless mounds are cognate with these “terraces”. Another group of features called
megatumuli, or tumulus complexes, are similar, but with a more domed shape and
are indicative of significant inflation (Guest et al., 1984). Guest et al. (1984) inter-
pret the megatumuli to have developed from terraces. The terraces and megatumuli
on Mount Etna have one feature that is not observable at Volca´n Llaima— a well-
mapped feeder tube system. The lava tubes explored by Guest et al. (1984) clearly
fed lava flowing from the terraces and megatumuli, and it is likely that a similar
system of tubes existed at Volca´n Llaima. The system at Volca´n Llaima is either
deep enough to have not collapsed, or perhaps never drained of lava.
Combining the observations at Volca´n Llaima, the observations of Guest et al.
(1984, 2012) at Mount Etna, and an understanding of the processes that build
rootless shields on Kı¯lauea (Kauahikaua et al., 2003; Patrick and Orr, 2012) allows
the sequence of formation of an individual rootless mound to be postulated (figure
5.14). Stage 1: lava that had erupted from a vent higher up on a volcano’s flanks
stalls and ponds, possibly in a local depression, or attempts to spread out on reaching
a shallower slope (figure 5.14a) (Wilson and Parfitt, 1993; Guest et al., 2012). Stage
2: the pond continues to be fed by the flow, and once the capacity of the region
containing the pond is reached, lava breaks out, and overflows (figure 5.14b). This
overflowing lava initially forms pa¯hoehoe, but transitions to ‘a‘a¯ as it reaches the
steeper slope at the edge of the pond. Stage 3: if the effusion rate is not high
enough to sustain a flow, the breakout simply builds up the mound, rather than
allowing lava to continue to flow out of the pond. Further breakouts build the
mound incrementally, and the pond becomes raised above the surrounding lava
field, armoured and flanked by lava that had previously overspilled (figure 5.14c).
As the mound grows, the flanks steepen and the summit widens. Although the
summit may have initially started as a single pond of lava, it may have evolved into
a more complex system, in which overflows from the pond are preceded by inflation
and tumuli formation. Stage 4: thermal erosion within the mound may result in
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Figure 5.14: Hypothesised sequence of formation of a rootless mound. See main text in section
5.3.4.2.4 for a detailed commentary.
the formation of an interior “kettle” shape, based on observations of rootless shields
at Kı¯lauea (figure 5.14d). Stage 5: eventually the height of the mound is such that
the magmastatic pressure of lava contained within it is enough to overcome the
strength of the flanks, leading to seeps on the flanks and at the base; the final phase
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of inflation at the summit fails to produce overflows (figure 5.14e).
At Volca´n Llaima, the rootless mounds are spread over an area of at least 6 km2,
and there is a difference in elevation of around 550 m from the top to the bottom of
the rootless mound field. However, the order of formation of the mounds within the
field is unclear. It is possible that, once a mound is breached at the base, the lava
is then able to flow through that seep, so that more distal mounds formed after the
proximal mounds. This was the case in the 2007-2008 phase of shield building on
Kı¯lauea (Patrick and Orr, 2012). Rootless shields have also been observed to form
at lava tube breakouts on Kı¯lauea, both after a pause in the eruption in 1999 and
over continuously active lava tubes in 2001-2002 (Kauahikaua et al., 2003). It is also
possible that all the mounds were active at the same time, similar to each of the
rootless shield fields already mentioned (Kauahikaua et al., 2003; Patrick and Orr,
2012). Another potential sequence of formation is that the most distal mound formed
first and as it built up the lava became backed up in the system until it was able to
break out closer to the main vent, so that the sequence of mounds propagated back
towards the vent. It might be possible to distinguish the order of mound formation if
the saddles between the mounds were sufficiently well exposed; however, at Volca´n
Llaima, the saddles that were investigated were mantled with complex pa¯hoehoe
and ‘a‘a¯ flows that had interacted and defied simple interpretation.
5.4 Discussion
One of the key controls on lava flow morphology is its rheology (e.g. Peterson and
Tilling, 1980). The discussion will therefore begin by comparing the likely rheology
of the lavas at Volca´n Llaima with those at Kı¯lauea and Mount Etna.
5.4.1 Rheology of crystal-rich lava
The rheology of a lava depends on its suspended crystal and bubble content (section
2.2), as well as the viscosity of the interstitial melt phase (section 2.4). By examining
each parameter that influences viscosity, it is possible to estimate the apparent
viscosity of the crystal-rich lava at Volca´n Llaima, and compare it to values of
viscosity from the literature for lava at Kı¯lauea and Mount Etna.
In a two phase fluid containing bubbles and liquid, the addition of bubbles may
increase or decrease the bulk fluid viscosity relative to the bubble-free liquid viscosity
depending on capillary number Ca (according to equations 2.5 and 2.6, respectively).
For a two phase fluid containing crystals and liquid, the addition of crystals always
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Figure 5.15: Expected relative viscosity plotted against bubble fraction. Red curves are for the
highest measured crystallinity, 53% (φ∗p = 0.53); blue curves are for the lowest measured crys-
tallinity, 49% (φ∗p = 0.49). Solid lines are for low capillarity bubbles; dashed lines are for high
capillarity bubbles. The vertical dark lines indicate the lowest and highest bubble fractions mea-
sured in the 1780 lava (0.12 ≤ φ∗b ≤ 0.23, as given in table 5.1.
increases the bulk fluid viscosity relative to the crystal-free liquid viscosity (according
to equation 2.11). Based on a qualitative inspection of photomicrographs of samples
from Volca´n Llaima in figures 5.6 to 5.12, it is estimated that the aspect ratio of
the majority of the phenocrysts in the 1780 lava is around 2. Using equation 2.13,
the maximum packing fraction of these crystals is approximately 0.53. The crystal
content of the lava at Volca´n Llaima (49-53 vol.%) is therefore at the maximum
packing fraction, or very near it and subject to a large yield stress. Based purely on
this crystal content, the lava should have been jammed and unable to flow.
The model and experiments discussed in chapter 3 provide a three-phase equation
with which to postulate the expected viscosity of the bubble- and crystal-bearing
lavas at Volca´n Llaima. Using equation 3.2 for low capillarity bubbles, and 3.21
for high capillarity bubbles, the dependence of viscosity on bubble content can be
plotted for the highest and lowest crystal fractions measured in samples collected
from Volca´n Llaima, and for both low and high capillarity bubbles (figure 5.15).
Clearly in both capillarity regimes, it is expected that the addition of bubbles
will lead to a reduction in viscosity. The range of bubble fractions measured in
the lava and a lack of knowledge of the strain rates experienced by the lava make
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it difficult to place a single value on the viscosity. Instead, it is suggested that
the viscosity would have been a factor of between 5 (for the lowest crystal content,
highest bubble fraction, and high capillarity bubbles) and 90 (for the highest crystal
content, lowest bubble content, and low capillarity bubbles) times higher than the
viscosity of the melt alone. In any case, the expected viscosity is much lower for the
three phase lava than it would have been for bubble-free lava.
In order to calculate apparent viscosity, rather than relative viscosity, it is neces-
sary to know the viscosity of the suspending melt. This is controlled by a number of
factors, including melt composition, water content, and temperature (section 2.4).
The model of Giordano et al. (2008) is used, along with the highest and lowest silica
content glass compositions given in table 1 of Bouvet de Maisonneuve et al. (2012)
(table 5.2). These are combined with the corresponding water content (2.31wt.%
SiO2 TiO2 Al2O3 FeO MnO MgO CaO Na2O K2O P2O5 F2O−1
57.03 1.32 15.54 9.5 0.17 3.34 7.97 3.55 1.21 0 0
52.02 1.23 15.36 10.9 0.2 5.29 9.67 4.33 0.74 0 0
Table 5.2: Composition of basalt to basaltic andesite glass from recent eruption at Volca´n Llaima
(table 1 of Bouvet De Maisonneuve et al., 2013), normalized to 100% anhydrous.
and 0wt.%, respectively) and temperature (1004◦C and 1152◦C, respectively) (Bou-
vet De Maisonneuve et al., 2013). From these values, it is estimated that the erupted
melt at Volca´n Llaima would have had a viscosity in the range 102 to 4x103 Pa s.
Combining this pure melt viscosity with the relative viscosities calculated for the
observed bubble and crystal fractions in the 1780 lava, the lava is estimated to have
had a viscosity in the range 5x102 to 3.6x105 Pa s. This range of absolute viscosity
values can be compared to observed lava viscosities at Mount Etna and Kı¯lauea in
order to understand their variable propensities for producing pa¯hoehoe or ‘a‘a¯ flows.
Shaw (1969) provides a Newtonian viscosity value of 190 Pa s for Hawaiian basalt at
1150◦C (which is the typical temperature of near-vent lavas on Kı¯lauea (Helz et al.,
2003)); for cooler or more crystalline lavas, the yield stress becomes appreciable,
and Bingham viscosity up to 3700 Pa s is found (Moore, 1987). For Mount Etna
basalt, Pinkerton and Norton (1995) also found that the lava was Newtonian above
1120◦C with viscosity around 150 Pa s. Cooler and more crystalline lavas were found
to have rheology matching a power law fluid, with viscosities at unit strain rate up
to 8625 Pa s (Pinkerton and Sparks, 1978; Pinkerton and Norton, 1995; Gauthier,
1973).
These ranges of viscosity are plotted in figure 5.16 alongside the regions in which
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Figure 5.16: Diagram showing the relationship between strain-rate, lava viscosity, and lava flow
morphology, after Hon et al. (2003). The shaded region indicates the transition zone between
pa¯hoehoe and ‘a‘a¯, which was determined by Hon et al. (2003) and others, based on field obser-
vations; the pa¯hoehoe field is found at low viscosities and strain rates; the ‘a‘a¯ field is found at
high viscosities and strain rates. The vertical lines indicate the observed lava viscosity ranges at
Kı¯lauea (blue), Mount Etna (green), and Volca´n Llaima (red).
pa¯hoehoe and ‘a‘a¯ flow morphology will form, adapted here from Hon et al. (2003).
Lavas from all three volcanoes span a wide range of possible viscosities, and at
different viscosity and strain-rate it is possible to produce both pa¯hoehoe and ‘a‘a¯
at each. However, the ‘a‘a¯ field is much larger for lavas from Volca´n Llaima than
those from Kı¯lauea and Mount Etna, indicating that, under similar conditions of
emplacement, lavas from Volca´n Llaima are more likely to form ‘a‘a¯.
5.4.2 Comparison with other rootless lava structures
5.4.2.1 Kı¯lauea
The main differences between the rootless shields on Kı¯lauea and the rootless mounds
on Volca´n Llaima are the shapes of the edifices that they build, and the morphology
of lava as it overflows. At Kı¯lauea, the shields are wide and flat, with average slopes
no more than 7◦ (based on heights and widths given by Kauahikaua et al. (2003)),
and are composed exclusively of fluidal pa¯hoehoe lava. At Volca´n Llaima, on the
other hand, the mounds are taller, with average slopes of 20-25◦, and the flanks are
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composed predominantly of ‘a‘a¯. It seems that the lava rheology may hold the key
to these differences.
Lava from Kı¯lauea tends to be erupted as low viscosity (190 Pa s, Shaw, 1969)
basalt (45-53 wt.% SiO2, Jackson et al., 2012) with a very low phenocryst fraction
(Cashman et al., 1999). It typically flows as pa¯hoehoe for many kilometres before
cooling and microlite crystallization cause it to transition to ‘a‘a¯ (Cashman et al.,
1999). In some locations, a sharp steepening in slope can also cause a transition to
‘a‘a¯ (Peterson and Tilling, 1980). However, this normally only occurs after many
kilometres of flow, when the lava has been primed for the transition by the crystal-
lization of microlites. The Kı¯lauea rootless shields are proximal, fed by a long-lived
lava tube system, and so they produce pa¯hoehoe that remains pa¯hoehoe as it flows
away from the shield (Patrick and Orr, 2012; Kauahikaua et al., 2003). The potential
morphological evolution of the lava is evident from figure 5.16: on eruption, the lava
has viscosity close to the left-most blue line, and significant increases in viscosity
and strain rate are necessary before the lava would cross into the transition zone.
At Volca´n Llaima, the lava is basalt to basaltic andesite (51-56 wt.% SiO2, Bouvet
De Maisonneuve et al., 2013), and the 1780 lava has a very high crystal fraction —
both the melt viscosity (102 to 4x103 Pa s) and the bulk magma viscosity (5x102
to 3.6x105 Pa s) are higher than at Kı¯lauea. As discussed above, the presence of
bubbles in the lava appears to have been a key factor in allowing it to erupt as
pa¯hoehoe. However, on eruption, the lava may be inferred to have been much closer
to the pa¯hoehoe-‘a‘a¯ transition than lava at Kı¯lauea, as indicated in Figure 14, and
was more susceptible to changing morphology when slope angle, and therefore strain
rate, changed. Thus the lava at Volca´n Llaima formed pa¯hoehoe as it initially over-
spilt from its pond, but as the slope steepened, it transitioned to ‘a‘a¯. This allowed
it to build up steeper-sided mounds through repeated overflows.
5.4.2.2 Mount Etna
Many lavas at Mount Etna (49-53 wt.% SiO2, Lanzafame et al., 2013) are crystal
rich, and at least one of the flow fields known to have produced terraces contained
29% phenocrysts (Guest et al., 2012). It is possible that crystallinity is one factor
that increases the likelihood that this type of feature — rootless mounds and terraces
or megatumuli — will form.
Another common factor between the specific eruptions at Volca´n Llaima and
Mount Etna that produced rootless mounds or lava terraces is their longevity. The
flow that produced these features on Mount Etna in 1614-1624 lasted 10 years,
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which is considerably longer than most Etnean eruptions (Guest et al., 1984). The
1780 flow on Volca´n Llaima also lasted 10 years, although it is difficult to compare
with other eruptions at Volca´n Llaima due to poor historical records. It is possible
that these features are limited to long-lived lava flow fields with a correspondingly
well-established lava tube network.
5.4.2.3 Vesuvius
Rittmann (1962) described lava morphologies at Vesuvius that are reminiscent of
rootless mounds:
“In the level ground of the Valle dell’Inferno, the dammed-up Vesu-
vius lava built dome-shaped hillocks 50-70 m in height, best designated
rootless flow-domes. The lava flowing down the outer slopes of Vesuvius
in its thick-walled, tube-like tunnels was under high hydrostatic pressure,
causing it to break through the solidified crust which had formed over
the more level parts of the flow in the valley below. The now viscous lava
welled out from the rents in contorted masses; these in turn acquired a
congealed crust which was further ruptured to emit fresh masses of con-
torted plastic lava. In this manner the hillocks grew steadily higher, so
long as the hydrostatic pressure behind the lava and the strength of the
walls of the feeding tunnels allowed the process to continue.”
This text has been included as a quote to highlight the similarites between the
orginal description of rootless flow domes and the rootless mounds described in this
chapter; re-writing the quote would have added an extra level of description, biased
towards an interpretation of the rootless flow domes as rootless mounds. Although
there is no mention of a perched lava pond, and it is unclear how high the rootless
flow domes grew, their mechanism of formation seems similar to features at Volca´n
Llaima and elsewhere.
5.4.3 Synthesis of lava morphology features on Volca´n Llaima
Lava from the 1780 eruption of Volca´n Llaima may form a variety of morphological
features: ‘a‘a¯, pa¯hoehoe, transitional features, and rootless mounds. However, one
property is consistent everywhere: fresh breakouts produce pa¯hoehoe lavas. The
lava then rarely flows as pa¯hoehoe for more than 50 m before breaking up and
transitioning into ‘a‘a¯.
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It may be inferred that the lava flows in a well-insulated tube prior to emerging
at a downslope vent, such that it does not cool significantly (Helz et al., 2003).
When the lava breaks out — either close to the main vent, or from a rootless source
— it carries a high volume fraction of phenocrysts, and is able to flow as fluidal
pa¯hoehoe due to the presence of bubbles. The rapid transition to ‘a‘a¯ may result
from an increase in viscosity, or from an increase in strain rate.
In the case of the transitional features seen at location 4, it appears that a change
in viscosity is responsible for the transition. As the lava moves away from a break-
out, it cools, degases, loses bubbles through outgassing, and crystallizes microlites.
All of these processes lead to an increase in viscosity. The lava continues flowing
on the same slope, but reaches the transition between pa¯hoehoe and ‘a‘a¯ as a result
of this viscosity increase. Once the flow forms a substantial carapace — whether
pa¯hoehoe, slabby pa¯hoehoe, or ‘a‘a¯ clinker — the interior becomes insulated again,
allowing lava to flow through it without significant cooling. Thus the flow is able to
break out again downslope as pa¯hoehoe, repeating the cycle.
In the case of the rootless mounds seen at locations 5 and 6, it appears that a
change in strain rate is dominantly responsible for the transition. The lava reaches
a break in slope when it moves off the summit of a rootless mound and onto the
steeper flanks. The resulting increase in strain rate causes it to transition to ‘a‘a¯.
Lava in the interior of a flow that reaches the edge of a mound, and transitions to
‘a‘a¯ to flow down the flank, may then remain insulated and hot enough to break out
as pa¯hoehoe again once the flow reaches the shallower slope at the base.
Lava flowing down the slopes of Vesuvius broke out when the tubes reached
flatter ground (Rittmann, 1962). At Mount Etna, the breakouts were interpreted
to occur in part due to the steep slope, maintaining a high hydrostatic pressure on
lava in the tubes (Guest et al., 1984), and often formed on reaching a break in slope
(Guest et al., 2012). The slopes of Volca´n Llaima are similarly steep, and sharp
breaks in slope occur on the current ground surface in many locations often due to
the presence of erosional gullies cut by lahars. It is probable that the combination of
steep slopes and breaks in slope are factors that favour the breakouts and ponding
that must occur to trigger the building of rootless mounds.
5.4.4 Hazards associated with rootless edifices
One further aspect of rootless edifice growth that has not been touched on previ-
ously is the hazard implications of such features. During the 2007-2008 eruption of
Kı¯lauea, in which multiple rootless shields formed, the shields collapsed on a num-
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ber of occasions (Patrick and Orr, 2012). These collapses released large volumes of
lava and produced fast-moving ‘a‘a¯ lava flows — a significant contrast to the slowly
advancing pa¯hoehoe flows normally produced during this eruption. Similarly, Guest
et al. (1984) suggest that ‘a‘a¯ flows associated with the 1614-1624 eruption of Mount
Etna may have burst out from the front of a terrace. Storage and sudden release of
large volumes of mobile lava from potentially unstable edifices is therefore an aspect
of these features that would need to be considered for hazard assessment should
they form during a contemporary eruption.
5.5 Conclusions
The 1780 lava flow field on Volca´n Llaima displays a wide range of lava morphologies.
The erupted lava was constantly close to the pa¯hoehoe-‘a‘a¯ transition: a small change
in either strain rate or viscosity was enough to cause a transition at a number of
locations. This flow field also produced newly described features - rootless mounds
- that are comparable to rootless shields on Kı¯lauea, terraces and megatumuli on
Mount Etna, and rootless flow domes on Vesuvius. This family of rootless edifices
shares many features in common, while their differences depend on lava viscosity.
Rootless edifices never form the dominant landform at any of these volcanoes, and
occur only in a minority of eruptions at a single volcano.
Controls on the formation of rootless mounds, and similar shields at Kı¯lauea,
Mount Etna, and Vesuvius, include the crystallinity of the lava, the eruption dura-
tion, and the presence of steep slopes and breaks in slope. Rootless edifices are not
common enough to determine which of these characteristics are necessary to trigger
their formation.
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Chapter 6
Progressive degassing and
crystallization of a Kı¯lauean lava
6.1 Introduction
Lava rheology is controlled by a number of inter-dependent factors (chapter 2.4).
Understanding the evolution of these factors during an eruption is important for
predicting the rheology of the lava, which in turn allows its likely flow style and as-
sociated hazards to be determined. Unlike at Volca´n Llaima, where the predominant
lava morphology is ‘a‘a¯, at Kı¯lauea the majority of vent proximal lava is pa¯hoehoe
(Clague et al., 2000; Orr et al., 2013). Transitions to ‘a‘a¯ tend to occur only after sev-
eral kilometres of flow, although this depends on volumetric flow rate (MacDonald,
1953; Peterson and Tilling, 1980). Exceptions occur, however, particularly during
periods of high lava flux (MacDonald, 1953; Kauahikaua et al., 2003) when vent
proximal lava may begin flowing as ‘a‘a¯.
In this chapter, measurements of crystal and bubble populations and dissolved
volatile contents are made for active lavas at a range of distances from the vent.
This leads to an understanding of how the degassing of various species influenced the
crystallization of the lava. In turn, this is combined with the three-phase viscosity
model presented in chapter 3, to calculate the changes in lava rheology as it flowed
away from the vent.
6.2 Kı¯lauea and the Pa¯hoa lava crisis
Kı¯lauea is the youngest and currently most active volcano on the Big Island of
Hawai‘i (figure 6.1). It has been continuously active since January 1983, and the
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Figure 6.1: Aerial image of the Big Island, sourced from Google Earth. The location of the Pa¯hoa
flows, samples, and figure 6.2 is shown by the white box.
historical record prior to this lists 61 eruptions since 1823 (Global Volcanism Pro-
gram, 2016), in addition to many mentioned in earlier Hawaiian oral history (e.g.
U.S. Geological Survey, 2009). This historical activity has been dominated by persis-
tent activity at the Halema’uma’u crater, building of large pa¯hoehoe flow fields, and
sporadic fountaining (e.g. Heliker et al., 2003; Poland et al., 2014). Between 1983
and 2014, much of the activity on Kı¯lauea was along the East Rift Zone, primarily
at Pu‘u ‘O¯‘o (Orr et al., 2013), and most of the lava flowed towards the south. Flows
with prolonged duration entered the ocean approximately 12km from the vent.
The most recent phase of activity on Kı¯lauea started on 27th June 2014. Lava
flowed east and north east from Pu‘u ‘O¯‘o— in contrast to the majority of flows over
the previous two decades — towards the town of Pa¯hoa and the Puna district. This
region is home to around 10,000 residents, who rely on a single tarmacked highway
to access the rest of the island (Poland et al., 2016). The initial direction of lava
flow indicated that it would cross this highway, and cut off the power supply to the
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Figure 6.2: Map of Pa¯hoa lava flows. Pink shows outline of lava flow on 10th March 2015; red
shows lava produced between 10th March and 1st April 2015 (from U.S. Geological Survey, 2015).
Numbers in circles indicate locations of samples.
district.
On the way from the vent at Pu‘u ‘O¯‘o to Pa¯hoa, the lava flowed through forested
areas, causing fires and smoke. The average ground slope in this area is 1-2◦ and the
lava typically followed lines of steepest descent, although it was sometimes diverted
by previously unrecognized ENE-trending cracks (Poland et al., 2016).
Over the months of the eruption, a lava tube developed that extended from the
vent all the way to the flow front. Although lava threatened to engulf the town
multiple times, the flows always stopped - just short. Each time this occurred, the
most distal lobe of lava became inactive and lava broke out from the tube closer to
the vent.
There are several possible explanations for why this might have happened, and
the one that will be examined here is that some intrinsic physical property of the
lava changed as it progressed away from the vent such that continued flow of lava
at the flow front near Pa¯hoa was not rheologically favourable. It is particularly
important to understand the factors controlling how far this lava flowed, because
this has implications for the hazards faced by local communities.
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6.2.1 Samples
Samples were collected from a number of locations along the 27th June lava flow,
in January and March 2015. Where possible, a range of quench methods were used
and lava was sampled directly from the active flow.
The most proximal sample (site 1 on figure 6.2) was collected from very near
a vent that had continued to feed more distal flows for several months, and as
a result had cooled naturally and probably considerably more slowly than other
samples. This sample was taken from a cold, solidified shelly pa¯hoehoe surface.
There was extensive hydrothermal alteration in this area, and although material
with the freshest appearance possible was chosen for sampling it is unlikely that this
sample was truly pristine. As a result, most of the quantitative analyses presented
in section 6.4 do not include this sample.
The second most proximal samples were collected from an active breakout on
5th March 2015, approximately 0.8 km down flow from the vent (site 3 on figure
6.2, and figure 6.3). The lava flowed as smooth, lobate pa¯hoehoe, and was sampled
using a spade. Separate samples of the lava were quenched in several ways: by total
immersion in water, by partial immersion in water, and in air. In addition, samples
were taken from a naturally cooled lava toe, estimated to be between 1 hour and 1
Figure 6.3: Site 3 with smooth, lobate pa¯hoehoe. Quench samples were taken from this active
breakout, which was 1.5 m wide at the point of break out.
114
6.2. Kı¯lauea and the Pa¯hoa lava crisis
day old.
The third group of samples were also collected on the 5th of March, from a fresh
breakout approximately 3.6 km down flow from the vent (site 4 on figure 6.2). The
pa¯hoehoe lava in this location appeared “gnarly” and “pasty”, in stark contrast to
the smooth fluidal pa¯hoehoe sampled at site 3. The active lava was again sampled
with a spade, and quenched as for site 3. A naturally cooled lava toe, estimated to
be between 1 hour and 1 day old, was also sampled.
The final group of samples were collected on the 13th January 2015, from a fresh
breakout approximately 21.1 km down flow from the vent (site 6 on figure 6.2, and
figure 6.4). The appearance of the lava at this location was similar to that at site 4 -
gnarly and pasty, and it appeared considerably more viscous than the lava at site 3.
The surface texture on this lava was similar to shark-skin pa¯hoehoe (Wentworth and
MacDonald, 1953). Another set of variably quenched shovel samples were collected
from the active lava, along with a lava toe, estimated to be less than 1 hour old.
The toe cooled naturally until being cooled with water for transportation.
Figure 6.4: Site 6, with gnarly, pasty pa¯hoehoe. Quench samples were taken from this active
breakout, which was 15cm wide at the point of break out.
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6.3 Methods
In order to constrain the parameters that affect lava viscosity, a number of analyses
were performed on the samples; a summary is given in table 6.1, where details of the
various methods used are presented. All lavas from the June 27th flow are basaltic
Site Sample Quench type TGA? FTIR? SEM? Vesicularity
1 sp01 natural yes yes yes no
3 sp07 total water yes yes yes yes
3 sp03 partial water yes no no no
3 sp08 air yes no no no
3 sp09 natural yes yes no no
4 sp11 total water yes yes yes yes
4 sp10 partial water yes yes no no
4 sp13 air yes no no no
4 sp14 natural yes yes no no
6 s07 total water yes yes yes yes
6 s06 partial water yes no no no
6 s10 air yes no no no
6 s09 natural yes yes no no
Table 6.1: List of samples and techniques applied to each sample.
(SiO2 ≈ 51, Tim Orr, pers. comm., 2016), and contain phenocrysts of plagioclase
and pyroxene, both in isolation and aggregated together in glomerocrysts. The
proportion of bubbles and crystals visibly changes from the most proximal to the
most distal samples, as does the proportion of each sample with a glassy matrix,
although this does depend on quench method in addition to distance from vent.
6.3.1 Vesicularity
The method of Houghton and Wilson (1989) was used to measure the vesicularity
of the most quenched samples from each site. This method involves measuring the
mass of a sample clast in air, and comparing it to the mass of the sample in water,
when wrapped with parafilm to prevent vesicles from filling with water (Archimedes
principle). Applying a correction for the mass of parafilm in water allows the specific
gravity S.G. to be calculated for each sample:
S.G. =
(Wc)air
(Wc)air + (Ws)water − (Wc+s)water , (6.1)
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where (Wc)air is the mass of the clast in air, (Ws)water is the mass in water of
the parafilm used to wrap the clast, and (Wc+s)water is the mass of the parafilm-
wrapped clast in water. This allows the clast density ρc to be calculated:
ρc =
S.G.
ρwater
(6.2)
where ρwater is the density of water, 1000 kg m
−3. From this, the vesicularity φ∗b can
be calculated:
φ∗b =
ρDRE − ρc
ρDRE
(6.3)
where ρDRE is the density of the “dense rock equivalent”, i.e. the density of a
completely bubble-free sample. In this case, the dense rock equivalent was calculated
to be 2622 kg m−3, using Pering (2013) and the composition of lava from the June
27th flow collected in December 2014 (table 6.2).
SiO2 TiO2 Al2O3 FeO MnO MgO CaO Na2O K2O P2O5
50.84 2.38 13.83 11.08 0.17 7.01 10.95 2.35 0.41 0.22
Table 6.2: Composition of June 27th lava flow, sampled in December 2014 (Tim Orr, pers.comm.,
2016).
Repeating this method on a large number of clasts from the same sample allows
a density histogram to be produced. Due to limitations on the available volume of
sampled material, 13-15 fragments were analysed for each site. Although Houghton
and Wilson (1989) recommend using their method on 30 or more fragments, to
produce a density histogram, they note that the average vesicularity and standard
deviation do not tend to change once at least 10 fragments have been analysed. As
such, 13-15 should be sufficient in this case.
6.3.2 Scanning electron microscope (SEM)
A Hitachi SU-70 FEG SEM was used to capture backscattered electron (BSE) images
of polished thin sections of the samples. For each sample, a montage of 140 images
(covering an area of around 10 mm x 10 mm at 120 x magnification) was captured
(figure 6.5).
The resolution on the individual images was high enough to clearly see acicular
microlites 5 microns wide. Crystal populations were measured manually: the out-
lines of the crystals were traced in ImageJ, as shown in figure 6.6, and measurements
of each crystal’s area, Feret width (minimum crystal dimension) and Feret length
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Figure 6.5: SEM montage images showing plagioclase (pl) and pyroxene (px) crystals and glom-
erocrysts (g) and bubbles (b) for the most rapidly quenched sample at a) site 1 sample sp01, b)
site 3 sample sp07, c) site 4 sample sp11, and d) site 6 sample s07. Each montage (consisting of
140 images) is approximately 10 mm wide.
(maximum crystal dimension) were made. This was done using the high resolution
images that contributed to the montages in figure 6.5, and counting continued until
at least 500 isolated plagioclase crystals had been measured in each sample.
6.3.3 Thermogravimetric analysis (TGA)
Thermogravimetric analysis (TGA) consists of measuring the mass lost from a
crushed sample as it is heated (as demonstrated by Applegarth et al., 2013). Volatiles
that have been either adsorbed to the surface of the sample or dissolved within
the sample at higher temperature are released over a range of temperatures. This
method allows quantification of the mass of volatiles within the sample. The heat
flow is measured using differential scanning calorimetry (DSC) alongside the mass
changes. This allows the identification of internal physical changes, such as when
the sample crosses the glass transition, and when crystals melt or grow. The DSC
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Figure 6.6: Outlined crystals in ImageJ, from the quenched site 6 sample. The image is approxi-
mately 1mm wide.
measurements are not used in this study.
A Netzsch STA449C Jupiter was used to collect simultaneous weight loss (TGA)
and heat flow data (DSC). The weight signal calibration routine included measure-
ment of internal standards for absolute values at 25◦C and scanning calibration over
the temperature range 25-1400◦C using inert alumina standards of known weight,
in order to create a buoyancy calibration. This is sensitive to the sample volume,
and potential effects of sample oxidation if the furnace is contaminated by oxygen.
A purge with oxygen-free nitrogen was used to minimize this source of uncertainty.
Weight loss for each sample was characterized over the temperature range 25-1250◦C,
at a heating rate of 10◦C per minute. Due to the low volatile concentrations of the
samples (the maximum measured was 0.26 wt.%), a double heating routine was used,
with the weight signal from the second heating used as an improved baseline. This
method assumes that all volatiles were lost in the first heating so that no degassing
occurs on the second heating, which has been shown to be appropriate (Tuffen et al.,
2012; Applegarth et al., 2013). Combined uncertainties in the total weight loss mea-
surements are approximately 0.03 wt.%, based on the adequacy of the second heating
baseline, oxidation, and repeatability.
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6.3.4 Fourier transform infrared spectroscopy (FTIR)
For samples indicated in table 6.1, Fourier transform infrared spectroscopy (FTIR)
was used to measure the water content in double polished wafers, 50-120µm thick.
Clusters of crystals were avoided during these measurements, however small isolated
crystals were unavoidable: the water contents from the raw data ΦH2O,measured have
been re-calculated to account for the fraction of small isolated crystals φisolated,
giving the true water content of the glass: ΦH2O,glass
ΦH2O,glass =
ΦH2O,measured
1− φ∗p(φisolated)
, (6.4)
and then for the bulk crystal fraction, giving the water fraction of the bulk sample
ΦH2O,bulk:
ΦH2O,bulk = ΦH2O,glass(1− φ∗p), (6.5)
so that the reported values are directly comparable to the TGA measurements.
The FTIR used for these measurements was the Thermo Nicolet IR interferom-
eter at Lancaster University with a Continuum Analytical microscope, KBr beam-
splitter, MCT-A detector and 100µm square aperture. 128 spectra were collected
at 4 cm−1 spectral resolution within the mid-IR range of 4000-1000 cm−1, with a
12-point linear baseline correction used to quantify absorption peaks at 3550 cm−1
(-OHT) and 1630 cm−1 (H2Om). Sample thickness was determined using reflectance
fringes (von Aulock et al., 2014). Sources of error include uncertainty in sample
thickness, absorption coefficients and peak quantification (von Aulock et al., 2014)
and typically combine to create uncertainty of 10%.
6.4 Results
6.4.1 Bubble populations
Bubble fractions calculated using the vesicularity method presented in section 6.3.1
for each of the fully water quenched samples are plotted against down flow dis-
tance from the vent, in figure 6.7. These measurements show clearly the significant
reduction in bubble fraction with distance.
In addition, the bubble shapes change with distance, as can be seen in the SEM
images in figure 6.5. The most proximal sample contains bubbles that appear to
be spheroidal. With increasing distance, the bubble shapes become more distorted
and large, non-spheroidal bubbles become more common. In all cases, the smallest
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Figure 6.7: Plot of total bubble fraction using vesicularity method against distance from vent. Site
3, sample sp07 is shown in dark blue; site 4, sample sp11 is shown in pale blue; and site 6, sample
s07 is shown in red. The error bars indicate the standard deviation from 13-15 measurements for
each site.
bubbles appear to be closer to spherical; the limit above which bubbles lost their
sphericity was a radius of approximately 0.1 mm.
6.4.2 Crystal populations
All samples contain phenocrysts and microphenocrysts of plagioclase feldspar and
pyroxene. These are often found in clusters of significantly intergrown crystals
(glomerocrysts), and are also found in apparent isolation. The higher resolution
SEM images used to create the montages in figure 6.5 were used to measure the size
and aspect ratio of crystals. The most numerous type of crystal in any sample was
always isolated plagioclase, followed by clustered plagioclase, clustered pyroxene,
and isolated pyroxene (one example image is shown in figure 6.8).
The observed crystal populations and textures change both with distance from
the vent and with type of quench. The crystal population that most closely repre-
sents the crystal cargo of flowing lava is likely to be captured by the most rapidly
quenched samples: for site 1, this is naturally cooled sample sp01; for sites 3, 4
and 6, these are totally water quenched samples sp07, sp11, and s07 (figure 6.5;
see figure 6.2 for sample locations). As a result of being naturally cooled rather
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Figure 6.8: Examples of clustered (glomerocryst) and isolated plagioclase and pyroxene crystals,
from the fully water quenched site 6 sample. The image is approximately 1 mm wide.
than quenched, the site 1 sample contains relatively little clean glass, and it can be
difficult to confidently distinguish microlites that grew during cooling from micro-
lites and microphenocrysts carried by the lava while it flowed. The totally water
quenched samples from the remaining sites contain clean glass with no sign of mi-
crolite growth, and can be used to understand how the crystal cargo changed as the
lava flowed away from the vent.
From the SEM montage images (figure 6.5), it is clear that the crystal fraction
(φ∗p) increases with distance from the vent. This increase was quantified by measur-
ing the area, length, and width of individual crystals in the higher resolution images
(e.g. figure 6.8) in ImageJ: crystal fractions based on area measurements are plotted
in figure 6.9.
In addition to the bulk increase in crystal fraction, there are more subtle changes
in the characteristics of the crystal population with distance from the vent. Since
crystal size measurements (i.e. length and width, as shown in figure 6.8) were made
using two-dimensional thin sections, it is necessary to account for the true three-
dimensional shapes and sizes of the crystals. CSDCorrections (Higgins, 2000) is
a piece of software designed to calculate the three-dimensional crystal population
that could have produced an observed two-dimensional crystal population. This
software is commonly used in volcanological applications (e.g. Higgins and Meilleur,
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Figure 6.9: Plot of total crystal area fraction against distance from vent. Site 3, sample sp07 is
shown in dark blue; site 4, sample sp11 is shown in pale blue; and site 6, sample s07 is shown in
red. Error bars show standard deviations based on repeated measurements of an area of 5.7 mm2
(equivalent to 8 high resolution SEM images, which is visually a roughly representative area for
each sample). The large standard deviation for site 3 is due to the heterogeneties created by the
clustered crystals; in other samples, this effect is reduced due to the larger fraction of non-clustered
crystals.
2009; Vona et al., 2013; McClinton et al., 2014), and the crystal size distributions
resulting from inputting observed two-dimensional size distributions in these lavas
are shown in figure 6.10. Both the shift to larger crystal sizes and the increase in
crystal fraction with increasing distance from vent are clear. This trend is seen in
all four groups of crystals.
In order to calculate the effect of crystals on rheology, two parameters are needed:
the volume fraction and the maximum packing fraction, which in turn is affected by
aspect ratio and particle roughness. The volume fraction will be the same whether
crystals are dealt with in isolation or as part of clusters; the aspect ratio and rough-
ness are not. The glomerocrysts tend to be more equidimensional than isolated
crystals, but have a higher rugosity. The former factor will tend to increase the
maximum packing fraction, while the latter will tend to reduce it, compared to the
smooth, more elongate isolated crystals.
Dealing with a polydisperse population of crystals in general is never trivial, and
typically results in a complicated effective medium method, in which the smallest
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Figure 6.10: Number of crystals per unit bubble-free volume (population density) in each crystal
length interval, as calculated from CSDCorrections. a) isolated plagioclase, b) clustered plagioclase,
c) isolated pyroxene, and d) clustered pyroxene. Site 3, sample sp07 is shown in dark blue; site 4,
sample sp11 is shown in pale blue; and site 6, sample s07 is shown in red.
crystals are considered first and additional populations of increasingly large crystals
are then added. This level of complexity is probably unnecessary here: the crystal
sizes vary by less than an order of magnitude, which is typically quoted as the
minimum size difference needed for a continuous medium method to be justified
(Farris, 1968). As a result, instead of considering the effects of the different crystal
populations independently, the crystals that compose the glomerocrysts have been
treated as individuals, rather than clusters. Although this is a simplification, it does
seem justified here, as discussed above.
6.4.3 Volatile content
FTIR measurements (figure 6.11) show that the dissolved water content in the glass
increases slightly with distance from the vent, although there is significant overlap
in the errors. The measured water contents are close to the atmospheric solubility
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Figure 6.11: Water content (wt.% H2O) in the glass ΦH2O,glass, measured using FTIR, against
distance from vent. Site 3 is shown in dark blue, site 4 is shown in pale blue, and site 6 is shown
in red. Squares indicate totally water quenched samples, and circles indicate naturally cooled
samples. Error bars represent standard deviation from 7-13 repeat measurements.
value for water in a basaltic melt (0.11 wt.% at 1200◦C Dixon et al., 1995), and
comparable to those found by Carey et al. (2013) for earlier lavas at Kı¯lauea. The
bulk water content in the sample (figure 6.12) does not change with distance from
the vent.
Mass loss measured using TGA tells a more complicated story. The amount of
mass lost above 500◦C (i.e. magmatic mass loss as opposed to adsorbed surface
water) does vary with distance from the vent, as shown in figure 6.13. Although
there is significant scatter, the most proximal samples all show greater mass loss
than increasingly distal samples.
6.5 Discussion
6.5.1 Volatile content variations
The bulk FTIR measurements are between 0.077 and 0.083 wt.% H2O for all samples,
and the one standard deviation error bars shown in figure 6.12 overlap. However,
the water content in the glass increases gradually with distance from the vent, from
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Figure 6.12: Water content (wt.% H2O) in the bulk sample ΦH2O,bulk, measured using FTIR,
against distance from vent. Site 3 is shown in dark blue, site 4 is shown in pale blue, and site 6
is shown in red. Squares indicate totally water quenched samples, and circles indicate naturally
cooled samples.
around 0.088 wt.% to 0.104 wt.%. The simple explanation for the discrepancy be-
tween these results is that as the crystal fraction increased with distance from vent
(figure 6.9), the residual melt fraction decreased, and the volatiles became concen-
trated in the melt. Contemporaneously with this, the temperature of the melt would
have been decreasing, resulting in a gradual increase in the solubility of water, al-
lowing the water to remain in the melt rather than being exsolved, and leading to
a decrease in the bulk water content. This process has been shown to account for
increasing dissolved water content in silicic melts as they cool (Liu et al., 2005; Ryan
et al., 2015).
The TGA measurements of mass loss from the bulk samples show a much wider
range of weight loss than the FTIR bulk measurements, from 0.077 to 0.259 wt.%
(figure 6.13). Although some of the mass loss measured by the TGA must be due
to the loss of water — as measured by the FTIR — this does not explain the full
extent of the mass loss. Figure 6.14 shows the discrepancy between the bulk mass
loss measured by TGA and the bulk water content measured by FTIR, for samples
in which both types of analysis were made. For the most distal samples the water
content explains the majority of the TGA mass loss, but for the most proximal
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Figure 6.13: Mass loss (wt.%) from crushed sample during heating, measured using TGA, against
distance from vent. Site 3 is shown in dark blue, site 4 is shown in pale blue, and site 6 is shown in
red. Squares indicate totally water quenched samples, diamonds indicate partially water quenched
samples, triangles indicate air quenched samples, and circles indicate naturally cooled samples.
Volcano S (wt.%) Cl (wt.%) F (wt.%) Total (wt.%)
Kı¯lauea a 0.0065-0.014 0.0051-0.0155 0.03-0.04 0.0416-0.0633
Kı¯lauea b 0-0.02 0-0.02
Mauna Loac 0.0068-0.0373 0.0064-0.0119 0.0260-0.0527 0.0392-0.102
Table 6.3: Mass fractions of sulphur, chlorine, and fluorine in subaerial lavas from Kı¯lauea (a
Swanson, 1973); Halema‘uma‘u, Kı¯lauea (b Helz et al., 2014); and Mauna Loa (c Davis et al.,
2003)
samples there is as much as 0.097 wt.% mass loss in addition to the measured mass
of water.
A hypothesis that would explain this discrepancy is that the samples contain
other volatiles in addition to water. These would be lost as the sample is heated
during the TGA measurements, and so would contribute to the measured mass loss,
but would not be detected by the FTIR technique. Therefore the difference between
the TGA mass loss and the FTIR water content would provide a measure of the
mass of these additional volatiles.
Sulphur, chlorine, and fluorine measurements from subaerially erupted lava from
Kı¯lauea (Swanson, 1973; Helz et al., 2014) and Mauna Loa (Davis et al., 2003) are
summarized in table 6.3. The total mass provided by these additional volatiles is
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Figure 6.14: Difference between mass loss measured by TGA and H2O content measured by FTIR.
Site 3 is shown in dark blue, site 4 is shown in pale blue, and site 6 is shown in red. Squares indicate
totally water quenched samples, and circles indicate naturally cooled samples. The dashed black
line is zero — where the TGA mass loss would be the same as the water content measured by
FTIR.
comparable to the range of excess masses measured by the TGA (up to 0.097 wt.%),
therefore it seems plausible that the presence of these volatiles in addition to water
explains the high TGA mass loss values.
6.5.2 Degassing and crystallization history
The FTIR measurements of water content (0.0883-0.104 wt.%) indicate that within
0.83 km of the vent (site 3) the water content had equilibrated to approximately
atmospheric values (Dixon et al., 1995). If the excess mass loss measured by TGA
is due to a combination of sulphur, chlorine and fluorine, an explanation is needed
for why these species did not also equilibrate to atmospheric values as rapidly.
Exsolution is limited by the rate at which volatiles can diffuse through a melt.
Based on typical eruptive temperatures from Kı¯lauea (≈1155◦C Helz et al., 2003),
and the measured water concentrations (≈ 0.09 wt.%), the diffusivity of water
(DH2O) and sulphur (DS) can be calculated using equations provided by Zhang
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et al. (2007):
ln
DH2Ot
Cw
= −8.56− 19110
T
, lnDS = −8.21− 27692− 651.5Cw
T
(6.6)
where Cw is the dissolved water content in wt.% (equations 18 and 31, respectively).
Under these conditions, the diffusivity of water is DH2O = 2.7×10−11 m2 s−1, and the
diffusivity of sulphur is over an order of magnitude lower, at DS = 1.1×10−12 m2 s−1.
Therefore if water had become equilibrated to atmospheric pressures within an upper
limit 0.83 km of the vent it is expected that sulphur would be equilibrated within
an upper limit of 20.4 km, assuming a constant flow rate. Without more samples in
between sites 4 and 6, or closer to the vent, it is difficult to calculate more precisely
how far the lava would have flowed before sulphur became equilibrated.
Rapid exsolution of water to reach atmospheric equilibrium tends to cause under-
cooling in Hawaiian lavas (Lipman et al., 1985; Crisp and Baloga, 1994; Applegarth
et al., 2013), leading to rapid crystallization. Further and continuing crystallization
is also likely to have been caused by the gradual decrease in lava temperature with
distance, although this is commonly small for well-insulated tube-fed lava flows (e.g.
Helz et al., 2003). Thus two factors likely control the increasing crystallinity with
distance observed here: undercooling due to volatile exsolution and temperature
decrease over time and distance.
6.5.3 Evolution of lava rheology and morphology
The first step towards calculating the lava viscosity at Kı¯lauea is to calculate the
melt viscosity. The model of Giordano et al. (2008) accounts for melt composition,
including water and fluorine contents, but does not account for chlorine and sulphur,
which have comparably minor influences on viscosity. From the measurements shown
in table 6.3, fluorine typically accounts for just over half the total mass of fluorine,
chlorine and sulphur together. In order to estimate the fluorine content of the
samples from the Pa¯hoa lava flows, it is therefore assumed that half the “excess”
mass loss shown in figure 6.14 is due to fluorine. Estimates of fluorine in the glass
for each sample location are given in table 6.4. The composition of lava collected
from the June 27th flow in December 2014 (table 6.2) is used for the remaining
compositional input required for the model. The temperature is also needed for
this viscosity model; this can be estimated based on typical eruptive temperatures
(≈ 1155 ◦C Helz et al., 2003), rates of temperature drop in lava tubes (typically
≈ 0.6 ◦C /km Thornber, 2001; Helz et al., 2003; Riker et al., 2009), and the distance
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Property Site 3 Site 4 Site 6
Distance from vent km 0.83 3.61 21.1
Crystallinity φ∗p 0.077 0.129 0.216
Mean aspect ratio 5.1 4.9 4.5
Bubble fraction 0.697 0.492 0.223
Assumed temperature (◦C) 1154.5 1152.8 1142.3
FTIR water in glass (wt.%) 0.0883 0.0910 0.1036
Excess mass loss (wt.%) 0.0947 0.0683 0.0136
Assumed fluorine in glass (wt.%) 0.0473 0.0342 0.0068
Table 6.4: Key properties required to calculate viscosity.
down flow at which each sample was collected (table 6.4). Results of the melt
viscosity calculations are given in table 6.5 and shown in figure 6.15. The decreases
Property Site 3 Site 4 Site 6
Melt viscosity µ (Pa s) 85.4 89.1 113
Relative viscosity (low Ca) ηr,∗ 4.91 3.99 4.87
Bulk viscosity (low Ca) η (Pa s) 419 356 548
Relative viscosity (high Ca) ηr,∗ 0.203 0.656 2.49
Bulk viscosity (high Ca) η (Pa s) 17.4 58.5 280
Table 6.5: Viscosities calculated for each location, for the melt and for low and high capillarity
bubbles.
in fluorine content and temperature with distance both lead to an increase in melt
viscosity; this competes with the slight increase in dissolved melt water content with
temperature and distance, which would reduce the melt viscosity.
In this calculation, it has been assumed that lava temperature depends entirely
on the distance travelled along the — very well insulated — lava tube. This is
likely to be accurate for breakouts that occur directly from the tube, but once lava
has broken out its temperature will decrease much more rapidly. As such, by the
point at which a breakout was sampled, its viscosity could have dropped by several
degrees, compared to its initial breakout temperature. Unfortunately, the distance
at each site that the breakout travelled before being sampled was not measured in
the field; as a result, it is not possible to quantify the post-breakout temperature
drop. A range of post-breakout distances would potentially explain the observed
visual increase in viscosity with distance: for more distal sites, the tube may not be
so well established and insulated, and the breakout may have travelled further from
the tube prior to being sampled. Since a range of viscosities and strain rates can
produce the same lava morphology, it is not possible to uniquely identify viscosity
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Figure 6.15: Calculated melt (solid line) and bulk (dashed lines) viscosities. Site 3 is shown in dark
blue, site 4 is shown in pale blue, and site 6 is shown in red. The bulk viscosities are calculated
based on the two extremes of low and high capillarity bubbles (black dashed lines), and using
equation 6.8 for intermediate capillarities (grey dashed lines; Ca = 0.5, 1, 2, 4).
based on observations of morphology.
In order to calculate the bulk lava viscosity, the two suspended phases (crystals
and bubbles) must be considered. Unlike the experimental samples used in chapter
3, the lavas here clearly contain bubbles that are significantly larger than the crys-
tals. The appropriate form of the three-phase equation can therefore be formulated
by considering a bubble suspension in which the continuous medium is a particle
suspension, as discussed in section 3.5.3.3.
In order to determine which variant of the equation to use, it is also necessary
to calculate the capillary number appropriate for bubbles in this suspension. Using
equation 2.2, repeated here for convenience:
Ca =
µaγ˙
Γ
, (6.7)
where µ is the melt viscosity, a is the bubble radius, γ˙ is the strain rate, and Γ is the
surface tension. As shown in figure 6.15, all samples have µ 85-113 Pa s; from figure
6.5, typical bubble radii in the proximal samples are a≈ 1 mm; and Khitarov et al.
(1979) provides Γ≈ 0.1-0.4 N m−1. Lava toes were typically observed to be around
1 m wide and 10 cm tall, and advanced at around 10 cm s−1: strain rates were likely
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to be in the range γ˙≈ 0.1 − 1 s−1. Using these values, the capillary number of an
average sized bubble in these lavas is likely to have been in the range 0.01 to 0.61.
This implies that while smaller than average bubbles are likely to have been in
the low capillarity regime, larger than average bubbles may have reached the high
capillarity regime.
As such, equation 2.4 will be used as the bubble suspension component of the
appropriate three-phase relative viscosity equation:
ηr,∗ =
(
ηr,∞ +
ηr,0 − ηr,∞
1 +
(
6
5
Ca
)2
)(
1− φ
∗
p
φm
)−2
. (6.8)
where
ηr,0 = (1− φ∗b)−1 (6.9)
and ηr,∞ = (1− φ∗b)
5
3 . (6.10)
The relative viscosity values for the low and high capillarity limits (based on a three
phase viscosity in which the bubble suspension component is given by ηr,0 and ηr,∗
respectively) given by this equation are provided in table 6.5. Equation 6.8 can
be used to calculate the reference viscosity η∗ = µηr,∗, for various capillarities, as
plotted in figure 6.15.
Since a model for the flow index of suspensions in which bubbles are larger than
particles and in either capillarity regime does not exist, only the shear thinning
effect of the crystals will be accounted for here (using equation 2.14). The apparent
viscosity of the lava will therefore be given by:
η = η∗γ˙n−1, (6.11)
which is plotted in figure 6.16. It can be seen from this figure that the lava at the
most distal site (site 6) would have been in or close to the pa¯hoehoe-‘a‘a¯ transition,
no matter what capillarity regime the bubbles were in. However, the more proximal
sites (sites 3 and 4) show a much wider range of viscosities, depending on the strain
rate. This is because the bubble fraction is much larger in these samples, and so the
difference between low and high capillarity is much more significant.
In the samples, a range of bubble sizes are present - the bubbles are not all
1 mm radius, as assumed in the calculations for figure 6.16. Larger bubbles will
enter the high capillarity regime at lower strain rates, leading to the decrease in
viscosity occuring at lower strain rates. Similarly, smaller bubbles will enter the
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Figure 6.16: Diagram showing the relationship between strain rate, lava viscosity, and lava flow
morphology, after Hon et al. (2003). The shaded region indicates the transition zone between
pa¯hoehoe and ‘a‘a¯; the pa¯hoehoe field is found at low viscosities and strain rates; the ‘a‘a¯ field
is found at high viscosities and strain rates. Site 3 is shown in dark blue, site 4 is shown in pale
blue, and site 6 is shown in red. Strain rate-viscosity relationship is calculated for typical bubbles
of 1 mm radius, and a surface tension of 0.2 N m−1 (within the range found by (Khitarov et al.,
1979)).
high capillarity regime at higher strain rates.
In the field it was observed that the lava at site 3 appeared to be considerably
less viscous than the lava at site 4. From figure 6.16, this implies that the bubbles
(at site 3, at least) are likely to have been in the high capillarity regime, such
that the viscosity would have been lower than at site 4, even for the strain rates
observed (0.1-1 s−1). In order for the bubbles to have been dominated by high
capillarity behaviour, the bubble sizes would have had to be slightly larger than
those estimated from the SEM images in figure 6.5. This could be the case if either
the bubbles imaged were not representative of the flowing lava, or if a smaller number
of large bubbles controlled the overall capillarity of the suspension.
There are a large number of factors that influenced the viscosity of the Pa¯hoa
lava. Figure 6.17 shows how these break down. If the bubbles were in the low
capillarity regime, it can be seen that the loss of low capillarity bubbles reduces the
viscosity down flow. This reduction would be just overcome by the growth of crystals
and increase in melt viscosity, leading to the overall slight increase in viscosity
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Figure 6.17: Influence of different factors on viscosity. Each factor is normalized to 1 at site 3. The
increase in melt viscosity is smaller than the changes in the other factors. Crystallization leads
to a large increase in viscosity, while loss of bubbles may decrease viscosity (for high capillarity
bubbles) or increase viscosity (for low capillarity bubbles). Site 3 is shown in dark blue, site 4 is
shown in pale blue, and site 6 is shown in red. The errors shown are based on propagation of errors
on measured values.
shown for the low capillarity extreme in figure 6.15. If the bubbles were in the
high capillarity regime, on the other hand, loss of these bubbles would significantly
increase the viscosity down flow. This increase is greater than the increases due
to crystal growth and melt viscosity increase, and leads to the even larger change
in viscosity seen in the high capillarity extreme in figure 6.15. In this case, the
transition to higher viscosities is driven more by outgassing than by crystallization
or degassing.
6.6 Conclusions
Observations and samples from active lava flows on Hawai‘i have been used to con-
strain the factors that influence lava rheology. Measurements of the mass of dissolved
volatile phases (H2O, S, Cl, F) were used to calculate the viscosity of the basaltic
melt. Crystal size distribution and aspect ratio measurements, along with bubble
fractions — and capillarity — were used to calculate the influence of the suspended
phases on viscosity.
134
6.6. Conclusions
The FTIR measurements indicate that water degassed at or near the vent, so
that the dissolved water content reached atmospheric saturation levels very rapidly.
The bulk water content remained the same throughout the flow, although water
became concentrated in the melt due to crystallization; this was possible due to
the slight increase in solubility during cooling. Dissolved water content is a strong
control on melt viscosity, and the slight increase in dissolved water in the melt
was accounted for in the viscosity calculations. Slower diffusing volatiles (e.g. F,
Cl, S) took longer to reach equilibrium, and TGA measurements show that their
mass decreased with distance from the vent. The mass of each species could not be
determined from the TGA measurements, so the mass of S (which has an effect on
viscosity) was estimated based on the proportions measured in other Hawaiian lavas.
Undercooling caused by volatile exsolution at the vent, combined with temperature
reduction with distance from the vent, led to crystallization as the lava flowed away
from the vent.
The combination of changing volatile contents, decreasing bubble fraction, and
increasing crystallinity caused an order of magnitude increase in viscosity in this
lava from vent to flow tip. The relationship between strain rate and viscosity can be
calculated using equations for the viscosity (from chapter 3) and flow index (equation
2.14), and compared to the expected pa¯hoehoe and ‘a‘a¯ fields (figure 6.16). Both the
low and high capillarity regimes predict an increase in viscosity from the proximal
sites (sites 3 and 4) to the distal site (6). This explains why the lava transitioned
from smooth, fluidal pa¯hoehoe near the vent, to a more gnarly, pasty pa¯hoehoe at
greater distances.
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Chapter 7
Synthesis and conclusions
7.1 The importance of rheology in the volcanic
system
Using the experimental results presented in chapters 3 and 4, this thesis has demon-
strated how three-phase rheology affects the volcanic system through three case
studies (in chapters 4, 5 and 6, and indicated on figure 7.1). There are many other
parts of the volcanic system in which multi-phase rheology is important however.
Beginning with a fresh intrusion into a crystallizing magma reservoir and ending
with lava flowing on the surface, this discussion will serve as a synthesis of the
topics considered in the thesis and put them into context.
7.1.1 In the magma reservoir
There is extensive evidence that magma reservoirs are built up over time by repeated
injections of magma (Coleman et al., 2004). Commonly, this recharge magma is
more volatile-rich (less degassed), and less crystalline than the reservoir into which
it is intruded (Huppert et al., 1982; Bouvet De Maisonneuve et al., 2013; Myers
et al., 2014). In some cases, there is evidence that the magmas mixed completely
prior to eruption (e.g. Kent et al., 2010). In others, enclaves of one are included as
xenoliths in the other (e.g. Eichelberger, 1980; Barclay et al., 2010). There are also
different scales on which mixing and mingling occurs — for example, two magmas
may exchange phenocrysts, but not become homogenised on a microscopic scale. The
degree to which mixing between the two magmas occurs depends strongly on the
viscosity contrast between them (Campbell and Turner, 1985; Blake and Campbell,
1986; Blake and Ivey, 1986). In addition, the ability of a magma reservoir to convect
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Figure 7.1: Schematic sketch — not to scale — of a volcanic system, showing the locations and
processes investigated in this thesis in which rheology plays a key role.
(an efficient way of mixing magmas) depends on viscosity.
The link between plutons and large volcanic eruptions has been disputed in the
literature (Bachmann et al., 2007; Mills and Coleman, 2013). Some plutons are
thought to represent magma that stalled in the crust and never erupted (as in the
examples presented in sections 4.5.4 and 4.5.5); other plutons are thought to be
the residual mush left behind when more mobile portions of the reservoir erupted
(Lipman, 2007; Gelman et al., 2014). In some cases, it is thought that the magma
reservoir may have been almost completely evacuated during an eruption, leaving
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no magma behind to form a pluton (Zimmerer and McIntosh, 2012). These different
scenarios will in part be controlled by the rheology of a crystallizing magma. If the
magma erupts before a significant fraction of crystals has formed — or if the magma
reservoir becomes segregated, with a crystal-free cap overlying a more crystalline
region — the viscosity may not be a limiting factor. On the other hand, if the
crystal fraction approaches the maximum packing fraction for that crystal shape, the
increasing viscosity and yield strength will prevent the magma from being eruptible
(shown by the red curves in figure 7.2). The case studies presented in chapter
4 demonstrate one mechanism through which a crystal-rich magma may become
mobile, through the growth of bubbles (shown by the blue curves in figure 7.2).
7.1.2 In the conduit
In order to ascend to the surface, a mobile magma must form a dyke or use an
existing conduit. During ascent, the magma will not experience a uniform strain-
rate and so the non-Newtonian rheology of a magma carrying suspended crystals
or bubbles must be considered. This will affect the flow velocity profile across
the conduit and consequently, the rate at which the bulk of the magma is able to
ascend, and potentially the fragmentation depth (as demonstrated by Llewellin et al.
(2002a); Llewellin and Manga (2005) for a bubble-bearing magma, and Caricchi et al.
(2007) for a crystal-bearing magma). Viscosity is a primary control on the ability of
bubbles to rise and coalesce, and for permability development (Klug and Cashman,
1996). Brittle fragmentation occurs when the magma crosses the glass transition
— and this depends on melt viscosity as well (Papale, 1999; Webb and Dingwell,
1990). Therefore many of the processes that dictate how a magma will erupt are
controlled by viscosity.
Throughout the ascent of the magma, conditions (e.g. pressure, temperature,
melt composition) will be changing. As a result, the magma may crystallize, volatiles
may exsolve, and bubbles may grow. All of these processes affect the rheology of the
magma, much as they were shown to affect the rheology of an evolving lava flow, in
chapter 6. Existing conduit flow models typically take into account crystallization
or bubble growth during ascent, but not both. Using the model presented in chap-
ter 3 for the rheology of three-phase suspensions, it should be straightforward to
incorporate the effects of both crystallization and bubble growth into such models.
Section 3.6.3 discussed the degree to which including bubbles in a viscosity model
affects the predicted rheology of a suspension: in the high strain rate environment
found along the margins of a conduit, the shear thinning effect created by bubbles
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becomes particularly important. In addition, increasing strain rates may cause a
transition to high bubble capillarity and further reduce the expected viscosities.
Neglecting one of the suspended phases present in the conduit could therefore have
implications for the results drawn from conduit flow models. Caricchi et al. (2007)
found, for example, that fragmentation may occur over 2 km closer to the surface
when shear thinning fluids are modelled instead of Newtonian fluids.
7.1.3 On the surface
If a magma erupts effusively, the morphology that it produces is strongly depen-
dent on its rheology, as discussed in chapters 5 and 6 (MacDonald, 1953; Peterson
and Tilling, 1980). The results of chapter 5 demonstrated that even at unusually
high crystal fractions lava could still flow fluidally, due to the presence of bubbles.
This has implications for inferences drawn from lavas: many authors assume that
pa¯hoehoe can only flow with a low crystal content (e.g. Lanzafame et al., 2013).
Clearly, this must be re-assessed, and the influence of bubbles must be accounted
for.
The study of Volca´n Llaima in chapter 5, and comparisons to other volcanoes in
section 5.4.2, suggested that eruption duration may be a key control on the ability
of a given volcanic field to build certain volcanic structures. Instead of covering
an extensive area, the 1780 eruption of Volca´n Llaima built 200 m high rootless
‘a‘a¯ mounds. This eruption is thought to have lasted 10 years, comparable to that
which built lava terraces at Mount Etna in 1614 (Guest et al., 1984). On the
other hand, similarly crystal-rich lavas at Volca´n Villarrica, 80 km south of Volca´n
Llaima, have historically only formed very short duration eruptions and lack any
sign of rootless edifice formation (Mike Dungan, pers. comm., 2016). It appears
that time and volume of magma produced, in addition to rheology, are controlling
factors on whether or not a rootless edifice may form.
In a less crystal-rich example, progress towards higher viscosity lava morphology
was controlled more by outgassing than crystallization in the Kı¯lauean lava analysed
in chapter 6. Here, a number of factors were found to control viscosity — including
bubble fraction, crystal fraction, crystal sizes, water content, melt composition,
and temperature — and the interplay between them was deemed to be complex.
By examining each component individually their contributions to changes in the
viscosity can be calculated, and the overall change in viscosity can be predicted.
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7.2 Conclusions
This thesis has filled an important gap in knowledge by providing a constitutive
equation for calculating the rheology of three-phase suspensions. Although the
equation is only validated for low capillarity bubbles and a total suspended frac-
tion less than 0.5, the theoretical framework used to derive the model allows for a
number of plausible extensions makes it widely applicable to natural magmas.
Using this framework for calculating three-phase rheology, three applications
to volcanic processes have demonstrated how important it is to include the effects
of bubbles on rheology in addition to the effects of particles. In particular, the
exsolution of volatiles and/or expansion of bubbles lead to rheological changes that
may explain why some highly crystal-rich mushes are able to erupt, and how some
crystal-rich magmas are able to flow as pa¯hoehoe. Tracking the evolution of various
lava properties is also shown to be vitally important for assessing how lava flows are
likely to change with distance from the vent, and throughout an eruption.
In summary, this thesis has:
1. provided a framework for calculating the viscosity of a three-phase suspension,
2. experimentally validated this three-phase viscosity equation for suspensions at
low bubble capillarity, where the bubbles are smaller than the particles,
3. demonstrated how the growth of bubbles in a particle-rich suspension can lead
to flow,
4. shown that an immobile crystal mush could become mobile through the growth
of bubbles,
5. described unusual morphologies in crystal-rich lava at Volca´n Llaima, and
explained how their formation was controlled by their rheology, and
6. examined how changes in lava properties during flow can lead to changes in
viscosity, and therefore morphology.
7.3 Future directions
One limitation of the experiments in chapter 3 is that they cover a limited range
of the possible bubble and crystal fractions. The ternary diagram in figure 7.3
shows the range of possible bubble, crystal, and fluid fractions, and the range that
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has been covered by experiments. The three-phase rheology equations are found to
be valid for total suspended fractions less than 0.5 (shown by green line in figure
7.3), and the highest bubble fraction investigated is 0.3. The limitation on bubble
fraction is experimental: it is easy to produce suspensions with a low bubble fraction,
or foams with a high bubble fraction (shown in blue in figure 7.3), which behave
quite differently to low volume fraction suspensions, but there is a range of bubble
fractions in between which are difficult to produce. As such, these bubble fractions
have not been investigated in detail before. The cut-off for the model, at suspended
fraction less than 0.5, is likely due to microscopic interactions between bubbles
and particles. The three-phase equations treat the bubble and crystal fractions in
isolation. While this is justifiable for low volume fractions, at higher fractions it is
implausible that the phases exist without interactions. An improved understanding
of these interactions may lead to an extra term in the equations, which depends on
some combination of the bubble and crystal fractions.
In section 3.5.3, a number of extensions to the three-phase model were proposed
but not experimentally validated. These include suspensions involving non-spherical
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particles; high capillarity bubbles; and bubbles which are larger than the particles.
Valuable future work would be to carry out systematic analogue experiments to test
each of these extensions, and demonstrate the range of values for which they are
applicable.
For example, throughout chapters 4 to 6, the model is applied to natural magmas
and lavas in which the particles are not spherical. However, although it is well
understood how to account for particle aspect ratio variations in two-phase (particle-
fluid) suspensions (Mueller et al., 2010, 2011), further experiments would be required
to validate use of the equation with three phases.
Similarly, the high capillarity version of the model is based on knowledge of the
viscosity of two-phase (bubble-fluid) suspensions (Llewellin and Manga, 2005). The
data used in chapter 3 include some measurements in which a minority of the bubble
population would be in the high capillarity regime, but these measurements are not
sufficient for an analysis similar to that carried out for low capillarity bubbles. A
further experimental campaign, using larger bubbles, more viscous fluids, or higher
strain-rates, would be needed to collect enough high capillarity data.
In section 3.5.2, an empirical relationship between flow index and bubble and
crystal fractions was found. The part of this relationship influenced by crystal frac-
tion was comparable to that found by Mueller et al. (2010), but the part influenced
by the bubble fraction has not previously been observed. Although this empirically
derived equation allows predictions of flow index to be made, it is not clear why
this form of equation is found. An improved understanding of the causes of shear
thinning in two-phase suspensions is probably required before the three-phase rela-
tionship can be understood. In addition, this equation is probably only valid for low
capillarity bubbles — and without an understanding of the fundamental processes
that cause the suspension to be shear thinning, a model for the flow index of a high
capillarity bubble suspension cannot be proposed. However, if further experiments
were carried out with high capillarity bubbles, another equation for the flow index
could be empirically derived.
The bulk of the research on suspensions assumes that they deform in a homoge-
neous manner. However, experiments on natural samples demonstrate that they do
not (Caricchi et al., 2007; Pistone et al., 2012). Experiments in general only allow
snap-shots of the system to be viewed — in the example of natural experiments, the
end product is commonly quenched and sectioned in order to view its internal struc-
ture. In situ measurements of deforming suspensions would be needed to quantify
the heterogeneity developed during flow.
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The rheology of three-phase
suspensions at low bubble
capillary number
J. M. Truby1, S. P. Mueller2, E. W. Llewellin1 and
H. M. Mader3
1Department of Earth Sciences, Durham University,
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55099 Mainz, Germany
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We develop a model for the rheology of a three-
phase suspension of bubbles and particles in a
Newtonian liquid undergoing steady flow. We adopt
an ‘effective-medium’ approach in which the bubbly
liquid is treated as a continuous medium which
suspends the particles. The resulting three-phase
model combines separate two-phase models for
bubble suspension rheology and particle suspension
rheology, which are taken from the literature. The
model is validated against new experimental data
for three-phase suspensions of bubbles and spherical
particles, collected in the low bubble capillary
number regime. Good agreement is found across
the experimental range of particle volume fraction
(0 ≤ φp . 0.5) and bubble volume fraction (0 ≤ φb .
0.3). Consistent with model predictions, experimental
results demonstrate that adding bubbles to a dilute
particle suspension at low capillarity increases its
viscosity, while adding bubbles to a concentrated
particle suspension decreases its viscosity. The model
accounts for particle anisometry and is easily
extended to account for variable capillarity, but has
not been experimentally validated for these cases.
1. Introduction
Multiphase suspensions of particles and/or bubbles
in a continuous liquid phase are common in nature
and industry; examples include magma, oil, concrete,
2014 The Authors. Published by the Royal Society under the terms of the
Creative Commons Attribution License http://creativecommons.org/licenses/
by/4.0/, which permits unrestricted use, provided the original author and
source are credited.
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foodstuffs, cosmetics, pharmaceuticals, biological fluids and nanofluids. Characterizing,
modelling and controlling the flow of these suspensions requires a constitutive rheological model,
encapsulating the viscosity of the suspension as a function of the properties of the suspending
liquid, the volume fraction and properties of the suspended phase(s), and the flow conditions.
The rheology of two-phase suspensions (bubbles-in-liquid or particles-in-liquid, where the
liquid is Newtonian) has been the subject of extensive experimental and theoretical research
for more than a century. In recent years, significant advances have been made and two-phase
constitutive equations are now available which have been validated against experimental data
for a wide range of conditions (see [1] for a recent review). By contrast, considerably less research
has been directed at understanding the rheology of three-phase suspensions (where bubbles
and particles are suspended in a liquid) primarily owing to the complexity of the problem.
Phan-Thien & Pham [2] present a theoretical treatment—discussed later in §3—which has been
applied in studies of multiphase magma (e.g. [3,4]), but has not been experimentally validated.
Experimental investigation of the rheology of three-phase suspensions appears to be confined to
studies of bubble- and crystal-bearing magmas (e.g. [4,5]); these experiments and materials are
complex and the resulting data are not well-suited to the validation of three-phase rheological
models. Constraining three-phase rheology therefore remains an important, yet outstanding,
problem in multiphase fluids research.
Here, we build on published two-phase constitutive equations to generate a three-phase
model, by using an ‘effective-medium’ method in which the bubble suspension is treated as a
continuous medium which suspends the particles; this carries the implicit assumption that the
bubbles are small compared with the particles. We validate the model against new experimental
data for three-phase suspensions of bubbles and spherical particles in the low-capillarity regime
(in which flow is steady and bubble deformation is small).
2. Rheology of two-phase suspensions
The rheology of a strictly Newtonian fluid is completely described by its viscosity μ. The viscosity
is the ratio of the deforming stress and associated strain-rate which, for rheometric flow, is given
by μ = τ/γ˙ = const., where τ is the shear stress and γ˙ is the shear strain-rate. When bubbles or
solid particles are added to a Newtonian liquid, the resulting suspension has non-Newtonian
rheology. In the simplest case, this means that the ratio of stress and strain-rate is a function of
strain-rate and is termed the apparent viscosity η = τ/γ˙ = f (γ˙ ). The viscosity of a suspension is
often reported as the relative viscosity ηr, which is the apparent viscosity of the suspension at
some strain-rate, normalized by the viscosity of the liquid phase
ηr = η
μ
. (2.1)
In the following subsections, we briefly review the constitutive equations for two-phase
suspensions that provide the building blocks for the three-phase rheological model presented
later in §3. The subscript ‘b’ refers to bubbles suspensions, the subscript ‘p’ refers to particle
suspensions.
(a) Bubble suspension rheology
When a bubble suspension flows, viscous stresses cause the bubbles to deform. If the flow
is ‘steady’ the bubbles reach an equilibrium deformation, which is described by the bubble
capillary number
Ca= λγ˙ , (2.2)
where λ is the bubble relaxation time [6–8]. The relaxation time describes the characteristic
timescale over which the bubble adjusts towards a new equilibrium deformation in response to a
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Figure 1. Normalized bubble suspension viscosity ηrb as a function of capillary number Ca for φb = 0.3 (solid line). Short-
dashed lines show the asymptotic values ofηrb at low and high capillary number. Long-dashed line shows the capillary number
thatwedefineas theupper limit of the low-capillarity region (Ca ≥ 0.248 forφb = 0.3);wediscard experimental data collected
above this value, in the shaded region, as discussed in §4c.
change in the strain environment; it is given by
λ = μa
Γ
, (2.3)
where a is the bubble’s equivalent spherical radius and Γ is the liquid–gas surface tension. The
flow is steady if the condition λ  γ˙ /γ¨ has been satisfied for time t λ [7].
For steady flow, the relative viscosity ηrb of a bubble suspension is given by Rust & Manga [8]
and Mader et al. [1]
ηrb ≡
ηb
μ
= ηr,∞ + ηr,0 − ηr,∞1 + ((6/5)Ca)2 , (2.4)
where ηb is the apparent viscosity of the bubble suspension, and ηr,0 and ηr,∞ are, respectively,
the relative viscosity of the bubble suspension at low and high Ca. For non-dilute suspensions ηr,0
and ηr,∞ are given by Llewellin & Manga [9] and Mader et al. [1]
ηr,0 = (1 − φb)−1 (2.5)
and
ηr,∞ = (1 − φb)5/3, (2.6)
where φb is the bubble volume fraction. These expressions, which reduce in the dilute limit
(as φb → 0) to the well-known theoretical models of Taylor [10] (ηr,0 = 1 + φb) and Mackenzie
[11] (ηr,∞ = 1 − 5φb/3), show that bubbles increase suspension viscosity at low Ca and decrease
suspension viscosity at high Ca. Equation (2.4) is plotted in figure 1, which demonstrates that
the transition between the asymptotic viscosity regions at low and high capillarity occurs over a
fairly narrow range of Ca, centred on Ca≈ 1. Consequently, equations (2.5) and (2.6) can be used
to calculate bubble suspension viscosity for all Ca, except over the narrow transitional region; we
define an approximate upper bound to the low Ca region later in §4c.
Equations (2.2)–(2.6) are relevant for monodisperse bubble suspensions at low and moderate
bubble volume fractions (φb . 0.5) [7]. Most bubble suspensions are polydisperse to some extent,
resulting in a range of bubble relaxation times; hence also a range of capillarities for a given
strain-rate. In this work, we restrict our analysis to suspensions in the low-capillarity limit, where
equation (2.5) is sufficient to describe the viscosity of a bubble suspension regardless of its bubble
size distribution. For the more general case of intermediate capillarity, a more sophisticated
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approach is required, in which the contribution of each bubble size fraction to the viscosity of
the bulk suspension is linearly superposed; this approach is described in detail in Mader et al.
[1]. Bubble suspensions are visco-elastic even when dilute, and elastic behaviour becomes more
pronounced as bubble volume fraction increases; visco-elastic rheology is neglected in this work
because elastic behaviour is not manifest in steady flow [7].
(b) Particle suspension rheology
Particle suspensions commonly show non-Newtonian behaviour when non-dilute, including
shear-thinning (e.g. [12]), shear-thickening (e.g. [13,14]) and non-zero normal stress differences
(e.g. [15,16]). When shear-thinning behaviour is observed, the rheology of a particle suspension is
often described using the model of Herschel & Bulkley [17]
τ = τ0 + Kγ˙ n, (2.7)
where τ0 is the yield stress, K is the consistency and n is the flow index (n< 1 when the suspension
is shear-thinning). The yield stress is non-zero only for highly concentrated suspensions, hence it
is often neglected, reducing equation (2.7) to a power-law [18]
ηp =Kγ˙ n−1, (2.8)
where ηp is the apparent viscosity of the suspension. Although in common usage (e.g. [4,19,20]),
this approach has the limitation that the consistency has fractional units of Pa sn and is therefore
not amenable to non-dimensionalization when n 
= 1; this issue is discussed in detail in Mader
et al. [1] and Mueller et al. [20]. In this work, we address this limitation by introducing a
characteristic timescale tc of a shear-thinning suspension, against which the strain-rate can be
non-dimensionalized, giving
ηp = η∗(tcγ˙ )n−1, (2.9)
where η∗ is a ‘reference viscosity’ of the suspension — i.e. the apparent viscosity at strain-rate
γ˙ = 1/tc. No satisfactory microphysical explanation for shear-thinning has yet been proposed for
suspensions of the sort considered in this work, in which the particles are not subject to Brownian
motion (high Peclet number), are strongly coupled to the flow (low Stokes number) and in which
inertial effects can be neglected (low particle Reynolds number) [19]. Consequently, there is no
physical model from which tc can be computed a priori. However, Mueller et al. [19,20] find
empirically that the theoretical model of Maron & Pierce [21]
η = μ
(
1 − φp
φm
)−2
(2.10)
accurately captures the rheology of diverse particle suspensions (with variable φ, μ and particle
aspect ratio) when the consistency is identified with the viscosity; i.e. under the assumption K≡ η.
This is equivalent to finding that the characteristic timescale tc = 1 s, and making the identity
η∗ ≡ η in equations (2.9) and (2.10). This allows us to link these two equations while maintaining
strict dimensional consistency, giving
ηr,∗ =
(
1 − φp
φm
)−2
, (2.11)
where we define ηr,∗ as the relative reference viscosity
ηr,∗ ≡ η∗
μ
. (2.12)
We propose that this approach is a useful improvement over that adopted by Mueller et al.
[19,20], Vona et al. [4] and Mader et al. [1], which included the pragmatic, but inexact, non-
dimensionalization Kr =K/μ. Numerically, the values of Kr and ηr,∗ are identical when tc = 1 s
(as is indicated empirically) so the results of those earlier studies can be transferred directly into
this new framework.
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The maximum packing fraction in equations (2.10) and (2.11) is a function of particle shape
and roughness; Mader et al. [1] give the following equation for φm:
φm = φm1 exp
[
− (log10 rp)
2
2b2
]
, (2.13)
where rp is the particle aspect ratio. For smooth particles φm1 = 0.66 and b= 1.08, and for rough
particles φm1 = 0.55 and b= 1.00; these values are empirically determined.
Mueller et al. [19] report that the flow index n for a particle suspension is a function of
the particle volume fraction φp and the particle aspect ratio. They present a purely empirical
relationship
n= 1 − 0.2rp
(
φp
φm
)4
, (2.14)
which is valid for φp/φm ≤ 0.8.
3. A model for the rheology of three-phase suspensions
Equation (2.11) gives the relative viscosity ηr,∗ of a suspension of particles in a liquid with
viscosity μ. If we suppose that the particles are instead suspended in a bubble suspension with
viscosity ηb (i.e. we treat the bubble suspension as an ‘effective medium’) we obtain
η∗
ηb
=
(
1 − φp
φm
)−2
. (3.1)
Treating the bubble suspension as the continuous phase carries the implicit assumption that
the bubbles should be small compared with the particles. At low bubble capillarity, from
equations (2.4) and (2.5), we have ηb = μ(1 − φb)−1; hence
ηr,∗ = (1 − φb)−1
(
1 − φp
φm
)−2
. (3.2)
At high bubble capillarity, equation (2.6) would take the place of equation (2.5); while for
intermediate capillarity, equation (2.4) would take its place, and polydispersity would have to
be explicitly accounted for (see §2a).
This effective medium method has been used elsewhere in rheological models. Of most
relevance, Phan-Thien & Pham [2] use the approach to derive an equation for the viscosity of
three-phase suspensions of bubbles and particles that is similar to the model we derive above,
but contains a different expression for the particle suspension contribution: (1 − φp)−5/2, which
they derive using a differential method. Although they do consider a maximum packing fraction
in some variants of their model, their implicit solutions reduce to exact equations only under
restrictive conditions, e.g. φp ∼ φm or φm = 1. Consequently, the treatment of the contribution of
the particles to the suspension rheology in our formulation is a significant improvement over that
of Phan-Thien & Pham [2].
(a) Defining volume fractions in three-phase suspensions
Particle volume fraction and gas volume fraction are unambiguously defined for two-phase
suspensions; however, care must be taken to define them appropriately for three-phase
suspensions. In our model formulation above, we treat the bubble suspension as the effective
medium, hence, the appropriate definitions are
φb =
Vb
Vl + Vb
(3.3)
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and
φp =
Vp
Vl + Vb + Vp
, (3.4)
where Vl, Vb and Vp are the respective volumes of the liquid, bubble and particle phases.
For many three-phase applications, we are interested in characterizing how the rheology of
a suspension of particles changes as bubbles are added to it (or, equivalently, as bubbles grow
within it). For example, a magma that contains solid crystals may be bubble-free at depth, but
become increasingly bubble-rich during ascent. In this case, it is more intuitive to define a particle
volume fraction and bubble volume fraction as follows:
φ∗b =
Vb
Vl + Vb + Vp
(3.5)
and
φ∗p =
Vp
Vl + Vp
. (3.6)
In this formulation, the particle volume fraction does not change from its initial value as bubbles
grow, and the bubble volume fraction reflects the value that would be measured by applying
Archimedes’ principle on the bulk sample. The different formulations for volume fractions are
simply related
φb =
φ∗b
1 − φ∗p(1 − φ∗b)
(3.7)
and
φp = φ∗p(1 − φ∗b), (3.8)
allowing the three-phase model (equation (3.2)) to be applied when it is φ∗b and φ
∗
p that are known.
In the following sections, we work with both of these definitions, since equations (3.3) and (3.4)
underpin the model formulation, while equations (3.5) and (3.6) are more natural for some
applications of the model, and aid physical insight. A further volume fraction of interest is the
fraction of the total volume that is made up of suspended bubbles and/or particles—the total
suspended fraction:
φs =
Vb + Vp
Vl + Vb + Vp
. (3.9)
4. Experiments
(a) Samples
Three-phase samples were prepared by adding spherical glass beads (Potters Ballotini; density
2448 kg m−3, size fraction 63–125µm) to a sugar syrup (Tate & Lyle Golden Syrup; density
1438 kg m−3 and surface tension 0.08 N m−1 [7]) and aerating with a domestic electric whisk.
The rheology of the pure syrup was determined individually for each sample batch and found
to be strictly Newtonian; measured viscosities were in the range 55.68 ≤ μ ≤ 61.69 Pa s at 20◦C
(presented later in data table 1). Particle volume fraction was controlled by adding a known
mass of beads to a known mass of syrup (typically equating to 100–150 ml) to prepare sample
suites of similar initial (bubble-free) particle volume fraction φp = 0.05, 0.1, 0.2, 0.3, 0.4 and
0.5. Bubble volume fraction was varied by adjusting the duration and speed of whisking, and
suspension temperature. Errors in particle volume fraction and bubble volume fraction are
±3% and ±5%, respectively.
Of the resulting three-phase suspension, about 60 ml was used for rheometric analysis, and a
small amount was imaged with a Zeiss SteREO V.8 stereomicroscope. With the remaining sample
material, the bubble volume fraction φ∗b was determined by measuring its weight and its volume
in a 100 ml measuring cylinder. The bubble size distribution of each sample was determined using
the image analysis software JMicroVision. A photomicrograph of a typical sample is presented in
figure 2, along with its bubble size distribution.
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Figure 2. Bubble size distribution for sample 3P-42 (φp = 0.42 and φb = 0.29). Histogram shows the fraction of the total
bubble volume in the sample represented in each volume bin. Solid line shows the cumulative fraction of the total bubble
volume. Dashed line is the volume-mean-radius 〈a〉 ∼ 37µm (see §4c). Inset shows photomicrograph of sample, in which
dark-rimmed spheres are bubbles, and glass beads are light and translucent. Scale bar, 500µm. (Online version in colour.)
(b) Rheometry
Rheometric data were collected using a ThermoScientific Haake MARS II rheometer with Z40DIN
concentric cylinder sensor geometry (rotor diameter 40.0 mm, cup diameter 43.4 mm, gap width
1.7 mm). A standard flow-curve determination consisted of a 20-step ‘up ramp’ of incrementally
increasing shear stress τ up to a maximum value of 500 Pa (‘controlled-stress mode’), followed by
a 20-step ‘down ramp’. At each stress step, the rheometer recorded the corresponding strain-rate
γ˙ once it had reached equilibrium flow conditions. To ensure equilibrium starting conditions for
each test, flow curve determinations were preceded by a 4 min, continuous 0–150–0 Pa stress ramp
as pre-shear treatment (following [19]). All experiments were performed at 20◦C; the precision of
the stress and strain-rate measurements is estimated at ±2%.
The densities of the particles and the suspending liquid are not well-matched in our
experiments so settling must be considered; similarly, the bubbles are prone to buoyant rise
(‘creaming’). The concentric cylinder sensor geometry was chosen because it is relatively
insensitive to effects of settling and creaming compared with, say, a parallel plate geometry,
because particles and bubbles move vertically past the sensor, rather than accumulating in a
layer against it. From Stokes’ law, we can compute that the time required for an isolated particle
or bubble in a dilute suspension to fall or rise the full length of the sensor is more than 120 h
for the largest particle and around 1.5 h for the largest bubble; for a concentrated suspension,
it is much longer because settling and creaming are hindered. Since total runtimes for our
rheometric experiments are much shorter for each sample (the mean experiment duration was
5 min, maximum 12 min), the development of spatial gradients in the particle and bubble volume
fractions is considered negligible.
(c) Data analysis
Our rheometric experiments yield flow curves of applied shear stress τ against resultant shear
strain-rate γ˙ ; an example is shown in figure 3. For some samples, the highest experimental
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Figure 3. Flow curve of shear stressτ against shear strain-rate γ˙ for sample 3P-30withφb = 0.30 andφp = 0.04. Datapoints
are collected during both the up-ramp and down-ramp (§4b). Datapoints are discarded (shaded region) for Ca′ (defined in
§4c) greater than the upper bound of the low-capillarity region, defined according to equation (4.2); for φb = 0.30, this is
Ca′ ≥ 0.248. Solid line is the best fit of equation (4.3) to the remaining datapoints, giving ηr,∗ = 1.74 and n = 0.89; dashed
line is the fit extended into the discarded region. (Online version in colour.)
strain-rates are sufficient that the bubbles cannot be assumed to be in the low-capillarity regime.
We filter data to remove these datapoints by calculating an upper bound on the low-capillarity
region for each sample as follows. For three-phase suspensions, the effective strain-rate in the
bubbly effective medium γ˙ ′ is higher than the bulk strain-rate γ˙ , because the solid particles
cannot accommodate strain through internal shearing. The effective strain-rate is approximately
given by γ˙ ′ = γ˙ /(1 − φp/φm); this is a conservative estimate because it does not account for the
accommodation of shear strain through solid-body rotation of the particles. A typical bubble
radius for each sample may be calculated as the volume-mean-radius 〈a〉 =∑ a4/∑ a3 where
summation is over all measured bubbles in that sample (following [1]). We adopt the more
conservative criterion of calculating the capillary number using the radius of the largest bubble
measured amax. Putting these values into equations (2.2) and (2.3), we obtain an equation for the
effective capillary number: Ca′ = μamaxγ˙ ′/Γ . We define the low-capillarity region on the basis of
the mismatch between the viscosity calculated from equation (2.5) (the low-capillarity asymptotic
viscosity), and from equation (2.4) (which is valid for all capillary numbers). We set the upper
bound of the low-capillarity region as the value of Ca′ for which the mismatch reaches 5%; i.e. for
low capillarity
ηr,0 − ηrb
ηr,0
< 5% (4.1)
or equivalently, from equation (2.4)
Ca′ <
√
5
144(0.95 − (1 − φb)8/3)
. (4.2)
The 5% threshold is chosen to be in line with experimental error. After filtering, all flow
curves comprise at least 15 datapoints. Based on this conservative criterion, the discrepancy
(equation (4.1)) for a bubble with volume-mean-radius is never greater than 1%.
 on December 1, 2014http://rspa.royalsocietypublishing.org/Downloaded from 
A.1. Truby et al. (2015), in Proceedings of the Royal Society A
168
9rspa.royalsocietypublishing.org
Proc.R.Soc.A471:20140557
...................................................
0
0.05
0.10
0.15
0.20
0.25
0.30
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
1
10
102
bu
bb
le
v
o
lu
m
e
fra
ct
io
n 
f b
particle volume fraction fp
re
la
tiv
e
v
isc
os
ity
 h
r,
*
Figure4. Relative viscosityηr,∗ against particle volume fractionφp for three-phase suspensions; circles are shadedaccording to
bubble volume fractionφb. Solid curve is the best fit of the Maron–Pierce equation (2.11) to data from bubble-free suspensions
(φb = 0, dark circles), giving φm = 0.593 ± 0.018. Shaded area shows the region where φ > φm. Dashed curves show
the 95% confidence limits for φm based on the potential error in the data fitting technique, as presented in the electronic
supplementary material. Error bars (1σ ) are shown when larger than the data points. (Online version in colour.)
We determine the yield stress τ0, consistency K and flow index n for each sample by fitting
the Herschel–Bulkley model (equation (2.7)) to each filtered flow curve (figure 3) and determine
errors using the bootstrapping method presented in the electronic supplementary material. For
all samples, the yield stress is found to be either small and negative (which is unphysical) or
positive, but within 2σ error of zero; hence, yield stress can be neglected and equation (2.7) can be
expressed as the simple power law relationship given in equation (2.9). This is consistent with the
experimental results of Mueller et al. [19], who found that yield stress is negligible for φp/φm . 0.8.
This allows us to fit for η∗ and n in log-space using the relationship
log τ = log η∗ + n log tcγ˙ , (4.3)
which avoids biasing the fit to large values of τ and γ˙ . As discussed in §2b, we assume tc = 1 s,
based on previous experimental work [19,20]. The reference viscosity η∗ that we determine
is normalized by the viscosity of the syrup μ to give the relative reference viscosity ηr,∗
(equation (2.12)), hereafter referred to as the relative viscosity.
5. Results
Experimental data are presented in table 1. Results for relative viscosity are presented in figure 4,
which plots ηr,∗(φp), with datapoints coloured according to φb. Similarly, experimental results
for the flow index are presented in figure 5, which plots n(φp), with datapoints coloured
according to φb.
It is useful at this stage to confirm that the data for the two-phase end members (bubble-
free particle suspension and particle-free bubble suspension) adhere to the relevant two-phase
constitutive equations. The solid curve in figure 4 represents the best fit of equation (2.11) (in
which the only free parameter is φm) to data for bubble-free particle suspensions (φb = 0). We
find an excellent fit for φm = 0.593, with R2 = 1.00; this value of the maximum packing fraction
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Figure 5. Flow index n against particle volume fractionφp for three-phase suspensions; circles are shaded according to bubble
volume fractionφb. Error bars (1σ ) are shown when larger than the data points. (Online version in colour.)
is slightly lower than the value of φm = 0.633 quoted by Mueller et al. [19,20] for suspensions
of monodisperse spheres, but we note that the 2σ errors of the two estimates overlap. Both of
these values are lower than the value of φm = 0.66 calculated from equation (2.13) with rp = 1. We
propose that equation (2.13) overestimates φm for nearly spherical particles because it is based
on a fit to data that assumes a Gaussian relationship between φm and rp. Studies of non-sheared
particle packs have reported that the maximum packing fraction is actually highest for slightly
non-spherical aspect ratios [22,23]; consequently, the φm(rp) curve dips around rp = 1 leading to
the overestimate given by equation (2.13).
Figure 6 plots two-phase data for the relative viscosity of particle-free bubble suspensions,
i.e. ηr,∗(φb) with φp = 0. The solid curve is equation (2.5), which gives a good fit to data, with
R2 = 0.87. Figures 4 and 6, therefore, demonstrate the validity of the two-phase constitutive
models (equations (2.5) and (2.11)) on which we build our three-phase model.
6. Discussion
(a) Reference viscosity
In figure 4, all suspensions that contain bubbles have a higher reference viscosity than a two-
phase particle suspension with the same particle volume fraction. Conceptually, this is equivalent
to saying that, for a given particle suspension, the viscosity increases if some of the suspending
liquid is replaced with bubbles. This is intuitive, because bubbles in the low-capillarity regime
increase suspension viscosity.
Recasting our data in terms of φ∗b and φ
∗
p yields figure 7. It is evident from this plot that the
effect of adding bubbles to a particle suspension (or growing bubbles in a particle suspension)
depends upon the initial particle volume fraction φ∗p. For dilute particle suspensions (φ∗p . 0.25),
adding bubbles increases the suspension viscosity; whereas, for more concentrated particle
suspensions (φ∗p & 0.25), adding bubbles decreases suspension viscosity.
These relationships are more clearly demonstrated by figure 8. The plot shows that the
rheology of a particle suspension becomes increasingly sensitive to the addition of a small volume
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Figure 6. Relative viscosityηr,∗ against bubble volume fractionφb for particle-free (two-phase) bubble suspensions. The solid
curve is equation (2.5). Error bars (1σ ) are shown when larger than the data points. (Online version in colour.)
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Figure 7. Three phase data from figure 4 recast in terms ofφ∗b andφ
∗
p . Solid lines are the three-phase model (equation (3.2))
contoured inφ∗b . Error bars (1σ ) are shown when larger than the data points. (Online version in colour.)
fraction of bubbles as its particle volume fraction approaches the maximum packing fraction. The
physical explanation for this behaviour is straightforward and relies on two competing processes.
As discussed above, the addition of low-capillarity (i.e. spherical) bubbles to a fluid increases its
viscosity. For dilute particle suspensions, this is the dominant trend, hence our data show an
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Figure 8. Relative viscosity ηr,∗ against φ∗b . Datapoints are shaded according to φ
∗
p /φm. Solid curves are the three-phase
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Figure 9. Comparison between ηr,∗ predicted by the model (equation (3.2)) and ηr,∗ calculated from experimental data,
against (a) φ∗p /φm, shaded for φ
∗
b , and (b) φ
∗
b , shaded for φ
∗
p /φm. Error bars (1σ ) are shown when larger than the data
points. The solid line indicates a perfect match between model and data; the dashed and dotted lines, respectively, indicate
±10% and±20% discrepancy. (Online version in colour.)
increase in reference viscosity with increasing bubble content for φ∗p . 0.25. Opposing this is a
‘dilution’ effect, in which the addition of bubbles to a suspension of particles moves the particles
further apart; this decreases the particle volume fraction φp, reduces the impact that particle–
particle interactions have on suspension rheology and reduces suspension viscosity. This process
dominates for concentrated particle suspensions; indeed, because the Maron–Pierce relationship
is a power law, the higher the initial particle volume fraction, the greater the impact the same
dilution with bubbles will have.
It is also clear from these figures that the data agree well with the three-phase model that
we propose (equation (3.2)). The model predicts the relative viscosity to within ±20% for all but
two of the samples, and within ±10% for the majority (figure 9). Furthermore, there is no strong
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Figure 10. Flow index n against (a) φ∗b , shaded according to φ
∗
p /φm, and (b) φ
∗
p /φm, shaded according to φ
∗
b . Error bars
(1σ ) are shownwhen larger than the data points. (a) The solid line shows the linear relationship between n andφ∗b forφ
∗
p = 0
(equation (6.1)). (b) The curves, contoured according toφ∗b , plot equation (6.2); curves are solid over the rangeof particle volume
fractions for which the total suspended fractionφs < 0.5, and are dotted outside this range. (Online version in colour.)
systematic trend relating the discrepancy to either φ∗b or φ
∗
p. We note that the close agreement
between model and data is found despite the fact that some samples violate the model assumption
that bubbles are small compared with particles (§3). In all samples, the majority (by number) of the
bubbles are smaller than the particles and so it makes sense to choose the bubble suspension as the
effective medium. However, the average bubble radius is between 0.20 and 0.97 times the average
particle radius and the bubble volume-mean-radius (§4c) is between 0.57 and 2.4 times the particle
volume-mean-radius indicating that the ‘typical’ bubble in many samples is comparable in size
to the particles.
The largest discrepancy between our model and data occurs when both φ∗p and φ∗b are large:
our model tends to underpredict the reference viscosity in such samples. This discrepancy is
probably caused by bubble–particle interactions, which are not captured in our simple approach
of combining two-phase equations. Further work is needed to formulate a model that captures
such interactions.
For a given bubble and particle volume fraction, it is useful to know whether the addition
of further bubbles (or the growth of existing bubbles) will result in an increase or decrease in
viscosity. An analysis of this scenario is presented in the electronic supplementary material.
(b) Flow index
Reference viscosity provides only a partial description of the rheology of a shear-thinning
suspension; for a practical rheological model, the flow index n is also required (equation (2.9)).
Figure 10 re-presents the flow index data shown in figure 5, plotting them against φ∗b and φ
∗
p/φm.
Figure 10a shows clearly that shear thinning is observed for all suspensions, even those
containing only bubbles. Our data indicate a linear relationship between n and φb for particle-free
suspensions, in the low-capillarity regime, such that shear thinning becomes more pronounced
as bubble volume fraction increases:
n= 1 − 0.334φb. (6.1)
(Note that φb = φ∗b when φp = 0.) Bubble suspensions are known to be strongly shear thinning
in the range 0.1. Ca. 10 but, at lower and higher capillary number, current models predict
that shear thinning is negligible (see figure 1 and §2a), which makes this result surprising. One
potential explanation is that, despite our data filtering methodology (§4c), there are a small
number of very large bubbles in the samples, larger than those measured in our sample images,
which have a correspondingly long relaxation time and, as a consequence, have a capillary
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Figure 11. Comparison between n predicted by the model (equation (6.2)) and n calculated from experimental data, against
(a)φ∗b , shaded forφ
∗
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∗
p /φm, shaded forφ
∗
b . Error bars (1σ ) are shown when larger than the data points. The
solid line indicates a perfect match between model and data; the dashed and dotted lines, respectively, indicate±10% and
±20% discrepancy. (Online version in colour.)
number in the transitional regime. An alternative explanation is that the current model for bubble
suspension rheology (equation (2.4)) is inadequate for non-dilute suspensions. That model can be
derived from the theoretical treatment of Frankel & Acrivos [24] and Llewellin et al. [25], which
is analytically exact in the limit of a dilute suspension (in which bubble–bubble interactions can
be neglected) and in the limit of small bubble deformations. It is possible that bubble–bubble
interactions in non-dilute samples act to introduce shear thinning—this would be consistent with
our finding that shear thinning becomes more pronounced as bubble volume fraction increases.
Further experimental work would be required to underpin a more detailed investigation of
this phenomenon.
Superimposed on the decrease in flow index due to increasing bubble volume fraction
is the effect of increasing particle volume fraction, shown most clearly in figure 10b. This
relationship is nonlinear and appears to follow the empirical model proposed by Mueller
et al. [19] (equation (2.14) with rp = 1 for spherical particles). For bubble-free suspensions—
comparable to those investigated by Mueller—there is excellent agreement between data and
model for φp/φm < 0.8, which is consistent with the limits of applicability given by Mueller
et al. [19].
The combined effect of bubbles and particles on the flow index appears to be a simple
superposition of these two effects: the flow index of a pure fluid is 1 and is reduced by some
amount dependent on bubble volume fraction, and again by some amount dependent on particle
volume fraction. Consequently, we propose the following purely empirical model for flow index
for suspensions of spherical particles:
n= 1 − 0.2
(
φp
φm
)4
− 0.334φb. (6.2)
Curves of this model for various bubble volume fractions are shown in figure 10b and indicate
that the model is valid for all samples with a total suspended fraction φs . 0.5 (figure 11). The
model agrees with the data to within ±5% for all samples below this cut-off. Note that this cut-off
is drawn empirically from our data and has no theoretical basis.
For suspensions of non-spherical particles, the aspect ratio may be included in equation (6.2)
in a manner analogous to equation (2.14). However, further experiments would be required to
validate this extension.
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7. Conclusion
Our results demonstrate that the proposed three-phase rheological model (equation (3.2)) based
on an effective medium approach is in close agreement with experimental data over the full range
0 ≤ φ∗b . 0.3 and 0 ≤ φ∗p/φm . 0.85 investigated. Our preliminary experiments involve spherical
particles and steady flow in the low capillarity regime; hence, the model’s validity is only
demonstrated subject to these restrictions. The model’s applicability is, however, potentially much
broader (though extensions to the model require further experimental validation).
Mueller et al. [20] demonstrate that the Maron–Pierce relationship (equation (2.11)) is valid
for suspensions of non-spherical particles when φm is calculated as a function of particle shape
(equation (2.13)). Adopting this methodology for equation (3.2) broadens its applicability to
natural systems, in which particles are rarely spherical.
The low-capillarity assumption can also be relaxed. Substituting equation (2.6) for
equation (2.5) in the formulation of equation (3.2) yields a three-phase model suitable for high-
capillarity flows. This version of the model predicts that the addition of bubbles will always
reduce the reference viscosity of a three-phase suspension, even when particle concentration is
low. At high particle concentrations, the reduction in viscosity is much more dramatic than in the
low capillarity case.
Relaxing the assumption of steady flow is more challenging because, while the rheology of
bubble suspensions in unsteady flow is well known [7,9], there is no adequate model for particle
suspensions in unsteady flow.
The model developed in this study assumes that bubbles are small compared with particles,
although the experimental data demonstrate that the model remains valid when bubbles and
particles are comparable in size. Further experiments are required, however, to determine the
rheology of suspensions in which bubbles are large compared with particles.
The proposed model for the flow index of three-phase suspensions (equation (6.2)) also
provides good agreement with experimental data for which φs . 0.5. Since this model is purely
empirical, the relationship between the coefficients found here and the physical properties of the
material is not clear: without a physical explanation for the occurrence of shear thinning in bubble
and particle suspensions, more work is still needed.
Data accessibility. The full rheological data can be found online at the Earth Science Academic Archive,
doi:10.5285/e729d509-a616-4787-bb41-44c1169685b6.
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Mobilizing magma mushes in the largest1
explosive volcanic eruptions2
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4
Abstract5
Magma crystallizes as it cools and degasses. Once its crystal content6
exceeds a critical value the crystals jam against one another, forming an7
immobile magma mush. Counterintuitively, many of the largest explosive8
volcanic eruptions involve magma that has a crystal content above the9
critical value. How is such a mush mobilized? We propose that the10
pervasive formation and growth of bubbles of magmatic gas pushes the11
crystals apart, unjamming the mush. We test our model using analogue12
suspensions, and demonstrate that the growth of bubbles alone is sufficient13
to mobilize an initially jammed particle suspension. Processes that have14
previously been proposed for mush mobilization include underplating by a15
recharge magma, decompression related to tectonic stresses, and seismic16
shaking, all of which may trigger bubble nucleation; consequently, our17
model provides a fundamental mechanism that reconciles previous models.18
We apply the model to the Fish Canyon Tuff (Colorado, USA) as a case19
study.20
1 Background21
Many of the largest known explosive volcanic eruptions involve magma that22
is extremely crystal-rich (table 1). In order to produce such large eruptions,23
significant volumes of magma must accumulate in the crust; however, seismic24
studies do not show evidence for large volumes of high melt-fraction magma25
beneath historically active volcanic systems5, despite being extremely sensitive26
to variations in melt fraction6. This implies that such systems spend a large27
proportion of their lifetimes with a high crystal fraction, or with only isolated28
pockets of melt7. This interpretation is supported by geochemical studies e.g.29
8;9;10;11, which show that, whilst it can take hundreds of thousands or millions30
of years to accumulate a large volume magma reservoir, the magma is melt-rich31
1
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Deposit [reference] Volume Crystallinity
Indian Peak
Volcanic Field1 <2000km3 40%a
Fish Canyon Tuff,
San Juan Volcanic Field2 >5000km3 45%a
Lund Tuff,
Great Basin3 >3000km3 >40%a
Cerro Galan,
NW Argentina4 >1200km3 40-55%b
Table 1: Volumes and crystallinities for a number of large explosive eruptions.
a Crystallinity on a whole rock basis; b crystallinity on a vesicle-free basis.
for only a small fraction of that time. The implication is that mush-like magma32
chambers must be capable of producing voluminous eruptions. This is difficult33
to reconcile with rheological models for crystal-rich magmas, which indicate that34
such mushes should be rheologically jammed.35
The viscosity of magma η increases with increasing crystal fraction φp, at first36
linearly12, then non-linearly as crystal–crystal interactions become increasingly37
important13;14. As the maximum packing fraction φm is approached the crystals38
begin to jam against one another, giving rise to a yield stress15. If the yield39
stress is greater than the stress driving deformation, the magma is immobile; we40
term this state ‘jammed’, and term the critical crystal fraction for jamming φcrit.41
When the maximum packing fraction φm is reached, viscous deformation can42
only be accommodated by crystal–melt segregation and crystal fracturing16;17;43
we term this state ‘locked’. Crystal fractions above φm require some degree44
of crystal intergrowth, which may cause the magma to develop a substantial45
mechanical strength.46
As a magma crystallizes, therefore, we expect to see an evolution in its47
rheology, from low viscosity and mobile, to an immobile crystal mush18. The48
conundrum posed by the deposits of the largest eruptions, such as the Fish49
Canyon Tuff, is that they often have phenocryst fractions close to, or above φm.50
Such magma reservoirs would be expected to remain immobile in the crust,51
eventually forming plutons. Indeed in many areas, both plutons and massive52
ignimbrites are present and, in some cases, a genetic link between pluton and53
ignimbrite has been proposed19.54
Explaining the mobilization of crystal-rich magma is therefore a significant55
and general problem in volcanology, and a number of models have been pro-56
posed. Some invoke external triggers, including tectonic controls20;21;22 and57
seismic shaking23. Others focus on evidence for intrusion and mixing of a58
hot, mafic, volatile-rich magma into the pre-existing, more-evolved reservoir e.g.59
24;25, and invoke ‘unzipping’ of the mush caused by intrusion of a vesiculating60
recharge magma26, or ‘sparging’ of gas through the mush, carrying heat from a61
recharge magma27;28. None, however, directly addresses the fundamental issue62
that the crystal fraction must be below φcrit before the magma can mobilize.63
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2 A new model for mobilizing magma mush64
We propose that a jammed or locked crystal mush may be effectively mobilized65
through the in situ growth of small bubbles. The fundamental mechanism is66
simple and intuitive: growth of bubbles pushes the crystals apart, reducing the67
bulk crystal fraction in the magma; when the crystal fraction falls below φcrit,68
the magma can flow. Experiments by Pistone et al. 29 using natural magmas69
show that the presence of bubbles in a crystal-rich magma strongly reduces its70
viscosity, supporting this conceptual model.71
We adopt the following definitions for crystal fraction φp = Vp/(Vl+Vb+Vp),72
and bubble fraction φb = Vb/(Vl+Vb), where Vp, Vl, and Vb are the volumes of the73
crystal (particle), liquid, and bubble phases respectively, in a control volume of74
magma30. In this formulation the crystal fraction decreases from its initial value75
φ∗p = Vp/(Vl+Vp) as bubbles nucleate and grow. For volcanological applications76
it is common to employ the bulk bubble fraction φ∗b = Vb/(Vl + Vb + Vp), which77
is the value that would be measured using Archimedes principle on the bulk78
sample; in this case the simple relationship φp = φ
∗
p(1 − φ∗b) describes how the79
crystal fraction decreases as the bubble fraction increases.80
A magma is jammed while φp ≥ φcrit. From the relationships given above,81
we can determine the minimum fraction of bubbles that must grow in order82
to mobilize a magma with a given initial crystal fraction and critical crystal83
fraction: φ∗b,min = 1− φcrit/φ∗p (figure 1). Note that a locked magma (φp ≥ φm)84
may also be mobilized via this mechanism, as long as the crystals are not strongly85
intergrown.86
The nucleation and growth of bubbles requires that the melt phase must be-87
come saturated in volatile species (typically H2O and CO2 are the most impor-88
tant). Nucleation and growth of bubbles is promoted by decompression, heating,89
or crystallization of anhydrous crystal phases in the magma reservoir. An ad-90
ditional consequence of bubble growth is that the bulk density of the magma91
decreases. The growth of bubbles, therefore, can both unjam the magma, and92
provide the buoyancy required to initiate its eruption.93
3 Experimental proof of concept94
We test our hypothesis — that a jammed suspension will become mobile when95
the fraction of bubbles grows to a value such that φp < φcrit — by performing96
rheometry on a three-phase, analogue suspension of air bubbles and spherical97
particles in a Newtonian liquid. The rheometry is performed under variable98
confining pressure, which allows us to vary the bubble fraction in a particle-99
rich suspension, mimicking bubble growth in a magma mush. We work with100
analogue materials so that the fundamental effect of changing bubble fraction101
can be isolated from inter-related processes — such as nucleation, exsolution,102
volatile-dependent melt viscosity, and crystallization — that operate in a magma103
mush.104
The experiments were run in a rotational rheometer fitted with a six-vane105
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sensor system (figure 2). A three-phase suspension with φ∗p = 0.6 and φ
∗
b = 0.1 at106
ambient pressure was pressurized to 4 bars, shrinking the bubbles by a factor of107
four and decreasing φ∗b commensurately. A constant shear stress was applied and108
the rate of deformation of the sample was recorded continually as the pressure109
was dropped, in steps, back to ambient. Details of experimental procedures are110
included in the online supplementary material: ‘Materials and methods’.111
3.1 Results and discussion112
Figure 3a plots the relative viscosity of the sample (ηr = η/µ, where η is the113
suspension viscosity and µ is the liquid viscosity) over time, for isobaric runs114
at pressures between 3.7 bars (φ∗b = 0.029) and 1 bar (φ
∗
b = 0.100). For the115
highest pressure shown, the viscosity of the sample increases dramatically over116
the course of the isobaric run (note logarithmic scale). Towards the end of117
this run, very small or negative rotation rates are observed, indicating that the118
sample viscosity is above the rheometer’s range. The same pattern is seen for119
the next highest pressure (3.5 bars, φ∗b = 0.031). Runs at 4.0 bar (φ
∗
b = 0.027)120
and 3.8 bar (φ∗b = 0.028) yield even higher viscosities, but these are not shown121
because of very large scatter, indicating viscosities above the rheometer’s range.122
By contrast, the viscosities for runs at 3.3 bars and lower tend towards finite123
values, indicating that the sample is flowing as a viscous liquid (although we124
note that the run at 3.3 bars may not have reached steady state). We conclude125
that the sample is jammed when the bubble fraction φ∗b ≤ 0.031, and mobile126
when φ∗b ≥ 0.033, giving φ∗b,min ≈ 0.032.127
The maximum packing fraction for a monodisperse suspension of smooth128
spheres is φm = 0.633
15, which is higher than the highest particle fraction129
(φp = 0.584) achieved in our experiments, at 4 bars pressure. The implication130
of our experimental observations is that φcrit < φm, as expected; in this case,131
the sample becomes mobile at φcrit ≈ 0.92φm.132
The viscosity drops considerably in response to the decompression at the133
end of each isobaric run. This is particularly noticeable for runs in which the134
sample was jammed at the end of the run — in these cases, the sample appears to135
mobilize briefly in response to the pressure drop, before jamming again. Figure136
3b shows the cumulative strain γ in the sample over time, for four isobaric runs:137
4.0 bars (φ∗b = 0.027); 3.7 bars (φ
∗
b = 0.029); 3.3 bars (φ
∗
b = 0.033); and 2.9 bars138
(φ∗b = 0.037). Each curve starts at γ = 0 at the time when the pressure reaches139
its new value following a pressure drop. The strain is approximated following140
Barnes and Carnali 31 . The plot for 4.0 bars demonstrates that the sample is141
essentially jammed throughout the run — the cumulative strain shows decaying142
oscillations around a small, fixed value of γ. When pressure is dropped to 3.7143
bars, the sample deforms slightly over 40–50 seconds, then stops deforming once144
a small strain (around 0.1) is reached. Our interpretation is that bubble growth145
resulting from the pressure drop pushes the jammed particles apart allowing146
some flow; after a small strain the particles come back into contact, jamming147
the suspension once again. At pressures of 3.3 and 2.9 bars, the strain does148
not reach a constant value; rather it tends towards constant strain rate (γ˙),149
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indicating viscous flow of a mobile suspension.150
For runs in which the viscosity approaches a fixed, finite value, the final151
measurement of the run is taken as an approximation to that value. These152
values are plotted in figure 3c, which demonstrates the transition from jammed153
to mobile as bubbles grow, and the subsequent reduction in viscosity observed154
with increasing bubble fraction.155
4 Mobilization of the Fish Canyon Tuff magma156
The Fish Canyon Tuff (FCT) is a well-studied example of a monotonous inter-157
mediate — a high-volume, crystal-rich dacite, produced by a massive explosive158
eruption. The pre-eruptive phenocryst content of the magma is estimated to159
have been around 55 vol.%27; i.e. φ∗p ≈ 0.55. The maximum packing fraction160
of crystals in the magma can be estimated using equation 49 in Mader et al. 32161
if the crystal aspect ratio rp is known. From photomicrographs of the FCT in162
Bachmann et al. 33 we estimate rp ≈ 2, giving φm = 0.53; since φ∗p > φm we163
expect the FCT magma to have been jammed in the magma reservoir.164
The pressure and temperature in the magma reservoir are estimated as165
100 MPa and 760◦C27, and the dissolved water content of the melt is estimated166
at 5 wt.%34. We calculate the melt density in the reservoir using the Matlab167
function created by Pering 35 , based on the work of Bottinga and Weill 36 , with168
major oxide composition taken from Bachmann et al. 33 . The molar density of169
exsolved H2O is calculated using the equations of state derived by Pitzer and170
Sterner 37 .171
This framework allows us to calculate the change in bubble fraction φ∗b pro-172
duced by the exsolution of a given wt.% of dissolved H2O, and the resultant173
change in φp. For example, for an initially bubble-free magma, exsolution of 1174
wt.% H2O (changing from 5 to 4 wt.% dissolved in the melt) produces a bubble175
fraction of φ∗b = 0.035, which gives a crystal fraction of φp = 0.531. Figure 4a176
shows how φ∗b , and φp vary with exsolution.177
The viscosity of the mobilized magma can be estimated using the constitutive178
law for three-phase rheology proposed by Truby et al. 30 :179
η∗ = µ (1− φb)−1
(
1− φp
φm
)−2
, (1)
where η∗ is the apparent viscosity of the suspension at a reference strain-rate180
of γ˙ = 1 s−1. This model assumes that bubbles are small compared with the181
crystals, and are in the low capillary number regime — i.e. strain-rate is small182
— which is appropriate for the scenario that we outline. Note also that Truby183
et al. 30 demonstrate validity of equation 1 only up to φp/φm ≈ 0.85; for more184
concentrated suspensions the equation tends to under-predict viscosity.185
The viscosity of the melt phase µ is a strong function of dissolved water con-186
tent. Using the model of Hess and Dingwell 38 we calculate the initial viscosity187
of the melt µ0 (at 5 wt.% H2O and 760
◦C) to be 1.5 x 105 Pa s. The variation188
in melt viscosity with exsolution is shown in figure 4b.189
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Combining equation 1 with the calculated melt viscosity, we can calculate the190
three-phase magma viscosity as a function of exsolved volatile content; we plot191
the relative viscosity of the three-phase magma, which we define as η∗,r = η∗/µ0,192
in figure 4b. The figure shows that magma remains jammed until 1.3 wt.% H2O193
has been exsolved; further exsolution causes the viscosity to fall sharply as the194
growing bubbles push the crystals apart, reducing the effective crystal fraction195
φp. Continued exsolution reduces the viscosity further until around 2.5 wt.%196
H2O has been exsolved; at this point, the increasing melt viscosity becomes the197
controlling factor, and the magma viscosity begins to rise again.198
5 Mobilization or pluton formation?199
Our analysis shows that the jammed FCT magma mush could have been mo-200
bilized by the exsolution of as little as 1.3 wt.% H2O, depending on how close201
φcrit is to φm. Exsolution depends on the development of a supersaturation in202
the melt, which could result from an increase in temperature or a decrease in203
pressure — both of which decrease water solubility in silicate melt — or by the204
growth of predominantly anhydrous crystal phases, which concentrates water in205
the residual melt. Whilst a magma mush may or may not experience a tem-206
perature increase or a pressure decrease during its lifetime, all cooling mushes207
experience crystallization. Nonetheless, the existence of plutons testifies that208
not all magma mushes are erupted, so what factors influence whether a mush is209
mobilized, or a pluton is formed?210
Pluton formation will result if the fraction of exsolved bubbles never reaches211
a value that is sufficient to push φp below φcrit. This situation would be favoured212
by multiple factors: low initial water content in the melt such that the quantity213
of exsolved gas is small; high-pressure in the magma reservoir such that the214
bubble fraction produced by exsolution of a given quantity of gas is small;215
crystallization of hydrous crystal phases; and highly anisometric crystals (i.e.216
rp  1 or rp  1) such that φm, and hence also φcrit, are low. Another factor217
that could mitigate against mobilization is the intergrowth of crystals prior to218
vesiculation, which could cause the formation of a framework with sufficient219
strength to prevent relative motion of the crystals as bubbles grow39.220
6 Conclusions221
In order for any highly crystalline mush to become mobile, its crystal fraction222
must first be reduced below a critical value, φcrit. Using experiments with223
analogue materials, we have shown that the growth of bubbles is sufficient to224
mobilize an initially jammed suspension. In the context of a natural case study225
— the eruption of the Fish Canyon Tuff — we have shown that the exsolution226
of 1.3 wt.% H2O is sufficient to make the magma eruptible.227
Our model is consistent with existing models of eruption triggers and pro-228
vides a unifying, underlying mechanism for magma mobilization. Previous mod-229
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els have suggested underplating by recharge magma, decompression related to230
changing tectonic stresses, and seismic shaking, as potential triggers for mo-231
bilization. Each of these mechanisms has the potential to induce vesiculation,232
either through heating (underplating), decompression (tectonic stress), or rar-233
efaction (seismic shaking). Furthermore, vesiculation may occur in the absence234
of external triggers, through second boiling. Our model postulates that it is235
the vesiculation event that mobilizes the magma, regardless of the trigger: the236
growth of bubbles pushes the crystals apart, decreasing the effective crystal237
fraction below a critical value. The bubbles also provide the buoyancy to drive238
the eruption of the unlocked magma.239
All magmas at depth contain dissolved volatiles and, at some point in their240
lifetime, the growth of bubbles — whether externally or internally triggered241
— may cause or assist mobilization. The model presented here provides the242
framework to determine whether, for a given magma composition and volatile243
content, a known pressure-temperature-time pathway would lead to bubble ex-244
solution, growth, and subsequent magma mobilization, or to viscous death and245
pluton formation.246
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Materials and methods372
The sample was prepared by adding a known mass of particles (in this case373
ballotini — spherical glass beads — with diameters 75−150µm) to a known mass374
of Newtonian silicone oil (with viscosity 59.84 Pa s at experimental temperature).375
The mixture was then aerated with an electric hand-whisk. The initial bubble-376
free particle fraction was calculated, using the ballotini and oil densities, to be377
φ∗p = 0.6000±0.0006. Similarly, the bubble fraction was calculated, from volume378
measurements pre- and post-aeration, to be φ∗b = 0.10± 0.03.379
The apparent viscosity η of the sample was measured using an Anton Paar380
MCR301 rheometer with pressure cell CC25/Pr150/ In/A1/SS. The sensor sys-381
tem was a purpose-made vane-spindle (six blades, 11.5 mm radius, 16 mm382
length) in a cylindrical cup (12.5 mm radius). Since the sensor system is of our383
own design, the conversion factors from torque to stress, and rotation rate to384
strain rate, cannot be calculated analytically (although approximations can be385
derived following Barnes and Carnali 31). Instead, the ratio of torque to rotation386
rate was calibrated for viscosity by performing flow curves of incrementally in-387
creasing then decreasing torque on two silicone oils with strictly Newtonian vis-388
cosities µ = 60.3 Pa s and µ = 816.7 Pa s, respectively. The pressure-dependence389
of the viscosity of the silicone oil was found to be very small: viscosity increased390
by around 4% as pressure increased by a factor of four. Throughout the experi-391
ment, temperature — measured by a thermocouple built into the sensor system392
— was maintained at 20.000± 0.003◦C and no shear heating was observed.393
In parallel with the rheometer was a transparent imaging cell, with internal394
geometry designed to parallel the rheometer sensor system, containing more395
of the same sample. This allowed us to image the sample and qualitatively396
observe volume changes as pressure changed. Some coalescence was observed,397
but no bubbles were seen to nucleate during the course of the experiment. The398
material in the imaging cell was not subjected to rheometric shearing during the399
experiments. The bubble fraction under pressure P was calculated, assuming400
the isothermal ideal gas law, as: φb = P0φ
∗
b0/(P (1 − φ∗b0) + P0φ∗b0), where φ∗b0401
is the bubble fraction at reference pressure P0. Experimental uncertainty in φ
∗
b402
is ±30%, but note that this is a systematic uncertainty — we expect random403
errors to be small.404
Once the sample was placed in the rheometer and imaging cell, the system405
was pressurized to 4 bars, using argon, and controlled with a pressure regulator.406
A constant shear stress was then imposed on the sample by setting the torque407
on the vane spindle to a value of 5 mN m throughout, and the rotation rate of408
the vane spindle was recorded by the rheometer every second. Every hundred409
seconds, the pressure was reduced manually by roughly 0.2 bars as rapidly as410
possible (typically over less than 10 seconds). This step duration was chosen to411
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be short enough that particles did not sink more than one particle radius during412
each step. This was repeated until ambient pressure was reached.413
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List of Figures414
1 Mobility regimes, dependent on bubble fraction and initial crystal415
fraction. For φp < φcrit the magma is mobile; this is the case416
when φ∗b > 1 − φcrit/φ∗p. For φp ≥ φm the magma is locked; for417
φcrit ≥ φp ≥ φm the magma is jammed. Bubble growth moves a418
magma in the direction of the arrow, and can mobilize a locked419
or jammed magma. If the crystals are strongly intergrown, then420
bubble nucleation or growth may be hindered and mobilization421
suppressed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14422
2 a) Sketch of rheometer internal geometry, showing cylindrical cup423
and vane spindle, inside pressurized cell. b) The ‘imaging cell’424
used to photograph samples held under the same pressure condi-425
tions as those in the opaque rheometer. c) The analogue sample426
at 2 bars, and d) at 1 bar, in the imaging cell. The bubbles427
are clearly visible, and a number have been tracked between im-428
ages: same bubble, same colour. The particles are very difficult429
to make out, tending to appear as faint arcs; those in a selected430
region in each figure are circled in grey. The scale bar is 500µm. 15431
3 a) The relative apparent viscosity of the sample at a given pres-432
sure and bubble fraction, plotted against time in the relevant433
isobaric run. b) The cumulative strain in an isobaric run, plotted434
against time, for four selected pressures. c) The asymptotic (long435
time) relative viscosity for each bubble fraction (pressure). Bub-436
ble fractions at which the suspension is immobile are indicated437
by the grey area. In all parts, the grey arrow indicates the effect438
of increasing bubble fraction through bubble growth. . . . . . . . 16439
4 a) Bubble fraction (φ∗b , blue solid) and normalised crystal fraction440
(φp/φm, red dashed) against exsolved H2O wt%. b) Melt (dashed441
line) and magma (solid line) viscosity against exsolved H2O con-442
tent, normalized to the initial melt viscosity. Vertical solid line443
shows the exsolved H2O wt% at which φp = φm; vertical dashed444
lines show the values at which φp = 0.9, 0.92, 0.96, 0.98φm. . . . 17445
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Figure 2: a) Sketch of rheometer internal geometry, showing cylindrical cup and
vane spindle, inside pressurized cell. b) The ‘imaging cell’ used to photograph
samples held under the same pressure conditions as those in the opaque rheome-
ter. c) The analogue sample at 2 bars, and d) at 1 bar, in the imaging cell. The
bubbles are clearly visible, and a number have been tracked between images:
same bubble, same colour. The particles are very difficult to make out, tending
to appear as faint arcs; those in a selected region in each figure are circled in
grey. The scale bar is 500µm.
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Abstract
Basaltic lavas with phenocryst contents >45 vol.% are rare. Lava viscosity increases dramatically with 
increasing crystallinity, so crystal-rich magma should flow quite differently from its more common 
crystal-poor counterpart. We describe lava morphologies found in the crystal-rich (49–53 vol.%) 1780
flow field on Volcán Llaima, Chile. Within the 1780 flow field, we find: well-developed `a`ā, with 
broad, leveed channels; well-developed pāhoehoe; slabby pāhoehoe with transitions to and from 
`a`ā; and a cluster of features that we have termed “rootless `a`ā mounds”, which we interpret to be 
higher viscosity analogues of rootless shields found on Kīlauea, Hawai'i, and comparable to 
megatumuli and terraces found on Mount Etna. While the lava flow features on Volcán Llaima are 
broadly comparable with more typical lava morphologies found, for example, on Hawai'i, there are 
significant differences, which we attribute to its higher viscosity. These features indicate that the 
erupted lava was very close to the pāhoehoe–`a`ā transition.
Keywords: lava morphology; lava rheology; pāhoehoe–`a`ā transition; crystal-rich lava; lava flow 
field; rootless shields
1 Introduction
Basaltic lava flows are conventionally divided into two categories according to their surface 
morphology. Pāhoehoe is characterized by smooth, often ropey surfaces, whereas `a`ā has a broken, 
clinkery surface (MacDonald, 1953). The lava flows produced by single eruptions – particularly long-
lived events – may switch repeatedly between the two morphologies in both time and space, 
producing a flow-field with complex and heterogeneous morphology (e.g. Jurado-Chichay and 
Rowland, 1995; Hon et al., 2003). Understanding the development of a flow-field is important 
because it influences the nature of lava transport from vent to flow front. Pāhoehoe flows typically 
develop insulated internal lava tubes that may deliver lava over long distances to a flow front that is 
usually broad and advances slowly; consequently such flows may persist for months or years (e.g. 
MacDonald, 1953; Swanson, 1973; Peterson et al., 1994; Cashman et al., 1999). By contrast, `a`ā 
flows tend to be fast-moving, spatially-focussed, and channelized, moving with a considerably higher 
volumetric flow rate (e.g. MacDonald, 1953; Pinkerton and Sparks, 1976; Rowland and Walker, 1990; 
Cashman et al., 1999).
The morphology of the surface produced by a flow is controlled by the rheology of the lava and by 
the strain-rate that it experiences at the time the surface is formed (MacDonald, 1953; Peterson and 
Tilling, 1980). At low viscosities and low strain-rates, lava surface crust remains coherent, favouring 
the development of pāhoehoe. At higher viscosities and higher strain-rates, the surface crust breaks 
under shear, forming clinkery `a`ā morphology. The surface morphology of a flow is, therefore, not 
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uniquely linked to the physical properties of the magma that formed it, and it is possible for the still-
fluid lava in the interior of a flow to go on to produce either surface type, regardless of its up-stream 
morphology (Jurado-Chichay and Rowland, 1995; Guest and Stofan, 2005). Pāhoehoe flows 
commonly transition to `a`ā if either strain rate or viscosity increases (MacDonald, 1953; Peterson 
and Tilling, 1980; Polacci and Papale, 1999; Sehlke et al., 2014). Strain rate is controlled by volumetric
flow rate and the angle of the surface on which the lava flows. For a constant volumetric flow rate 
and viscosity, the transition from pāhoehoe to `a`ā is often associated with a break to steeper slope 
angles. The reverse transition sometimes occurs when an `a`ā lava flow reaches a shallower slope 
(Hon et al., 2003).
An increase in lava viscosity resulting from cooling or crystallization may promote the transition from 
pāhoehoe to `a`ā (Cashman et al., 1999). More generally, the rheology of a lava dictates its 
propensity to form pāhoehoe or `a`ā for a given slope angle and flow rate (Peterson and Tilling, 
1980). The viscosity of a silicate melt (i.e. the liquid component of a lava) depends on its 
composition, temperature, and dissolved volatile content (Giordano and Dingwell, 2003; Giordano et
al., 2008); in addition, most lavas contain both bubbles and crystals, which may dramatically affect 
the rheology depending on their volume fractions (Mader et al., 2013). Crystal fractions of lavas are 
highly variable, although few have more than 45% crystals, and most lie in the ranges <10% and 25-
45% (Ewart, 1976). The bubble fraction of lavas is even more variable, ranging from 0 – 80% (e.g. 
Cashman and Mangan, 2014). The fraction of each of these components may vary with both time 
and distance from the vent, in a single lava flow.
The presence of crystals always increases the viscosity of lava, whilst the presence of bubbles may 
increase or decrease viscosity depending on conditions of shear (Mader et al., 2013; Llewellin and 
Manga, 2005). As crystal content approaches the maximum packing fraction (~55% for equant 
crystals, Mader et al., 2013) the viscosity of the lava increases dramatically and it develops a yield 
strength. This favours the formation of `a`ā, and it has been observed that, for crystallinity ≥35%, lava
flows occur almost exclusively as `a`ā (Hoover et al., 2001; Cashman et al., 1999). However, in some 
cases extremely crystal-rich lava is capable of producing pāhoehoe flows; examples include the 
“cicirara” lavas at Mount Etna (Lanzafame et al., 2013).
In this study, we focus on crystal-rich lava from one voluminous historic eruption of Volcán Llaima 
(38.7°S), Andean Southern Volcanic Zone. This eruption occurred in 1780 CE on the south flank of the
edifice and includes lavas with up to 64% crystals (Bouvet de Maisonneuve et al., 2012) that 
produced both `a`ā and pāhoehoe morphologies. Comparably crystal-rich historic lavas on nearby 
Volcán Villarrica are dominantly pāhoehoe flows. The 1780S eruption (denoted ‘S’ to distinguish it 
from a contemporaneously emplaced flow on the northern flank) produced a compound flow field 
(Walker, 1971), comparable to those typically produced by Mount Etna, Italy, and sharing a number 
of features in common. Bouvet de Maisonneuve et al. (2012, 2013) attribute the high crystallinity of 
many mafic Volcán Llaima lavas to remobilization of crystal mush immediately before and during 
eruptions. Multiple lines of evidence suggest that accumulation of mush bodies in the Volcán Llaima 
conduit/reservoir system is related to persistent magma recharge (Bouvet de Maisonneuve et al., 
2012, 2013).
2 Volcán Llaima
Volcán Llaima (Figure 1) is located in Chile’s Southern Volcanic Zone, and is one of the largest and 
most active volcanoes in Chile. Over 50 eruptions have occurred since 1640 CE (Bouvet de 
Maisonneuve et al., 2012), although the historical record prior to ~1850 is most reliable for 
exceptionally large eruptions (Dzierma and Wehrmann, 2010). Historic activity at Volcán Llaima, 
including the 2008–09 eruption, has been dominated by basaltic to basaltic-andesitic Strombolian 
eruptions both near the summit and on the flanks. Volcán Llaima lies within a transtensional half-
graben near the northern extent of the Liquiñe-Ofqui fault zone (Naranjo and Moreno, 2005). The 
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structurally controlled, main vent system parallels a large normal fault that bounds the east side of 
this depression. The 1640, 1751, and 1780S eruptions appear to have issued from N- or NNE-
trending fissures that radiated down the south flank from the southern summit area vent (Pichi 
Llaima). The proximal portions of these lavas are obscured by snow, glaciers, and multiple types of 
fragmental deposits. The 1751 and 1780S vents appear to be coincident, as the bifurcated 
distributions of flows from both are down the SSW and ESE flanks, and below we discuss evidence 
that suggests that the initial phase of the 1780S eruption consists of residual 1751 magma. The 1751 
lava was extensively eroded, apparently by lahars related to the 1780 eruption. The only known 
written record of the 1780S eruption comes from Jesuit missionaries, who noted that the eruption 
lasted 10 years (H. Moreno, pers. comm., 2014). 
Figure 1. Geological map of Volcán Llaima, after Bouvet de Maisonneuve et al. (2012). The inset shows the location of 
Volcán Llaima within Chile's Southern Volcanic Zone, and the black box shows our field area, shown in more detail in 
Figure 2.
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3 Features of the compound lava flow field
A range of volcanic landforms occur across the 1780S flow field (Figure 2). These were investigated in
detail during fieldwork by three of the authors (JMT, EWL, MAD) in January 2014, building on earlier 
reconnaissance fieldwork by MAD.
    
Figure 2. a) Aerial image of the 1780 lava flow field, with the outline marked by dashed white lines. b) Outline of the 
1780 lava flow field, showing key features and locations discussed in this study. Grey outlines indicate the summits of 
`a`ā mounds. 1: Channelized `a`ā. 2: Slabby `a`ā and pāhoehoe. 3: Pāhoehoe. 4: Transitions between `a`ā and pāhoehoe. 
5: `A`ā mounds observed in detail. 6: `A`ā mounds observed from a distance and interpreted from aerial imagery.
3.1 `A`ā channels
The region around location 1 (Figure 2) contains many overlapping `a`ā channels. The slope of the 
volcano flank in this area is ~8–10° (rarely up to 15–20°), and the most proximal exposed `a`ā flows 
are around 5km from the vent. Levees can exceed 5–10m high and the channels are 10–30m wide; 
some reach 80m wide. The wider flows tend to be longer, and may run for up to 3km, however the 
overlapping nature of the channels makes them difficult to trace. It is common to find stacked 
channels, and overspills from the levees locally feed subsidiary `a`ā flows up to 300m long.
In some channels, the lava has drained out of the channel and the internal structure of the levees is 
exposed. Although the outer carapace of the levees is formed from clinker breccia, the interior 
margins have a more complex structure. This consists of sub-vertical walls composed of alternating 
sheets of massive and brecciated lava, running parallel to the channel. The massive lava is almost 
avesicular; the few vesicles present show a weak foliation parallel to the channel. The material also 
appears fresh and is dark grey to black. The brecciated material is much less well consolidated, and is
formed of oxidised fragments of clinker, ash, and agglutinated clinker (i.e. lava balls).
3.2 Pāhoehoe
Lava flows with exclusively pāhoehoe surface morphology are volumetrically minor in the 1780S flow
field, but flow lobes of dominantly `a`ā morphology that include patches of pāhoehoe morphology 
are widespread, particularly in proximal locations (Figure 2). There appear to be two temporal and 
spatial categories of pāhoehoe. The first is present along the margins of the narrow lobe denoted by 
locations 3 and 5 in Figure 2, where relatively inflated proximal pāhoehoe lies directly on bedrock of 
the pre-Holocene Volcán Llaima edifice (Figure 2; north of location 5), and is not closely associated 
with subsequent `a`ā. Flow morphology along the axis of this lobe becomes increasingly mixed to the
south in the sense that both `a`ā and pāhoehoe are closely associated over a range of spatial scales, 
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and much of the pāhoehoe occurs as broken and rotated blocks and sheets that are mingled with 
later `a`ā. These broken sheets are accompanied by subsequent, combined `a`ā–pāhoehoe breakouts
related to features that we interpret as manifestations of rootless mounds, which are described in 
detail later, in section 3.4. However, the flow margin that lies directly on pre-Holocene rocks remains 
pāhoehoe as far south as location 3, where thin lobes of relatively dense pāhoehoe have been 
emplaced along the flow edge after ‘climbing’ short distances upslope. Contiguous with the proximal 
eastern margin of this lobe is the large flow that descended to the ESE. This lobe terminates in the 
area of transitional lava described later in section 3.3 (Figure 2; location 4).
In a number of other locations, which are dominated by `a`ā, some features of pāhoehoe 
morphology are still seen. For example, in location 2 in Figure 2, where the volcano flank slope is 6–
8°, the `a`ā is slabby, and in some places includes scratched pāhoehoe surfaces up to 2m2 in area. In 
many places, the slabs do not appear to have been rafted far by the `a`ā. These features are most 
common where the `a`ā flows are thinner, and have not developed channels. Occasionally, regions of
the larger `a`ā channels are predominantly slabby.
3.3 Transitional lava
At the distal end of the eastern limb of the 1780S flow field (location 4 on Figure 2), the 
palaeotopography is consistently shallow, with a slope of 4–6°. In this region, the lava morphology 
switches downslope between `a`ā and pāhoehoe several times, over a distance of around 400m 
(Figure 3). We examined the breakout of pāhoehoe and the progressive transition to `a`ā in detail at 
one location, and observed the same sequence repeated at least three times as the flow progressed 
downslope.
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Figure 3. a) Aerial image of the region in which repeated slab-crusted pāhoehoe flows occur (location 4 on Figure 2), with
the outline of the 1780 flow marked by dashed white lines. b) Map of the 1780 lava, based on the image in (a). Pale grey 
indicates 1780 `a`ā lava flows; dark grey indicates the transitional lavas, which appear to overlie all other 1780 flows in 
this region. c) Overview cross-section sketch, highlighting the key features in the transition from slab-crusted pāhoehoe 
break-out to clinkery `a`ā. This sequence repeats at least three times along the same flow.
The initial transition from `a`ā to pāhoehoe occurs at the front of an 8m high `a`ā lobe. A slab-crusted
pāhoehoe flow (Guest and Stofan, 2005) emerges from near the base of the `a`ā lobe. This flow 
widens from 1m to 2m over the first 15m, and proceeds as a well-confined channel flow, with solid 
rubbly levees, for around 50m. The lava surface shows scratch marks within 1m of the breakout. The 
height of the preserved flat surface is approximately level with the top of the levees.
As the channel continues downslope, the surface begins to break into imbricated slabs. For a further 
10m, the channel shape is still apparent, but becomes increasingly disrupted until it transitions into a
thicker, wider, slabby `a`ā flow, and then a clinkery `a`ā flow for a further 50m, with thickness 
increasing from 2m to 8m over the length of the flow. From the front of this next `a`ā lobe, a second, 
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much thinner, flat-topped break-out occurs. The sequence of flow and breakup followed by break-out
is repeated.
3.4 `A`ā mounds
We use the field term “`a`ā mounds” to refer to features that are found in two regions of the 1780S 
flow field marked 5 and 6 on Figure 1. We examined location 5 in detail and location 6 at 
reconnaissance level. Figure 4 highlights the key features of the mounds.
Figure 4. a) Panorama photo of a mound that we examined in detail. Further mounds can be seen in the distance, at the 
left of the image. b) Overview sketch highlighting the key features of a typical mound, based loosely on the image in (a). 
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c) Summit tumulus, with part of a rotated flat slab visible at the left. d) Looking downslope, down the centre of a leveed 
`a`ā flow. e) Pāhoehoe breakout from a flank tumulus. f) Pāhoehoe breakout from an `a`ā flow at the base.
3.4.1 Summit
The summit of each `a`ā mound is defined by a broadly flat region (average slope <5°), which forms a 
local topographic high, typically 100–200m above the base of the mound. The summits are roughly 
circular and range from 100m to 400m in diameter. In aerial imagery (Figure 2a), the summit regions 
are clearly visible, and appear more reflective than the surrounding flanks.
Each summit is covered with numerous randomly-oriented elongate tumuli (e.g. Figure 4c), up to 10 
metres high, 10–30 metres long, and 5–20 metres wide. The tumuli are closely spaced such that little
of the summit is left undisrupted. The tumuli are often associated with small squeeze-ups of ropey 
pāhoehoe, which rarely extend more than 5m from their sources. Some tumuli show multiple 
generations of squeeze-ups.
The predominant lava morphology on the summit is short (<15m) and narrow (<1m) pāhoehoe flows 
with well-developed surface ropes. These flows follow local downslope directions, which are highly 
variable due to the close spacing of the tumuli. There are regions of flat, smooth lava, up to 10m 
wide, often with deep ropes near the margins, which appear to be contiguous with the pāhoehoe 
flows. Flat slabs that are uplifted and rotated by tumuli reveal cross sections through vesicular upper 
crust up to 4m thick. Within the slabs are layers, 10–20cm thick, of variably shaped vesicles: small, 
spherical vesicles contrast with larger irregularly shaped vesicles, which are often elongated parallel 
to the flat surface of the slab. The interiors of the slabs show poorly-developed columnar jointing.
3.4.2 Flanks
Away from the flat summit region, the typical slope angle on the `a`ā mounds increases smoothly, 
but rapidly, towards the flanks, which have a maximum slope angle of 30–35°. Two intermediate, 
annular zones are identified. The first is immediately adjacent to the summit region, is up to 100m in 
width for most mounds, and has slope angles that are 5–10°. It is characterized by pāhoehoe flows 
that predominantly flowed towards the flanks, and by an absence of flat slabs. The second is 
immediately adjacent to the flanks, is 100–200m in width for most mounds, and has a slope angle of 
10–30°. It is characterized by intermingled pāhoehoe and slabby, transitional `a`ā flows, that also 
flowed towards the flanks. Within this latter zone, the proportion of pāhoehoe lava decreases, while 
the proportion of `a`ā increases, towards the flanks.
The steepest portions of the rootless mound flanks are composed almost exclusively of `a`ā, the 
majority of which appears to be sourced from the summit region. As the `a`ā becomes well 
developed away from the summit, it forms channels up to 8m wide, with rubbly levees (Figure 4d). 
The lava surface in the channels is typically 1–2m lower than the levees and contains numerous lava 
balls, 0.2–1m in diameter.
Scattered across the flanks are tumuli (Figure 4e) up to 10m across, which have uplifted the `a`ā 
flows. In some instances the tumuli now represent local topographic highs, in others the tumuli form 
humps on the flanks – in both cases the tumuli locally deflect the flank upwards by around 5–10m, 
measured perpendicular to the main flank slope. Many tumuli have breakout flows that extend more
than 30m downslope. The breakout flows are typically shelly pāhoehoe adjacent to the breakout 
point, but transition into  ropey pāhoehoe within 10m; they then break up and transition into `a`ā at 
distances of 20–30m from their tumulus source. 
3.4.3 Base
Near the bases of the mounds the slope of their flanks decreases to <5°. The proportion of pāhoehoe
increases as the slope angle decreases until `a`ā and pāhoehoe are present in roughly equal 
proportions. `A`ā and pāhoehoe flows overlap considerably in this region, and it is generally difficult 
to trace any flow for more than 20m.
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Where the source of the pāhoehoe flows can be traced, they are sourced from breakouts in `a`ā 
flows on the flanks that reach the base of the mound (Figure 4f). In some cases, these pāhoehoe 
flows then break up, and transition into slabby `a`ā and then `a`ā. Most do not extend more than 
20m, and many form lobate flows with multiple toes. The sources of other pāhoehoe flows are not 
clear, as they are overridden by both `a`ā and pāhoehoe.
In some places, the pāhoehoe lavas form flat regions up to 10m wide, apparently as a result of 
ponding within pre-existing depressions. In some cases, this ponded pāhoehoe then overflows and 
feeds another flow.
4 Petrological insights
Samples of `a`ā, pāhoehoe and transitional lavas from the 1780S flow field were collected at 
locations 2–5. The lava contains phenocrysts of plagioclase feldspar and olivine in a variably 
crystalline matrix (Figure 5). Three-dimensional x-ray computed tomography (XRCT) scans of three of 
the samples were collected using an XRadia/Zeiss Versa XRM 410, and then reconstructed. The data 
were processed in Avizo Fire, using a non-local means filter to smooth the data, and watershed 
thresholding to separate the components. A filtered section through a 3D scan is shown in Figure 5c. 
Here, the vesicles appear black; plagioclase crystals are dark grey; olivines are palest grey; and the 
melt or groundmass is a mid-grey. The scans show clusters of rounded olivines, 500 microns to 1 mm 
diameter, surrounded by a network of large inter-grown sieve-textured plagioclase phenocrysts; 
these clusters were not encountered in thin section. The phenocrysts together comprise 49–53% of 
the solid volume, determined by XRCT. This is somewhat lower than the value presented in Bouvet 
de Maisonneuve et al (2012), who quote a crystallinity of 64% for their 1780 lava sample.
Figure 5. Textures and crystal assemblages in 1780S lava samples. Photomicrograph in (a) plane-polarized light, and (b) 
cross-polarized light. c) XRCT scan, showing cluster of rounded olivine phenocrysts (off-white crystals) surrounded by 
inter-grown and inclusion-rich plagioclase phenocrysts (darker grey crystals).
Plagioclase phenocrysts make up 42–46% of the solid volume (determined by XRCT), and are up to 
4mm in length. The smaller plagioclase crystals (up to 1mm in length) are lath-shaped and un-zoned 
(see Figure 5). Larger plagioclase phenocrysts, however, commonly show zoning, which may be 
complex, and are more likely to have a less simple shape (larger crystals in Figure 5, and Figure 6). 
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Some of these larger crystals appear to be inter-grown. Bands of inclusions associated with the 
zoning are common in these larger crystals (Figure 6a), and in some the cores have a sieve texture, 
which contrasts with inclusion-free rims (Figure 6c).
   
Figure 6. Phenocryst textures. a) Large plagioclase phenocryst showing complex shape, with inclusion-free core and 
inclusion-rich rim. b) Cluster of euhedral and rounded olivine phenocrysts. c) Large plagioclase phenocryst with 
inclusion-rich core and narrow inclusion-free rim. d) Olivine phenocryst with resorbed margin. e) Olivine phenocryst 
surrounded by a reaction rim.
Olivine phenocrysts make up 6–7% of the solid volume, determined by XRCT. These are rarely 
euhedral, commonly occurring as rounded crystals less than 200 microns in diameter, and in clusters 
of 200–700 micron crystals (Figure 6b). Some rare isolated crystals, around 1mm across, show signs 
of resorption (Figure 6d) or reaction rims (Figure 6e).
The microlite fraction in these rocks is variable. Some samples have a glassy matrix, and in others the
matrix is wholly microcrystalline. However, it is difficult to tell how representative this is of the true 
microlite content during lava flow, as very little glass is preserved on the 1780S flow as a whole, due 
to weathering and erosion.
The bubble fraction is considerably more variable than the crystallinity, ranging from 12% to 23% in 
the samples we analysed. Bubble sizes range from less than 50 microns to 2 mm. The bubble 
populations within a single sample may also be quite complex – some bubbles are rounded, while 
others have crenulated margins, which may be representative of tearing of the melt in response to 
stress as the lava cooled, or of dissolution by a corrosive vapour phase.
4.1 Evidence for interaction of 1751 and 1780 magma 
Many historic Volcán Llaima magmas contain crystal populations of olivine and plagioclase (with 
minor augite), in which the crystals are complexly zoned, different crystals from the same thin 
section have different core compositions and contrasting zoning profiles, and the populations in 
different thin sections from the same eruption are distinct from one another. These complexities, 
along with reversely zoned shoulders near the rims of some olivine crystals, contribute to the 
hypothesis that these magmas are carrying crystal cargoes derived from multiple, sub-volcanic crystal
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mush bodies that were mobilized and assembled by relatively vigorous mafic magma recharge events
(Bouvet de Maisonneuve et al., 2013). Detailed presentations of whole-rock, mineral chemistry, and 
U-series data for the historic Volcán Llaima system and further discussion of its operation are in 
progress, but olivine compositions determined by electron microprobe are used here to address the 
unusual bi-modal population in the 1780S lavas. Nine samples were analysed: three from the 1751 
eruption, and six from the 1780S flow field (three pāhoehoe, three `a`ā).
The 1780S and 1751 eruptions contain plagioclase populations that are typical of all historic eruptive 
products, but the olivine populations in both are unusual with respect to other eruptions. Both suites
of magmas contain volumetrically minor fragments of plutonic-textured olivine and plagioclase 
intergrowths in which the olivine core compositions are ~Fo84.5-81 (plus normally zoned rims). These 
are not discussed further. The 1751 lavas are unique in that the olivine grains that texturally 
resemble phenocrysts are characterized by core compositions that are exceptionally Fo-poor (Fo73.5-
71.5), and which are uniquely limited to a narrow range (Figure 7a). Normally-zoned rims extend the 
compositional range down to Fo60. The feature of olivine chemistry that is critical for this study is that
three samples of early 1780S pāhoehoe contain olivines that are identical in terms of core 
compositions to those erupted 29 years previously in 1751 (Figure 7b). A significant fraction of the 
olivine crystals in one of the three pāhoehoe samples that were investigated has low-amplitude, 
reversely-zoned, near-rim shoulders that extend the 1751 core range from a maximum of Fo74.5 to 
Fo75.5 (Figure 7b). Three samples of 1780S `a`ā have olivines that are comparatively diverse, including 
a wide range of compositional zoning profiles, and these are distinctively more Fo-rich (Fo79-74.5). A 
substantial fraction of the limited overlap between the 1780S pāhoehoe and `a`ā olivines is due to 
normally-zoned rims on the `a`ā population (Fo75-65). These nine rocks from two eruptions are all very 
close in whole-rock composition (~5.7-5.9 wt.% MgO).
Figure 7. Olivine core compositions determined by microprobe for the a) 1751, and b) 1780S lavas. The 1751 olivines 
contain a narrow range of core compositions, which is mirrored by olivines found only in the early pāhoehoe flows of the
1780 eruption. Later `a`ā lavas from the 1780 eruption contain a different population of olivine cores.
The simplest first-order interpretation of the origin of the bi-modal 1780S olivine populations is that: 
(1) the early pāhoehoe magmas are mobilized 1751 magma, and (2) the more Fo-rich olivines in the 
`a`ā lavas reflect a larger contribution from recharge magma. More complicated alternatives, which 
would not be easy to test, can be imagined. However, the remarkable similarity of the 1751 olivines 
to their counterparts in 1780S pāhoehoe is difficult to interpret as anything other than a close 
genetic connection between these two eruptions. The reversely zoned shoulders in 1780S pāhoehoe 
fit the inference of a recharge-related eruption in 1780, and the near lack of such shoulders in the 
1751 olivines is consistent with the fact that there was a large subduction-channel earthquake near 
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Concepción in 1751; i.e. the 1751 eruption trigger is more likely to have been seismic energy than 
magma recharge. 
5 Discussion
Much of the most influential literature on lava flow morphology is based on the study of flows at 
Kīlauea (e.g. MacDonald, 1953; Rowland and Walker, 1990) and Mount Etna (Sparks et al., 1976; 
Pinkerton and Sparks, 1976); we seek to place our observations within that context. One of the key 
controls on lava flow morphology is its rheology (e.g. Peterson and Tilling, 1980; Gauthier, 1973). We 
therefore begin the discussion by comparing the likely rheology of the lavas at Volcán Llaima with 
those at Kīlauea and Mount Etna.
5.1 Rheology of crystal-rich lava
The rheology of a lava depends on its suspended crystal and bubble content (e.g. Mader et al., 2013; 
Pistone et al., 2013), as well as the viscosity of the interstitial melt phase. By examining each 
parameter that influences viscosity, we can estimate the apparent viscosity of the crystal-rich lava at 
Llaima, and compare it to values of viscosity from the literature for Kīlauean and Etnean lava.
In a two-phase magma composed of bubbles suspended in a melt phase, the bubbles may act to 
increase or decrease the suspension viscosity relative to the melt viscosity μ, depending on capillary 
number, Ca=μa γ´ /Γ, where a is the bubble radius, γ´ is the strain rate in the magma, and Γ  is the 
melt–bubble interfacial tension (Llewellin and Manga, 2005). The relative viscosity ηr ,b of a bubbly 
magma (i.e. suspension viscosity normalized by the melt viscosity) is given by
ηr ,b= (1−ϕb )
−1
, for bubbles in the low capillarity regime (Ca << 1), or Eq. 1
ηr ,b= (1−ϕb )
5 /3
, for bubbles in the high capillarity regime (Ca >> 1), Eq. 2
where ϕb is the bubble volume fraction, defined as ϕb=V b/ (V b+V l ), where V b and V l are the 
volumes of the bubble phase and liquid phase respectively.
For a two-phase magma containing crystals suspended in a melt phase, the crystals always act to 
increase the suspension viscosity relative to the melt viscosity (Mader et al., 2013). Many 
formulations have been proposed for the relationship between relative viscosity ηr , p and crystallinity,
but Mueller et al. (2010, 2011) found a good fit to experimental data for that given by Maron and 
Pierce (1956):
ηr , p=(1− ϕ pϕm )
−2
, Eq. 3
where ϕ p is the crystal volume fraction, defined as ϕ p=V p/ (V p+V b+V l ), where V p is the volume of
the particle phase, and ϕm is the maximum packing fraction, which depends on the aspect ratio, 
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roughness, and size distribution of the suspended fraction. Note that the formulation for ϕb and ϕ p 
adopted here implies that the equations are valid when the bubbles are small compared to the 
crystals, such that the bubbly magma can be viewed as an effective medium in which the crystals are 
suspended.
Based on a qualitative inspection of photomicrographs of our samples (Figures 5–6), we estimate 
that the aspect ratio of the majority of the phenocrysts in the 1780 lava is around 2. Using Eq. 49 of 
Mader et al. (2013), the maximum packing fraction of these crystals is approximately 0.53. The 
crystal content of the lava at Volcán Llaima (49–53 vol.%) is therefore at the maximum packing 
fraction, or very near it and subject to a large yield stress. Based purely on this crystal content, the 
lava would be expected to be jammed and unable to flow.
Truby et al. (2015) performed experiments on three-phase fluids (i.e. fluids containing both crystals 
and bubbles), and demonstrated that the addition of bubbles in the low capillarity regime to a high 
crystal-content fluid leads to a decrease in suspension viscosity. We use the theoretical framework of
Truby et al. (2015) to postulate the expected relative viscosity of the crystal-rich, bubble-bearing 
lavas at Llaima:
ηr=ηr , pηr , b Eq. 4
where ηr , p is given by Eq. 3, and ηr ,b is given by Eqs. 1 or 2 for low or high capillarity respectively, and
ηr  is the three-phase maga viscosity normalized by the melt viscosity. Truby et al. (2015) validated 
this approach for low capillarity using analogue experiments, however the high capillarity version has
not yet been experimentally validated. We note that, notwithstanding the implicit assumption that 
the bubbles should be small compared to the crystals, Truby et al. (2015) found that the equations 
remained valid even for samples in which the bubble size was comparable with the size of the 
crystals.
Using this model, we plot the dependence of viscosity on bubble content for the highest and lowest 
crystal fractions measured in our samples, and for both low and high capillarity (Figure ). The 
definitions of crystal and bubble fraction used in Eqs. 1–3 differs from that typically used by 
volcanologists. It is common, instead, to express the bubble volume fraction as
ϕb
*=V b/ (V p+V b+V l ), which is the value that would be measured using Archimedes principle, and 
the crystal volume fraction as ϕ p
*=V p/ (V p+V l ), which is the crystal fraction on a bubble-free basis. 
Values for measured bubble and crystal volume fraction that we quote in earlier sections of this 
article are expressed as ϕb
*
 and ϕ p
*
, and this is the convention that we adopt in Figure 8. One can 
convert between conventions using: ϕb=ϕb
*/ (1−ϕ p* (1−ϕb* )); and ϕ p=ϕ p* (1−ϕb* ) (Truby et al., 2015).
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Figure 8. Calculated relative viscosity plotted against bubble fraction. Red curves are for the highest measured 
crystallinity, 53% (ϕ p
*=0.53); blue curves are for the lowest measured crystallinity, 49% (ϕ p
*=0.49). Solid lines are 
for the low capillarity regime; dashed lines are for the high capillarity regime. The shaded region indicates the range of 
bubble fractions measured in the 1780S lava (0.12≤ϕb
*≤0.23).
Clearly, in both capillarity regimes, we would expect that the addition of bubbles will lead to a 
reduction in viscosity. The range of bubble fractions measured in the lava and a lack of knowledge of 
the strain rates experienced by the lava make it difficult to place a single value on the viscosity. 
Instead, we suggest that it would have been a factor of between 5 (for the lowest crystal content, 
highest bubble fraction, and high capillarity) and 90 (for the highest crystal content, lowest bubble 
content, and low capillarity) times higher than the viscosity of the melt alone. In any case, the 
expected viscosity is much lower for the three phase lava than it would have been for bubble-free 
lava.
In order to calculate apparent viscosity, rather than relative viscosity, we need to know the viscosity 
of the suspending melt. This is controlled by a number of factors, including melt composition, water 
content, and temperature. Using the model of Giordano et al. (2008), and the highest and lowest 
silica content glass compositions given in table 1 of Bouvet de Maisonneuve et al. (2012), we 
estimate that the erupted melt at Llaima could have a viscosity in the range 100–4000 Pa s.
Combining this pure melt viscosity with the relative viscosities calculated for the observed bubble 
and crystal fractions in the 1780S lava, we estimate that the lava had a viscosity in the range 500–
400,000 Pa s. We can compare this range of absolute viscosity values to measured lava viscosities at 
Etna and Kīlauea in order to understand their variable propensities for producing pāhoehoe or `a`ā 
flows. Interpolation between measurements at higher and lower temperatures by Robert et al. 
(2014) provides a Newtonian viscosity value of ≈100 Pa s for Kīlauean basalt at 1150°C (which is 
commonly the temperature of near-vent lavas on Kīlauea; Helz et al., 2003); for cooler or more 
crystalline lavas, the yield stress becomes appreciable, and Bingham viscosity up to 3700 Pa s is 
found (Moore, 1987). For Mount Etna basalt, Pinkerton and Norton (1995) also found that the lava 
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was Newtonian above 1120°C, with viscosity around 150 Pa s. Cooler and more crystalline lavas were
found to have rheology matching a power law fluid, with viscosities at unit strain rate up to 8625 Pa s
(Gauthier, 1973; Pinkerton and Sparks, 1978;  Pinkerton and Norton, 1995).
These ranges of viscosity are plotted in Figure 9, alongside the regions in which pāhoehoe and `a`ā 
flow morphology will form, adapted from Hon et al. (2003). Lavas from all three volcanoes span a 
wide range of possible viscosities, and depending on viscosity and strain rate, it is possible to 
produce both pāhoehoe and `a`ā at each. However, the `a`ā field is much larger for lavas from Volcán 
Llaima than those from Kīlauea and Mount Etna, indicating that, under similar conditions of 
emplacement, lavas from Volcán Llaima are more likely to form `a`ā.
Figure 9. Diagram showing the relationship between strain rate, lava viscosity, and lava flow morphology, after Hon et al. 
(2003). The shaded region indicates the transition zone between pāhoehoe and `a`ā; the pāhoehoe field is found at low 
viscosities and strain rates; the `a`ā field is found at high viscosities and strain rates. The vertical lines indicate the 
observed lava viscosity ranges at Kīlauea (blue), Mount Etna (green), and Volcán Llaima (red).
5.2 Formation of `a`ā mounds
5.2.1 Formation of the summit features
The flat slabs observed at the summit of the `a`ā mounds indicate that lava ponded. Disruption of the
surface by tumuli, and resurfacing by later squeeze-up pāhoehoe flows sourced from them, mean 
that it is not possible to determine whether there was a single pond that was continuous across the 
whole summit area, or several discrete ponds that formed within local depressions.
The numerous tumuli indicate that the summits of the mounds underwent a period, or periods, of 
inflation following ponding (Walker, 1991). The inflation was sufficient to rotate many large (5m wide,
4m thick) slabs to a near vertical orientation. Based on the crust thickness–time relationship of Hon 
et al. (1994), we calculate that there must have been at least 3–4 months of cooling during the 
formation of the summit tumuli.  The squeeze-ups and short lava flows sourced from the tumuli 
support the interpretation that the tumuli were produced by pressurization of a core of molten lava 
beneath them (Anderson et al., 2012). Our observations of the morphology of the summits of the 
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mounds allow us to build a clear interpretation only of the final stages of the processes that formed 
them – presumably evidence of earlier processes is buried beneath the preserved surface.
5.2.2 Formation of flank and base features
We consider two possible interpretations of the tumuli found on the flanks of the mounds. The first 
is that they are summit tumuli, preserved from a time when the mound was lower. In this scenario 
they would have formed at the summit margin, and escaped being overridden by later `a`ā as the 
mound grew. However, the flank tumuli distort the flanks much more than we see from any of the 
summit tumuli. On the summit, tumuli tend to create a vertically oriented bulge, whereas on the 
flanks, the bulge has a radial component as well. In addition, there are no other features preserved 
from when the mound was lower – the resurfacing by `a`ā has been complete everywhere else.
The second interpretation, which we prefer, is that the interior of the mound became pressurized, 
and the extent of pressurization was enough to force lava out through the flanks, overcoming the 
strength of that material, and producing the tumuli. This mechanism would also explain the 
pāhoehoe at the base that cannot be traced back to a parent `a`ā flow. These breakouts are 
interpreted as cognate with the “seeps” identified at the base of rootless shields at Kīlauea (Hawaiʻi) 
by Patrick and Orr (2012), and are distinct from breakouts formed from an active lava surface, such 
as those at the summit or from a lava flow.
5.2.3 Controls on the distribution of `a`ā and pāhoehoe
In all places where a flow’s origin can be confidently identified, the most proximal part of the flow 
has pāhoehoe morphology. This includes breakouts from tumuli on the summit and the flank, 
breakouts from `a`ā flows, and breakouts from the ponded lava. Not one `a`ā flow can be traced back
to a breakout, but many can be traced back to a pāhoehoe flow source. This suggests that the lava 
breaks out from the mounds exclusively or almost exclusively as pāhoehoe (as per Wolfe et al., 1988; 
Jurado-Chichay and Rowland, 1995).
In the flat summit regions, the lavas are entirely pāhoehoe; on the steepest slopes they are 
predominantly `a`ā; around the flat base they are mostly pāhoehoe again. Rapid transitions from 
pāhoehoe to `a`ā on the flanks of the mound are associated with breaks in slope, at which lava from 
the summit or from a flank tumulus meets a steeper slope. Transitions from `a`ā to pāhoehoe occur 
where the lava reaches the base of the mound, encountering a much shallower slope. Thus, the 
morphology that develops appears to be correlated with – and controlled by – the angle of the slope 
on which it flows (Peterson and Tilling, 1980). Previous studies (e.g. Rowland and Walker, 1990; 
Pinkerton and Sparks, 1976) have found that both viscosity and volumetric flow rate together control
lava morphology: we conclude that the lava building the mounds at Volcán Llaima has viscosity such 
that a small increase in volumetric flow rate, caused by an increase in slope, is enough to trigger the 
transition to `a`ā.
5.2.4 Construction of the `a`ā mounds
The majority of the visible lava on each `a`ā mound appears to have been sourced from its summit 
region, and flowed as `a`ā down the flanks. Each mound forms a local topographic high, and all the 
mounds are several kilometres from the main 1780S vent. In order to flow out of the summit of each 
mound, lava must have travelled downslope from the main vent, and then flowed up into and out of 
each mound – the summit regions effectively form secondary, superficial vents.
Features that have some of the same characteristics as the `a`ā mounds have been observed on long-
lived flow fields on Kīlauea, Hawai’i, where they are called “rootless shields” (Kauahikaua et al., 2003;
Patrick and Orr, 2012). They normally form over a well-established lava tube, and are built by 
repeated overflows of lava from a pond, so that the shield becomes higher and larger over time 
(Kauahikaua et al., 2003). The Kīlauea rootless shields also form local topographic high points, 20-
30m higher than the surrounding lava surface, and up to 700m wide (Patrick and Orr, 2012). 
Throughout their lifetimes they commonly have an ephemeral lava pond in the summit region, but 
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this often appears to have been disrupted towards the end of the eruption. Features characteristic of
overpressure, such as tumuli and hornitos, are common at rootless shields (T. Orr, pers. comm., 
2015). Observations made while the rootless shields were active show that the entire system – from 
the main vent, through all the mounds, to the distal end of the flow field – can be active 
simultaneously, for several months (Kauahikaua et al., 2003).
We choose to use the term “rootless mounds” to describe the features we observe at Volcán Llaima, 
by analogy to the rootless shields on Kīlauea. We base this identification on the following common 
features: (1) both types of edifice form a local topographic high, which is built by repeated overflows 
from a lava pond; and (2) they do not directly overlie the primary volcanic vent: the lava may flow for
several kilometres before reaching the rootless mound.
There are some notable morphological differences between rootless mounds and rootless shields. 
Rootless shields are low aspect-ratio shield edifices composed entirely of pāhoehoe lava. Rootless 
mounds at Volcán Llaima are steep sided and are mantled by `a`ā lavas. We propose that this is 
primarily due to the differences in the viscosity of the lavas that constructed the two edifice types 
(Figure 9).
Similar features are found on Mount Etna. Guest et al., (1984, 2012) describe flat topped “terraces” 
of lava up to 300m wide and 150m high that step down the flank of the volcano. They have flanks 
mantled with `a`ā and pāhoehoe, and summits covered by tumuli, squeeze-ups, and short pāhoehoe 
flows. This description matches closely those at Volcán Llaima and we tentatively suggest that our 
rootless mounds are cognate with these terraces. Another group of features called megatumuli, or 
tumulus complexes, are similar, but with a more domed shape, and are indicative of significant 
inflation Guest et al. (1984). Guest et al. (1984) interpret the megatumuli to have developed from 
terraces. The terraces and megatumuli on Mount Etna have one feature that is not observable at 
Volcán Llaima – a well-mapped feeder tube system. The lava tubes explored by Guest et al. (1984) 
clearly fed lava flowing from the terraces and megatumuli, and it is likely that a similar system of 
tubes existed at Volcán Llaima. The system at Volcán Llaima is either deep enough to have not 
collapsed, or perhaps never drained of lava.
Combining our observations at Volcán Llaima, the observations of Guest et al. (1984) and Guest et al.
(2012) at Mount Etna, and our understanding of the processes that build rootless shields on Kīlauea  
(Kauahikaua et al., 2003; Patrick and Orr, 2012) allows us to postulate the sequence of formation of 
an individual rootless mound (Figure 10). Stage 1: lava that had erupted from a vent higher up on a 
volcano’s flanks stalls and ponds, possibly in a local depression, or attempts to spread out on 
reaching a shallower slope (Figure 10a) (Wilson and Parfitt, 1993; Guest et al., 2012). Stage 2: the 
pond continues to be fed by the flow and, once the capacity of the region containing the pond is 
reached, lava breaks out, and overflows (Figure 10Error: Reference source not foundb). This 
overflowing lava initially forms pāhoehoe, but transitions to `a`ā as it reaches the steeper slope at 
the edge of the pond. Stage 3: if the effusion rate is not high enough to sustain a flow, the breakout 
simply builds up the edifice, rather than allowing lava to continue to flow out of the pond. Further 
breakouts build the edifice incrementally, and the pond becomes raised above the surrounding lava 
field, armoured and flanked by lava that had previously overspilled (Figure 10 c). As the mound 
grows, the flanks steepen, and the summit widens. Although the summit may have initially started as
a single pond of lava, it may have evolved into a more complex system, in which overflows from the 
pond are preceded by inflation and tumuli formation. Stage 4: thermal erosion within the mound 
may result in the formation of an interior “kettle” shape, based on observations of rootless shields at 
Kīlauea (Figure 10d). Stage 5: eventually, the height of the mound is such that the magmastatic 
pressure of lava contained within it is enough to overcome the strength of the flanks, leading to 
seeps on the flanks and at the base; the final phase of inflation at the summit fails to produce 
overflows (Figure 10e).
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Figure 10. Hypothesised sequence of formation of a rootless mound. See main text in Section 5.2.4 for detailed 
commentary.
At Volcán Llaima, the rootless mounds are spread over an area of at least 6km2, and there is a 
difference in elevation of around 550m from the top to the bottom of the rootless mound field. 
However, the order of formation of the mounds within the field is unclear. It is possible that, once a 
mound is breached at the base, the lava is then able to flow through that seep, so that more distal 
mounds formed after the proximal mounds. This was the case in the 2007–2008 phase of shield 
building on Kīlauea (Patrick and Orr, 2012). Rootless shields have also been observed to form at lava 
tube breakouts on Kīlauea, both after a pause in the eruption, in 1999, and over continuously active 
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lava tubes, in 2001-2002 (Kauahikaua et al., 2003). It is also possible that all the mounds were active 
at the same time, similar to each of the rootless shield fields already mentioned (Kauahikaua et al., 
2003; Patrick and Orr, 2012). Another potential sequence of formation is that the most distal mound 
formed first, and as it built up, the lava became ‘backed up’ in the system, until it was able to break 
out closer to the main vent, so that the sequence of mounds propagated back towards the vent. It 
might be possible to distinguish the order of mound formation if the saddles between the mounds 
were sufficiently well exposed; however, at Volcán Llaima, the saddles that were investigated were 
mantled with complex, interacting pāhoehoe and `a`ā flows that defied simple interpretation.
5.3 Comparison of `a`ā mounds with other rootless lava structures
5.3.1 Kīlauea
The key differences between the rootless shields on Kīlauea and the rootless mounds on Volcán 
Llaima are the shape of the edifice that they build, and the morphology of lava as it overflows. At 
Kīlauea, the shields are wide and flat, with average slopes no more than 7° (based on heights and 
widths given by Kauahikaua et al., 2003), and are composed exclusively of fluidal pāhoehoe lava. At 
Volcán Llaima, the mounds are taller, with average slopes of 20–25°, and the flanks are composed 
predominantly of `a`ā. It seems that the lava rheology may hold the key to these differences.
Kīlauean lava tends to be erupted as low viscosity (100 Pa s at 1150°C, Robert et al., 2014) basalt 
(45–53 wt. % SiO2, Jackson et al., 2012) with a very low phenocryst fraction (Cashman et al., 1999). It 
typically flows as pāhoehoe for many kilometres before cooling and microlite crystallization cause it 
to transition to `a`ā (Cashman et al., 1999). In some locations, a sharp steepening in slope can also 
cause a transition to `a`ā (Peterson and Tilling, 1980). However, this normally only occurs after many 
kilometres of flow, when the lava has been primed for transition by the crystallization of microlites. 
The Kīlauean rootless shields are proximal, and fed by a long-lived lava tube system, and so they 
produce pāhoehoe that remains pāhoehoe as it flows away from the shield (Patrick and Orr, 2012; 
Kauahikaua et al., 2003). The potential morphological evolution of the lava is evident fromFigure  
Figure 9: on eruption, the lava has viscosity close to the left-most blue line, and significant increases 
in viscosity and/or strain rate are necessary before the lava crosses into the transition zone.
At Volcán Llaima, the lava is basalt to basaltic andesite (51–56wt. % SiO2, Bouvet de Maisonneuve et 
al., 2013), and the 1780S lava has a very high crystal fraction – both the melt viscosity (100–4000 Pa 
s) and the bulk magma viscosity (500–400,000) are higher than on Kīlauea. As discussed above, the 
presence of bubbles in the lava appears to have been a key factor in allowing it to erupt as 
pāhoehoe. However, we infer that on eruption the lava was much closer to the pāhoehoe–`a`ā 
transition than Kīlauean lava, as indicated in Figure 9, and was more susceptible to changing 
morphology when slope angle, and therefore strain rate, changed. Thus the lava at Volcán Llaima 
formed pāhoehoe as it initially over-spilt from its pond, but as the slope steepened, it transitioned to 
`a`ā. This allowed it to build up steeper-sided edifices through repeated overflows.
5.3.2 Mount Etna
Many Etnean lavas (49–53wt.% SiO2, Lanzafame et al., 2013) are crystal rich, and at least one of the 
flow fields known to have produced terraces contained 29% phenocrysts (Guest et al., 2012). It is 
possible that the crystallinity is one factor that increases the likelihood that this type of feature – 
rootless mounds and terraces or megatumuli – will form.
Another common factor between the specific eruptions at Volcán Llaima and Mount Etna that 
produced rootless mounds or lava terraces, is their longevity. The flow that produced these features 
on Mount Etna in 1614–1624 lasted 10 years, which is considerably longer than most Etnean 
eruptions (Guest et al., 1984). The 1780S flow on Volcán Llaima also lasted 10 years, although it is 
difficult to compare with other eruptions at Volcán Llaima, due to poor historical records. It is 
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possible that these features are limited to long-lived lava flow fields with a correspondingly well-
established lava tube network.
5.3.3 Vesuvius
Rittmann (1962) described lava morphologies at Vesuvius that are reminiscent of rootless mounds:
 “In the level ground of the Valle dell’Inferno, the dammed-up Vesuvius lava built dome-
shaped hillocks 50–70m in height, best designated rootless flow-domes. The lava flowing 
down the outer slopes of Vesuvius in its thick-walled, tube-like tunnels was under high 
hydrostatic pressure, causing it to break through the solidified crust which had formed 
over the more level parts of the flow in the valley below. The now viscous lava welled out 
from the rents in contorted masses; these in turn acquired a congealed crust which was 
further ruptured to emit fresh masses of contorted plastic lava. In this manner the hillocks 
grew steadily higher, so long as the hydrostatic pressure behind the lava and the strength 
of the walls of the feeding tunnels allowed the process to continue.” 
 Although there is no mention of a perched lava pond, and it is unclear how high the rootless flow 
domes grew, their mechanism of formation seems similar to features at Volcán Llaima and 
elsewhere.
5.3.4 Volcán Villarrica
Observations made by MAD indicate that, at nearby Volcán Villarrica, similarly crystal-rich lava forms 
almost exclusively pāhoehoe, with no evidence of the rootless `a`ā mounds seen at Volcán Llaima. 
One potential explanation for this is the comparatively short duration of eruptions at Volcán 
Villarrica. The 1780S rootless mounds are thought to have formed during a decade-long eruption, 
whereas historic eruptions at Volcán Villarrica have typically lasted for months only.
5.4 Synthesis of lava morphology features on Volcán Llaima
Lava from the 1780S flow field of Volcán Llaima may form a variety of morphological features: `a`ā; 
pāhoehoe; transitional features; and rootless mounds. However, one property is consistent 
everywhere: fresh breakouts produce pāhoehoe lavas. The lava then rarely flows as pāhoehoe for 
more than 50m before breaking up and transitioning into `a`ā.
We infer that the lava flows in a well-insulated tube prior to emerging at a downslope vent, such that
it does not cool significantly (Helz et al., 2003). When the lava breaks out – either close to the main 
vent, or from a rootless source – it carries a high volume fraction of phenocrysts, and is able to flow 
as fluidal pāhoehoe only because of the presence of bubbles. The rapid transition to `a`ā may result 
from an increase in viscosity, or from an increase in strain rate.
In the case of the transitional features seen at location 4, it appears that a change in viscosity is 
responsible for the transition. As the lava moves away from the vent, it cools, degases, loses bubbles 
through outgassing, and crystallizes microlites. All of these processes lead to an increase in viscosity. 
The lava continues flowing on the same slope, but reaches the transition between pāhoehoe and `a`ā
as a result of this viscosity increase. Once the flow forms a substantial carapace – whether pāhoehoe,
slabby pāhoehoe, or `a`ā clinker – the interior becomes insulated again, allowing lava to flow through
it without significant cooling. Thus the flow is able to break out again, downslope, as pāhoehoe, 
repeating the cycle.
In the case of the rootless mounds seen at locations 5 and 6, it appears that a change in strain rate is 
predominantly responsible for the transition. The lava reaches a break in slope when it moves off the
summit of a rootless mound and onto the steeper flanks. The resulting increase in strain rate causes 
it to transition to `a`ā. Lava in the interior of a flow that reaches the edge of a mound, and transitions
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to `a`ā to flow down the flank, may then remain insulated and hot enough to break out as pāhoehoe 
again, once the flow reaches the shallower slope at the base.
Lava flowing down the slopes of Vesuvius broke out when the tubes reached flatter ground 
(Rittmann, 1962). At Mount Etna, the breakouts were interpreted to occur in part as a result of the 
steep slope, maintaining a high hydrostatic pressure on lava in the tubes (Guest et al., 1984), and 
often formed on reaching a break in slope (Guest et al., 2012). The slopes of Volcán Llaima are 
similarly steep, and sharp breaks in slope occur on the current ground surface in many locations, 
often because of the presence of erosional gullies cut by lahars. It is probable that the combination 
of steep slopes and breaks in slope are factors that favour the breakouts and ponding that must 
occur to trigger the building of rootless mounds.
5.5 Hazards associated with rootless edifices
One further aspect of rootless edifice growth that we have not touched on previously is the hazard 
implications of such features. During the 2007–2008 eruption of Kīlauea, in which multiple rootless 
shields formed, the edifices collapsed on a number of occasions (Patrick and Orr, 2012). These 
collapses released large volumes of lava and produced fast-moving `a`ā lava flows, a significant 
contrast to the slowly advancing pāhoehoe flows typically produced during this eruption. Similarly, 
Guest et al. (1984) suggest that `a`ā flows associated with the 1614–1624 eruption of Mount Etna 
may have burst out from the front of a terrace. Storage and sudden release of large volumes of 
mobile lava from potentially unstable edifices is therefore an aspect of these features that would 
need to be considered should they form during a contemporary eruption.
6 Conclusions
The 1780S lava flow field on Volcán Llaima displays a wide range of lava morphologies. The erupted 
lava was consistently close to the pāhoehoe-`a`ā transition: a small change in either strain rate or 
viscosity was enough to cause a transition in flow morphology in a number of settings. This flow field 
also produced newly described features – rootless mounds – that are comparable to rootless shields 
on Kīlauea, terraces and megatumuli on Mount Etna, and rootless flow domes on Vesuvius. This 
family of rootless edifices shares many features in common, while their differences depend on lava 
viscosity. Rootless edifices never form the dominant landform at any of these volcanoes, and occur 
only in a minority of eruptions at a single volcano.
Controls on the formation of rootless mounds, and similar edifices at Kīlauea, Mount Etna, and 
Vesuvius, include the crystallinity of the lava, the eruption duration, and the presence of steep slopes
and breaks in slope. Rootless edifices are not common enough to determine which of these 
characteristics are necessary to trigger their formation.
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