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INTEGRATION ON THE HILBERT CUBE
JUAN CARLOS SAMPEDRO
Abstract. The aim of this article is to generalize the Lebesgue integration theory to RN
within a preliminary measure theory, just as an extension of finite dimensional Lebesgue
integral. We’ll state an elementary but rigorous integration calculus on such space and
we’ll see that the integration on the Hilbert cube has important existence properties.
The main result of this article is to prove that the space of integrable functions on the
Hilbert cube is a Banach space, a fact that allow us to apply Banach space theory’s
results to this kind of functions. Finally, we will give some examples that show the ease
of use of this theory.
1. Introduction
In XIX century Augustin Louis Cauchy presented his theory of integration. It was the
first rigorous treatment of integration after the discovery of it due to the foundation of
calculus by Isaac Newton and Gottfried Leibniz in XVII century. Cauchy’s theory for-
malizes the integration process for real continuous functions f : R → R. His theory was
based in interval’s length and limit processes. We can generalize it for functions defined
on the euclidean space Rn i.e. f : Rn → R just considering the volume of n-dimensional
rectangles. Later, Bernhard Riemann generalized the integration process for real func-
tions which set of discontinuities has length zero.
In XX century Henry Lebesgue stated an integration theory for functions defined in an
arbitrary set X i.e. f : X → R. For the construction of such theory it was necessary to
state a preliminary measure theory in X . Lebesgue also defined a natural measure for
Rn know as Lebesgue measure, a generalization of n-dimensional rectangles volume for a
bigger amount of sets on Rn called Lebesgue measurable sets.
If we want to develop an integration theory on RN, we should state an analog of Lebesgue
measure for this space. Unfortunately, it doesn’t exist [3]. In fact, there is no infinite-
dimensional Lebesgue measure. If W is an infinite-dimensional separable Banach space,
then there does not exist a translation-invariant Borel measure on W which assigns pos-
itive finite measure to open balls. However, we can modify some conditions to construct
an analog, but we lose some essential properties of the original Lebesgue measure. For
such constructions see [1] and [2].
In this article we state an extension of the Lebesgue integral for the RN within a pre-
liminary measure theory. For this aim, we define a new type of functional sequence
associate to a function defined in particular sets called convergent rectangles that are a
simple extension of usual rectangles in Rn. Then we define the integral and we prove some
of its properties, that are analogous to the Lebesgue integral in the finite case. The main
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result of this article is to show that on the Hilbert cube the space of integrable functions
is a Banach space, a fact that allow us to work with this kind of functions.
2. Convergent rectangles
First, we will define RN, as usual, by
RN = {(x1, x2, ...)|xi ∈ R, ∀i ∈ N}.
In this section, we will state the subsets of RN where we will work.
Definition 2.1. A rectangle on RN is a set of the form
×∞i=1[0, ai],
where ai are real positive numbers.
Definition 2.2. Let R be a rectangle on RN, its volume is defined by
vol(R) = lim
n→∞
n∏
i=1
ai =
∞∏
i=1
ai.
Definition 2.3. A rectangle R on RN is called a convergent rectangle if its volume
exists and is finite.
Definition 2.4. A rectangle R on RN is called a non degenerate convergent rectan-
gle if its volume exists, is finite and vol(R) 6= 0.
We will see some examples of the last definitions:
Example 2.5. The Hilbert cube U is defined by
U = ×∞i=1[0, 1],
and its volume is
vol(U) =
∞∏
i=1
1 = 1,
then the Hilbert cube is a non degenerate convergent rectangle.
Example 2.6. The Wallis rectangle W is defined by
W = ×∞i=1
[
0,
4i2
4i2 − 1
]
,
and its volume is
vol(W ) =
∞∏
i=1
4i2
4i2 − 1 =
π
2
,
then the Wallis rectangle is also a non degenerate convergent rectangle.
Note: We call this rectangle the Wallis rectangle because its volume is the well known
Wallis product.
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3. Concatenation of functions to Convergent rectangles
In this section, we will state some properties for a function f : R ⊂ RN → R defined in
a convergent rectangle R = ×∞i=1Ii.
Definition 3.1. Let R be a convergent rectangle and {fn}n∈N, where fn : R → R, be
a functional sequence, then we define a new sequence {f˜n}n∈N, where f˜n : R → R, by
f˜n(x1, x2, ...) = fn(x1, ..., xn, 0, 0, ...).
Definition 3.2. Let R be a convergent rectangle and {fn}n∈N, where fn : R → R, be a
functional sequence, then we define a new sequence {fˆn}n∈N, where fˆn : ×ni=1Ii → R, by
fˆn(x1, x2, ..., xn) = fn(x1, ..., xn, 0, 0, ...).
Definition 3.3. We say a sequence of functions {fn}n∈N, where fn : R → R, converges
to f : R→ R δ-uniformly if
∀ǫ > 0 ∃N > 0 : |f˜n(x)− f(x)| < ǫ ∀x ∈ R ∀n ≥ N.
Definition 3.4. We say a sequence of functions {fn}n∈N, where fn : R → R, meets
δ-Cauchy criteria if
∀ǫ > 0 ∃N > 0 : |f˜n(x)− f˜m(x)| < ǫ ∀x ∈ R ∀n > m ≥ N.
Proposition 3.5. Let R be a convergent rectangle and {fn}n∈N, where fn : R → R, be
a sequence of functions, then fn converges δ-uniformly if and only if fn meets δ-Cauchy
criteria.
Proof. ⇒) By hypothesis fn converges uniformly to a function f , then by triangle inequal-
ity
|f˜n(x)− f˜m(x)| ≤ |f˜n(x)− f(x)|+ |f(x)− f˜m(x)|.
And by δ-uniform convergence, we have that for a given ǫ > 0, ∃N > 0 such that
∀n > m > N1
|f˜n(x)− f(x)|+ |f(x)− f˜m(x)| < 2ǫ ∀x ∈ R.
Then, ∀n,m > N
|f˜n(x)− f˜m(x)| < 2ǫ ∀x ∈ R.
⇐) We have that fn meets δ-Cauchy criteria then, for a given ǫ > 0, if n,m ≥ N ,
|f˜n(x)− f˜m(x)| < ǫ ∀x ∈ R.
Then {f˜n(x)}n∈N converges to f(x). Finally, taking m→∞, for all n > N
|f˜n(x)− f(x)| < ǫ ∀x ∈ R.

Definition 3.6. Let R be a convergent rectangle and let f : R→ R be a function defined
on R. We say f is concatenated to R if there exists a sequence of functions {fn}n∈N,
fn : R→ R, such that fn → f δ-uniformly and fˆn is Lebesgue integrable on ×nj=1Ij for all
n > N for some N ∈ N. In that case we say that {fn} is a δ-sequence of f .
Proposition 3.7. If R is a convergent rectangle, then
SR = {f : R→ R|f concatenated to R},
is a linear space.
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Proof. Let f, g ∈ SR and {fn}n∈N, {gn}n∈N their δ-sequences respectively, so they meet
δ-Cauchy criteria
|f˜n(x)− f˜m(x)| < ǫ ∀x ∈ R ∀n,m > N1
|g˜n(x)− g˜m(x)| < ǫ ∀x ∈ R ∀n,m > N2.
Then, ∀n,m > max{N1, N2},
|(f˜n + g˜n)(x)− (f˜m + g˜m)(x)| ≤ |f˜n(x)− f˜m(x)|+ |g˜n(x)− g˜m(x)| < 2ǫ.
Hence {fn+gn}n∈N meets δ-Cauchy criteria. Also we know that fˆn is Lebesgue integrable
on ×nj=1Ij for all n > N1 for some N1 ∈ N and that gˆn is Lebesgue integrable on ×nj=1Ij
for all n > N2 for some N2 ∈ N, then, for n > max{N1, N2}, fˆn+ gˆn is Lebesgue integrable
on ×nj=1Ij . Hence {fn + gn}n∈N is a δ-sequence of f + g and f + g ∈ SR.
On the other hand, let k ∈ R, f ∈ SR and {fn}n∈N his δ-sequence, so it meets δ-Cauchy
criteria
|f˜n(x)− f˜m(x)| < ǫ ∀x ∈ R ∀n,m > N.
Then, ∀n,m > N
|kf˜n(x)− kf˜m(x)| = |k||f˜n(x)− f˜m(x)| < |k|ǫ.
Hence {kfn}n∈N meets δ-Cauchy criteria. Also we know that fˆn is Lebesgue integrable on
×nj=1Ij for all n > N for some N ∈ N, then kfˆn is Lebesgue integrable on ×nj=1Ij for all
n > N for some N ∈ N. Hence {kfn}n∈N is a δ-sequence of kf and kf ∈ SR. 
Proposition 3.8. Let R be a convergent rectangle and let f : R→ R be a function defined
on R. Then, if f is concatenated to R, |f | is also concatenated to R.
Proof. By hypothesis
|f˜n(x)− f˜m(x)| < ǫ ∀x ∈ R ∀n,m > N.
Then,
||f˜ |n(x)− |f˜ |m(x)| ≤ |f˜n(x)− f˜m(x)| < ǫ.
Hence {|f |n}n∈N is a δ-sequence and by Lebesgue integral properties we have that |fˆ |n is
Lebesgue integrable. Then |f | is concatenated to R. 
Proposition 3.9. Let R be a convergent rectangle and let f : R → R be a concatenated
function to R. If g : R→ R is Lipschitz continuous, g ◦ f is concatenated to R.
Proof. Let {fn}n∈N be a δ-sequence of f . If we call hn = g ◦ fn, it is easy to see that
h˜n = g ◦ f˜n. Then, using Lipschitz condition
|(g ◦ f˜n)(x)− (g ◦ f˜m)(x)| < M |f˜n(x)− f˜m(x)| < Mǫ ∀x ∈ R.
Besides, hˆn is Lebesgue integrable because g is continuous and fˆn integrable. Hence
{hn}n∈N is a δ-sequence of g ◦ f and g ◦ f is concatenated to R. 
A natural candidate for a δ-sequence is the one we present below:
Definition 3.10. Let R be a convergent rectangle and let f : R → R be a function
defined on R. We say f is regular concatenated to R if {fn}n∈N, where fn = f ∀n, is
a δ-sequence of f .
It is clear that if f is regular concatenated to R, then f is concatenated to R.
The proofs of the next propositions are similar to the proofs of proposition 3.8 and propo-
sition 3.9 respectively, considering fn = f .
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Proposition 3.11. Let R be a convergent rectangle and let f : R→ R be a concatenated
function to R. If g : R→ R is Lipschitz continuous, g ◦ f is concatenated to R.
Proposition 3.12. Let R be a convergent rectangle and let f : R → R be a function
defined on R. Then, if f is regular concatenated to R, |f | is also regular concatenated to
R.
4. Integration theory
Now, we will present the definition of our integral.
Definition 4.1. Let R be a convergent rectangle and let f : R → R be a concatenated
function to R. We define the integral of f over R byˆ
R
f = lim
n→∞
ˆ
×ni=1Ii
fˆn,
where fn is a δ-sequence of f .
We will see that this integral exists and is finite for all bounded concatenated functions
and finally that it is equal for all δ-sequences of f .
Lemma 4.2. Let R be a convergent rectangle, f : R → R be a bounded concatenated
function to R and {fn}n∈N a δ-sequence. Then, there exists N > 0 such that for all
n > N , |f˜n| is uniformly bounded.
Proof. Due to the concatenation, {fn}n∈N converges δ-uniformly to f , then for ǫ = 1,
there exists N > 0 such that for all n > N ,
|f˜n(x)− f(x)| < 1 ∀x ∈ R.
Also we know that f is bounded, then there exists M > 0 such that |f(x)| < M ∀x ∈ R.
Hence for all n > N
|f˜n(x)| ≤ |f˜n(x)− f(x)|+ |f(x)| < 1 +M.

Lemma 4.3. Let {ak}k∈N be a sequence of real positive numbers such that
∏∞
k=1 ak con-
verges, then, ∀ǫ > 0, ∃N > 0, such that |∏mk=n ak − 1| < ǫ, ∀m > n > N .
Proof. Firstly, due to the convergence of the product there exists ξ 6= 0 such that ∀ǫ1 >
0, ∃N1 > 0 such that for all n > N1 ∣∣∣∣∣
n∏
k=1
ak − ξ
∣∣∣∣∣ < ǫ1.
From here, we get ∣∣∣∣∣
n∏
k=1
ak
∣∣∣∣∣ > ξ − ǫ1.
We also know that the product holds Cauchy criteria, hence, ∀ǫ2 > 0, ∃N2 > 0 such that
for m > n > max{N1, N2}
(ξ − ǫ1)
∣∣∣∣∣
m∏
k=n+1
ak − 1
∣∣∣∣∣ <
∣∣∣∣∣
n∏
k=1
ak
∣∣∣∣∣
∣∣∣∣∣
m∏
k=n+1
ak − 1
∣∣∣∣∣ =
∣∣∣∣∣
m∏
k=1
ak −
n∏
k=1
ak
∣∣∣∣∣ < ǫ2.
Finally ∣∣∣∣∣
m∏
k=n+1
ak − 1
∣∣∣∣∣ < ǫ2ξ − ǫ1 = ǫ3.
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
Theorem 4.4. (Existence I) Let R be a non degenerated convergent rectangle, f : R→
R be a bounded concatenated function to R and {fn}n∈N be a δ-sequence of f . Then the
sequence
´
×ni=1Ii
fˆn converges.
Proof. We will prove that
´
×ni=1Ii
fˆn is a Cauchy sequence. Assuming m > n,∣∣∣∣∣
ˆ
×ni=1Ii
fˆn −
ˆ
×mi=1Ii
fˆm
∣∣∣∣∣ =
∣∣∣∣∣
ˆ
×mi=1Ii
(
fˆn
m∏
i=n+1
1
vol(Ii)
− fˆm
)∣∣∣∣∣
≤
ˆ
×mi=1Ii
∣∣∣∣∣fˆn
m∏
i=n+1
1
vol(Ii)
− fˆm
∣∣∣∣∣ .
Note that we are in a non degenerate convergent rectangle, then by lemma 4.3, there
exists ǫ1 > 0 such thatˆ
×mi=1Ii
∣∣∣∣∣fˆn
m∏
i=n+1
1
vol(Ii)
− fˆm
∣∣∣∣∣ =
ˆ
×mi=1Ii
∣∣∣fˆn(1± ǫ1)− fˆm∣∣∣
≤
ˆ
×mi=1Ii
∣∣∣fˆn − fˆm∣∣∣+ ǫ1
ˆ
×mi=1Ii
|fˆn|.
Now, using the hypotheses of concatenation we have that for a given ǫ2 > 0, ∃N > 0 such
that |f˜n − f˜m| < ǫ2, ∀x ∈ R for all n,m > N , henceˆ
×mi=1Ii
∣∣∣fˆn − fˆm∣∣∣+ ǫ1
ˆ
×mi=1Ii
|fˆn| < ǫ2
m∏
i=1
vol(Ii) + ǫ1
ˆ
×mi=1Ii
|fˆn|.
Let M > 0 be a real positive number such that vol(Ii) < M, ∀i and vol(R) < M . By the
lemma 4.2 we have that there exists L > 0 such that |f˜n| < L for n > N1 hence, |fˆn| < L
for all n > N1. Then for all n,m > max{N,N1}∣∣∣∣∣
ˆ
×n
i=1
Ii
fˆn −
ˆ
×m
i=1
Ii
fˆm
∣∣∣∣∣ < ǫ2
m∏
i=1
vol(Ii) + ǫ1
ˆ
×m
i=1
Ii
|fˆn| < Mǫ2 + LMǫ1.
Hence
´
×ni=1Ii
fˆn is a Cauchy sequence and due to the completeness of R the sequence
converges. 
Corollary 4.5. Let R be a non degenerated convergent rectangle, f : R → R be a
bounded concatenated function to R and {fn}n∈N a δ-sequence of f . Then the sequence of´
×ni=1Ii
|fˆn| converges.
Proof. To prove that
´
×ni=1Ii
|fˆn| is a Cauchy sequence just note that∣∣∣∣∣
ˆ
×n
i=1
Ii
|fˆn| −
ˆ
×m
i=1
Ii
|fˆm|
∣∣∣∣∣ =
∣∣∣∣∣
ˆ
×m
i=1
Ii
(
|fˆn|
m∏
i=n+1
1
vol(Ii)
− |fˆm|
)∣∣∣∣∣
≤
ˆ
×mi=1Ii
∣∣∣∣∣|fˆn|
m∏
i=n+1
1
vol(Ii)
− |fˆm|
∣∣∣∣∣
≤
ˆ
×mi=1Ii
∣∣∣∣∣fˆn
m∏
i=n+1
1
vol(Ii)
− fˆm
∣∣∣∣∣ .
And the proof is similar to the proof of the Theorem 4.4. 
INTEGRATION ON THE HILBERT CUBE 7
Theorem 4.6. (Existence II) Let f be a bounded concatenated function to a degenerate
convergent rectangle R. Then
´
R
fˆ = 0.
Proof. We have that
vol(R) =
∞∏
i=1
ai = 0,
then
∀ǫ1 > 0 ∃NR > 0 such that ∀n ≥ NR
∣∣∣∣∣
n∏
i=1
ai
∣∣∣∣∣ < ǫ1.
Let {fn}n∈N be a δ-sequence and take M > 0 such that |f | < M , hence for all n ≥ N1
|f˜n| −M ≤ ||f˜n| − |f ||
≤ |f˜n − f | < ǫ2,
for all x ∈ R. Then, for all n ≥ N1,
|f˜n| < ǫ2 +M ∀x ∈ R.
Take N = max{NR, N1}. Then, ∀n ≥ N we have∣∣∣∣∣
ˆ
×ni=1Ii
fˆn
∣∣∣∣∣ ≤
ˆ
×ni=1Ii
|fˆn|
< (ǫ+M) vol(×ni=1Ii) < (ǫ2 +M)ǫ1.

Note that the degenerate convergent rectangles are similar to the points in Rn.
Now, we will see that the value of the integral does not depend on the δ-sequence we
choose.
Theorem 4.7. (Uniqueness) Let R be a convergent rectangle and let f : R → R be a
concatenated function to R. Let {f 1n}n∈N, {f 2n}n∈N be two δ-sequences of f , then
lim
n→∞
ˆ
×ni=1Ii
fˆ 1n = lim
n→∞
ˆ
×ni=1Ii
fˆ 2n .
Proof. First , we choose M such that fˆ 1n and fˆ
2
n are Lebesgue integrable ∀n ≥M . Due to
the δ-uniform convergence, for a given ǫ > 0, we can choose N1 such that
∀n ≥ N1 |f˜ 1n − f | < ǫ ∀x ∈ R,
and N2 such that
∀n ≥ N2 |f˜ 2n − f | < ǫ ∀x ∈ R,
then ∀x ∈ R we have
|f˜ 1n − f˜ 2n| = |f˜ 1n − f + f − f˜ 2n|
≤ |f˜ 1n − f |+ |f − f˜ 2n|.
If we choose N = max{N1, N2,M}, we have that for all n ≥ N
|f˜ 1n − f |+ |f − f˜ 2n| < 2ǫ ∀x ∈ R.
Then, for all n ≥ N
(1) |f˜ 1n − f˜ 2n| < 2ǫ ∀x ∈ R.
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Besides, for all n ≥M ˆ
×ni=1Ii
fˆ 1n −
ˆ
×ni=1Ii
fˆ 2n =
ˆ
×ni=1Ii
fˆ 1n − fˆ 2n
≤
ˆ
×ni=1Ii
|fˆ 1n − fˆ 2n|.
Finally, taking into account (1), for all n ≥ N we haveˆ
×ni=1Ii
fˆ 1n −
ˆ
×ni=1Ii
fˆ 2n ≤
ˆ
×ni=1Ii
|fˆ 1n − fˆ 2n| < 2ǫ vol(×ni=1Ii) < 2ǫL,
for some L > 0. 
Example 4.8. Recall that W is the Wallis rectangle, defined in example 2.6. Let f :
W ⊂ RN → R be the function defined by
f(x) =
∞∑
i=1
xi
i2
.
Note that f is well defined into the Wallis rectangle. If we define the next δ-sequence
fn = f,
we have
f˜n(x) =
n∑
i=1
xi
i2
fˆn(x) =
n∑
i=1
xi
i2
.
It is clear that fˆn is Lebesgue integrable and note that for a given ǫ > 0, there exists N > 0
such that for all n > m > N∣∣∣f˜n − f˜m∣∣∣ = n∑
i=m+1
xi
i2
≤ 4
3
n∑
i=m+1
1
i2
<
4
3
ǫ,
where the inequality follows from the fact that 4n
2
4n2−1
≤ 4
3
and the convergence of
∑∞
i=1
1
i2
.
Then {fn}n∈N meets δ-Cauchy criteria and consequently f is a regular concatenated
function to W . Besides
∞∑
i=1
xi
i2
≤ 4
3
∞∑
i=1
1
i2
=
2π2
9
,
then f is bounded. By Theorem 4.4 the integral of f exists and is finite. Its value isˆ
W
f = lim
n→∞
ˆ
×ni=1
[
0, 4i
2
4i2−1
] fˆn
= lim
n→∞
ˆ
×ni=1
[
0, 4i
2
4i2−1
]
n∑
i=1
xi
i2
= lim
n→∞
1
2
n∑
i=1
(4i2)2
(4i2 − 1)2
1
i2
∏
j 6=i
4j2
4j2 + 1
=
π
2
∞∑
i=1
8
4i2 − 1 = 2π.
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5. Properties of concatenated functions
In this section, we will give some properties of the integral of concatenated functions.
We will see that these properties are analogous to Lebesgue integral properties in the
finite case.
Proposition 5.1. Let f, g be two concatenated functions on a convergent rectangle R,
then f + g is concatenated and if the integrals of f and g existˆ
R
f +
ˆ
R
g =
ˆ
R
f + g.
Proof. We have already proven that if f and g are concatenated functions, f + g is also
concatenated. Taking into account that fˆn, gˆn are Lebesgue integrable on ×ni=1Ii for all
n > N for some N ∈ N,ˆ
R
f +
ˆ
R
g = lim
n→∞
ˆ
×ni=1Ii
fˆn + lim
n→∞
ˆ
×ni=1Ii
gˆn
= lim
n→∞
(ˆ
×ni=1Ii
fˆn +
ˆ
×ni=1Ii
gˆn
)
= lim
n→∞
ˆ
×ni=1Ii
fˆn + gˆn =
ˆ
R
f + g.

Proposition 5.2. Let f be an concatenated function on a convergent rectangle R and
k ∈ R, then kf is concatenated and if the integral of f existsˆ
R
kf = k
ˆ
R
f.
Proof. We have already proven that if f is a concatenated function, kf is also concate-
nated. Taking into account that fˆn are Lebesgue integrable on ×ni=1Ii for all n > N for
some N ∈ N,
k
ˆ
R
f = k
(
lim
n→∞
ˆ
×ni=1Ii
fˆn
)
= lim
n→∞
ˆ
×ni=1Ii
kfˆn =
ˆ
R
kf.

Proposition 5.3. Let f = 0 and R be a convergent rectangle, thenˆ
R
f = 0.
Proof. We define fn = 0, then fn → f δ-uniformly and fˆn is Lebesgue integrable ∀n.
Hence f is concatenated to R and we haveˆ
R
f = lim
n→∞
ˆ
×ni=1Ii
fˆn
= lim
n→∞
ˆ
×ni=1Ii
0 = 0.

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Theorem 5.4. Let f be a concatenated function to a convergent rectangle R. Suppose
that M is a real positive number such that |f | ≤ M ,thenˆ
R
f ≤M vol(R).
Proof. We have that
∀ǫ > 0 ∃NR > 0 such that ∀n ≥ NR
∣∣∣∣∣
n∏
i=1
ai − vol(R)
∣∣∣∣∣ ≤ ǫ,
then for all n ≥ NR ∣∣∣∣∣
n∏
i=1
ai
∣∣∣∣∣ ≤ ǫ+ vol(R).
Let {fn}n∈N be a δ-sequence and take M > 0 such that |f | < M , hence for all n ≥ N1
||f˜n| −M | ≤ ||f˜n| − |f ||
≤ |f˜n − f | ≤ ǫ,
for all x ∈ R. Then for all n ≥ N1,
|f˜n| ≤ ǫ+M ∀x ∈ R.
Take N = max{NR, N1}. Then, ∀n ≥ N we haveˆ
×n
i=1
Ii
fˆn ≤
ˆ
×n
i=1
Ii
|fˆn| ≤ (ǫ+ vol(R))(ǫ+M).

6. Properties of regular concatenated functions
If we impose the condition of regular concatenation, we get more properties that become
the integration of regular concatenated functions a natural analogous for Lebesgue integral
on RN.
Proposition 6.1. Let f be a regular concatenated function to a convergent rectangle R.
If f ≥ 0 and the integral exists ˆ
R
f ≥ 0.
Proof. We have that fn = f converges δ-uniformly and fˆn is Lebesgue integrable on
×ni=1Ii. Besides, f ≥ 0⇒ fn ≥ 0⇒ fˆn ≥ 0, thenˆ
×ni=1Ii
fˆn ≥ 0⇒ lim
n→∞
ˆ
×ni=1Ii
fˆn ≥ 0
⇒
ˆ
R
f ≥ 0.

Proposition 6.2. Let f, g be a regular concatenated functions to a convergent rectangle
R. If f ≤ g and the integral exists ˆ
R
f ≤
ˆ
R
g.
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Proof. We have that fn = f and gn = g converge δ-uniformly and fˆn and gˆn are Lebesgue
integrable on ×ni=1Ii. Hence
f ≤ g ∀x ∈ R⇒ fn ≤ gn
⇒ fˆn ≤ gˆn ∀x ∈ ×ni=1Ii
⇒
ˆ
×ni=1Ii
fˆn ≤
ˆ
×ni=1Ii
gˆn
⇒ lim
n→∞
ˆ
×ni=1Ii
fˆn ≤ lim
n→∞
ˆ
×ni=1Ii
gˆn
⇒
ˆ
R
f ≤
ˆ
R
g.

Proposition 6.3. Let f be a regular concatenated function on a convergent rectangle R.
Then |f | is regular concatenated to R and if the integral exists∣∣∣∣
ˆ
R
f
∣∣∣∣ ≤
ˆ
R
|f |.
Proof. The first affirmation is already proven. For the second, let c = 1 or c = −1 such
that c
´
R
f ≥ 0, then
∣∣∣∣
ˆ
R
f
∣∣∣∣ = c
ˆ
R
f
=
ˆ
R
cf.
Besides we have that cf ≤ |f | and noting that cf and |f | are regular concatenated to R
we use theorem 6.2 to see that
ˆ
R
cf ≤
ˆ
R
|f | ⇒
∣∣∣∣
ˆ
R
f
∣∣∣∣ ≤
ˆ
R
|f |.

7. Integration on the Hilbert Cube
In this section, we will state an analogous of Lp(µ) space for functions defined in the
Hilbert cube. Then we will prove that this space is complete, which is the main result of
this article.
In general, we can’t assure the existence of the integral of non-bounded concatenated
functions on convergent rectangles, but it exists a special case in which non-bounded
concatenated functions behaves well: the Hilbert cube.
Theorem 7.1. (Existence III) Let U be the Hilbert cube, f : U → R be a concatenated
function to U and {fn}n∈N be a δ-sequence of f . Then the sequence
´
×ni=1I
fˆn converges.
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Proof. We will prove that
´
×ni=1I
fˆn is a Cauchy sequence. Assuming m > n,∣∣∣∣∣
ˆ
×ni=1I
fˆn −
ˆ
×mi=1I
fˆm
∣∣∣∣∣ =
∣∣∣∣∣
ˆ
×mi=1I
fˆn − fˆm
∣∣∣∣∣
≤
ˆ
×mi=1I
∣∣∣fˆn − fˆm∣∣∣ .
Now, using the hypotheses of concatenation we have that ∃N > 0 such that |f˜n− f˜m| < ǫ,
∀x ∈ R for all n,m > N , henceˆ
×mi=1I
∣∣∣f˜n − f˜m∣∣∣ < ǫ m∏
i=1
vol(I) = ǫ.
Then
´
×ni=1I
fˆn is a Cauchy sequence and due to the completeness of R the sequence
converges. 
Corollary 7.2. Let U be the Hilbert cube, f : U → R be a concatenated function to U
and {fn}n∈N a δ-sequence of f . Then the sequence
´
×ni=1I
|fˆn| converges.
Proof. To prove that
´
×ni=1I
|fˆn| is a Cauchy sequence just note that∣∣∣∣∣
ˆ
×ni=1I
|fˆn| −
ˆ
×mi=1I
|fˆm|
∣∣∣∣∣ =
∣∣∣∣∣
ˆ
×mi=1I
|fˆn| − |fˆm|
∣∣∣∣∣
≤
ˆ
×m
i=1
I
∣∣∣|fˆn| − |fˆm|∣∣∣
≤
ˆ
×m
i=1
I
∣∣∣fˆn − fˆm∣∣∣ .
And the proof is similar to the Theorem 7.1. 
Now, we will define a new functional space. If U is the Hilbert cube,
S(U) = {f : U → R|f regular concatenated}.
It is easy to see that S(U) is a linear space, the proof is similar to the proof of linearity of
SU of Proposition 3.7. We will define a relation between functions in this space as follows
(2) f ∼ g ⇐⇒
ˆ
U
|f − g| = 0.
Lemma 7.3. If f, g ∈ S(U), then
f ∼ g ⇒
ˆ
U
|f | =
ˆ
U
|g|.
Proof. Note that ˆ
U
|f − g| = 0⇒ lim
n→∞
ˆ
×ni=1I
|fˆ − gˆ| = 0
Besides ˆ
×ni=1I
|fˆ | − |gˆ| ≤
ˆ
×ni=1I
|fˆ − gˆ| ⇒
ˆ
×ni=1I
|fˆ | −
ˆ
×ni=1I
|gˆ| ≤
ˆ
×ni=1I
|fˆ − gˆ|.
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Taking limits ˆ
U
|f | −
ˆ
U
|g| ≤ 0⇒
ˆ
U
|f | ≤
ˆ
U
|g|.
By an analogous argument we get ˆ
U
|g| ≤
ˆ
U
|f |.
And we conclude that ˆ
U
|f | =
ˆ
U
|g|.

Lemma 7.4. The relation ∼ defined by (2) is an equivalence relation.
Proof. We will see that ∼ meets the equivalence relation properties:
• Reflexive property. ˆ
U
|f − f | =
ˆ
U
0 = 0⇒ f ∼ f,
which follows from Proposition 5.3.
• Symmetric property.
f ∼ g ⇒
ˆ
U
|f − g| =
ˆ
U
|g − f | = 0⇒ g ∼ f.
• Transitive property.
f ∼ g, g ∼ h⇒
ˆ
U
|f − g| = 0,
ˆ
U
|g − h| = 0.
We know thatˆ
×ni=1I
|fˆ − hˆ| ≤
ˆ
×ni=1I
|fˆ − gˆ|+
ˆ
×ni=1I
|gˆ − hˆ|.
Taking limits
lim
n→∞
ˆ
×ni=1I
|fˆ − hˆ| ≤ lim
n→∞
ˆ
×ni=1I
|fˆ − gˆ|+ lim
n→∞
ˆ
×ni=1I
|gˆ − hˆ| ⇒
ˆ
U
|f − h| ≤
ˆ
U
|f − g|+
ˆ
U
|g − h| = 0⇒
ˆ
U
|f − h| = 0⇒ f ∼ h.

We will define S1(U) as the set of the equivalence classes of ∼.
S1(U) := S(U)upslope∼.
As usual, we will consider the elements of S1(U) as functions. We will define
||f || =
ˆ
U
|f |.
Due to the corollary 7.2, ||f || exists and is finite ∀f ∈ S1(U). Also we have already proven
in lemma 7.3 that the norm of all functions in a equivalence class has the same value.
Proposition 7.5. (S1(U), || · ||) is a normed space.
Proof. We will see that || · || is a norm.
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• ||f || ≥ 0, ∀f ∈ S1(U), which follows from proposition 6.1.
• ||f || = 0 ⇐⇒ f = 0. The implication ⇐ follows from proposition 5.3. For the
other one, note that
||f || = 0⇒
ˆ
U
|f | = 0⇒ f ∼ 0⇒ f = 0.
• ||kf || = |k| · ||f ||, ∀f ∈ S1(U), which follows from proposition 5.2.
• ||f + g|| ≤ ||f ||+ ||g||, ∀f ∈ S1(U). Note thatˆ
U
|f + g| ≤
ˆ
U
|f |+ |g| =
ˆ
U
|f |+
ˆ
U
|g|,
where the inequality follows from proposition 6.2 and the equality from proposition
5.1.

Theorem 7.6. (S1(U), || · ||) is a Banach space.
Proof. Let {fn}n∈N ⊂ S1(U) be a Cauchy sequence, then
∀ǫ > 0 ∃N1 > 0 such that ∀n,m > N1 ||fn − fm|| < ǫ.
Or equally ˆ
U
|fn − fm| = lim
l→∞
ˆ
×l
i=1
I
|fˆnl − fˆml | < ǫ.
Hence
∃N2 > 0 such that ∀l > N2
ˆ
×li=1I
|fˆnl − fˆml | < ǫ.
Then
∀ǫ > 0 ∃N1 > 0, N2 > 0 such that ∀l > N2, ∀n,m > N1ˆ
×li=1I
|fˆnl − fˆml | < ǫ⇒ ||fˆnl − fˆml ||1 < ǫ,
where || · ||1 means the usual norm in L1(×li=1I). Then {fˆnl }n∈N is a Cauchy sequence on
L1(×li=1I) ∀l > N2. It is well known that this space is complete, then ∃gl ∈ L1(×li=1I)
such that ||fˆnl − gl||1 → 0. We will define a sequence {g¯l}∞l=N2+1 where g¯l : U → R is
defined by g¯l(x1, x2, ...) = gl(x1, ..., xl).
By definition of gl, we have that ||fˆnl −gl||1 → 0, then, we know that exists a subsequence
nk such that fˆ
nk
l → gl pointwise almost everywhere. Hence f˜nkl → g¯l pointwise almost
everywhere.
On the other hand, we have that fn ∈ S1(U) then, ∀p, q > N
(3) |f˜np (x)− f˜nq (x)| < ǫ ∀x ∈ U.
Note that (3) holds for all n, then particularly for all nk, then
|f˜nkp (x)− f˜nkq (x)| < ǫ ∀x ∈ U ⇒
lim
nk→∞
|f˜nkp (x)− f˜nkq (x)| ≤ ǫ ∀x ∈ U ⇒
|g¯p(x)− g¯q(x)| ≤ ǫ ∀x ∈ U.
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Hence {g¯l}∞l=N2+1 converges uniformly on U . We will denote ξ = liml→∞ g¯l. Take ξn = ξ
and define the sequence {ξ˜n} where ξ˜ : U → R as usual ξ˜n(x1, x2, ...) = ξ(x1, ..., xn, 0, ...).
We will prove that ξ˜n = g¯n. Note that
ξ˜n(x1, x2, ...) = ξ(x1, ..., xn, 0, ...) = lim
l→∞
g¯l(x1, ..., xn, 0, ...)
= lim
l→∞
gl(x1, ..., xn, 0, l−n. . ., 0) = lim
l→∞
lim
nk→∞
fˆnkl (x1, ..., xn, 0,
l−n. . ., 0)
= lim
l→∞
lim
nk→∞
fnk(x1, ..., xn, 0, ...) = lim
l→∞
lim
nk→∞
fˆnkn (x1, ..., xn)
= lim
l→∞
gn(x1, ..., xn) = gn(x1, ..., xn) = g¯n(x1, x2, ...),
and note also that the domains and codomains of ξ˜n and g¯n are equal, then ξ˜n = g¯n.
If we represent the situation graphically
f 1 → f 2 → · · · → fn → · · · → ξ
...
...
...
...
f˜ 1l+i → f˜ 2l+i → · · · → f˜nl+i → · · · → ξ˜l+i
...
...
...
...
f˜ 1l+2 → f˜ 2l+2 → · · · → f˜nl+2 → · · · → ξ˜l+2
f˜ 1l+1 → f˜ 2l+1 → · · · → f˜nl+1 → · · · → ξ˜l+1
Now, we will see that ξ ∈ S1(U). To do it, we have to prove that ξ is regular concatenated.
But taking into account that ξ˜n = g¯n and that {g¯n}∞n=N2+1 converges uniformly on U
|g¯p(x)− g¯q(x)| < ǫ ∀x ∈ U ⇔ |ξ˜p(x)− ξ˜q(x)| < ǫ ∀x ∈ U.
We know also that gl ∈ L1(×li=1I), then ξˆl ∈ L1(×li=1I).Hence {ξn} is a δ-sequence of f
and ξ is regular concatenated to U . Consequently ξ ∈ S1(U).
Finally, we will show that ||fm − ξ|| → 0. We start from:ˆ
×li=1I
|fˆnl − fˆml | < ǫ ∀n,m > N1, ∀l > N2.
Then, particularly ˆ
×l
i=1
I
|fˆnkl − fˆml | < ǫ ∀nk, m > N1, ∀l > N2.
Remember that fˆnkl → gl then fˆnkl → ξˆl pointwise almost everywhere, hence
∃N > 0 such that ∀nk > N |fˆnkl − ξˆl| < 1.
And we have
|fˆnkl − fˆml | ≤ |fnkl − ξˆl|+ |ξˆl − fˆml |
< 1 + |ξˆl − fˆml |.
With 1 + |ξˆl − fˆml | ∈ L1(×li=1I). So, using Dominated Convergence Theorem,
lim
nk→∞
ˆ
×li=1I
|fˆnkl − fˆml | < ǫ⇒
ˆ
×li=1I
|ξˆl − fˆml | < ǫ.
Now, if l →∞, we get ˆ
U
|ξ − fm| < ǫ ∀m > N1.
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Note that the integral exists because ξ − fm ∈ S1(U). From this we get that ξ is the
S1(U) limit of {fm}m∈N and the proof is complete. 
The same considerations can be done for Sp(U) spaces, with 1 ≤ p <∞, defined by
Sp(U) = {f : U ⊂ RN → R|f regular concatenated and ||f ||p <∞},
where
||f ||p =
(ˆ
U
|f |p
) 1
p
.
Observation: It can be proved that (S2(U), || · ||2) is a Hilbert space.
8. The unit primitive theorem
In this section we will prove other important property that happen in the Hilbert cube.
Theorem 8.1. (Unit primitive theorem) Let f : U → R be a regular concatenated
function to the Hilbert cube U such that f(x, t) is Lebesgue integrable on ×ri=1I, ∀t ∈ U
with x ∈ ×ri=1I. Let gr : U → R be the function defined by
gr(t) =
ˆ
×ri=1I
f(x, t),
Then gr is regular concatenated to U and we have thatˆ
U
f =
ˆ
U
gr ∀r ∈ N.
Proof. By hypothesis gr is well defined, we’ll show that is regular concatenated by δ-
Cauchy criteria
|g˜rn − g˜rm| =
∣∣∣∣∣
ˆ
×ri=1I
f(x, t1, ..., tn, 0, ...)−
ˆ
×ri=1I
f(x, t1, ..., tm, 0, ...)
∣∣∣∣∣
≤
ˆ
×ri=1I
|f(x, t1, ..., tn, 0, ...)− f(x, t1, ..., tm, 0, ...)|
=
ˆ
×ri=1I
|f˜n+r − f˜m+r| < ǫ.
Where the last step follows from the regular concatenation of f , that implies that f holds
δ-Caunchy criteria. Now, we know that gr is regular concatenated to U , then
g˜rn =
ˆ
×ri=1I
f(x, t1, ..., tn, 0, ...)
=
ˆ
×ri=1I
f˜n+r.
Hence ˆ
U
gr = lim
n→∞
ˆ
×ni=1I
grn
= lim
n→∞
ˆ
×ni=1I
ˆ
×ri=1I
f˜n+r.
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By applying Fubini’s theorem for the Lebesgue integral, we have
lim
n→∞
ˆ
×n
i=1
I
ˆ
×r
i=1
I
f˜n+r = lim
n→∞
ˆ
×n+r
i=1
I
f˜n+r
= lim
n→∞
ˆ
×n+r
i=1
I
fˆn+r
=
ˆ
U
f.

In other words, take f ∈ S1(U) with ||f || = ξ and define
gr(t) =
ˆ
×ri=1I
|f(x, t)|,
then {f, g1, g2, ...} are in the sphere of radius ξ in S1(U).
9. Examples
Now, we will illustrate the main theory with some examples. In these examples, we will
give a general process to compute the integral on the Hilbert cube of functions f : U ⊂
RN → R of the form
f(x) = ψ
(∏
i
φ(xi)
)
,
where ψ : R → R is an analytic function and φ : R → R is a continuous function that
makes the product convergent.
Example 9.1. Take the function f : U ⊂ RN → R defined by
f(x) =
1
2−∏∞n=1 x1/n2n =
1
2− x1 4√x2 9√x3... .
The function is well defined due to
0 ≤
∞∏
n=1
x
1
n2
n ≤ 1.
We will check that this function is regular concatenated to U :
|f˜r − f˜s| =
∣∣∣∣∣∣
1
2−∏rn=1 x 1n2n −
1
2−∏sn=1 x 1n2n
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∏r
n=1 x
1
n2
n −∏sn=1 x 1n2n(
2−∏rn=1 x 1n2n
)(
2−∏sn=1 x 1n2n
)
∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣
r∏
n=1
x
1
n2
n −
s∏
n=1
x
1
n2
n
∣∣∣∣∣ < ǫ,
where the last step follows from the convergence of the partial products. Before evaluating
the integral we note that
fˆl =
1
2−∏ln=1 x 1n2n =
∞∑
k=0
1
2k+1
l∏
n=1
x
k
n2
n .
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Hence
ˆ
×li=1I
fˆl =
ˆ
×li=1I
∞∑
k=0
1
2k+1
l∏
n=1
x
k
n2
n =
∞∑
k=0
1
2k+1
ˆ
×li=1I
l∏
n=1
x
k
n2
n
=
∞∑
k=0
1
2k+1
l∏
n=1
ˆ
1
0
x
k
n2
n =
∞∑
k=0
1
2k+1
l∏
n=1
n2
k + n2
.
Finally getting l →∞
ˆ
U
f(x) =
∞∑
k=0
1
2k+1
∞∏
n=1
n2
k + n2
=
1
2
+
∞∑
k=1
π
2k+1
√
k csch(π
√
k).
And the formula we have got after all is
lim
l→∞
ˆ
1
0
l. . .
ˆ
1
0
1
2−∏ln=1 x 1n2n =
1
2
+
∞∑
k=1
π
2k+1
√
k csch(π
√
k).
Now we will use the unit primitive theorem to get more results. Let
g1(t) =
ˆ
1
0
1
2− x∏∞n=2 t 1n2n =
1∏∞
n=2 t
1
n2
n
log

 2
2−∏∞n=2 t 1n2n

 .
Hence ˆ
U
g1 =
1
2
+
∞∑
k=1
π
2k+1
√
k csch(π
√
k).
And the formula we have got is
lim
l→∞
ˆ
1
0
l. . .
ˆ
1
0
1∏l
n=2 t
1
n2
n
log

 2
2−∏ln=2 t 1n2n

 = 1
2
+
∞∑
k=1
π
2k+1
√
k csch(π
√
k).
Example 9.2. The same considerations can be done for the function f : U ⊂ RN → R
defined by
f(x) = cosh
(√
x1
√
x2
√
x3 · · ·
)
= cosh
(
∞∏
n=1
x
1
2n
n
)
,
Note that cosh(x) is Lipschitz continuous, then by proposition 3.11, f is regular concate-
nated to U . Computing the integral as in the last example, we arrive to
ˆ
U
f =
∞∑
k=1
1
(2k)!
∞∏
n=1
2n
k + 2n
=
∞∑
k=1
1
(2k)!
k + 1(−k, 1
2
)
∞
,
where (a; q)n gives the q-Pochhammer symbol. The formula we get is
lim
l→∞
ˆ
1
0
l. . .
ˆ
1
0
cosh


√
x1
√
x2
√
x3 · · ·√xl

 = ∞∑
k=1
1
(2k)!
k + 1(−k, 1
2
)
∞
.
For more formulas like the ones of the last examples see [4], this article has been largely
inspired by it.
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