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PREFACE
The dissertation focuses on seismic velocity and anisotropy structure underneath the central
United States, with a greater detail for the Reelfoot Rift region.
Chapter 2 has been submitted in JGR Solid Earth (Basu, U. and C. A. Powell (2019). Pn
tomography and Anisotropy study of the central United States). I was the main researcher for this
paper and have handled all the major phases for this research including data processing,
methodology and manuscript preparation. Dr. Christine Powell was my supervisory advisor and
have helped throughout all stages of this study.
Chapter 3 will be submitted in JGR Solid Earth for publication. All stages of the research were
mainly conducted by me including manuscript writing with the help of Dr. Christine Powell as
the supervisory author.
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ABSTRACT
Basu, Urbi Ph.D. The University of Memphis. March 2019.
“Seismic velocity and anisotropy structure underneath the central United States”.
Major Advisor: Dr. Christine A. Powell

We present detailed seismic velocity and anisotropy structure of the central United States using
two independent seismic tomography methods. The presence of the US Transportable array in
the region and the installation of the northern Embayment Lithosphere Experiment (NELE) flex
array have provided an excellent dataset for the research. The first method is a tomographic
inversion of Pn traveltimes. The technique simultaneously inverts for P-wave velocity and
seismic anisotropy of the uppermost mantle. Anomalously fast Pn velocities are identified at the
intersection of the Reelfoot Rift and Rough Creek graben near the northern edge of the
Mississippi Embayment. A circular pattern of fast anisotropy directions is centered on the New
Madrid seismic zone. The fast axis directions display complex patterns and differ from absolute
plate motion directions and SKS splitting directions. Several other prominent P-wave velocity
anomalies are also identified which correlate with major geologic features in the region. In some
regions, the Pn anisotropy can be related to past orogenic events and is interpreted as frozen-in
fabric from past deformation. In the second study, we investigate the presence of multi-layer
seismic anisotropy underneath the Reelfoot Rift region by inverting fundamental mode Rayleigh
wave phase velocity dispersion curves from 20-100s periods. Excellent raypath coverage is
obtained for the Reelfoot Rift region in 30-75s periods with greater than 10,000 unique twoiv

station paths. Tomographic inversion of the dispersion curves provide isotropic phase velocity
maps and azimuthal anisotropy maps for each period. The phase velocity maps demonstrate
consistently low velocities underneath the Reelfoot Rift in the upper mantle. Anisotropy fast axis
directions tend to parallel the Reelfoot Rift at periods greater than 50s suggesting that the low
velocities are indicative of flow directions in the mantle.
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Figure 2.1. Index map for the central and eastern U.S. Green lines indicate intracratonic
basement faults associated with the breakup of Rodinia and opening of the Iapetus Ocean.
Blue lines indicate the leading edge of the Appalachian-Ouachita thin skinned thrust belt
associated with the closing of the Iapetus Ocean. Yellow line is the approximate location of
the Grenville front (GF) in Texas. Orange line outlines the Coastal Plain and the
Mississippi Embayment. BG: Birmingham Graben; MCR: Midcontinent Rift; ND:
Nashville Dome; NMSZ: New Madrid seismic zone; OU: Ozark Dome; OFS: Oklahoma
fault system; OR Ouachita Rift; RCG: Rough Creek Graben; MVG: Mississippi Valley
graben; RT: Rome Trough. (Modified from Thomas, 2006). The locations of Memphis and
St. Louis are indicated by stars.
6
Figure 2.2. (a) Pn Travel time versus distance plot. (b) Pn travel time residuals relative to a
straight-line fit with starting Pn velocity of 8.19 km/s. The red line indicates a 3-point
moving average of the travel time residuals with distance.
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Figure 2.3. (top) Final station and earthquake distribution and (bottom) raypath coverage.
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Figure 2.4. L-curve of variance of travel time residuals versus variance of velocity perturbations
for the velocity inversion without considering anisotropy.
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Figure 2.5. Pn velocity solution from the simultaneous inversion. Scale is percent velocity
change relative to an average Pn velocity of 8.19 km/s. Structural features taken from
Figure 2.1.
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Figure 2.6. Pn anisotropy from the simultaneous inversion. Bar orientation indicates fast Pn
direction and the length is relative to a Pn velocity of 8.19 km/s. Basement structural
features taken from Figure 2.1.
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Figure 2.7. Imaged isotropic Pn velocity when anisotropy is not included in the inversion.
Comparison with Figure 2.5 indicates that including the anisotropy reduces the magnitude
of the velocity anomalies but does not change the major velocity patterns.
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Figure 2.8. Pn anisotropy when isotropic velocity variations are not included in the inversion.
Comparison with Figure 2.6 indicates that including the isotropic velocity variations
reduces the magnitudes of the anisotropy but does not change the major patterns.
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Figure 2.9. Anisotropy results with magnitudes ³ 0.1s superimposed on the Pn velocity solution
to illustrate the correspondence between anisotropy patterns and the major velocity
anomalies.
20
Figure 2.10. Fast Pn velocity directions (red lines) for the portion of the study area centered on
the NMSZ and the high velocity lower crust “mafic pillow”. The green contours indicate
mafic pillow thickness. The boundaries of the ME are outlined in yellow. Grey areas are
mafic intrusions. Earthquakes shown as dots. RF Reelfoot fault. Modified from
Hildenbrand (1985). Scale is relative to a Pn velocity of 8.19 km/s.
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Figure 2.11. (a) Errors in Pn velocity and (b) errors in Pn anisotropy magnitudes estimated from
the Bootstrap method. The maximum errors in velocity and anisotropy are less than 0.1km/s
and 0.08 km/s respectively. Errors are calculated for areas within the region enclosed by the
black line. Outside this region, raypath coverage is too low for the error calculation.
23
Figure 2.12. (a) Pn velocities from the inversion of a test model consisting of sinusoidal velocity
variations of 1.5° half-wavelength with amplitude ±0.32 km/s and no anisotropy variations.
(b) Pn anisotropy from the inversion of a test model consisting of sinusoidal anisotropy
variations of ±0.32 km/s amplitude at 1.5° half-wavelength and no velocity variations. Bar
orientation indicates fast Pn direction and the length is relative to a Pn velocity of 8.19
km/s. (c) Magnitude of anisotropy bleeding from inversion of the velocity only test model.
(d) Velocity bleeding from the inversion of anisotropy only test model. Bleeding effect is
observed along the edges of the checkerboard boxes where variations in velocity and
anisotropy change rapidly. The amplitude of velocity anisotropy bleeding is lower than the
real anomalies for the well resolved areas.
25
Figure 2.13. (a) Histogram plot of raypath length versus ray count. (b) Pn velocity solution from
simultaneous inversion, using only short length raypaths from 2°-7°. (c) Pn anisotropy
variations from simultaneous inversion. The damping constants used for these inversions
are same as the damping constants used for the complete dataset.
27
Figure 2.14. Plot of difference in the peak modal ray directions and anisotropy fast axis direction
for prominent velocity anomalies. The inset scale displays the angle difference. The length
of the black bars is a constant value. The white rectangles highlight the areas where the
orientation of rays in that region and sign ( fast or slow) of the velocity anomalies may have
an effect on the anisotropy strength.
28
Figure 2.15. Pn anisotropy from simultaneous inversion after removal of 59 stations located
above the rift pillow region. Red triangles are some of the remaining stations.
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Figure 2.16. Crustal thickness determined using the station delays and a constant crustal velocity
of 6.3 km/s.
30
Figure 2.17. (a) SKS splitting results for the Mississippi Embayment modified from
Nyamwandha and Powell (2016). Average well-constrained splitting measurements (black
bars) plotted at the station locations and color coded by delay time magnitude. Pink bars
indicate APM predicted by HS3-Nuvel-1 A (Gripp and Gordon, 2002) and the yellow bars
are the MOMA (Missouri to Massachusetts seismometer array) SKS splitting results (Fouch
et al., 2000). (b) Pn anisotropy results determined in our study for the same region.
37
Figure 3.1. Major geologic features of the study area. The solid green lines represent the major
faults and the dashed blue line show the outline of the Mississippi Embayment. The red
ovals show the locations of the Nashville Dome (ND) and the Ozark Uplift (OU). The
yellow circles show the seismicity in the region (magnitude > 2.0) from 1974-2018 (IRIS
DMC database). The dotted black region shows the outline of the Illinois Basin. The
triangles show the locations of stations V50A and B11. OAT: Oklahoma-Alabama
Transform; OR: Ouachita Rift; AR: Arkansas; IB: Illinois Basin; IL: Illinois; IN: Indiana;
KY: Kentucky; MO: Missouri; MS: Mississippi; RCG: Rough Creek Graben; TN:
Tennessee.
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Figure 3.2. (a) Plot of earthquakes used in the study, the black triangles represent the stations used
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CHAPTER 1: INTRODUCTION
The central and eastern United States (CEUS) lie within the interior of the North American
craton. Although the region is considered tectonically stable, it hosts several active intraplate
seismic zones such as the New Madrid Seismic Zone, the Eastern Tennessee Seismic Zone and
the Charleston Seismic Zone. The Reelfoot Rift (RR) formed during the Iapetan rifting phase in
early Cambrian time and has reactivated several times since then (Hildenbrand and Hendricks,
1995; Thomas, 2006). The rift, located mainly in Arkansas and Missouri hosts the seismically
active New Madrid Seismic Zone (NMSZ). The NMSZ generates about 200 recorded
earthquakes per year and has produced three historic magnitude >7.5 earthquakes during 18111812 (Johnston and Schweig, 1996). The RR is overlain by a thick cover of sediments ranging
from Late Cretaceous to Quaternary in age (e.g. Thomas, 1991). The sediment layers fill the
Mississippi Embayment (ME), a southwest trending sedimentary basin that extends from the
Gulf coast to southern Ilinois. Geophysical studies have detected velocity heterogeneities and
prominent anisotropy variations in the crust and upper mantle underneath the RR. More detailed
knowledge about the subsurface structure underneath the RR is very important, as the
heterogeneities play a major role in the present-day stress orientations for this region
(Levandowski et al., 2016).
Several questions are still unanswered about the structure of the lithosphere beneath the RR
region. The presence of a prominent mafic “ rift pillow” at lower crustal depths is well- known,
but details about the depth and the lateral variations of the intrusion are not very clear. Recent
seismic anisotropy studies for the stable North American craton have revealed the presence of
more than one layer of anisotropy in the lithosphere (Wirth and Long, 2014). The accurate
depths and the origin of these anisotropy layers are still obscure. Lithospheric anisotropy layers
1

generally hold clues about past deformation events, whereas anisotropy from deeper layers
provide information about mantle flow. Most seismic anisotropy studies provide regional scale
anisotropy structure for the CEUS (Deschamps et al, 2008a; 2008b; Wirth and Long, 2014; Yuan
et al., 2011), however local variations are observed underneath the RR. SKS splitting studies by
Nyamwandha and Powell (2016) indicate deviations from absolute plate motion underneath the
northern Mississippi Embayment, which are interpreted as lithospheric contributions to the
anisotropy. They suggest that the presence of a SW dipping region of very low P- and S-wave
velocity situated below the ME is influencing the SKS fast directions. A detailed seismic
azimuthal anisotropy study for the RR is necessary to distinguish between contributions from
mantle flow and inherited, “frozen-in” rock fabric produced by past tectonic events that affected
the region.

The dissertation is divided into two main sections. The first part is a Pn tomography and
anisotropy study of the central United States. The main objective of the study is to image the
uppermost mantle P-wave velocity and anisotropy structure. The combined dataset of the
EarthScope Transportable Array (TA) and the Northern Embayment Lithosphere Experiment
(NELE) stations provide the highest resolution image of the uppermost mantle underneath the
RR to date. The study aims to identify the lateral extent of the mafic high velocity intrusion at
uppermost mantle depths and its relation to the presence of any prominent anisotropy underneath
the RR. The study will also reveal any prominent Pn anisotropy from frozen-in lithospheric
fabric produced by dominant past deformational events in the CEUS.
The second part of the dissertation is focused on the detection and depth distribution of different
seismic anisotropy layers beneath the upper ME, Identifying multiple layers of seismic
2

anisotropy underneath the RR is very important as it will contribute more information about the
geological history of the rift and also provide information about the present-day subsurface
structure. The study will use a large set of stations centered on the upper ME. In addition to the
TA and NELE stations, stations in the Ozarks Illinois Indiana Kentucky array will be used to
determine the most detailed phase velocity and anisotropy investigation of the region to date.
The two-station method is used to calculate fundamental mode Rayleigh wave phase velocity
dispersion curves for two-station pairs. Isotropic phase velocity and azimuthal anisotropy maps
for 20-100s period are obtained from simultaneous inversion of the phase velocity dispersion
curves.
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CHAPTER 2: Pn Tomography and Anisotropy Study of the Central United States

1. ABSTRACT
Detailed P-wave velocity and anisotropy structure of the uppermost mantle below the central
United States is presented based on a tomographic inversion of Pn traveltimes. Excellent raypath
coverage throughout the northern Mississippi Embayment (ME) is obtained using the Northern
Embayment Lithosphere Experiment and US Transportable Array datasets. A detailed analysis of
the trade-off between velocity and anisotropy variations demonstrates that both are well resolved
for areas with good ray path coverage. Anomalously fast Pn velocities are identified below the
northern ME, centered on the New Madrid seismic zone. A prominent region of low velocity
coincides with the southwestern margin of the Illinois basin. Pn anisotropy displays complex
patterns and differs from absolute plate motion directions and SKS splitting directions. A circular
pattern of fast anisotropy directions is centered on the New Madrid seismic zone.

2. INTRODUCTION
The central United States (U.S.) is an ideal setting for the study of the uppermost mantle
associated with a stable continental craton that has experienced a complex tectonic history
involving extensional and contractional deformation related to ancient plate reorganizations
(Figure 2.1). Several seismic zones are present within the region including the New Madrid
seismic zone (NMSZ), one of the most seismically active region in the central and eastern United
States (CEUS). The NMSZ is located at the northern end of the Mississippi Embayment (ME) in
the NE-SW trending Mississippi Valley graben (Figure 2.1), a feature that developed in the early
Cambrian during the opening of the Iapetus Ocean (e.g. Hildenbrand and Hendricks, 1995;
Thomas, 2006). The NMSZ produced three major magnitude (>7) earthquakes in 1811-1812
4

(Johnston and Schweig, 1996) and presently generates more than 300 recorded earthquakes per
year. Seismic refraction studies (Catchings, 1999; Mooney et al., 1983), surface wave inversion
(Liang and Langston, 2009), and local earthquake tomography studies (e.g. Dunn et al., 2013;
Powell et al., 2010; Vlahovic et al., 2000) indicate the presence of significant velocity anomalies
in the crust beneath the northern ME and the NMSZ. In addition, recent studies have revealed the
presence of a pronounced low velocity zone in the upper mantle below the ME (Chen et al.,
2016; Nyamwandha et al., 2016; Pollitz and Mooney, 2014) and Buehler and Shearer (2017) find
complex Pn anisotropy variations in the uppermost mantle throughout the region.

In this study, we will use Pn arrivals recorded by the EarthScope U.S. Transportable Array (TA)
stations and a dense FlexArray deployment to determine detailed uppermost mantle velocity
structure and azimuthal anisotropy below the central U.S. Pn velocity variations within the
footprint of the FlexArray experiment display an interesting correlation with recently determined
Moho depth variations in the southern Illinois Basin. Pn anisotropy fast directions differ from
SKS splitting results for TA stations covering our study area and from absolute plate motion
directions suggesting the presence of multiple layers of anisotropy. A circular pattern of fast
directions is centered on the NMSZ.

5

Figure 2.1. Index map for the central and eastern U.S. Green lines indicate intracratonic
basement faults associated with the breakup of Rodinia and opening of the Iapetus Ocean. Blue
lines indicate the leading edge of the Appalachian-Ouachita thin skinned thrust belt associated
with the closing of the Iapetus Ocean. Yellow line is the approximate location of the Grenville
front (GF) in Texas. Orange line outlines the Coastal Plain and the Mississippi Embayment.
BG: Birmingham Graben; MCR: Midcontinent Rift; ND: Nashville Dome; NMSZ: New Madrid
seismic zone; OU: Ozark Dome; OFS: Oklahoma fault system; OR Ouachita Rift; RCG: Rough
Creek Graben; MVG: Mississippi Valley graben; RT: Rome Trough. (Modified from Thomas,
2006). The locations of Memphis and St. Louis are indicated by stars.

3. TECTONIC SETTING
The North American continent was formed through a prolonged record of tectonic activity (e.g.
Karlstrum, 2001). Figure 2.1 contains major tectonic features within the study area. The
basement below most of the central U.S. is composed of the Mesoproterozoic (1.5-1.3 Ga)
Granite-Rhyolite province (e.g. Bickford et al., 2015). The Midcontinent rift consists of buried
igneous and sedimentary rocks that mark a major but failed attempt to split North America at
6

about 1.1 Ga (e.g. Hinze et al., 1992). Only the prominent western arm of the rift is shown; a
less prominent arm extends through Michigan and may extend further to the south (Stein et al.,
2018). An intracratonic fault system developed in the region in early Cambrian time following
the initial breakup of supercontinent Rodinia ( e.g. Thomas, 2010; 2014). Extension occurred in
the Mississippi Valley graben (MVG, also called the Reelfoot Rift), Rome Trough and
Birmingham graben. The MVG is offset from the Rome Trough by the transtensional Rough
Creek graben. Transform motion is also suggested along the southern Oklahoma fault system.
The southern end of the MVG terminates along the Alabama-Oklahoma transform (Thomas,
2011; 2014). The intracratonic rifts were reactivated in a compressional environment during the
late Paleozoic assembly of supercontinent Pangea (e.g. Kolata et al., 1991; Thomas, 2014). The
leading edge of the thin skinned (not basement involved) Appalachian-Ouachita thrust belt
indicated in Figure 2.1 developed during assembly of Pangea. Basement features involved in the
orogeny include the deep Arkoma and Black Warrior basins produced by flexural downwarp
from the tectonic loading of the thrust sheets. Basement uplifts were created further away from
the active margins such as the Ozark and Nashville domes (Cox, 2009). High velocity lower
crust is associated with the MVG and the southern portion of the Illinois Basin (Catchings 1999;
Liang and Langston, 2009; McGlannan and Gilbert, 2016; Chen et al, 2016). High velocities
may represent mafic rocks that were emplaced during initial rifting, the late Paleozoic orogeny,
or a Cretaceous thermal event (Cox and Van Arsdale, 2002).

The origin of the Illinois basin is enigmatic. The Basin contains thick sequences of Paleozoic
sedimentary fill overlying granite-rhyolite basement. The thickest sedimentary strata (~6 km) lie
near the southern margin of the basin. Recent receiver function studies have revealed the
7

presence of unusually thick basement below the southern and central portions of the Basin that
cannot be simply attributed to basin subsidence. Moho depth variations are particularly evident
along the boundary between the Illinois Basin and the Ozark Dome (Yang et al., 2017). Yang et
al. (2017) conclude that the basins and domes in the central U.S. formed during the Phanerozoic
were influenced by Moho variations that were created in the Precambrian.

4. PREVIOUS STUDIES
Only a few Pn tomography studies have been carried out in the CEUS. Zhang et al. (2009)
detect high mantle velocities (about 8.2 km/s) below the upper ME and the southern portion of
the Illinois basin. In a study with higher resolution provided by the TA stations, Buehler and
Shearer (2017) detect high Pn mantle velocities of roughly 8.2 km/s in two NW-SE trending
bands, one extending through Missouri and another through western Tennessee. They also find
low velocity mantle (about 7.95 km/s) below the southern portion of the Illinois Basin.
Catchings (1999) finds a uniform uppermost mantle velocity of 8.25 km/s along a refraction
profile running from Memphis to east of St. Louis. This line crosses the NMSZ and extends into
the southern portion of the Illinois basin. Clear evidence for high velocity lower crust beneath
the NMSZ, commonly referred to as the mafic pillow, is present in the refraction profile. The
“Early Rise Experiment” also conducted seismic reflection and refraction studies for the entire
United States. Their studies identified high Pn velocities (around 8.2-8.4 km/s) for the central
United States (Iyer et al., 1969). Liang and Langston (2009) invert group velocity curves
determined from ambient seismic noise for shear wave crustal velocity structure in the CEUS.
They find high S-wave velocities of roughly 4.25 km/s at a depth of 43 km below the MVG and
the Ozark and Nashville domes.
8

Tomographic inversion studies involving teleseismic body waves and surface waves have
imaged a low-velocity region in the upper mantle beneath the northern ME and NMSZ (Bedle
and Van der Lee, 2006; Chen et al., 2014, 2016; Mitchell et al., 1977; Nyamwandha et al., 2016
Pollitz and Mooney, 2014). In the study with the highest resolution to date, the low velocity
region dips to the SW and extends from a depth of at least 250 km to as shallow as 50 to 100 km
below the NMSZ and uppermost ME (Nyamwandha et al., 2016).

SKS splitting results are available for TA stations located west of about 90° (Hongsresawat et al.,
2015) and for a portion of eastern North America (Long et al., 2016). An SKS anisotropy study
by Nyamwandha and Powell (2016) indicates that the direction of upper mantle anisotropy is in
general agreement with absolute plate motion (APM) across a large part of our study region.
They also document a rotation of the fast axis to become subparallel to the ME long axis,
indicating the presence of relic lithospheric fabric or upward flow of hydrated mantle material
associated with the NE-SW trending low velocity region found under the ME (Nyamwandha and
Powell, 2016). Surface wave anisotropy studies (Deschamps et al., 2008; Gaherty, 2004; Li et
al., 2003) indicate the presence of complex subsurface structure involving various anisotropic
layers in the lithospheric mantle and asthenosphere. Buehler and Shearer (2017) and Zhang et al.
(2009) identify complex Pn anisotropy patterns within the central U.S., with no obvious
correspondence to the direction of APM.
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5. DATA PROCESSING AND METHODOLOGY
5.1. Data preparation
Our study is centered on the northern ME. To avoid smearing effects at the edges, we select a
broader area extending from 80°W to 100°W and from 32°N to 40°N. The dataset consists of
recordings made by the permanent Center for Earthquake Research and Information (CERI)
network (NM) stations, TA stations and stations associated with the Northern Embayment
Lithospheric Experiment (NELE) project. Seismograms were downloaded from the IRIS
database for events between 2011-2015 that satisfied the following criteria: (1) epicentral
distances from 2° to 14°, (2) hypocenter depths shallower than 35 km, (3) maximum location
precision of 0.1°, and (4) a minimum of five recording stations. We have down weighted the
earthquakes from Oklahoma and used only high magnitude events to reduce azimuthal bias from
the Oklahoma region. Each station used had to record a minimum of five events. This yields a
total of 1482 events, 453 stations and 13779 arrival times. We picked the Pn arrival times
manually after removing the linear trend and mean from the raw seismograms and applied bandpass filtering in the 0.5-5 Hz frequency range. An iterative selection procedure is then applied to
remove any outliers. The maximum travel time residual (observed travel time- calculated travel
time) allowed is 3s relative to a straight-line fit in a time versus distance plot. Plots for the final
dataset and the travel time residuals relative to the straight-line fit of Pn travel time versus
distance (8.19 km/s) are shown in Figures 2.2(a) and 2.2(b), respectively. The final earthquake
and station distribution is shown in Figure 2.3a and the ray path coverage is shown in Figure
2.3b.
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(a)

(b)

Figure 2.2. (a) Pn Travel time versus distance plot. (b) Pn travel time residuals relative to a
straight-line fit with starting Pn velocity of 8.19 km/s. The red line indicates a 3-point moving
average of the travel time residuals with distance.
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Figure 2.3. (top) Final station and earthquake distribution and (bottom) raypath coverage.
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5.2 Tomographic method and parameter estimation
We follow the technique developed by Hearn (1984, 1994, 1996), that inverts Pn traveltimes for
both velocity and seismic anisotropy of the uppermost mantle. Dividing the mantle into a 2-D
grid with 0.25 by 0.25 degree cell size parameterizes the mantle velocity variations. The initial
velocity model is obtained by applying a straight line fit to the travel time versus distance plot
(Figure 2.2(a)). For our study, the slope corresponds to a mean Moho velocity of 8.19 km/s and
the y-axis intercept gives an estimated mean crustal thickness of 38.4 km using a mean crustal
velocity of 6.3 km/s.

A Pn ray path is comprised of three parts: the source to mantle downgoing wave, producing the
event delay, the ray path through the mantle, and the upcoming ray path from mantle to receiver,
producing the station delay. Pn travel time incorporating variations in mantle velocity and mantle
anisotropy is given as (Hearn, 1996),
t "# = a" + b# + ∑ d"#* (s* + A* cos2∅ + B* sin2∅)

(1)

where a" is the static delay for station i, b# is the static delay for event j, d"#* is the distance
travelled by ray ij in mantle cell k, ϕ is the back azimuth angle, and s* , A* and B* are the
slowness perturbation and anisotropic coefficients for cell k, respectively. The two coefficients
of anisotropy describe the magnitude of the anisotropy for cell k as (A7* + B*7 )8/7 and the
direction of fastest wave propagation as 1/2arctan(B* /A* ) +90°.

The inverse problem is a large and sparse system of linear equations that can be written in matrix
form as
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Ax = t

(2)

where t is the data vector, x is the solution vector and A is a matrix containing the data kernel
that relates the data vector to the solution vector. The least squares normal equation is given by

ATAx = ATt

(3)

However, matrix A usually has small singular values and ATA is ill conditioned and a damping
parameter, l, is introduced to allow additional constraints on the solution. A two-dimensional
Laplacian smoothing operator, L, is introduced to minimize the roughness of the model (Lees
and Crosson, 1989). The equation becomes

A
;
: >? = : >
0
<=

(4)

In our study, different damping parameters are used for slowness and anisotropy to control the
degree of smoothing in the final model. The linear set of equations is solved using the efficient
and numerically stable LSQR algorithm (Paige and Saunders, 1982) by minimizing the travel
time residuals and the smoothness of the slowness and anisotropy between each cell and its
surrounding cells. Detailed information about the inversion technique is given in Appendix A.
For further details see Lei et al. (2014), Hearn (1996) and Hearn and Ni (1994).

To select an optimum pair of damping parameters we first performed only isotropic inversions
using different values of slowness damping parameters. Figure 2.4 shows the L-curve of RMS
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travel time residuals versus the RMS of final model perturbations. The final damping is chosen
as 100 to avoid introduction of high amplitude small-scale features into the solution. Keeping the
slowness damping parameter fixed at 100, simultaneous inversions were run with a range of
anisotropy damping constants. The final anisotropy damping constant was chosen based on the
results of sinusoidal checkerboard resolution tests. Inversions were performed with two test
models: one with only isotropic velocity at a 1.5° half-wavelength with amplitude ±0.32 km/s
and the other model with sinusoidal variations in the anisotropy of ±0.32 km/s amplitude at 1.5°
half-wavelength with no velocity variations. Both models were inverted with a constant slowness

Figure 2.4. L-curve of variance of travel time residuals versus variance of velocity perturbations
for the velocity inversion without considering anisotropy.

damping parameter of 100 and various anisotropy damping values. Keeping the anisotropy
damping roughly equal to the slowness damping produced the best results in terms of the
tradeoff between data misfit and model roughness. This was the same result found in the studies
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by Buehler and Shearer (2010) and Lei et al. (2014). Our anisotropy damping parameter is kept
fixed at 150.

6. RESULTS
6.1 Inversion
Figures 2.5 and 2.6 show the Pn velocity and anisotropy variations from the simultaneous
tomographic inversion. Results of the simultaneous inversion can be compared to independent
inversions for Pn and anisotropy shown in Figures 2.7 and 2.8, respectively. While the
amplitudes of the velocity variations are higher in Figure 2.7 than in Figure 2.5, the major
velocity patterns do not change. The anisotropy images also show similar effects; the anisotropy
patterns in Figure 2.8 are very similar to those in Figure 2.6, although the magnitude of the
anisotropy has increased. The data misfit RMS errors for the separate Pn and anisotropy
inversions are 0.54 and 0.53s, respectively.

Major velocity anomalies within the high station density portion of the study region are marked
A to C. These anomalies were also observed in the Pn study by Buehler and Shearer (2017) but
at lower resolution. High Pn velocities (anomaly A) are present in the northernmost portion of
the MVG, below and just to the east of the NMSZ (Figure 2.5). Low Pn velocities (anomaly B)
are associated with the southern part of the Illinois basin. High velocity anomaly C corresponds
to the surface expression of the Ozark Plateau. Several velocity anomalies are located outside of
the better- resolved portion of our model but are worth noting. Anomaly D corresponds to what
has been interpreted as the southern extension of the Midcontinent rift based on potential field
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anomalies (Shah and Keller, 2017) and ambient noise tomography (Liang and Langston, 2009).
Low velocities (anomaly E) are associated with the Oklahoma fault system and correspond to the
location of large-slip basement faults and a large suite of mantle-derived igneous rocks (Hogan
and Gilbert, 1998). The fault system is interpreted as either a Cambrian-age failed rift arm
(Keller and Stephenson, 2007) or leaky transform (Thomas, 1991; 2011).
The Pn anisotropy displays complex patterns, some of which are correlated with the major
velocity anomalies. To illustrate this, Figure 2.9 contains the anisotropy results with magnitudes
³ 0.1s superimposed on the Pn velocity solution. Within the portion of the study region with high
station density, large magnitude anisotropy is associated with the northern end of the MVG and
the anisotropy directions form a circular pattern centered on the NMSZ and the thickest portion
of the mafic lower crust (“mafic pillow”) (Figure 2.10). Strong NS-oriented anisotropy is
observed in northeastern Oklahoma associated with high velocity anomaly D. This pattern ends
in southern Oklahoma where the fast direction trends roughly parallel to the Oklahoma fault
system (Figures 2.6 and 2.9). Our anisotropy results are similar to those determined by Buehler
and Shearer (2017) for the entire U.S. In particular, strong anisotropy and rapidly changing fast
azimuth directions are associated with the northernmost portion of the MVG in both studies.
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Velocity anomaly %
Figure 2.5. Pn velocity solution from the simultaneous inversion. Scale is percent velocity
change relative to an average Pn velocity of 8.19 km/s. Structural features taken from Figure 2.1.
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Figure 2.6. Pn anisotropy from the simultaneous inversion. Bar orientation indicates fast Pn
direction and the length is relative to a Pn velocity of 8.19 km/s. Basement structural features
taken from Figure 2.1.

Figure 2.7. Imaged isotropic Pn velocity when anisotropy is not included in the inversion.
Comparison with Figure 2.5 indicates that including the anisotropy reduces the magnitude of the
velocity anomalies but does not change the major velocity patterns.
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Figure 2.8. Pn anisotropy when isotropic velocity variations are not included in the inversion.
Comparison with Figure 2.6 indicates that including the isotropic velocity variations reduces the
magnitudes of the anisotropy but does not change the major patterns.

Figure 2.9. Anisotropy results with magnitudes ³ 0.1s superimposed on the Pn velocity solution
to illustrate the correspondence between anisotropy patterns and the major velocity anomalies.
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Figure 2.10. Fast Pn velocity directions (red lines) for the portion of the study area centered on
the NMSZ and the high velocity lower crust “mafic pillow”. The green contours indicate mafic
pillow thickness. The boundaries of the ME are outlined in yellow. Grey areas are mafic
intrusions. Earthquakes shown as dots. RF Reelfoot fault. Modified from Hildenbrand (1985).
Scale is relative to a Pn velocity of 8.19 km/s.

6.2 Errors and resolution
Parameter errors for velocity and anisotropy magnitudes are estimated using the bootstrap
method (Efron 1979; Koch 1992) for the simultaneous inversion. The maximum errors for Pn
velocity and anisotropy are 0.10 km/s and 0.08 km/s respectively and are much lower for regions
with good ray path coverage (Figures 2.11). Errors are not estimated for cells with less than 10
raypaths, which is indicated by the area outside the black solid lines (Figure 2.11). Checkerboard
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tests were conducted to evaluate the effects of raypath coverage on spatial resolution. Synthetic
arrival times were calculated with the same earthquake – station pairs used in the inversion of the
real data. Random noise with a standard deviation of 0.5s was added to the synthetic travel times
during the inversion.

Tests were run with different checkerboard sizes and inversions were performed with two test
models: one with only isotropic velocity variations with amplitudes of ±0.32 km/s and the other
model with only variations in the anisotropy with maximum amplitudes of ±0.32 km/s. The
initial model is recovered satisfactorily for most of the study region with good ray path coverage
for a checkerboard cell size of 1.5° (Figures 2.12(a) and 2.12(b)). The RMS data misfit is 0.51s
and 0.50s for the velocity and anisotropy models, respectively. Figures 2.12(c) and (d) show the
effects bleeding of the anisotropy into the velocity model and vice versa. The bleeding test shows
the magnitude of false anisotropy introduced from the inversion of an only velocity synthetic
checkerboard test model and vice versa. Maximum bleeding is observed along the edges of the
checkerboard boxes where variations in velocity and anisotropy change rapidly. The amplitude
of velocity bleeding is much smaller than the real velocity anomalies. The maximum magnitude
of the anisotropy bleeding is also lower than the observed anisotropy variations for the betterresolved portions of the model.
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Figure 2.11. (a) Errors in Pn velocity and (b) errors in Pn anisotropy magnitudes estimated from
the Bootstrap method. The maximum errors in velocity and anisotropy are less than 0.1km/s and
0.08 km/s respectively. Errors are calculated for areas within the region enclosed by the black
line. Outside this region, raypath coverage is too low for the error calculation.
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Figure 2.12. (a) Pn velocities from the inversion of a test model consisting of sinusoidal velocity
variations of 1.5° half-wavelength with amplitude ±0.32 km/s and no anisotropy variations. (b)
Pn anisotropy from the inversion of a test model consisting of sinusoidal anisotropy variations of
±0.32 km/s amplitude at 1.5° half-wavelength and no velocity variations. Bar orientation
indicates fast Pn direction and the length is relative to a Pn velocity of 8.19 km/s. (c) Magnitude
of anisotropy bleeding from inversion of the velocity only test model. (d) Velocity bleeding from
the inversion of anisotropy only test model. Bleeding effect is observed along the edges of the
checkerboard boxes where variations in velocity and anisotropy change rapidly. The amplitude
of velocity anisotropy bleeding is lower than the real anomalies for the well resolved areas.
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6.3 Additional tests of the models
The possibility exists that much of the detected anisotropy could be due to raypaths having
different lengths in different directions. Longer raypaths sample deeper into the mantle and
could be associated with faster velocities. An abundance of long raypaths in a particular
direction would produce an apparent anisotropy. To test the effect of raypath length on the
anisotropy solution, we ran simultaneous inversions with only short length raypaths (2°-7°
distance range). About 2/3 of all raypaths fall in this range and roughly 40% fall in the range 2°4° (Figure 2.13(a)). Figures 2.13(b) and (c) show the Pn velocity and anisotropy solutions from
simultaneous inversions with velocity and anisotropy damping parameters of 100 and 150,
respectively. The major velocity anomalies and anisotropy patterns, including the prominent
circular pattern near the northern end of the Reelfoot Rift are still evident. This indicates that the
complex anisotropy patterns are not strongly influenced by raypath length and are indicative of
uppermost mantle velocity complexity.

Anisotropy can also by fabricated by an azimuthal bias of raypaths trough a cell; conceivably, an
apparent fast direction will be produced parallel to the mean ray path direction through a cell
with anomalously high velocity and perpendicular to the mean raypath direction through a cell
with anomalously low velocity. To detect any azimuthal bias caused by the combined effect of
the orientation of raypaths and the magnitude of velocity anomalies in a particular cell, we
calculated the difference between the mean ray direction and the anisotropy fast axis for the cells
associated with prominent velocity anomalies (Figure 2.14). We find two areas where there is
possible bias in the anisotropy fast axis produced by the mean raypath direction. These areas are
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Figure 2.13. (a) Histogram plot of raypath length versus ray count. (b) Pn velocity solution from
simultaneous inversion, using only short length raypaths from 2°-7°. (c) Pn anisotropy variations
from simultaneous inversion. The damping constants used for these inversions are same as the
damping constants used for the complete dataset.
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located at the eastern edge of anomaly B and at the southern edge of anomaly A. Strong
azimuthal bias is not observed for other part of these anomalies or with other prominent Pn
velocity anomalies. The relationship between mean ray direction and isotropic velocity variations
does not appear to play a major role in the anisotropy solution.
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Figure 2.14. Plot of difference in the peak modal ray directions and anisotropy fast axis direction
for prominent velocity anomalies. The inset scale displays the angle difference. The length of the
black bars is a constant value. The white rectangles highlight the areas where the orientation of
rays in that region and sign ( fast or slow) of the velocity anomalies may have an effect on the
anisotropy strength.
The association of the rotation of the Pn fast directions and the thickest portion of the high
velocity mafic pillow below the upper MVG opens the possibility that the rotation is influenced
by strong lateral velocity gradients in the lower crust. Raypaths arriving at stations on or near the
pillow will be influenced by the lateral velocity gradients and this could be interpreted,
incorrectly, as Pn anisotropy. To test this possibility, we removed 59 stations located above the
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mafic pillow and ran the simultaneous inversion for Pn velocity and anisotropy. The circular
anisotropy pattern is still observed (see Figure 2.15). This is not a completely definitive test for
the influence of crustal velocity variations on the inversion results but it suggests that these
variations may not be playing a major role.

−92˚

−91˚

−90˚

−89˚

−88˚

−87˚

38˚

38˚

37˚

37˚

36˚

36˚

35˚

35˚

_.1 +
_.15 +
+
_.05 +
_.3
_.2 +
_.25 +

Anisotropy km/s

−92˚

−91˚

−90˚

−89˚

−88˚

−87˚

Figure 2.15. Pn anisotropy from simultaneous inversion after removal of 59 stations located
above the rift pillow region. Red triangles are some of the remaining stations.

6.4 Crustal thickness estimates
The station delays represent the combined effect of crustal thickness and crustal velocity. Most
of the stations have delay times less than 1s. The stations in the southern part of the study area
have negative station delays and the delays progressively change to positive toward the north.
We obtained crustal thickness under each station by applying a constant crustal velocity of
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6.3km/s (Braile et al., 1989) (Figure 2.16). Thin crust (less than 35 km) is present in the southern
ME and coastal plain and the thickest crust (45 to 48 km) is found beneath the Illinois basin.
These results are very similar to the crustal thickness estimates obtained by Buehler and Shearer
(2017), McGlannan and Gilbert (2016) and Yang et al. (2017) using different geophysical
techniques. A more accurate estimate of crustal thickness could be obtained using a 3D crustal
velocity model (Buehler and Shearer, 2017) but Figure 2.16 serves to demonstrate that our
results are consistent with previous studies.

Figure 2.16. Crustal thickness determined using the station delays and a constant crustal velocity
of 6.3 km/s.

7. DISCUSSION
The velocity anomalies imaged in our study are consistent with the recent Pn study by Buehler
and Shearer (2017) for the U.S. using the TA stations with the exception of the velocity
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anomaly magnitudes; in general, anomaly magnitudes in the Buehler and Shearer (2017) model
are more subdued than the anomalies found in our study. This is due to the differences in station
spacing and regularization used in the two studies. Anomalies A, B and C are apparent in both
studies but only negative anomaly B, corresponding to the largest negative anomaly in the
Buehler and Shearer (2017) model east of the Rocky Mountains, has roughly comparable
magnitude in both solutions.

The availability of increased station coverage in the central portion of our study area provides
higher resolution of mantle velocity variations than the Buehler and Shearer (2017) study.
Anomaly A is associated with the uppermost mantle located below the MVG and the
southernmost Illinois Basin. This high velocity anomaly corresponds to the location of high
velocity regions in the lower crust [Catchings, 1999; Mooney et al., 1983; Liang and Langston,
2009; Chen et al., 2016; Nyamwandha et al., 2016] and in the uppermost mantle (Chen et al.,
2016). In contrast, the high velocity region imaged by Buehler and Shearer (2017) in this
general location has much lower amplitude and trends roughly perpendicular to the MVG.
Anomaly B in our study extends the low velocity anomaly associated with the southern Illinois
basin detected by Buehler and Shearer (2017) further to the north, along the southwestern
margin of the basin. Recent studies have detected an abrupt change in Moho depth that follows
this portion of the basin margin; the Moho shallows from NE to SW by as much as 10 km
across the margin (McGlannan and Gilbert, 2016; Yang et al., 2017). Low uppermost mantle
velocities below the part of the basin corresponding to anomaly B are also suggested in the Swave model determined by Chen et al. (2016). Higher resolution of fast anomaly C in our study
allows comparison with Moho depth variations found in the receiver function study by Yang et
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al. (2017). The fast Pn velocities correspond to a region of relatively shallow Moho depths
below the Ozark Plateau. The Moho deepens on either side of the elevated area then deepens
dramatically across the margin of the Illinois basin. This pattern is mimicked in the Pn
velocities; fast velocity is associated with the shallow Moho depths under the Ozark Plateau
(anomaly C) and very low Pn velocity (anomaly B) corresponds to the abrupt transition to thick
crust below the basin. Similarities between the results of our study and that of Buehler and
Shearer (2017) exist outside of the region where we have increased station density. For
example, the same general pattern of high and low Pn velocities in Oklahoma is observed in
both Pn velocity models. Some differences do exist but these occur near the limit of resolution
in our model. For example, a high velocity region present to the NE of anomaly B in the
Buehler and Shearer (2017) Pn model is poorly resolved in our study.
Mantle structure associated with high Pn velocity anomaly C can be inferred from gravity data.
Liu et al. (2017) modeled Bouguer gravity anomalies along a profile that crosses anomaly C and
demonstrated that the negative anomalies can be explained by densities appropriate for the
Proterozoic granite rhyolite basement that underlies the region. Levandowski et al. (2016)
developed a 3-D density map for the central U.S. that reproduces gravity and flexural topography
variations. Low densities are found in the crust above region C and normal density is found in
the uppermost mantle. The presence of a thick, high velocity upper mantle layer would not be
compatible with the gravity observations or the computed density model. Anomaly C may
represent the presence of a thin, high velocity layer associated with sills emplaced during
formation of the granite rhyolite basement or the Ozark uplift. The presence of sills emplaced at
the base of the crust may account for the shallow Moho depths associated with anomaly C.
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There is correspondence between our Pn velocity model and the deepest portion of the shear
wave model determined by Liang and Langston (2009) based on ambient noise tomography.
Liang and Langston (2009) obtain adequate resolution to a depth of 43 km and they are
probably sampling the uppermost mantle in places. They detect fast velocity corresponding to
our anomalies A and C. Velocity values close to the average crustal velocity are found below
the western side of the Illinois Basin (our anomaly B) but here they are sampling the thick crust
below the basin rather than uppermost mantle. A major difference between our Pn results and
the Liang and Langston (2009) model involves evidence for a rift-rift-rift triple junction
centered on the northern MVG (e.g. Braile et al., 1982). Contrary to the results of Liang and
Langston (2009), high velocities in our model do not form a triple junction pattern centered on
the MVG with a western arm extending along the Ozark Plateau and an eastern arm extending
to the Nashville Dome. Rather, we find that high velocity uppermost mantle is isolated below
the northern MVG and the Ozark Plateau (anomalies A and C). The absence of a triple junction
is in agreement with the detailed receiver function study by Yang et al. (2017).

High velocity anomaly D is not as well resolved as the other labeled anomalies but is intriguing
because it aligns with a proposed extension of the Midcontinent rift into Oklahoma. Liang and
Langston (2009) found evidence for an extension of the rift into Oklahoma and Shah and Keller
(2017) interpret a NNE trending region of elevated Bouguer anomalies in Oklahoma as the
extension of the rift. These anomalies align with NS trending gravity highs associated with the
Midcontinent rift from Michigan to Kansas and can be attributed to mafic intrusive rocks (e.g.
Serpa et al., 1984; Woelk and Hinze, 1991).
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Low velocity anomaly E aligns with the southern boundary of the Oklahoma fault system and
overlaps with a NW trending, 65 km wide zone of igneous rocks. Potential field analysis
indicates that the zone is steeply bounded by basement penetrating faults (Keller and Stephenson,
2007) and rock composition indicates an upper mantle source (Hogan and Gilbert, 1998). The
potential field anomalies identifying the igneous rocks at depth end abruptly at the edge of the
continent (the Ouachita rift). The low velocities defining anomaly E also end at the Ouachita
rift. The correspondence of anomaly C with the igneous rocks supports a deep source for these
rocks. The low velocities could represent lowermost crust that underwent partial melting during
synrift magmatism.

Prominent high velocity anomaly A may represent the uppermost mantle extension of the lowercrust high-velocity “mafic pillow” associated with the upper MVG and the NMSZ (e.g.
Catchings, 1999). Hildenbrand (1985) determined the thickness of the anomalous lower crust
through a joint inversion of gravity and magnetic data. The thickest portion of the high velocity
crust corresponds to the Reelfoot fault, as does the maximum magnitude of anomaly A. The
anomalous crust thins much more abruptly in the NW direction than in other directions,
producing an asymmetric pattern that broadens to the E and SE. This is similar to the E and SE
broadening of anomaly A away from the Reelfoot fault. The S-wave model determined by Chen
et al. (2016) also contains high velocity uppermost mantle below the Reelfoot fault.

Our anisotropy results are similar to the results determined by Buehler and Shearer (2017) in the
portion of our study region that contained only the TA stations. For example, strong anisotropy
with a NS oriented fast direction is observed in Nebraska and northern Oklahoma in both studies.
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The fast direction changes to EW in southern Oklahoma then NE-SW in central Texas and NWSE in eastern Texas. Fast axis orientations determined in the two studies disagree in SW
Missouri, Georgia and Indiana. In addition, we do not observe a correlation between fast axis
orientation and the trend of the Appalachian front found in the study by Buehler and Shearer
(2017) and in an earlier Pn study by Smith and Ekstrom (1999). Most of Indiana is located in a
region of very low resolution in our model (see Figure 2.12(b)). Low resolution is also a
problem in Georgia and along the Appalachian front. We do observe a stronger correlation
between Pn fast direction and the Oklahoma fault system than is found in the Buehler and
Shearer (2017) study.

Within the portion of our study area with increased station coverage, we observe strong
anisotropy with fast directions that produce a circular pattern centered on the upper ME and the
NMSZ (Figures 2.6 and 2.10). Buehler and Shearer (2017) find strong anisotropy (up to 5%)
with fast directions that change orientation from NE-SW to NS in the southern portion of the
Illinois Basin. This is the largest magnitude anisotropy found by Buehler and Shearer (2017) in
the central and eastern U.S. and indicates the presence of a very strong uppermost mantle
anisotropic fabric. We suggest that the increased resolution in our model is providing a more
accurate depiction of the mantle anisotropy because the circular pattern in the fast directions we
observe is closely linked to the lower crust and upper mantle mafic intrusion that has been
detected below the MVG in many prior studies (e.g. Mooney et al., 1983; Catchings, 1999; Liang
and Langston, 2009; Chen et al., 2016).
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Ismail and Mainprice (1998) investigate the relationship between P- and S-wave anisotropy
produced by lattice-preferred orientation in upper mantle rock samples. They establish that the
fastest P-wave velocity direction and the fastest S-wave polarization direction are both parallel to
the olivine [100] axis. Thus, our anisotropy results can be compared to SKS splitting results to
investigate the possibility of multiple layers of anisotropy in the upper mantle. We find that our
Pn anisotropy results differ significantly from SKS splitting patterns determined for the central
U.S. A comparison between the Pn anisotropy determined in our study and SKS anisotropy
determined by Nyamwandha and Powell (2016) using TA and NELE stations is shown in Figure
2.17. As is the case for most of the central U.S., the SKS fast direction is compatible with APM
although Nyamwandha and Powell (2016) demonstrate that there is a rotation of the fast
directions to become subparallel with the axis of the ME. SKS splitting results determined by Liu
et al. (2014) for longitudes west of -90° indicate that most SKS fast directions are approximately
parallel to APM. SKS results for longitudes east of -90° are determined by Long et al. (2016) but
cannot be compared to our Pn anisotropy because the region of overlap between the two studies
falls within a poorly resolved portion of our model.
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Figure 2.17. (a) SKS splitting results for the Mississippi Embayment modified from
Nyamwandha and Powell (2016). Average well-constrained splitting measurements (black bars)
plotted at the station locations and color coded by delay time magnitude. Pink bars indicate APM
predicted by HS3-Nuvel-1 A (Gripp and Gordon, 2002) and the yellow bars are the MOMA
(Missouri to Massachusetts seismometer array) SKS splitting results (Fouch et al., 2000). (b) Pn
anisotropy results determined in our study for the same region.

The Pn anisotropy detected in our study and in the study by Buehler and Shearer (2017) is much
more complex than the SKS splitting results, arguing for the presence of relic fabric in the
uppermost mantle introduced during past tectonic events that often cannot be resolved by SKS
splitting. The association of the rotation of our Pn fast directions with the location of the lower
crust “mafic pillow” below the NMSZ (Figure 2.10) suggests that the presence of the pillow may
have influenced mantle flow directions at some point during the tectonic evolution of the region.
The high velocity pillow may have been intruded very early in the rifting stage and influenced
subsequent mantle flow patterns until rifting ended. Alternatively, the presence of the pillow
may have affected flow directions during passage of the Bermuda hotspot in the Cretaceous (Cox
and Van Arsdale, 1997, 2002) during which most of the magmatism associated with the MVG
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occurred. Wirth and Long (2014) used Ps receiver functions to investigate anisotropy beneath
four stations surrounding the northern ME. They found evidence for three anisotropic layers in
the mantle, with a north to northwest orientation of the anisotropic fast axes at mid-lithosphere
depths. The consistency of the NNW anisotropy signature led Wirth and Long (2014) to
conclude that the observed anisotropy is a relic of North American craton formation. The
incompatibility of our results with those of Wirth and Long (2014) further suggest that the
anisotropy fabric that we are sampling below the northern ME is confined to very shallow depths
below the Moho.

8. CONCLUSION
We image uppermost mantle velocity structure and Pn velocity anisotropy for the central U.S.
based upon the simultaneous inversion of Pn travel times recorded by TA stations and stations
involved in the NELE FlexArray experiment. Fast Pn velocities are present in the northernmost
portion of the MVG. We attribute the high velocity to the same mafic intrusion that has been
detected in the lower crust below the NMSZ in many past studies. Fast velocity is also detected
in association with thin crust below the Ozark uplift in Missouri. The fast velocities may be
indicative of thin dikes intruded during formation of the granite rhyolite basement or the Ozark
uplift. Slow Pn velocities are found below the southwestern margin of the Illinois Basin and
correspond to an abrupt change in Moho thickness across the margin detected using receiver
functions. A NS trending region of fast Pn velocity detected in central Oklahoma lends support
to the extension of the Midcontinent rift south of Kansas. Slow Pn velocity corresponds to a zone
of igneous rocks associated with the Oklahoma fault system and supports a deep source for these
rocks.
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Pn anisotropy fast directions display complex patterns that differ markedly from absolute plate
motion directions and SKS splitting fast directions. This argues for the presence of relic fabric in
the uppermost mantle introduced during past tectonic events that cannot be resolved by SKS
splitting. A circular pattern formed by the fast Pn velocity directions is centered on the high
velocity lower crust below the upper MVG. We suggest that the presence of the high velocity
crust, commonly called the mafic pillow, influenced magmatic flow patterns either during initial
rifting or during emplacement of melt associated with passage of the Bermuda hotspot. Pn fast
directions trend roughly parallel to the Oklahoma fault system, further suggesting that the
anisotropy may be associated with mantle fabric established during ancient tectonic events.
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CHAPTER 3: Velocity and azimuthal anisotropy structure underneath the Reelfoot Rift
region from Rayleigh wave phase velocity dispersion curves

1. ABSTRACT
We investigate seismic azimuthal anisotropy beneath the Reelfoot Rift region by inverting
Rayleigh wave phase velocity dispersion curves. The presence of prominent velocity anomalies
and complex anisotropy patterns underneath the Reelfoot Rift have been documented in recent
body wave tomography images, SKS splitting results, and Pn velocity images. Dense seismic
array installations of the Northern Embayment Lithosphere Experiment, the EarthScope
Transportable Array, and the Ozarks Illinois Indiana Kentucky array allow us to use the twostation method to investigate phase velocity dispersion curves in a broad period range (20 –
100s). We obtain more than 12,000 well-constrained, unique two-station paths from teleseismic
events, which provide excellent resolution for the Reelfoot Rift region. Tomographic inversion
of the dispersion curves provide isotropic phase velocity maps and azimuthal anisotropy maps
for each period range. The presence of high phase velocities at lower crustal and uppermost
mantle depths and extensive low phase velocities in the upper mantle play a major role in
creating local scale anisotropy variations at shallow lithospheric depths underneath the northern
Mississippi Embayment. We also detect fast phase velocities from 75-100s periods below the
Illinois basin, which are inferred as remnants of old, continental lithosphere at upper mantle
depths. Slow phase velocities are observed along the edge of the Oklahoma-Alabama transform
fault in 20 -50s period maps, that coincide with a prominent gravity low in the region.
Anisotropy fast directions are consistently parallel to the trend of the Reelfoot Rift from 50s to
higher periods. The correlation of the anisotropy directions with slow phase velocities
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underneath the ME and the Illinois Basin suggest that the lower velocities influence the
anisotropy fast direction.

2. INTRODUCTION
Seismic anisotropy involves the directional dependence of seismic wave speeds. Anisotropy can
be established by near surface processes such as preferential alignment of cracks. In the mantle
and lower crust, it is produced by lattice preferred orientation (LPO) of olivine and amphibole,
respectively, by an increased ordering and alignment of mineral crystal orientations produced by
finite strain (Christensen, 1984; Nicolas and Christensen, 1987; Becker, et al., 2006; Meissner et
al., 2006; Tatham et al., 2008). The P-wave and vertical component Rayleigh wave fastest
direction of propagation is along the olivine a-axis whereas phases such as SKS are polarized
with the fastest direction of propagation along the a-axis (Verma, 1960, Gao et al., 1997; Ismail
and Mainprice, 1998).

High resolution mapping of azimuthal anisotropy in continental areas is obtained using SKS
splitting measurements. For the continental United States interior, the SKS fast directions
generally parallel the direction of absolute plate motion (Fouch et al., 2000; Liu et al., 2014;
Refayee et al., 2014) suggesting that the splitting is due to simple asthenospheric flow. There are
exceptions to this relationship, most notably in the Mississippi Embayment (ME) where SKS fast
directions rotate to become subparallel to the ME axis (Nyamwandha and Powell, 2016).

Major tectonic events such as continental collision can produce “frozen in” anisotropic fabric in
the lithosphere that remains to the present day. SKS splitting has poor vertical resolution and is
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not optimal for distinguishing between lithospheric anisotropy that developed as a consequence
of past deformational processes and anisotropy in the asthenosphere that is related to mantle flow
(e.g. Long et al., 2009; 2016). Raleigh waves provide an alternate way of measuring azimuthal
anisotropy that increases vertical resolution at the expense of lateral resolution. Increased
vertical resolution is made possible by the dispersive nature of Rayleigh waves. Rayleigh waves
with longer wavelengths will penetrate deeper into the earth that those with shorter wavelengths,
allowing the depth dependence of anisotropy to be recovered.

Investigation of seismic anisotropy in the central United States (CUS) is particularly interesting
because the region has a long history of tectonic events that may have produced frozen in
anisotropy. In addition, the presence of several seismic zones suggests the presence of active
dynamic processes. New discoveries from the passage of the EarthScope Transportable Array
(TA) and associated dense array deployments indicate that the region is underlain by significant
lateral velocity variation in the upper mantle including the presence of a pronounced low velocity
zone below the ME and the Reelfoot Rift (RR) (Pollitz and Mooney, 2014; Chen et al., 2016;
Nyamwandha et al. 2016). The New Madrid seismic zone, the most active seismic zone east of
the Rocky Mountains, is located in the RR.

In this study, we use fundamental mode Rayleigh waves to investigate the depth distribution of
azimuthal anisotropy in the CUS. We take advantage of the increased station coverage provide
by the TA and two dense array deployments to produce detailed phase velocity and anisotropy
maps for the period range 20 to 100s. Our study area is centered on the upper ME and the
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Illinois basin. Our results shed light on the upper mantle velocity structure located between these
enigmatic structures and on the influence of the RR on seismic anisotropy.

3. TECTONIC BACKGROUND
The North American continent has been constructed by repeated episodes of terrane accretion
over geologic time. The Reelfoot Rift lies within the Mesoproterozoic (1.50-1.34 Ga) GraniteRhyolite Province, which forms the basement rock in the central United States. Formation of the
Granite-Rhyolite rocks is not well understood but is possibly related to magmatism during backarc intracratonic terrane accretion ( Bickford et al., 2015). The central and eastern United States
underwent significant deformation during the Grenville orogeny (1.3-1.0 Ga), which facilitated
the final assembly of the Rodinia supercontinent. Subsequent events followed with breakup of
Rodinia and opening of the Iapetus ocean during the Cambrian period, followed by closure of the
Iapetus ocean and assembly of the Pangea supercontinent during the Appalachian-Ouachita
orogeny and finally with the breakup of Pangea and opening of the Atlantic ocean ( e.g.
Karlstrom et al., 2001; Thomas, 2006; Whitmeyer and Karlstrom, 2007). The successive two
complete Wilson cycles created complex, large scale deformational structures in the central
United States. Regional scale rift systems, such as the Reelfoot Rift (RR), Birmingham and
Rome trough were formed in the stable continental craton during the Iapetan rifting period (e.g.
Hildenbrand , 1985; Hildenbrand and Hendricks, 1995; Thomas 1991; 1993; 2014). Continental
rifting and extension have produced a zone of thinned lithosphere underneath the RR that acted
as a zone of weakness during tectonic events in the late Mesozoic (McGlannan and Gilbert,
2016). The Mississippi Embayment (ME) (Figure 3.1) is a broad south plunging trough with a
thick sediment cover of Upper Cretaceous and Paleogene sediments and extends from between
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the Ozark Uplift in the west and the Nashville Dome in the east (Figure 3.1) (e.g. Hildenbrand
and Hendricks, 1995; Mooney et al., 1983; Thomas, 1991; Catchings, 1999). The northern edge
of the RR hosts the active intraplate New Madrid Seismic Zone (Johnston and Schweig, 1996).
The Illinois Basin (Figure 3.1) is located to the north of the RR and covers much of Illinois,
western Kentucky and south-western Indiana. In addition to these major features, there are
several uplifts such as the Ozark Plateau and the Nashville Dome (Hildenbrand, 1985;
Hildenbrand and Hendricks, 1995). The domes consist of Mesoproterozoic age rocks and were
uplifted during the Appalachian orogeny in late Devonian time (Ervin and McGinnis, 1975).
Regional refraction studies have detected the presence of high velocity rocks, interpreted as an
intrusion (called the rift pillow) at lower crustal depths (Catchings et al., 1999; Mooney et al.,
1983). The rift pillow may have been emplaced during the initial rifting phase in the early
Cambrian or later during the Ouachita orogeny. A prominent SW dipping upper mantle low
velocity feature is imaged beneath the Reelfoot Rift in body wave tomography studies (Mitchell
et al, 1977; Pollitz and Mooney, 2013; Nyamwandha et al., 2016; Chen et al, 2016) and may be
related to passage of the ME over a fragment of the Farallon slab that is trapped in the transition
zone (Nyamwandha et al., 2016). Several studies (e.g. Deschamps et al., 2008a; 2008b; Gaherty
2004; Wirth and Long, 2014) have identified multiple layers of anisotropy in the lithosphere and
upper mantle underneath the central united States. The anisotropy fast axis directions in the
shallow upper mantle depths are mostly due to frozen-in fabric from past tectonic events. At
deeper depths of upper mantle, the fast axis direction are generally parallel with present-day
asthenospheric flow direction underneath the North America.
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Figure 3.1. Major geologic features of the study area. The solid green lines represent the major
faults and the dashed blue line show the outline of the Mississippi Embayment. The red ovals
show the locations of the Nashville Dome (ND) and the Ozark Uplift (OU). The yellow circles
show the seismicity in the region (magnitude > 2.0) from 1974-2018 (IRIS DMC database). The
dotted black region shows the outline of the Illinois Basin. The triangles show the locations of
stations V50A and B11. OAT: Oklahoma-Alabama Transform; OR: Ouachita Rift; AR:
Arkansas; IB: Illinois Basin; IL: Illinois; IN: Indiana; KY: Kentucky; MO: Missouri; MS:
Mississippi; RCG: Rough Creek Graben; TN: Tennessee.

4. PREVIOUS STUDIES
Surface wave tomography is one of the most robust seismological tools to visualize the
subsurface structure of Earth. Phase velocity dispersion curves are repeatedly used to identify
velocity anomalies and anisotropy structure in global (e.g. Lebedev and Van der Hilst, 2008;
Shapiro and Ritzwoller, 2002) and continent wide scales (e.g. Shen and Ritzwoller 2016; Van
der Lee and Frederiksen, 2005). Regional scale surface wave tomography studies are also being
carried out with the installation of dense arrays and availability of huge datasets. The two station
method is one of the most used inter station methods which allows the determination of the
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average phase velocity dispersion curve between a two-station pair (e.g. Deschamps et al.,
2008a; Meier, 2004; Yao et al., 2006, 2008, 2010). Other interstation methods used to estimate
interstation dispersion curves include waveform cross correlation technique (Jin and Gaherty,
2015) and the 2-plane wave method (e.g. Chen et al., 2016; Li et al., 2003). Previous surface
wave tomography studies for the central United States have imaged a NE-SW trending lowvelocity region in the upper mantle beneath the the northern ME and a high velocity lower
crustal “mafic pillow” (e.g. Chen et al., 2016; Liang and Langston, 2009; Pollitz and Mooney,
2014).

Seismic anisotropy studies have been implemented to completely understand the past
deformation of the lithosphere and upper mantle. SKS splitting, Love-Rayleigh discrepancy, Pn
anisotropy and Rayleigh wave tomography are some of the most common techniques used to
determine vertical (radial) anisotropy and azimuthal (horizontal) anisotropy respectively. Seismic
anisotropy under the eastern United States has been documented by several studies (e.g.
Deschamps et al., 2008a; 2008b; Fouch et al., 2000; Gaherty, 2004; Long et al., 2016). Shear
wave splitting is the most commonly used technique to study the anisotropy structure of the
lithosphere and upper mantle (Vinnik et al., 1992; Silver, 1996). Global SKS splitting studies
show that the splitting patterns in the Reelfoot Rift region have good correlation with absolute
plate motion (APM) (Gordon et al., 1984). However in finer scale studies for the Reelfoot Rift,
SKS splitting patterns show anisotropy directions which vary from the APM direction and is subparallel to the ME long axis (Nyamwandha and Powell, 2016). Surface wave anisotropy studies
by Gaherty (2004) and Deschamps et al. (2008a; 2008b), and receiver function studies by Wirth
and Long (2014) have identified multi-layer seismic anisotropy underneath the stable North
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American craton. The studies confirm the presence of multiple layers of azimuthal anisotropy- a
shallow lithospheric layer from frozen-in lithospheric fabric and a deeper (asthenospheric mantle
flow or convection) layer generating shear wave splitting and parallel to the present day APM
motion.

5. METHODOLOGY
5.1 Data selection
Interstation Rayleigh wave fundamental mode phase velocity dispersion curves are determined
using the two-station method. The two-station method The method was first developed by Sato
(1955; 1958) and has been subsequently used in several studies (e.g. Meier et al., 2004; Yao et
al., 2005; 2006). The main criterion for the method is that the angles between the great circles
connecting the stations and event are not too large (usually less than a few degrees).
We use long period vertical component waveforms recorded by stations comprising the Northern
Embayment Lithosphere Experiment (NELE), the TA, the cooperative New Madrid seismic
network (NM), and the Ozarks Illinois Indiana and Kentucky (OIINK) array. To ensure good
quality dispersion curves the following criteria are used for data selection:
i)

Data: Teleseismic events are used, with magnitude ³ 5.0, depths shallower than 50 km
and epicentral distance between 5 - 120°. Figures 3.2(a) and 3.2(b) show the events
distribution and station coverage for the study area, respectively.

ii)

Inter station distance: We use the half-wavelength criterion to determine the maximum
period for which phase velocity can be measured for a two-station pair (Yao et al.,
2006). The criterion requires the surface wave propagation distance between two stations
(Δ2 –Δ1) should be at least half of the wavelength (λ= c(T ) •T), where T is the period
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and c is the average phase velocity at that period. D2 and D1 are the earthquake-station
distances for the farthest and nearest stations respectively. As a consequence, the number
of phase velocity measurement decreases with increasing period.
iii)

The two-station method requires that the earthquake and two stations should
approximately lie on the same great circle. Figure 3.3(a) illustrates the geometry for the
earthquake and the two-station pair. The angle a is the azimuthal difference between the
earthquake and the two stations (A and B, A is the nearest to the earthquake) and b is the
azimuthal difference between the event to the station A and the azimuthal difference
between station A and B. The upper limit on the two deviation angles a and b are set at
3° and 5° respectively.
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Figure 3.2. (a) Plot of earthquakes used in the study, the black triangles represent the
stations used in the study; (b) Station coverage for the study area. The red line shows the
Reelfoot Rift margin and the blue dashed line outlines the Mississippi Embayment.
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5.2 Determination of dispersion curves
We use the cross correlation method (Bloch and Hales, 1968; Yao et al., 2005; 2006) to measure
phase velocity dispersion curve between vertical components of displacement recorded at two
stations. Inter-station phase velocity curves are measured as follows:
i.

First, the mean of the time series and instrument responses are removed from the data.
Then the MFT (multiple filter technique ) method (Dziewonski et al., 1969) is applied to
determine the group arrival times for the Rayleigh wave fundamental mode at each
station.

ii.

The second step involves a moving window analysis (Landisman et al., 1969) to
eliminate noise from higher modes and other phases. A boxcar window centered at
the group travel time for each period T is applied to each seismogram. Figure 3.3(b)
shows the group velocity curve measured at two stations V50A and B11 (Figure 3.1) for
a single event after the moving window analysis.

iii.

The windowed seismograms are then filtered using narrow band pass Kaiser filter
(Hermann, 1973) and finally the inter station phase velocity dispersion curve is measured
from the cross-correlation of the filtered seismograms. The average phase velocity of a
two-station path is given as,

D(E) ≈

∆H I∆ J

(1)

∆K(L)

where Dt(T) is the phase traveltime at period T estimated from the cross correlation of
narrow band-pass filtered waveforms at central period T at the two stations. Figure 3.3(c)
shows the estimated two-station phase velocity curve for the station pair V50A-B11.
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iv.

We manually inspect each dispersion curve for quality control and choose the correct
branch of the dispersion curve by comparing it with the global 1-D ak135model average
(Kennett et al., 1995).

v.

The next step involves calculating the average phase velocity curve for the region with
all the data. Figure 3.4(a) shows the average dispersion curve calculated from our data
and compares it with other studies (Kennett et al., 1995; Shen and Ritzwoller, 2013). Our
average dispersion curve shows deviations from the ak135 model at periods higher than
100s and we restrict our tomography study to the period range 20-100s.

vi.

Outlier data are then removed by applying ± 0.3 km/s threshold from the average phase
velocity dispersion curve.

vii.

Finally, we compute the average dispersion curve for each two-station pair, that has at
least three individual dispersion curve measurements. Figure 3.4(b) shows the unique
phase velocity dispersion curves for all two-station pairs. We have ~12000 unique twostation paths and have the best data coverage in the 30-80s period range. Figure 3.4(c)
shows the data count for different period ranges.
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(a)

(b)

Station A

Station B

(c)

Figure 3.3. (a) Illustration of two deviation angles α and β defined in the two-station method. The
solid lines are all great-circle paths and the dashed line is the extended great-circle path from E
to A. Δ1 is the great-circle distance between E and A and Δ2 is the great-circle distance between
E and B (reproduced from Yao et al., 2006); (b) Group travel time for a sample two-station pair
V50A and B11(shown in Figure 3.1) after the moving-window analysis; (c) Phase velocityperiod (T) image for the sample two-station pair. The red areas show high correlation between
the stations and blue shows low correlation value.
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(a)

(b)

60

(c)

Figure 3.4. (a) Average phase velocity dispersion curves for the central United States from
different reference models. The blue curve displays our data average with the standard deviation
for each period. Our average curve shows good correlation with the other models in 20-100
seconds period ranges. (b) Unique two-station dispersion curves plotted with the average
dispersion curve (solid red line ). The dotted red lines show the bounds (±0.3 km/s) for selecting
the good quality dispersion curves. (c) Data count versus period, displaying the number of
unique two-station paths for each period range.

5.3 Tomographic inversion of anisotropic Rayleigh wave phase velocity maps
We use the Yao et al., (2010) inversion method to obtain isotropic phase velocity and azimuthal
anisotropy maps. The technique uses the continuous regionalization method by Montagner
(1986) and the generalized inversion scheme of Tarantola and Vallete (1982) to invert each
average dispersion curve for 2-D phase velocity maps at each period. The method expresses the
isotropic phase velocity variations and 2 y azimuthally anisotropy variations (Smith and Dahlen,
1973) at each location M as

D (w, M, y) = DN (w)[1 + QN (w, M) + Q8 (w, M)DRS2y + Q7 (w, M)STU2y]
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(2)

where y is the azimuth, c0(w) is the reference phase velocity at the angular frequency w, a0 is the
isotropic phase velocity perturbation coefficient and a1 and a2 are the azimuthal anisotropic
coefficients. The reference phase velocity at each period is the average of all unique two-station
phase velocity curves at the particular period (Table 3.1). The magnitude of anisotropy is
calculated as

;W = XQ87 + Q77

(3)

and the direction of the fast propagation (Q) is given by

8

\

Θ = 7 arctan [\H ]
J

(4)

The region under study is parametrized by means of 0.25° x 0.25° grid points. The inversion is
controlled by three regularization parameters: a priori data error sd , correlation lengths (Lcor )
and a priori model error sp. The a priori data errors (sd ) correspond to the standard deviation of
the phase velocity measurements at each period. The Lcor (Lcoriso , Lcoraniso) control the
smoothness of the final model and spi (where i=0,1,2) control the amplitude of the anomalies.
The choice of the a priori model error is based on the phase velocity measurements and is
chosen empirically. Simultaneous inversions are performed with different values of a priori
model errors to observe the effect for changes in the solution. The final values are chosen such
that the amplitude of the phase velocity and anisotropy variations do not vary too much from the
reference velocity and also does not introduce high bleeding in the checkerboard inversions. For
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the isotropic coefficients, the a priori model error is set as 1.5 times the standard deviation of the
observed phase velocity at each period. For the two anisotropic coefficients, the a priori model
error is set as 1% of the average phase velocity at each period. The final choice of the input
parameters is also evaluated by two output parameters (Griot et al., 1998). The first parameter,
factor c is defined as,

8

abc(d) 7

^ = _` ∑`dg8 [ e

f (d)

]

(5)

where sd is the variance of the measurement, n is the number of measurements and res is part of
the phase velocity which is not explained by the final model. When the number of measurements
is large, the average misfit relative to data uncertainties (c) should be around 1. The second
parameter (SDres) represents the standard deviation of the residuals ( difference between data
phase velocity and final model phase velocity). In case of good fit of the data, SDres is nearly
equal to zero. Two separate correlation lengths constrain the velocity and anisotropy variations at
each period. The final choice of the correlation lengths depend on the raypath coverage for a
particular period and is chosen empirically by a series of inversions as described below,
a) First, the correlation length for the velocity variations (Lcoriso ) at each period is chosen
through inversions of checkerboard test models. Only velocity test models with ±4%
velocity variations from the reference phase velocity are inverted with different values of
Lcoriso and with different checkerboard sizes (1.0°, 1.5 ° and 2.0°). The optimal values of
Lcoriso are chosen such that the main study region is well resolved for the checkerboard
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model and a posteriori errors of phase velocity are within permissible limits (< 0.05 km/s
for all periods) for the real data.
b) Keeping Lcoriso constant at each period, simultaneous inversions are performed for two
checkerboard test models, the first model is an isotropic velocity model with ± 4%
velocity perturbations with respect to the reference velocity at each period and no
anisotropy variations and the second model is an only anisotropy test model with 0.4
km/s maximum anisotropy magnitude and no velocity perturbations. Inversions are
performed with different values of correlation length for anisotropy (Lcoraniso) and with
varying checkerboard sizes. The final correlation lengths ( Lcoriso,, Lcoraniso) at each
period are chosen such that both checkerboard models are well recovered for the study
area and the bleeding effect is lower than the magnitude of the real velocity and
anisotropy variations.
Simultaneous inversions are then performed for the real dataset with the chosen input
parameters. Table 3.1 shows the inversion input parameters and the inversion output factors. For
all periods, values of the factor c and SDres illustrate good quality inversion results. Further
details about the inversion technique is included in Appendix B. Figure 3.5 shows the raypath
coverage for 20s period. Similar raypath coverage is obtained for all period ranges in the central
part of our study region.
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Table 3.1. Input and output parameters used in the simultaneous inversion.

Period
Data
(seconds)
count

Avg phase
velocity
(km/s)

Lcor
Lcor
Chi
(isotropic) (anisotropic)
(c)

SDres

3.61

a priori
data
error (sd
)
0.064

20

6540

55

65

0.64

0.004

30

9640

3.85

0.056

60

70

0.68

0.003

40

10569

3.99

0.055

65

70

0.73

0.003

50

10442

4.06

0.067

70

75

0.79

0.004

60

10358

4.1

0.068

83

90

0.77

0.004

75

9593

4.14

0.084

103.5

110

0.83

0.005

90

8489

4.16

0.094

110

120

0.83

0.005

100

7877

4.19

0.1

120

130

0.82

0.005

Figure 3.5. Ray path coverage at 20s period. Simialr raypath coverage is obtained at all other
periods.
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The reduced chi- square test c2 is commonly used to the evaluate the importance of including
anisotropy in the inversion (e.g. Chen et al., 2015; Deschamps et al., 2008a). Reduced chi-square
values obtained from isotropic and anisotropic inversions are compared at each period. The input
parameters are same for both inversions. The model with lower chi-square values has a better
data fit and explains the data better. Figure 3.6 shows the plot of the reduced chi-square for the
isotropic and anisotropic inversions. For all periods, the c2 from the anisotropic inversions are
consistently lower the c2 from the isotropic inversions, showing a better data fit when anisotropy
is added in the inversion.

Figure 3.6. Reduced chi-squares of isotropic and anisotropic inversions as a function of period.

We calculated the sensitivity kernels for all periods with respect to the ak135 S-wave velocity
model. Figure 3.7 shows the depth sensitivity of all periods. The lower crust is sampled with the
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20s period and from 30s to higher periods we mostly sampled the upper mantle till 160km
depths.

Figure 3.7. Depth sensitivity kernels for Rayleigh wave phase velocities from 20 to 100s period
with respect to ak135 S-wave velocity model.

6. RESULTS
6.1 Phase velocity and azimuthal anisotropy maps
Isotropic phase velocity for 20-100s are shown in Figures 3.8 (a-h). At 20-30s period, Rayleigh
wave phase velocities generally correlate with previously determined Rayleigh wave
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fundamental mode phase velocity maps for mid and lower crustal depths (Chen et al., 2016;
Liang and Langston, 2009) . As in the prior studies, we identify a broad area of fast velocities
(~3.7 km/s) at 20s period underneath most of the upper ME and below the Ozark uplift (Figure
3.8a). The major difference between our results and those of Chen et al. (2016) at this period is
that the fast velocities in our solution extend below the Wabash Valley seismic zone. We identify
a pronounced slow velocity region in western Arkansas near the southern edge of our map. The
slow velocities coincide with the intersection of the Oklahoma-Alabama transform fault and the
Ouachita rift (OAT-OR) (Figure 3.1) and are also present at lower resolution in the 20s phase
map determined by Liang and Langston (2009). At 30s, the RR is associated with velocities that
are close to the average phase velocity for the period (Figure 3.8b). The RR is flanked to the
NW and SE by regions of fast phase velocity. This pattern of average to slow velocity below the
RR and the presence of fast velocity to the NW and SE persists at all longer periods. A similar
relationship between fast and slow velocities is found in the phase velocity maps determined by
Chen et al. (2016). Fast velocity is associated with the Ozark uplift in the 20 and 30s phase
velocity maps.

At 40s and 50s periods (Figures 3.8c and 3.8d), fundamental mode Rayleigh waves sample the
uppermost mantle. Phase velocities remain close to the reference value at 40s period over most
of the study region. At 50s period, prominent regions of slow velocity are associated with the RR
and fast velocity is associated with the boundary of the Illinois basin (Figure 3.8d). Slow
velocities are associated with the OAT-OR at both 40 and 50s period.
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Very slow velocity persists below the RR and the OAT-OR at 60s period (Figure 3.8e). There is
a sharp transition at this period between regions of fast and slow velocity below the ME. Fast
velocities remain along most of the boundary of the Illinois basin. . At 75s period, slow
velocities remain below the RR but distinct slow and fast regions are associated with the interior
of the Illinois basin (Figure 3.8f). The slow and fast regions below the Illinois basin become
more distinct at 90 and 100s periods (Figures 3.8g and h). A region of slow velocity is present
near the center of the basin and is flanked to the east and west by very fast velocities. This
pattern of slow and fast velocity is also found in the 87 and 100s phase maps determined by
Chen et al. (2016) for the Illinois basin but the pattern is shifted to the east such that the slow
velocities straddle the Illinois – Indiana border.
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Figure 3.8. Isotropic phase velocity maps from simultaneous inversion for 20-100s periods. The
solid and dashed lines show the structural features taken from Figure 3.1.
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Azimuthal anisotropy maps are shown in Figures 3.9 and 3.10. The outlined area in each map
indicates the region of better resolution. Anisotropy fast axis directions in the 20 and 30s period
maps (Figures 3.9a and 3.9b) change abruptly over small distance ranges. No prominent
anisotropy patterns are identified in these periods. A subtle circular pattern of fast axis directions
is centered on the upper ME at 40s period (orange circle in Figure 3.9c). This pattern has been
observed previously in a Pn anisotropy study (Basu and Powell, 2019). Fast axis directions in the
50s phase map become oriented toward the axis of the ME (red oval in Figure 3.9d). This trend
is observed in the northern ME in all anisotropy maps for longer periods (red ovals in Figure
3.10). An interesting anisotropy fast direction pattern is established within the Illinois Basin for
75s and longer periods. Fast axes are oriented NW-SE west of the center of the basin and NESW east of the center (Figures 3.10a-d). The change of orientation occurs approximately along
the boundary between Illinois and Indiana.

The relationship between anisotropy and phase velocities for 75s and longer periods is illustrated
in Figure 3.11. There is a correspondence within the Illinois basin between the NW–SE to NESW change in anisotropy direction and the presence of the fast phase velocity region flanked by
velocity lows; the change in fast axis orientation occurs on either side of the fast velocity region
(Figures 3.11a-c). Alignment of the anisotropy fast axes with the region of slow phase velocity
associated with the SW trending ME is apparent in the 90 and 100s period maps. These results
suggest that fabric associated with anomalously slow regions in the upper mantle below the
upper ME and the Illinois basin are influencing the anisotropy fast axis orientations.
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Figure 3.9. Azimuthal anisotropy maps from simultaneous inversion for 20-50s periods. The black
lines show the structural features taken from Figure 3.1.
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Figure 3.10. Azimuthal anisotropy maps from simultaneous inversion for 60-100s periods. The
black lines show the structural features taken from Figure 3.1.

6.2 Resolution tests
A reliable test to assess the spatial resolution for tomographic models is to invert checkerboard
test models for the same station pairs as the real data. We perform inversions for all periods with
varying checkerboard sizes of 1.0°, 1.5° and 2.0°. We invert two input test models at each
period, the first model has only ±4% velocity perturbations from the reference velocity and no
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(a)

(b)

(c)

Figure 3.11. Azimuthal anisotropy superimposed on the isotropic phase velocity results for 75100s periods. The red arrows indicate the present day APM direction for the North American
continent (Gripp and Gordon, 2002). The black rectangles demarcate the well resolved region of
our inversion.

anisotropy variations. The second test model has 0.04 km/s anisotropy magnitude in alternating
NS-EW blocks with no velocity variations. Random noise same as sd (data error at each period)
is added to the synthetic models. We performed inversions by varying the Lcor and checkerboard
test sizes for each period. The final models are chosen such that the main study region is well
resolved and the bleeding effect is lower than the magnitude of the real velocity and anisotropy
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variations. Bleeding test is an useful way for estimating the trade-off between velocity and
anisotropy variations for simultaneous inversions. The input parameters are same as the ones
used for real data (Table 3.1). The tests give an estimate of the amount of bleeding into
anisotropy when inverting only velocity checkerboard input model and vice versa. Resolution at
each period is dependent on the raypath coverage, so for 20-60s periods best resolution was
obtained with a 1.5° x 1.5° checkerboard size and for higher periods of 75-100s, 2.0°x2.0°
checkerboards give the best solutions. Figure 3.12 and 3.13 show the inversion results for the
only velocity and only anisotropy test models for all period ranges for the chosen checkerboard
sizes. Figure 3.14 and 3.15 show the bleeding tests for the corresponding test models as shown in
Figure 3.12 and 3.13 for all periods.
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Figure 3.12. Checkerboard test models of 20-50s periods for only velocity test models (left panel)
and only anisotropy test models (right panel). The inset numbers indicate the period range of the
map. The velocity perturbations are % increase from the average phase velocity of the
corresponding period. For 20-50s periods, the final resolution is 1.5° checkerboard size.
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Figure 3.13. Checkerboard test results of 60-100s periods for only velocity test models (left panel)
and only anisotropy test models (right panel). The inset numbers indicate the period range of the
map. The velocity perturbations are % increase from the average phase velocity of the
corresponding period. The final checkerboard resolution size is 1.5° for 60s period and 2.0° for
75-100s periods.
77

−96˚
40˚

−94˚

−92˚

−90˚

−88˚

−86˚

−84˚

20s

34˚

−90˚

−88˚

−86˚

−84˚

−94˚

−92˚

−90˚

−88˚

−86˚

−94˚

−92˚

−90˚

−88˚

−86˚

−84˚

−94˚

−92˚

−90˚

−88˚

−86˚

−84˚

−94˚

−92˚

−90˚

−88˚

−86˚

−84˚

−4

−2

0

2

4

34˚

−84˚

−96˚
40˚

38˚

38˚

36˚

36˚

30s

34˚

−94˚

−92˚

−90˚

−88˚

−86˚

34˚

−84˚

−96˚
40˚

38˚

38˚

36˚

36˚

40s

34˚

34˚
−96˚
40˚

−92˚

36˚

36˚

−96˚
40˚

−94˚

38˚

38˚

−96˚
40˚

−96˚
40˚

−94˚

−92˚

−90˚

−88˚

−86˚

−84˚

−96˚
40˚

38˚

38˚

36˚

36˚

50s

34˚

0.00

0.01

0.02

0.03

0.04

34˚

0.05

Phase velo %

Anisotropy magnitude(km/s)

Figure 3.14. Checkerboard bleeding tests for 20-50s periods. The left panel shows anisotropy
bleeding for only velocity input model and the right panel shows velocity bleeding for only
anisotropy test model. The inset numbers indicate the period range of the map. The velocity
perturbations are % increase from the average phase velocity of the corresponding period.
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Figure 3.15. Checkerboard bleeding tests for 60-100s periods. The left panel shows anisotropy
bleeding for only velocity input model and the right panel shows velocity bleeding for only
anisotropy test model. The inset numbers indicate the period range of the map. The velocity
perturbations are % increase from the average phase velocity of the corresponding period.
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6.3 Error analysis
The model a posteriori errors evaluated from the inversion give an estimate of the errors in
velocity and anisotropy variations for the final model. Figure 3.16 and 3.17 show the a posteriori
errors in velocity (km/s) and anisotropy magnitude (percent from the reference velocity). In most
of our study area the velocity and anisotropy model errors are reduced considerably from the a
priori model errors. The final errors are much smaller compared to the actual velocity
perturbations and magnitude of azimuthal anisotropy. The a posteriori errors for the velocity
variations are around 0.04 km/s for well resolved areas at all periods, which are much lower than
the a priori model errors. For the anisotropy variations, the a posteriori errors are between
0.03% to 0.06 % of the reference phase velocity at a particular period for most of the well
resolved area, as compared to the a priori model error of 1% of the reference velocity at each
period.

7. DISCUSSION
The phase velocity maps obtained in our study are in general agreement with previous studies for
this region. Our study is very similar to that of Chen et al. (2016) (Figure B.1and B.2). These
authors determined fundamental mode Rayleigh wave phase velocity maps using the TA and
OIINK stations for the period range 20 to 100s. They invert the phase velocity maps for a shear
wave velocity model but do not determine anisotropy. Inclusion of the NELE stations in our
study increases station density in the center of their model and extends the model south of 35°N.
Some features found in the central portion of our model are not found in the Chen et al. (2016)
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Figure 3.16. Posterior errors of (left) isotropic phase velocities (in km/s) and (right) magnitude of
anisotropy (in percent) for 20-50s periods. The inset numbers indicate the period range of the map.
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Figure 3.17. Posterior errors of (left) isotropic phase velocities (in km/s) and (right) magnitude of
anisotropy (in percent) for 60-100s periods. The inset numbers indicate the period range of the
map.
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study. For example, fast velocity in the upper ME is found in both studies at the shortest period
studied (20s) but in our solution, fast velocity extends below the Wabash Valley and Ste.
Genevieve seismic zones. We resolve several features that extend velocity anomalies imaged by
Chen et al. (2016) south of 35°N. These include a prominent slow velocity region in the 20 to
60s period maps that corresponds to the OAT-OR and slow velocities in the southern ME in the
50, 60, and 75s period maps.

There are features in our phase velocity maps that are consistent for several periods. The RR is
associated with average to very slow phase velocities and is flanked by regions of anomalously
fast velocity. This is apparent for 30s and longer periods (Figure 3.8). We attribute the presence
of slow velocity to the tectonic history of the RR that involves thinning of the lithosphere during
the early Cambrian rifting of supercontinent Rodina, subsequent passage of the Bermuda hotspot
along its southern boundary in the Cretaceous (Cox and van Arsdale, 2002), and the recently
detected presence of very slow upper mantle velocity below the ME (Chen et al., 2016;
Nyamwandha et al., 2016; Pollitz and Mooney, 2014). The flanking fast velocity regions on
either side of the RR are interpreted as either intact or foundering pieces of the old, continental
lithosphere (Biryol et al., 2016; Nyamwandha et al., 2016). The observed orientation of the
anisotropy fast axes parallel to the trend of the RR (Figures 3.10 and 3.11) may be due to
“frozen-in” fabric in the upper mantle produced by the initial rift or infiltration of mantle derived
hotspot magma from the SW to the NE. Alternatively, the fast axes may be indicative of SW to
NE infiltration of fluids associated with the slow velocity upper mantle material presently below
the ME. The slow velocity mantle region is imaged as a narrow, SW dipping feature that reaches
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closest to the surface below the northern ME in a study involving the TA and NELE stations
(Nyamwandha et al., 2016).

Another consistent feature in the phase velocity maps is the presence of the fast velocity region
and flanking slow velocity regions below the Illinois basin. This feature is very apparent in the
90 and 100s phase velocity maps and is also suggested in the 75s phase velocity map. The origin
of the Illinois basin remains enigmatic. The southern portion of the basin was probably affected
by the creation of the RR and Rough Creek graben (Figure 3.1) (e.g. Braile et al., 1986; Marshak
and Paulsen, 1996) but the basin may have existed prior to the rifting episode. McBride et al.
(2003) present evidence from reflection profiles for a collapsed Proterozoic rhyolitic caldera
complex associated with formation of the Granite-Rhyolite province below the central Illinois
basin. The fast phase velocity region we find is located below the proposed caldera and may
indicate a depleted mantle source rock for the volcanism. The occurrence of mantle flow
associated with the proposed caldera is suggested by the alignment of the anisotropy fast axes
with the slow phase velocity regions surrounding the fast velocity (Figure 3.11). In this case, the
anisotropy would be indicative of “frozen-in” rock fabric.

The slow phase velocities associated with the OAT-OR intersection coincide with one of the
largest amplitude negative Bouguer gravity anomalies in the United States (-1100GU; Harry and
Mickus, 1998). The gravity low corresponds to the location of the Arkoma basin, a foreland
basin developed in response to crustal loading during the Ouachita orogeny (e.g. Thomas, 1991).
The gravity low cannot be attributed to basin fill alone but requires variations in the flexural
rigidity of the crust that are linked to the rift – transform basement structure developed in the
84

early Paleozoic (Harry and Mickus, 1998); thicker crust with lower flexural rigidity occurs to the
northeast of the transform fault while thinner crust with higher rigidity represents the rifted
margin to the southwest. Kruger and Keller (1986) suggest that the gravity anomaly is due in part
to the presence of a thick synrift sediment accumulation at the OAT-OR intersection, as is
commonly found along transform boundaries (e.g. Thomas, 2014). The presence of low phase
velocities detected in our study up to a period of 60s supports the concept that basement structure
is an important contributor to the observed gravity anomaly and suggest that upper mantle
velocity structure may also be playing a part.

Our study is much more detailed than previous anisotropy studies that include the central United
States. Yuan et al. (2011) investigate radial and azimuthal anisotropy for the North American
continent using a combination of SKS splitting and surface waves and attain a lateral resolution
of 500 km. Wirth and Long (2014) investigate azimuthal anisotropy at four stations located in
the central United States and within our study region using receiver functions. Deschamps et al.
(2008a,b) use 17 stations, 12 of which are contained in our study region, to determine phase
velocity maps and azimuthal anisotropy. All of these studies identify layered anisotropy with at
least two layers in the lithosphere. Anisotropy fast directions are consistent but different in each
layer. The top layer extends to roughly 70km and the second layer extends to 150km although
Wirth and Long identify an additional distinct layer of anisotropy from 70 to 90 km. The
anisotropy fast directions and magnitudes determined in our study display considerable
complexity for each surface wave period analyzed. There is an increase in the anisotropy
magnitudes for periods exceeding 50s. However, complex variations in fast axis direction are
found for all periods. We find a correlation between anisotropy fast directions and major phase
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velocity features that can be related to past or present-day tectonics that could introduce distinct
fabric into upper mantle rocks. We suggest that large scale studies of anisotropy in the
lithosphere may reveal systematic anisotropy fast axis orientations in distinct layers but that
determination of anisotropy variations using dense arrays, as in this study, will reveal
complexities in the anisotropy that are related to present or past tectonic episodes.

8. CONCLUSIONS
Our study has identified several prominent regions of high and low phase velocities at different
periods in the lithosphere below the upper ME and southern Illinois basin. The crust below the
RR consists of fast phase velocities corresponding to the “mafic pillow” at lower crustal depths,
whereas low velocities are located at upper mantle depths. From 30s to higher periods, the RR is
consistently underlain by low phase velocities and is surrounded by fast velocities representing
older lithosphere in the northwest and southeast. The presence of slow velocities corroborates the
recently identified low velocity anomaly underneath the RR. The Illinois basin is underlain by
fast phase velocities and flanked by slow phase velocities at higher periods (75-100s). We
speculate that the fast velocities correspond to a proposed caldera and indicate a depleted mantle
underneath the Illinois Basin. Slow velocities are also identified at the OAT– OR intersection
coincides with a prominent gravity low that is associated with the Arkoma Basin. Presence of
slow velocities detected in our study from 20 to 60s periods support the hypothesis of a rifttransform basement structure underneath the basin, that plays a role in the presence of the
observed gravity low in the region. The anisotropy underneath the RR shows local variations
from the regional anisotropy of the CEUS. Azimuthal anisotropy at 40s period shows a pattern
that is similar to anisotropy fast direction variations found in a recent Pn study. Anisotropy fast
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directions rotate to parallel the SW trend of the northern ME in the period range 75 to 100s. The
presence of “frozen-in” anisotropy below the Illinois basin is suggested by alignment of the
anisotropy fast axes with low velocities possibly related to the formation of a Proterozoic
caldera. Alignment of the anisotropy fast axes with the anomalously slow regions in the upper
mantle underneath the ME and the Illinois Basin suggest that the rock fabric associated with the
lower velocities influences the anisotropy fast directions.
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CHAPTER 4: CONCLUSIONS
In this dissertation we investigated the lithosphere and upper mantle structure underneath the
central United States with a focus on the Reelfoot Rift. P-wave velocity and anisotropy structure
of the uppermost mantle have been imaged using Pn tomography. Fast Pn velocities are seen in
the northernmost portion of the ME, at the intersection of the Reelfoot Rift and the Rough Creek
Graben. We attribute the high velocity to the same mafic intrusion that has been detected in the
lower crust below the NMSZ in many past studies. Fast velocity is also detected in association
with thin crust below the Ozark uplift in Missouri. Slow Pn velocities are found below the
southern margin of the Illinois Basin that correspond to an abrupt change in Moho thickness
across the margin. A complex, circular pattern of fast anisotropy directions is centered on the
New Madrid seismic zone, along the edges of the high velocity “mafic pillow”. We suggest that
the complex circular anisotropy is formed due to magmatic flow patterns influenced by the mafic
pillow during initial rifting or later tectonic stages. Pn anisotropy fast directions are strikingly
different from absolute plate motion directions and SKS splitting fast directions for the Reelfoot
Rift region. This demonstrates the presence of relic fabric in the uppermost mantle introduced
during past tectonic events that cannot be resolved by SKS splitting.
In the second study, we investigate the presence of multi-layer seismic anisotropy underneath the
Reelfoot Rift region by inverting fundamental mode Rayleigh wave phase velocity dispersion
curves for the period range 20-100s. Excellent raypath coverage is obtained for the Reelfoot Rift
region for 30-75s periods with greater than 10,000 unique two-station paths. Tomographic
inversion of the dispersion curves provides isotropic phase velocity maps and azimuthal
anisotropy maps for each period. We detect high phase velocities at lower crustal depths below
the Reelfoot Rift, Wabash Valley and Ste. Genevieve fault zone. From 30s to higher periods, the
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upper mantle underneath the RR is slower than the surrounding region. Regions of fast phase
velocity outside the RR are interpreted as remnants of old lithosphere. The Illinois basin is
underlain by fast phase velocities and flanked by slow phase velocities at higher periods (75100s). The fast velocities correlate with a proposed Proterozoic caldera and may indicate the
presence of depleted mantle. We suggest that the presence of very slow P- and S-wave velocities
imaged under the ME in recent tomography studies influences the orientation of the phase
velocity anisotropy fast axes; anisotropy fast axis directions align mostly parallel to the trend of
the ME at periods greater than 50s suggesting that the low velocities are indicative of flow
directions in the mantle. We may have also detected “frozen-in” anisotropy related to the
formation of the Proterozoic caldera under the Illinois basin; anisotropy fast axes within the slow
velocity regions located east and west of the fast velocity region below the caldera rotate to point
toward the center of the fast velocity region. This suggests that the fast directions are indicative
of a flow pattern related to the eruption.
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APPENDICES

A. Pn tomography inversion technique
Pn travel time incorporating variations in mantle velocity and mantle anisotropy is given
as (Hearn, 1996),
t "# = a" + b# + ∑ d"#* (s* + A* cos2∅ + B* sin2∅)

(1)

where a" is the station delay for station i, b# is the event delay for event j, d"#* is the
distance travelled by ray ij in mantle cell k, ϕ is the back azimuth angle, and s* , A* and
B* are the slowness and anisotropic coefficients for cell k, respectively.
The magnitude of the anisotropy for cell k is equal to (A7* + B*7 )8/7 and the direction of
fastest wave propagation as 1/2arctan(B* /A* ) +90°.
The station and event delays are calculated as
J

∫(SW7 − S 7 )H jk

(2)

where sc is the crustal slowness profile as a function of depth (z), and s is the average
mantle slowness. The integral is evaluated from sea level to the Moho depth or from the
hypocenter depth to the Moho depth. An additional condition on the delays is used to
solve the ill-posed system of equations. The values of the station and event delays can be
increased or decreased by arbitrary amount and will still satisfy the equation. To
constrain this non- uniqueness, the average of all the station delays is set to zero and then
relative station delays are solved.
The inverse problem from equation (1) is written in matrix form as
Ax = t

(3)
97

where t is the data vector, x is the solution vector (containing all the model parameters ai,
bj, sk, Ak and Bk) and A is a matrix containing the data kernel that relates the data vector
to the solution vector. The inverse problem is solved using the least squares algorithm
(Paige and Saunders, 1982).
The least squares normal equation is given by ATAx = ATt. The solution minimizes ||
Ax-t || where ||.|| represent the Euclidean norm. However, matrix A usually has small
singular values and ATA is ill conditioned and damping parameters, l, are introduced to
allow additional constraints on the solution. A two-dimensional Laplacian smoothing
operator, L, is also introduced to minimize the roughness of the model (Lees and
Crosson, 1989). Addition of these constraints on the least squares problem modifies
equation (3) as
A
;
: >? = : >
0
<=

(4)

where L is the 2-D Laplacian operator. A least squares solution for equation (4) is
obtained by minimizing the following functional
||Ax-t||2 +l2(xTLTLx) = ||Ax-t||2 +l2||Lx||2

(5)

which requires both the minimization of the residuals and smoothness of the slowness
and anisotropy between neighboring cells. In our study, two separate parameters are used
for slowness (lsl) and anisotropy (lan) to minimize the functional. The modified
functional is given as
||Ax – t ||2 +lsl||Lslxsl||2 + lan || Lanxan||2

(6)
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B. Rayleigh wave phase velocity and azimuthal anisotropy inversion technique
Phase velocity maps are constructed using the continuous regionalization method by Montagner
(1986) and the generalized least squares criterion (Tarantola and Vallete, 1982). A two-step
iterative method is applied to remove artifacts due to bad measurements (Yao et al., 2010). The
method expresses the isotropic phase velocity variations and 2 y azimuthally anisotropy
variations (Smith and Dahlen, 1973) at each location M as
D (w, M, y) = DN (w)[1 + QN (w, M) + Q8 (w, M)DRS2y + Q7 (w, M)STU2y]

(1)

where y is the azimuth, c0(w) is the reference phase velocity at the angular frequency w, a0 is the
isotropic phase velocity perturbation coefficient and a1 and a2 are the azimuthal anisotropic
coefficients.
A classical least squares solution is obtained (Tarantola and Valette, 1982 ) as:
l = lN + mn o L (omn o L + mp )I8 (j − olN )
Cm is the a priori model covariance matrix for the a priori model m0. The data covariance matrix
Cd is diagonal with the diagonal terms corresponding to the data variance and d is the data
vector. Cd acts as a damping constraint, which eliminates the bad data, mostly along the edges of
the inversion area. The prior model covariance Cm shows the spatial correlation of different
model points, and it is related to both the distance between the grid points and the path density
for a certain period. Cm gives an upper and lower bound to the phase velocity and anisotropy
variations and controls the amplitude of the anomalies. For two hypothetical model points r1 and
r2, the covariance between them can be calculated by
7
mq (r8 , r7 ) = sn
exp (−
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(r8 − r7 )7
)
2=7

where σm represents the a priori model uncertainty, which characterizes the deviation between
the final inversion model and the a priori model. The correlation length L mainly depends on the
data coverage and the wavelength at a fixed period.
The different model parameters are continuous functions characterized by a priori covariance
function Cp, which defined the degree of smoothing of the solution. Cpi involves a correlation
length L and an a priori uncertainty of the model spi.

100

