In this paper we establish a connection between the sums (1) and certain finite sums involving Hurwitz zeta functions which makes it possible to give a short analytic proof of (2). and its relation to s p (h,k) is given in the following theorem.
while for p = 1 w e /tαt e ί/ie ίw o equivalent expressions
._ ^c o ,___ Formula (5) is due to Rademacher [8] , who derived it from the Fourier series expansion of (3). We will give here a purely arithmetic proof of (5) based on finite rather than infinite Fourier series. Secondly, we establish the equivalence of (5) and (6) and then prove (4). Finally, we indicate how (5) and (6) can be thought of as limiting cases of (4). (5) 
Proof of
Using (8) in each factor of the summand in (7), we obtain
because of the identity 2 sin x sin y = cos(x -y) -cos(x + y). Since we have
for each fixed v only one value of λ gives a nonzero contribution to each sum in the second member of (9), namely λ = vh (mod k) in the first sum and λ = -vh (mod k) in the second. Therefore we have
and this is the same as (5).
Proof that (5) and (6) 
where y is Euler's constant and the prime indicates that when k is even the last term is to be multiplied by 1/2, is due to Gauss. Multiplying both sides of (10) by cot (πhμ/ k) and summing on μ shows the equivalence of (5) and (6) Writing n = qk + μ, with <? = 0, 1, 2, » , °°, and μ = 1, 2, , k -1, we obtain
where we must assume p > 1 in order to insure that the series involved should be absolutely convergent and the rearrangements valid. This proves (4). We cannot hope for a proof of (4) along the lines of our proof of (5) If in (4) we replace p ! by Γ(p-fl) and let p be a complex variable which tends to 1, then we can show that the two expressions for s (h,k) in (5) and (6) occur naturally as limiting cases of the right member of (4). We first observe that, although the function ζ(s,a) has a pole at s = 1, the sum
is regular at s •= 1. This is easily seen by using the expansion we see that the right member of (4) also tends to the right member of (5) when P->1.
3. Proof of the reciprocity law. We can now give a proof of the reciprocity law (2) using complex integration. This proof is of additional interest in that we use properties of ζ (s,a) for fixed s and variable α. We will need the following facts about ζ (s, a) : (14) ζ(s,a) = ζ(s 9 a + 1) + a~s , Equation (14) follows at once from the definition of ζ (s 9 a) and (15) Because of (4), the reciprocity formula (2) can now be put into the following form: Proof. We apply Cauchy's residue theorem to the function
THEOREMS ON GENERALIZED DEDEKIND SUMS

I
Integrating in the positive sense around a contour C consisting of a rectangle whose vertices are the points ± iT, k + iT, with small semi-circular detours C o and Cjs around the points 2 = 0, z = k, traversed along the arcs z = e e and z = k + e e iθ , respectively, where π/2 <_ θ <. 3ττ/2, and 0 < e < I/A. Ultimately, e will tend to 0 and T > 1/2 will tend to oo. The integrand f(z) has first order poles at the points z = 1, 2, » , k -1 due to the factor cot πz, and at the points z = k/h, 2k/h, ^ , (h -1) A /λ because of the factor cot (πhz/k). By (14) In [8], Rademacher gives a proof for the case p = 1 using (5) instead of (4). Apparently unaware of [δ], K. Iseki [3] has given a proof very much like Rademacher's analytic proof for the case p -1 in a recent paper.
