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Abstract
Let ξ(t , x) denote space-time white noise and consider a reaction-diffusion equation
of the form
u˙(t , x) = 12u
′′(t , x) + b(u(t , x)) + σ(u(t , x))ξ(t , x),
on R+ × [0 , 1], with homogeneous Dirichlet boundary conditions and suitable initial
data, in the case that there exists ε > 0 such that |b(z)| > |z|(log |z|)1+ε for all
sufficiently-large values of |z|. When σ ≡ 0, it is well known that such PDEs fre-
quently have non-trivial stationary solutions. By contrast, Bonder and Groisman [3]
have recently shown that there is finite-time blowup when σ is a non-zero constant.
In this paper, we prove that the Bonder–Groisman condition is unimproveable by
showing that the reaction-diffusion equation with noise is “typically” well posed when
|b(z)| = O(|z| log+ |z|) as |z| → ∞. We interpret the word “typically” in two essentially-
different ways without altering the conclusions of our assertions.
MSC 2010 subject classification: Primary 60H15, 35K57; Secondary: 35R60, 35B45, 35B33.
Keywords: Stochastic partial differential equations, reaction–diffusion equations, blow-up,
logarithmic Sobolev inequality.
Abbreviated title: SPDEs with super-linear drift
1 Introduction
Let ξ denote space-time white noise on R+ × [0 , 1], and consider the parabolic stochastic
partial differential equation
u˙(t , x) = 1
2
u′′(t , x) + b(u(t , x)) + σ(u(t , x))ξ(t , x), (1.1)
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t > 0, x ∈ (0 , 1), subject to the homogeneous Dirichlet boundary condition,
u(t , 0) = u(t , 1) = 0 for all t > 0,
and the initial condition u(0 , ·) = u0 on [0 , 1]. Throughout, σ, b, and u0 are assumed to be
nonrandom and measurable real-valued functions on the real line.
It is well known that if, in addition, b, σ are globally Lipschitz functions then any local
solution of (1.1) is necessarily a global one. Note that the Lipshitz continuity of σ and b
implies their sublinear growth; that is, |b(z)|+ |σ(z)| = O(|z|) as |z| → ∞. In 2009, Bonder
and Groisman [3] proved the following interesting complement.
Theorem 1.1 (Bonder and Groisman [3]). Suppose, in addition, that σ is a nonzero con-
stant, b > 0 is convex and satisfies
∫∞
1
z./b(z) <∞, and the initial function u0 is nonnegative,
continuous on [0 , 1], and vanishes on {0 , 1}. Then there exists a random time τ such that
P{τ <∞} = 1 and
lim
t↑τ
∫ 1
0
|u(t , x)|2 x. =∞ almost surely.
Remark 1.2. To be precise, Theorem 3.2 of Bonder and Groisman [3] implies the weaker
conclusion that limt↑τ supx∈[0,1] |u(t , x)| = ∞ a.s. However, their proof yields the stronger
result that
Φ(t) :=
∫ 1
0
u(t , x) sin(πx) x.
explodes in finite time a.s.; see the discussion prior to the statement of Lemma 3.1 in [3].
This and the Cauchy–Schwarz inequality together yield Theorem 1.1.
Theorem 1.1 is surprising because, if we set σ ≡ 0, then the resulting reaction–diffusion
equation (1.1) can have non-trivial global stationary solutions [3, 13, 25]. Therefore, we see
that the introduction of any amount of additive space-time white noise to a reaction diffusion
equation removes the possibility of global well-posedness if the reaction term grows faster
than a constant multiple of |z|(log |z|)1+ε for some ε > 0 (say) as either z →∞ or z → −∞.
Several papers in the literature discuss stochastic pde’s with locally Lipschitz coefficients
that have polynomial growth and/or satisfy certain monotonicity conditions (see [4, 10, 20],
for instance). The typical example of such a coefficient is b(u) = −u3, which has the effect
of “pulling the solution back toward the origin.” This is quite different from the situation
that we discuss in this paper, where b(u) will typically “push” the solution towards ±∞.
The goal of this article is to prove that the Bonder–Groisman theorem (Theorem 1.1)
is optimal. In fact, we introduce two rather different methods that show that, under two
different sets of natural conditions, if |b(z)| = O(|z| log |z|), then (1.1) is globally well-posed.
With this aim in mind, let us first introduce some notation.
Definition 1.3. Suppose that u0 ∈ L2[0 , 1]. We say that (1.1) has an 2loc-solution u if there
exists a stopping time τ [with respect to the standard Brownian filtration generated by ξ; see
Step 2, following (4.8) below] and an adapted random field {u(t , ·)}t∈[0 ,τ) such that, almost
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surely on the event {τ > t},∫ 1
0
u(t , x)φ(x) x. =
∫ 1
0
u0(x)φ(x) x. +
1
2
∫
(0,t)×(0,1)
u(s , x)φ′′(x) s. x.
+
∫
(0,t)×(0,1)
b(u(s , x))φ(x) s. x. +
∫
(0,t)×(0,1)
σ(u(s , x))φ(x) ξ(s. x. ),
for every non-random test function φ ∈ C2[0 , 1] that satisfies φ(0) = φ(1) = 0,
Our first result can be stated as follows.
Theorem 1.4. Suppose in addition that u0 ∈ L2[0 , 1], σ : R → R is bounded, and |b(z)| =
O(|z| log |z|) as |z| → ∞. Then, every 2
loc
-solution u of (1.1) is a long-time solution; that is,
sup
t∈[0,τ∧T ]
∫ 1
0
|u(t , x)|2 x. <∞ a.s. for every T ∈ (0 ,∞).
Remark 1.5. Suppose τ is a maximal time up to which the solution can be constructed;
that is,
sup
t∈[0,τ)
‖u(t)‖L2[0,1] =∞ a.s.
Then Theorem 1.4 implies that τ = ∞ a.s. In this case, supt∈[0,T ] ‖u(t)‖L2[0,1] < ∞ a.s. for
all T > 0. The question of the existence of an 2
loc
-solution of (1.1) under the assumptions of
Theorem 1.4 is open.
Theorem 1.4 is an infinite-dimensional variation on aspects of the theory of Fang and
Zhang [11] on stochastic differential equations with superlinear coefficients. We follow the
Lyapunov function method of Fang and Zhang, and overcome the transition from finite to
infinite dimensions by appealing to the sharp form of Gross’ logarithmic Sobolev inequality
for normalized Lebesgue measure [16]. We believe that our technique might also have other
uses in infinite-dimensional stochastic analysis.
Our second result is based on an L∞ method and, as such, requires stronger regularity
on the initial function u0. In order to introduce it, we first need some notation.
Definition 1.6. For every α ∈ (0 , 1), we define Cα0 to be the collection of all functions
f : [0 , 1]→ R such that f(0) = f(1) = 0 and
‖f‖Cα
0
:= sup
06x<y61
|f(y)− f(x)|
|y − x|α <∞.
The space C10 will denote the collection of all Lipschitz-continuous functions f : [0 , 1] → R
such that f(0) = f(1) = 0. We sometimes write Lip(f) in place of ‖f‖C1
0
.
In all cases, we see that Cα0 is a Banach space endowed with the norm ‖ · ‖Cα0 . Let us also
recall the following definition (see Dalang [6]).
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Definition 1.7. A random field solution to (1.1) is a jointly measurable and adapted space-
time process u := {u(t , x)}(t,x)∈R+×[0,1] such that, for all (t , x) ∈ R+ × [0 , 1],
u(t , x) = (Gtu0)(x) +
∫
(0,t)×(0,1)
Gt−s(x , y)b(u(s , y)) s. y.
+
∫
(0,t)×(0,1)
Gt−s(x , y)σ(u(s , y)) ξ(s. y. ),
a.s., where {Gt}t>0 andG are respectively the heat semigroup and heat kernel for the Dirichlet
Laplacian, and are recalled in (2.4) and (2.5) below.
Remark 1.8. The stochastic integral in Definition 1.7 is not always defined in the sense of
Walsh [27] since the Walsh integral is defined provided that for all t > 0 and x ∈ [0 , 1],
E
[∫
(0,t)×(0,1)
[Gt−s(x , y)σ(u(s , y))]
2 s. y.
]
<∞.
Instead, we are using a localized version of the Walsh integral, for whose existence we require
only that for all t > 0 and x ∈ [0 , 1],∫
(0,t)×(0,1)
[Gt−s(x , y)σ(u(s , y))]
2 s. y. <∞ a.s.
We are now in position to present our second complement to the Bonder–Groisman
theorem [Theorem 1.1].
Theorem 1.9. Suppose that:
i. u0 ∈ ∪0<α61Cα0 ;
ii. b and σ are locally Lipschitz functions such that
|b(z)| = O(|z| log |z|) and |σ(z)| = o (|z|(log |z|)1/4) , (1.2)
as |z| → ∞.
Then the SPDE (1.1) has a random field solution u in C(R+ × [0, 1]), and this solution is
unique. In particular, u satisfies
sup
t∈[0,T ]
sup
x∈[0,1]
|u(t , x)| <∞ a.s. for all T ∈ (0 ,∞). (1.3)
Recall that (1.2) means that there is a constant C < ∞ such that for |z| large enough,
|b(z)| 6 C|z| log |z|, and lim|z|→∞ |σ(z)/(z(log |z|)1/4)| = 0.
We conclude the introduction with a few words about the notation that is used consis-
tently in this paper.
Remarks on notation.
1. Throughout the paper, we write p in place of Lp[0 , 1] for every 1 6 p 6 ∞. In
particular, ‖f‖∞ and ‖f‖2 respectively denote the essential supremum and the 2-norm
of a suitable function f : [0 , 1]→ R.
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2. Throughout, we define log+(w) := log(max(w , e)) for all w ∈ R.
3. If f and g are non-negative functions on some space X, then we write f(x) > g(x) for
all x ∈ X [equivalently, g(x) ? f(x) for all x ∈ X] to mean that there exists a finite
constant A such that f(x) 6 Ag(x) for all x ∈ X.
4. If f and g are non-negative functions on some space X, then we write f(x) ≍ g(x) for
all x ∈ X to mean that f(x) > g(x) > f(x) for all x ∈ X.
2 Proof of Theorem 1.4
We will appeal to the logarithmic Sobolev inequality of Gross [16] in the following form:
For every ε ∈ (0 , 1) and differentiable functions h : [0 , 1] → R that vanish continuously on
{0 , 1}, ∫ 1
0
|h(x)|2 log |h(x)| x. 6 ε‖h′‖22 + 14 log(1/ε)‖h‖22 + ‖h‖22 log
(‖h‖22) ,
where 0 log 0 := 0. One can derive this logarithmic Sobolev inequality from formula (5.4) in
ref. [16] using the fact that
log (‖Gε‖2→∞) 6 12 sup
x∈[0,1]
log
(∫ 1
0
|Gε(x , y)|2 y.
)
6
1
4
log(1/ε),
where G := {Gt}t>0 denotes the heat semigroup and G : (0 ,∞) × [0 , 1]2 → R+ the corre-
sponding heat kernel; see (2.5) below.
Let 2 log denote the vector space of all measurable functions h : [0 , 1]→ R that satisfy
‖h‖2 log :=
(∫ 1
0
|h(x)|2 log+ |h(x)| x.
)1/2
<∞.
Now,
∫ 1
0
|h(x)|21{|h(x)|<e} x. 6 ‖h‖22 and∫ 1
0
|h(x)|2| log |h(x)||1{0<|h(x)|61} x. 6
∫ 1
0
|h(x)| log(1/|h(x)|)1{0<|h(x)|61} x. 6 e−1,
since y log(1/y) 6 e−1 for all y ∈ [0 , 1]. Therefore,
‖h‖2 log =
∫ 1
0
|h(x)|2 1{|h(x)|6e} x. +
∫ 1
0
|h(x)|2 log |h(x)|1{|h(x)|>e} x.
6 ‖h‖2 +
∫ 1
0
|h(x)|2 log |h(x)| x.
−
∫ 1
0
|h(x)|2 log |h(x)| 1{0<|h(x)|<1} x. −
∫ 1
0
|h(x)|2 log |h(x)| 1{16|h(x)|6e} x.
6 ‖h‖2 +
∫ 1
0
|h(x)|2 log |h(x)| x. + e−1.
Together with these remarks, and a standard density argument, Gross’ logarithmic Sobolev
inequality can be cast in the following manner in terms of 2 log norms.
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Theorem 2.1 (The logarithmic Sobolev inequality). If h ∈ W 1,2[0 , 1] vanishes continuously
at the boundary, then
‖h‖22 log 6 ε‖h′‖22 +Kε‖h‖22 + ‖h‖22 log+
(‖h‖22)+ e−1,
for every ε ∈ (0 , 1), where Kε := 1 + 14 log(1/ε).
We are ready to verify Theorem 1.4.
Proof of Theorem 1.4. For every R > 0, consider the stopping times
τ(R) :=
{
inf {t ∈ [0 , τ) : ‖u(t)‖2 > R} if { · · · } 6= ∅,
τ otherwise.
We aim to prove that P{supt<τ∧T ‖u(t)‖2 =∞} = 0.
Since {
sup
t<τ∧T
‖u(t)‖2 =∞
}
=
⋂
R>0
{τ(R) < τ ∧ T},
it suffices to prove that
lim
R→∞
P{τ(R) < τ ∧ T} = 0 for all T > 0. (2.1)
For every constant R > 0, consider the following stochastic PDE with random forcing
and no reaction term:
v˙R(t , x) =
1
2
v′′R(t , x) + σ(u(t ∧ τ(R) , x))ξ(t , x) [t > 0, 0 6 x 6 1]. (2.2)
We consider (2.2) subject to the initial condition vR(0) = 0 and the same boundary conditions
as (1.1); that is, vR(t , 0) = vR(t , 1) = 0 for all t > 0. The solution process t 7→ vR(t) exists,
is unique [in 2], and is an 2-valued stochastic process that satisfies the following weak random
integral equation viewed as an equation in 2:
vR(t , x) =
∫
(0,t)×(0,1)
Gt−s(x , y)σ(u(s ∧ τ(R) , y)) ξ(s. y. ). (2.3)
Notice that the stochastic integral is well-defined as a Walsh integral because σ is assumed
to be bounded.
In the above, the function G : (0 ,∞) × [0 , 1]2 → R+ denotes the heat kernel; as was
mentioned earlier, we will use G := {Gt}t>0 to denote the corresponding heat semigroup.
That is, G0f = f , for t > 0,
(Gtf)(x) :=
∫ 1
0
Gt(x , y)f(y) y. , (2.4)
and (t , x , y) 7→ Gt(x , y) denotes the fundamental solution to the heat equation G˙ = 12G′′ on
(0 ,∞)× [0 , 1] with zero boundary conditions, viz.,
Gt(x , y) = 2
∞∑
n=1
sin(nπx) sin(nπy) exp
(
−n
2π2t
2
)
, (2.5)
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for every t > 0 and x, y ∈ [0 , 1]. We recall the well-known inequality, valid for all t > 0 and
x, y ∈ [0, 1]:
0 6 Gt(x , y) 6 p(t , x− y), (2.6)
where p(t , ·) denotes the standard N(0 , t) probability density function. The preceding as-
sertion is an immediate consequence of the classical fact that the mapping (0 ,∞)× [0 , 1]2 ∋
(s , a , b) 7→ Gs(a , b) describes the transition densities of a Brownian motion killed upon
reaching {0 , 1}; see Bass [2, Ch. 2, §7].
Define, for every fixed R > 0,
dR := u− vR.
We may observe that dR is an
2
loc
-solution of the following heat equation: On {τ > t},
d˙R(t) =
1
2
d′′R(t) + b (vR(t) + dR(t)) , (2.7)
subject to initial condition dR(0) = u0 and boundary values dR(t , 0) = dR(t , 1) = 0 for all
t > 0. It should be emphasized that (2.7) is an ordinary partial differential equation with a
random coefficient.
Choose and fix some T > 0. Since σ is a bounded measurable function, standard estimates
[27, Chapter 3] show that there exists β > 0 such that for all p ∈ (2 ,∞), x, y ∈ [0 , 1], and
s, t ∈ [0 , T ],
E (|vR(t , x)− vR(s , y)|p) > |t− s|pβ + |x− y|pβ, (2.8)
where the implied constant depends only on p and T . Since vR(0) vanishes on {0 , 1}, a
standard application of the Kolmogorov continuity theorem for random fields [19, p. 31]
then shows that
AT := sup
R>0
E
(
sup
t∈[0,T ]
sup
x∈[0,1]
|vR(t , x)|
)
<∞. (2.9)
Consider the stopping time
τM (R) := inf
{
t > 0 : sup
x∈[0,1]
|vR(t , x)| > M
}
for every M > 0.
It follows from (2.9) and the Chebyshev inequality that
sup
R>0
P {τM (R) < T} 6 AT
M
. (2.10)
Next, we observe that (2.8) and a suitable form of the Kolmogorov continuity theorem
[19, p. 31] together show also that vR(·, ·) has a version with continuous sample paths a.s.
The process u(· ∧ τ(R))(·) also has a jointly continuous version (for t > 0 and x ∈ [0, 1]).
Indeed, from the “weak” formulation of Definition 1.7, one deduces as in [27, Chapter III]
that u(t) is also a mild solution of (1.1), which is L2-bounded prior to time τ(R), so using
the growth condition on b and the fact that σ is bounded, one easily checks the conditions of
the Kolmogorov continuity theorem to deduce the existence of a jointly continuous version
(for t > 0, x ∈ [0, 1]) of u(· ∧ τ(R))(·).
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Define two random space-time functions D and V as
D(t) := dR (t ∧ τ(R) ∧ τM(R)) , V (t) := vR (t ∧ τ(R) ∧ τM(R)) [0 6 t 6 T ],
all the time suppressing the dependence of D and V on (R ,M), as well as on the spatial
variable x ∈ [0 , 1].
In order to show that for s > 0, D(s) has some regularity as a function of x, let H10
denote the completion of C∞0 (0 , 1) under the Sobolev norm ‖u‖H10 := {
∫ 1
0
|u′(x)|2 x.}1/2. We
claim that for t > 0, D(t) ∈ H10 , that is,
D′(t) ∈ 2 a.s., for all t > 0. (2.11)
In order to verify (2.11), recall that
‖Gtf‖H1
0
6 t−1/2‖f‖2 for every f ∈ 2; (2.12)
see for example Cerrai [5, (2.6)]. Moreover [5, (2.7)],
‖Gtf‖2 6 cpt−(2−p)/(4p)‖f‖p for every f ∈ p and p ∈ (1 , 2]. (2.13)
The L logL growth of b implies that for all p ∈ (1 , 2),
‖b(V (s) +D(s))‖p 6 Cp,M(1 + ‖D(s)‖2) for all s > 0, (2.14)
where Cp,M is a finite constant.
The mild formulation of (2.7) yields
D(t) = Gtu0 +
∫ t
0
Gt−s (b(V (s) +D(s))) s. [t > 0]. (2.15)
Therefore,
‖D(t)‖H1
0
6 ‖Gtu0‖H1
0
+
∫ t
0
‖Gt−s (b(V (s) +D(s)))‖H1
0
s..
By (2.12) and the semigroup property of t 7→ Gt, the right-hand side is bounded above by
t−1/2‖u0‖2 +
∫ t
0
(
2
t− s
)1/2 ∥∥G(t−s)/2 (b(V (s) +D(s)))∥∥2 s..
By (2.13), then (2.14), for every p ∈ (1 , 2) and t > 0, this is bounded above by
t−1/2‖u0‖2 + cp
∫ t
0
(
2
t− s
)1/2(
2
t− s
)(2−p)/(4p)
‖b(V (s) +D(s))‖p s.
6 t−1/2‖u0‖2 + cpCp,M
(
1 + sup
06s6t
‖D(s)‖2
)
·
∫ t
0
(
2
t− s
)(2+p)/(4p)
s.,
which is finite since (2 + p)/(4p) < 1. This implies (2.11).
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Now that we have proved (2.11), we may combine (2.7) with the chain rule of [24, Lemma
1.1] in order to see that for every t ∈ [0 , T ],
‖D(t)‖22 = ‖u0‖22 + 2
∫ t
0
〈D˙(s) , D(s)〉2 s.
= ‖u0‖22 + 2
∫ t
0
〈1
2
D′′(s) , D(s)〉2 s. + 2
∫ t
0
〈b(V (s) +D(s)) , D(s)〉2 s.
= ‖u0‖22 −
∫ t
0
‖D′(s)‖22 s. + 2
∫ t
0
〈b(V (s) +D(s)) , D(s)〉2 s., (2.16)
thanks to integration by parts (in fact, the second equality is formal, since D′′(s) may not
belong to 2); the equality of the third line with the first is obtained by smoothing the term
b (vR(t) + dR(t)) in (2.7) and passing to the limit using the continuity property in [24, Lemma
1.2]).
As in [11], we consider the Lyapunov function,
Φ(r) := exp
(∫ r
0
z.
1 + z log+ z
)
[r > 0].
Owing to (2.16) and a second application of the chain rule,
Φ
(‖D(t)‖22) = Φ (‖u0‖22)−
∫ t
0
Φ′
(‖D(s)‖22) ‖D′(s)‖22 s.
+ 2
∫ t
0
Φ′
(‖D(s)‖22) 〈b(V (s) +D(s)) , D(s)〉2 s..
(2.17)
Define
Cb := sup
z∈R
|b(z)|
1 + |z| log+ |z|
,
and observe that Cb ∈ (0 ,∞), thanks to the L logL growth of b. Moreover,
〈b(V (s) +D(s)) , D(s)〉2
6 Cb
∫ 1
0
[
1 + {|V (s , x)|+ |D(s , x)|} log+ (|V (s , x)|+ |D(s , x)|)
]× |D(s , x)| x.
6 Cb
∫ 1
0
[
1 + {M + |D(s , x)|} log+ (M + |D(s , x)|)
]× |D(s , x)| x. ,
for every s ∈ [0 , T ]. In particular,
〈b(V (s) +D(s)) , D(s)〉2 > ‖D(s)‖22 log + ‖D(s)‖22 + ‖D(s)‖1,
for all s ∈ [0 , T ], where the implied constant depends only on (Cb ,M). The Cauchy–Schwarz
inequality yields
‖D(s)‖1 6 ‖D(s)‖2 > ‖D(s)‖22 + 1 for all s > 0,
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and hence
〈b(V (s) +D(s)) , D(s)〉2 6 C¯
{
‖D(s)‖22 log + ‖D(s)‖22 + 1
}
,
uniformly for all s ∈ [0 , T ], where C¯ is a non-random and finite constant that depends
only on (Cb ,M). Recall that D is differentiable in x, D
′(s) ∈ 2 a.s. for all s > 0, and D
satisfies the Dirichlet boundary condition. Therefore, we may apply the logarithmic Sobolev
inequality [Theorem 2.1] with ε := 1/(2C¯) in order to see that
〈b(V (s) +D(s)) , D(s)〉2 6 12‖D′(s)‖22 + c∗
{‖D(s)‖22 + ‖D(s)‖22 log+ (‖D(s)‖22)+ 1} ,
uniformly for all s ∈ [0 , T ], where c∗ is a non-random and finite constant, and depends only
on (Cb ,M). Since a log+ a + 1 > a for all a > 0 and because the coefficient of ‖D′(s)‖22 is
one-half in the above displayed inequality, we can deduce the following from (2.17):
Φ
(‖D(t)‖22) > Φ (‖u0‖22)+
∫ t
0
Φ′
(‖D(s)‖22) {1 + ‖D(s)‖22 log+ (‖D(s)‖22)} s.,
uniformly for all t ∈ [0 , T ], where the implied constant is non-random and finite, and depends
only on (Cb ,M). But Φ
′(r)[1 + r log+ r] = Φ(r) for all r > 0. Therefore, the preceding
inequality implies that
Φ
(‖D(t)‖22) > Φ (‖u0‖22)+
∫ t
0
Φ
(‖D(s)‖22) s., (2.18)
uniformly for all t ∈ [0 , T ], where the implied constant is non-random and finite, and depends
only on (Cb ,M , T ), but not on R. Thanks to the definitions of τ(R) and τM(R), we know
already that ‖D(t)‖2 6 R + M < ∞ for all t ∈ [0 , T ]. It then follows from (2.18) and
Gronwall’s inequality that supt∈[0,T ] Φ(‖D(t)‖22) is a.s. bounded from above by a non-random
finite number B(Cb ,M , T ), that depends only on (Cb ,M , T ) (but not on R), whence
sup
R>0
E
[
Φ
(‖dR(T ∧ τ(R) ∧ τM(R)‖22)] 6 B(Cb ,M , T ). (2.19)
Next we observe that, almost surely on the event {τ(R) < τ ∧ T 6 τM(R)},
‖dR(T ∧ τ(R) ∧ τM(R))‖2 = ‖dR(τ(R))‖2
= ‖u(τ(R))− vR(τ(R))‖2
> ‖u(τ(R))‖2 − ‖vR(τ(R))‖2
= R− ‖vR(τ(R))‖2 .
On the other hand,
‖vR(τ(R))‖2 6 sup
t∈[0,τ∧T )
sup
x∈[0,1]
|vR(t , x)|
6 M a.s. on {τ(R) < τ ∧ T 6 τM(R)}.
Thus, we see that
‖dR(T ∧ τ(R) ∧ τM (R))‖2 > R−M a.s. on {τ(R) < τ ∧ T 6 τM (R)},
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whence
Φ
(‖d(T ∧ τ(R) ∧ τM (R))‖22) > Φ ((R−M)2) a.s. on {τ(R) < τ ∧ T 6 τM (R)},
as long as R > M . Combine this with (2.19) to see that
P {τ(R) < τ ∧ T 6 τM(R)} 6 B(Cb ,M , T )
Φ ((R−M)2) for all R > M > 0.
The preceding inequality and (2.10) together show that
P {τ(R) < τ ∧ T} 6 B(Cb ,M , T )
Φ ((R −M)2) +
AT
M
,
for all R > M . We first let R → ∞ and then M → ∞ in order to deduce (2.1). This
completes the proof of Theorem 1.4.
3 Prelude to the proof of Theorem 1.9
Throughout this section, we consider (1.1) only in the classical case where
b and σ are globally Lipschitz continuous.
It is well known that, in this case, (1.1) is well-posed (see Walsh [27, Ch. 3]). Here, we develop
some a priori moment bounds. One of our main goals is to establish a priori smoothness
bounds for the solution of (1.1) that are valid up to and including the boundary of [0 , 1].
This endeavor requires some careful estimates and ultimately leads to an interesting optimal
regularity theorem [Theorem 3.4] that forms one of the main ingredients in the proof of
Theorem 1.9.
3.1 Moment Bounds
We begin by establishing moment bounds for the solution u to (1.1). With this goal in mind,
we frequently use the elementary fact that for every globally Lipschitz function f : R → R,
there are constants c(f) and L(f) such that
|f(z)| 6 c(f) + L(f)|z|, for all z ∈ R. (3.1)
One possibility is to take c(f) = |f(0)| and L(f) = Lip(f), but often, L(f) can be chosen
strictly smaller than Lip(f). We will only consider the case where
L(b) > 4L(σ)4 > 0. (3.2)
The significance of this assumption, which is not a restriction since L(b) can be chosen
arbitrarily large, will manifest itself later on in the proof of Theorem 1.9.
Throughout this section, (3.2) will be assumed tacitly.
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Proposition 3.1. There exists a finite universal constant A such that
sup
x∈[0,1]
E
(|u(t , x)|k) 6 Ak
(
‖u0‖∞ + c(b)
L(b)
+
c(σ)√
L(σ)
)k
· exp (AkL(b)t) ,
uniformly for all real numbers t > 0 and k ∈ [2 ,
√
L(b)/L(σ)2].
Remark 3.2. Condition (3.2) ensures that the interval [2 ,
√
L(b)/L(σ)2] is nonempty.
Proof. Throughout, we write B(t) for the box
B(t) := (0 , t)× (0 , 1), for every t > 0. (3.3)
In light of Definition 1.7,
u(t , x)
= (Gtu0)(x) +
∫
B(t)
Gt−s(x , y)b(u(s , y)) s. y. +
∫
B(t)
Gt−s(x , y)σ(u(s , y)) ξ(s. y. ),
(3.4)
where G and G were defined respectively in (2.4) and (2.5). The solution u to (1.1) has a
[jointly] continuous version which is the unique continuous solution of (3.4).
Let us also recall that one verifies the existence of a solution to (3.4) by applying Picard’s
iteration method as follows: Set u0(t , x) := u0(x) for all x ∈ [0 , 1], and then iteratively define
un+1(t , x)
:= (Gtu0)(x) +
∫
B(t)
Gt−s(x , y)b(un(s , y)) s. y. +
∫
B(t)
Gt−s(x , y)σ(un(s , y)) ξ(s. y. ).
Then,
lim
n→∞
un(t , x) = u(t , x) in L
k(Ω) for all k > 1, t > 0, and x ∈ [0 , 1]. (3.5)
See Walsh [27, Ch. 3].
We now follow Foondun and Khoshnevisan [12] and consider a two-parameter family
{Nβ,k}β>0,k>1 of norms—each defined on the space of space-time random fields—as fol-
lows: For all real numbers β > 0 and k > 1, and for every space-time random field
Φ := {Φ(t , x); t > 0, x ∈ [0 , 1]},
Nβ,k(Φ) := sup
t>0
sup
x∈[0,1]
(
e−βt‖Φ(t , x)‖k
)
. (3.6)
Since |(Gtu0)(x)| 6 ‖u0‖∞ for all x ∈ [0 , 1] and t > 0, we can write
Nβ,k(un+1) 6 ‖u0‖∞ + T1 + T2, (3.7)
where
T1 := sup
t>0
sup
x∈[0,1]
(
e−βt
∫
B(t)
Gt−s(x , y)‖b(un(s , y))‖k s. y.
)
,
T2 := sup
t>0
sup
x∈[0,1]
(
e−βt
∥∥∥∥
∫
B(t)
Gt−s(x , y)σ(un(s , y)) ξ(s. y. )
∥∥∥∥
k
)
.
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We plan to estimate T1 and T2 in this order.
Recall that
∫ 1
0
Gρ(x , y) y. is the probability that Brownian motion, started at x ∈ [0 , 1],
does not reach the set {0 , 1} before time ρ > 0. Therefore, the support theorem for the
Wiener measure implies that∫ 1
0
Gρ(x , y) y. < 1 for all ρ > 0 and x ∈ [0 , 1]. (3.8)
From this and (3.1) we can deduce that
T1 6 c(b) sup
t>0
(
te−βt
)
+ L(b) sup
t>0
sup
x∈[0,1]
(
e−βt
∫
B(t)
Gt−s(x , y)‖un(s , y)‖k s. y.
)
=
c(b)
eβ
+ L(b) sup
t>0
sup
x∈[0,1]
(∫
B(t)
e−β(t−s)Gt−s(x , y)e−βs‖un(s , y)‖k s. y.
)
6
c(b)
β
+ L(b)Nβ,k(un) · sup
t>0
sup
x∈[0,1]
(∫
B(t)
e−β(t−s)Gt−s(x , y) s. y.
)
.
Another appeal to (3.8) yields the following inequality, which is our desired bound for the
quantity T1:
T1 6 c(b)
β
+ L(b)Nβ,k(un) · sup
t>0
(∫ t
0
e−β(t−s) s.
)
6
c(b) + L(b)Nβ,k(un)
β
.
(3.9)
In order to estimate T2, we first recall that∥∥∥∥
∫
B(t)
Gt−s(x , y)σ(un(s , y)) ξ(s. y. )
∥∥∥∥
2
k
6 4k
∫
B(t)
[Gt−s(x , y)]
2 ‖σ(un(s , y))‖2k s. y. ,
thanks to a suitable application of the BDG inequality (see [18, Proposition 4.4, p. 36]). An
appeal to (3.1) yields
‖σ(un(s , y))‖k 6 c(σ) + L(σ)‖un(s , y)‖k 6 c(σ) + L(σ)eβsNβ,k(un).
Thus, we see that∥∥∥∥
∫
B(t)
Gt−s(x , y)σ(un(s , y)) ξ(s. y. )
∥∥∥∥
2
k
6 4k
∫
B(t)
[Gt−s(x , y)]
2 (c(σ) + L(σ)eβsNβ,k(un))2 s. y.
6 8kc(σ)2
∫
B(t)
[Gs(x , y)]
2 s. y. + 8k[L(σ)]
2 [Nβ,k(un)]
2
∫
B(t)
e2βs [Gt−s(x , y)]
2 s. y. .
Next we observe that, uniformly for all t, β > 0,∫
B(t)
[Gs(x , y)]
2 s. y. 6 e
2βt
∫
B(t)
e−2βs[Gs(x , y)]2 s. y. >
e2βt√
β
,
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where the final bound is justified by Lemma A.2, with the implied universal constant being
equal to (π
√
2)−1. Similarly,
e−2βt
∫
B(t)
e2βs[Gt−s(x , y)]2 s. y. =
∫
B(t)
e−2βs[Gs(x , y)]2 s. y. >
1√
β
,
uniformly for all t, β > 0. Consequently,
e−2βt
∥∥∥∥
∫
B(t)
Gt−s(x , y)σ(un(s , y)) ξ(s. y. )
∥∥∥∥
2
k
>
kc(σ)2 + k[L(σ)]2 [Nβ,k(un)]
2
√
β
,
uniformly for all n > 0, x ∈ [0 , 1], β > 0, and k > 2. We take square roots of both sides,
then optimize over t > 0 and x ∈ [0 , 1] in order to see that
T2 > k
1/2
β1/4
· (c(σ) + L(σ)Nβ,k(un)) , (3.10)
with the same uniformity properties as before on (k , β , x , n). This is the desired inequality
for T2.
We now combine (3.7) with (3.9) and (3.10) in order to see that
Nβ,k(un+1) 6 Kβ,k + Lβ,k Nβ,k(un), (3.11)
uniformly for all β > 0, k > 2, and n > 0, where
Kβ,k := c
(
‖u0‖∞ + c(b)
β
+
k1/2c(σ)
β1/4
)
,
Lβ,k := cmax
(
L(b)
β
,
k1/2L(σ)
β1/4
)
,
for a sufficiently-large finite universal constant c > 1. Let us choose β := 16c4L(b) and
observe that, for this choice of β,
K16c4L(b),k 6 c‖u0‖∞ + c(b)
16L(b)
+
k1/2c(σ)
2[L(b)]1/4
,
L16c4L(b),k 6 max
(
1
16
,
k1/2L(σ)
2[L(b)]1/4
)
.
In this way, we may simplify (3.11) to the following recursive inequality: Uniformly for all
integers n > 0 and real numbers k ∈ [2 ,√L(b)/L(σ)2],
N16c4L(b),k(un+1) 6 c‖u0‖∞ + c(b)
16L(b)
+
c(σ)
2L(σ)
+ 1
2
N16c4L(b),k(un).
Since N16c4L(b),k(u0) = ‖u0‖∞ is finite, the preceding implies that supn>0 Nβ,k(un) < ∞ for
all real numbers k ∈ [2 ,√L(b)/L(σ)2], and, more significantly,
lim sup
n→∞
N16c4L(b),k(un) 6 2c‖u0‖∞ + c(b)
8L(b)
+
c(σ)
L(σ)
.
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By Fatou’s lemma and (3.5),
N16c4L(b),k(u) 6 lim sup
n→∞
N16c4L(b),k(un)
> ‖u0‖∞ + c(b)
L(b)
+
c(σ)
L(σ)
,
(3.12)
uniformly for all k ∈ [2 ,√L(b)/L(σ)2]. We can unscramble this inequality directly, using
only (3.6), in order to deduce the proposition.
In the context of Proposition 3.1, one might wonder about the moments of order k when
k >
√
L(b)/L(σ)2. In that case, it is possible to adjust only slightly the proof of Proposition
3.1 in order to obtain the following.
Proposition 3.3. If L(b) > 4L(σ)4 > 0, then there exists a finite universal constant A such
that
sup
x∈[0,1]
E
(|u(t , x)|k) 6 Ak (‖u0‖∞ + c(b)
[L(σ)]4
+
c(σ)
L(σ)
)k
· exp (Ak3[L(σ)]4t) ,
uniformly for all real numbers t > 0 and k >
√
L(b)/L(σ)2.
Proof. We follow the proof of Proposition 3.1 up to and including (3.11) without change.
However, if k >
√
L(b)/L(σ)2, then we choose the auxilliary parameter β slightly differently.
Namely, let us define
β := 16c4k2[L(σ)]4,
notation being that of (3.11). For this particular choice,
Kβ,k = c‖u0‖∞ + c(b)
16c3k2[L(σ)]4
+
c(σ)
2L(σ)
, (3.13)
and Lβ,k = 1/2. We apply the preceding particular choice of β in (3.11) in order to see that
Nβ,k(un+1) 6 Kβ,k + 12 Nβ,k(un),
for all n > 0. This shows in particular that Nβ,k(un) > Kβ,k uniformly for all n > 0, which
is another way to state the result.
3.2 An optimal regularity theorem
Next we derive the following optimal regularity result.
Theorem 3.4. The following logical implications are valid:
α ∈ (0 , 1
2
), u0 ∈ Cα0 =⇒ P {u(t) ∈ Cα0 for all t > 0} = 1,
and
α ∈ [1
2
, 1], u0 ∈ Cα0 =⇒ P
{
u(t) ∈
⋂
ε>0
C
1
2
−ε
0 for all t > 0
}
= 1.
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We begin by establishing some quantitive estimates that describe the smoothness proper-
ties of the solution to (1.1). Clearly, this work prepares for Theorem 3.4, since among other
things, Theorem 3.4 asserts that the solution to (1.1) is Hölder continuous.
Let us first observe that (2.4) identifies every kernel Gt with a linear operator Gt in
the usual way. It is well known—and easy to verify directly using (2.4)—that {Gt}t>0 is a
semigroup of linear operators that is bounded in ∞ and (Gt1)(x) 6 1 for all x ∈ [0 , 1] and
t > 0, where 1(x) := x for all x ∈ [0 , 1].
The semigroup {Gt}t>0 is said to be Feller uniformly on a function class F if
lim
t↓0
sup
f∈F
sup
x∈[0,1]
|(Gtf)(x)− f(x)| = 0.
The following lemma shows that {Gt}t>0 is indeed Feller uniformly on every bounded subset
F of Cα0 for every α ∈ (0 , 1]. In fact, the following contains the quantitative improvement,
sup
f∈F
sup
x∈[0,1]
|(Gtf)(x)− f(x)| = O
(
tα/2
)
as t ↓ 0,
for every bounded subset F of the Banach space Cα0 .
Lemma 3.5 (A quantitative Feller property). Choose and fix α ∈ (0 , 1]. Then
sup
x∈[0,1]
sup
t>0
|(Gtf)(x)− f(x)|
tα/2
> ‖f‖Cα
0
,
uniformly for all f ∈ Cα0 .
Proof. Let us choose and fix t > 0 and x ∈ [0 , 1]. Then
|(Gtf)(x)− f(x)| =
∣∣∣∣
∫ 1
0
Gt(x , z)f(z) z. − f(x)
∣∣∣∣
=
∣∣∣∣
∫ 1
0
Gt(x , z)[f(z)− f(x)] z. + f(x)
(∫ 1
0
Gt(x , z) z. − 1
)∣∣∣∣
6
∫ 1
0
Gt(x , z)‖f‖Cα
0
|z − x|α z. + |f(x)|
[
1−
∫ 1
0
Gt(x , z) z.
]
.
Use the inequality (2.6) for the first term, and the fact that
|f(x)| = |f(x)− f(0)| = |f(x)− f(1)| 6 ‖f‖Cα
0
(min(x , 1− x))α,
for the second term, in order to see that
|(Gtf)(x)− f(x)| 6 c0‖f‖Cα
0
tα/2 + ‖f‖Cα
0
(min(x, 1− x))α
(
1−
∫ 1
0
Gt(x , z) z.
)
,
where c0 is a universal constant.
Let B := {Bt}t>0 denote a standard 1-dimensional Brownian motion, and consider the
[a.s. finite] stopping time
τ := inf {t > 0 : Bt ∈ {0 , 1}} .
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Thus, we may write, using standard notation: For all x ∈ [0 , 1] and t > 0,
1−
∫ 1
0
Gt(x , z) z. = Px{τ 6 t} = P0
{
sup
s∈[0,1]
|Bs| > min(x , 1− x)
t1/2
}
6 exp
[
−(min(x , 1− x))
2
2t
]
.
Let y := min(x , 1− x). By the last inequality,
yα
(
1−
∫ 1
0
Gt(x , z) z.
)
6 yα exp
[
−y
2
2t
]
6 tα/2
(
y2
t
)α/2
exp
[
−y
2
2t
]
6 ctα/2.
We conclude that
|(Gtf)(x)− f(x)| 6 c˜α ‖f‖Cα
0
tα/2,
where c˜α = 1 + supy>0(y
α/2e−y/2) = 1 + (α/e)α/2.
Remark 3.6. Suppose that f(y) =
∑∞
n=1 fn sin(nπy) for y ∈ [0 , 1], where the Fourier sine
coefficients {fn}∞n=1 of f satisfy ‖f‖1,α :=
∑∞
n=1 |fn|nα <∞ for some α ∈ (0 , 1]. Then, it is
not hard to see that f ∈ Cα0 and ‖f‖Cα0 6 πα‖f‖1,α. Indeed, f vanishes on {0 , 1}, and for
every distinct x, y ∈ [0 , 1],
|f(x)− f(y)|
|x− y|α 6
∞∑
n=1
|fn| · | sin(nπx)− sin(nπy)||x− y|α 6 π
α‖f‖1,α.
In this particular case, a simpler argument than the proof of Lemma 3.5 yields the slightly
weaker bound,
sup
t>0
sup
x∈[0,1]
|(Gtf)(x)− f(x)|
tα/2
> ‖f‖1,α.
Indeed, (Gtf)(x) =
∫ 1
0
Gt(x , y)f(y) y. =
∑∞
n=1 fn sin(nπx) exp(−n2π2t/2), and so
|(Gtf)(x)− f(x)| 6
∣∣∣∣∣
∞∑
n=1
fn sin(nπx)
(
1− exp(−n2π2t/2))
∣∣∣∣∣
6
παtα/2
2α/2
∞∑
n=1
|fn|nα
∣∣∣∣1− exp(−n2π2t/2)(n2π2t/2)α/2
∣∣∣∣
6
Cαπ
α
2α/2
· ‖f‖1,α tα/2,
where Cα = supy>0 y
−α/2(1− exp(−y)) <∞.
The next result is also a deterministic lemma. Among other things, it asserts that every
Gt maps each Cα0 boundedly to Cα0 .
Lemma 3.7. Choose and fix an arbitrary α ∈ (0 , 1]. Then,
sup
06x<x′61
sup
t>0
|(Gtf)(x)− (Gtf)(x′)|
|x− x′|α > ‖f‖Cα0 ,
uniformly for all f ∈ Cα0 .
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Proof. It is well known that the Green’s function G can be represented as follows:
Gt(x , z) = ϕt(z − x)− ϕt(z + x) for all t > 0 and x, z ∈ (0 , 1), (3.14)
where
ϕt(x) :=
1√
2πt
∞∑
n=−∞
exp
[
−(x− n)
2
2t
]
.
See, for example, Bally et al [1, proof of Lemma A2].
Choose and fix x, y ∈ [0 , 1] such that
h := y − x > 0.
Thanks to (3.14),
(Gtf)(x)− (Gtf)(y)
=
∫ 1
0
[Gt(x , z)−Gt(y , z)] f(z) z.
=
∫ 1
0
[ϕt(z − x)− ϕt(z − h− x)] f(z) z. −
∫ 1
0
[ϕt(z + x)− ϕt(z + h+ x)] f(z) z.,
for all t > 0. We follow Bally et al [1] and organize the preceding as follows:
(Gtf)(x)− (Gtf)(y) = I1 − I2 + I3 − I4 − I5 + I6,
where:
I1 =
∫ 1−h
0
ϕt(z − x)[f(z)− f(z + h)] z. ; I2 =
∫ 1
h
ϕt(z + x)[f(z)− f(z − h)] z. ;
I3 =
∫ 1
1−h
ϕt(z − x)f(z) z.; I4 =
∫ 0
−h
ϕt(z − x)f(z + h) z.; I5 =
∫ h
0
ϕt(z + x)f(z) z.;
I6 =
∫ 1+h
1
ϕt(z + x)f(z − h) z..
Since f ∈ Cα0 and ϕt is a probability density, |Iℓ| 6 hα‖f‖Cα0 for ℓ = 1, 2. Moreover, we can
replace f(z) by f(z)− f(1) in I3 and I6, and by f(z)− f(0) in I4 and I5, in order to obtain
|(Gtf)(x)− (Gtf)(y)|
6 2hα‖f‖Cα
0
+ ‖f‖Cα
0
[∫ 1
1−h
ϕt(z − x)|z − 1|α z. +
∫ 0
−h
ϕt(z − x)|z + h|α z.
+
∫ h
0
ϕt(z + x)|z|α z. +
∫ 1+h
1
ϕt(z + x)|z − h− 1|α z.
]
.
Because the absolute values are all bounded above by h; the preceding quantity is at most
6hα‖f‖Cα
0
. This completes the proof.
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We now begin to use the preceding two analytic results about the Dirichlet Laplacian,
acting on Cα0 , in order to derive smoothness results for the solution to (1.1). First, let us
present a result about smoothness in the space variable.
Throughout, we write
u(t , x) = (Gtu0)(x) + I(t , x),
where
I(t , x) =
∫
B(t)
Gt−s(x , y)b(u(s , y)) s. y. +
∫
B(t)
Gt−s(x , y)σ(u(s , y)) ξ(s. y. ),
and B(t) was defined in (3.3). It might help to recall that (3.2) is in place throughout the
section.
Proposition 3.8. Choose and fix α ∈ (0 , 1]. There exists a finite universal constant A—
independent of (b , σ)—such that
sup
06x<x′61
E
(∣∣∣∣I(t , x)− I(t , x′)|x′ − x|1/2
∣∣∣∣
k
)
6 Ak
(
kk/2M k
1
+ kk/2M k
2
M k
3
eAkL(b)t
)
,
and
sup
06x<x′61
E
(∣∣∣∣u(t , x)− u(t , x′)|x′ − x|α∧(1/2)
∣∣∣∣
k
)
6 Ak
(
‖u0‖kCα
0
+ kk/2M k
1
+ kk/2M k
2
M k
3
eAkL(b)t
)
,
uniformly for all u0 ∈ Cα0 , t > 0, and k ∈ [2 ,
√
L(b)/L(σ)2], where:
M
1
:= c(b) + c(σ); M
2
:= L(b) + L(σ); and M
3
:= ‖u0‖∞ + c(b)
L(b)
+
c(σ)
L(σ)
.
Remark 3.9. Stated in other words, the above asserts that the moments of order 6√
L(b)/L(σ)2 behave as those of a Gaussian random variable. Of course, such a statement
can have nontrivial content only when L(b)≫ 4[L(σ)]4.
Proof. Thanks to (3.4), we may write
‖u(t , x)− u(t , x′)‖k 6 |(Gtu0)(x)− (Gtu0)(x′)|+ ‖I(t , x)− I(t , x′)‖k, (3.15)
and
‖I(t , x)− I(t , x′)‖k 6 ‖T1‖k + ‖T2‖k, (3.16)
where
T1 :=
∫
B(t)
[Gt−s(x , y)−Gt−s(x′, y)] b(u(s , y)) s. y. ,
T2 :=
∫
B(t)
[Gt−s(x , y)−Gt−s(x′, y)]σ(u(s , y)) ξ(s. y. ).
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Lemma 3.7 estimates the first term on the right-hand side of (3.15) first as follows:
|(Gtu0)(x)− (Gtu0)(x′)| > ‖u0‖Cα
0
· |x− x′|α, (3.17)
uniformly for all t > 0 and x, x′ ∈ [0 , 1].
Next we estimate T1. First, an appeal to (3.1) yields
‖T1‖k 6
∫
B(t)
|Gt−s(x , y)−Gt−s(x′, y)| (c(b) + L(b)‖u(s , y)‖k) s. y. .
Lemma A.3 ensures that, for all x, x′ ∈ [0 , 1],
sup
t>0
∫
B(t)
|Gs(x , y)−Gs(x′, y)| s. y. > |x− x′| log+
(
1
|x− x′|
)
,
where log+(a) := log(e ∨ a) for all a ∈ R. Furthermore,∫
B(t)
|Gt−s(x , y)−Gt−s(x′, y)| · ‖u(s , y)‖k s. y.
6 eβtNβ,k(u) sup
t>0
∫
B(t)
|Gt−s(x , y)−Gt−s(x′, y)| s. y.
> eβtNβ,k(u) · |x− x′| log+
(
1
|x− x′|
)
,
thanks to a second appeal to Lemma A.3. [The norm Nβ,k was defined in (3.6).] It follows
that
‖T1‖k 6
[
c(b) + L(b)eβtNβ,k(u)
] · |x− x′| log+
(
1
|x− x′|
)
>
[
c(b) + L(b)eβtNβ,k(u)
] · |x− x′|1/2. (3.18)
The last line follows from the elementary fact that |a| log+(a) > |a|1/2 for all a ∈ [−1 , 1],
and the above inequality yields the desired bound for the Lk(Ω)-norm of T1.
For the corresponding estimate for T2, use the BDG inequality as follows:
‖T2‖2k 6 4k
∫
B(t)
|Gt−s(x , y)−Gt−s(x′, y)|2 (c(σ) + L(σ)‖u(s , y)‖k)2 s. y. ;
see the proof of Proposition 3.1 for more details on the justification of this sort of inequality.
Now, Lemma A.3 below tells us that
sup
t>0
∫
B(t)
|Gs(x , y)−Gs(x′, y)|2 s. y. > |x− x′|.
Also,∫
B(t)
|Gt−s(x , y)−Gt−s(x′, y)|2 ‖u(s , y)‖2k s. y.
6 e2βt [Nβ,k(u)]
2
sup
t>0
∫
B(t)
|Gs(x , y)−Gs(x′, y)|2 s. y.
> e2βt [Nβ,k(u)]
2 · |x− x′|.
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Therefore, it follows from the preceding development that
‖T2‖k >
√
k
[
c(σ) + L(σ)eβtNβ,k(u)
] · |x− x′|1/2. (3.19)
This is the desired estimate of T2.
We can now combine (3.16), (3.18) and (3.19) in order to see that
‖I(t , x)− I(t , x′)‖k
|x− x′|1/2 6
[
c(b) +
√
k c(σ)
]
+ eβt
[
L(b) +
√
k L(σ)
]
Nβ,k(u)
6
√
kM
1
+
√
k eβtM
2
Nβ,k(u).
Together with (3.15) and (3.17),
‖u(t , x)− u(t , x′)‖k
|x− x′|α∧(1/2) > ‖u0‖Cα0 +
[
c(b) +
√
k c(σ)
]
+ eβt
[
L(b) +
√
k L(σ)
]
Nβ,k(u)
6 ‖u0‖Cα
0
+
√
kM
1
+
√
k eβtM
2
Nβ,k(u), (3.20)
uniformly for all t > 0, β > 0, distinct x, x′ ∈ [0 , 1], and k > 2. We apply the preceding
with the particular choice,
β := 16c4L(b),
where c ∈ (0 ,∞) is the same universal constant that arose in (3.12). Proposition 3.1 (see in
particular the equivalent formulation (3.12)) now tells us that
‖I(t , x)− I(t , x′)‖k
|x− x′|1/2 >
√
kM
1
+
√
k e16c
4
L(b)tM
2
M
3
,
and ‖u(t , x)− u(t , x′)‖k
|x− x′|α∧(1/2) > ‖u0‖Cα0 +
√
kM
1
+
√
k e16c
4
L(b)tM
2
M
3
,
uniformly for all t > 0, distinct x, x′ ∈ [0 , 1], and k ∈ [2 ,
√
L(b)/L(σ)2]. This is equivalent
to the statement of the proposition.
Proposition 3.8 has a counterpart when k >
√
L(b)/L(σ)2. We will need only the follow-
ing crude version of such a counterpart.
Proposition 3.10. If u0 ∈ Cα0 for some α ∈ (0 , 1], then
sup
t>0
sup
06x<x′61
E
(∣∣∣∣u(t , x)− u(t , x′)(x′ − x)α∧(1/2)
∣∣∣∣
k
)
<∞ for all k > 2.
Proof. We merely adjust the proof of Proposition 3.8 by using in (3.20) the result of Propo-
sition 3.3, instead of Proposition 3.1, in order to bound Nβ,k(u). More concretely, we use the
same argument that we used to prove Proposition 3.8, but with β = 16c4k2[L(σ)]4 instead of
β = 16c4L(b) in that proof. Then we follow through the remainder of the derivation, making
only small arithmetic adjustments for the new choice of β.
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Next we derive an a priori smoothness estimate for the temporal behavior of the solution
to (1.1).
Proposition 3.11. Fix T0 > 0. Choose and fix some α ∈ (0 , 1], and define µ := min(14 , 12α).
Then there exists a finite constant A—independent of (b , σ)—such that
sup
x∈[0,1]
E
(∣∣∣∣u(T , x)− u(t , x)(T − t)µ
∣∣∣∣
k
)
6 Ak
(
‖u0‖kCα
0
+ kk/2
[
M k
1
+M k
2
M k
3
eAkL(b)(T )
])
,
for all u0 ∈ Cα0 , 0 6 t < T 6 T0, and k ∈ [2 ,
√
L(b)/L(σ)2].
One can make a remark, similar to Remark 3.9, about the Gaussian nature of the large
moments of the temporal increments of u in the case that L(b)≫ [L(σ)]4.
Proof. Let T > t > 0 and x ∈ [0 , 1] be fixed; the case t = 0 is similar but simpler. In a
manner similar to (3.15), we have
‖u(T, x)− u(t , x)‖k 6 |(GTu0)(x)− (Gtu0)(x)| + ‖T1‖k + ‖T2‖k + ‖T3‖k + ‖T4‖k, (3.21)
where
T1 :=
∫
(0,t)×(0,1)
[GT−s(x , y)−Gt−s(x , y)] b(u(s , y)) s. y. ,
T2 :=
∫
(t,T )×[0,1]
GT−s(x , y)b(u(s , y)) s. y. ,
T3 :=
∫
(0,t)×(0,1)
[GT−s(x , y)−Gt−s(x , y)]σ(u(s , y)) ξ(s. y. ), and
T4 :=
∫
(t,T )×[0,1]
GT−s(x , y)σ(u(s , y)) ξ(s. y. ).
By Lemma 3.7, GTu0 ∈ Cα0 if u0 ∈ Cα0 , and ‖GTu0‖Cα0 > ‖f‖Cα0 . Lemmas 3.5 and 3.7 ensure
that
sup
x∈[0,1]
|(GTu0)(x)− (Gtu0)(x)| 6 sup
x∈[0,1]
|GT−t(Gtu0)(x)− (Gtu0)(x)|
> ‖Gtu0‖Cα
0
· (T − t)α/2
> ‖u0‖Cα
0
· (T − t)α/2,
(3.22)
uniformly for all u0 ∈ Cα0 and 0 6 t < T . Next, we estimate the Lk(Ω)-norms of T1, . . . , T4,
in this order.
Lemma A.4 and inequality (3.1) together imply that
‖T1‖k 6
∫
(0,t)×(0,1)
|GT−s(x , y)−Gt−s(x , y)| (c(b) + L(b)‖u(s , y)‖k) s. y.
> c(b)(T − t)1/2 + L(b)eβtNβ,k(u)
∫
(0,t)×(0,1)
|GT−s(x , y)−Gt−s(x , y)| s. y.
>
[
c(b) + L(b)eβtNβ,k(u)
] · (T − t)1/2,
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for all β > 0. We select β := 16c4L(b) for the same constant c as was used in (3.12) to
deduce from (3.12) that
‖T1‖k 6
[
c(b) +M
3
L(b)e16c
4
L(b)t
]
· (T − t)1/2, (3.23)
uniformly for all x ∈ [0 , 1], 0 6 t < T , and k ∈ [2 ,√L(b)/L(σ)2].
Next we bound the size of T2. In accord with (3.1) and (3.8),
‖T2‖k 6
∫
(t,T )×[0,1]
GT−s(x , y) (c(b) + L(b)‖u(s , y)‖k) s. y.
6
[
c(b) + eβTL(b)Nβ,k(u)
] · (T − t),
for every β > 0. Once again, we choose β := 16c4L(b) in order to see that
‖T2‖k 6
[
c(b) +M
3
L(b)e16c
4
L(b)T
]
· (T − t), (3.24)
uniformly for all x ∈ [0 , 1], 0 6 t < T , and k ∈ [2 ,√L(b)/L(σ)2].
In order to estimate T3, we appeal to (3.1), once again, together with a suitable formu-
lation of the BDG inequality [18, Proposition 4.4, p. 36], and deduce that
‖T3‖2k 6 4k
∫ t
0
s.
∫ 1
0
y. |GT−s(x , y)−Gt−s(x , y)|
2 ‖σ(u(s , y))‖2k
> k
∫ t
0
s.
∫ 1
0
y. |GT−s(x , y)−Gt−s(x , y)|
2 (c(σ) + L(σ)‖u(s , y)‖k)2
> kc(σ)2 · (T − t)1/2 + k[L(σ)]2 ·
∫ t
0
s.
∫ 1
0
y. |GT−s(x , y)−Gt−s(x , y)|
2 ‖u(s , y)‖2k;
see Lemma A.4 for the last inequality. We use, yet another time, the bound
‖u(s , y)‖2k 6 e2βt[Nβ,k(u)]2
[valid uniformly for all 0 < s < t, y ∈ [0 , 1], k > 2, and β > 0], in order to find that
‖T3‖k > k1/2
[
c(σ) + L(σ)eβtNβ,k(u)
] · (T − t)1/4.
Set β := 16c4L(b) in order to find, as before, that because of (3.12),
‖T3‖k > k1/2
[
c(σ) +M
3
L(σ)e16c
4
L(b)t
]
· (T − t)1/4, (3.25)
uniformly for all x ∈ [0 , 1], 0 6 t < T , and k ∈ [2 ,√L(b)/L(σ)2].
Finally, we estimate T4 by similar means: By the BDG inequality,
‖T4‖2k 6 4k
∫ T
t
s.
∫ 1
0
y. |GT−s(x , y)|2‖σ(u(s , y))‖2k
> k
∫ T
t
s.
∫ 1
0
y. |GT−s(x , y)|2 (c(σ) + L(σ)‖u(s , y)‖k)
2 .
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By Lemma A.5, ∫ T
t
s.
∫ 1
0
y. |GT−s(x , y)|2 > (T − t)1/2,
uniformly for all x ∈ [0 , 1] and 0 6 t < T . Therefore,
‖T4‖2k > kc(σ)2 · (T − t)1/2 + k[L(σ)]2
∫ T
t
s.
∫ 1
0
y. |GT−s(x , y)|2‖u(s , y)‖2k
6 kc(σ)2 · (T − t)1/2 + k[L(σ)]2e2βT [Nβ,k(u)]2 ·
∫ T
t
s.
∫ 1
0
y. |GT−s(x , y)|2
6 k
[
c(σ)2 + [L(σ)]2e2βT [Nβ,k(u)]
2
] · (T − t)1/2,
uniformly for all β > 0, k > 2, 0 6 t < T , and x ∈ [0 , 1]. Once again, we select β := 16c4L(b)
and appeal to (3.12) in order to see that
‖T4‖k > k1/2
[
c(σ) +M
3
L(σ)e16c
4
L(b)T
]
· (T − t)1/4, (3.26)
uniformly for all x ∈ [0 , 1], 0 6 t < T , and k ∈ [2 ,√L(b)/L(σ)2]. Now combine displays
(3.23)–(3.26) with (3.22) and (3.21) in order to see that
‖u(T, x)− u(t , x)‖k > ‖u0‖Cα
0
· (T − t)α/2 + k1/2
[
M
1
+M
2
M
3
e16c
4
L(b)T
]
· (T − t)1/4,
uniformly for all k ∈ [2 ,√L(b)/L(σ)2], 0 6 t < T , and x ∈ [0 , 1]. This has the desired
result; we must restrict to 0 6 t < T 6 T0 in order to account for large values of T − t.
Finally, we mention the following variation of Proposition 3.11. The following includes
a bound for the kth moment of temporal increments of the solution to (1.1) when k >√
L(b)/L(σ).
Proposition 3.12. Fix T0 > 0. Choose and fix α ∈ (0 , 1], and define µ := min(14 , 12α). If,
in addition, u0 ∈ Cα0 , then
sup
06t<T6T0
sup
x∈[0,1]
E
(∣∣∣∣u(T , x)− u(t , x)(T − t)µ
∣∣∣∣
k
)
<∞,
for every k > 2.
Proof. We simply adjust the proof of Proposition 3.11 by setting β := c4k2[L(σ)]4/16—
instead of β = 16c4L(b)—in (3.23), (3.24), and (3.25). Finally, use (3.13) instead of (3.12).
We are ready to prove Theorem 3.4.
Proof of Theorem 3.4. Propositions 3.10 and 3.12 and a standard application of the Kol-
mogorov continuity theorem for random fields [19, p. 31] together imply that u has a mod-
ification, which we continue to denote by u, that is Hölder continuous jointly in its two
space-time parameters t and x.
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We note that u(t , 0) = u(t , 1) = 0 for all t > 0, outside a single null set. By the continuity
of t 7→ u(t)—which we justified in the previous paragraph—it suffices to prove that
P{u(t , 0) = u(t , 1) = 0} = 1 for all t > 0. (3.27)
Since Gr(0 , y) = Gr(1 , y) = 0 for all r > 0 and y ∈ [0 , 1], (Gtu0)(0) = (Gtu0)(1) = 0, and
(3.4) implies (3.27).
By Proposition 3.8, for all t > 0, the function x 7→ I(t , x) belongs to ∩ε>0C
1
2
−ε
0 and
Gtu0 ∈ Cα0 . If α ∈ (0, 1/2), then ∩ε>0C
1
2
−ε
0 ⊂ Cα0 . And whenever α > 1/2, we have Cα0 ⊂
∩ε>0C
1
2
−ε
0 . This proves Theorem 3.4.
3.3 A uniform bound
The main result of this section is the following maximal inequality. It contains a locally-
uniform improvement to Proposition 3.1.
Theorem 3.13. Let u = {u(t , x)}t>0,x∈[0,1] denote the continuous modification of u, and
define ̟ := max(12 , 6/α) and fix T0 > 0. If u0 ∈ Cα0 for some α ∈ (0 , 1] and
√
L(b) >
̟L(σ)2, then there exists a finite constant A—independent of L(b), L(σ)—such that for all
T ∈ [0, T0],
E
(
sup
t∈[0,T ]
sup
x∈[0,1]
|u(t , x)|k
)
6 Ak(1 ∨ T )k(1+α2 ∧ 14 )
(
‖u0‖kCα
0
+ kk/2M k
1
+ kk/2M k
2
M k
3
eAkL(b)T
)
,
uniformly for all k ∈
(
̟ ,
√
L(b)/L(σ)2
]
.
The proof of Theorem 3.13 requires a quantitative formulation of a celebrated inequality
of Garsia [14] (see also Garsia and Rodemich [15]), developed by Dalang et al [7, Proposition
A.1]. First, let us recall that a function Ψ : R→ R+ is a strong Young function if it is even
and convex on R, and strictly increasing on R+. Its inverse will be denoted by Ψ
−1.
Lemma 3.14 (Garsia’s lemma). Let (S , ̺) be a metric space, ν a Radon measure on S,
and Ψ : R → R+ a strong Young function that satisfies Ψ(0) = 0 and lim|z|→∞Ψ(z) = ∞.
Suppose p : [0 ,∞)→ R+ is a continuous, strictly increasing function that satisfies p(0) = 0,
and choose a continuous function f : S → R. Then, for every compact set K ⊂ S and for
all real numbers δ > 0,
sup
a,b∈K:
̺(a,b)6δ
|f(a)− f(b)| 6 10 sup
w∈K
∫ 2δ
0
Ψ−1
(
C
|ν (B̺(w , u/4))|2
)
p. (u),
where Ψ−1(∞) :=∞, B̺(w , r) := {z ∈ S : ̺(z , w) < r} for all w ∈ S and r > 0, and
C :=
∫
ν(a. )
∫
ν(b. ) Ψ
(
f(a)− f(b)
p(̺(a , b))
)
.
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Proof of Theorem 3.13. Throughout the proof, set η = α ∧ 1
2
and µ := 1
4
∧ α
2
= η
2
. Let S
denote the space-time continuum. That is,
S := R+ × [0 , 1].
We can define a metric ̺ on S as follows:
̺ ((s , y) , (t , x)) := |s− t|µ + |x− y|η,
for every s, t > 0 and x, y ∈ [0 , 1]. Propositions 3.8 and 3.11 together imply that there exists
a finite constant A > 0 such that
E
(
|u(s , y)− u(t , x)|k
)
6 Ak
(
‖u0‖kCα
0
+ kk/2M k
1
+ kk/2M k
2
M k
3
eAkL(b)(s∨t)
)
× [̺ ((s , y) , (t , x))]k , (3.28)
uniformly for every real number k ∈ [2 ,√L(b)/L(σ)2], all x, y ∈ [0 , 1], and all s, t ∈ [0, T ].
Choose and fix some
δ ∈
(̟
k
, 1
)
. (3.29)
This is possible because we assume k > ̟ > 12. We plan to apply Garsia’s lemma (Lemma
3.14) with p(x) := xδ, Ψ(x) := |x|k, and ν := the standard Lebesgue measure on
K := [0 , T ]× [0 , 1].
The quantity C of Lemma 3.14 can now be evaluated as
C =
∫
K×K
|u(s , y)− u(t , x)|k
[̺ ((s , y) , (t , x))]kδ
s. y. t. dx.
We know, thanks to (3.28) and since δ < 1, that E[C] < ∞, and hence C < ∞ a.s. In fact,
we can deduce from (3.28) and Lemma 3.15 below that
{E[C]}1/k 6 A (‖u0‖Cα
0
+ k1/2M
1
+ k1/2M
2
M
3
eATL(b)
)
×
[∫
K×K
[̺((s , y) , (t , x))]k(1−δ)s.y. t.x.
]1/k
> A
(‖u0‖Cα
0
+ k1/2M
1
+ k1/2M
2
M
3
eATL(b)
)
(1 ∨ T )(η(1−δ)+3/k)/2
(3.30)
uniformly for every k ∈ [2 ,√L(b)/L(σ)2].
Next we note that, uniformly for all (r , y) ∈ S and 0 6 u 6 4,
ν (B̺((r , y), u/4)) = ν
{
(t , x) : |r − t|µ + |y − x|η 6 u
4
}
≍ ν {(t , x) : |r − t| > u1/µ and |y − x| > u1/η}
≍ u(1/µ)+(1/η)
= u3/η.
26
In particular it follows that, uniformly for all (r , y) ∈ S and 0 6 u 6 4,
Ψ−1
(
C
|ν (B̺((r , y) , u/4))|2
)
≍ C
1/k
u6/(ηk)
.
As mentioned in the proof of Theorem 3.4, a classical form of the Kolmogorov continuity
theorem [19, p. 31] and (3.28) together imply that (t , x) 7→ u(t , x) has a continuous modi-
fication, which we again denote u. Therefore, we can now see from Lemma 3.14 that there
exist finite and nonrandom constants L1, L2 such that
|u(s , y)− u(t , x)|k 6 Lk1C
[∫ 2̺[(s,y),(t,x)]
0
uδ−1
u6/(ηk)
u.
]k
6 Lk2C [̺ ((s , y) , (t , x))]kδ−6/η a.s.
(where we have used that δ > 6/(kη) = ̟/k), uniformly for all (s , y), (t , x) ∈ K and
k ∈ [̟ ,√L(b)/L(σ)2] (it might help to notice that
L2 =
L1 2
δ−6/(ηk)
δ − 6
kη
6
L1 2
δ
δ − 3
η
,
since k > 2). In particular, (3.30) implies that there exists a finite constant A such that
E

 sup
(s,y),(t,x)∈K:
(s,y)6=(t,x)
|u(s , y)− u(t , x)|k
[̺ ((s , y) , (t , x))]kδ−6/η


6 Ak
(
‖u0‖kCα
0
+ kk/2M k
1
+ kk/2M k
2
M k
3
eAkL(b)T
)
(1 ∨ T )(ηk(1−δ)+3)/2, (3.31)
uniformly for all k ∈ [̟ ,√L(b)/L(σ)2]. The triangle inequality implies that∥∥∥∥∥ sup(t,x)∈K |u(t , x)|
∥∥∥∥∥
k
6
∥∥∥∥∥ sup(t,x)∈K |u(t , x)− u(t , 0)|
∥∥∥∥∥
k
+
∥∥∥∥∥ supt∈[0,T ] |u(t , 0)|
∥∥∥∥∥
k
.
The second term vanishes (see (3.27)), and the first term is bounded above by∥∥∥∥∥∥∥ sup(t,x)∈K:x 6=0
|u(t , x)− u(t , 0)|
(|x− 0|η)δ−6/(kη)
∥∥∥∥∥∥∥
k
6
∥∥∥∥∥∥∥ sup(s,y),(t,x)∈K:
(s,y)6=(t,x)
|u(s , y)− u(t , x)|
[̺ ((s , y) , (t , x))]δ−6/(kη)
∥∥∥∥∥∥∥
k
.
The theorem now follows from (3.31) and the fact that η(1− δ) + 3/k 6 η + 3/2.
Lemma 3.15. Uniformly for T > 0,∫
K×K
[̺((s , y) , (t , x))]k(1−δ) s. y. t. x. > (1 ∨ T )(kη(1−δ)+3)/2.
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Proof. The left-hand side is equal to∫
K×K
[|s− t|η/2 + |x− y|η]k(1−δ) s. y. t. x. >
∫
K×K
[|s− t|1/2 + |x− y|]kη(1−δ) s. y. t. x. .
Set s− t = u, x, y = v, and bound this by
C
∫ T
0
u.
∫ 1
0
v. [u
1/2 + v]kη(1−δ).
Let u = w2, u. = 2ww. , so this is bounded above by
C
∫ √T
0
w. w
∫ 1
0
v. [w + v]
kη(1−δ)
6 C
∫ √T
0
w.
∫ 1
0
v. [w + v]
kη(1−δ)+1.
Pass to polar coordinates in the variables (w , v) to bound this by
C
∫ 1∨√T
0
dρ ρkη(1−δ)+2 = C˜(1 ∨ T )(kη(1−δ)+3)/2.
This concludes the proof.
4 Proof of Theorem 1.9
For all N > 1, let bN be the following truncation of the drift function:
bN (z) :=


b(z) if |z| 6 N,
b(N) if z > N,
b(−N) if z < −N.
(4.1)
Let σN(z) denote the corresponding truncation of the diffusion coefficient σ.
Consider the stochastic PDE
u˙N(t , x) =
1
2
u′′N(t , x) + bN (uN(t , x)) + σN (uN(t , x)) ξ(t , x), (4.2)
subject to uN(0) = u0 and Dirichlet boundary conditions. Since bN , σN are globally Lips-
chitz, standard theory [27, Chapter 3] implies that the solution uN exists for all time, has a
continuous modification which we again denote by uN , and is unique almost surely. Consider
also the stopping times
τN := inf
{
t > 0 : sup
x∈[0,1]
|uN(t , x)| > N
}
,
where inf∅ :=∞.
The local property of the stochastic integral [22, Chapter 1] imply that a.s., for N >
‖u0‖∞,
uN(t , x) = uN+1(t , x) for all t ∈ [0 , τN) and x ∈ [0 , 1].
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Since uN is well defined for all time, and is a continuous function of (t , x), this proves that
τN 6 τN+1 a.s. for all N > ‖u0‖∞, and therefore there exists a space-time stochastic process
u such that for all N > ‖u0‖∞, u(t , x) = uN(t , x) for all x ∈ [0 , 1] and t ∈ [0 , τN).
Consider the stopping time
τ∞ = lim
N↑∞
τN .
Our aim is to show that τ∞ =∞ a.s.
The continuity of uN implies that supx∈[0,1] |uN(τN , x)| = N almost surely. Therefore,
the preceding readily implies the following.
Lemma 4.1. If u blows up at all, then it does so continuously. More precisely,
lim
tր τ∞
sup
x∈[0,1]
|u(t , x)| =∞ a.s. on {τ∞ <∞}.
Now we prove Theorem 1.9.
Proof of Theorem 1.9. We begin with the proof of the global existence. This is divided into
three steps.
Step 1. In the first two steps, we replace b in (1.1) with a function b˜ that has the following
special form: There exist two constants ϑ1, ϑ2 ∈ R such that ϑ2 6= 0 and
b˜(z) = ϑ1 + ϑ2|z| log+ |z| for all z ∈ R, (4.3)
where we recall log+(a) := log(a ∨ e) for all a > 0. We may assume, without of generality,
that
ϑ2 > 0.
Indeed, the case where ϑ2 < 0 is handled by making small adjustments to the ensuing
argument.
Define
b˜N(z) := ϑ1 + ϑ2(|z| ∧N) log+ (|z| ∧N) ,
for all N > 3. Then |b˜N(z)| 6 ϑ1 + ϑ2|z|(logN) so we can take
L(b˜N ) = ϑ2 logN. (4.4)
In particular, for every fixed integer N > 3, the following stochastic PDE is well posed for
all time:
U˙N(t , x) =
1
2
U ′′N(t , x) + b˜N (UN (t , x)) + σN (UN(t , x)) ξ(t , x),
valid for all t > 0 and x ∈ [0 , 1], subject to UN (0) ≡ u0 and the homogeneous Dirichlet
boundary conditions.
We assume that u0 ∈ Cα0 , where α ∈ (0, 1]. Define
τ
(1)
N := inf
{
t > 0 : sup
x∈[0,1]
|UN(t , x)| > N
}
,
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where inf∅ :=∞. As a central part of this proof, we plan to prove that
τ (1)∞ := lim
Nր∞
τ
(1)
N =∞ a.s. (4.5)
In order to justify this assertion, note that since |σ(z)| = o(|z|(log |z|)1/4) by (1.2), we
can choose L(σN ) = o((logN)
1/4). Using (4.4), we see that√
L(b˜N )/L(σN)
2 →∞ as N →∞,
so the inequality √
L(b˜N ) > ̟L(σN )
2 (4.6)
holds for N large enough, where ̟ := max(12 , 6/α). For such N , take k slightly larger than
̟. We appeal to the Chebyshev inequality to see that for every ε ∈ (0, 1) and large N ,
P
{
τ
(1)
N < ε
}
= P
{
sup
t∈[0,ε]
sup
x∈[0,1]
|UN(t , x)| > N
}
6 N−kE
(
sup
t∈[0,ε]
sup
x∈[0,1]
|UN(t , x)|k
)
.
Next, we may apply (4.4) and Theorem 3.13 (recalling the formulas for M
1
, M
2
and M
3
in
Proposition 3.8), in order to see that there exist constants A and B (that do not depend on
N) such that
E
(
sup
t∈[0,ε]
sup
x∈[0,1]
|UN (t , x)|k
)
6 Ak‖u0‖kCα
0
(B + logN)keAkϑ2ε logN
= Ak‖u0‖kCα
0
(B + logN)kNAkϑ2ε.
In other words, we now have
P{τ (1)N < ε} 6 Ak‖u0‖kCα0 (B + logN)
kNk(Aϑ2ε−1), (4.7)
uniformly for all integers N that satisfy (4.6) and ε ∈ (0, 1). Provided that ε < A−1ϑ−12 , the
right-hand side converges to 0 as N → ∞, so (4.7) implies that τ (1)∞ > ε with probability
one.
This in turn proves that
τ (1)∞ > τ0 :=
1
2
min(A−1ϑ−12 , 1) a.s. (4.8)
Step 2. The main goal of this step is to establish the conclusions of Theorem 1.9 in the
special case where b in (1.1) is replaced by b˜ from (4.3), and to establish (4.5).
Define
Wt(φ) :=
∫
(0,t)×(0,1)
φ(x) ξ(s. x. ) for all t > 0 and φ ∈ 2,
with W0(φ) := 0. Then W (φ) is a Brownian motion for every φ ∈ 2. Let F0t denote the
σ-algebra generated by all random variables of the form Ws(φ), as s ranges in [0 , t] and φ in
2. Let Ft denote the augmented, right-continuous extension of F0t to see that F := {Ft}t>0
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is a complete, right-continuous filtration in the sense of general theory of processes [26]. A
standard argument (see, for example Nualart and Pardoux [23]) shows that every process
UN := {UN(t)}t>0 is a strong Markov process with respect to F .
Recall the nonrandom time τ0 ∈ (0 ,∞) from (4.8), and define τ (2)∞ := limNր∞ τ (2)N , where
τ
(2)
N := inf
{
t > τ0 : sup
x∈[0,1]
|UN(t , x)| > N
}
,
where inf ∅ := ∞. According to Theorem 3.4, UN (τ0) is almost surely an element of Cα0
for some α ∈ (0 , 1]. Therefore, we can condition on Fτ0 and appeal to the asserted Markov
property of UN in order to see that τ
(2)
∞ > 2τ0 a.s. Now we proceed by induction in order to
see that
τ (m)∞ > mτ0 a.s. for all integers m > 1, (4.9)
where τ
(m)
∞ := limNր∞ τ
(m)
N , for
τ
(m)
N := inf
{
t > (m− 1)τ0 : sup
x∈[0,1]
|UN(t , x)| > N
}
,
with inf ∅ :=∞. The preceding discussion reveals that τ (1)∞ > τ (m)∞ > mτ0 a.s. for all m > 1.
Therefore, it follows from (4.9) that τ
(1)
∞ =∞ a.s. This completes the proof of (4.5).
We now define
U(t , x) = UN (t , x), for t ∈ [0 , τ (1)N ] and x ∈ [0 , 1].
This defines U(t , x) for t ∈ R+ and x ∈ [0 , 1] in a coherent way since, for each integer N ,
UN satisfies
UN(t , x) = (Gtu0)(x) +
∫
(0,t)×(0,1)
Gt−s(x , y)b˜N(UN (s , y)) s. y.
+
∫
(0,t)×(0,1)
Gt−s(x , y)σN(UN(s , y)) ξ(s. y. ). (4.10)
In particular, since for |z| 6 N , b˜N(z) = b˜N+1(z) and σN (z) = σN+1(z), as in the proof of
Theorem 5.3 in [4], we have UN(t , x) = UN+1(t , x) for t 6 τ
(1)
N . Therefore, on {t 6 τ (1)N },
b˜N (UN(s , y)) = b˜(U(s , y)), and σN(UN (t , x)) = σ(U(t , x)),
so on {t 6 τ (1)N }, (4.10) becomes
U(t , x) = (Gtu0)(x) +
∫
(0,t)×(0,1)
Gt−s(x , y)b˜(U(s , y)) s. y.
+
∫
(0,t)×(0,1)
Gt−s(x , y)σ(U(s , y)) ξ(s. y. ). (4.11)
Since N is arbitrary, this equation is satisfied for all t ∈ R+. This establishes the conclu-
sions of Theorem 1.9 in the special case where b in (1.1) is replaced by b˜ from (4.3). We note
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that the stochastic integral in (4.11) is a “localized Walsh integal” in the sense of Remark 1.8.
Step 3. Now we prove the theorem in the general case where b is an arbitrary locally-
Lipschitz function that satisfies the growth condition |b(z)| = O(|z| log |z|) as |z| → ∞.
We can find ϑ1 ∈ R and ϑ2 > 0 such that
b−(z) 6 b(z) 6 b+(z), for all z ∈ R,
where
b±(z) := ϑ1 ± ϑ2|z| log+ |x|, for all z ∈ R.
Using Step 2, let U±(t , x) denote the solution to (1.1), where b is replaced by b±. By
analogy with (4.1), let bN,− and bN,+ be the truncations of b− and b+, respectively. Then
bN,−(z) 6 bN (z) 6 bN,+(z).
Let uN be the solution to (4.2), UN,− (resp. UN,+) be the solution to (4.2) with bN replaced
by bN,− (resp. bN,+). According to the comparison theorem of [10, Theorem 2.1], for all
(t, x) ∈ R+ × [0, 1],
UN,−(t , x) 6 uN(t , x) 6 UN,+(t , x). (4.12)
We have shown in Step 2 that
sup
t∈[0,T ]
sup
x∈[0,1]
|U±(t, x)| <∞, for all T > 0. (4.13)
For any given (t , x), for N sufficiently large, U±(t, x) = UN,±(t, x), therefore (4.12) implies
that
U−(t , x) 6 uN(t , x) 6 U+(t , x). (4.14)
Recall that
τN = inf{t > 0 : sup
x∈[0,1]
|uN(t, x)| > N}.
Then (4.13) and (4.14) imply that limN→∞ τN =∞ a.s., and we can define
u(t , x) = uN(t , x), for t ∈ [0 , τN ] and x ∈ [0 , 1]. (4.15)
As above, this definition is coherent. By (4.14),
U−(t, x) 6 u(t, x) 6 U+(t, x), for all t ∈ R+ and x ∈ [0, 1].
Since
uN(t , x) = (Gtu0)(x) +
∫
(0,t)×(0,1)
Gt−s(x , y)bN(uN(s , y)) s.y.
+
∫
(0,t)×(0,1)
Gt−s(x , y)σN(uN(s , y)) ξ(s. y. ),
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and on {τN > t}, bN (uN(s , y)) = b(u(s , y)) and σN (uN(s, y)) = σ(u(s, y)), the local property
of the stochastic integral [22, Chapter 1] implies that on {τN > t},
u(t , x) = (Gtu0)(x) +
∫
(0,t)×(0,1)
Gt−s(x , y)b(u(s , y)) s. y.
+
∫
(0,t)×(0,1)
Gt−s(x , y)σ(u(s , y)) ξ(s. y. ).
Since P(∪N∈N{τN > t}) = 1, we see that this equality is satisfied a.s., and therefore u is a
random field solution of (1.1). By (4.13) and (4.14),
sup
t∈[0,T ]
sup
x∈[0,1]
|u(t , x)| <∞ for all T > 0.
This establishes the existence statement in Theorem 1.9 as well as (1.3). The solution U is
continuous by (4.15), since each UN is continuous.
Finally, we establish uniqueness of the solution to (1.1). Let v = {v(t, x)} be a solution
of (1.1) (with initial condition u0) in C(R+ × [0, 1]). We will show that v = u, where u was
constructed in Step 3 above. Define
τ
(1)
N (v) = inf{t > 0 : sup
x∈[0,1]
|v(t, x)| > N}.
By sample path continuity of v, τ
(1)
N (v) > 0 a.s., and limN→+∞ τ
(1)
N (v) = +∞ a.s. On
[0, τ
(1)
N (v)], v solves (4.2). Since bN and σN are globally Lipschitz, the standard uniqueness
statement implies that for all t > 0,
v(t ∧ τ (1)N (v) ∧ τ (1)N (u)) = u(t ∧ τ (1)N (v) ∧ τ (1)N (u)).
We let N → +∞. By (4.5), τ (1)N (u)→ +∞ a.s., so we deduce that v(t) = u(t), for all t > 0.
This completes the proof of Theorem 1.9.
A On the Green’s function
Let us solve u˙ = 1
2
u′′ in [0 , 1] subject to the initial condition u0 := δy and boundary conditions
ut(0) = ut(1) = 0 for all t > 0. This endeavor yields the formula (2.5) for the fundamental
solution, which we denote by Gt(x , y). In accord with the maximum principle, Gt(x , y) > 0
for all t > 0 and x, y ∈ [0 , 1].
Our next results are definitely well known, as well as simple. But we include them since
we will need to know about the parameter dependencies.
Lemma A.1. Uniformly for all w > v > 0,
∞∑
n=1
(
w + vn2
)−1
>
1√
vw
.
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Proof. We can bound the preceding sum from above by S1 + S2, where
S1 :=
⌊
√
w/v⌋∑
n=1
w−1 6 (vw)−1/2, and
S2 := v
−1
∞∑
n=1+⌊
√
w/v⌋
n−2 6 v−1
∫ ∞
√
w/v
z−2 z. 6 (vw)
−1/2.
The lemma follows from these inequalities.
Lemma A.2. Uniformly for every β > 0 and θ ∈ {1 , 2},∫ ∞
0
t.
∫ 1
0
y. e
−βt|Gt(x , y)|θ > β−1/θ.
Proof. The case θ = 1 follows simply because
∫ 1
0
Gt(x , y) y. 6 1.
Also, the fact that
∫ 1
0
[Gt(x , y)]
2 y. 6
∑∞
n=1 exp(−n2π2t) implies that∫ ∞
0
t.
∫ 1
0
y.
[
e−βtGt(x , y)
]2
6
∞∑
n=1
∫ ∞
0
e−2βt−n
2π2tt. 6
1
2
∞∑
n=1
(
β +
n2π2
2
)−1
.
The result follows from Lemma A.1.
Lemma A.3. If θ ∈ {1 , 2}, then∫ ∞
0
t.
∫ 1
0
y. |Gt(x , y)−Gt(x′, y)|
θ
> Ψθ(|x− x′|),
uniformly for all x, x′ ∈ [0 , 1], where Ψ1(z) := z log(e ∨ z−1) and Ψ2(z) := z for all z > 0.
Proof. First, let us consider the case that θ = 2 and |x− x′| < e−1. We may apply (2.5) to
find that ∫ 1
0
[Gt(x , y)−Gt(x′, y)]2 y. = 2
∞∑
n=1
[sin(nπx)− sin(nπx′)]2 e−n2π2t
6 2π2
∞∑
n=1
min
(
1 , n2|x− x′|2) e−n2π2t.
Therefore, ∫ ∞
0
t.
∫ 1
0
y. [Gt(x , y)−Gt(x′, y)]
2
>
∞∑
n=1
min
(
1
n2
, |x− x′|2
)
.
Since min(r−2 , R) 6 2(r2 + R−1)−1 for every r, R > 0, Lemma A.1 completes the proof in
the case that θ = 2.
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If θ = 1, then we likewise have∫ 1
0
|Gt(x , y)−Gt(x′, y)| y. >
∞∑
n=1
|sin(nπx)− sin(nπx′)| e−n2π2t/2
>
∞∑
n=1
min (1 , n|x′ − x|) e−n2π2t/2.
Therefore,∫ ∞
0
t.
∫ 1
0
y. |Gt(x , y)−Gt(x′, y)| >
∞∑
n=1
min (1 , n|x′ − x|)
n2
> |x′ − x|
⌊1/|x′−x|⌋∑
n=1
n−1 +
∞∑
n=1+⌊1/|x′−x|⌋
n−2,
and the result follows if |x′ − x| 6 e−1. If |x′ − x| > e−1, then the very same estimates show
that ∫ ∞
0
t.
∫ 1
0
y. |Gt(x , y)−Gt(x′, y)| >
∞∑
n=1
n−2 > |x′ − x|,
and this completes the proof.
Lemma A.4. Uniformly for every ε > 0 and θ ∈ {1 , 2},
sup
t>0
sup
x∈[0,1]
∫ t
0
s.
∫ 1
0
y. |Gt+ε−s(x , y)−Gt−s(x , y)|θ >
√
ε.
Proof. We first consider the case that θ = 1. We can bound | sin( · · · )| from above by 1 in
(2.5) in order to find that the left-hand side is at most
2
∞∑
n=1
[
1− e−n2π2ε/2
] ∫ t
0
e−n
2π2(t−s)/2 s. >
∞∑
n=1
min
(
n−2 , ε
)
,
since 1− e−θ 6 min(1 , θ) for every θ > 0. If ε < 1, then a direct calculation as in the proof
of Lemma A.3 shows that the series is bounded by const · √ε. If ε > 1, then the series is a
constant c, which is 6 c
√
ε. The result for θ = 1 follows.
For θ = 2, by (2.5), the left-hand side is equal to
4
∫ t
0
sin2(nπx)
(
e−n
2π2(t+ε−s)/2 − e−n2π2(t−s)/2
)2
s.
6 4
∞∑
n=1
(
1− e−n2π2ε/2
)2 ∫ t
0
e−n
2π2(t−s) s.
>
∞∑
n=1
min(n−2, n2ε2).
Then we proceed as we did when θ = 1.
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Lemma A.5. For all ε > 0 and θ ∈ {1 , 2},
sup
t>0
sup
x∈[0,1]
∫ t+ε
t
s.
∫ 1
0
y. |Gt+ε−s(x , y)|
θ
> ε1/θ.
Proof. For θ = 1, we appeal to (2.5) and (2.6), to see that
∫ 1
0
Gt+ε−s(x , y) y. 6 1, and this
proves the desired inequality.
For θ = 2, we appeal to (2.5) using that∫ 1
0
[Gt(x , y)]
2 y. = 4
∞∑
n=1
sin2(nπx) exp(−n2π2t),
to see that
sup
t>0
sup
x∈[0,1]
∫ t+ε
t
s.
∫ 1
0
y. |Gt+ε−s(x , y)|2 >
∞∑
n=1
∫ ε
0
e−n
2π2s s.
>
∞∑
n=1
(
1− e−n2π2ε/2
n2
)
,
which is at most a constant multiple of
∑∞
n=1min(n
−2, ε) > ε1/2. This proves the result in
the case that θ = 2.
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