Current biomedical text mining efforts are mostly focused on extracting information from the body of research articles. However, tables contain important information such as key characteristics of clinical trials. Here, we examine the feasibility of information extraction from tables. We focus on extracting data about clinical trial participants. We propose a rule-based method that decomposes tables into cell level structures and then extracts information from these structures. Our method performed with a F-measure of 83.3% for extraction of number of patients, 83.7% for extraction of patient's body mass index and 57.75% for patient's weight. These results are promising and show that information extraction from tables in biomedical literature is feasible.
INTRODUCTION
The amount of published scientific research is accelerating: the number of published papers is growing at a double-exponential pace [6] . MEDLINE contains over 25 million references 1 and it is impossible to cope with this amount of published research.
Text mining provides tools and methods to deal with large numbers of articles in biomedicine. However, these efforts have been focused mainly on the processing of unstructured text and most of them ignored lists, tables and figures.
Tables are used for storing large amounts of factual or statistical data in a structured, concise and human-readable way [12] . They also provide a way for storing multidimensional data. The visual layout of a table often describes relationships between the items in the table. Because of the variety of layouts, it is challenging to perform analysis of data in this form.
In biomedicine, important experimental information, such as the settings and the results of experiments, interactions between substances, drug side effects, information about arms and patients, are usually stored in tables. In PMC database, more than 72% of research articles contain tables. We manually found that some of the documents in the database do not contain the whole article in XML format (scanned 1 http://www.ncbi.nlm.nih.gov/pubmed documents, containing only parts in XML). Also, we calculated that the PMC articles contain on average 2.72 tables.
In this paper, we present a method for table decomposition and a case study on extracting information from tables in biomedical literature. The aim of our study is to examine the feasibility of information extraction about patients from tables in clinical literature. Our case study performed extraction of number of patients, body mass indexes (BMI) and weight of patients from tables.
BACKGROUND
Hurst [7] was among the first to examine tables from the text mining perspective. He proposed a model of tables with five components: graphical, physical, functional, structural and semantic. Also, Hurst created one of the first table mining engines. He split the process of table mining into three parts: table detection, functional analysis and information extraction.
The table detection step examines how to correctly detect tables in the documents. Work has been done in detecting tables from PDF, HTML and ASCII documents using Optical Character Recognition [8] , machine learning algorithms such as C4.5 decision trees [10] and SVM [11] or heuristics [15] . The second step is functional analysis and it examines the purpose of areas of the table. The aim of this step is to identify which cells contain raw data and which contain navigational data. Approaches using machine learning methods like C4.5 decision trees [1] or CRF [13] were used.
The final step is semantic processing. In this step, relationships and semantics of the table elements are analysed. Semantic processing of the tables are used for information retrieval [5, 3] , information extraction [9, 14] and question answering systems [13] .
So far, no work has been conducted on extracting information from tables in clinical literature.
METHOD
We aim to extract information from tables about participants of the clinical trials such as their number, BMI and weight. The method we propose is composed of two parts: table decomposition into structures that are more suitable for further processing and information extraction. We propose a way to decompose table into cell-level data structures while maintaining information about relationships between elements of the table. 
Data
Our dataset had 2517 documents collected as a clinical trial publications from PubMedCentral (PMC) 2 . Out of these documents 568 had no XML presentation of tables. They had a reference to the image of scanned table. The total number of tables in our dataset was 4141.
Firstly, we conducted a manual analysis on a small sample of 70 PMC documents with 217 tables. Based on our analysis we were able to create rules to identify structure, decompose tables in structured manner and extract information. In the third step, spanning cells (recognised by appropriate XML attribute) are split and the content of the cell is copied to all the newly created cells [2] .
Table Decomposition
The fourth step is classification of the table by number of dimensions. Navigational paths are read differently for one, two or multi-dimensional tables. Our algorithm identifies three types of tables using heuristics rules. List (one dimensional) tables contain a list of items in one or more columns (space saving reasons). They can be recognized if it has only one column, the header is spanning through all the columns or if there is same header for all the columns. Matrix (two dimensional) tables contain data arranged in simple matrix of cells (Example can be seen in Figure 3 ). Super-row (multi-dimensional) tables are similar to matrix tables, but the presence of superrows [12] changes the way they are read (Example can be seen in Figure 1 ). Super-rows are usually presented as a row inside data part of the table that is spanning through all columns or a row with a value only in one cell.
In the last step, our method is iterating through all data cells and trying to find the correct navigation path. Navigation path is a path through the navigational cells (header, stub, super-rows) that logically annotates the data from the data cell. In list tables only the header value is part of navigation path. For matrix tables, the algorithm has to read the header cell in the same column as the given cell, the stub cell in the same row as the cell and the header value for stub's column. Since the super-row table may have a number of super-row levels in a tree-like structure, we created a stack structure that stores current super-row paths, as the algorithm iterates through the cells. For this kind of table, our method reads a header value for the stub (stub's label), all levels of super-rows above the item of interest, the stub value and the header value above the cell.
Extraction of Number of Trial Participants
Data retrieved from the tables are stored in the XML elements (see Figure 1 ). 
Table Information Extraction
We performed two case studies on information extraction from tables. The first study's objective was to extract the total number of patients, while the second had to extract BMI and weight of patients from a clinical trial publication. In the second task, the participant group names had to be extracted together with the appropriate mean BMI or weight. For example, table shown in Figure 3 
Extraction of Number of Trial Participants
The number of participants is a numerical value and there is a limited set of trigger words to indicate its appearance in table. The number of patients could be presented in different places in the table and it may not be presented as a single (overall) number, but also as a number of participants per each arm of trial. The table caption usually presents the total number of the clinical trial participants. We extract the number of participants using two rules. The first rule is looking for a number, followed by one of the trigger words (subject, patient, person, individual, people, infant) in either singular or plural in its vicinity. The trigger word does not need to be the word next to the number, since in some cases the authors may want to specify the participants more (e.g. 16 1-month-old infants, 1239 blood donors). The second rule is looking for a pattern consisting of letter n, the equals sign and a number (e.g. n=19).
There are several ways to store the number of clinical trial participants in navigational cells of the table. One way is to store the total number of patients in a stub, while the other is storing it in the header. Usually, in stubs and headers, the number of patients are presented in the form of mathematical expression (e.g. n = 19). In stubs, we are often expecting the total number of patients in one cell. Since header may have values per arm in each column, we created a list of candidates. Firstly, all the values are added to the list. If the content of some cell contained the word "overall", "total" or the phrase "all patients", that value is considered as the total number of participants. However, if such cell does not exist, we check if the stub's header cell has a value for number of patients. If none of this is the case, the values from the header columns are summed (example of this can be seen in Figure 3) . Also, the number of patients may be placed in the body of the table. Similarly to headers, data cells may present the number of patients in parts (e.g. per arm), as single total number, or, in some tables, they may contain both partial and total numbers. Since the data cells may contain only numerical values, looking for trigger words and patterns has to be done in the appropriate stub cells. We have defined trigger phrases which our method searches for in the stub (Number of patients, Num. of participants, etc.). If found, values from the data cells are extracted and added to the list of candidates. Headers also need to be analysed (check if header value contain words "overall", "total" or "all patients") in order to determine if there is some cell presenting the total number of participants. If there is no such column, the summed value represents the total number of participants.
Extracting Body Mass Index and Weight
The second case study extracts information about BMI and mean weight of trial participants. This task is much more complex because we want to extract information, together with the participant group names in which these values were measured. For the BMI extraction, our approach is to look in the stub of the table for trigger phrases "body mass index" or "bmi". If a table contains these trigger phrases, values from the table body are extracted. However, we also checked whether the value is in the appropriate range . If the value is not in this range, it does not represent mean BMI value, but other value such as BMI change, standard deviation, etc. If there is more then one column with BMI values, the headers are probably the names of the participant groups. To identify header cells that do not represent participant group names, list of terms is created with tokens such as "range","p*","±","T","pvalue","p* value","%","significance". Appearance of these words indicates that the column does not contain BMI values.
Using these heuristics it is not possible to obtain only arm names, but rather patients groups, since the authors may create demographic tables where they divide patients either by treatment (placebo, penicillin), location (Paris, Toulouse), follow-up period (data on enrolment, 1 week and 1 month after treatment) or outcomes (survivors, non-survivors).
Similarly, weight of patients was also extracted. In this case trigger phrases were "weight" and "bodyweight". Since tables can present a number of different measures related to weight, a stop list was introduced, which had the role of discarding entries if the stub contains a word from the list near the trigger phrases. Stop list contained words like "loss", "gain" and "change". In this case, we were not able not define the range of values since values may be in different measurement units (g, kg, lb) and a wide variety of values is possible.
RESULTS

Table Decomposition Results
We have processed all 2517 PMC clinical trial documents. Our method extracted data from 3573 tables. The corpus contained 55.24% of matrix, 0.76% of list and 42.46% of sub-header tables. Since each table has on average 80 cells, it would be impossible to evaluate the whole dataset. We have chosen 100 random tables from each type of tables and evaluated the algorithm's output for them manually by inspecting every table and its cell structures for correctness. If at least one XML cell structure is not read correctly, In Table 1 , we present the results of our evaluation. Matrix tables were easiest for decomposition and the accuracy would be even higher if our dataset had perfect markup. Due to the non standard XML labelling, our method in some cases was not able to correctly recognize table type or borders of navigational areas. Some of the mislabelling include spanning cells (not using the attribute, but rather using multiple cells) and incorrect labelling of headers with thead tags (incorrectly tagging something as a header). Super-row and list tables performed slightly worse. We encountered a small number of tables that actually presented several similar tables merged together (we called them multi-tables). We included a simple algorithm that is able to recognize navigational paths in them based on presence of horizontal lines. However, this algorithm was not good enough to recognize navigational path with high performance. Due to the small number of these tables, they did not affect our overall performance. Overall accuracy of table decomposition was 84.9%.
Number of Patients Extraction Results
For the extraction of the number of patients, we processed all documents in our dataset. The total number of participants was extracted from 758 documents. For evaluation purposes we randomly selected 50 documents. Our system performed with a F-measure of 83.3%. More detailed statistics can be seen in Table 2 .
Precision 73.53% Recall 96.15% F-measure 83.3% Table 2 : Performance of extracting total number of patients
BMI, Weight and Patient Group Name Extracting Results
For the extraction of BMI and weight, we selected dataset that contains 113 documents, having in at least one of the tables token related to BMI or weight. We separately evaluated the patient group, weight and BMI extraction. The results are shown in Table 3 .
Results for BMI and weight are dependent on how the participant groups were recognized, because each extracted value is assigned to the participant group. Participant groups were extracted with a F-measure of 71.32%. They are hard to extract correctly because they may be formed from a wide range of concepts (location, drug, treatment, time, etc.) and may include acronyms or abbreviations. Complex tables, with multiple levels of headers may create additional complexity, since it might be hard to determine where the name of the group ends and where technical or statistical separation of the table's cells starts (ie. mean and standard deviation columns).
BMI has a higher F-measure than participant group extraction. This may look strange, because in order to extract BMIs, the patient group has to be extracted correctly as well. However, defined BMI range made a large contribution to discarding false positives.
Our method for weight extraction performed with high recall but with very low precision. This is due to the fact that the method was matching trigger phrases, but did not have a well crafted stop list, that could help to distinguish actual patient weight from other weight related concepts.
CONCLUSION
Information extraction from tables is not extensively researched. However, in many fields, such as biomedicine, it could be useful, due of the importance of the data presented in tables. Information extraction from tables can use some of the established text mining techniques, but due to the challenge of understanding the visual layouts, new approaches have to be developed as well.
We developed a methodology for table decomposition into cell-level data structures. Our method is able to read table data with associated navigational information. Using these structures, it is easier to perform semantic analysis and information extraction. We performed a case study on extracting number of trial participants, BMIs and names of the participant groups from clinical literature. Although we used relatively simple rules for information extraction, our results are promising (F measure for BMI extraction 83.7%, F measure for weight extraction over 57%). Our results indicated that some information classes may be easier to extract, because it is possible to model expected values, while the others remain a challenge.
The results of our case studies are comparable with state-of-the-art methods in table information extraction. However, not many works report information extraction from tables. Hurst [7] reported the combined task of functional, structural and relational analysis to have a F score of 83.13%. However, this task matches our table decomposition task, which is just first part of our information extraction method. Gatterbauer et al. [4] created generic information extraction system, but they reported F measure of 52%. Tengli et al. [12] reported the best F measure of 91.4% for information extraction from tables. However, they apply a method on The Common Data Set tables, which is a standardized presentation format for higher education data in the United States. Compared to these tables, tables from PMC are not standardised in any way.
The performance of our method is quite promising and indicates that information extraction from tables is a feasible task. However, there is a space for advancement. There is still the need for the human cu- rators to control the system and correct mistakes. We believe our system will reduce data curation time for medical documents.
AVAILABILITY
Our code and annotated corpus is available on GitHub 3 . Current code is a work in progress and might be subject to changes. The documents user were clinical trial articles from PubMedCentral 4 .
