Abstract-We consider the transmission of a bivariate Gaussian source 8 = (81,82 ) across a power-limited two-user Gaussian broadcast channel. User i (i = 1,2) observes the transmitted signal corrupted by Gaussian noise with power a~and wants to estimate 8i. We study hybrid digital-analog (HDA) joint source-channel coding schemes and analyze these schemes to obtain achievable (squared-error) distortion regions . Two cases are considered: I) source and channel bandwidths are equal, 2) broadcasting with bandwidth compression. We adapt HDA schemes of Wilson et al, [II and Prabhakaran et al, [2J to provide various achievable distortion regions for both cases. Using numerical examples, we demonstrate that for bandwidth compression, a three-layered coding scheme consisting of analog, superposition, and Costa coding performs well compared to the other provided HDA schemes . In the case of matched bandwidth, a three-layered coding scheme with an analog layer and two layers, each consisting of a Wyner-Ziv coder followed by a Costa coder, performs best.
I. INTRODUCTION
This paper considers broadcasting correlated Gaussian sources and aims to characterize mean squared-error (MSE) distortion pairs that are simultaneously achievable at two receivers using hybrid digital-analog (HDA) coding schemes. It is known that the separate design of source and channel coding due to Shannon does not in general lead to the optimal performance theoretically attainable (OPTA) in networks. On the other hand, for the point-to-point transmission of a single Gaussian source through an additiv e white Gaussian noise (AWGN) channel it is well known that if the channel and source bandwidths are equal , simple uncoded transmission achieves OPTA. Uncoded (or analog) transmission in this case (and in the rest of this paper) means scaling the encoder input subject to the channel power constraint and transmitting it without explicit channel coding. In order to exploit the advantages of both analog transmission and digital techniques, various HDA schemes have been introduced in the literature, see e.g., [1] , [3] - [9] . Broadcasting a single memory less Gaussian source under bandwidth mismatch using HDA schemes is considered in [5] , [8] . Bross et al. [10] show that there exists a continuum of HDA schemes with optimal performance for the transmission of a Gaussian source over an average-power-limited Gaussian channel with matched bandwidth. Tian and Shamai [11] generalize this result to the mismatched bandwidth case. Broadcasting a Gaussian sourc e with memory is analyzed in [9] . Receiver 2
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Ii " Fig. I . Broadcasting a bivariate Gaussian source over a two-user powerlimited Gaussian broadcast channel.
Our system model is illustrated in Fig. 1 . We aim to determine achievable distortion regions using HDA schemes for two cases; 1) the source bandwidth equals the channel bandwidth, 2) broadcasting with bandwidth compression.
To our knowledge, apart from [12] in which Bross et at.
analy zed uncoded transmission for broadcasting correlated Gaussian sources, no explicit distortion-regions have been established in the literature for broadcasting correlated Gaussian sources. We are also not aware of any prior work on HDA schemes for broadcasting correlated Gaussians either when the source and channel bandwidths are equal or when there is a bandwidth mismatch. Note that the source-channel separation theorem does not hold in broadcasting correlated sources.
II. PROB LEM STATEM ENT We consider broadcasting a bivariate Gaussian source across a two-user power-limited Gaussian broadcast channel.
User i (i = 1, 2) receives the transmitted signal corrupted by Gaussian noise with power 0-; and wants to estimate the ith component of the source. We assume or > a~and call user 1 the weak user and user 2 the strong user. Let 51 and 52 be correlated Gaussian random variables and let {(51 (t) , 5 2 (t ))}: 1 be a stationary Gaussian memoryless vector source with marginal distribution that of (51, 52)' We assume that 51(t) and 5 2 (t ) have zero mean and variance a~l and a~2' respectively, and correlation coefficient p E (-1 ,1).
We represent the first n source samples by the data
{5 2(1), 5 2 (2)" " , 5 2 (n)}, respectively. The system is shown in Fig. 1 . The source sequences 5f and 5~are jointly encoded to X" = sp (5f , 5~) , where the encoder function is of the form sp : jRn X jRn ----. jRn . The transmitted sequence X" is average-power limited to P > 0, i.e., 
the second layer, while the second layer of the scheme in [1] employs an HDA Costa coder (which will be explained in Section IV-A). Block diagrams of the encoder and the decoder are shown in Fig. 2 
It is shown in [12] that the uncoded scheme is optimal below a certain SNR-threshold.
In [12] for the above problem an achievable distortion region is obtained based on analyzing the uncoded transmission in broadcasting a bivariate Gaussian source. In this approach, a linear combination of both components of a bivariate Gaussian source is transmitted across a powerlimited Gaussian broadcast channel. The transmitted signal can be expressed as
ara~l +a §a S2 + 2ala2pas l as 2 • The scale factor a is chosen such that the channel power constraint is satisfied with equality. The received signal at receiver i is then given by
B. Joint Source-Channel Coding Schemes
In our schemes, we will closely follow the notation and code constructions in [1]. Here we only give a high-level description and analyses of the schemes without detailed proofs. In particular, in many steps of the analysis we treat finite-blocklength coding schemes as idealized systems with asymptotically large blocklengths.
1) Layering with Analog and Costa Coding:
This coding scheme has three layers and is similar to the scheme in [1] for broadcasting a single memoryless Gaussian source. The only difference between the two schemes is that we use a Wyner-Ziv encoder followed by a Costa encoder in 
A. Uncoded Transmission
ISlT is given in (6) . The coding scheme in the third layer is similar to that in the previous scheme. Then we obtain an estimate of S!J: from the above estimate of Sf with the following distortion:
o; = a-~2 (1 -p2 (1 -~1~)). (9) This estimate of S!J: acts as side information in refining the estimate of S!J: (for the strong user) using the decoded Wyner-Ziv bits. The overall distortion for the strong user in estimating S!J: is thus given by D 2 = D z (1 +~) -I .
3) Numerical Example:
We transmit n samples of a ?ivariate~aussian source with the covariance matrix A = lo\°i 2 J in n uses of a power-limited broadcast channel to two users with observation noise variances d = -5 dB and a-~= 0 dB, respectively. The two-user broadcast channel has the power constraint P = 0 dB. The boundaries of the distortion regions for the schemes presented in this section are shown in Fig. 3 . We observe that the layering with analog transmission and Costa coding outperforms all other JSCC schemes, including analog transmission.
IV. DIS TORTION R EGIONS WITH BANDWIDTH COMPR ESSION
We next consider the problem of broadcasting a bivariate Gaussian source with 2: 1 bandwidth compression. We want to transmit k = 2n samples of a bivariate Gaussian source 
2) Layering with Analog, Superposition and Costa Coding:
This scheme also has three coding layers: analog, superposition, and Costa coding. In the second layer, we have two merged streams, similar to the case of broadcasting a single memoryless source over a broadcast channel [4] , [13] . The first component of the source is broad casted to two users. The first source encoder is an optimal Wyner-Ziv (10) where D jj (j = 1,2), the MMSE distortion in estimating Sr,j from Yt and U"[', is given by
where k-zn Fig. 4 . Broadcasting a bivariate source (Sr , S~) with bandwidth compression using a three-layered coding provided in [I) . and and (13) of the
B. Layering with Analog and Costa Coding
Here, we also use three coding layers and they are the same as the ones in Section IV-A, except for the second layer. In the second layer, the n samples of the second half of the first component of the source, Sr 2' are quantized at rate R~=~log(l + P2~0"2 ) ' The quantization index is then encoded using Costa codib g that treats X;; as interference and uses power Pj. Therefore, we transmit Xl' = u"[' -ajX;;, where aj = P1 +;;+0"?' We merge all three layers and transmit X n = X;; + Xl' + X:;:.
At the receiver, the weak user estimates S fn = (Sr, I Sr, 2) by MMSE estimation from the received signal yt and the decoded U"['. Thus the overall distortion seen at the weak user is given by where r 11 is given in (11) and
The strong user estimates the second component 
V ala S! a 2(J S2 a t a2pa S t(JS 2
In the second and the third layers, we work on the remaining n samples of the source components, i. In the third layer, n samples of the second component of the source, Sz2 are Wyner Ziv coded at rate R~= Iog(l +~) usi~g the estimate of Sr 2 at the receiver as side inform~tion. The Wyner-Ziv index i~then encoded using Costa coding that treats both X;; and Xl' as interference and uses power P 2 = P -P a -Pj. The code construction as well as the encoding and decoding procedures are analogous to the ones described in Section III-B .1. Therefore, we transmit X z = U7j -a2(X;; + Xr). We merge all three layers and transmit xn = X;; + Xl' + X7j.
At the decoder, we look for an U"[' that is jointly typical with Yt. The ".' ;-,. ,. ,. ,. ,. , .,.,.,.,.,.' .,.,. We observe that the layering with analog, superposition
and Costa coding of Section IV-C outperforms all other schemes in both cases. When the source components are highly correlated, layering with analog, HDA Costa, and Costa coding scheme performs better than the layering with analog and Costa coding scheme; however, the two two schemes perform similarly for small values of the correlation coefficient. Finally, note that if we set p = 1 and a-~t = a-~2' then the results of [I] , [9] , which currently appear to be the best known results for broadcasting a Gaussian source with bandwidth compression, are obtained.
We transmit k = 2n samples of a bivariate Gaussian source (Sf , S~) with the covariance matrix A = [~i] in n uses of a power-limited broadcast channel to two users with observation noise variances a-r = -5 dB and a- § = adB, respectively. The distortion regions for the schemes presented in this section are shown in Fig. 5 for two different correlation coefficients, p = 0.2 and p = 0.8.
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C. Layering with Analog, Superposition and Costa Coding
Analogously to the previous coding schemes, this scheme is three-layered with its layers identical to the ones presented in Section IV-A, except for the second layer. In the second layer, as in Section III-B.2, we use two merged streams. The second part of the first component of the source, Sr2' is broadcasted to two users. The first source encoder is' an optimal source encoder with rate R; = 
