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Spin(7)-instantons and
coherent sheaves on Calabi–Yau 4-folds
Yalong Cao, Jacob Gross and Dominic Joyce
Abstract
Suppose (X,Ω, g) is a compact Spin(7)-manifold, e.g. a Riemannian
8-manifold with holonomy Spin(7), or a Calabi–Yau 4-fold. Let G be
U(m) or SU(m), and P → X be a principal G-bundle. We show that
the infinite-dimensional moduli space BP of all connections on P modulo
gauge is orientable, in a certain sense. We deduce that the moduli space
M
Spin(7)
P
⊂ BP of irreducible Spin(7)-instanton connections on P modulo
gauge, as a manifold or derived manifold, is orientable. This improves
theorems of Cao and Leung [9] and Mun˜oz and Shahbazi [42].
If X is a Calabi–Yau 4-fold, the derived moduli stackM of (complexes
of) coherent sheaves on X is a −2-shifted symplectic derived stack (M, ω)
by Pantev–Toe¨n–Vaquie´–Vezzosi [46], and so has a notion of orientation
by Borisov–Joyce [7]. We prove that (M, ω) is orientable, by relating
algebro-geometric orientations on (M, ω) to differential-geometric orien-
tations on BP for U(m)-bundles P → X, and using orientability of BP .
This has applications to defining Donaldson–Thomas type invariants
counting semistable coherent sheaves on a Calabi–Yau 4-fold, as in Don-
aldson and Thomas [15], Cao and Leung [8], and Borisov and Joyce [7].
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1 Introduction
Suppose (X, g) is a compact, connected, oriented, spin Riemannian 8-manifold,
with positive Dirac operator /D+ : Γ
∞(S+) → Γ∞(S−), an elliptic operator
on X that we write as E• for short. Let G = U(m) or SU(m) and P → X
be a principal G-bundle. Write AP for the infinite-dimensional affine space of
connections ∇P on P . The gauge group GP = Aut(P ) acts on AP , and the
centre Z(G) ⊂ G acts trivially. We call ∇P irreducible if StabGP (∇P ) = Z(G),
and write AirrP ⊂ AP for the subset of irreducible connections.
We write BP = [AP /GP ] for the moduli space of gauge equivalence classes
of connections on P , considered as a topological stack in the sense of [39,43,44].
Write BirrP = [A
irr
P /GP ] for the substack B
irr
P ⊆ BP of irreducible connections.
We also define variations BP = [AP /(GP /Z(G))], BirrP = [A
irr
P /(GP /Z(G))]. As
GP /Z(G) acts freely on A
irr
P , we may consider B
irr
P as a topological space (which
is an example of a topological stack). There are natural morphisms ΠP : BP →
BP , ΠirrP : B
irr
P → B
irr
P of topological stacks, fibrations with fibre [∗/Z(G)].
For each [∇P ] ∈ BP we have a twisted operator /D
∇P
+ : Γ
∞(Ad(P )⊗ S+)→
Γ∞(Ad(P )⊗ S−) on X , a continuous family of elliptic operators over the base
BP . Thus as in Atiyah and Singer [4] we have a family index inKO0(BP ), which
has an orientation bundle OE•P → BP , a principal Z2-bundle parametrizing
orientations on Ker( /D
∇P
+ ) ⊕ Coker( /D
∇P
+ ) at [∇P ]. An orientation on BP is a
trivializationOE•P
∼= BP×Z2. Similarly we define O¯
E•
P → BP . There is a natural
isomorphism OE•P
∼= Π∗P (O¯
E•
P ), and orientations on BP and BP are equivalent.
Our first main result Theorem 1.11 is that BP is orientable, for any such
(X, g) and P → X . This extends results by Cao and Leung [9, Th. 2.1] and
Mun˜oz and Shahbazi [42]. As in [32, §2.5] and Remark 1.13(b) below, once we
know the BP are orientable, there is a method to choose particular orientations
on all BP , depending only on a finite arbitrary choice. We then apply this to
show that two interesting classes of moduli spaces in gauge theory and (derived)
algebraic geometry are orientable, and we can choose particular orientations for
them in a systematic way.
Suppose X is a compact 8-manifold with a Spin(7)-structure (Ω, g), and
G = U(m) or SU(m), and P → X is a principal G-bundle. As in Donaldson
and Thomas [15], a Spin(7)-instanton on P is a connection ∇P on P with
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π27(F
∇P ) = 0, where π27(F
∇P ) is a certain component of the curvature F∇P
of ∇P . The deformation theory of Spin(7)-instantons is elliptic, and therefore
moduli spaces M
Spin(7)
P of irreducible Spin(7)-instantons on P modulo gauge
are derived manifolds [27, 29–31], and smooth manifolds if Ω is generic.
We have an inclusionM
Spin(7)
P →֒ B
irr
P ⊂ BP , and orientations on BP (equiv-
alently, on BP ) restrict to orientations on M
Spin(7)
P in the usual sense. Thus
our theorem implies that all such moduli spaces M
Spin(7)
P are orientable. This
will be important in any future programme to define enumerative invariants of
Spin(7)-manifolds by ‘counting’ moduli spaces of Spin(7)-instantons, [15].
The analogous problem of orienting anti-self-dual instanton moduli spaces
MasdP on 4-manifolds X was solved by Donaldson [12–14], and our proof is
based on his techniques. However, the 8-dimensional case is considerably more
difficult. This is because orientability for BP depends on phenomena happening
on submanifolds Z ⊂ X of codimension 3 in X . When X is a 4-manifold, such
Z are just circles, which are simple. But when X is an 8-manifold, Z is a 5-
manifold, and so is much more complicated. Our proof uses the classification of
compact, simply-connected 5-manifolds in Crowley [11].
Next suppose X is a Calabi–Yau 4m-fold, a projective complex 4m-manifold
with trivial canonical bundle KX ∼= OX . Write M for the derived moduli stack
of coherent sheaves (or complexes of coherent sheaves) on X , as a derived stack
in the sense of Toe¨n and Vezzosi [52,53,55,56], andM = t0(M) for its classical
truncation. By Pantev–Toe¨n–Vaquie´–Vezzosi [46], M has a (2 − 4m)-shifted
symplectic structure ω. Borisov and Joyce [7, §2.4] define a notion of orientation
on k-shifted symplectic derived stacks (M, ω) for even k, which form a principal
Z2-bundle O
ω →M.
Write C = MapC0(X,BU × Z), where BU × Z is the classifying space for
complex K-theory with BU = lim
−→n→∞
BU(n), and take E• to be the positive
Dirac operator /D+ : Γ
∞(X+) → Γ∞(S−) on X . Then as in [32, §2.4] we can
use the principal Z2-bundles O
E•
P → BP for all principal U(n)-bundles P → X
to build a natural principal Z2-bundle O
E• → C. If X is a Calabi–Yau 4-fold
then the OE•P → BP are trivial by Theorem 1.11, so O
E• → C is trivial.
Our second main result, Theorem 1.15, says (in part) that for X a Calabi–
Yau 4m-fold we can build a continuous map Γ : Mtop → C, where Mtop is
the ‘topological realization’ of M as in [6,48], and an isomorphism of principal
Z2-bundles γ : (O
ω)top → Γ∗(OE•) on Mtop. If X is a Calabi–Yau 4-fold then
OE• is trivial from above, so (Oω)top →Mtop is a trivial topological principal
Z2-bundle, and therefore O
ω →M is a trivial algebraic principal Z2-bundle.
This has applications to the programme of defining Donaldson–Thomas type
‘DT4 invariants’ counting semistable coherent sheaves on Calabi–Yau 4-folds
proposed by Donaldson and Thomas [15], Cao and Leung [8], and Borisov and
Joyce [7]. The main result of [7] is that given a proper −2-shifted symplectic
derived scheme (S, ω) with an orientation, one can define a virtual cycle [S]virt
in the homology H∗(S,Z). Applying this to semistable derived moduli schemes
(Mssα , ω) (at least in the case when semistable=stable), using the orientations
this paper provides, and pairing the virtual cycle [Mssα ]virt with certain coho-
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mology classes on Mssα , should yield the proposed DT4 invariants.
Sections 1.1–1.4 summarize background material on the general theory of
orientations in gauge theory from Joyce, Tanaka and Upmeier [32], and on
Spin(7)-manifolds and Spin(7)-instantons, and on Calabi–Yaum-folds and mod-
uli spaces of (complexes of) coherent sheaves. The main results are stated in
§1.5, and the proofs of Theorems 1.11 and 1.15 are given in §2 and §3.
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1.1 Connection moduli spaces BP and orientations
The following definitions are taken from Joyce, Tanaka and Upmeier [32, §1–§2].
Definition 1.1. Suppose we are given the following data:
(a) A compact, connected manifold X , of dimension n > 0.
(b) A Lie group G, with dimG > 0, and centre Z(G) ⊆ G, and Lie algebra g.
(c) A principal G-bundle π : P → X . We write Ad(P ) → X for the vector
bundle with fibre g defined by Ad(P ) = (P × g)/G, where G acts on P by
the principal bundle action, and on g by the adjoint action.
Write AP for the set of connections ∇P on the principal bundle P → X .
This is a real affine space modelled on the infinite-dimensional vector space
Γ∞(Ad(P )), and we make AP into a topological space using the C∞ topology
on Γ∞(Ad(P )). Here if E → X is a vector bundle then Γ∞(E) denotes the
vector space of smooth sections of E. Note that AP is contractible.
Write GP = Aut(P ) for the infinite-dimensional Lie group of G-equivariant
diffeomorphisms γ : P → P with π ◦ γ = π. Then GP acts on AP by gauge
transformations, and the action is continuous for the topology on AP .
There is an inclusion Z(G) →֒ GP mapping z ∈ Z(G) to the principal bundle
action of z on P . As X is connected, this identifies Z(G) with the centre Z(GP )
of GP , so we may take the quotient group GP /Z(G). The action of Z(G) ⊂ GP
on AP is trivial, so the GP -action on AP descends to a GP /Z(G)-action.
Each∇P ∈ AP has a (finite-dimensional) stabilizer group StabGP (∇P ) ⊂ GP
under the GP -action on AP , with Z(G) ⊆ StabGP (∇P ). As X is connected,
StabGP (∇P ) is isomorphic to a closed Lie subgroup H of G with Z(G) ⊆ H . As
in [14, p. 133] we call ∇P irreducible if StabGP (∇P ) = Z(G), and reducible oth-
erwise. Write AirrP ,A
red
P for the subsets of irreducible and reducible connections
in AP . Then A
irr
P is open and dense in AP , and A
red
P is closed and of infinite
codimension in the infinite-dimensional affine space AP .
We write BP = [AP /GP ] for the moduli space of gauge equivalence classes
of connections on P , considered as a topological stack in the sense of Metzler
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[39] and Noohi [43, 44]. Write BirrP = [A
irr
P /GP ] for the substack B
irr
P ⊆ BP of
irreducible connections.
Define variations BP = [AP /(GP /Z(G))], BirrP = [A
irr
P /(GP /Z(G))] of BP ,
BirrP . Then BP is a topological stack, but as GP /Z(G) acts freely on A
irr
P , we
may consider BirrP as a topological space (which is an example of a topological
stack). There are natural morphisms ΠP : BP → BP , ΠirrP : B
irr
P → B
irr
P .
The inclusions BirrP →֒ BP , B
irr
P →֒ BP are weak homotopy equivalences of
topological stacks in the sense of [44]. Also ΠP : BP → BP is a fibration
with fibre [∗/Z(G)], which is connected and simply-connected, so BP ,BP are
interchangeable for questions about orientations. Therefore, for the algebraic
topological questions that concern us, working on BirrP and on BP are essentially
equivalent, so we could just consider the topological space BirrP , and not worry
about topological stacks at all, following most other authors in the area.
The main reason we do not do this in [32] is that to relate orientations on
different moduli spaces we consider direct sums of connections, which give a
morphism Φ : BP × BQ → BP⊕Q, but this and similar morphisms do not make
sense for the spaces BirrP ,BP ,B
irr
P , so we prefer to work with the BP .
We define orientation bundles OE•P , O¯
E•
P on the moduli spaces BP ,BP :
Definition 1.2. Work in the situation of Definition 1.1, with the same notation.
Suppose we are given real vector bundles E0, E1 → X , of the same rank r, and
a linear elliptic partial differential operator D : Γ∞(E0) → Γ∞(E1), of degree
d. As a shorthand we write E• = (E0, E1, D). With respect to connections ∇E0
on E0 ⊗
⊗i T ∗X for 0 6 i < d, when e ∈ Γ∞(E0) we may write
D(e) =
∑d
i=0 ai · ∇
i
E0
e, (1.1)
where ai ∈ Γ
∞(E∗0 ⊗ E1 ⊗ S
iTX) for i = 0, . . . , d. The condition that D is
elliptic is that ad|x · ⊗dξ : E0|x → E1|x is an isomorphism for all x ∈ X and
0 6= ξ ∈ T ∗xX , and the symbol σ(D) of D is defined using ad.
Let ∇P ∈ AP . Then ∇P induces a connection ∇Ad(P ) on the vector bundle
Ad(P )→ X . Thus we may form the twisted elliptic operator
D∇Ad(P ) : Γ∞(Ad(P )⊗ E0) −→ Γ
∞(Ad(P )⊗ E1),
D∇Ad(P ) : e 7−→
∑d
i=0(idAd(P ) ⊗ ai) · ∇
i
Ad(P )⊗E0
e,
(1.2)
where ∇Ad(P )⊗E0 are the connections on Ad(P ) ⊗ E0 ⊗
⊗i
T ∗X for 0 6 i < d
induced by ∇Ad(P ) and ∇E0 .
Since D∇Ad(P ) is a linear elliptic operator on a compact manifold X , it
has finite-dimensional kernel Ker(D∇Ad(P )) and cokernel Coker(D∇Ad(P )). The
determinant det(D∇Ad(P )) is the 1-dimensional real vector space
det(D∇Ad(P )) = detKer(D∇Ad(P ))⊗
(
detCoker(D∇Ad(P ))
)∗
,
where if V is a finite-dimensional real vector space then detV = ΛdimV V .
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These operators D∇Ad(P ) vary continuously with ∇P ∈ AP , so they form
a family of elliptic operators over the base topological space AP . Thus as in
Atiyah and Singer [4], there is a natural real line bundle LˆE•P → AP with fibre
LˆE•P |∆P = det(D
∇Ad(P )) at each ∆P ∈ AP . It is equivariant under the actions
of GP and GP /Z(G) on AP , and so pushes down to real line bundles L
E•
P → BP ,
L¯E•P → BP on the topological stacks BP ,BP , with L
E•
P
∼= Π∗P (L¯
E•
P ). We call
LE•P , L¯
E•
P the determinant line bundles of BP ,BP . The restriction L¯
E•
P |BirrP is a
topological real line bundle in the usual sense on the topological space BirrP .
Define the orientation bundle OE•P of BP by O
E•
P = (L
E•
P \ 0(BP ))/(0,∞).
That is, we take the complement LE•P \ 0(BP ) of the zero section 0(BP ) in
LE•P , and quotient by (0,∞) acting on the fibres of L
E•
P \ 0(BP ) → BP by
multiplication. Then LE•P → BP descends to π : O
E•
P → BP , which is a bundle
with fibre (R \ {0})/(0,∞) ∼= {1,−1} = Z2, since L
E•
P → BP is a fibration
with fibre R. That is, π : OE•P → BP is a principal Z2-bundle, in the sense of
topological stacks.
Similarly we define a principal Z2-bundle π¯ : O¯
E•
P → BP from L¯
E•
P , and as
LE•P
∼= Π∗P (L¯
E•
P ) we have a canonical isomorphism O
E•
P
∼= Π∗P (O¯
E•
P ). The fibres
of OE•P → BP , O¯
E•
P → BP are orientations on the real line fibres of L
E•
P → BP ,
L¯E•P → BP . The restriction O¯
E•
P |BirrP is a principal Z2-bundle on the topological
space BirrP , in the usual sense.
We say that BP is orientable if O
E•
P is isomorphic to the trivial principal
Z2-bundle BP × Z2 → BP . An orientation ω on BP is an isomorphism ω :
OE•P
∼=
−→BP × Z2 of principal Z2-bundles. We make the same definitions for
BP and O¯
E•
P . Since ΠP : BP → BP is a fibration with fibre [∗/Z(G)], which
is connected and simply-connected, and OE•P
∼= Π∗P (O¯
E•
P ), we see that BP is
orientable if and only if BP is, and orientations of BP and BP correspond. As
BP is connected, if BP is orientable it has exactly two orientations.
We also define the normalized orientation bundle OˇE•P → BP by
OˇE•P = O
E•
P ⊗Z2 O
E•
X×G|[∇0].
That is, we tensor the orientation bundle with the orientation torsor OE•X×G|[∇0]
of the trivial principal G-bundle X×G→ X at the trivial connection ∇0. Then
OˇE•X×G|[∇0] = Z2 is canonically trivial. Since we have natural isomorphisms
Ker(D∇
0
Ad(P )) ∼= g⊗KerD, Coker(D∇
0
Ad(P )) ∼= g⊗ CokerD,
we see that (using an orientation convention) there is a natural isomorphism
OE•X×G|[∇0]
∼= Or(detD)⊗
dimg
⊗Z2 Or(g)
⊗indD ,
where Or(detD),Or(g) are the Z2-torsors of orientations on detD and g. Thus,
choosing orientations for detD and g gives an isomorphism OˇE•P
∼= OE•P .
Normalized orientation bundles are convenient because they behave nicely
under the Excision Theorem, Theorem 2.1 below. Note that OE•P is trivializable
if and only if OˇE•P is, so for questions of orientability there is no difference.
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Remark 1.3. (i) Up to continuous isotopy, and hence up to isomorphism,
LE•P , O
E•
P in Definition 1.2 depend on the elliptic operator D : Γ
∞(E0) →
Γ∞(E1) up to continuous deformation amongst elliptic operators, and thus only
on the symbol σ(D) of D (essentially, the highest order coefficients ad in (1.1)),
up to deformation.
(ii) For orienting moduli spaces of ‘instantons’ in gauge theory, as in §1.2, we
usually start not with an elliptic operator on X , but with an elliptic complex
0 // Γ∞(E0)
D0 // Γ∞(E1)
D1 // · · ·
Dk−1
// Γ∞(Ek) // 0. (1.3)
If k > 1 and ∇P is an arbitrary connection on a principal G-bundle P → X then
twisting (1.3) by (Ad(P ),∇Ad(P )) as in (1.2) may not yield a complex (that is,
we may have D
∇Ad(P )
i+1 ◦ D
∇Ad(P )
i 6= 0), so the definition of det(D
∇Ad(P )
• ) does
not work, though it does work if ∇P satisfies the appropriate instanton-type
curvature condition. To get round this, we choose metrics on X and the Ei, so
that we can take adjoints D∗i , and replace (1.3) by the elliptic operator
Γ∞
(⊕
06i6k/2 E2i
) ∑i(D2i+D∗2i−1)
// Γ∞
(⊕
06i<k/2 E2i+1
)
, (1.4)
and then Definition 1.2 works with (1.4) in place of E•.
1.2 Orienting moduli spaces in gauge theory
In gauge theory one studies moduli spacesMgaP of (irreducible) connections ∇P
on a principal bundle P → X (perhaps plus some extra data, such as a Higgs
field) satisfying a curvature condition. Under suitable genericity conditions,
these moduli spaces MgaP will be smooth manifolds, and the ideas of [32] can
often be used to proveMgaP is orientable, and construct a canonical orientation
on MgaP . These orientations are important in defining enumerative invariants
such as Casson invariants, Donaldson invariants, and Seiberg–Witten invariants.
We illustrate this with the example of instantons on 4-manifolds, [14]:
Example 1.4. Let (X, g) be a compact, oriented Riemannian 4-manifold, and
G a Lie group (e.g. G = SU(2)), and P → X a principal G-bundle. For each
connection ∇P on P , the curvature F∇P is a section of Ad(P ) ⊗ Λ2T ∗X . We
have Λ2T ∗X = Λ2+T
∗X⊕Λ2−T
∗X , where Λ2±T
∗X are the subbundles of 2-forms
α on X with ∗α = ±α. Thus F∇P = F∇P+ ⊕F
∇P
− , with F
∇P
± the component in
Ad(P )⊗ Λ2±T
∗X . We call (P,∇P ) an (anti-self-dual) instanton if F
∇P
+ = 0.
Write MasdP for the moduli space of gauge isomorphism classes [∇P ] of ir-
reducible instanton connections ∇P on P , modulo GP /Z(G). The deformation
theory of [∇P ] in M
asd
P is governed by the Atiyah–Hitchin–Singer complex [3]:
0 // Γ∞(Ad(P )⊗ Λ0T ∗X)
d∇P // Γ∞(Ad(P )⊗ Λ1T ∗X)
d
∇P
+
// Γ∞(Ad(P )⊗ Λ2+T
∗X) // 0,
(1.5)
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where d∇P+ ◦d
∇P = 0 as F∇P+ = 0. Write H
0,H1,H2+ for the cohomology groups
of (1.5). Then H0 is the Lie algebra of Aut(∇P ), so H
0 = Z(g), the Lie algebra
of the centre Z(G) of G, as ∇P is irreducible. Also H
1 is the Zariski tangent
space of MasdP at [∇P ], and H
2
+ is the obstruction space. If g is generic then as
in [14, §4.3], for non-flat connections H2+ = 0 for all [∇P ] ∈M
asd
P , andM
asd
P is a
smooth manifold, with tangent space T[∇P ]M
asd
P = H
1. Note that MasdP ⊂ BP
is a subspace of the topological stack BP from Definition 1.1.
Take E• to be the elliptic operator on X
D = d + d∗+ : Γ
∞(Λ0T ∗X ⊕ Λ2+T
∗X) −→ Γ∞(Λ1T ∗X).
Turning the complex (1.5) into a single elliptic operator as in Remark 1.3(ii)
yields the twisted operator D∇Ad(P ) from (1.2). Hence the line bundle L¯E•P →
BP in Definition 1.2 has fibre at [∇P ] the determinant line of (1.5), which
(after choosing an isomorphism detZ(g) ∼= R) is det(H1)∗ = detT ∗[∇P ]M
asd
P . It
follows that O¯E•P |MasdP is the orientation bundle of the manifold M
asd
P , and an
orientation on BP in Definition 1.2 restricts to an orientation on the manifold
MasdP in the usual sense of differential geometry. This is a very useful way of
defining orientations on MasdP , first used by Donaldson [12–14].
There are several other important classes of gauge-theoretic moduli spaces
MgaP which have elliptic deformation theory, and so are generically smooth man-
ifolds, for which orientations can be defined by pullback from BP . These include
Spin(7)-instantons, as in §1.3.
Remark 1.5. If we omit the genericness/transversality conditions, gauge theory
moduli spaces MgaP are generally not smooth manifolds. However, as long as
their deformation theory is given by an elliptic complex similar to (1.5) whose
cohomology is constant except at the second and third terms, MgaP will still
be a derived smooth manifold (d-manifold, or m-Kuranishi space) in the sense
of Joyce [27, 29–31]. Orientations for derived manifolds are defined and well
behaved, and we can define orientations on MgaP by pullback of orientations on
BP exactly as in the case when M
ga
P is a manifold.
1.3 Spin(7)-manifolds and Spin(7)-instantons
Next we discuss the exceptional holonomy group Spin(7) in 8 dimensions, and
Spin(7)-instantons on compact 8-manifolds with holonomy in Spin(7). See Joyce
[26, §10] for background on the exceptional holonomy group Spin(7).
Definition 1.6. Let R8 have coordinates (x1, . . . , x8). Write dxijkl for the
4-form dxi ∧ dxj ∧ dxk ∧ dxl on R
8. Define a 4-form Ω0 on R
8 by
Ω0 = dx1234 + dx1256 + dx1278 + dx1357 − dx1368 − dx1458 − dx1467
− dx2358 − dx2367 − dx2457 + dx2468 + dx3456 + dx3478 + dx5678.
The subgroup of GL(8,R) preserving Ω0 is the holonomy group Spin(7). It is a
compact, connected, simply-connected, semisimple, 21-dimensional Lie group,
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which is isomorphic to the double cover of SO(7). This group also preserves the
orientation on R8 and the Euclidean metric g0 = dx
2
1 + · · ·+ dx
2
8 on R
8.
Let X be an 8-manifold. A Spin(7)-structure (Ω, g) on X is a 4-form Ω and
Riemannian metric g on X , such that for all x ∈ X there exist isomorphisms
TxX ∼= R
8 identifying Ω|x ∼= Ω0 and g|x ∼= g0. We call (Ω, g) torsion-free if
dΩ = 0. This implies that Hol(g) ⊆ Spin(7). A Spin(7)-structure (Ω, g) induces
a splitting Λ2T ∗X = Λ27T
∗X ⊕ Λ221T
∗X into vector subbundles of ranks 7, 21,
the eigenspaces of α 7→ ∗(α ∧Ω).
A Spin(7)-manifold (X,Ω, g) is an 8-manifold X with a torsion-free Spin(7)-
structure (Ω, g). Examples of compact Spin(7)-manifolds with holonomy Spin(7)
were constructed by Joyce [26, §13–§15]. Calabi–Yau 4-folds, and hyperka¨hler
8-manifolds, are also Spin(7)-manifolds.
Definition 1.7. Let (X,Ω, g) be a compact Spin(7)-manifold, G a Lie group,
and P → X a principal G-bundle. A Spin(7)-instanton on P is a connection ∇P
on P , whose curvature satisfies π27(F
∇P ) = 0 in Γ∞(Ad(P ) ⊗ Λ27T
∗X). Write
M
Spin(7)
P for the moduli space of irreducible Spin(7)-instantons on P , modulo
gauge transformations of P . Then M
Spin(7)
P is a derived manifold, which is a
manifold for non-flat connections if Ω is generic. (We do not need dΩ = 0 here.)
Donaldson and Thomas [15] discussed Spin(7)-instantons, proposing research
directions, and examples of Spin(7)-instantons on compact Spin(7)-manifolds
with holonomy Spin(7) were given by Lewis [35], Tanaka [51], and Walpuski [58].
To apply §1.2 to Spin(7)-instantons, we replace (1.5) by the complex:
0 // Γ∞(Ad(P )⊗ Λ0T ∗X)
d∇P // Γ∞(Ad(P )⊗ Λ1T ∗X)
d
∇P
7 // Γ∞(Ad(P )⊗ Λ27T
∗X) // 0.
The orientation bundle of M
Spin(7)
P is the pullback of O¯
E•
P → BP in Definition
1.2 under the inclusion M
Spin(7)
P →֒ BP , where E• is the elliptic operator
D = d+ d∗7 : Γ
∞(Λ0T ∗X ⊕ Λ27T
∗X) −→ Γ∞(Λ1T ∗X).
The symbol of E• is that of the positive Dirac operator /D+ : Γ
∞(S+)→ Γ∞(S−)
on X , which makes sense on general oriented, spin Riemannian 8-manifolds.
1.4 Calabi–Yau m-folds and coherent sheaves
Definition 1.8. An algebraic Calabi–Yau m-fold (X, θ) is a connected smooth
projective C-scheme of complex dimension m with a section θ ∈ H0(KX) of the
canonical bundle KX → X inducing an isomorphism θ : OX → KX .
A differential-geometric Calabi–Yau m-fold (Xan, J, g, θ) is a connected pro-
jective complex manifold (Xan, J) of complex dimension m, equipped with a
Ka¨hler metric g and a holomorphic (m, 0)-form θ ∈ Γ(KXan) satisfying
ωm = (−1)m(m−1)/2im2−mm! · θ ∧ θ¯, (1.6)
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where ω is the Ka¨hler form of g. This implies that g is Ricci-flat with holonomy
Hol(g) ⊆ SU(m), and KXan ∼= OXan .
Remark 1.9. (a) Algebraic and differential-geometric Calabi–Yau m-folds are
more-or-less equivalent. If (X, θ) is an algebraic Calabi–Yau m-fold then the
underlying complex analytic topological space Xan is a smooth manifold with
complex structure J , so that (Xan, J) is a projective complex manifold, and
θ is equivalent to a non-vanishing holomorphic (m, 0)-form θ ∈ Γ(KXan). As
(Xan, J) is projective it admits Ka¨hler metrics g. Using the Calabi Conjecture
[26, §5] we can choose g to be Ricci-flat, and rescaling g we can arrange that
(1.6) holds, so (Xan, J, g, θ) is a differential-geometric Calabi–Yau m-fold.
Conversely, if (Xan, J, g, θ) is a differential-geometric Calabi–Yau m-fold
then as (Xan, J) is a projective complex manifold it comes from a smooth pro-
jective C-scheme X , and (X, θ) is an algebraic Calabi–Yau m-fold.
(b) Our definitions of Calabi–Yaum-fold require only that Hol(g) ⊆ SU(m), not
that Hol(g) = SU(m), so they include examples such as compact hyperka¨hler
manifolds with Hol(g) = Sp(k), and flat tori T 2m with Hol(g) = {1}. We allow
this as Theorem 1.15 and Corollary 1.17 below hold in this generality.
One can study Calabi–Yau 4-folds using Differential Geometry, or Alge-
braic Geometry (including Derived Algebraic Geometry), or a combination of
both, as we do in this paper. The (Derived) Algebraic Geometry we will use
involves a large amount of difficult background material, such as derived cat-
egories Dbcoh(X), stacks, higher stacks, and derived stacks, which we do not
have space to explain. So we give a list of references here, and later assume that
those reading Theorem 1.15 and its proof have the necessary background.
(i) For Calabi–Yau manifolds from a mostly differential-geometric point of
view, see Joyce [26, §6].
(ii) For foundations of Algebraic Geometry, and schemes, see Hartshorne [21].
(iii) Let X be a smooth projective C-scheme, for instance, an algebraic Calabi–
Yau m-fold (X, θ). Then one can consider coherent sheaves on X , includ-
ing (algebraic) vector bundles (i.e. locally free coherent sheaves). Write
coh(X) for the abelian category of coherent sheaves on X . See Hartshorne
[21, §II.5] and Huybrechts and Lehn [25].
We can also consider the bounded derived category Dbcoh(X) of com-
plexes of coherent sheaves, as a triangulated category. For triangulated
categories and derived categories see Gelfand and Manin [19], and for
properties of Dbcoh(X) see Huybrechts [24].
(iv) Suppose we wish to define a moduli space M of objects in coh(X) or
Dbcoh(X). There are four different classes of space we use could do this:
(a) We could take M to be a scheme. This usually requires restricting
to moduli of stable or semistable coherent sheaves. See Huybrechts
and Lehn [25].
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(b) The moduli space M of all objects in coh(X) is an Artin stack. See
Go´mez [20], Laumon and Moret-Bailly [34] and Olsson [45].
(c) The moduli space M of all objects in Dbcoh(X) is a higher stack.
(d) We can also form a moduli space M of all objects in coh(X) or
Dbcoh(X) in the sense of Derived Algebraic Geometry, as a derived
stack. It has a classical truncation M = t0(M) which is an Artin
stack or higher stack, as in (b),(c). For Derived Algebraic Geometry
and derived and higher stacks, see Toe¨n and Vezzosi [52, 53, 55, 56].
(v) As in Simpson [48] and Blanc [6, §3.1], any Artin C-stack or higher C-
stack M has a topological realization Mtop, which is a topological space
(in fact, a CW-complex) natural up to homotopy equivalence. Topological
realization gives a functor (−)top : Ho(HStaC)→ Top
ho from the homo-
topy category Ho(HStaC) of the ∞-category HStaC of higher C-stacks
to the category Topho of topological spaces with morphisms homotopy
classes of continuous maps. Algebraic principal Z2-bundles P → M lift
to topological principal Z2-bundles P
top →Mtop, in such a way that al-
gebraic trivializations P ∼= M× Z2 correspond naturally to topological
trivializations P top ∼=Mtop × Z2.
(vi) Pantev, Toe¨n, Vaquie´ and Vezzosi [46] introduced a theory of shifted sym-
plectic Derived Algebraic Geometry, defining k-shifted symplectic struc-
tures ω on a derived stack S for k ∈ Z. If (X, θ) is an algebraic Calabi–Yau
m-fold andM is a derived moduli stack of objects in coh(X) orDbcoh(X)
then M has a (2−m)-shifted symplectic structure, [46, Cor. 2.13].
Borisov and Joyce [7, §2.4] define orientations in shifted symplectic geometry.
Definition 1.10. Let (S, ω) be a k-shifted symplectic derived C-stack for k
even, e.g. k = −2, and S = t0(S) the classical truncation. All derived stacks
S in this paper are assumed to be locally finitely presented, as in Toe¨n and
Vezzosi [56, Def. 1.3.6.4]. This implies that S has a cotangent complex LS which
is perfect [56, Prop. 2.2.2.4], and has a dual tangent complex TS = (LS)
∨. As
LS ,TS are perfect the restrictions LS |S ,TS |S have determinant line bundles
det(LS |S), det(TS |S) over S, with det(TS |S) ∼= det(LS |S)
∗.
The symplectic structure ω induces an isomorphism ω· : TS [−1]→ LS [k−1],
which yields an isomorphism det(TS |S)−1 → (detLS |S)(−1)
k−1
= detLS |
−1
S
on determinant line bundles as k is even. Combining this with det(TS |S) ∼=
det(LS |S)−1 gives a natural isomorphism ιω : det(LS |S)→ det(LS |S)−1.
Following Borisov and Joyce [7, Def. 2.12], an orientation for (S, ω) is a
choice of isomorphism oω : det(LS |S) → OS such that (oω)∗ ◦ oω = ιω. There
is a principal Z2-bundle π : O
ω → S called the orientation bundle of (S, ω),
which parametrizes e´tale local choices of oω, such that orientations for (S, ω)
correspond to global trivializations Oω ∼= S × Z2.
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1.5 The main results
Here is our first main result. It will be proved in §2 using a wide range of ideas
and techniques, including much of the general theory of orientations in [32, 33,
57], some surgery theory, some special geometry of SU(4), and the classification
of compact simply-connected 5-manifolds in Crowley [11].
Theorem 1.11. Let X be a compact, oriented, spin Riemannian 8-manifold,
and E• be the positive Dirac operator /D+ : Γ
∞(S+) → Γ∞(S−) on X in Defi-
nition 1.2. Suppose P → X is a principal G-bundle for G = U(m) or SU(m).
Then BP is orientable, that is, O
E•
P → BP is a trivializable principal Z2-bundle.
The orientation bundle OE• → C over the mapping space C = MapC0(X,
BU× Z) defined in [32, §2.4.2] and §3.2 below is also trivializable.
The first part was previously proved by Cao and Leung [9, Th. 2.1] in the
special case that G = U(m) and Hodd(X,Z) = 0, and by Mun˜oz and Shahbazi
[42] in the special case that G = SU(m) and Hom(H3(X,Z),Z2) = 0.
As in §1.1, orientations on BP are equivalent to orientations on BP , and as
in §1.3, if (X,Ω, g) is a Spin(7)-manifold and P → X a principal G-bundle then
orientations on BP restrict to orientations on M
Spin(7)
P , giving:
Corollary 1.12. Let (X,Ω, g) be a compact Spin(7)-manifold. Then for any
principal G-bundle P → X for G = U(m) or SU(m), the moduli space M
Spin(7)
P
of Spin(7)-instantons on P is orientable, as a manifold or derived manifold.
Corollary 1.12 will be an important ingredient in any future programme
to define Donaldson-invariant style enumerative invariants of Spin(7)-manifolds
(X,Ω, g) by ‘counting’ suitably compactified moduli spacesM
Spin(7)
P , as in [15].
Remark 1.13. (a) In a companion paper, Joyce and Upmeier [33] prove that if
(X, g) is a compact, oriented, spin Riemannian 7-manifold, and E• is the Dirac
operator on X , and we choose an orientation on detD and a ‘flag structure’
on X (an algebro-topological structure on odd-dimensional manifolds defined
in Joyce [28, §3.1]), then we can construct canonical orientations on BP for
all principal U(m)- or SU(m)-bundles P → X . Thus if (X,ϕ, g) is a compact
torsion-free G2-manifold, we can construct canonical orientations on moduli
spaces MG2P of G2-instantons on P .
The authors know how to define an analogue of flag structures for compact,
spin 8-manifolds X , such that if we choose one of these structures on X and an
orientation of det /D+, then we can improve Theorem 1.11 and Corollary 1.12 to
construct canonical orientations on BP andM
Spin(7)
P . However, these analogues
of flag structures are more complicated and less attractive than flag structures,
and we have decided not to write them up for the present.
(b) In Definition 1.2, if we assume that BP is orientable for all principal U(m)-
bundles P → X (as in Theorem 1.11 for /D+ on spin 8-manifolds), then Joyce,
Tanaka and Upmeier [32, §2.5] give a method to define canonical orientations on
BP for all principal U(m)- and SU(m)-bundles P → X , depending on a finite
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arbitrary choice. Thus, even without the flag-type structures discussed in (a),
we can easily upgrade the orientability in Theorem 1.11 and Corollary 1.12 to
particular choices of orientation on all such moduli spaces BP ,M
Spin(7)
P .
It is natural to want to extend Theorem 1.11 and Corollary 1.12 to moduli
spaces of connections on principal G-bundles P → X for Lie groups G other
than U(m) and SU(m), but this is not always possible.
Example 1.14. Joyce and Upmeier [33, §2.4] give an example of a compact,
oriented, spin Riemannian 7-manifold (Y, h) with Y = Sp(2)×Sp(1)×Sp(1) Sp(1),
such that taking F• = D : Γ
∞(SY ) → Γ∞(SY ) to be the Dirac operator on
(Y, h) and Q = Y × Sp(m) → Y the trivial Sp(m)-bundle for m > 2, then
OF•Q → BQ is not orientable.
Let π : X → Y be any principal U(1)-bundle and g be a U(1)-invariant
Riemannian metric on X with π∗(g) = h. For instance, we could take X =
Y × S1 and g = h+ dθ2. Then (X, g) is a compact, oriented, spin Riemannian
8-manifold with a free U(1)-action. Write E• = /D+ : Γ
∞(S+) → Γ∞(S−)
for the positive Dirac operator on (X, g). Then E• is U(1)-equivariant, with
S+ ∼= S− ∼= π∗(SY ), and F• is the pushdown of E• to Y ∼= X/U(1) by restricting
/D+ to U(1)-invariant sections, as in [32, §2.2.6].
Let P = π∗(Q) be the trivial Sp(m)-bundle P = X × Sp(m) → X . If
∇Q is a connection on Q then ∇P = π∗(∇Q) is a connection on P . This
defines an injective map π∗ : BQ → BP of topological stacks. Joyce, Tanaka
and Upmeier [32, Prop. 2.8] construct an isomorphism OF•Q
∼= (π∗)∗(OE•P ) of
principal Z2-bundles on BQ. Since O
F•
Q → BQ is not orientable [33, §2.4], this
implies that OE•P → BP is not orientable. Hence the analogue of Theorem 1.11
for the Lie groups G = Sp(m), m > 2 is false.
Here is our second, rather long, main result, which will be proved in §3. It
provides a bridge between differential geometry of connections on manifolds, and
(derived) algebraic geometry of coherent sheaves and complexes on projective
C-schemes. Part (a) is essentially immediate from the definitions and references,
and is mainly there to establish notation. But we state it separately as it works
for general projective C-schemes X , not just Calabi–Yau 4m-folds.
Theorem 1.15. (a) Further details of the following will be given in §3.1–§3.3.
Let X be a smooth projective C-scheme, and Xan be the complex analytic space
of X, considered as a compact smooth manifold. Write M for the moduli stack
of objects in Dbcoh(X) as a higher C-stack, as in [52,54,55]. Then C-points of
M correspond to isomorphism classes [F •] of F • ∈ Dbcoh(X).
As any complex F • ∈ Dbcoh(X) has a class JF •K ∈ K0(Xan) which is locally
constant in F •, there is a decomposition M =
∐
α∈K0(Xan)Mα with Mα ⊂M
the open and closed substack of objects F • with JF •K = α.
There is a universal complex U• → X ×M with U•|X×[F•] ∼= F
• for any
C-point [F •] in M. This corresponds to a morphism u : X × M → PerfC,
where PerfC is a higher stack which classifies perfect complexes, as in Toe¨n and
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Vezzosi [56, Def. 1.3.7.5], which is just M for X = SpecC the point. In fact u
realizes M as the mapping stack M = MapHStaC(X,PerfC).
Apply the topological realization functor (−)top : Ho(HStaC) → Top
ho, as
in Simpson [48], Blanc [6, §3.1], and §1.4(v). As topological realizations only
matter up to homotopy equivalence, we may take Xtop = Xan, and by [6, Th.s
4.5 & 4.21] we may take Perftop
C
= BU×Z to be the classifying space for complex
K-theory, where BU = lim
−→n→∞
BU(n). Thus (−)top gives a continuous map
utop : Xan ×Mtop −→ BU× Z,
natural up to homotopy. Write Γ :Mtop → C := MapC0(X
an, BU× Z) for the
induced map, which is natural up to homotopy.
Since BU × Z is the classifying space for complex K-theory there is a nat-
ural isomorphism π0(C) ∼= K0(Xan). Write Cα for the connected component
of C corresponding to α ∈ K0(Xan), so that C =
∐
α∈K0(X) Cα. Then Γ maps
Mtopα → Cα for all α ∈ K
0(Xan).
Direct sum in Dbcoh(X) induces a natural morphism Φ : M×M → M
acting on C-points by Φ : ([F •], [G•]) 7→ [F •⊕G•]. Then Φ is commutative and
associative in Ho(HStaC), with identity [0] ∈M. Hence Φtop :M
top×Mtop →
Mtop is commutative and associative up to homotopy, with a homotopy identity.
That is, Φtop makes Mtop into a commutative, associative H-space.
There is also a morphism Ψ : C × C → C on C = MapC0(X
an, BU × Z),
natural up to homotopy, induced by the usual multiplication on BU × Z, which
makes C into a commutative, associative H-space. Then there is a homotopy
Γ ◦ Φtop ≃ Ψ ◦ (Γ × Γ) of maps Mtop ×Mtop → C, and Γ preserves homotopy
identities. Hence Γ :Mtop → C is an H-space morphism.
(b) Now let (X, θ) be an algebraic Calabi–Yau 4m-fold, and (Xan, J, g, θ) a
corresponding differential-geometric Calabi–Yau 4m-fold as in Remark 1.9(a),
and use the notation of (a) for X.
Write M for the derived moduli stack of objects in Dbcoh(X), as in [52–56],
so that M = t0(M) is its classical truncation.
By Pantev–Toe¨n–Vaquie´–Vezzosi [46, Cor. 2.13], M has a (2− 4m)-shifted
symplectic structure ω, so Definition 1.10 defines a notion of orientation on
(M, ω), which form an algebraic principal Z2-bundle π : O
ω → M. Write
Oωα = O
ω|Mα for each α ∈ K
0(Xan). Then πtop : Oω,top →Mtop is homotopy
equivalent to a topological principal Z2-bundle over M
top, so as topological real-
izations only matter up to homotopy equivalence, we may choose Oω,top so that
πtop : Oω,top →Mtop is a topological principal Z2-bundle.
The differential-geometric Calabi–Yau structure induces a spin structure on
(Xan, g). Write E• for the positive Dirac operator /D+ : Γ
∞(S+) → Γ
∞(S−),
and OE• → C for the topological principal Z2-bundle of orientations on C de-
fined in [32, §2.4.2] and §3.2 below. Then there exists an isomorphism
γ : Oω,top −→ Γ∗(OE•) (1.7)
of topological principal Z2-bundles on M
top. Thus if OE• → C is trivializable,
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then Oω,top → Mtop is trivializable, and so Oω → M is trivializable as an
algebraic principal Z2-bundle.
(c) Continue in the situation of (b), but now suppose OE• → C is trivializable.
Then there is a canonical choice of isomorphism γ in (1.7). Thus an orientation
oE•α for Cα induces by γ an orientation o
ω
α for Mα, for each α ∈ K
0(Xan).
In §3.2–§3.3 we define isomorphisms of principal Z2-bundles onM×M and
C × C, which compare orientations under direct sums:
φ : Oω ⊠Z2 O
ω −→ Φ∗(Oω), ψ : OE• ⊠Z2 O
E• −→ Ψ∗(OE•). (1.8)
Then in principal Z2-bundles on M
top ×Mtop we have
(Φtop)∗(γ) ◦ φtop ∼= (Γ× Γ)∗(ψ) ◦ (γ ⊠ γ) :
Oω,top ⊠Z2 O
ω,top −→ (Γ ◦ Φtop)∗(OE•) ∼= (Ψ ◦ (Γ× Γ))∗(OE•).
(1.9)
Here we mean that any homotopy h : Γ ◦ Φtop
≃
=⇒Ψ ◦ (Γ × Γ), which exists
by (a), induces an isomorphism ιh : (Γ ◦ Φtop)∗(OE•) → (Ψ ◦ (Γ × Γ))∗(OE•)
of principal Z2-bundles on M
top ×Mtop by parallel translation along h, and
composition with ιh identifies (Φ
top)∗(γ) ◦ φtop and (Γ × Γ)∗(ψ) ◦ (γ ⊠ γ). As
OE• is trivializable, ιh is independent of the choice of homotopy h.
Equation (1.9) implies that if we pull back orientations oE•α on Cα to orienta-
tions oωα onMα for all α ∈ K
0(Xan) using γ as above, then for α, β ∈ K0(Xan)
and ǫα,β ∈ {±1} we have
ψ(oE•α ⊠ o
E•
β ) = ǫα,β · o
E•
α+β =⇒ φ(o
ω
α ⊠ o
ω
β ) = ǫα,β · o
ω
α+β . (1.10)
That is, relations between orientations on Cα, Cβ , Cα+β under direct sum imply
the analogous relations between orientations on Mα,Mβ,Mα+β.
Remark 1.16. The following issue, discussed in [32, §2.3.5], is why we separate
parts (b),(c) in the theorem above.
Suppose Y, Z are topological spaces, f0, f1 : Y → Z are homotopic maps
linked by a homotopy (ft)t∈[0,1], and P → Z is a principal Z2-bundle. Then
f∗0 (P ), f
∗
1 (P ) are principal Z2-bundles on Y linked by a 1-parameter family
f∗t (P )t∈[0,1]. Parallel translation along this family induces an isomorphism
f∗0 (P )
∼= f∗1 (P ) of principal Z2-bundles on Y .
If P is trivializable this isomorphism f∗0 (P )
∼= f∗1 (P ) is independent of the
choice of homotopy (ft)t∈[0,1], but if P is nontrivial it may depend on the ho-
motopy [32, Ex. 2.18]. Thus, as Γ :Mtop → C is only natural up to homotopy,
it is only reasonable for γ in (1.7) to be canonical if OE• is trivializable.
In fact, as in [32, Rem. 2.17(b)], we could get round this issue by including
extra structure. Rather than regardingMtop, C as H-spaces, as in §3.1, we could
make them into Γ-spaces, as in Segal [47, §1], or E∞-spaces, as in May [37], and
Γ : Mtop → C into a morphism of Γ- or E∞-spaces. Then whenever two
maps f0, f1 in our theory are homotopic, the Γ- or E∞-space structure would
provide a homotopy (ft)t∈[0,1] natural up to homotopies of homotopies, so the
corresponding isomorphism of principal Z2-bundles would be canonical.
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Combining Theorems 1.11 and 1.15 yields:
Corollary 1.17. Let (X, θ) be an algebraic Calabi–Yau 4-fold. Then the orien-
tation bundle Oω →M from Theorem 1.15(b) and Borisov and Joyce [7, §2.4]
is a trivializable algebraic principal Z2-bundle, i.e. M is orientable.
If we choose orientations oE•α on Cα for all α ∈ K
0(Xan), which may sat-
isfy compatibility conditions under direct sums as in [32, §2.5], then we obtain
corresponding orientations oωα on Mα for all α, which satisfy the analogous
compatibility conditions under direct sums by (1.10).
A systematic way of choosing such orientations oE•α for all α ∈ K
0(Xan),
depending only on a finite arbitrary choice, is explained in [32, Th. 2.27].
Remark 1.18. The higher C-stack M in Theorem 1.15 and Corollary 1.17
contains as open Artin C-substacks the moduli stacks Mcoh,Mcoh,ss,Mvect of
coherent sheaves, and semistable coherent sheaves, and algebraic vector bundles
on X , respectively. The principal Z2-bundle O
ω →M, and orientations onM,
may be restricted to Mcoh, . . . ,Mvect. Thus, Theorem 1.15 and Corollary 1.17
are still interesting if we only care about Mcoh, . . . ,Mvect rather than M.
Corollary 1.17 has important applications in the programme of defining and
studying ‘DT4 invariants’ of Calabi–Yau 4-folds proposed by Borisov and Joyce
[7] and Cao and Leung [8], which we now discuss. We summarize the main
results of Borisov and Joyce [7]:
Theorem 1.19 (Borisov and Joyce [7]). Let (S, ω) be a −2-shifted symplectic
derived C-scheme, with complex virtual dimension vdimC S = n in Z, and write
San for the set of C-points of S = t0(S), with the complex analytic topology.
Suppose that S is separated, and San is second countable. Then after making
some arbitrary choices, we can make the topological space San into a derived
smooth manifold Sdm (d-manifold, or m-Kuranishi space) in the sense of
Joyce [27, 29–31], of real virtual dimension vdimR Sdm = n =
1
2 vdimR S.
There is a natural 1-1 correspondence between orientations on (S, ω) in the
sense of Remark 1.10, and orientations on the derived manifold Sdm.
If S is proper and (S, ω) is oriented then Sdm is a compact, oriented derived
manifold, and so has a virtual class [Sdm]virt in Hn(San,Z). These virtual
classes are deformation-invariant under variations of (S, ω) in families.
Theorem 1.19 is far from obvious. The two geometric structures are appar-
ently unrelated, and the virtual dimension of Sdm is half that of S. A heuristic
explanation is that there is a real ‘Lagrangian fibration’ π : S → Sdm, whose
‘Lagrangian’ fibres are points with derived structure in degrees −1,−2, and
vdimR Sdm =
1
2 vdimR S holds as the dimension of the base of a Lagrangian
fibration is half the dimension of the symplectic manifold.
The usual notion of virtual class in algebraic geometry is defined by Behrend
and Fantechi [5]. The virtual classes in Theorem 1.19 are new, and very different.
The construction of [5] does not apply in this case, as LS |S is perfect in [−2, 0]
not [−1, 0]. The virtual class [Sdm]virt has half the dimension one would expect
from [5], and may even have odd real dimension.
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Borisov and Joyce propose to use the virtual classes in Theorem 1.19 for de-
rived moduli schemes of semistable coherent sheaves (Mssα , ω) on an algebraic
Calabi–Yau 4-fold (X, θ) to define Donaldson–Thomas [15] style ‘DT4 invari-
ants’ of Calabi–Yau 4-folds. Cao and Leung [8] make a similar proposal using
gauge theory. An essential ingredient in this programme is orientations on mod-
uli spaces (Mssα , ω). Corollary 1.17 implies that such orientations always exist,
and can be chosen in a systematic way.
2 Proof of Theorem 1.11
Let X be a compact, oriented, spin Riemannian 8-manifold, E• be the positive
Dirac operator on X , and P → X be a principal G-bundle for G = U(m) or
SU(m). We must prove the orientation bundle OE•P → BP in Definition 1.2
is trivial. As in Definition 1.2, this is equivalent to the normalized orientation
bundle OˇE•P → BP being trivial. We will do this in the following steps:
Step 1. Use results of Joyce, Tanaka and Upmeier [32] to show that BQ is
orientable for any principal U(m)- or SU(m)-bundle Q → X , and also Cα is
orientable for all α ∈ K0(X), if and only if BP is orientable when P = X×SU(4)
is the trivial SU(4)-bundle over X .
Step 2. Let P = X×SU(4)→ X be the trivial SU(4)-bundle and ∇0 the trivial
connection on P , so that [∇0] is a base-point in BP . The fundamental group
π1(BP ) is the set of homotopy classes [γ] of loops γ : S
1 → BP with γ(1) = [∇0].
As in [32, §2] there is a group morphism Θ : π1(BP ) → Z2 = {±1} such that
Θ([γ]) is the monodromy of the principal Z2-bundle Oˇ
E•
P → BP around γ, and
BP is orientable if and only if Θ ≡ 1.
We establish (already known) natural 1-1 correspondences between:
(a) Elements [γ] ∈ π1(BP ).
(b) Isomorphism classes [Q, q] of pairs (Q, q), where Q→ X×S1 is a principal
SU(4)-bundle and q : Q|X×{1}
∼=
−→ (X×{1})×SU(4) = P is a trivialization
of Q over X × {1}.
(c) Homotopy classes [Φ] of smooth maps Φ : X → SU(4).
Write [X, SU(4)] for the set of homotopy classes [Φ] of smooth maps Φ : X →
SU(4). Then the 1-1 correspondence gives a bijection π1(BP ) ∼= [X, SU(4)]. This
is an isomorphism of groups, where [X, SU(4)] has group operation [Φ] + [Φ′] =
[µ(Φ,Φ′)], for µ : SU(4) × SU(4) → SU(4) the multiplication map. In fact
π1(BP ), [X, SU(4)] are abelian, as SU(4) is in the stable range for 8-manifolds.
Let Θˆ : [X, SU(4)] → Z2 be identified with Θ under π1(BP ) ∼= [X, SU(4)]. We
must prove that Θˆ ≡ 1.
Step 3. Define subsets Yk ⊂ SU(4) for k = 0, . . . , 3 by
Yk =
{
A ∈ SU(4) : dimC{x = (x1, x2, x3, 0)
T ∈ C4 : Ax = −x} = k
}
, (2.1)
so that SU(4) = Y0 ∐ · · · ∐ Y3. We prove that:
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(i) Yk is a connected, simply-connected, oriented, embedded submanifold of
SU(4) (which is also oriented) of real codimension k(k + 2). Hence Y0 is
open in SU(4), and Y1, Y2, Y3 have codimensions 3, 8, 15.
(ii) The closure of Yk in SU(4) is Yk = Yk ∐ Yk+1 ∐ · · · ∐ Y3.
(iii) There is a smooth family of smooth maps Ψt : Y0 → SU(4) for t ∈ [0, 1]
with Ψ0 the inclusion Y0 →֒ SU(4), and Ψ1 ≡ Id the constant map with
value Id ∈ SU(4). That is, Y0 retracts to {Id} in SU(4).
(iv) We may define a smooth map φ : Y1 → CP
2 by φ(A) = [x1, x2, x3] if
Ax = −x for x = (x1, x2, x3, 0)T . The normal bundle ν of Y1 in SU(4) is
isomorphic to R⊕ φ∗(O(1)), for O(1)→ CP2 the standard line bundle.
It is known that the cohomology of SU(4) may be written as a graded ring
H∗(SU(4),Z) ∼= ΛZ[p3, p5, p7], (2.2)
where p3, p5, p7 are odd generators in degrees 3, 5, 7, which satisfy
µ∗(pk) = pk ⊠ 1 + 1⊠ pk in H
∗(SU(4)× SU(4),Z)
∼= H∗(SU(4),Z)⊗H∗(SU(4),Z).
(2.3)
Under Poincare´ duality Pd : Hk(SU(4),Z)
∼=
−→H15−k(SU(4),Z) we have
Pd(p3) = [Y1], Pd(p3 ∪ p5) = [Y2]. (2.4)
Step 4. Using the notation of Steps 2–3, define maps λk : [X, SU(4)] →
Hk(X,Z) for k = 3, 5, 7 by λk([Φ]) = Φ
∗(pk). Equation (2.3) and [Φ] + [Φ
′] =
[µ(Φ,Φ′)] imply that λ3, λ5, λ7 are group morphisms. We can also define a map
κ : [X, SU(4)]→ Z by
κ : [Φ] 7−→
(
λ3([Φ]) ∪ λ5([Φ])
)
· [X ]. (2.5)
Note that this is not a group morphism, but is quadratic in Φ.
We prove that for any α ∈ H5(X,Z) we can construct [Φ′] ∈ [X, SU(4)] with
λ3([Φ
′]) = 0 and λ5([Φ
′]) = α.
Therefore any [Φ] ∈ [X, SU(4)] may be written [Φ] = [Φ′] + [Φ′′] with
λ3([Φ
′]) = 0 and λ5([Φ
′′]) = 0, since we can take [Φ′] as above with λ3([Φ
′]) = 0
and λ5([Φ
′]) = α = λ5([Φ]), and [Φ
′′] = [Φ] − [Φ′], and use the fact that
λ3, λ5 are group morphisms. Note that κ([Φ
′]) = κ([Φ′′]) = 0. Since Θˆ([Φ]) =
Θˆ([Φ′]) ·Θˆ([Φ′′]), we see from Step 2 that it is sufficient to prove that Θˆ([Φ]) = 1
for all [Φ] ∈ [X, SU(4)] with κ([Φ]) = 0.
Step 5. Suppose X is connected, and [Φ] ∈ [X, SU(4)] with κ([Φ]) = 0. Choose
a generic representative Φ : X → SU(4) for [Φ]. As Φ is a generic smooth map
from an 8-manifold to a 15-manifold, it need not be an embedding, but it fails
to be an embedding only on a 1-dimensional subset of X , and we can assume
by genericness that the image of this subset avoids the codimension 3 subset
Y1 ∐ Y2 ∐ Y3 of SU(4). Hence Φ is an embedding near Y1 ∐ Y2 ∐ Y3, and Φ(X)
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intersects Yk transversely in SU(4) for k = 1, 2, 3 by genericness. Thus Φ(X)∩Y1
is an oriented embedded 5-manifold, and Φ(X) ∩ Y2 an oriented embedded 0-
manifold, and Φ(X) ∩ Y3 = ∅, so Φ(X) ∩ Y2 is compact as Y2 = Y2 ∐ Y3.
From (2.4)–(2.5) we see that the number of points in Φ(X)∩Y2, counted with
signs, is κ([Φ]) = 0. Using this we show that we can perturb Φ in its homotopy
class to make Φ(X)∩Y2 = ∅. Then Φ(X)∩Y1 is compact, as Y1 = Y1∐Y2∐Y3.
Define Z = {x ∈ X : Φ(x) ∈ Y1}. Then Z is a compact, oriented, embedded
5-submanifold in X diffeomorphic to Φ(X) ∩ Y1. Define ψ : Z → CP
2 by
ψ = φ ◦ Φ|Z , for φ as in Step 3(iv). The normal bundle νZ of Z in X satisfies
νZ ∼= Φ|
∗
Z(ν)
∼= R⊕ ψ∗(O(1)). (2.6)
As TX |Z = TZ⊕νZ , and X is spin so that w2(TX) = 0, we see that the second
Stiefel–Whitney class w2(Z) ∈ H2(Z,Z2) satisfies
w2(Z) = w2(TZ) = w2(νZ) = w2(R⊕ ψ
∗(O(1))) = ψ∗(c1(O(1))) mod 2.
That is, w2(Z) is the image in H
2(Z,Z2) of the integral class ψ
∗(c1(O(1)))
in H2(Z,Z). This implies that Z admits a Spinc-structure, and simplifies the
classification of possible 5-manifolds Z up to diffeomorphism.
If X is connected, or simply-connected, we show that we can perturb Φ in
its homotopy class to make Z connected, or simply-connected, respectively.
The importance of Z is that Φ maps X \Z → Y0 ⊂ SU(4), where Y0 retracts
to {Id} ⊂ SU(4) by Step 3(iii). Hence Φ|X\Z is homotopic to the constant
map Id, and if [Q, q] corresponds to Φ as in Step 2, then (Q, q) is trivial over
(X \ Z)× S1. This allows us to use excision techniques in Steps 6 and 7.
Step 6. Suppose X is connected and simply-connected, and [γ] ∈ π1(BP )
corresponds to [Φ] ∈ [X, SU(4)] as in Step 2 with κ([Φ]) = 0 as in Step 4, and
define Φ, Z, ψ, νZ with Z connected and simply-connected as in Step 5.
Using the classification of compact, simply-connected 5-manifolds in Crowley
[11], we show we can choose a tubular neighbourhood U of Z in X , an explicit
compact, oriented, spin Riemannian 8-manifold X ′ with Hodd(X ′,Z) = 0, and
an embedding ι : U →֒ X ′ of U as an open submanifold of X ′, where ι preserves
orientations and spin structures.
Using the Excision Theorem, Theorem 2.1, we show that the monodromy
Θ([γ]) of OˇE•P → BP around γ equals the monodromy of Oˇ
E′•
P ′ → BP ′ around
some loop γ′ in BP ′ , where P ′ = X ′ × SU(4). Since Hodd(X ′,Z) = 0, BP ′ is
orientable by [32, Cor. 2.25], so Θ([γ]) = Θˆ([Φ]) = 1. As in Step 4 it is sufficient
to prove this for [Φ] with κ([Φ]) = 0, so BP is orientable. This proves Theorem
1.11 in the case X is simply-connected.
Step 7. For X not simply-connected, by doing surgeries on finitely many dis-
joint embedded circles L1, . . . , Lk in X we can modify X to a simply-connected,
compact, oriented, spin Riemannian 8-manifoldX ′, with open coversX = U∪V ,
X ′ = U ′ ∪ V ′ for V a small tubular neighbourhood of L1 ∐ · · · ∐ Lk in X , and
a diffeomorphism ι : U → U ′ preserving orientations and spin structures.
Let [γ] ∈ π1(BP ) correspond to (Q, q) as in Step 2. Then Q → X × S
1 is
trivial over (L1∐· · ·∐Lk)×S
1, as any SU(4)-bundle over a 2-manifold is trivial,
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so Q is trivial over V ×S1 as V retracts onto L1 ∐ · · · ∐Lk, and we can choose
this trivialization compatible with q on V × {1}.
Using the Excision Theorem as in Step 6, we find that Θ([γ]) = Θ′([γ′]) for
some loop γ′ in BP ′ , where P ′ = X ′ × SU(4). But Θ′([γ′]) = 1 by Step 6, as
X ′ is simply-connected, so Θ([γ]) = 1. Thus BP is orientable, completing the
proof of Theorem 1.11.
We will give more details on Steps 1–6 in §2.1–§2.6. Step 7 is very similar
to Step 6, and we leave it as an exercise for the reader.
2.1 Step 1: Reduction to the case P = X × SU(4)
We first recall the material in [32,57] we need in the rest of the proof. Let X be
a compact, connected n-manifold and E• an elliptic complex on X , and use the
notation of Definitions 1.1–1.2. Joyce, Tanaka and Upmeier [32, §2] explain:
(i) If P → X is a principal SU(m)-bundle, define Q = (P×U(m))/ SU(m), so
that Q→ X is a principal U(m)-bundle, and let R = X×U(1)→ X be the
trivial U(1)-bundle. Then as in [32, Ex. 2.9] there is a natural isomorphism
BQ ∼= BP×BR and a corresponding isomorphism Oˇ
E•
Q
∼= OˇE•P ⊠Z2Oˇ
E•
R . But
OˇE•R is trivial by [32, §2.2.3] as U(1) is abelian. Hence Oˇ
E•
P is trivializable
if and only if OˇE•Q is, so BP is orientable if and only if BQ is orientable.
(ii) Write C = MapC0(X,BU × Z), where BU × Z is the classifying space
for complex K-theory with BU = lim
−→n→∞
BU(n). There is a natural
isomorphism K0(X) ∼= π0(C). Write Cα for the connected component of C
corresponding to α ∈ K0(X). In [32, §2.4.2] and §3.2 below we construct
principal Z2-bundles Oˇ
E• → C and OˇE•α → Cα with Oˇ
E•
α = Oˇ
E• |Cα . We
say that Cα is orientable if OˇE•α is trivializable. By [32, Prop. 2.24(b)], Cα
is orientable if and only if C0 is orientable for any α in K0(X).
(iii) Let P → X be a principal U(m)-bundle. It has a K-theory class JP K
in K0(X), the class of the complex vector bundle (P × Cm)/U(m). Set
α = JP K. In [32, §2.4.2] we relate the principal Z2-bundles Oˇ
E•
P → BP
and OˇE•α → Cα as follows: let π
cla : BclaP → BP be a ‘classifying space’ for
BP in the sense of Noohi [44], that is, B
cla
P is a paracompact topological
space and πcla : BclaP → BP is a morphism in Ho(TopSta) which in a weak
sense is a fibration with contractible fibres. Then there is a continuous
map ΣCP : B
cla
P → Cα, natural up to homotopy, and a natural isomorphism
of principal Z2-bundles σ
C
P : (π
cla)∗(OˇE•P )→ (Σ
C
P )
∗(OˇE•α ). Hence
Cα is orientable ⇐⇒ Oˇ
E•
α is trivial =⇒ (Σ
C
P )
∗(OˇE•α ) is trivial
σCP
⇐⇒
(πcla)∗(OˇE•P ) is trivial
picla is ≃
⇐⇒ OˇE•P is trivial ⇐⇒ BP is orientable,
so Cα orientable implies BP is orientable. Also π1(ΣCP ) : π1(B
cla
P )→ π1(Cα)
is surjective if 2m > n, and an isomorphism if 2m > n. Thus, if 2m > n
then OˇE•α is trivial if and only if (Σ
C
P )
∗(OˇE•α ) is trivial, so Cα is orientable
if and only if BP is orientable.
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(iv) Let P = X × SU(m) → X be the trivial SU(m)-bundle, for any m with
2m > n, and suppose BP is orientable. Then (i) implies that BQ is
orientable for Q = X ×U(m)→ X the trivial U(m)-bundle, so (iii) shows
Cβ is orientable for β = JQK ∈ K0(X), and (ii) proves Cα is orientable for
any α ∈ K0(X), and (iii),(i) imply that BR is orientable for any principal
U(m′)- or SU(m′)-bundle R→ X and any m′ > 0.
(v) By [32, Prop. 2.24(c)] we have π1(C0) ∼= K1(X), the odd complex K-theory
group of X . Hence if K1(X) = 0 then any principal Z2-bundle over C0 is
trivial, and C0 is orientable, so BP is orientable for any principal U(m)-
or SU(m)-bundle P → X as in (iv).
There is an Atiyah–Hirzebruch spectral sequence Hodd(X,Z) ⇒ K1(X).
Thus if Hodd(X,Z) = 0 then K1(X) = 0.
Step 1 now follows from (iv) with n = 8 and m = 4.
The next theorem is proved in Upmeier [57, Th. 2.13], based on Donaldson
[12, §II.4], [13, §3(b)], and will be used in Steps 6 and 7.
Theorem 2.1 (Excision Theorem). Suppose we are given the following data:
(a) Compact n-manifolds X+, X−.
(b) Elliptic complexes E±• on X
±.
(c) A Lie group G, and principal G-bundles P± → X± with connections ∇P± .
(d) Open covers X+ = U+ ∪ V +, X− = U− ∪ V −.
(e) A diffeomorphism ι : U+ → U−, such that E+• |U+ and ι
∗(E−• |U−) are
isomorphic elliptic complexes on U+.
(f) An isomorphism σ : P+|U+ → ι
∗(P−|U−) of principal G-bundles over
U+, which identifies ∇P+ |U+ with ι
∗(∇P− |U−).
(g) Trivializations of principal G-bundles τ± : P±|V ± → V
± × G over V ±,
which identify ∇P± |V ± with the trivial connections, and satisfy
ι|∗U+∩V +(τ
−) ◦ σ|U+∩V + = τ
+|U+∩V + .
Then we have a canonical identification of Z2-torsors
Ω+− : Oˇ
E+•
P+
∣∣
[∇
P+ ]
∼=
−→ Oˇ
E−•
P−
∣∣
[∇
P−
]
. (2.7)
The isomorphisms (2.7) are functorial in a very strong sense. For example:
(i) If we vary any of the data in (a)–(g) continuously in a family over t ∈
[0, 1], then the isomorphisms Ω+− also vary continuously in t ∈ [0, 1].
(ii) The isomorphisms Ω+− are unchanged by shrinking the open sets U±, V ±
such that X± = U± ∪ V ± still hold, and restricting ι, σ, τ±.
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(iii) If we are also given a compact n-manifold X×, elliptic complex E×• , bun-
dle P× → X×, connection ∇P× , open cover X× = U× ∪ V ×, diffeo-
morphism ι′ : U− → U×, and isomorphisms σ′ : P−|U− → ι
′∗(P×|U×),
τ× : P×|V × → V
× ×G satisfying the analogues of (a)–(g), then Ω+× =
Ω−× ◦Ω+−, where Ω+× is defined using ι′ ◦ ι : U+ → U× and ι∗(σ′) ◦ σ :
P+|U+ → (ι
′ ◦ ι)∗(P×|U×).
2.2 Step 2: Alternative descriptions of pi1(BP )
We will justify the 1-1 correspondences between (a),(b),(c) in Step 2. Let P =
X × SU(4) → X be the trivial SU(4)-bundle and ∇0 the trivial connection on
P , so that [∇0] ∈ BP . As in (a), let γ : S
1 → BP be a smooth path with
γ(1) = [∇0]. Then γ is a smooth path of connections on P modulo gauge. We
can think of γ as a smooth family of pairs (Pz,∇Pz )z∈S1 , where Pz → X is a
principal SU(4)-bundle which is isomorphic to P , but not canonically isomorphic
to P (since we quotient by the gauge group GP = Aut(P )), and ∇Pz is a
connection on Pz , with P1 = P and ∇P1 = ∇
0.
We can assemble the (Pz)z∈S1 into a principal SU(4)-bundle Q → X × S
1
with Q|X×{z} = Pz , and then Q|X×{1} = P1 = P gives a trivialization q :
Q|X×{1}
∼=
−→ (X×{1})×SU(4) as required. The connections (∇Pz )z∈S1 assemble
into a partial connection ∇XQ on Q in the X directions in X × S
1. Note that
although each Pz is (noncanonically) trivial, Q need not be a trivial bundle
on X × S1, as it can have nontrivial topological twisting in the S1 directions.
Changing the loop γ by smooth homotopies deforms Q, q,∇XQ smoothly, and
so preserves the pair (Q, q) up to isomorphism. This gives a well-defined map
[γ] 7→ [Q, q] from objects (a) to objects (b).
Conversely, given [Q, q] choose a representative (Q, q) and a partial connec-
tion ∇XQ on Q in the X directions in X × S
1 with ∇XQ |X×{1} = ∇
0, and define
γ : S1 → BP by γ(z) = [∇XQ |X×{z}]. This is well defined as Q|X×{z} is non-
canonically isomorphic to P , since Q|X×{1} ∼= P . Then γ is a smooth loop in
BP with γ(1) = [∇0], so [γ] ∈ π1(BP ). The space of partial connections ∇XQ on
Q is an infinite-dimensional affine space, so any two choices ∇XQ , ∇˜
X
Q are joined
by a smooth path, and the corresponding loops γ, γ˜ are smoothly homotopic,
giving [γ] = [γ˜]. Hence the inverse map [Q, q] 7→ [γ] is defined, and (a),(b) are
in 1-1 correspondence.
Now let (Q, q) be as in (b). Choose a connection ∇Q on Q → X × S
1.
For each x ∈ X , consider the path δx : [0, 2π] → X × S
1 mapping δx : θ 7→
(x, eiθ). The holonomy of∇Q around δx is a smooth map Holδx(∇Q) : Q|γx(0) →
Q|γx(2pi) which is equivariant under the SU(4)-actions on Q|δx(0), Q|δx(2pi) from
the principal SU(4)-bundle. In this case δx(0) = δx(2π) = (x, 1), and q identifies
Q|δx(0) = Q|δx(2pi)
∼= SU(4), where SU(4) acts by left multiplication on itself.
Hence q identifies Holδx(∇Q) with a smooth map SU(4)→ SU(4) equivariant
under left multiplication by SU(4), which must be right multiplication by some
Φ(x) ∈ SU(4). This defines the map Φ : X → SU(4) in (c), which is smooth as
∇Q is smooth. Any two connections ∇Q,∇′Q on Q are smoothly homotopic, so
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Φ is unique up to homotopy, and [Φ] is unique. This defines the map [Q, q] 7→ [Φ]
from objects (b) to objects (c).
Conversely, let Φ : X → SU(4) be a smooth map. Let ∼ be the equivalence
relation 0 ∼ 2π on [0, 2π], and identify [0, 2π]/∼ with S1 by θ 7→ eiθ. Hence
we also identify X × [0, 2π]/∼ with X × S1. Define Q′ → X × S1 to be the
principal SU(4)-bundle
(
X × [0, 2π] × SU(4)
)
/≈, where ≈ is the equivalence
relation (x, 0, ǫ) ≈ (x, 2π, ǫΦ(x)) for x ∈ X and ǫ ∈ SU(4), where the projection
Q′ → X × S1 maps [x, θ, ǫ] 7→ [x, θ] ∈ X × [0, 2π]/∼ ∼= X × S1, and the
SU(4)-action on Q′ is by left multiplication on the SU(4) factor. Define q′ :
Q′|X×{1}
∼=
−→ (X×{1})×SU(4) to map [x, 0, ǫ] 7→ [x, ǫ]. Changing Φ by smooth
homotopy changes (Q′, q′) by smooth isotopy, and hence by isomorphism, so we
have a map [Φ] 7→ [Q, q] from objects (b) to objects (c). It is easy to see this is
inverse to the map [Q, q] 7→ [Φ] above, so (b),(c) are in 1-1 correspondence.
The rest of Step 2 is clear.
2.3 Step 3: The geometry of SU(4)
Let Yk ⊂ SU(4) for k = 0, . . . , 3 be as in (2.1). Write Gr(C
k,C3) for the
Grassmannian of vector subspaces V ⊂ C3 with V ∼= Ck, a compact complex
manifold of dimension k(3 − k). Define a map φk : Yk → Gr(C
k,C3) by
φk(A) =
{
(x1, x2, x3) ∈ C
3 : Ax = −x for x = (x1, x2, x3, 0)
T
}
,
where the right hand side is a k-dimensional subspace of C3 by (2.1), and thus
a point of Gr(Ck,C3). Note that Gr(C1,C3) = CP2 and φ1 is φ in Step 3(iv).
The fibre of φk over
{
(x1, . . . , xk, 0, . . . , 0) : xj ∈ C
}
is



−1 0 0 0
0
. . . 0 0
0 0 −1 0
0 0 0 (−1)kB


:B ∈ SU(4− k), B has no
eigenvectors in C3−k ⊂ C4−k
with eigenvalue (−1)k+1


. (2.8)
This is diffeomorphic to an open subset of SU(4 − k), the complement of a
codimension 3 subset, and so is connected and simply-connected. By considering
the action of SU(3) ⊂ SU(4) on SU(4) by conjugation, which preserves Yk and
acts on Gr(Ck,C3), we see that Yk is an embedded submanifold of SU(4) and
φk is a fibre bundle with fibre (2.8). Hence
dimYk = dimRGr(C
k,C3) + dimSU(4− k) = 2k(3− k) + (4− k)2 − 1
= 15− k(k + 2) = dimSU(4)− k(k + 2),
so the codimension of Yk is k(k + 2). As Gr(C
k,C3) and (2.8) are connected,
simply-connected and oriented, Yk is embedded, connected, simply-connected
and oriented. This proves Step 3(i).
Part (ii) is obvious. For (iii), for each A ∈ Y0 ⊂ SU(4) define vectors
ejt(A) ∈ C
4 for j = 1, 2, 3 and t ∈ [0, 1] by
ejt (A) = tej + (1− t)Aej ,
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where e1 = (1 0 0 0)
T , e2 = (0 1 0 0)
T , and e3 = (0 0 1 0)
T . We claim that for each
A ∈ Y0 and t ∈ [0, 1], the vectors e1t (A), e
2
t (A), e
3
t (A) are C-linearly independent
in C4. For if not, there would exist 0 6= (x1, x2, x3) ∈ C
3 such that
(1− t)A(x1e1 + x2e2 + x3e3) = −t(x1e1 + x2e2 + x3e3),
so that −t/(1− t) is an eigenvalue of A. As eigenvalues of A have norm 1, this
forces t = 12 , so Ax = −x for 0 6= x = (x1, x2, x3, 0)
T , contradicting (2.1).
Next define vectors f jt (A) ∈ C
4 for j = 1, 2, 3 and t ∈ [0, 1] by
f1t (A) =
e1t (A)∣∣e1t (A)∣∣ , f
2
t (A) =
e2t (A)− 〈e
2
t (A), f
1
t (A)〉Cf
1
t (A)∣∣e2t (A)− 〈e2t (A), f1t (A)〉Cf1t (A)∣∣ ,
f3t (A) =
e3t (A)− 〈e
3
t (A), f
1
t (A)〉Cf
1
t (A)− 〈e
3
t (A), f
2
t (A)〉Cf
2
t (A)∣∣e3t (A)− 〈e3t (A), f1t (A)〉Cf1t (A)− 〈e3t (A), f2t (A)〉Cf2t (A)∣∣ .
That is, we use the Gram–Schmidt process to make f1t (A), f
2
t (A), f
3
t (A) Her-
mitian orthonormal in C4. There is then a unique f4t (A) such that the matrix
Ψt(A) =
(
f1t (A) · · · f
4
t (A)
)
with columns f1t (A), . . . , f
4
t (A) lies in SU(4). Then
Ψt(A) ∈ SU(4) depends smoothly on A ∈ Y0 and t ∈ [0, 1], with Ψ0(A) = A
and Ψ1(A) = Id, so Ψt : Y0 → SU(4) for t ∈ [0, 1] satisfies Step 3(iii).
For (iv), for simplicity let A ∈ Y1 with φ(A) = [1, 0, 0] ∈ CP
2. Then
A
(
1 0 0 0
)
T =
(
−1 0 0 0
)
T .
Let δA ∈ TA SU(4), so that we think of δA as a small 4 × 4 complex matrix,
with A+ δA an infinitesimal perturbation of A in SU(4). Then
(A+ δA)
(
1 0 0 0
)
T = −
(
−1 + δA11 δA21 δA31 δA41
)
T ,
for δAj1 ∈ C small, with δA11 ∈ iR as (A+δA) preserves lengths. Then the fibre
ν|A ⊂ TA SU(4) at A of the normal bundle ν of Y1 in SU(4) may be identified
with R⊕ C with coordinates (Im(δA11), δA41).
Here Im(δA11) measures the tangent direction in SU(4) which varies the
eigenvalue −1 of A to eiθ in S1 close to −1, so we should think of δA11 as lying
in T−1S
1 = iR. And δA41 measures the tangent directions in SU(4) which vary
the eigenspace [x1, x2, x3, 0] ∈ CP
3 of A normal to CP2 =
{
[y1, y2, y3, 0] ∈ CP
3
}
in CP3, where A ∈ Y1 must have a −1-eigenvector in CP
2, so we should think of
δA41 as lying in ν˜|[1,0,0,0], where ν˜ is the normal bundle of CP
2 =
{
[y1, y2, y3, 0] ∈
CP
3
}
in CP3. Note that ν˜ ∼= O(1), so ν˜|[1,0,0,0] ∼= φ
∗(O(1))|A.
More generally, if A ∈ Y1 with φ(A) = [x1, x2, x3] ∈ CP
2 for x1, x2, x3 ∈ C
with |x1|+ |x2|2 + |x3|2 = 1 and δA ∈ TA SU(4), then we can identify ν|A with
R⊕ C with coordinates (y, z), where in matrix notation
y = −i
(
x¯1 x¯2 x¯3 0
)
δA
(
x1 x2 x3 0
)
T ,
z =
(
0 0 0 1
)
δA
(
x1 x2 x3 0
)
T .
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Multiplying the representative (x1, x2, x3) for [x1, x2, x3] by e
iθ fixes y, but
multiplies z by eiθ. So the invariant thing is to regard z as lying in ν˜|[x1,x2,x3,0] =
φ∗(O(1))|A. This defines an isomorphism ν ∼= R⊕ φ∗(O(1)), proving (iv).
To prove (2.2), by a well known calculation for all m > 2 we show that
H∗(SU(m),Z) ∼= ΛZ[p3, p5, . . . , p2m−1] (2.9)
by induction on m, where the first step m = 2 follows from SU(2) ∼= S3,
and the inductive step from the Leray–Serre spectral sequence for the fibration
SU(m− 1) →֒ SU(m)։ S2m−1. For (2.3), the Ku¨nneth Theorem gives
µ∗(pk) ∈ H
k(SU(4)× SU(4),Z) = 〈pk ⊠ 1, 1⊠ pk〉Z,
so µ∗(pk) = ak · (pk ⊠ 1) + bk · (1 ⊠ pk) for ak, bk ∈ Z, and ak = bk = 1 follows
by restricting µ to SU(4)× {Id} and {Id} × SU(4) in SU(4)× SU(4).
For (2.4), note that as H3(SU(4),Z) = 〈p3〉Z and H8(SU(4),Z) = 〈p3∪p5〉Z,
we have [Y1] = c · Pd(p3) and [Y2] = d · Pd(p3 ∪ p5) for some c, d ∈ Z. From
(2.9) for m = 2, 3, 4 we see that under the embeddings ι : SU(2) →֒ SU(4) and
 : SU(3) →֒ SU(4) given by
ι : B 7−→

1 0 00 1 0
0 0 B

 ,  : C 7−→
(
1 0
0 C
)
,
we have p3 · ι∗([SU(2)]) = 1 and (p3 ∪ p5) · ∗([SU(3)]) = 1. So using the
intersection product • on H∗(SU(4),Z) we have c = [Y1] • ι∗([SU(2)]) and
d = [Y2] • ∗([SU(3)]). But Y1 intersects ι(SU(2)) transversely in one point
diag(1, 1,−1,−1) in Y1, and Y2 intersects (SU(3)) transversely in one point
diag(1,−1,−1, 1) in Y2, so these intersection numbers are ±1, and choosing ori-
entations on Y1, Y2 appropriately we can ensure that c = d = 1, proving (2.4).
2.4 Step 4: Reduction to the case κ([Φ]) = 0
Define maps λ3, λ5, λ7 and κ on [X, SU(4)] as in Step 4. Let α ∈ H
5(X,Z),
so that Pd(α) ∈ H3(X,Z). We can choose a compact, oriented, embedded 3-
submanifold W ⊂ X with [W ] = Pd(α). Write νˆ → W for the normal bundle
of W in X . Now W admits a spin structure, as any oriented 3-manifold does,
and X is spin, so νˆ admits a spin structure on its fibres. Hence νˆ is trivial, as
any Spin(5)-bundle on a 3-manifold is trivial. Thus we may choose a tubular
neighbourhood T ofW in X and a diffeomorphism T ∼=W×B5, where B5 ⊂ R5
is the open unit ball.
By Mimura and Toda [41] we have π5(SU(4)) ∼= Z, and the natural map
π5(SU(4))→ H5(SU(4),Z) is an isomorphism. Thus there exists a smooth map
Ψ : S5 = R5 ∪ {∞} → SU(4) with Ψ∗(p5) · [S
5] = 1. We may choose Ψ with
Ψ ≡ Id outside the ball B51/2 of radius
1
2 in R
5 ⊂ S5. Define Φ′ : X → SU(4)
by Φ′|X\T ≡ Id, and Φ
′|T is identified under T ∼= W × B
5 with the map
W ×B5 → SU(4), (w, b) 7→ Ψ(b). As Ψ ≡ 1 on B5 \B51/2, this Φ
′ is smooth.
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Since Ψ∗(p5) · [S
5] = 1, it follows that Pd ◦λ5([Φ′]) = Pd ◦Φ′∗(p5) = [W ] =
Pd(α), so λ5([Φ
′]) = α. As Φ′|X\T ≡ Id, and the morphism H3(X \ T,Z) →
H3(X,Z) induced by the inclusionX\T →֒ X is an isomorphism for dimensional
reasons, we see that λ3([Φ
′]) = 0, as we want. The rest of Step 4 is clear.
2.5 Step 5: A 5-submanifold Z ⊂ X with Φ ≃ 1 on X \ Z
Suppose X is connected, and [Φ] ∈ [X, SU(4)] with κ([Φ]) = 0. Choose a generic
representative Φ : X → SU(4) for [Φ]. Then as in Step 5 at the beginning of
§2, Φ is an embedding near Y1 ∐ Y2 ∐ Y3 in SU(4), and Φ(X)∩ Y2 is a compact,
oriented 0-manifold, that is, a finite set of points with signs ±1, and the number
of points in Φ(X) ∩ Y2 counted with signs is κ([Φ]) = 0. Thus we may write
Φ(X) ∩ Y2 = {r1, . . . , rk, s1, . . . , sk}, where the ri have positive orientation and
the si negative orientation. There are unique disjoint p1, . . . , pk, q1, . . . , qk ∈ X
with Φ(pi) = ri and Φ(qi) = si.
As X is connected we may choose smooth embedded paths γi : [0, 1] → X
with γi(0) = pi and γi(1) = qi for i = 1, . . . , k, and as dimX > 2 we may choose
γ1([0, 1]), . . . , γk([0, 1]) to be disjoint. Then Φ ◦ γi : [0, 1] → SU(4) are smooth
embedded paths in SU(4) with Φ ◦ γi(0) = ri and Φ ◦ γi(1) = si, with ri, si the
only intersection points of Φ ◦ γi([0, 1]) with Y2.
As Y2 is connected we may choose smooth embedded paths δi : [0, 1] → Y2
with δi(0) = ri and δi(1) = si. Then Φ ◦ γi and δi are both smooth paths
[0, 1] → SU(4) with end points ri, si. Since SU(4) is simply-connected we may
choose smooth homotopies ǫi : [0, 1]
2 → SU(4) with ǫi(0, t) = Φ◦γi(t), ǫi(1, t) =
δi(t), ǫi(s, 0) = ri, ǫi(s, 1) = si for all s, t ∈ [0, 1], where we may take ǫi to be
an embedding on [0, 1]× (0, 1), and to map to Y2 only at (s, 0), (s, 1) and (1, t).
We now use the ‘Whitney trick’ (as used in the proof of the Whitney Em-
bedding Theorem): we modify Φ in small open neighbourhoods of the paths
γ1([0, 1]), . . . , γk([0, 1]) in X , deforming Φ along the disks ǫi([0, 1]
2) in SU(4), so
as to eliminate the intersection points ri, si of Φ(X)∩Y2 in pairs. Thus we may
perturb Φ in its homotopy class so that Φ(X)∩ Y2 = ∅. We can also suppose Φ
is an embedding near Y1 in SU(4), and Φ(X) intersects Y1 transversely.
As in Step 5, it now follows that Z = {x ∈ X : Φ(x) ∈ Y1} is a compact,
oriented, embedded 5-submanifold inX diffeomorphic to Φ(X)∩Y1, and defining
ψ : Z → CP2 by ψ = φ ◦ Φ|Z , the normal bundle νZ of Z in X satisfies
νZ ∼= R ⊕ ψ∗(O(1)) as in (2.6), and w2(Z) is the image in H2(Z,Z2) of the
integral class ψ∗(c1(O(1))) in H2(Z,Z).
Next suppose X is connected. We will show that we can perturb Φ in its
homotopy class to make Z connected. Suppose first that Z has two connected
components Z0 and Z1. As X is connected we can choose points z0 ∈ Z0,
z1 ∈ Z1 and a smooth path γ : [0, 1] → X with γ(0) = z0 and γ(1) = z1,
where we suppose that γ([0, 1]) is embedded and meets Z transversely only
at z0, z1. Then Φ ◦ γ : [0, 1] → SU(4) is a smooth path in SU(4) with end-
points Φ(z0),Φ(z1) in Y1. As Y1 is connected we can choose a smooth path
δ : [0, 1]→ Y1 with δ(0) = Φ(z0), δ(1) = Φ(z1), where we suppose that δ([0, 1])
is embedded and meets Φ(X) ∩ Y1 = Φ(Z) transversely only at Φ(z0),Φ(z1).
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Then Φ ◦ γ([0, 1]), δ([0, 1]) are two paths from Φ(z0) to Φ(z1) in SU(4), so
Φ◦γ([0, 1])∪δ([0, 1]) is a piecewise-smooth embedded circle in SU(4). As SU(4)
is simply-connected we may choose a smooth embedded 2-disc D in SU(4), with
boundary Φ ◦ γ([0, 1]) ∪ δ([0, 1]), and corners at Φ(z0),Φ(z1).
In a similar way to the use of the ‘Whitney trick’ above, we may modify
Φ : X → SU(4) in a small open neighbourhood of γ([0, 1]) in X to a new
Φ′ : X → SU(4), where we deform Φ near γ([0, 1]) along the disc D in SU(4),
so that Φ′ near γ([0, 1]) is close to the path δ([0, 1]) in SU(4). We can arrange
that Z ′ = Φ′−1(Y1) near γ([0, 1]) is a tube [0, 1] × S
4, where S4 is a small 4-
sphere. That is, we replace Z = Z1 ∐ Z2 by the connected sum Z ′ = Z1#Z2,
joining Z1, Z2 by a narrow neck [0, 1]× S
4 close to γ([0, 1]) in X , and making
Z ′ connected. If Z has k > 2 connected components, we use the trick above
k − 1 times to make Z ′ connected.
Finally, suppose X is simply-connected. We will show that we can perturb
Φ in its homotopy class to make Z simply-connected. By surgery theory, as
Z is a compact, oriented 5-manifold, we can choose disjoint embedded circles
L1, . . . , Lk in Z, and small tubular neighbourhoods T1, . . . , Tk of L1, . . . , Lk with
Ti diffeomorphic to Li×B4, such that deleting T1, . . . , Tk and gluing in k copies
of B2×S3 along the common boundary S1×S3 of Li×B4 and B2×S
3, gives
a compact, simply-connected 5-manifold Zˆ.
As X is simply-connected, each circle Li in Z ⊂ X may be written as
Li = ∂Di, for Di ⊂ X a 2-disc in X . By perturbing Di generically we can
suppose that Di is embedded, that it intersects Z transversely only at ∂Di = Li,
and that D1, . . . , Dk are disjoint.
Also Φ(Li) is an embedded circle in Y1. As Y1 is simply-connected, we may
write Φ(Li) = ∂Ei, for Ei ⊂ Y1 a 2-disc in Y1. By perturbing Ei generically
we can suppose that Ei is embedded, that it intersects Φ(Z) = Φ(X) ∩ Y1
transversely only at ∂Ei = Φ(Li), and that E1, . . . , Ek are disjoint.
We now have embedded 2-discs Φ(Di), Ei in SU(4) with common boundary
Φ(Li), so Φ(Di) ∪ Ei is a piecewise-smooth S
2 in SU(4). Since π2(SU(4)) = 0
by [41], we may choose smooth embedded 3-discs F1, . . . , Fk in SU(4), with
boundary ∂Fi = Φ(Di) ∪ Ei, and a codimension 2 corner along Φ(Li).
Again, in a similar way to the use of the ‘Whitney trick’ above, we may
modify Φ : X → SU(4) in small open neighbourhoods of D1, . . . , Dk in X to
a new Φ′ : X → SU(4), where we deform Φ near Di along the 3-disc Fi in
SU(4), so that Φ′ near Di is close to the disc Ei in Y1 ⊂ SU(4). We also need
to consider the (trivial) normal bundles of Li and Di in X , and their images as
subbundles of the (trivial) normal bundles of Φ(Li) and Φ(Di) in SU(4), and
how these subbundles deform along Fi to Ei.
If we only deform Φ along Fi to Φ
′ such that Φ′(Di) = Ei, then Φ
′(X)
may intersect Y1 non-transversely along Ei, and Z
′ = Φ′−1(Y1) will not be a
submanifold of X . However, if we deform Φ′ a little way further, pushing Φ′(Di)
a little way beyond the boundary of Fi at Ei, then Z
′ = Φ′−1(Y1) becomes a
5-submanifold of X locally modelled near Di on Di × S
3, where the S3 factors
are small spheres in a (trivial) rank 4 subbundle of the normal bundle of Ei
in Y1. That is, Z
′ is diffeomorphic to the 5-manifold Zˆ constructed above by
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surgery on L1, . . . , Lk, so Z
′ is simply-connected.
Therefore if X is simply-connected, we can perturb Φ in its homotopy class
to make Z simply-connected, completing Step 5.
2.6 Step 6: BP is orientable if X is simply-connected
Suppose X is connected and simply-connected, let [γ] ∈ π1(BP ) correspond
to [Φ] in [X, SU(4)] as in Step 2 with κ([Φ]) = 0 as in Step 4, and choose
Φ, Z, ψ, νZ with Z connected and simply-connected as in Step 5. Then Z is a
compact, oriented 5-manifold, φ : Z → CP2 is smooth, the normal bundle νZ
of Z in X is νZ ∼= R ⊕ ψ∗(O(1)), and w2(Z) is the image in H2(Z,Z2) of the
integral class ψ∗(c1(O(1))) in H
2(Z,Z).
In the next proposition, using results of Crowley [11] on the diffeomorphism
classification of compact, simply-connected 5-manifolds, we will construct a
compact, oriented, spin 8-manifoldX ′ with Hodd(X ′,Z) = 0, and an embedding
 : Z →֒ X ′, such that the normal bundle ν′Z of Z in X
′ is ν′Z
∼= R⊕ ψ∗(O(1)).
Thus, tubular neighbourhoods of Z in X and X ′ are diffeomorphic.
Proposition 2.2. Suppose Z is a compact, connected, simply-connected, ori-
ented 5-manifold, and L → Z is a complex line bundle, such that the sec-
ond Stiefel–Whitney class w2(Z) is the image of c1(L) under the projection
H2(Z,Z)→ H2(Z,Z2). Then there exist group isomorphisms
H2(Z,Z) ∼= Zr, H2(Z,Z) ∼= Z
r ⊕G⊕G,
for some r > 0 and finite abelian group G, such that the pairing H2(Z,Z) ×
H2(Z,Z) → Z maps (a1, . . . , ar) · (b1, . . . , br, g1, g2) 7→ a1b1 + · · · + arbr, and
c1(L) is identified with (k, 0, . . . , 0) for some k ∈ Z. Furthermore:
(a) If k = 0, so that c1(L) = 0 and L is trivial, and w2(Z) = 0 so Z
is spin, there exists an embedding ι : Z →֒ S6 with trivial normal bun-
dle R. Composing this with the obvious embedding S6 →֒ S8 mapping
(x1, . . . , x7) 7→ (x1, . . . , x7, 0, 0) gives an embedding  : Z →֒ X
′ = S8 with
trivial normal bundle ν′Z
∼= R3 ∼= R⊕ L.
(b) If k 6= 0 is even, so that r > 1, and L is nontrivial, and w2(Z) = 0 so Z
is spin, there exists an embedding ι : Z →֒ CP1 × S4 with trivial normal
bundle R, such that L ∼= (πCP1 ◦ ι)
∗(O(k)), for O(1)→ CP1 the standard
line bundle, O(k) = O(1)⊗
k
, and πCP1 : CP
1 × S4 → CP1 the projection.
Define X ′ → CP1 ×S4 to be the CP1-bundle P
(
π∗
CP1
(O(0)⊕O(k))
)
. This
bundle has a natural section [1, 0] : CP1×S4 → X ′ embedding CP1×S4 as
a submanifold of X ′ with normal bundle π∗
CP1
(O(k)). Hence  = [1, 0] ◦ ι
is an embedding  : Z →֒ X ′ with normal bundle ν′Z
∼= R⊕ L.
(c) Let k be odd, so that r > 1, and L is nontrivial, and w2(Z) 6= 0 so Z is
not spin. Write πCP1 : Y → CP
1 for the nontrivial S4 bundle, constructed
by writing CP1 = D+ ∪S1 D
− as the union of closed 2-discs D± along
their boundary S1, and defining Y = (D+×S4)∪S1×S4 (D
−×S4), where
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the boundaries S1 × S4 of D± × S4 are glued using a map S1 → SO(5)
representing the nontrivial element of π1(SO(5)) ∼= Z2.
Then there exists an embedding ι : Z →֒ Y with trivial normal bundle R,
such that L ∼= (πCP1 ◦ ι)
∗(O(k)).
Define X ′ → Y to be the CP1-bundle P
(
π∗
CP1
(O(0)⊕O(k))
)
. This bundle
has a natural section [1, 0] : Y → X ′ embedding Y as a submanifold of
X ′ with normal bundle π∗
CP1
(O(k)). Hence  = [1, 0] ◦ ι is an embedding
 : Z →֒ X ′ with normal bundle ν′Z
∼= R⊕ L.
In each of (a)–(c), X ′ is compact, oriented and spin, with Hodd(X ′,Z) = 0.
Proof. The Universal Coefficient Theorem implies that the torsions of H1(Z,Z)
and H2(Z,Z) are isomorphic. But H1(Z,Z) = 0 as Z is simply-connected, so
H2(Z,Z) is torsion-free, and thus H2(Z,Z) ∼= Zr for r = b2(Z). We may choose
the isomorphism H2(Z,Z) ∼= Zr to identify c1(L) with (k, 0, . . . , 0) for some
k ∈ Z, as any element of Zr is conjugate to some (k, 0, . . . , 0) under SL(r,Z).
Then H2(Z,Z) ∼= Z
r⊕K for some finite abelian group K, such that the pairing
H2(Z,Z)×H2(Z,Z)→ Z maps (a1, . . . , ar) · (b1, . . . , br, k) 7→ a1b1 + · · ·+ arbr.
The results of Crowley [11] discussed next imply that K is of the form G ⊕G.
This proves the first part of the proposition.
Crowley [11] describes the classification of compact, connected, simply-conn-
ected 5-manifolds Z up to diffeomorphism. To each such Z we associate a pair
(Γ, w) of a finitely generated abelian group Γ and a morphism w : Γ → Z2,
by Γ = H2(Z,Z) and w(γ) = w2(Z) · γ. Using results of Smale and Barden,
Crowley notes that the map from diffeomorphism classes of 5-manifolds Z to
isomorphism classes of pairs (Γ, w) is injective. He then characterizes which
pairs (Γ, w) lie in the image of this map, and in some cases gives an embedding
ι : Z →֒ Y into an explicit 6-manifold Y , and thus writes Z = ∂Yˆ for a 6-
manifold with boundary Yˆ .
Any finitely generated abelian group Γ is of the form Zr ⊕K for K a finite
abelian group, and w : Γ→ Z2 is the sum of morphisms Z
r → Z2 and K → Z2.
If w2(Z) lies in the image of Z
r ∼= H2(Z,Z)→ H2(Z,Z2), as in our situation, the
morphismK → Z2 is zero. This excludes many cases in Crowley’s classification.
In particular, Crowley allows either K ∼= G ⊕ G or K ∼= G ⊕ G ⊕ Z2 for G a
finite abelian group, but K ∼= G ⊕G ⊕ Z2 occurs only if w|K 6= 0, and so does
not happen in our case. This justifies K ∼= G⊕G.
Note too that Crowley’s classification is compatible with connected sums:
if Z corresponds to (Γ, w) with (Γ, w) ∼= (Γ1, w1) ⊕ (Γ2, w2) for (Γi, wi) corre-
sponding to Zi, i = 1, 2, then Z ∼= Z1#Z2.
For (a), given any r > 0 and finite abelian group G, Crowley [11, §2.1]
constructs a compact, connected, simply-connected, spin 5-manifold Z ′ with
H2(Z
′) ∼= Zr ⊕ G ⊕ G as follows: starting from Zr ⊕ G ⊕ G he constructs a
finite CW-complex C with only 2- and 3-cells, chooses an embedding C →֒
R
6, takes D to be a regular open neighbourhood of C in R6, so that D is a
compact 6-manifold with boundary, and defines Z ′ = ∂D. The theorem of
Smale referred to above implies that for Z as in the proposition with k = 0,
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there is a diffeomorphism ι : Z → Z ′. Then ι : Z →֒ R6 ⊂ S6 is an embedding
with trivial normal bundle R. The rest of (a) is immediate.
For (b)–(c), for Z as in the proposition with k 6= 0 so r > 1, we may split
(
H2(Z,Z), w2(Z) ·
)
∼= (Z, k mod 2)⊕ (Zr−1 ⊕G⊕G, 0).
Then as above we have Z ∼= Z1#Z2 for Z1, Z2 with H2(Z1,Z) ∼= Z, w2(Z1) =
k mod 2, H2(Z2,Z) ∼= Z
r−1 ⊕ G ⊕ G, w2(Z2) = 0. This is only valid if Z1, Z2
exist with these invariants, but we will justify this shortly.
In case (b), when w1(Z1) = 0 as k is even, we may take Z1 = CP
1 × S3,
with an embedding ι1 : Z1 →֒ CP
1 × S4 from the identity on CP1 and the
equator embedding S3 →֒ S4. Part (a) gives a 5-manifold Z2 with H2(Z2,Z) ∼=
Z
r−1 ⊕ G ⊕ G and w2(Z2) = 0, and an embedding ι2 : Z2 →֒ S
6. Taking
connected sums of both 5- and 6-manifolds gives an embedding
Z1#Z2 →֒ (CP
1 × S4)#S6 ∼= CP1 × S4.
For Z as in part (b), the diffeomorphism Z ∼= Z1#Z2 gives an embedding
ι : Z →֒ CP1 × S4, with trivial normal bundle R. The pullback ι∗ in
ι∗ : H2(CP1 × S4) ∼= Z −→ H2(Z,Z) ∼= H2(Z1,Z)⊕H
2(Z2,Z) ∼= Z⊕ Z
r−1
acts by a 7→ (a, 0, . . . , 0). Hence ι∗(c1(π∗CP1(O(k))) = (k, 0, . . . , 0) = c1(L),
which implies that (πCP1 ◦ ι)
∗(O(k)) ∼= L. The rest of (b) is immediate.
In case (c), when w1(Z1) = 1 mod 2 as k is odd so Z1 is not spin, as in
Crowley [11, §2] we take πCP1 : Z1 → CP
1 to be the nontrivial S3-bundle over
CP
1 (this is X∞ in Crowley’s notation), defined as in the proposition with
S3, SO(4) in place of S4, SO(5). For πCP1 : Y → CP
1 as in the proposition,
there is a natural embedding ι1 : Z1 →֒ Y with πCP1 ◦ ι1 = πCP1 , which embeds
the S3 fibres of πCP1 : Z1 → CP
1 as equators in the S4 fibres of πCP1 : Y → CP
1.
The rest of (c) follows (b), replacing πCP1 : CP
1×S4 → CP1 by πCP1 : Y → CP
1.
For the last part, in (a) we have X ′ = S8, which is compact, oriented and
spin, with Hodd(X ′,Z) = 0. In (b) we have a fibration CP1 →֒ X ′ ։ CP1×S4,
so X ′ is compact and oriented as CP1,CP1 × S4 are, and Hodd(X ′,Z) = 0 by
the Leray–Serre spectral sequence as Hodd(CP1,Z) = Hodd(CP1 × S4,Z) = 0.
We can also show w2(X
′) = 0 as k is even, so X ′ is spin.
In case (c) we have fibrations CP1 →֒ X ′ ։ Y and S4 →֒ Y ։ CP1, so
X ′ is compact and oriented with Hodd(X ′,Z) = 0 as in (b). It is less obvious
that X ′ is spin, since Y is not. The composition X ′ → Y → CP1 induces a
pullback map {0, 1} = H2(CP1,Z2) → H2(X ′,Z2). We can compute w2(X ′),
and we find that Y being non-spin, and k being odd, both contribute the image
of 1 ∈ H2(CP1,Z2) to w2(X ′) ∈ H2(X ′,Z2), but the sum of these contributions
is 0, so w2(X
′) = 0 and X ′ is spin. This completes the proof.
Now let us return to the situation of Step 6, with Z ⊂ X a compact, con-
nected, simply-connected, oriented, embedded 5-submanifold, and ψ : Z → CP2
a smooth map, such that the normal bundle νZ of Z in X is νZ ∼= R ⊕
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ψ∗(O(1)), and w2(Z) is the image of c1(ψ∗(O(1))) in H2(Z,Z2). Proposi-
tion 2.2 with L = ψ∗(O(1)) constructs a compact, oriented, spin 8-manifold
X ′ with Hodd(X ′,Z) = 0 and an embedding  : Z →֒ X ′ with normal bundle
ν′Z
∼= R ⊕ ψ∗(O(1)), so the normal bundles of Z in X and X ′ agree. Hence
we can choose tubular neighbourhoods U,U ′ of Z in X,X ′ and an orientation-
preserving diffeomorphism ι : U → U ′.
Choose Riemannian metrics g, g′ on X,X ′ such that ι identifies g|U with
g′|U ′ , and let E•, E′• be the positive Dirac operators of g, g
′. Since Z and hence
U,U ′ are simply-connected, the spin structures on U,U ′ are unique, and so ι is
also spin-preserving, and thus identifies E•|U and E′•|U ′ .
As in Step 5 we have Φ : X → SU(4) with Φ−1(Y1) = Z and Φ−1(Y2) =
Φ−1(Y3) = ∅, so that X \ Z = Φ−1(Y0). But Y0 retracts to {Id} in SU(4) by
Step 3(iii). Thus we may deform Φ in its homotopy class to make Φ ≡ Id except
close to Z, so we can choose an open set V in X such that X = U ∪ V, and
Z ∩ V = ∅, and deform Φ so that Φ|V ≡ Id.
Define V ′ = ι(U ∩ V )∪ (X ′ \U ′). Then V ′ ⊂ X ′ is open with X ′ = U ′ ∪ V ′,
and ι identifies U ∩ V with U ′ ∩ V ′. Define Φ′ : X ′ → SU(4) by Φ′|U ′ = Φ ◦ ι−1
and Φ′|V ′ ≡ Id. Then Φ′ is smooth, and ι identifies Φ|U and Φ′|U ′ .
Let Q→ X×S1, q : Q|X×{1}
∼=−→ (X×{1})×SU(4) = P and Q′ → X ′×S1,
q′ : Q′|X′×{1}
∼=
−→ (X ′ × {1}) × SU(4) = P ′ correspond to Φ : X → SU(4)
and Φ′ : X ′ → SU(4) by the 1-1 correspondence between (b),(c) in Step 2.
Then the diffeomorphism ι : U → U ′ identifying Φ|U and Φ′|U ′ induces an
isomorphism ι × idS1 : U × S
1 → U ′ × S1, and an isomorphism σ : Q|U×S1 →
(ι × idS1)
∗(Q′|U ′×S1) of principal SU(4)-bundles over U × S
1 compatible with
q|U×{1}, q
′|U ′×{1}. Also Φ|V ≡ Id and Φ
′|V ′ ≡ Id induce trivializations τ :
Q|V×S1 → V × S
1 × SU(4), τ ′ : Q′|V ′×S1 → V
′ × S1 × SU(4), compatible with
q|V×{1}, q
′|V ′×{1} and σ|(U∩V )×S1 .
Choose a partial connection ∇XQ on Q → X × S
1 in the X directions, such
that ∇XQ |X×{1} is identified with ∇
0 under q, and ∇XQ |V×S1 is identified with
∇0|V×S1 under τ . Then there is a unique partial connection ∇
X′
Q′ on Q
′ →
X ′×S1 in theX ′ directions, such that ∇X
′
Q′ |X′×{1} is identified with∇
0 under q′,
and ∇X
′
Q′ |V ′×S1 is identified with ∇
0|V ′×S1 under τ
′, and ∇XQ |U×S1 is identified
with ∇X
′
Q′ |U ′×S1 under σ.
The 1-1 correspondence between (a),(b) in Step 2 identifies Q, q,∇XQ and
Q′, q′,∇X
′
Q′ with loops γ : S
1 → BP and γ′ : S
1 → BP ′ based at [∇0], where
P = X × SU(4) and P ′ = X ′ × SU(4) are the trivial SU(4)-bundles over X,X ′.
For each z ∈ S1 we have principal SU(4)-bundles Q|X×{z} → X , Q
′|X′×{z}
→ X ′ with connections ∇XQ |X×{z}, ∇
X′
Q′ |X′×{z} representing points γ(z) ∈ BP
and γ′(z) ∈ BP ′ . Apply the Excision Theorem, Theorem 2.1, to these, with X,
X ′, E•, E
′
•, SU(4), Q|X×{z}, Q
′|X′×{z}, U, V, U
′, V ′, σ|U×{z}, τ |V×{z}, τ
′|V×{z} in
place of X+, X−, E+• , E
−
• , G, P
+, P−, U+, V +, U−, V −, σ, τ+, τ−. This gives an
isomorphism of Z2-torsors Ωz : Oˇ
E•
P |γ(z)
∼=
−→ Oˇ
E′•
P ′ |γ′(z).
Theorem 2.1(i) implies that Ωz varies continuously with z ∈ S
1. Hence the
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monodromy of OˇE•P around γ in BP , which is Θ([γ]) in the notation of Step 2,
equals the monodromy Θ′([γ′]) of Oˇ
E′•
P ′ around γ
′ in BP ′ . But BP ′ is orientable
by §2.1(v) as Hodd(X ′,Z) = 0, so Θ′([γ′]) = 1, and thus Θ([γ]) = Θˆ([Φ]) = 1.
Since this holds for all [Φ] ∈ [X, SU(4)] with κ([Φ]) = 0, Step 4 implies that BP
is orientable when X is simply-connected, completing Step 6.
3 Proof of Theorem 1.15
3.1 Background on H-spaces
We first introduce H-spaces, following Hatcher [22, §3.C] and Stasheff [50].
Definition 3.1. Let X,Y be topological spaces. Continuous f0, f1 : X → Y
are called homotopic, written f0 ≃ f1, if there is a continuous h : X× [0, 1]→ Y
with h(x, 0) = f0(x) and h(x, 1) = f1(x). Writing ft(x) = h(x, t), this means
there is a continuous family (ft : X → Y )t∈[0,1] interpolating between f0 and
f1. We write this as h : f0
≃
=⇒ f1. Homotopy is an equivalence relation.
Write Topho for the category with objects topological spaces X,Y and
morphisms homotopy equivalence classes [f ] : X → Y of continuous maps
f : X → Y . Then f : X → Y is a homotopy equivalence in Top if [f ] : X → Y
is an isomorphism in Topho.
An H-space is a triple (X, eX , µX) where X is a topological space, eX ∈ X
is a base-point, and µX : X ×X → X is a continuous map such that the maps
x 7→ µX(eX , x) and x 7→ µX(x, eX) are both homotopic to idX : X → X .
Write X0 for the path-connected component of X containing eX . Then X0
is determined uniquely by µX , and if e
′
X ∈ X then (X, e
′
X , µX) is an H-space
if and only if e′X ∈ X0. So the choice of base-point eX is not important, and
we often omit it from the notation, referring to (X,µX) as an H-space. If µX is
clear from context, we will call X an H-space.
An H-space (X, eX , µX) is called commutative (or associative) if µX is com-
mutative (or associative) up to homotopy, that is, if [µX ] is commutative (or
associative) in Topho. From now on, all H-spaces in this paper will be assumed
to be commutative and associative.
Let (X, eX , µX) be an H-space. Then the set π0(X) of path-connected com-
ponents of X has the structure of a commutative, associative monoid, with
identity π0(eX) and multiplication π0(µX). We say that (X, eX , µX) is group-
like if π0(X) is an abelian group.
A morphism of H-spaces, or H-map, f : (X, eX , µX) → (Y, eY , µY ) is a
continuous map f : X → Y such that f(eX) ≃ eY (i.e. f(eX), eY are joined by
a path in Y ; equivalently, f(X0) ⊆ Y0) and f ◦µX ≃ µY ◦ (f × f) : X×X → Y .
Two more-or-less equivalent enhancements of H-spaces are Γ-spaces, as in
Segal [47, §1], and E∞-spaces, as in May [37]. All the H-spaces we deal with in
the proof of Theorem 1.15 may be enhanced to Γ-spaces and E∞-spaces.
The next definition comes from May [36, §1] and Caruso et al. [10, §1].
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Definition 3.2. A homotopy-theoretic group completion of an H-space (X,µX)
is an H-map f : (X,µX)→ (Y, µY ) to a grouplike H-space (Y, µY ) such that:
(i) The map on connected components π0(f) : π0(X) → π0(Y ) is the group
completion of the abelian monoid π0(X), and
(ii) The ring morphism H∗(f) : H∗(X,R) → H∗(Y,R) is localization by
the action of π0(X) on H∗(X,R) for all commutative rings R, where
H∗(X,R), H∗(Y,R) are R-algebras with multiplications H∗(µX), H∗(µY ).
May [36, Lem. 2.1] shows that if an H-space (X,µX) can be enhanced to an
E∞-space then it has a group completion. Caruso et al. [10, Prop. 1.2] prove a
weak universal property of homotopy-theoretic group completions.
The next definition and proposition are new.
Definition 3.3. Let (X,µX) be an H-space.
(a) A weak H-principal Z2-bundle on (X,µX) is a principal Z2-bundle P → X ,
such that there exists an isomorphism p : P ⊠Z2 P → µ
∗
X(P ) of principal
Z2-bundles on X ×X .
Two weak H-principal Z2-bundles P,Q→ X are isomorphic if there exists
an isomorphism P ∼= Q of principal Z2-bundles on X .
(b) A strong H-principal Z2-bundle (P, p) on (X,µX) is a trivializable princi-
pal Z2-bundle P → X , with a choice of isomorphism p : P⊠Z2P → µ
∗
X(P ),
such that in principal Z2-bundles on X ×X ×X we have
(µX × idX)
∗(p) ◦ (idP ⊠ p) ∼= (idX × µX)
∗(p) ◦ (p⊠ idP ) : (3.1)
P ⊠Z2 P ⊠Z2 P −→ (µX ◦ (µX × idX))
∗(P ) ∼= (µX ◦ (idX × µX))
∗(P ),
interpreted as for (1.9) using a homotopy h : µX◦(µX×idX)
≃
=⇒µX◦(idX×
µX), which exists as µX is homotopy associative, and (3.1) is independent
of h as P is trivializable.
An isomorphism ι : (P, p) → (Q, q) of strong H-principal Z2-bundles on
X is an isomorphism ι : P → Q of Z2-bundles on X with ι◦p = q ◦ (ι⊠ ι).
Weak and strong H-principal Z2-bundles pull back along H-maps f : (X,µX)
→ (Y, µY ) in the obvious way. Note that a principal Z2-bundle P → X (up to
isomorphism) is equivalent to a map fP : X → BZ2 (up to homotopy), and P
is a weak H-principal Z2-bundle if and only if fP is an H-map.
Remark 3.4. Continuing Remark 1.16, if we enhanced (X,µX) to a Γ-space [47]
or E∞-space [37], we could define the analogue of strong H-principal Z2-bundle
(P, p) without assuming P is trivializable.
Proposition 3.5. Suppose f : (X,µX)→ (Y, µY ) is a homotopy-theoretic group
completion of H-spaces. Then
(a) If P is a weak H-principal Z2-bundle on X, there exists a weak H-principal
Z2-bundle Q on Y, unique up to isomorphism, with P ∼= f∗(Q).
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(b) If (P, p) is a strong H-principal Z2-bundle on X, there exists a strong
H-principal Z2-bundle (Q, q) on Y, unique up to canonical isomorphism,
with an isomorphism ι : (P, p)→ f∗(Q, q).
Proof. For (a), let g : X → BZ2 be the H-map (natural up to homotopy)
corresponding to P → X . As BZ2 is a grouplike H-space, Caruso et al. [10,
Prop. 1.2] implies that there is a weak H-map h : Y → BZ2, natural up to
weak homotopy, such that g is weakly homotopic to h ◦ f . Here continuous
maps a, b : S → T are weakly homotopic if a ◦ c ≃ b ◦ c whenever c : R → S
is continuous with R a finite CW-complex. For weak H-maps we replace the
homotopy f ◦ µX ≃ µY ◦ (f × f) in Definition 3.1 by weak homotopy.
Let Q→ Y be the principal Z2-bundle corresponding to h : Y → BZ2. Then
h a weak H-map means that Q ⊠Z2 Q,µ
∗
Y (Q) become isomorphic on pull-back
by c : R → Y × Y for any finite CW-complex R and map c. Also g weakly
homotopic to h ◦ f means that P, f∗(Q) become isomorphic on pull-back by
c : R → X for any finite CW-complex R and c. And h natural up to weak
homotopy means that if Q′ is an alternative choice for Q then Q,Q′ become
isomorphic on pull-back by c : R→ Y for any finite CW-complex R and c.
Now principal Z2-bundles Q→ Y are determined up to isomorphism by their
pullbacks along all maps c : S1 → Y , where S1 is a finite CW-complex. Hence
Q ⊠Z2 Q
∼= µ∗Y (Q), so Q → Y is a weak H-principal bundle, and P
∼= f∗(Q),
and any alternative choice Q′ has Q ∼= Q′, so Q is unique up to isomorphism.
For (b), consider the map π0(π) : π0(P )→ π0(X). As P → X is trivializable,
there are two connected components of P for each connected component of X ,
so π0(π) is a 2:1 map, which we regard as a principal Z2-bundle. We may write
π0(P ) =
{
(α, ω) : α ∈ π0(X), ω ∈ Γ(P |α)
}
, π0(π) : (α, ω) 7−→ α,
where Γ(· · · ) means global sections. Define a binary operation ⋆ on π0(P ) by
(α1, ω1)⋆(α2, ω2) =
(
α1+α2, p(ω1⊠ω2)
)
. Then (3.1) implies that ⋆ is associative.
It has identity (0, ω0), where ω0 is unique with (0, ω0) ⋆ (0, ω0) = (0, ω0). This
makes π0(P ) into an associative (though not necessarily commutative) monoid,
and π0(π) : π0(P )→ π0(X) a monoid morphism.
As f : (X,µX)→ (Y, µY ) is a homotopy-theoretic group completion, π0(f) :
π0(X)→ π0(Y ) is the group completion of π0(X). Explicitly we may write
π0(Y ) ∼=
{
(α, β) : α, β ∈ π0(X)
}
/∼, for ∼ the equivalence relation
(α1, β1) ∼ (α2, β2) if ∃γ, δ ∈ π0(X), α1 + γ = α2 + δ, β1 + γ = β2 + δ.
(3.2)
Write ρ : π0(P )→ π0(P )+ for the group completion of π0(P ). Then we have a
commutative diagram of monoids:
π0(P )
pi0(pi)

ρ
// π0(P )
+
σ

π0(X)
pi0(f)
// π0(Y ).
34
Here σ exists by the universal property of the group completion π0(P )
+. Using
the explicit expression for π0(P )
+ analogous to (3.2), written in terms of pairs
(α, ω), we see that the group completion process is compatible with the Z2-
fibration structure, so σ is also a principal Z2-bundle.
Define Q = Y ×Π,pi0(Y ),σ π0(P )
+, where Π : Y → π0(Y ) maps a point to its
connected component. Then Q is a trivializable principal Z2-bundle. Define an
isomorphism q : Q⊠Z2 Q→ µ
∗
Y (Q) of principal Z2-bundles over Y × Y by
q
(
(y1, p
+
1 ), (y2, p
+
2 )
)
=
(
µY (y1, y2), p
+
1 ∗ p
+
2
)
,
where yi ∈ Y , p
+
i ∈ π0(P )
+ with σ(p+i ) = Π(yi), and ∗ is the group operation in
π0(P )
+. Then associativity of ∗ implies that q satisfies (3.1), so (Q, q) is a strong
H-principal Z2-bundle. Define ι : P → f
∗(Q) by ι : p 7→
(
π(p), ρ◦Π(p)
)
. Then ρ
a monoid morphism implies that ι◦p = f∗(q)◦(ι⊠ι). Hence ι : (P, p)→ f∗(Q, q)
is an isomorphism of strong H-principal Z2-bundles onX , giving existence in (b).
For uniqueness, suppose (Q′, q′) is a strong H-principal Z2-bundle (Q, q) on
Y with an isomorphism ι′ : (P, p) → f∗(Q′, q′). Then Q′ is trivializable, so
π0(π) : π0(Q
′) → π0(Y ) is a principal Z2-bundle. Equation (3.1) implies that
π0(q
′) : π0(Q
′) × π0(Q′) → π0(Q′) is associative, and as π0(Y ) is a group, it
is easy to see that π0(Q
′) is a group, and π0(ι
′), π0(π
′) are group morphisms.
Consider the commutative diagram:
π0(P )
pi0(ι
′) ,,❳❳
❳❳
❳
❳❳
❳❳
❳❳
❳❳
❳
pi0(pi)

ρ
// π0(P )
+
τ
∼=rr
σ

π0(Q
′)
pi0(pi
′)
,,❨❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
❨
π0(X)
pi0(f)
// π0(Y ).
(3.3)
Here the group morphism τ exists by the universal property of π0(P )
+.
Since σ, π0(π
′) are both principal Z2-bundles and ρ, π0(ι
′) are injective on Z2 =
Kerπ0(π), we see that τ is an isomorphism. Since Q
′ ∼= Y ×Π,pi0(Y ),σ π0(Q
′) and
Q = Y ×Π,pi0(Y ),σ π0(P )
+, it follows that τ lifts to an isomorphism υ : Q→ Q′.
This satisfies υ◦q = q′◦(υ⊠υ) as τ is a group morphism, so υ is an isomorphism
of strong H-principal Z2-bundles, and q
′ = f∗(υ) ◦ q since π0(ι′) = τ ◦ ρ. Also υ
is unique under these conditions, as τ is unique in (3.3). Thus Q is unique up
to canonical isomorphism, proving (b).
3.2 Background from Joyce–Tanaka–Upmeier [32]
The next three definitions come from [32, §2.3–§2.4].
Definition 3.6. We summarize some well known material which can be found
in Milnor and Stasheff [40], May [38, §§16.5, 23, 24], and Husemo¨ller et al. [23,
Part II]. Let G be a topological group. A classifying space for G is a topological
space BG and a principal G-bundle π : EG→ BG such that EG is contractible.
Classifying spaces exist for any G, and are unique up to homotopy equivalence.
Classifying spaces have the property that if X is a paracompact topological
35
space and P → X is a principal G-bundle, then there exists a continuous map
fP : X → BG, unique up to homotopy, and an isomorphism P ∼= f∗P (EG) of
principal G-bundles on X .
Write BU for the (homotopy) direct limit BU = lim
−→n→∞
BU(n). Then
BU × Z is the classifying space for complex K-theory. That is, as in May [38,
p. 204-5], for compact topological spaces X there is a natural bijection
K0(X) ∼= [X,BU× Z] = π0
(
MapC0(X,BU× Z)
)
. (3.4)
Define Πn : BU(n) → BU × Z for n > 0 to map BU(n) → BU from the
direct limit BU = lim
−→n→∞
BU(n), and to map BU(n) → n ∈ Z. Then if a
principal U(n)-bundle P → X corresponds to fP : X → BU(n), its K-theory
class JP K ∈ K0(X) corresponds to Πn ◦ fP : X → BU× Z.
The inclusion U(n)×U(n′)→ U(n+n′) mapping (A,B) 7→
(
A 0
0 B
)
induces a
morphism µn,n′ : BU(n)×BU(n′)→ BU(n+n′). We interpret this in terms of
direct sums: if P → X , Q→ X are principal U(n), U(n′)-bundles corresponding
to fP : X → BU(n), fQ : X → BU(n′) then µn,n′ ◦ (fP , fQ) : X → BU(n+ n′)
corresponds to the principal U(n+ n′)-bundle P ⊕Q→ X .
Let µ = lim−→n,n′→∞ µn,n
′ : BU × BU → BU. Then µ is homotopy com-
mutative and associative, and makes BU into an H-space. We can also define
µ′ : (BU × Z) × (BU × Z) → BU × Z as the product of µ : BU × BU → BU
and + : Z × Z → Z. Then µ′ induces the operation of addition on K0(X) ∼=
[X,BU× Z], from direct sum of vector bundles.
Definition 3.7. Let X be a compact, connected manifold, and use the notation
of Definition 3.6. Write C = MapC0(X,BU × Z) for the topological space of
continuous maps X → BU × Z, with the compact-open topology. Equation
(3.4) identifies the set π0(C) of path-connected components of C with K0(X).
Write Cα for the connected component of C corresponding to α ∈ K0(X) under
(3.4), so that C =
∐
α∈K0(X) Cα.
Define Ψ : C × C → C by Ψ : (f, g) 7→ µ′ ◦ (f, g). Then Ψ is homotopy
commutative and associative, as µ′ is, and makes C into an H-space. Write
Ψα,β = Ψ|Cα×Cβ : Cα × Cβ → Cα+β for α, β ∈ K
0(X). By [32, Prop. 2.24],
Cα is homotopy equivalent to C0 for all α ∈ K
0(X), and there is a canonical
isomorphism π1(Cα) ∼= K1(X).
Now let P → X be a principal U(n)-bundle. Then we have a topologi-
cal stack BP = [AP /GP ] as in §1.1. Define a topological space B
cla
P = (AP ×
EGP )/GP , where EGP → BGP is a classifying space for GP , and let πcla :
BclaP → BP be the obvious projection in Ho(TopSta). Then π
cla is a fi-
bration with contractible fibre EGP . Noohi [44] develops a homotopy the-
ory for topological stacks, and in Noohi’s language BclaP is a classifying space
for BP , and π
cla is a homotopy equivalence. Classifying spaces are a functor
(−)cla : Ho(TopStahp) → Top
ho from the category of ‘hoparacompact’ topo-
logical stacks (which include BP ) to topological spaces up to homotopy.
There is a universal principal U(n)-bundle UP = (P ×AP )/GP → X × BP ,
so (idX ×πcla)∗(UP )→ X×B
cla
P is a principal U(n)-bundle over a paracompact
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topological space, and corresponds to some fP : X × B
cla
P → BU(n). Write
ΣP : B
cla
P → MapC0(X,BU(n)) for the corresponding map. Then fP ,ΣP are
unique up to homotopy.
Connected components of MapC0(X,BU(n)) correspond to isomorphism
classes [Q] of principal U(n)-bundles Q → X . Write MapC0(X,BU(n))[P ]
for the component corresponding to [P ]. Using the arguments of Donaldson–
Kronheimer [14, Prop. 5.1.4] and Atiyah–Bott [2, Prop. 2.4], we see that ΣP :
BclaP → MapC0(X,BU(n))[P ] is a homotopy equivalence. Define Σ
C
P : B
cla
P → C
by ΣCP : b 7→ Πn ◦ ΣP (b). Then Σ
C
P maps B
cla
P → Cα, where α = JP K ∈ K
0(X).
Suppose Q → X is a principal U(n′)-bundle with JQK = β ∈ K0(X), so
P ⊕Q → X is a principal U(n+ n′)-bundle with JP ⊕QK = α + β. As in [32,
Ex. 2.11] we define a morphism of topological stacks ΨP,Q : BP × BQ → BP⊕Q
mapping ΨP,Q :
(
[∇P ], [∇Q]
)
7→ [∇P ⊕∇Q]. These ΨP,Q are commutative and
associative. Applying the classifying space functor [44] gives ΨclaP,Q : B
cla
P ×B
cla
Q →
BclaP⊕Q, which is natural, commutative, and associative, up to homotopy.
Then the following diagram commutes up to homotopy:
BclaP × B
cla
Q
ΣCP×Σ
C
Q
..
≃ΨclaP,Q

ΣP×ΣQ
//
MapC0(X,BU(n))[P ]×
MapC0(X,BU(n
′))[Q]
≃
(Πn◦)×(Πn′◦)
//
µn,n′◦

Cα × Cβ
Ψα,β=µ
′◦

BclaP⊕Q
ΣCP⊕Q
00
ΣP⊕Q
// MapC0(X,BU(n+n
′))[P⊕Q]
Πn+n′◦
// Cα+β.
(3.5)
We now have a commutative diagram
∐
iso. classes [P ] of
principal U(n)-bundles
P → X, n > 0
BclaP
∐
[P ] ΣP
≃
//
∐
[P ] Σ
C
P
,,❨❨❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
❨
∐
[P ], n>0
MapC0(X,BU(n))[P ]
=
∐
n>0
MapC0(X,BU(n))
∐
n>0 Πn◦

C = MapC0(X,BU× Z),
(3.6)
with the top row a homotopy equivalence. The three objects are H-spaces,
with H-space multiplications
∐
[P ],[Q]Ψ
cla
P,Q,
∐
n,n′>0 µn,n′◦, and µ
′◦, and the
morphisms in (3.6) are H-space morphisms by (3.5). Also C is a grouplike H-
space, as π0(C) = K0(X) is a group.
Here on the left hand side of (3.6), we sum over isomorphism classes [P ]
of principal U(n)-bundles P → X , and we pick one representative P in each
isomorphism class [P ] to give the corresponding BclaP . If P
′ ∈ [P ] is an alternative
choice then BP ,BP ′ are canonically isomorphic.
Proposition 3.8. The H-space morphisms
∐
[P ] Σ
C
P and
∐
n>0Πn◦ in (3.6)
are homotopy-theoretic group completions, in the sense of Definition 3.2.
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Proof. We use the Γ-spaces of Segal [47]. Given a Γ-space S, Segal [47, §4]
constructs a Γ-space morphism S → ΩBS which is a homotopy-theoretic group
completion at the level of H-spaces, where BS is the geometric realization of S as
a simplicial complex, and ΩBS its loop space. IfX is compact and S is a Γ-space
then MapC0(X,S) is a Γ-space, by applying the Γ-space operations pointwise
in X . Now
∐
n>0BU(n) is a Γ-space. Let X be compact and connected.
Then MapC0(X,
∐
n>0BU(n)) =
∐
n>0MapC0(X,BU(n)) is a Γ-space, with
homotopy-theoretic group completion
∐
n>0MapC0(X,BU(n)) −→ ΩB
(
MapC0(X,
∐
n>0BU(n)
)
. (3.7)
We have homotopy equivalences
ΩB
(
MapC0(X,
∐
n>0BU(n)
)
≃ ΩMapC0
(
X,B(
∐
n>0BU(n))
)
≃ MapC0
(
X,ΩB(
∐
n>0BU(n))
)
≃ MapC0(X,BU× Z),
(3.8)
where the first two are elementary consequences of the definitions, and the third
ΩB(
∐
n>0BU(n)) ≃ BU × Z follows from Segal [47, top p. 305 for R = C].
Combining (3.7)–(3.8) shows
∐
n>0Πn◦ in (3.6) is a homotopy-theoretic group
completion. Then
∐
[P ]Σ
C
P is too, as
∐
[P ] ΣP is a homotopy equivalence.
Definition 3.9. Continue in the situation of Definition 3.7, and let E• be a
real elliptic operator on X . In [32, Def. 2.22] we construct a principal Z2-bundle
OE• → C with OE•α := O
E• |Cα → Cα for α ∈ K
0(X), unique up to canonical
isomorphism, and isomorphisms of principal Z2-bundles on C × C, Cα × Cβ :
ψ : OE• ⊠Z2 O
E• −→ Ψ∗(OE•),
ψα,β := ψ|Cα×Cβ : O
E•
α ⊠Z2 O
E•
β −→ Ψ
∗
α,β(O
E•
α+β),
(3.9)
canonical if OE• is trivializable, with the following properties: firstly, we have
(Ψ× idC)
∗(ψ ◦ (ψ ⊠ idOE• ) ≃ (idC ×Ψ)
∗(ψ) ◦ (idOE• ⊠ ψ). (3.10)
Here two sides of (3.10) are isomorphisms of Z2-bundles on C × C × C from
OE• ⊠Z2 O
E• ⊠Z2 O
E• to (Ψ ◦ (Ψ× idC))∗(OE•) and to (Ψ ◦ (idC ×Ψ))∗(OE•).
By homotopy associativity there is a homotopy Ψ ◦ (Ψ× idC) ≃ Ψ ◦ (idC ×Ψ).
As in Remark 1.16, we can identify the two pullback Z2-bundles by parallel
translation along this homotopy, and then (3.10) makes sense.
[Aside: as in Remark 1.16, if OE• is nontrivial then the identification above
may depend on the choice of homotopy h : Ψ ◦ (Ψ× idC)
≃
=⇒Ψ ◦ (idC ×Ψ). To
choose h correctly, one should enhance the H-spaces to Γ-spaces or E∞-spaces,
which we do not do. However, we will only use (3.10) in the proof of Theorem
1.15(c) when OE• is assumed trivial, so this problem will not arise.]
Secondly, let P → X be a principal U(n)-bundle, with JP K = α ∈ K0(X).
As in §1.1 we have a Z2-bundle O
E•
P → BP . There is an isomorphism
σCP : (π
cla)∗(OE•P ) −→ (Σ
C
P )
∗(OE•α ), (3.11)
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which is natural if OE•α is trivializable. (In fact if 2n > dimX then πk(Σ
C
P ) :
πk(B
cla
P ) → πk(Cα) is an isomorphism for k = 0, 1, which implies that (3.11)
determines OE•α → Cα uniquely up to canonical isomorphism. This is how we
begin constructing the OE•α .)
Thirdly, let Q → X be a principal U(n′)-bundle with JQK = β ∈ K0(X).
Let ∇P ,∇Q be connections on P,Q, and ∇P⊕Q = ∇P ⊕∇Q the corresponding
connection on P ⊕Q. Then there is a natural isomorphism
Ad(P ⊕Q) ∼= Ad(P )⊕Ad(Q)⊕
(
(P ×U(n) C
n
)⊗C (Q×U(n′) C
n′)
)
,
so the twisted operators in (1.2) satisfy
D∇Ad(P⊕Q) ∼= D∇Ad(Q) ⊕D∇Ad(P ) ⊕D∇(P×U(n)C
n)⊗C(Q×U(n′)
C
n′ ) . (3.12)
Now D∇(P×U(n)Cn)⊗C(Q×U(n′)Cn
′
) is a complex linear elliptic operator, so its
real determinant has a natural orientation, since complex vector spaces have
natural orientations considered as real vector spaces. Thus, taking orientations
of real determinant line bundles in (3.12), as in [32, Ex. 2.11] we obtain a natural
isomorphism of principal Z2-bundles on BP × BQ:
ψP,Q : O
E•
P ⊠Z2 O
E•
Q −→ Ψ
∗
P,Q(O
E•
P⊕Q). (3.13)
The ψP,Q are associative, and commutative up to signs in [32, (2.11)]. Then we
have a commutative diagram of Z2-bundles on B
cla
P × B
cla
Q , parallel to (3.5):
(πcla)∗(OE•P )⊠Z2 (π
cla)∗(OE•Q )
σCP⊠σ
C
Q
//
(picla)∗(ψP,Q)

(ΣCP )
∗(OE•α )⊠Z2 (Σ
C
Q)
∗(OE•β )
(ΣCP×Σ
C
Q)
∗(ψα,β)

(πcla)∗(Ψ∗P,Q(O
E•
P⊕Q))≃
(ΨclaP,Q)
∗◦(πcla)∗(OE•P⊕Q)
(ΨclaP,Q)
∗
(σCP⊕Q)
//
(ΨclaP,Q)
∗◦
(ΣCP⊕Q)
∗(OE•α+β)
≃
(3.5)
//
(ΣCP × Σ
C
Q)
∗◦
Ψ∗α,β(O
E•
α+β).
(3.14)
Here the two ‘≃’ are isomorphisms relating pullbacks of the same bundle by
homotopic morphisms, and are interpreted as for (1.9) and (3.10).
Fourthly, by [32, Prop. 2.24(b)], OE• is trivializable if and only if OE•α → Cα
is trivializable for all α ∈ K0(X), if and only if OE•0 → C0 is trivializable.
In the obvious way, we say that C, Cα are orientable if OE• , OE•α are trivial-
izable, and an orientation oE•α for Cα is a trivialization O
E•
α
∼= Cα × Z2.
Equation (3.11) shows that if Cα is orientable then BP is orientable for any
principal U(n)-bundle P → X with JP K = α in K0(X), and an orientation
for Cα induces orientations on BP for all such P . Hence, if we can construct
orientations on Cα for all α ∈ K0(X), we obtain orientations on BP for all
U(n)-bundles P → X , for all n > 0.
Comparing Definition 3.3 with (3.9)–(3.10) yields:
Lemma 3.10. In Definition 3.9, OE• → C is a weak H-principal Z2-bundle. If
OE• is trivializable then (OE• , ψ) is a strong H-principal Z2-bundle.
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3.3 Background on Algebraic Geometry, proof of (a)
We now give a bit more detail on the algebro-geometric side of Theorem 1.15(a).
Let X be a smooth projective C-scheme. Then we can consider coherent
sheaves on X , as in Hartshorne [21, §II.5] and Huybrechts and Lehn [25]. We
write coh(X) for the abelian category of coherent sheaves on X , and Dbcoh(X)
for its bounded derived category, as a triangulated category with a full sub-
category coh(X) ⊂ Dbcoh(X). See Gelfand and Manin [19] on triangulated
categories, and Huybrechts [24] on Dbcoh(X).
Higher and derived C-stacks form ∞-categories HStaC,DStaC, as in Toe¨n
and Vezzosi [52,55,56] and Simpson [49]. We write Ho(HStaC),Ho(DStaC) for
their homotopy categories. Write M for the derived moduli stack of objects in
Dbcoh(X), as a derived C-stack, and M = t0(M) for its classical truncation,
as a higher C-stack. These exist by [54].
Actually this is slightly misleading: as in [54, §1], just the triangulated
category structure on Dbcoh(X) is not sufficient to define the moduli stacks.
Rather, M,M are moduli stacks of objects in a dg-category dgmodft-OX , and
Dbcoh(X) ∼= Ho(dgmodft-OX), so C-points of M,M correspond to isomor-
phism classes of objects in Dbcoh(X). But we will ignore this point.
We may write M as an internal mapping stack
M = MapHStaC(X,PerfC),
where PerfC is a higher stack which classifies perfect complexes, as in Toe¨n and
Vezzosi [56, Def. 1.3.7.5], which is justM for X = SpecC the point. There is a
tautological morphism u : X ×M→ PerfC in Ho(HStaC). On PerfC there is a
tautological perfect complex U•0. Write U
• = u∗(U•0), a perfect complex on X×
M which we call the universal complex. It has the property that U•|X×{[F•]} ∼=
F • for any object F • in Dbcoh(X).
There is a morphism Φ0 : PerfC×PerfC → PerfC mapping ([F •], [G•]) 7→
[F • ⊕G•] on C-points. Write Φ :M×M→M for the composition
M×M
∼= // MapHStaC(X,PerfC×PerfC)
Φ0◦ // MapHStaC(X,PerfC) M.
Then the following diagram commutes:
X ×M×M
[u◦(Π1,Π2)]×[u◦(Π1,Π3)]
//
idX×Φ

PerfC×PerfC
Φ0

X ×M
u // PerfC .
(3.15)
Also Φ is commutative and associative in Ho(HStaC), with identity [0] ∈ M.
As Φ0 maps ([F
•], [G•]) 7→ [F •⊕G•], there is an isomorphism on PerfC×PerfC:
Φ∗0(U
•
0)
∼= Π∗1(U
•
0)⊕Π
∗
2(U
•
0). (3.16)
Pulling U•0 back round the two routes around (3.15) and using U
• = u∗(U•0) and
(3.16) gives an isomorphism on X ×M×M:
(idX × Φ)
∗(U•) ∼= (Π1,Π2)
∗(U•)⊕ (Π1,Π3)
∗(U•). (3.17)
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As in §1.4(v), Simpson [48] and Blanc [6, §3.1] define a topological realization
functor (−)top : Ho(HStaC) → Topho, the analogue of the classifying space
functor (−)cla : Ho(TopSta) → Topho discussed in §3.2. Applying this to
M,Φ gives a topological spaceMtop and continuous map Φtop :Mtop×Mtop →
Mtop, which up to homotopy is commutative and associative with identity. That
is, (Mtop, [0]top,Φtop) is an H-space.
It follows from Blanc [6, Th.s 4.7 & 4.21] that there is a homotopy equivalence
Perftop
C
≃ BU×Z, which lifts to an equivalence of symmetric spectra, and thus of
H-spaces. As topological realizations matter only up to homotopy equivalence,
we may take Perftop
C
= BU×Z, and Φtop0 = µ
′. Then applying (−)top to (3.15)
yields a homotopy commutative diagram
Xan ×Mtop ×Mtop
≃
[utop◦(Π1,Π2)]×[u
top◦(Π1,Π3)]
//
idXan×Φ
top

(BU× Z)× (BU× Z)
µ′

Xan ×Mtop
utop // BU× Z.
(3.18)
Translating (3.18) into a diagram of mapping spaces MapX0(X
an,−) and
using the notation C,Γ,Ψ in Theorem 1.15(a), where Γ,Ψ correspond to utop, µ′,
gives a homotopy commutative diagram:
Mtop ×Mtop
≃
Γ×Γ
//
Φtop

C × C = MapC0(X
an, BU× Z)2
Ψ=µ′◦

Mtop
Γ // C = MapC0(X
an, BU× Z).
This gives the homotopy Γ ◦ Φtop ≃ Ψ ◦ (Γ × Γ) claimed in Theorem 1.15(a).
The rest of Theorem 1.15(a) is immediate.
The next two definitions define and study φ : Oω ⊠Z2 O
ω → Φ∗(Oω) in
equation (1.8) of Theorem 1.15(c).
Definition 3.11. Let X be a smooth projective C-scheme, and use the notation
above. Write Π1,Π2,Π3 for the projection to the first–third factors of X×M×
M. Define a perfect complex Ext• on M×M, the Ext complex, by
Ext• = (Π2,Π3)∗
[
(Π1,Π2)
∗(U•)∨ ⊗ (Π1,Π3)
∗(U•)
]
, (3.19)
using derived pushforward, pullback and tensor product functors as in Huy-
brechts [24]. Then for F •, G• in Dbcoh(X) and k ∈ Z we have
Hk
(
Ext• |([F•],[G•])
)
∼= Extk(F •, G•) := HomDbcoh(X)
(
F •, G•[k]
)
. (3.20)
As in §1.4, we can consider the cotangent complex LM and its restriction
LM|M. It is well known that
Hk
(
LM|[F•]
)
∼= Ext1−k(F •, F •)∗. (3.21)
Since LPerfC |PerfC
∼= U•0 ⊗
L (U•0)
∨[−1], using facts about (co)tangent complexes
of mapping stacks in [46, §2.1] we can prove that
LM|M ∼= ∆
∗
M
(
(Ext•)∨[−1]
)
, (3.22)
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as we would expect from comparing (3.20) and (3.21), where ∆M :M→M×M
is the diagonal morphism. Taking determinant line bundles in (3.22) gives a
canonical isomorphism of line bundles on M:
det(LM|M) ∼= ∆
∗
M
(
det(Ext•)
)
. (3.23)
If F •1 , . . . , F
•
4 ∈ D
bcoh(X) there is a natural isomorphism
Extk(F •1 ⊕ F
•
2 , F
•
3 ⊕ F
•
4 )
∼=
⊕j=3,4
i=1,2 Ext
k(F •i , F
•
j ). (3.24)
Corresponding to this we have an isomorphism of complexes onM×M×M×M:
(Φ× Φ)∗(Ext•) ∼=(Π1,Π3)
∗(Ext•)⊕ (Π1,Π4)
∗(Ext•)⊕
(Π2,Π3)
∗(Ext•)⊕ (Π2,Π4)
∗(Ext•).
(3.25)
To prove (3.25), note that
(Φ× Φ)∗(Ext•) = (Φ× Φ)∗
(
(Π′′2 ,Π
′′
3)∗
[
(Π′′1 ,Π
′′
2 )
∗(U•)∨ ⊗ (Π′′1 ,Π
′′
3 )
∗(U•)
])
∼= (Π′1, . . . ,Π
′
4)∗ ◦ (idX × Φ× Φ)
∗
[
(Π′′1 ,Π
′′
2 )
∗(U•)∨ ⊗ (Π′′1 ,Π
′′
3)
∗(U•)
]
∼= (Π′1, . . . ,Π
′
4)∗
[
(Π′0,Π
′
1,Π
′
2)
∗ ◦ (idX × Φ)
∗(U•)∨
⊗ (Π′0,Π
′
3,Π
′
4)
∗ ◦ (idX × Φ)
∗(U•)
]
∼= (Π′1, . . . ,Π
′
4)∗
[
(Π′0,Π
′
1,Π
′
2)
∗[(Π′′1 ,Π
′′
2 )
∗(U•)⊕ (Π′′1 ,Π
′′
3)
∗(U•)]∨
⊗ (Π′0,Π
′
3,Π
′
4)
∗[(Π′′1 ,Π
′′
2 )
∗(U•)⊕ (Π′′1 ,Π
′′
3)
∗(U•)]
]
(3.26)
∼= (Π′1, . . . ,Π
′
4)∗
[
(Π′0,Π
′
1)
∗(U•)∨ ⊗ (Π′0,Π
′
3)
∗(U•)
⊕ (Π′0,Π
′
1)
∗(U•)∨ ⊗ (Π′0,Π
′
4)
∗(U•)⊕
⊕ (Π′0,Π
′
2)
∗(U•)∨ ⊗ (Π′0,Π
′
4)
∗(U•)
]
∼= (Π1,Π3)
∗(Ext•)⊕ (Π1,Π4)
∗(Ext•)⊕ (Π2,Π3)
∗(Ext•)⊕ (Π2,Π4)
∗(Ext•),
where we write Π1, . . . ,Π4, and Π
′
0, . . . ,Π
′
4, and Π
′′
1 , . . . ,Π
′′
3 , for the projections
to the factors ofM×M×M×M, and X×M×M×M×M, and X×M×M,
respectively. Here we use (3.19) in the first and sixth steps, and (3.17) in the
fourth, and properties of pullbacks and pushforwards in the rest.
Write ∆13M×∆
24
M :M×M→M×M×M×M for the diagonal morphism
acting on points by ([F •], [G•]) 7→ ([F •], [G•], [F •], [G•]). Then pulling back
(3.27) by ∆13M ×∆
24
M, taking determinant line bundles, and using (3.23), yields
an isomorphism of line bundles on M×M:
Φ∗(det(LM|M)) ∼=Π
∗
1(det(LM|M))⊗ det(Ext
•)⊗
σ∗(det(Ext•))⊗Π∗2(det(LM|M)),
(3.27)
where σ :M×M→M×M exchanges the factors.
Definition 3.12. Suppose (X, θ) is an algebraic Calabi–Yau 2m-fold, and
use the notation of Definition 3.11 for X . Pantev–Toe¨n–Vaquie´–Vezzosi [46,
Cor. 2.13] give M a (2− 2m)-shifted symplectic structure ω, so Definition 1.10
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defines a notion of orientation on (M, ω), which form an algebraic principal
Z2-bundle π : O
ω →M. Write Oωα = O
ω |Mα for each α ∈ K
0(Xan).
Serre duality on the Calabi–Yau 2m-fold X gives isomorphisms
Extk(F •, G•) ∼= Ext2m−k(G•, F •)∗ (3.28)
for F •, G• in Dbcoh(X) and k ∈ Z. This corresponds to an isomorphism
Ext• ∼= σ∗
(
(Ext•)∨[2m]
)
, (3.29)
which may be proved from (3.19) using the fact that the dualizing complex of
a Calabi–Yau 2m-fold X is OX [2m]. Taking determinant line bundles in (3.29)
gives an isomorphism
det Ext• ∼= σ∗
(
det(Ext•)
)∨
. (3.30)
Substituting this into (3.27) yields an isomorphism
Φ∗(det(LM|M)) ∼= Π
∗
1(det(LM|M))⊗Π
∗
2(det(LM|M)). (3.31)
The isomorphism ω · : TM[−1] → LM[2m − 1] used in Definition 1.10 to
define ιω : det(LM|M) → det(LM|M)−1 and the orientation bundle Oω →M
agrees with ∆∗M((3.29)) under (3.22). Therefore (3.31) is compatible with the
isomorphisms ιω used in Definition 1.10 to define the orientation bundles Oω →
M. Thus as in (1.8) it induces an isomorphism
φ : Oω ⊠Z2 O
ω −→ Φ∗(Oω) (3.32)
of principal Z2-bundles onM×M, which is an algebraic analogue of ψ in (3.9).
As for (3.10), using analogues of (3.24) for Extk(F •1 ⊕F
•
2 ⊕F
•
3 , F
•
4 ⊕F
•
5 ⊕F
•
6 )
and of (3.25)–(3.27) on M×M×M×M×M×M, we can show that
(Φ× idM)
∗(φ) ◦ (φ ⊠ idOω ) = (idM × Φ)
∗(φ) ◦ (idOω ⊠ φ). (3.33)
Applying (−)top to Oω → M gives a principal Z2-bundle Oω,top → M
top.
Then applying (−)top to (3.32)–(3.33) (where the analogue of (3.33) holds up
to homotopy as for (3.10)) and using Definition 3.3 yields:
Lemma 3.13. In Definition 3.12, Oω,top → Mtop is a weak H-principal Z2-
bundle. If Oω,top is trivializable then (Oω,top, φtop) is a strong H-principal Z2-
bundle.
3.4 Set up of the proof, for smooth projective C-schemes
Although Theorem 1.15(b),(c) concern algebraic Calabi–Yau 4m-folds (X, θ), we
write the first part of the proof in this section for a general smooth projective
C-scheme X , as we hope in future to use the same method to prove other things.
Then in §3.5 we specialize to Calabi–Yau 4m-folds.
Throughout we fix a smooth projective C-scheme X , and use the notation
of Theorem 1.11(a) and §3.1, §3.3 for X , and §3.2 with Xan in place of X .
The next definitions and results, until Lemma 3.20, are heavily based on
Friedlander and Walker [16, §2].
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Definition 3.14. Write IndSchC for the category of C-ind-schemes, as in
Gaitsgory and Rozenblyum [17], [18, §2]. Suppose T0
τ0−→T1
τ1−→T2
τ2−→ · · · is
a sequence of closed embeddings of C-schemes. Then we may form the direct
limit T = lim
−→k→∞
Tk as a C-ind-scheme. All the C-ind-schemes in this paper
are of this type. If S is a finite type C-scheme then
HomIndSchC(S, T ) = lim−→k→∞
HomSchC(S, Tk). (3.34)
That is, every morphism S → T in IndSchC factors through the inclusion
Tk →֒ T from the direct limit for k ≫ 0.
As a simple example of a C-ind-scheme, consider A0
α0−→A1
α1−→A2
α2−→ · · ·
in SchC, where αk : (t1, . . . , tk) 7→ (t1, . . . , tk, 0). Then A
∞ := lim
−→k→∞
A
k is a
kind of infinite-dimensional affine space.
Every C-scheme or C-ind-scheme S has an underlying complex analytic space
San, a topological space. If X is a smooth projective C-scheme then Xan has
the structure of a compact complex manifold. If T = lim
−→k→∞
Tk as above then
T an = lim
−→k→∞
T ank as a direct limit in topological spaces.
We can consider C-ind-schemes T as examples of general C-stacks (though
not Artin C-stacks), that is, there is an embedding IndSchC ⊂ Ho(StaC), such
that HomStaC(S, T ) = HomIndSchC(S, T ) for S a finite type C-scheme, as in
(3.34). Topological realizations work for C-stacks of this type. The topological
realization Stop of a C-ind-scheme S, considered as a C-stack, is homotopy-
equivalent to San, so we may take Stop = San.
Definition 3.15. An algebraic vector bundle E → X on X is a locally free
coherent sheaf E on X in the sense of [21]. Then E has a corresponding complex
vector bundle Ean → Xan and K-theory class JEK = JEanK ∈ K0(Xan).
We allow vector bundles E → Y on disconnected C-schemes Y to have
different ranks on different connected components of Y .
We say that E is generated by global sections if there exists a surjective
morphism V ⊗C OX → E in coh(X), for V a finite-dimensional C-vector space.
If E is generated by global sections, a generating sequence (s1, s2, . . .) for
E is a sequence s1, s2, . . . in H
0(E) with sk = 0 for all k ≫ 0, such that the
morphism (s1, . . . , sN ) : C
N ⊗OX → E is surjective for N ≫ 0.
We writeMvb,gs for for the moduli stack of vector bundles E → X generated
by global sections, as an Artin C-stack. ThenMvb,gs ⊂M is an open substack,
considering E → X as a complex in Dbcoh(X) concentrated in degree 0.
Definition 3.16. For 0 6 k 6 N , write Grk(C
N) for the Grassmannian of
vector subspaces V ⊂ CN with dimV = k. It is a smooth projective C-scheme
of dimension k(N − k). We set Gr(CN ) =
∐N
k=0Grk(C
N ).
For any C-scheme or C-ind-scheme Y we will write CN = CN ⊗OY for the
trivial vector bundle CN → Y with fibre CN .
Then on Gr(CN ) there is a tautological vector subbundle F tautN ⊂ C
N , whose
fibre at a C-point V ∈ Gr(CN ) is F tautN
∣∣
V
= V . There is a quotient vector bundle
F quotN := C
N/F tautN on Gr(C
N ).
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Define a closed embedding iN : Gr(C
N ) →֒ Gr(CN+1) to map V ⊂ CN
to V ⊕ C ⊂ CN ⊕ C = CN+1. Write Gr(C∞) = lim
−→N→∞
Gr(CN ) for the
direct limit using these closed embeddings. It is not a scheme, but it is an ind-
scheme. It has an underlying complex analytic topological space Gr(C∞)an =
lim−→N→∞Gr(C
N )an, where Gr(CN )an is the complex analytic topological space
of the C-scheme Gr(CN ), which is a disjoint union of complex manifolds.
In vector bundles on Gr(CN ) we have natural isomorphisms i∗N (F
taut
N+1)
∼=
F tautN ⊕C and i
∗
N(F
quot
N+1)
∼= F
quot
N . Thus there is a natural quotient vector bundle
F quot∞ → Gr(C
∞) in the sense of ind-schemes, with canonical isomorphisms
F quot∞ |Gr(CN )
∼= F
quot
N for all N > 0. The vector bundles F
taut
N do not extend to
Gr(C∞) in the same way.
Regarding Gr(C∞) as a C-stack, for any finite type C-scheme S we have
HomStaC
(
S,Gr(C∞)
)
= lim−→N→∞HomSchC(S,Gr(C
N )).
Define χN : Gr(C
N ) × Gr(CN ) → Gr(C2N ) to map (V1, V2) 7→ V1 ⊕ V2 on
C-points, where V1 ⊕ V2 ⊂ C
N ⊕ CN , and we identify CN ⊕ CN ∼= C2N by
(
(x1, . . . , xN ), (y1, . . . , yN )
)
≃ (x1, y1, x2, y2, . . . , xN , yN).
Then the following commutes:
Gr(CN )×Gr(CN )
iN×iN

χN
// Gr(C2N )
i2N+1◦i2N

Gr(CN+1)×Gr(CN+1)
χN+1
// Gr(C2N+2).
Hence by properties of direct limits we have a morphism χ∞ = lim−→N→∞
χN :
Gr(C∞)×Gr(C∞)→ Gr(C∞). It is homotopy commutative and associative on
Gr(C∞)an by Friedlander–Walker [16, Prop. 2.8] for X = SpecC.
The next lemma is an elementary consequence of Definition 3.16.
Lemma 3.17. There is a natural 1-1 correspondence between C-points z in
Gr(C∞) and isomorphism classes
[
V, (v1, v2, . . .)
]
of pairs
(
V, (v1, v2, . . .)
)
where
V ∼= F quot∞ |z is a finite-dimensional C-vector space and v1, v2, . . . ∈ V with
vk = 0 for k ≫ 0 and V = 〈v1, v2, . . .〉C. Under this, χ∞ acts on C-points by
χ∞ :
(
(V, (v1, v2, . . .)), (W, (w1, w2, . . .))
)
7−→(
V ⊕W, (v1 ⊕ 0, 0⊕ w1, v2 ⊕ 0, 0⊕ w2, v3 ⊕ 0, . . .)
)
.
(3.35)
Definition 3.18. For X a smooth projective C-scheme as above and N > 0,
we have a mapping C-scheme MapSchC
(
X,Gr(CN )
)
, which is a projective C-
scheme, whose C-points φ are C-scheme morphisms φ : X → Gr(CN ). It has a
tautological morphism
τX,N : X ×MapSchC
(
X,Gr(CN )
)
−→ Gr(CN )
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with τX,N (x, φ) = φ(x) on C-points.
On X ×MapSchC
(
X,Gr(CN )
)
we have the trivial vector bundle CN , with a
vector subbundle τ∗X,N (F
taut
N ) ⊆ C
N , and quotient vector bundle
F quotX,N := C
N
/
τ∗X,N (F
taut
N ) = τ
∗
X,N (F
quot
N ).
We regard F quotX,N → X × MapSchC
(
X,Gr(CN )
)
as a family of vector bundles
on X over the base scheme MapSchC
(
X,Gr(CN )
)
. As we have a surjective
morphism CN → F quotX,N , these vector bundles are generated by global sections.
Thus by definition of Mvb,gs, F quotX,N is equivalent to a C-stack morphism
fquotX,N : MapSchC
(
X,Gr(CN )
)
−→Mvb,gs ⊂M.
Composition with iN : Gr(C
N ) →֒ Gr(CN+1) induces a closed embedding
MapSchC
(
X,Gr(CN )
)
→֒ MapSchC
(
X,Gr(CN+1)
)
mapping φ 7→ iN ◦ φ on C-
points. Taking the direct limit gives the mapping space, as a C-ind-scheme
T := MapIndSchC
(
X,Gr(C∞)
)
= lim
−→N→∞
MapSchC
(
X,Gr(CN )
)
.
Its complex analytic topological space T an is a direct limit in the obvious way.
Taking direct limits of the morphisms τX,N as N → ∞ gives a morphism
τX,∞ : X × T −→ Gr(C
∞). We have a vector bundle F quotX,∞ on X × T
given by F quotX,∞ := τ
∗
X,∞(F
quot
∞ ), the direct limit of the vector bundles F
quot
X,N
on X ×MapSchC
(
X,Gr(CN )
)
. The vector bundle F quotX,∞ is equivalent to a C-
stack morphism
∆ : T −→Mvb,gs ⊂M,
the direct limit of the fquotX,N as N →∞.
Define a morphism Ξ : T × T → T in IndSchC to be the composition
T × T
direct product
of maps
// MapIndSchC
(
X,Gr(C∞)×Gr(C∞)
) χ∞◦ // T .
Then since χ∞ acts as direct sum on the underlying vector spaces as in (3.35),
the following commutes in Ho(StaC):
T × T
Ξ
//
∆×∆

T
∆

M×M
Φ //M.
(3.36)
The next lemmas are elementary consequences of Definition 3.18.
Lemma 3.19. There is a natural 1-1 correspondence between C-points t in
T = MapIndSchC
(
X,Gr(C∞)
)
and isomorphism classes
[
F, (s1, s2, . . .)
]
of pairs(
F, (s1, s2, . . .)
)
where F → X is a vector bundle on X generated by global
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sections, with F ∼= t∗(F quot∞ ), and (s1, s2, . . .) is a generating series for F .
Under this, Ξ acts on C-points by
Ξ :
(
(F, (s1, s2, . . .)), (F
′, (s′1, s
′
2, . . .))
)
7−→(
F ⊕ F ′, (s1 ⊕ 0, 0⊕ s
′
1, s2 ⊕ 0, 0⊕ s
′
2, s3 ⊕ 0, . . .)
)
.
Lemma 3.20. In Definition 3.18, T an is an H-space, with multiplication Ξan,
and identity (0, (0, 0, . . .)) under the 1-1 correspondence in Lemma 3.19. Ap-
plying (−)top to (3.36) shows that ∆top : T an = T top → Mtop is an H-space
morphism.
Remark 3.21. Our T an coincides with Mor(X,Grass)an in Friedlander–Walker
[16, Def. 2.5]. Friedlander and Walker [16, Prop. 2.8] give T an the structure of
an E∞-space [37], an enhancement of an H-space.
Proposition 3.22. ∆top : T an →Mtop is a homotopy-theoretic group comple-
tion, in the sense of Definition 3.2.
Proof. Friedlander and Walker [16, §2, Th. 3.4] define the semi-topological K-
theory space Ω∞K st(X) of X to be the homotopy-theoretic group completion
of T an (their Mor(X,Grass)an), which exists as E∞-spaces have homotopy-
theoretic group completions. Thus, there is an H-space morphism T an →
Ω∞K st(X) which is a homotopy-theoretic group completion.
Blanc [6] defines connective semi-topological K-theory spaces Ω∞K cn,st(D)
for C-dg-categories D. In [6, Prop. 4.17] he shows Ω∞K cn,st(D) is homotopy
equivalent to the topological realization of the moduli stack of objects in D. This
gives an H-space homotopy equivalence Ω∞K cn,st(Perf(X))→Mtop. Antieu–
Heller [1, Th. 2.3] construct an H-space homotopy equivalence Ω∞K st(X) →
Ω∞K cn,st(Perf(X)), proving a conjecture of Blanc.
Thus, the composition T an → Ω∞K st(X)→ Ω∞K cn,st(Perf(X))→Mtop
is a homotopy-theoretic group completion. From the definitions we can show
this composition is homotopic to ∆top. The proposition follows.
Definition 3.23. Considering the complex analytic topological space T an as a
topological stack, we will define a morphism in Ho(TopSta):
Λ : T an −→
∐
iso. classes [P ] of principal
U(n)-bundles P → X, n > 0
BP . (3.37)
Here as in (3.6), we sum over isomorphism classes [P ] of principal U(n)-bundles
P → X , and we pick one representative P in each isomorphism class [P ] to give
the corresponding BclaP . If P
′ ∈ [P ] is an alternative choice then BP ,BP ′ are
canonically isomorphic.
We also write T an[P ] = Λ
−1(BP ), so that T
an =
∐
iso. classes [P ] T
an
[P ], and
Λ[P ] = Λ|T an[P ] , so that Λ[P ] : T
an
[P ] → BP .
We first define Λ at the level of points. By Lemma 3.19 we may write
points of T an, which are C-points of T , as [F, (s1, s2, . . .)], where F → X is
a rank n algebraic vector bundle generated by global sections, and (s1, s2, . . .)
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is a generating series for F . Write F an → Xan for the corresponding smooth
complex vector bundle. Choose N ≫ 0 such that si = 0 for i > N , so that
(s1, . . . , sN ) : C
N → F is surjective.
Using the Hermitian metric hCN on C
N , in vector bundles on Xan we split
C
N = F an ⊕Ker(s1, . . . , sN )
an (3.38)
identifying F an with the orthogonal complement
(
Ker(s1, . . . , sN)
an
)
⊥. Then
hCN restricts to a Hermitian metric hF an on F
an, giving F an a U(n)-structure.
The trivial connection ∇0 on C
N and the orthogonal splitting (3.38) induces a
U(n)-connection ∇F an on F an. Here hF an ,∇F an are independent of the choice
of N ≫ 0 with si = 0 for i > N , as increasing N to N +M replaces (3.38) by
C
N ⊕ CM = F an ⊕Ker(s1, . . . , sN+M )
an = F an ⊕Ker(s1, . . . , sN )
an ⊕ CM ,
and the additional CM factors do not change hF an ,∇F an . Let P → Xan be
the principal U(n)-bundle associated to F an, hF an , and ∇P the connection on
P corresponding to ∇F an . Then [∇P ] ∈ BP .
On the right hand side of (3.37) the isomorphism class [P ] is represented
by some P ′ → Xan, say. Then there is a non-canonical isomorphism P → P ′
(i.e. the isomorphism is canonical up to an element of GP ′ = Aut(P ′)) which
induces a canonical isomorphism BP → BP ′ (as the definition of BP ′ divides
out by GP ′). Then Λ should map [F, (s1, s2, . . .)] to the image of [∇P ] ∈ BP
under this isomorphism BP → BP ′ . This definition of Λ([F, (s1, s2, . . .)]) may be
extended from points to continuous families of points over a topological space,
and hence induces a morphism Λ of topological stacks in (3.37).
By considering the action on points
(
[F, (s1, s2, . . .)], [F
′, (s′1, s
′
2, . . .)]
)
of T an,
which are sent to the point corresponding to (F an⊕F ′an,∇F an ⊕∇F ′an) around
both routes in (3.39), we see the following commutes in Ho(TopSta):
T an × T an
Λ×Λ
//
Ξan

∐
iso. classes [P ], [Q] BP × BQ
∐
[P ],[Q] ΦP,Q

T an
Λ //
∐
iso. classes [R] BR.
(3.39)
Choose a morphism Λcla to make the following commute in Ho(TopSta):
T an
Λ --
Λcla
//
∐
iso. classes [P ]
BclaP
∐
[P ] pi
cla
∐
iso. classes [P ]
BP .
(3.40)
This is possible as
∐
[P ] π
cla is a fibration with contractible fibre EGP over BP ,
and Λcla is a section over Λ. We can choose Λcla to be the outcome of applying
the functor (−)cla to (3.37), taking (T an)cla = T an as it is a topological space.
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As in Lemma 3.20 and (3.6), both sides of the top line of (3.40) are H-spaces,
and applying (−)cla to (3.39) shows that Λcla is an H-space morphism. As for
Λ[P ] above we write Λ
cla
[P ] = Λ
cla|T an
[P ]
: T an[P ] → B
cla
P .
The following diagram will be important in the rest of the proof:
T an
≃
Λcla
//
∆top

∐
iso. classes [P ]
BclaP
∐
[P ] Σ
C
P

Mtop
Γ // C.
(3.41)
We have proved above that (3.41) is a diagram of H-spaces and H-space mor-
phisms, and the columns are homotopy-theoretic group completions.
We claim that (3.41) homotopy commutes. To prove this, note that ∆ :
T → M factors via
∐
n>0M
vb
n →֒ M, for M
vb
n the moduli stack of rank n
vector bundles, where Mvbn = MapHStaC(X, [∗/GL(n,C)]). Thus we have a
commutative diagram in Ho(HStaC):
X × T
idX×v
//
idX×∆
..
τX,∞

X ×
∐
n>0M
vb
n
w

// X ×M
u

Gr(C∞)
x //
∐
n>0[∗/GL(n,C)]
// PerfC,
(3.42)
with columns the universal morphisms from the mapping stacks. Applying
(−)top to (3.42), and taking Xtop = Xan, [∗/GL(n,C)]top = BGL(n,C) =
BU(n) as U(n) →֒ GL(n,C) is a homotopy equivalence, and Perftop
C
= BU×Z,
gives a homotopy-commutative diagram
Xan × T an
≃
idXan×v
top
//
idXan×∆
top
..
τX,∞

Xan ×
∐
n>0(M
vb
n )
top
≃w
top

// Xan ×Mtop
utop

Gr(C∞)an
xtop //
∐
n>0BGL(n,C)
=
∐
n>0BU(n)
∐
n>0 Πn
// Perf
top
C
=
BU× Z.
(3.43)
Converting (3.43) into a diagram of mapping spaces MapC0(X
an,−) yields
T an
≃
vtop
//
∆top
..
(τX,∞)∗

∐
n>0(M
vb
n )
top
≃w
top
∗

//Mtop
Γ
MapC0(X
an,
Gr(C∞)an)
xtop∗ //
∐
n>0MapC0(X
an, BGL(n,C))
=
∐
n>0MapC0(X
an, BU(n))
∐
n>0 Πn◦
// C.
(3.44)
49
Now consider the diagram
T an
wtop∗ ◦v
top
))❚❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
y
,,❩❩❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
❩❩
Λcla
//
(τX,∞)∗

∐
iso. classes [P ]
BclaP
∐
[P ] ΣP

MapC0(X
an,
Gr(C∞)an)
xtop∗ //
∐
n>0
MapC0(X
an,
BGL(n,C))
∐
n>0
MapC0(X
an,
BU(n)).
=oo
(3.45)
Here each map T an → · · · is induced by a structure on Xan × T an:
(i) (τX,∞)∗ corresponds to
(
(F quotX,∞)
an, san1 , s
an
2 , . . .
)
, for (F quotX,∞)
an → Xan ×
T an the complex vector bundle analytifying F quotX,∞ → X × T , and s
an
1 , . . .
the family of generating sections.
(ii) Λcla corresponds to
(
(F quotX,∞)
an, hF quot
X,∞
,∇F quot
X,∞
)
, for hF quot
X,∞
the Hermitian
metric and ∇F quot
X,∞
the connection on (F quotX,∞)
an defined using san1 , . . . as in
Definition 3.23.
(iii) y corresponds to the Hermitian vector bundle
(
(F quotX,∞)
an, hF quot
X,∞
)
.
(iv) wtop∗ ◦ vtop corresponds to the complex vector bundle (F
quot
X,∞)
an.
The other maps xtop∗ ,
∐
[P ] ΣP ,= in (3.45) correspond to forgetting parts of
these structures in the obvious way. Therefore (3.45) homotopy commutes.
Comparing (3.44) and (3.45) now shows (3.41) homotopy commutes.
3.5 Proof of parts (b),(c)
We first relate the positive Dirac operator /D+ on a Calabi–Yau 4m-fold with an
operator DC = ∂¯+ ∂¯
∗ in (3.49) coming from the complex geometry of (Xan, J).
Definition 3.24. Let (Xan, J, g, θ) be a differential-geometric Calabi–Yau 4m-
fold. Then Xan has an SU(4m)-structure, and as SU(4m) is simply-connected
(Xan, g) has a natural spin structure, with real spin bundle S → Xan and Dirac
operator /D : Γ∞(S)→ Γ∞(S), which is self-adjoint. The volume form volg of g
acts on S with vol2g = id, so we may split S = S+⊕S− for S± the ±1-eigenspaces
of volg. Also /D◦volg = − volg ◦ /D, so /D maps Γ∞(S±)→ Γ∞(S∓). The positive
Dirac operator is /D+ = /D|S+ : Γ
∞(S+)→ Γ∞(S−).
For each q = 0, . . . , 4m there is a complex antilinear, isometric vector bundle
isomorphism ⋆q, using the same notation for its action on sections:
⋆q : Λ
0,qT ∗Xan −→ Λ0,4m−qT ∗Xan,
⋆q : Γ
∞(Λ0,qT ∗Xan) −→ Γ∞(Λ0,4m−qT ∗Xan).
It is a Calabi–Yau version of the Hodge star, characterized by
α ∧ ⋆qβ = 〈α, β〉θ¯ for all α, β ∈ Γ
∞(Λ0,qT ∗Xan),
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where 〈α, β〉 : Xan → C is the pointwise Hermitian product defined using g
which is C-linear in α and C-antilinear in β, and θ¯ ∈ Γ∞(Λ0,4mT ∗Xan) is the
complex conjugate of θ. It is easy to check that
⋆4m−q ◦ ⋆q = (−1)
qid on Γ∞(Λ0,qT ∗Xan), (3.46)
∂¯∗ ◦ ⋆q=(−1)
q+1 ⋆q+1 ◦ ∂¯ : Γ
∞(Λ0,qT ∗Xan)→ Γ∞(Λ0,4m−q−1T ∗Xan), (3.47)
∂¯ ◦ ⋆q=(−1)
q ⋆q−1 ◦ ∂¯
∗ : Γ∞(Λ0,qT ∗Xan)→ Γ∞(Λ0,4m−q+1T ∗Xan). (3.48)
Define a complex elliptic operator DC on the compact manifold X
an:
DC = ∂¯ + ∂¯
∗ : Γ∞
[ ⊕
q=0,...,2m
Λ0,2qT ∗Xan
x EC0 y
]
−→ Γ∞
[⊕
q−0,...,2m−1
Λ0,2q+1T ∗Xan
x EC1 y
]
. (3.49)
Define complex antilinear, isometric vector bundle isomorphisms on Xan:
♥0 : E
C
0 −→ E
C
0 , ♥1 : E
C
1 −→ E
C
1 by
♥0|Λ0,2qT∗Xan = (−1)
q⋆2q, ♥1|Λ0,2q+1T∗Xan = (−1)
q+1⋆2q+1,
and also write ♥a for the actions on Γ∞(ECa ). Then (3.46)–(3.48) yield
♥2a = id, a = 0, 1, and DC ◦ ♥0 = ♥1 ◦DC. (3.50)
Hence ♥a is a real structure on the complex vector bundle ECa . Write E
R
a for
the real vector subbundle of ECa fixed by ♥a for a = 0, 1. Then E
C
a
∼= ERa ⊗R C.
By (3.50) we may write
DR = DC|ER0 : Γ
∞(ER0 ) −→ Γ
∞(ER1 ), (3.51)
so that DC = DR⊗R idC. One can now show that there are isomorphisms ER0 ∼=
S+, E
R
1
∼= S− with the positive and negative real spinor bundles of (Xan, g),
which identify DR with the positive Dirac operator /D+ : Γ
∞(S+)→ Γ∞(S−).
Now as in Theorem 1.15(b) let (X, θ) be an algebraic Calabi–Yau 4m-fold,
and (Xan, J, g, θ) a corresponding differential-geometric Calabi–Yau 4m-fold as
in Remark 1.9(a). As in Definition 3.24 the Calabi–Yau structure induces a spin
structure on (Xan, g). Write E• for the positive Dirac operator /D+ : Γ
∞(S+)→
Γ∞(S−). Use the notation of §3.2 for the compact manifold Xan and elliptic
operator E•, giving an H-space C and principal Z2-bundle OE• → C. Use the
notation of §3.3–§3.4 for X and (X, θ), giving a moduli stack M and principal
Z2-bundle O
ω →M.
Proposition 3.25. For each isomorphism class [P ] in (3.40) we have a canon-
ical isomorphism of principal Z2-bundles on T
an
[P ] :
λ[P ] : (∆
top)∗(Oω,top)|T an
[P ]
−→ (Λcla[P ])
∗
(
(πcla)∗(OE•P )
)
. (3.52)
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The following commutes on T an[P ] × T
an
[Q] for all isomorphism classes [P ], [Q] :
(∆top×∆top)∗(Oω,top⊠Oω,top)|T an
[P ]
×T an
[Q]
(··· )∗(φtop)
//
λ[P ]⊠λ[Q]

(Ξan)∗◦(∆top)∗(Oω,top)|T an
[P⊕Q]
Ξ∗(λ[P⊕Q])

(Λcla[P ]×Λ
cla
[Q])
∗
(
(πcla)∗(OE•P ⊠O
E•
Q )
)(··· )∗(ψclaP,Q)
// (Ξan)∗◦(Λcla[P⊕Q])
∗
(
(πcla)∗(OE•P⊕Q)
)
.
(3.53)
Here ψP,Q, φ,Ξ,Λ
cla
[P ] are as in Definitions 3.9, 3.12, 3.18, and 3.23.
Proof. It is enough to define λ[P ] at each point of T
an
[P ]. By Lemma 3.19 we may
write points of T an[P ] as [F, (s1, s2, . . .)], for F → X an algebraic vector bundle
and s1, s2, . . . generating sections, and set n = rankF . Write F
an → Xan for
the associated complex vector bundle, which has the structure of a holomorphic
vector bundle on (Xan, J), and define hF an ,∇F an as in Definition 3.23. Since
[F, (s1, s2, . . .)] ∈ T
an
[P ], the principal U(n)-bundle associated to (F
an, hF an) is
isomorphic to P , and we identify it with P as F, F an are only given up to
isomorphism. Let ∇P be the connection on P corresponding to ∇F an .
By Definition 3.23, Λ[P ] : [F, (s1, s2, . . .)] 7→ [∇P ], so Λ
cla
[P ] : [F, (s1, s2, . . .)] 7→
(∇P , e)GP for some e ∈ EGP . Thus by Definition 1.2 we have
(Λcla[P ])
∗
(
(πcla)∗(OE•P )
)
|[F,(s1,s2,...)]
∼= Or(det( /D
∇P
+ )). (3.54)
Definitions 1.10 and 3.12 give
(∆top)∗(Oω,top)|[F,(s1,s2,...)] = O
ω |[F ]
=
{
oF : det(L|M)|[F ]
∼=−→C with o∗F ◦ oF = i
ω|[F ]
}
.
(3.55)
Equation (3.21) implies that
det(L|M)|[F ] ∼=
4m⊗
k=0
det(Extk(F, F ))(−1)
k ∼=
4m⊗
k=0
det(Hk(F ∗ ⊗ F ))(−1)
k
,
where Extk(F, F ) ∼= Hk(F ∗ ⊗ F ) as F is a vector bundle. Now Hk(F ∗ ⊗ F )
may be computed as the kth cohomology of the Dolbeault-type complex
· · ·
∂¯Ad(P ) // Ad(P )⊗RΛ0,kT ∗X
∂¯Ad(P ) // Ad(P )⊗RΛ0,k+1T ∗X
∂¯Ad(P ) // · · · , (3.56)
noting that Ad(P )⊗RΛ0,kT ∗X ∼= F ∗⊗CF⊗CΛ0,kT ∗X . Using adjoints (∂¯Ad(P ))∗
to roll (3.56) up into a single elliptic operator, we see that
det(L|M)|[F ] ∼= detC(D
Ad(P )
C
), (3.57)
where D
Ad(P )
C
is DC in (3.49) twisted by Ad(P ),∇Ad(P ).
The map ιω |[F ] : det(L|M)|[F ] → det(L|M)|
∗
[F ] is induced by Serre du-
ality (3.28) when F • = G• = F . The analytic counterpart of this is that
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the real structure ♥0,♥1 on EC0 , E
C
1 , DC in Definition 3.24 induces an isomor-
phism ♥ : detC(D
Ad(P )
C
)→ detC(D
Ad(P )
C
), and hence by (3.57) an isomorphism
♥ : det(L|M)|[F ] → det(L|M)|[F ], where · · · is the complex conjugate.
To define (3.57) we took adjoints with respect to the L2 Hermitian metrics,
which induce a Hermitian metric on det(L|M)|[F ]. Then one can show
♥ : det(L|M)|[F ] → det(L|M)|[F ], ι
ω |[F ] : det(L|M)|[F ] → det(L|M)|
∗
[F ]
are related by composition with the isomorphism det(L|M)|[F ] → det(L|M)|
∗
[F ]
induced by this Hermitian metric. Thus we have isomorphisms of Z2-torsors
(∆top)∗(Oω,top)|[F,(s1,s2,...)]
(3.55) and above
∼= Or
[
(det(L|M)|[F ])
R
]
(3.57)
∼= Or
[
(detC(D
Ad(P )
C
))R
](3.51)
∼= Or
[
detR(D
Ad(P )
R
)
]
Def. 3.24
∼= Or
[
detR( /D
Ad(P )
+ )
](3.54)
∼= (Λcla[P ])
∗
(
(πcla)∗(OE•P )
)
|[F,(s1,s2,...)],
(3.58)
taking real parts using ♥. Define λ[P ]|[F,(s1,s2,...)] to be the composition of
the isomorphisms (3.58). As all the operations we used to define it depend
continuously on the base point, λ[P ] is continuous, and so defines an isomorphism
of principal Z2-bundles as in (3.52).
To prove (3.53), we restrict to
(
[F, (s1, s2, . . .)], [G, (t1, t2, . . .)]
)
∈ T an[P ]×T
an
[Q],
and use a similar method to the above, but involving the sheaves F,G and F⊕G,
and bundles with connections (P,∇P ), (Q,∇Q) and (P ⊕ Q,∇P ⊕ ∇Q). The
important point is that the definition of ψP,Q|([∇P ],[∇Q]) in (3.12) involves tak-
ing the real determinant of a complex operator D∇(P×U(n)Cn)⊗C(Q×U(n′)Cn
′
) , and
noticing this is naturally oriented. The definition of φ|([F ],[G]) in Definition 3.12
involves noticing by (3.28) and (3.30) that det(Ext∗(F,G)) ⊗ det(Ext∗(G,F ))
is naturally trivial. These two ideas correspond under the construction of λ[P ]
above. We leave the details to the reader.
For Λcla as in (3.40), define an isomorphism
λ : (∆top)∗(Oω,top) −→ (Λcla)∗
(∐
iso. classes [P ](π
cla)∗(OE•P )
)
of principal Z2-bundles on T
an by λ|T an
[P ]
= λ[P ] in (3.52) for all [P ].
By Lemmas 3.10 and 3.13 we have weak H-principal bundles Oω,top →Mtop
and OE• → C. Thus, Oω,top and Γ∗(OE•) are both weak H-principal-bundles on
Mtop. We will show they are isomorphic. We have a diagram of isomorphisms
of principal Z2-bundles on T
an:
(∆top)∗(Oω,top)
λ
//
δ

(Λcla)∗
(∐
[P ]
(πcla)∗(OE•P )
)
(Λcla)∗(
∐
[P ] σ
C
P )

(∆top)∗ ◦ Γ∗(OE•) (Λcla)∗ ◦ (
∐
[P ] Σ
C
P )
∗(OE•),
∼= by (3.41)
oo
(3.59)
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where the bottom line is by parallel translation along the homotopy in (3.41).
Thus composing gives an isomorphism δ : (∆top)∗(Oω,top)→ (∆top)∗ ◦Γ∗(OE•)
of weak principal H-bundles on T an. Since ∆top : T an →Mtop is a homotopy-
theoretic group completion by Proposition 3.22, uniqueness in Proposition 3.5(a)
shows there exists an isomorphism γ : Oω,top → Γ∗(OE•) on Mtop, as in (1.7).
This proves Theorem 1.15(b).
For Theorem 1.15(c), suppose OE• → C is trivializable. Then Oω,top →
Mtop is trivializable by Theorem 1.15(b), so both are strong H-principal Z2-
bundles by Lemmas 3.10 and 3.13. All (πcla)∗(OE•P ) are trivializable by (3.11).
We upgrade (3.59) to a diagram of strong H-principal Z2-bundles on T
an.
Here (∆top)∗(Oω,top), (∆top)∗◦Γ∗(OE•), (Λcla)∗◦(
∐
[P ] Σ
C
P )
∗(OE•) are strong H-
principal Z2-bundles as O
E• , Oω,top are. We make (Λcla)∗(
∐
[P ](π
cla)∗(OE•P )) a
strong H-principal Z2-bundle with product (Λ
cla×Λcla)∗(
∐
[P ],[Q](π
cla)∗(ψP,Q)),
for ψP,Q as in (3.13), where (3.1) holds by [32, (2.12)]. Also λ is an isomorphism
of strong H-principal Z2-bundles by (3.53), and (Λ
cla)∗(
∐
[P ] σ
C
P ) is by (3.14).
Note too that as OE• is trivializable, the bottom line of (3.59) is independent
of the choice of homotopy in (3.41), as in Remark 1.16.
Thus, composing in (3.59) gives an isomorphism δ : (∆top)∗(Oω,top) →
(∆top)∗ ◦ Γ∗(OE•) of strong H-principal Z2-bundles on T
an. Hence uniqueness
up to canonical isomorphism in Proposition 3.5(b) gives a canonical isomor-
phism γ : Oω,top → Γ∗(OE•) of strong H-principal Z2-bundles on M
top, as in
(1.7), with (∆top)∗(γ) = δ. Equation (1.9) follows as γ is a morphism of strong
H-principal Z2-bundles. The rest of Theorem 1.15(c) is immediate.
References
[1] B. Antieu and J. Heller, Some remarks on the topological K-theory of dg
categories, to appear in Proceedings of the AMS. arXiv:1709.01587, 2017.
[2] M.F. Atiyah and R. Bott, The Yang–Mills equations over Riemann sur-
faces, Phil. Trans. Roy. Soc. London A308 (1982), 523–615.
[3] M.F. Atiyah, N.J. Hitchin, and I.M. Singer, Self-duality in four-dimensional
Riemannian geometry, Proc. Roy. Soc. London Ser. A 362 (1978), 425–461.
[4] M.F. Atiyah and I.M. Singer, The Index of Elliptic Operators: IV, Ann. of
Math. 92 (1970), 119–138.
[5] K. Behrend and B. Fantechi, The intrinsic normal cone, Invent. Math. 128
(1997), 45–88. alg-geom/9601010.
[6] A. Blanc, Topological K-theory of complex noncommutative spaces, Com-
positio Mathematica 152 (2015), 489–555. arXiv:1211.7360.
[7] D. Borisov and D. Joyce, Virtual fundamental classes for moduli spaces
of sheaves on Calabi–Yau four-folds, Geometry and Topology 21 (2017),
3231–3311. arXiv:1504.00690.
54
[8] Y. Cao and N.C. Leung, Donaldson–Thomas theory for Calabi–Yau 4-folds,
arXiv:1407.7659, 2014.
[9] Y. Cao and N.C. Leung, Orientability for gauge theories on Calabi–Yau
manifolds, Adv. Math. 314 (2017), 48–70. arXiv:1502.01141.
[10] J. Caruso, F.R. Cohen, J.P. May, and L.R. Taylor, James Maps, Segal
Maps, and the Kahn–Priddy theorem, Trans. Amer. Math. Soc. 281 (1)
(1994).
[11] D. Crowley, 5-manifolds: 1-connected, Bull. Manifold Atlas (2011), 49–55.
[12] S.K. Donaldson, An application of gauge theory to four-dimensional topol-
ogy, J. Diff. Geom. 18 (1983), 279–315.
[13] S.K. Donaldson, The orientation of Yang–Mills moduli spaces and 4-
manifold topology, J. Diff. Geom. 26 (1987), 397–428.
[14] S.K. Donaldson and P.B. Kronheimer, The Geometry of Four-Manifolds,
OUP, 1990.
[15] S.K. Donaldson and R.P. Thomas, Gauge Theory in Higher Dimensions,
Chapter 3 in S.A. Huggett et al., editors, The Geometric Universe, Oxford
University Press, Oxford, 1998.
[16] E.M. Friedlander and M.E. Walker, Semi-topological K-theory using func-
tion complexes, Topology 41 (2002), 591–644.
[17] D. Gaitsgory and N. Rozenblyum, DG indschemes, pages 139–251 in Per-
spectives in representation theory, Contemp. Math. 610, A.M.S., Provi-
dence, RI, 2014. arXiv:1108.1738.
[18] D. Gaitsgory and N. Rozenblyum, A Study in Derived Algebraic Geometry.
Volume II, Math. Surveys and Monographs 221, A.M.S., Providence, RI,
2017.
[19] S.I. Gelfand and Y.I. Manin, Methods of Homological Algebra, second edi-
tion, Springer-Verlag, Berlin, 2003.
[20] T.L. Go´mez, Algebraic stacks, Proc. Indian Acad. Sci. Math. Sci. 111
(2001), 1–31. math.AG/9911199.
[21] R. Hartshorne, Algebraic Geometry, Graduate Texts in Math. 52, Springer,
New York, 1977.
[22] A. Hatcher, Algebraic Topology, Cambridge University Press, 2000.
[23] D. Husemo¨ller, M. Joachim, B. Jurcˇo, and M. Schottenloher, Basic Bundle
Theory and K-Cohomology Invariants, Lecture Notes in Physics, Springer,
2008.
[24] D. Huybrechts, Fourier–Mukai transforms in Algebraic Geometry, Oxford
Mathematical Monographs, Clarendon Press, Oxford, 2006.
55
[25] D. Huybrechts and M. Lehn, The geometry of moduli spaces of sheaves,
Aspects of Math. E31, Vieweg, Braunschweig/Wiesbaden, 1997.
[26] D. Joyce, Compact manifolds with special holonomy, OUP, 2000.
[27] D. Joyce, An introduction to d-manifolds and derived differential geometry,
pages 230–281 in L. Brambila-Paz et al., editors, Moduli spaces, L.M.S.
Lecture Notes 411, Cambridge University Press, 2014. arXiv:1206.4207.
[28] D. Joyce, Conjectures on counting associative 3-folds in G2-manifolds,
pages 97–160 in V. Mun˜oz et al., editors, Modern Geometry: A Celebration
of the Work of Simon Donaldson, Proc. Symp. Pure Math. 99, A.M.S.,
Providence, RI, 2018. arXiv:1610.09836.
[29] D. Joyce, Kuranishi spaces as a 2-category, to appear in J. Morgan, editor,
Virtual Fundamental Cycles in Symplectic Topology, book to be published
by the A.M.S. in 2019. arXiv:1510.07444.
[30] D. Joyce, D-manifolds and d-orbifolds: a theory of derived differential ge-
ometry, to be published by OUP, 2019. Preliminary version (2012) available
at http://people.maths.ox.ac.uk/~joyce/dmanifolds.html.
[31] D. Joyce, Kuranishi spaces and Symplectic Geometry, multiple volume book
in progress, 2017-2027. Preliminary versions of volumes I, II available at
http://people.maths.ox.ac.uk/~joyce/Kuranishi.html.
[32] D. Joyce, Y. Tanaka and M. Upmeier, On orientations for gauge-theoretic
moduli spaces, arXiv:1811.01096, 2018.
[33] D. Joyce and M. Upmeier, Canonical orientations for moduli spaces of G2-
instantons with gauge group SU(m) or U(m), arXiv:1811.02405, 2018.
[34] G. Laumon and L. Moret-Bailly, Champs alge´briques, Ergeb. der Math.
und ihrer Grenzgebiete 39, Springer-Verlag, Berlin, 2000.
[35] C. Lewis, Spin(7) instantons, D.Phil. thesis, Oxford University, 1998.
[36] J.P. May, E∞-spaces, group completions, and permutative categories, pages
61–94 in New developments in topology, L.M.S. Lecture Notes 11, CUP,
Cambridge, 1974.
[37] J.P. May, E∞-ring spaces and E∞-ring spectra, Springer Lecture Notes in
Math. 577, Springer-Verlag, Berlin, 1977.
[38] J.P. May, A concise course in Algebraic Topology, University of Chicago
Press, Chicago, 1999.
[39] D.S. Metzler, Topological and smooth stacks, math.DG/0306176, 2003.
[40] J.W. Milnor and J.D. Stasheff, Characteristic classes, Annals of Math.
Studies 76, Princeton University Press, Princeton, NJ, 1974.
[41] M. Mimura and H. Toda, Homotopy Groups of SU(3), SU(4) and Sp(2),
J. Math. Kyoto Univ. 3 (1964), 217–250.
56
[42] V. Mun˜oz and C.S. Shahbazi, Orientability of the moduli space of Spin(7)-
instantons, Pure. Appl. Math. Quarterly 13 (2017), 453–476.
arXiv:1707.02998.
[43] B. Noohi, Foundations of topological stacks, I, math.AG/0503247, 2005.
[44] B. Noohi, Homotopy types of topological stacks, arXiv:0808.3799, 2008.
[45] M. Olsson, Algebraic Spaces and Stacks, A.M.S. Colloquium Publications
62, A.M.S., Providence, RI, 2016.
[46] T. Pantev, B. Toe¨n, M. Vaquie´ and G. Vezzosi, Shifted symplectic struc-
tures, Publ. Math. I.H.E.S. 117 (2013), 271–328. arXiv:1111.3209.
[47] G. Segal, Categories and cohomology theories, Topology 13 (1974), 293-312.
[48] C. Simpson, The topological realization of a simplicial presheaf, alg-
geom/9609004, 1996.
[49] C. Simpson, Algebraic (geometric) n-stacks, alg-geom/9609014, 1996.
[50] J. Stasheff, H-spaces from the homotopy point of view, Lecture Notes in
Math. 161, Springer-Verlag, Berlin, 1970.
[51] Y. Tanaka, A construction of Spin(7)-instantons, Ann. Global Anal. Geom.
42 (2012), 495–521. arXiv:1201.3150.
[52] B. Toe¨n, Higher and derived stacks: a global overview, pages 435–487 in
Algebraic Geometry — Seattle 2005, Proc. Symp. Pure Math. 80, Part 1,
A.M.S., Providence, RI, 2009. math.AG/0604504.
[53] B. Toe¨n, Derived Algebraic Geometry, EMS Surveys in Mathematical Sci-
ences 1 (2014), 153–240. arXiv:1401.1044.
[54] B. Toe¨n and M. Vaquie´, Moduli of objects in dg-categories, Ann. Sci. E´c.
Norm. Sup. 40 (2007), no. 3, 387–444. math.AG/0503269.
[55] B. Toe¨n and G. Vezzosi, From HAG to DAG: derived moduli stacks,
pages 173–216 in Axiomatic, enriched and motivic homotopy theory,
NATO Sci. Ser. II Math. Phys. Chem., 131, Kluwer, Dordrecht, 2004.
math.AG/0210407.
[56] B. Toe¨n and G. Vezzosi, Homotopical Algebraic Geometry II: Geometric
Stacks and Applications, Mem. Amer. Math. Soc. 193 (2008), no. 902.
math.AG/0404373.
[57] M. Upmeier, A categorified excision principle for elliptic symbol families,
arXiv:1901.10818, 2019.
[58] T. Walpuski, Spin(7)-instantons, Cayley submanifolds and Fueter sections,
Comm. Math. Phys. 352 (2017), 1–36. arXiv:1409.6705.
The Mathematical Institute, Radcliffe Observatory Quarter, Woodstock
Road, Oxford, OX2 6GG, U.K.
E-mails: yalong.cao@maths.ox.ac.uk, Jacob.Gross@maths.ox.ac.uk,
joyce@maths.ox.ac.uk.
57
