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 Molecular self-assembly is an energy driven process where randomly organized building 
blocks interact noncovalently to form highly organized supramolecular nanostructures. In biology, 
the cytoskeleton is a classic example of a dynamic self-assembly, forming long filamentous 
structures from monomeric protein subunits. Similarly, the self-assembly process is widely 
exploited in nanotechnology to build bio-functional nanostructures. In this work, we studied 
biological (microtubule) and synthetic (peptide drug amphiphile nanotube) self-assembled 
systems. We utilized long time-scale molecular dynamics simulation to investigate the structural 
and dynamical properties of these systems. 
 At the molecular level, the dynamic instability (random growth and shrinkage) of the 
microtubule (MT) is driven by the nucleotide state (GTP vs. GDP) in the β subunit of the tubulin 
dimers at the MT cap. We used large-scale molecular dynamics (MD) simulations and normal 
mode analysis (NMA) to characterize the effect of a single GTP cap layer on tubulin octamers 
composed by two neighboring protofilaments (PFs). We utilized recently reported high-resolution 
structures of dynamic MTs to simulate a GDP octamer both with and without a single GTP cap 
layer. We performed multiple replicas of long-time atomistic MD simulations (3 replicas, 0.3μs 
for each replica, 0.9 μs for each octamer system, and 1.8 μs total) of both octamers. We observed 




possesses a gradual curvature, the second PF possesses a kinked conformation. This 
conformational difference results in either curling or splaying between these PFs. We suggest these 
results are caused by the asymmetric strengths of longitudinal contacts between the two PFs. 
Furthermore, using NMA, we calculated mechanical properties of these octamer systems and 
found that octamer system with a single GTP cap layer possesses a lower flexural rigidity. 
 Peptide self-assembly has been used to design an array of nanostructures with functional 
biomedical applications. Experimental studies have reported nanofilament and nanotube formation 
from peptide-based drug amphiphiles (DAs). Each DA consists of an anticancer drug camptothecin 
(CPT) conjugated to a short peptide sequence via a biodegradable disulphide linker. These DAs 
have been shown to possess an inherently high drug loading with a tunable release mechanism. 
Recently, long-time atomistic MD simulations of supramolecular nanotubes composed of these 
DAs have been reported. Based on these all-atomistic simulations we parameterized a coarse 
grained (CG) model for the DA to study the self-assembly process and the structure and stability 
of preassembled nanotubes at longer timescales (microseconds). We investigated the self-
assembly mechanism using a randomly organized system. We found aggregation between these 
DAs is an instantaneous process (sub-microsecond) that forms large and ordered assemblies. 
Additionally, we observed that the radial density distribution of peptides, CPTs, and water 
molecules and CPT orientation from CG models compared well with results from previously 
reported atomistic simulations. Furthermore, using all-atomistic MD simulations, we characterized 
the interaction of the DA nanotube with a model cell membrane. We performed these simulations 
using advanced sampling method (umbrella sampling). The reaction coordinate used to calculate 
potential of mean force was the distance between the center of mass of the nanotube and the center 




repulsive interaction that can induce a huge bending fluctuation in the membrane. Taken together, 
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1 Molecular Self Assembly 
 Molecular self-assembly, by definition, is the spontaneous energy driven organization of 
randomly arranged components into ordered supramolecular aggregates through a number of 
noncovalent interactions without external interference.1–3 The components for the self-assembling 
system can be group of small molecules or a part of a macromolecule. These components can 
either be the same or different. The self-assembly is initiated by the interactions between the less 
ordered state as –a solution, disordered aggregate or random coil leading to more ordered, more 
stable final state as –a crystal, nanostructure or folded macromolecule.4 There are two main classes 
of self-assembly –static and dynamic. In static self-assembly, the ordered final state is static. These 
equilibrium states are stable over time without energy transfer with the environment. Conventional 
examples of these static equilibrium states are with structured block copolymers, nanoparticles, 
and crystals. Whereas,  in dynamic self-assembly, there are non-equilibrium states kept forcefully 
away from the stable state by continuous supply and dissipation of energy.4,5 Biological 
cytoskeleton filaments (microtubule, actin, intermediate filament) are examples of such dynamic 
self-assembled structures which have changing structures depending on the varying cellular 
environment.6 
1.1 Molecular Interactions 
 Figure 1.1 shows the noncovalent interactions governing the self-assembly process. 
Molecular interactions are constitutes of –electrostatics, hydrogen bonding, van der Waals 
interaction, aromatic stacking, and metal coordination. Although these interactions are 




collective interactions between multiple building components are enough to generate organized 
supramolecular structures.  
1.1.1 Electrostatic Interaction 
 Electrostatic (ionic) interaction is the interaction between charged ions or molecules. It can 
be attractive or repulsive interaction. The electrostatic force, F, between two bodies is defined by 
Coulomb’s law as: 
𝐹 = 	 *+,+-
.-
  
Here 𝑞0 and 𝑞1 are the charges of two bodies, r is the distance between them, and k is the 
proportionality constant. Electrostatic interactions do not have a fixed geometric orientation and 
the electrostatic field around an ion is uniform in all directions (isotropic).  
Figure 1.1 Noncovalent interactions in self-assembly. Ionic interaction, dipole interaction, 
stacking, hydrogen-bonding and hydrophobic effect are crucial to initiate self-assembly 
process and later hold together the stable final state. Although, individually they are weak 
interactions but cooperative effect of multitude of these interactions are strong enough to 





1.1.2 Hydrogen Bonding 
 Hydrogen bonding (H-bonding) is the interaction between an electronegative atom and a 
hydrogen atom attached to another electronegative atom. The electronegative atoms are usually N, 
O, or F. In this type of interaction, hydrogen is called the hydrogen bond donor and the atom where 
that hydrogen gets connected is called the hydrogen bond acceptor.  It is directional and short- 
ranged. Most H-bonds are 2.6 Å – 3.1 Å, twice the length of covalent bond between the same 
atoms. Once the H-bond is formed, the acceptor atom pulls the donor H atom, making the initial 
covalent bond between the donor H atom and another atom longer. 
1.1.3 Van der Waals Interaction 
 When two atoms come very close to each other, they form non-specific attractive 
interactions called Van der Waals interactions.  Due to momentary random fluctuations in the 
distribution of electrons of any atom, a transient unequal distribution of electrons is created 
resulting in a transient electric dipole. This electric dipole will induce the next electric dipole in 
the atom very close to it, resulting in a very weak dipole-dipole interaction between these atoms. 
The Van der Waals interaction is distance dependent and decreases rapidly as the distance between 
interacting atoms increases. However, if interacting atoms are very close together, they are repelled 
by negative charges in their outer electron shells. 
1.1.4 Aromatic Interactions 
 Aromatic interactions are also termed as p-p interactions or p-stacking. It is an attractive 
interaction between two or more aromatic rings. Aromatic rings constitute of p bonds and when 
multiple aromatic rings are in close proximity with favorable geometry attractive p-p stacking 




forming p-p stacking between them.7 Three geometries are sandwich, T-shaped and parallel-
displaced. 
1.1.5 Hydrophobic Effect 
 Nonpolar molecules without ions and dipoles are insoluble in water and termed as 
hydrophobic (water-fearing). Hydrocarbons made of only carbon and hydrogen atoms are virtually 
insoluble in water. These nonpolar molecules, when in water instead of dissolving in water, forms 
aggregates known as the hydrophobic effect. The aggregate formation reduces the surface area 
exposed to water. Then water molecules form a cage around those aggregates. Formation of rigid 
cages reduces motion and the randomness of water molecules. This process is energetically 
unfavorable thus nonpolar molecules are insoluble in water. 
1.2 Self-Assembly in Biology 
 
 Biology has abundant examples of highly organized and functional complex structures 
formed by self-assembly. A variety of biological structures including proteins, DNA, and the cell 
membrane are well-organized nanostructures derived from the precise interactions at the molecular 
level of their respective building blocks (Figure 1.2). The organization and final structure 
determine the functional properties of these structures. 
1.2.1 DNA 
 Double-stranded DNA is a biopolymer where self-assembly of its components is crucial to 
maintain its stable helical structure. The basic unit of DNA are nucleotides composed of 5-carbon 
deoxyribose sugar and a nitrogenous base nucleoside (Adenine (A), Guanine (G), Thymine (T) 
and Cytosine (C)).8,9 These nitrogenous bases extend away from the main chain and form 




strands together which is further stabilized by p-p stacking between aromatic rings (Figure 1.2 
A). 
1.2.2 Cell Membrane 
 The cell membrane is a thin semi-permeable membrane that surrounds cytoplasm and 
provides structural and functional features to the cell.10 It protects cellular components and acts as 
a gateway controlling transfer of substances in and out of the cell.  The major portion of the cell 
membrane is composed of phospholipids arranged in a bilayer. Each phospholipid consists of 
hydrophilic phosphate head groups and hydrophobic alkyl tails. The phospholipids self-assemble 
spontaneously such that the hydrophilic phosphates are facing outside and inside the cell and 
hydrophobic alkyl tails are arranged in the nonpolar region of the membrane (Figure 1.2 B). These 
phospholipids are held together by various noncovalent interactions as discussed above.  
 
 
Figure 1.2 Self-assembly in various biological polymers. A) DNA is composed of nucleotides  
B) Major composition of cell membrane is phospholipid C) Secondary structures (a-helices and 
b-sheets) self-assemble to form functional tertiary and then quaternary proteins. Figure adapted 






 Protein folding is another classic example of self-assembly in biology. First ribosome 
translates mRNA to produce polypeptide chain by forming peptide bond between amino acids. 
These polypeptide chains form the secondary structure as a-helices or b-sheets as shown in Figure 
1.2.1C. Both of these secondary structures are held together by H-bonds between carbonyl O of 
one amino acid and amine H of another amino acid. Generally, for a-helices, H-bonds are formed 
between amino acids that are separated by four amino acids.11,12 For example, amino acid 1 will 
form H-bond with amino acid 5. This type of bonding pattern pulls the polypeptide chain into 
helical structure with side chains facing outward. In  b-sheets, two or more segments of 
polypeptide chain line up next to each other forming a sheet like structure held together by H-
bonds.13 Here, the side chains will be facing above or below the plane of sheets. These sheets may 
have parallel orientation or anti-parallel orientation. These secondary structures then pack into a 
three-dimensional functional tertiary structure. Tertiary structure is dependent on a whole 
collection of noncovalent interactions between side chains of amino acids.14,15 Quaternary 
structure is similarly formed by noncovalent interactions between multiple tertiary structures. 
Next, these stable protein units self-assemble to form more complex self-assembled structures as 
cytoskeleton filaments.  
1.3 Self-assembly of Cytoskeleton 
 
 Cytoskeleton is a network of filamentous proteins in cytoplasm that provides structural and 
mechanical support to cell. Cytoskeleton carries out three major functions –i) organizes contents 
of the cell, ii) generates coordinated force that assist movement and shape change, and iii) connects 
the cell physically and biochemically to the external environment.16,17 Although termed as 




are in constant flux.18 The eukaryotic cytoskeleton consists of three filaments –microtubule 
(tubulin dimer monomer), intermediate filament (various protein monomer), and microfilament 
(actin monomer). Microfilaments are two stranded helical protofilaments.19,20 These are thinnest 
cytoskeleton filaments with diameter of ~7nm and densely populated right beneath the cell 
membrane.  Microtubules (MTs) are hollow cylindrical filaments composed of 7-13 
protofilaments.21 These are thickest and most rigid with diameter of ~25nm. These grow from the 
MT-organizing center (MTOC) in centrosome and spread outward in a star like fashion toward the 
cell membrane.  Intermediate filaments are rope like fibers.22,23 Their size are in-between 
microfilaments and MTs and have diameter of ~10nm. These filaments form meshwork throughout 
the cytoplasm.  
 Cytoskeleton filaments can reach from one end of the cell to the other end with length 
spanning from tens to hundreds of micrometers. However, the basic monomeric, protein subunits 
of these large filaments are small, generally nanometer in size. As shown in Figure 1.3, these small 
subunits assemble and dissemble to form various transient stable structures depending on the 
requirements of the cell. For example, MTs during interphakse grow in star like fashion from 
MTOC, whereas during cell division, MTs rearrange to form polar spindle fibers.24,25 Similarly, 





microfilaments form dynamic structures as lamellipodia and filopodia which cells use for 
locomotion.26,27 Fundamentally, these filaments form by addition of free protein subunit at the end 
of the protofilament. Instead of forming a long linear protofilaments, these protofilaments come 
together to form more robust filament structure. This allows each subunit to have additional lateral 
contacts with adjacent protofilaments besides longitudinal contacts within the protofilament. Such 
tight binding between monomer subunits, make filaments very stable and limit their disassembly 
rate. These filaments have greater thermal stability compared to individual protofilaments. In order 
to break an individual protofilament only one set of longitudinal contacts needs to be broken, 
whereas, for a whole filament multiple set of longitudinal contacts need to be broken which is 
energetically unfavorable. Similar to general protein-protein interactions, these cytoskeleton 
filaments are held together by large number of noncovalent interactions between the protein 
subunits.  
1.3.1 Microtubule Dynamics 
 
 MT is a classic example of directional filamentous self-assembly found in nature.  Within 
the MT, monomeric proteins (αβ tubulin heterodimers) dynamically self-assemble into hollow 
supramolecular filaments.  These filaments are very stiff, with a persistence length of 1-8 mm28–33 
and contour length of 5-10 μm21. Together with other filamentous proteins such as actin, MTs 
compose the cytoskeleton of the cell. These vital supramolecular components guide cellular 
morphology, cellular trafficking and cell division.34–36 The self-assembly process of tubulin into 
MTs is governed by the interaction of αβ tubulin heterodimers and the nucleotide state (guanosine 
triphosphate (GTP) vs. guanosine diphosphate (GDP)) at the β subunit . The α subunit’s nucleotide 
binding site, termed as the non-exchangeable nucleotide binding site (N-site) always has GTP 




binding site (E-site) can have either GTP or GDP.37 A nucleation template, termed as g-tubulin 
ring complex (gTuRC) initiates the formation of MTs. The g tubulins of the ring complex 
establishes strong longitudinal contacts with the α subunits of the incoming αβ tubulin 
heterodimers and develop a template for the complete MT in vivo.38,39 After the formation of a 
stable nucleus, αβ tubulin heterodimers align longitudinally in a head-to-tail fashion to form polar 
protofilaments (PFs). Thirteen PFs combine laterally to form a hollow, cylindrical MT structure 
with an inner diameter of 12 nm and an outer diameter of 25 nm.21,40,41 The structure is dynamic, 
with the plus end undergoing stochastic switching between the polymerization and de-
Figure 1.4 Microtubule dynamics. MT undergoes polymerization if there are GTP state 
tubulin dimers at the cap layer. Once those GTPs are lost, MT undergoes depolymerization. 





polymerization phases.42–44 Furthermore, the dynamic instability of the MT is dependent on the 
nucleotide state of the β subunit at the plus end. While GTP promotes MT assembly, hydrolysis of 
GTP to GDP promotes MT disassembly (Figure 1.4).45,46 Besides nucleotide state at the cap layer 
of MT, other factors as salt concentration and microtubule associated proteins play crucial role to 
regulate MT dynamics.47  
1.3.1.1 Microtubule Associated Proteins (MAPs) 
 
 There are two types of MAPS – i) MT polymerases, which promote MT polymerization 
and facilitate quicker growth of MTs, and ii) MT depolymerases, which promotes MT 
depolymerization and assists disassembly of tubulin dimers from MT. Their functional role is more 
dominant during nucleation state when MT is starting to form. As shown in Figure 1.5.A MT 
polymerases may accelerate tubulin binding by facilitating new tubulin dimer association into the 
MT or stabilize MT lattice by strengthening lateral and longitudinal contacts between the tubulin 
dimers. Experimental studies have demonstrated that XMAP215, DCX and TPX2 act as nucleation 
promoting factors by accelerating the formation of plus end.48–51 Another study by Karsenti et. 
al.52 has further suggested XMAP215 is required for MT nucleation at centrosome. Moreover, 
XMAP215 are also plus end tracking proteins (+TIPS) which bind near the plus end of growing 
Figure 1.5 A) Microtubule polymerases facilitating nucleation B) Microtubule depolymerases 





MT. There XMAPS recruit new tubulin dimers and increase the rate of MT polymerization.53,54 
Contrary to MT polymerases, depolymerases favor bent tubulin conformations and are found to 
delay nucleation (Figure 1.3.3.B).51 These MCAK proteins also accumulate near the plus end of 
growing MTs. They disassemble MTs  in an ATP hydrolysis dependent manner by promoting 
curved tubulin dimer conformation and possibly disrupting lateral contacts between the adjacent 
protofilaments.55,56  
1.3.1.2 Salt Concentration 
 Several in-vitro studies have reported interesting MT structural behavior in presence of 
different cations. For example, tubulin polymerizes into sheets in presence of Zn2+, ring in presence 
of  Mn2+ and MT depolymerizes in presence of Ca2+.57–59 Furthermore, in presence of polyvalent 
cations mature MTs self-assemble into necklace and hexagonal organization.60  A recent study by 
Bachand et al.61 has shown concentration dependent mechanical properties of MTs. The study 
reported cations altering interactions between kinesin motors and MTs. These salt dependent 
effects are mediated via the highly negative C-terminal tails of tubulin dimers.61  
1.4 Self-assembly in Nanobiotechnology 
 
 Previous two decades nanotechnology expanded its territory into the field of biomedical 
research which led to the emergence of hybrid field bionanotechnology.62,63 Bionanotechnology 
essentially develops nanoparticles with biomedical potentials. Various nanostructures, such as 
carbon nanotubes, buckyballs, inorganic nanoparticles, as well as self-assembled nanostructures, 
have been used in disease diagnostic, drug delivery, tissue engineering and regenerative 
medicine.64–68 The FDA approved drug Abraxane was the first medicine which employed 
nanotechnology for the effective delivery of the anticancer drug, Taxol. Here, Taxol was loaded 




metastatic breast cancer.69,70 Particular to drug delivery, nanostructures are designed to answer 
drug delivery challenges as bioavailability, stability, retention, cytotoxicity and targeted delivery 
of the drugs.  
 The molecular self-assembly has established itself as one of the prominent methods to build 
and customize nanostructures. The bio-inspired method is a free energy driven process where an 
ordered structure is constructed step-by-step starting from disordered building blocks. The greatest 
advantage of this approach is that the final assembled structure can be fine-tuned by molecular 
chemistry of the building blocks, assembly environment, and assembly kinetics.70,71 Peptides are 
widely used building blocks to build bio-functional nanostructures due to their inherent 
biocompatibility and biodegradability. With increasing developments in the field of 
nanobiotechnology, it has become easier to design, synthesize, and characterize a variety of 
peptide sequences and tune their directed self-assembly. 
1.4.1 Peptides to Nanostructures 
 Peptide-based self-assembled nanostructures have emerged as one of the prominent 
systems for biomedical purposes. Currently researchers use three basic approach to synthesize 
various peptide building blocks –solid-phase peptide synthesis, ring-opening polymerization, and 
protein engineering.72 Solid-phase peptide synthesis is a powerful method to yield small and 
medium length peptide segments.73 Although the yield is very high (> 98%), it is not quantitative. 
There are byproduct peptides with deleted sequences and this defect increases exponentially with 
increase in the peptide chain. Currently, this method is limited to peptide chains with less than 70 
amino acids. Ring opening polymerization of a- and b- amino acid N-carboxyanhydrides and b-
lactams are used to synthesize longer polypeptides.74,75 However thus synthesized polypeptides 




unnecessary side reactions. Protein engineering is a better alternate to synthesize longer peptide 
sequences. Here, the desired peptide is expressed in bacteria by artificial genes.76 This method 
yields monodisperse peptides with defined primary structure. This method has succeeded in 
synthesizing natural proteins as silk and collagen.77 Peptide chains synthesized through these 
methods will adopt secondary structures and self-assemble into various nanostructures such as 
fibrils, ribbons, tubes, vesicles (Figure 1.6). Various types and structures of peptide-based building 
blocks such as –dipeptides, peptide amphiphiles, a-helical peptides, b-sheet peptides have been 
used to construct bio-functional nanostructures.  
 Even short peptide chains consisting only two residues as Phe-Phe have shown to self-
assemble into range of shapes as nanofibers, nanotubes, nanovesicles, and nanowires.78–80 Due to 
ease of synthesis, diphenylalanine is one of the most studied peptide building blocks. Due to the 
presence of aromatic rings in these peptide building block, p-p stacking is suggested to be major 
governing force for its self-assembly.81 b-sheet peptides constitute of alternating hydrophobic and 
hydrophilic amino acids which drives the self-assembly of b-sheets.82 These peptides have been 
Figure 1.6 Peptide chains adopt secondary structures and self-assemble into organized 





utilized to form nanostructures as nanotubes, monolayers and ribbons.83,84 Similarly, a-helical 
peptides have been found to form cytoskeleton like filamentous structures.85 
1.4.2 Peptide Amphiphiles 
 
 Peptide amphiphiles (PAs) are a novel class of peptide-based building block, composed of 
a peptide sequence with both hydrophobic head and hydrophilic tail.86,87 These PAs self-assemble 
to various nanostructures (Figure 1.7) ranging from vesicles, bilayers, nanoribbons and 
nanofibers.70,88–90 Hartgerink et al.87 was the first group to design a peptide amphiphile and study 
their self-assembly process into cylindrical nanofibers. Studies have reported the thermodynamic 
stability of nanostructures formed due to 
the assembly of PAs is dependent on a 
delicate balance of intermolecular forces 
such as hydrophobic interactions, 
hydrogen bonding, and electrostatic 
interactions.91–93 Moreover, external 
stimuli as pH, light, temperature, and small 
molecules have shown to modulate the 
intermolecular interactions altering the 






Figure 1.7 A representative peptide amphiphile and 
nanostructures formed from these PA self-assembly. 






2 Simulation Methods 
2.1 Molecular Dynamics Simulation 
 
 Past decade, breakthrough in structural biology techniques as NMR, X-ray crystallography 
have provided atomic resolution models of many biomolecules as proteins, and DNA. Although 
this breakthrough is highly valuable, the static structures cannot provide the dynamic properties of 
the molecules. For example, protein undergoes various conformational changes to function as an 
ion channel, inhibitor, catalyst etc. It is crucial to trace their motions to understand their mechanism 
and function.95  As shown in Figure 2.1, some experimental techniques can provide some 
Figure 2.1 Spatiotemporal resolution of various biophysical techniques. The temporal (abscissa) 
and spatial (ordinate) resolutions of each technique are indicated by colored boxes. Techniques 
capable of yielding data on single molecules (as opposed to only on ensembles) are in boldface. 
NMR methods can probe a wide range of timescales, but they provide limited information on 
motion at certain intermediate timescales, as indicated by the lighter shading and dashed lines. The 
timescales of some fundamental molecular processes, as well as composite physiological 
processes, are indicated below the abscissa. The spatial resolution needed to resolve certain objects 





information on the dynamic behavior of the molecules, however it is limited to average property 
of the molecule rather than motion of individual particle/atom of the molecule. To circumvent this 
problem, computational simulations of biomolecules have emerged as an alternative to the 
conventional experimental techniques.  All-atom Molecular Dynamics (MD) simulations has 
established itself as a standard method for simulation of the motions of such biomolecules.95,96 
2.1.1 MD Potential 
 MD uses the classical Newtonian equations of motion to calculate the dynamic behavior 
of molecules such as proteins.97,98 Here, the positions and velocities of particles representing every 
atom in the system evolve according to the laws of classical physics. The force (Fi) for each atom 
is calculated as the derivative of its potential energy with respect to its position ri. It is 
mathematically stated as 𝐹2 = 	
3456789:
4.;
. The potential energy for each atom is calculated as:99 
𝑈=>?@A = 	𝑈B>C4 + 𝑈@CEAF + 𝑈42GF4.@A + 𝑈HI + 𝑈J>KA>LB                                                           (2.1.1) 
In equation 1, the first three terms describe the bonded interactions involving stretching, bending, 
and torsion, whereas last two describe non-bonded interactions involving Van der Waals and 
Coulomb forces. The potential energy for a harmonic bond is calculated as: 
𝑈B>C4 = 	∑ 𝐾2B>C4(𝑟2 − 𝑟R2)1B>C4T	2                                                                                               (2.1.2) 
Here, 𝐾2B>C4	is the bond force constant, 𝑟2 is the bond length between two covalently bonded 
atoms	𝑎𝑛𝑑	𝑟R2 is the equilibrium bond length.  The potential energy for a harmonic angle is: 
𝑈@CEAF = ∑ 𝐾2
@CEAF(𝜃2 − 𝜃R2)1@CEAFT	2                                                                                   (2.1.3) 
Here,	𝐾2
@CEAF is angle force constant,		𝜃2 is the angle between each pair of covalent bonds sharing 






𝐾242GF[1 + cos(𝑛2𝜙2 − 𝛾2)], 𝑛2 ≠ 0
𝐾242GF(02 − 𝛾2)1	𝑛	 = 0																				
                           (2.1.4) 
𝑈42GF4.@A accounts for atom pairs separated by three covalent bonds with the central bond subject 
to the torsion angle 𝜙2. The VDW interactions between atoms is given by: 









mfn22                       (2.1.5) 
Here,	𝜀2f is the Lennard-Jones well depth, 𝑟2f is the distance between two particles and 𝑟2f is 
distance between two particles where the potential is zero.  And the electrostatic potential energy 
is given by: 
𝑈o>A>KLB = 	∑ ∑
+;+j
pqrs.;jfn22
                (2.1.6) 
Here, q is the partial atomic charge, 𝜀R is the dielectric constant and 𝑟2f is distance between two 
particles.  
The potential energy of each particle of the system is obtained from the experimental and quantum 
studies. These values are termed as forcefield. Some of the popular forcefield for biomolecular 
simulations are CHARMM100, AMBER101, and GROMACS102. 
2.1.2 The MD Algorithm 
 According to Newtons equation of motion, for a particle of mass 𝑚2 at position 𝑟2, force 𝐹2 
is defined as: 
𝐹2 = 𝑚2𝑟2             (2.1.7) 
For a system containing N number of particles, with potential energy U(rN), where rN = (r1, r2, 
…rN) represents the complete set of 3N atomic coordinates and pN = (p1, p2, …pN) are the momenta, 
the kinetic energy of the system is defined as99: 








The total energy (Hamiltonian) is defined as: 
𝐻(𝑟v, 𝑝v) = 𝐾(𝑝v) + 𝑈(𝑟v)          (2.1.9) 










= 𝐹2                     (2.1.11) 
The most common algorithm to integrate equation of motion is the Verlet algorithm. It calculates 




d𝑡} = 𝑝2(𝑡) +
0
1
𝛿𝑡𝐹2(𝑡)                   (2.1.12) 
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𝛿𝑡𝐹2(𝑡 + 𝛿𝑡)                  (2.1.14) 
Where, 𝑚2, 𝑟2(𝑡), 𝑝2(𝑡), and 𝐹2(𝑡) are the mass, position, momentum, and force acting on particle 
i at the ith time, and d𝑡 is the integration timestep.  
2.1.3 Periodic Boundary Condition 
 In order to avoid the effect of finite boundary/surface around the system, periodic boundary 
condition (PBC) is used. PBC allows simulation to be performed using small number of particles 
such that the forces they experience is same as if they were in bulk fluid.99,103 In this approach, the 
central simulation cell is replicated in all directions to form infinite lattice. The replicated cells, 
known as image cells, are of exact shape and size of the central cell. During simulation, if a particle 
leaves the central cell, another particle enters from the opposite image cell. This will keep the 
density of central cell constant. Based on minimum image convention each particle sees at most 
only one image of every other particle of the system. The energy is calculated either with the 




forces, a cut-off distance (rc) is assigned. If the distance between two particles is greater than (rc), 
then the interaction has no contribution to the total energy of the system. With PBC, rc should not 
be so large that the particle sees its own image or sees same particle twice. Usually, rc is less than 
the half the length of simulation cell.103 
2.1.4 MD at Constant Temperature 
 MD is traditionally performed in the microcanonical ensemble (constant NVE). Although 
the results can be transformed between ensembles, it is only possible in the infinite system size. 
The study of molecular properties at constant pressure and/or constant temperature is more 
important than at constant volume and energy. For biological systems such as —protein, lipid 
bilayer canonical ensemble with constant volume and constant temperature (NVT) or alternate 
ensembles —constant NVT and constant NPT are preferred.103 To begin the simulation, initial 
Figure 2.2. Periodic boundary conditions. As a particle moves out of the simulation box, an image 
particle moves in to replace it. In calculating particle interactions within the cutoff range, both real 





velocities are assigned to the particles at temperature T from the Maxwell-Boltzmann distribution 
of the velocities. The instantaneous temperature, T at time T is defined as: 
𝑇(𝑡) = 0
v*
∑ 𝑚2𝑣21v2x0                     (2.1.15) 
here 𝑘 is the Boltzmann constant and 𝑣2 is the velocity of the ith particle. The average temperature, 
T during M simulation steps is defined as: 
𝑇 = 0

∑ 𝑇(𝑡L)Lx0                     (2.1.16) 
The simplest method to control temperature during simulation is the “velocity scaling”. Two 
popular techniques are by Wookcock104 and Berendsen105. In the older method by Woodcock104, 
the particle velocities are scaled by a factor determined from the ratio of current temperature 
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In Berendsen approach105, system is coupled to external heat bath fixed at the desired temperature. 
The bath supplies or removes heat from the system as appropriate. Here the velocities scaling 
factor (𝜆J) is determined by the temperature of the bath, 𝑇B@?G	and temperature of the system, 𝑇(𝑡) 
as: 
𝜆J




− 1}                    (2.1.18) 
where 𝛿𝑡 is integration time step and 𝜏 is coupling parameter, whose magnitude determines the 
strength of coupling between the bath and system. 
These simple velocity scaling approaches cannot generate rigorous canonical averages. Although, 
we can get the desired temperature of the overall system, different parts of system might have 




 Current common method to control the temperature of the simulation is Nosé-Hoover 
thermostat106 originally developed by Nosé107 and subsequently improved by Hoover108. Here the 
thermal reservoir is considered as an integral part. Although the energy of the system fluctuates, 
the total energy of the system plus the reservoir is conserved.  The reservoir adds an extra degree 
of freedom s. Also, virtual variable –coordinates 𝑞2, momenta 𝑝2, and time t which are related to 
real variable (𝑞2, 𝑝2, and 𝑡) as follows: 
𝑞2 = 𝑞2,  𝑝2 =
w;
T
 ,   𝑡 = ∫ 4?T
4?
R  
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𝑠1 − 𝑔𝑘𝑡ln(𝑠)v2x0                             (2.1.20) 
The first two terms represent the kinetic energy minus potential energy of the real system, Q 
represents an effective mass associated with s, and g equals degree of freedom of the system. To 
produce canonical ensemble, logarithmic dependence of the potential on the variable s is requires. 
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2.1.5 Steps in MD Simulation 
 Figure 2.3 shows the general scheme 
of performing MD simulations of 
biomolecules. The initial structure consists of 
the atoms and their coordinates. The structure 
is usually obtained from previous 
experimental studies as NMR, X-ray 
crystallography, or Cryo-EM. To mimic 
physiological condition, biological molecules 
as protein, DNA or cell membrane are 
solvated and ionized. This prepares the 
structure for simulation. The prepared 
structure is high in energy and has structural 
constraints. The minimization step releases 
the strain and finds a nearby local minimum. Next in heating phase, system is simulated until a 
desired temperature is reached. Here with increasing temperature velocities are re-assigned.  Once 
the desired temperature is achieved, system is equilibrated to confirm the temperature, structure, 
pressure and the energy of system is stable. Once these parameters are stable, the system is 
simulated for longer period of time in production phase. And finally, the trajectory thus obtained 
is used for analysis purpose.109 




2.2 Coarse Grained Molecular Dynamics Simulation 
 As discussed in the earlier section MD has established itself as an essential tool to study 
bimolecular processes. However, it has limitations to the size of the system and time scale of 
simulation.  As shown in Figure 2.4, MD simulations get costly as the size of the system 
increases.110 Despite the advancement of computer hardware and software, atomistic simulation is 
still restricted to hundreds of thousands of atoms and sub microsecond timescale. However 
biological processes such as –protein folding, ion transportation, DNA replication occur in 
hundreds of nanoseconds to seconds timescale. These longer time scale dynamics of bigger 
biomolecules is beyond the limit of atomistic simulations. These limitations can be overcome by 
utilizing coarse-grain (CG) models. Coarse-graining involves simpler, lower resolution model 
compared to AA model. Here, 2 or more atoms are grouped into a new CG bead. The level of 
coarse-graining is dependent on the number of atoms represented by one CG bead. Increasing the 
number of atoms-to-bead ratio increases the degree of coarse-graining and decreases the resolution 





of the model. Such simpler CG models with a decreased degree of freedom, make simulations of 
larger systems for longer time possible. In general, CG models are 2 to 3 times faster than AA 
simulations.110,111 There are two popular approaches for developing CG models – bottom-up 
(structure-based) and top-down (thermodynamics-based). In the bottom-up approach, CG models 
are constructed based on more detailed AA models. In the top-down approach, CG models are 
designed with simple interaction potentials which are iterated and optimized to reproduce 
experimentally observed results.111 However, a powerful CG model combines both of these 
approaches. There exist several CG models for biomolecules as proteins, carbohydrates, lipids, 
DNA, and water. The most common CG methods for proteins are briefly discussed below. 
2.2.1 Martini Model 
 Originally, the MARTINI CG model was developed for lipids and surfactants.112 The 
extension of this model v2.1 for protein was published in 2008.113 Martini model with an aim to 
increase transferability, works by building CG model of building blocks rather than CG model of 
a specific system. The building blocks are parametrized to reproduce thermodynamic data in 
particular, oil/water partitioning coefficient.112,114 This model is based on 4:1 mapping for aliphatic 
Figure 2.5 Coarse grained beads of essential amino acids in MARTINI model. Figure taken 





amino acids and 2:1 mapping for aromatic amino acids.113 The CG models of essential amino acids 
is shown in Figure 2.5. Amino acids besides Alanine and Glycine, is represented by one backbone 
and one or more side chain CG beads. Each CG bead is differentiated as polar (P), nonpolar (N), 
apolar (C), and charged (Q). These main groups are subdivided into hydrogen bonding capable 
beads (d = donor, a = acceptor, da = both, 0 = none) or polar beads (1 to 5, 5 being the most polar). 
The bonded interactions are described by common harmonic potentials for bonds, angles and 
dihedrals. Non-bonded interactions are described by Lennard Jones (12-6) potential for P, N, and 
C beads and Coulombic interaction for Q beads.113 
2.2.2 Shinoda-Devane-Klein Model 
 Shinoda-Devane- Klein (SDK) model was originally developed for non-ionic 
surfactants.115,116 The CG model for protein was released on 2009.117 Here 3-4 heavy atoms and 
their associated hydrogen atoms is represented by one CG bead. Here, the amino acid backbone is 
represented with one CG bead and side chains with 1-3 CG beads.  The model has basic two 
backbone beads –GLY based (represents whole GLY) and ALA based (represents whole ALA) 
(Figure 2.6). Taking the ALA based bead as the common backbone bead, other 18 amino acids 
are built by assigning additional beads for side chains. Most amino acids side chain is represented 
by one CG bead, except PHE, TYR, LYS, and ARG with 2 beads and TRP with 3 beads (Figure 
2.6). These beads have been parameterized to reproduce the experimental results of surface tension 
and density. For bonded potential harmonic potential is used and for non-bonded potential Lennard 





2.2.3 Bereau and Deserno Model 
 Another intermediate level coarse grain protein model is the Bereau and Deserno model.118 
This model coarse grains each amino acid into three to four beads (three for glycine) as shown in 
Figure 2.7. Here each amino acid is coarse grained to four CG beads with implicit solvent model. 
Backbone has detailed description represented by three beads – amide group N, central carbon Ca 
and carbonyl carbon C’; and side chain is represented by one bead Cb. The higher resolution of 
side chain preserves the secondary structure. The total mass of an amino acid is uniformly divided 
amongst beads. Bonds and angle interactions are chosen to be harmonic. Their values are obtained 
from existing geometric parameters and provided with 5% flexibility. Non-bonded backbone 
interactions are described with complex combinations of local excluded volume, explicit H-bond 
interactions and dipole interactions. Although electrostatic potential is not explicitly accounted, it 
is compensated implicitly via other interaction potentials used. This CG model has been used to 
Figure 2.6 Mapping of essential amino acids using SDK approach. The ABB and GBB 
represent alanine based and glycine based backbone mapping. GBB backone is used for all 





study the connection between structure and thermodynamics of short helical peptides and three-














2.3 Normal Mode Analysis 
 
 Normal Mode Analysis (NMA) is a standard technique to study large-scale fluctuations of 
proteins in the native state. These large-scale fluctuations with lower frequency and higher 
amplitude are highly cooperative and involve large substructures, thus, they are called global 
motions.120–122 These global motions are important for protein functions— such as ion channel 
gating, ligand binding, and signal transduction. On the contrary, high frequency motions are 
localized, involve few residues, and only participate in internal processes such as enzyme reaction, 
signal transmission, ion channel opening and closing. Another approach of calculating normal 
modes is Principal Component Analysis (PCA).123 Both PCA and NMA are known to give similar 
results for the global motions.124 A longer trajectory is used for PCA and an equilibrated state is 
used for NMA.  





 Nowadays, Anisotropic Network Model (ANM) is used over previously used approach—
Gaussian Network Model (GNM) to calculate normal modes. The advantage of ANM over GNM 
is that ANM allows us to study both the directions and magnitudes of fluctuations.120,121 For ANM, 
an elastic network model of the protein is constructed where each node is represented by the C-
alpha atom of every amino acid.  These nodes are connected by springs forming the elastic 
network. If any two residues i and j (Figure 2.8) are closer than the assigned cutoff distance rc, 
then the spring connecting them is represented by a harmonic potential.120 
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Here, V is the harmonic potential, γ is the force constant, 𝑠2fR  is the equilibrium separation between 
i and j, and 𝑠2f is the instantaneous separation. The first and second derivative of V with respect to 
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Similar expressions are obtained for Y and Z components of Ri. At equilibrium condition,  
Figure 2.8   Diagram representing fluctuations ∆R¶ and ∆R· of nodes i and j. Here,s¶·Ris equilibrium 
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The overall potential is arranged in N X N Hessian matrix where each super element is composed 
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From the hessian matrix, ℋ, 3N-6 non-zero eigenvalues and eigenvectors are obtained which are 
the values of amplitude and direction of individual modes respectively. The inverse of ℋ, consists 
of N X N super-elements. Each super-element is composed of 3X3 matrix of correlations between 
the pairs of fluctuation vectors. The cross-correlations between i and j is provided by: 





                   (2.3.7) 
Here, < Δ𝑅2. Δ𝑅f >	= 𝐾𝑇𝑡𝑟𝑎𝑐𝑒	ℋ2f30. 
2.4 Free Energy Calculation 
 Free energy calculation is used to determine how a process proceeds and the probability of 
different states during the process. Free energy (F) of a canonical system (constant number, 
volume, and temperature) is given by:125 
𝐹 = 	𝑘𝑇𝑙𝑛 «∬𝑑𝑝v𝑑𝑟v𝑒
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Here, N is the number of particles in the system, r is the position and p is the momenta. The 
Hamiltonian H(p,r) gives the total energy of the system in given configuration. Calculation of 
absolute free energy is only possible for small systems with simple Hamiltonian. For larger system 
free energy difference between two states, A and B is calculated to determine the energy cost for 
state A to go state B. It is defined as: 
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Equivalently reverse process is 
∆𝐹Õ = 	𝑘𝑇𝑙𝑛 〈𝑒
Ü3 ,Ó6
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This basically means free energy is ensemble average taken over state A (or B). So, one could run 
simulations for state A or B and do the calculations. However, these states A and B may not overlap 
and cannot be sampled in regular MD simulations. To overcome this issue, intermediate states 
which have sufficient overlaps are introduced to calculate free energy along multiple states 
pathway from A to B. Usually, these intermediate states are unphysical and constrained by 
artificial forces.126,127 
2.4.1 Umbrella Sampling 
 Umbrella sampling (US)128 is one of the widely used method to calculate free energy for 




peptide-DNA interactions,133 and peptide-membrane interactions.134 To start US, first we define a 
reaction coordinate (rc), a pathway along which the change is happening. The reaction coordinate 
is divided into multiple windows. Then intermediate states for each window are determined and 
localized with an additional restrain potential. These windows are simulated as individual runs, 
provided they overlap, probabilities are unbiased to calculate potential of mean force (PMF).  
For each US window a biasing harmonic potential (𝑤2) is applied such that the states samples near 




[𝑄 − 𝑞2]1           (2.4.5) 
Where k is the spring constant, 𝑞2 is the center and 𝑄 is the actual difference of rc for initial and 
final state. In order to get unbiased free energy of the system, raw data from each biased simulation 
must be converted to unbiased and recombined. 
The biased distribution function for every ith window is defined as 
〈𝑝(𝜉)〉2B2@TF4 = 𝑒3ä;(å)/*=〈𝑝(𝜉)〉〈𝑒3ä;(å)/*=〉30       (2.4.6) 
And the unbiased PMF is defined as 
𝑊2(𝜉) = −𝑘𝑇 × 𝑙𝑛〈𝑝(𝜉)〉−𝑤2 + −𝐹2        (2.4.7) 
Where 𝐹2 is the unknown free energy constant, defined as 
𝑒è;/*= = 〈𝑒ä;/*=〉	           (2.4.8) 
Next, weighted histogram analysis method (WHAM)135 can be used to determine 𝐹2. It uses 
iterative process by making initial guess of 𝐹2 to estimate unbiased probability distribution as 
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2        (2.4.9) 
The resulting probability is then used to get new set of 𝐹2 values. 






3 Molecular Dynamics Simulation of Tubulin 
Octamers 
 Microtubules (MTs) are dynamic cytoskeleton filaments formed by the polymerization of 
ab tubulin heterodimers. The dynamic property of MTs is governed by the nucleotide state (GTP 
vs GDP) in the b subunit of tubulin dimers in the cap layer (growing end) of MTs.45,46 The relative 
strength of interactions at the lateral/longitudinal interfaces guiding MT assembly and disassembly 
is still under discussion. Previous computational studies with all-atomistic simulations have 
suggested that the GDP-bound tubulin possesses weaker lateral contacts between tubulin dimers, 
promoting MT disassembly.136  A recent computational study of building artificial MT’s from 
wedge-shaped monomers has suggested that lateral contacts should be slightly greater than the 
longitudinal contacts to form tubule structures.137,138  There have been multiple computational 
studies to investigate the importance of both the lateral and longitudinal contacts for the assembly 
of tubulin dimers, singular protofilaments (PFs), as well as tubulin patches in both the GTP and 
GDP states. For example, all-atomistic tubulin dimers as well as coarse-grained simulations of 
short PFs have reported bent dimer conformations for both the GTP and GDP states.139–142 
Additionally, free energy calculations have reported that the free tubulin dimer favors a bent 
conformation and possesses a lower free energy than straighter conformations.143 Recent high 
resolution cryo-EM structures of MTs in the GTP-like, GDP, and GDP-Taxol state have suggested 
that the lateral contacts are similar in all three models, but that the microtubule stability is primarily 
governed by contacts at longitudinal interfaces.144  Thus, additional computational models of both 
the GTP and GDP states of MTs can further characterize the differing PF conformations, resulting 




 There exist two models that explain the link between nucleotide state, tubulin 
conformation, and MT dynamic instability—the ‘lattice model’ and the ‘allosteric model’. The 
‘lattice model’ states that the free tubulin dimer exists in a bent conformation independent of 
nucleotide state, suggesting that the structural switch from bent to straight is activated by the 
polymerization contacts in the MT.145 On the contrary, the ‘allosteric model’ states that GTP 
straightens the tubulin dimer and activates it for polymerization. Furthermore, this model argues 
that GDP tubulin, having a curved conformation, is not able to easily make lateral contacts in 
growing PFs, thus it is unable to polymerize.146 Besides being favorable for polymerization, GTP 
tubulin is required at the plus end to retain the stability and the growing phase of the MT. Once 
the GTPs of the cap layer are hydrolyzed to GDPs, the tubulin dimers bend outward and the MT 
enters the de-polymerization phase.45,46 Some in vitro studies have reported the presence of 1-2 
layers of GTP in the cap, whereas in vivo studies have reported up to 55 layers of GTP in the cap 
of growing MTs.147–149 The exact number of layers of GTP in the MT cap and the mechanism of 
how these layers maintain the straight conformation of the GDP tubulins preceding it remains an 
active area of discussion.   
 Depending on the cell cycle stage MTs grow or shrink, for example during metaphase MTs 
grow from the poles so that it gets connected to chromosomes at the equatorial plane, and during 
anaphase MTs shrink so that replicated chromosomes are moved to opposite poles of the cell.152 It 
is an established fact that MT dynamics is regulated by the protective cap layer, however, the exact 
mechanism is still an active area of study. Here, with an octamer tubulin oligomer we investigate 
the effect of single layer GTP cap on the conformation of tubulin dimer and overall octamer. We 
further explore the effect of cap-layer nucleotide state on maintaining lateral and longitudinal 




conformation and overall stability of protofilament and overall MT. 
 To study the effect of the nucleotide state at the cap/end layer of MT, we have conducted 
large-scale molecular dynamics (MD) simulations (1.8μs in total, 0.3μs for each replica, 0.9μs for 
octamer system) of three replicas each of two tubulin octamer systems –a GTP cap octamer and a 
GDP octamer - as shown in Figure 3.1A and 3.1B. Here we have conducted the longest all-atom 
simulations of tubulin octamers, with multiple replicas.  Previous computational studies have 
characterized the structure of various tubulin oligomers, ranging from the dimer to short 
protofilaments to small lattice patches. We note that with all-atom molecular dynamics approaches 
the maximum simulation time formerly achieved is 250 ns.136,141,150,151 Each tubulin octamer 
contains four dimers (1,2,3, and 4) and two neighboring protofilaments (PF-A and PF-B) as shown 
schematically in Figure 3.1C.  The three GTP cap replicas are termed as GTP1, GTP2 and GTP3, 
and the three GDP replicas are termed as GDP1, GDP2, and GDP3. The setup of each of these 
three replicas of the two octamers differs only by a single GTP cap layer and are otherwise 
identical.  To begin with, we characterize the conformations of the octamers, in terms of the intra-
Figure 3.1 Tubulin octamer models A) GTP cap octamer, B) GDP octamer C) schematic 
representation showing protofilaments A and B. Here GTP and GDP are colored green and 
yellow respectively. The four tubulin dimers 1,2,3 and 4 in each octamer are colored as 




dimer, inter-dimer, and individual protofilament bending angles, as well as the dihedral angle 
between PFs. Next, we calculate the strength of the lateral contacts between neighboring PFs and 
longitudinal contacts at the inter-dimer interface within PFs. We find structural differences 
between neighboring PFs due to the presence of a single GTP cap layer. In all GTP cap replicas 
we observe a consistent trend of gradual curvature and weaker longitudinal contacts in PF-As, 
compared to PF-Bs.  
3.1 System Construction 
Our systems include three initial smaller simulation studies of tubulin dimers (with GTP, 
GDP, and GTP+Taxol) and three replicas of each two tubulin octamers (two PFs, each containing 
two tubulin dimers) as shown in Figure 3.1A and 3.1B. The longitudinal nucleotide state sequence 
of tubulin subunits from bottom to top in Figure 3.1B for the ‘GDP octamer’ is GTP-GDP-GTP-
GDP, whereas the sequence for the ‘GTP cap octamer’ from bottom to top as shown in Figure 
3.1A is GTP-GDP-GTP-GTP. Each octamer contains two neighboring PFs as schematically shown 
in Figure 3.1C, which we term PF-A (composed by dimers 1 and 2) and PF-B (composed by 
dimers 3 and 4).   
Coordinates for the tubulin dimers (GDP dimer, GTP dimer and GDP + Taxol dimer) were 
extracted from the Nogales high-resolution microtubule-based cryo-EM structures (PDB IDs 
3J6E, 3J6F and 3J6G) 144. We modified the GTP analogue, GMPCPP, in the 𝛽 subunit of the GTP-
like dimer to build the GTP dimer. MODELLER153 was used to model the missing segment of H1-
B2 (residues 39-48) of the 𝛼 subunit of each dimer. Here, the corresponding segment of  𝛽 subunit 
was used as the template for 𝛼 subunit. The loops were modelled for GDP and GTP dimers, then 
these modeled loops were added to each 𝛼 subunit in the GDP and GTP cap octamers respectively. 




Nogales GDP and GTP-like (GMPCPP) structures.144 For the GTP cap octamer, GMPCCs of the 
𝛽 subunits were modified to GTPs, similar to the dimers. Then, to construct the GDP octamers, 
the Mg2+ ion and 𝛾 phosphate bound to each GTPs of 𝛽 subunits of lower tubulin dimers were 
removed. Each octamer is simulated in a water box and they are not forming lateral or longitudinal 
contacts across periodic boundaries.  
3.2 MD Simulations of Tubulin Octamers 
 
MD simulations of the dimers and the octamers were performed using NAMD 2.598 with 
the CHARMM36 force field 154. The parameters for GTP and GDP were constructed, combining 
the CHARMM36 parameters of ATP and Guanine. The parameters for Taxol were obtained from 
the Sept lab.21  All systems were solvated with TIP3P155 water and the charge was neutralized with 
Na+ counterions (0.08M). The bonded and non-bonded interactions were both calculated with a 2 
fs timestep. The electrostatic and van der Waals interactions were calculated with a 12 Å cutoff, 
with a smooth switching function at 10 Å, and a pair list distance of 13.5 Å. All systems were 
simulated with an NPT ensemble at a temperature of 310K. The temperature of the system was 
controlled using Langevin dynamics method with a friction constant of 1 ps-1 and the pressure was 
controlled using the Nose-Hoover Langevin piston method.156 All system sizes are summarized in 
Table 3-1. VMD157 was used for visualization and analysis. 











GTP 63,456 76,988 82x84x128 70 
GDP+Taxol 52,098 65,649 76x82x122 70 
GDP 57,849 71,287 82x82x122 70 
Octamers GTP cap replicas 211,536 265,296 134x100x218 300 (x 3) 





3.3 Structural Characterization of Tubulin Octamers 
 In order to characterize the subtle effect of GTP as compared with GDP on the 
conformation of tubulin, while including at least one neighboring PF, we next characterize the 
effect of a single GTP cap layer on the conformation of tubulin octamers. We begin by 
characterizing the effect of this single GTP cap layer on: i) the intra-dimer bending angles of each 
dimer, ii) the inter-dimer bending angle of each neighboring protofilament (PF-A and PF-B), iii) 
the overall protofilament bending angles, and iv) the dihedral angles between the neighboring 
protofilaments.  
3.3.1 Intra-dimer Bending Angles 
 First, we characterize the effect of a single GTP cap layer on the intra-dimer bending angles 
(𝜃ïÕ) in each tubulin octamer.  As shown in Figure 3.2A, 𝜃ïÕ of each dimer is calculated as the 
angle formed by the intersection of the axes between the H7 helices of the 𝛼 and 𝛽 subunits. The 
Cα’s of residues 227 and 238 of each helix are used to form the H7 helix axis. The H7 helix is the 
Figure 3.2 Intra-dimer bending angle (θIA). A) θIA for each dimer is measured as the angle formed 
by intersection of axes through H7 helices (yellow) of α and β subunits. B) 1-D potential of mean 
force (PMF) as function of θIA. Comparative θIA in octamer systems –GTP cap octamers (left panel) 





central helix which connects the nucleotide binding domain and the intermediate domain.158 
Knossow et al.158 and Jacobson et al.143 have characterized the changes in straight vs. bent tubulin 
dimers using H7 helices. Moreover, a mutational study with T238A at the H7 helix of the 𝛽 subunit 
has shown suppressed GTP hydrolysis dependent conformational changes, slower shrinking and 
decreased catastrophe in MTs.159 Thus, H7 is a crucial structural element of tubulin dimers. 
Jacobson et al.143 has used the same H7 helix orientations to calculate tubulin bending. Voth et 
al.140 determined tubulin bending by calculating the movement of 𝛼 and 𝛽 subunits with respect 
to one another using the center of mass of each subunit. However, Jacobson et al.143 has compared 
these methods and reported that although both methods are not identical, they exhibit a strong 
correlation.  We calculate the angle as:  





}               (3.1) 
where 𝐴 is the axis along the H7 helix of the 𝛼 subunit and 𝐵ò⃗   is the axis along the H7 helix of the 
𝛽 subunit. Figure 3.2B shows the 1D PMF as function of intra-dimer bending angle for each 
dimer, calculated from the probability distribution over 300 ns.  We observe dimers of both the 
GTP cap and GDP octamers exhibit minimum in the range of ~8°-22°. For the GTP cap replicas, 
dimer 4 has the minimum shifted towards the right compared to other dimers. However, in the 
GDP octamers we do not observe a consistent trend for the minimums. The 𝜃ïÕ distributions, 
sampled over the last 50 ns of 300 ns trajectories, are shown in Figure 3.2C.  The average 𝜃ïÕ 
values of last 50ns of the 300 ns trajectories for each octamer system is shown in Table3-2. For 
the GTP1 and GTP2 octamers, we observe a similar trend with dimers 1 and 4 having a peak at a 
greater 𝜃ïÕ	value compared to dimers 2 and 3. However, in the GTP3 octamer, the bottom dimers 
2 and 4 have a peak at a greater 𝜃ïÕ	value compared to the upper dimers 1 and 3. Thus, in all three 




This holds true for the average 𝜃ïÕ values.  Dimer 4 always has the highest  𝜃ïÕ value with an 
average 16.04°±3.58°. Next, we find that the average 𝜃ïÕ values of each dimer in the GTP cap 
octamer is similar to the average 𝜃ïÕ values of the GDP octamer.  Moreover, dimer 4 always has 
the highest 𝜃ïÕ value with an average 16.52°±5.29°. To summarize, these results suggest that a 
single GTP cap layer does not have significant effect on the bending behavior at the intra-dimer 
level. Furthermore, we observe that dimer 4 always maintains the highest 𝜃ïÕ for octamer systems, 
independent of the nucleotide state of the cap.  
 
Table 3-2 Average Intra-dimer bending angles (𝜃ïÕ) for last 50ns of Dimer 1,2,3 and 4 of GTP 
cap and GDP octamer replicas. Replicas are 300 ns each. 
 Protofilament - A Protofilament -B 
 Dimer1 - 𝜃ïÕ Dimer2 - 𝜃ïÕ Dimer3 - 𝜃ïÕ Dimer4 - 𝜃ïÕ 
GTP1 11.66±2.64 5.66±2.31 7.90±3.15 13.85±2.41 
GTP2 17.62±2.85 12.27±2.47 10.88±2.38 19.69±2.17 
GTP3 9.16±2.67 14.94±2.45 11.00±2.57 14.57±2.77 
Average 12.81±4.47 10.96±4.58 9.93±3.07 16.04±3.58 
 
 Protofilament - A Protofilament -B 
 Dimer1 - 𝜃ïÕ Dimer2 - 𝜃ïÕ Dimer3 - 𝜃ïÕ Dimer4 - 𝜃ïÕ 
GDP1 13.85±3.11 13.83±2.53 17.98±3.78 21.40±2.37 
GDP2 10.45±2.77 12.42±2.43 9.37±2.35 10.23±2.41 
GDP3 14.17±3.44 6.96±2.31 6.23±2.88 17.94±2.65 





3.3.2 Inter-dimer Bending Angles 
 Studies have reported that in the presence of protective GTP cap layer/s, MTs are stable 
with straighter PFs and favor polymerization 21. To study the effect of the single GTP cap layer 
on the PF conformation of our octamers, we calculate inter-dimer bending angles (𝜃ïö). As shown 
in Figure 3.4A, 𝜃ïö measures the angle between two vertically aligned dimers in each PF –between 
dimer 1 and 2 in PF-A and dimer 3 and 4 in PF-B. It is calculated as the angle subtended by the 
axes through the center of masses (COMs) of H7’s of the lower dimers and upper dimers. Figure 
3.4B shows the 2D PMF distribution as function of both inter-dimer bending angles, PF-A and PF-
B, calculated from the probability distribution over 300 ns. For the time period we ran our 
Figure 3.3 Inter-dimer bending angles (θ
IE
) in tubulin octamers. θ
IE 
For GTP1 and GTP3 






simulations (3 replicas each, 300ns each replica, 900ns for each octamer system), we observe that 
the GTP cap octamers explore more states compared to the GDP octamer replicas. However, all 
three GTP cap replicas exhibit a minimum in the PMF at ~ PF-A 𝜃ïö~ 20-25°.  In comparison, the 
GDP replicas exhibit varying minimum, indicating that more sampling could be performed for the  
GDP replicas. However, two out of three PMFs for the GDP replicas appear to be shifted to the 
left, suggesting a lower  𝜃ïö for PF-A compared to the GTP-cap octamers.  Figure 3.4C (right 
panel) shows the last 50 ns probability distributions of 𝜃ïö over the 300 ns trajectories for the GTP 
cap octamers. For the GTP3 octamer, the peak 𝜃ïö values of PF-A and PF-B perfectly overlap at 
~17°. For the GTP1 octamer, 𝜃ïö of PF-A and PF-B only partially overlap with peak 𝜃ïö value of 
~20° for PF-A and ~17° for PF-B. For the GTP2 octamer, the distributions for 𝜃ïö values of PF-A 
and PF-B are   significantly different, with a peak 𝜃ïö value of ~26° for PF-A and ~10° for PF-B. 
The time dependence of 𝜃ïö  in these GTP cap octamers is shown in Figure 3.3 where we see 𝜃ïö  
converges at the end of 300 ns for the GTP1 and GTP3 octamers. As observed in Figure 3.4C and 
Figure 3.4 Inter-dimer bending angle (θIE). A) θIE for each PF is measured as the angle formed by 
intersection of axes through H7 helices (red) of upper and lower tubulin dimers. B) 2-D potential 
of mean force (PMF) for θIE as a function of PF-A and PF-B. Scale bar is in kcal/mol. C) θIE 
probability distribution for octamer systems (for last 50ns out of 300ns) –GTP cap octamers (left 





Figure 3.3, 𝜃ïö diverges for the GTP2 octamer resulting in a bent PF-A and straighter PF-B. In 
comparison to the GTP cap octamers, Figure 3.4C shows the last 50ns probability distribution of 
𝜃ïö values for the three GDP octamer replicas. For GDP1, both PFs are bent with a peak 𝜃ïö  value 
of ~19°. Whereas, for GDP2, both PFs are straighter with a smaller peak 𝜃ïö  value of ~4° for PF-
A and ~6° for PF-B.  For GDP3, PF-A is straighter with a peak 𝜃ïö value of ~11° and PF-B is bent 
with a peak 𝜃ïö value of ~19°. The time dependence of 𝜃ïö  for GDP octamers is shown in Figure 
3.3, further clarifying the differing trends of the 𝜃ïö values in the three GDP octamer replicas. In 
summary, 𝜃ïö values of both PFs converge during the later stages of simulations in two out of three 
GTP cap octamer replicas, and one of the three GTP cap octamer replica exhibit diverging 𝜃ïö  
values of the PFs.  Whereas, in the GDP octamers, θIE values of both PFs are very similar 
throughout the simulations in two out of three replicas, and one of the three GDP octamer replica 
exhibits significantly different 𝜃ïö  values of its PFs. Interestingly, we observe a significant effect 
of the single layer GTP cap on 𝜃ïö on PF-A compared to PF-B as shown in Table 3-3.  We find 
the average 𝜃ïö value for last 50ns for PF-B in GDP octamers (14.12°±6.69°) is similar to GTP 
cap octamers (14.12°±3.83°), whereas, the average 𝜃ïö for PF-A of GDP octamers (11.49°±6.37°) 
is significantly lower compared to GTP cap octamers (20.74°±4.48°).  The same trend is exhibited 
in 2-D PMF calculations. 
Table 3-3 Average Inter-dimer bending angles (𝜃ïö) for last 50ns of Protofilament A and B. 
 PF – A- 𝜽𝑰𝑬 PF – B- 𝜽𝑰𝑬  PF – A-𝜽𝑰𝑬 PF – B-𝜽𝑰𝑬 
GTP1 20.63±2.96 16.26±2.30 GDP1 18.96±1.78 18.74±1.98 
GTP2 25.51±1.43 9.38±1.41 GDP2 4.10±1.44 5.14±1.51 
GTP3 16.07±2.20 16.73±1.71 GDP3 11.40±2.49 18.48±2.68 









3.3.3 GTP in Interdimer E-site Cavity 
 Nogales et al.144,160 have reported that after GTP hydrolysis at the inter-dimer E-site 
(Figure 4A), the β-T3 and the β-T5 loops of the lower dimer, and α-T7-H8 loops of the upper 
dimer reorganize, creating longitudinal compaction at the inter-dimer E-site. The initial and final 
locations of the β-T3 loop (pink), β-T5 loop (blue), α-T7-H8 loops (red) and GDP (licorice 
representation) of the GTP2 octamer is shown in Figure 3.5B. For PF-A, the GDP moves away 
from the inter-dimer E-site and re-positions near the α-T7-T8 loop of the upper dimer, whereas in 
PF-B, GDP stays bound to the E-site (Figure 3.5B). This corresponds with a decrease in the 
number of H-bonds between GDP and the β-T3 and β-T5 loops of the lower dimer and an increase 
in the number of H-bonds between GDP and the α-T7-H8 loop of the upper dimer of PF-A (Figure 
3.5C). Furthermore, the GDP in PF-A breaks all H-bonds after ~10 ns simulation with the lower 
Figure 3.5 A) Locations of β-T3 loop (magenta), and β-T5 loop (blue)of lower dimers, α-T7-H8 
(red) of upper dimers, and E-site GDP (licorice representation) at the inter-dimer interface of GTP2 
octamer replica. B) Initial (I, iii) and final (ii, iv) locations of β-T3, β-T5, α-T7-H8 and GDP at the 
inter-dimer interface PF-A and PF-B. C) Number of H-bonds of the inter-dimer E-site GDP with 
β-T3 loop, and β-T5 loop of lower dimers, and α-T7-H8 of upper dimers in PF-A and PF-B of 





dimer. However, in PF-B, the GDP maintains these H-bonds until the end of the simulation 
trajectory (Figure 4C). In particular, ASN-101 of the β-T3 loop of the lower dimer makes H-bonds 
with GDP during initial as well as final stages in both PF-A and PF-B as shown in Figure 3.6. We 
outline the major residues of each loop involved in forming H-bonds with GDP as shown in Table 
3-4. Different residues of the β-T5 loop participate in H-bond formation with GDP for PF-A and 
PF-B, whereas for the β-T3 and α-T7-H8 loops at least one residue is common for both PFs.  In 
agreement with Nogales et al.144 our results support the critical role of these 3 loops in stabilizing 
the hydrolyzed GTP in the E-site cavity.  Furthermore, we suggest that the α-T7-H8, β-T3, and β-
T5 loops, and their contact with GDP are critical in maintaining the inter-dimer bending angle.  
 
Table 3-4 Residues involved in H-bonds with inter-dimer E-site GDP in GTP2 octamer 














3.3.4 Protofilament Bending Angle 
 Next, we calculate the protofilament bending angles, 𝜃"è, to characterize the overall 
bending conformation along the PF from the bottom subunit to top subunit. The 𝜃"è for all H7 
along the PF (i.e. β1-H7, α2-H7, and β2-H7) is calculated. The 𝜃"è values provide information on 
how much each H7 has deviated from its initial position. The 𝜃"è  for each H7 is calculated as the 
angle formed by COMs of initial H7, initial α1-H7 and final H7 positions. The overall 𝜃"è is 
characterized by 𝛽2 − 𝜃"è of each PF. Figure 3.8A shows the last 50ns probability distributions 
of 𝜃"è for the β1, α2, and β2 subunits of the GTP cap octamers. We observe that PF-A of GTP1 is 




𝛽2 − 𝜃"è value of ~9° and bent with peak 𝛽2 − 𝜃"è	value of ~18°. Similarly, in the GTP2 
octamer, PF-A is bent with peak 𝛽2 − 𝜃"è value of ~24° compared to PF-B with peak 𝛽2 − 𝜃"è  
value of ~16°. Whereas in the GTP3 octamer, PF-A is straighter with peak 𝛽2 − 𝜃"è value of ~16° 
compared to PF-B with peak 𝛽2 − 𝜃"è value of ~20°.  At the end of 300 ns simulation, we observe 
that PF-A is most bent in GTP2 and PF-B is most bent in GTP3 (Figure 3.6B). The time 
dependence of 𝜃"è of the GTP cap octamers as well as 𝜃"è distributions for each H7 shows there 
is gradual curvature along PF-A as there is significant increase of 𝜃"è  values as you move up from 
β1 to α2 to β2, whereas in PF-B there is “kink” at β1 and the remaining PF is straighter. In PF-A 
of GTP cap octamers the average 𝛽1 − 𝜃"è value is 7.27°±3.85°, and as we move up, the average 
value of  a2 − 𝜃"è increases by an average of 6.81°±1.43° to 14.08°±3.44° and of 𝛽2 − 𝜃"è  
increases by an average of 3.70°±0.85° to 17.78°±3.92° (Table 3-5,3-6). Whereas in PF-B, the 
average value of  a2 − 𝜃"è is significantly greater (11.03°±4.33°) compared to PF-A. However, 
the average increase of 𝜃"è from 𝛽1 to a2 is only 2.09°±0.99° and the average increase of 𝜃"è 
from a2  to  𝛽2 is only 3.01°±1.35°. The differential bending values of 𝜃"è  creates a more curved 
PF-A compared to “kinked” PF-B in GTP cap octamers. For the GDP octamers, we observe that 
PF-B of GDP1 is bent with peak 𝛽2 − 𝜃"è value of ~27° compared to PF-A with peak 𝛽2 − 𝜃"è 
value of ~22° (Figure 3.9A). The scenario is reversed for the GDP2 and GDP3 octamers. In GDP2 
PF-A is bent with a peak 𝛽2 − 𝜃"è value   of ~16° compared to a straighter PF-B with a peak 𝛽2 −
𝜃"è value of ~11°. In GDP3 octamer PF-A is bent with a peak 𝛽2 − 𝜃"è value of ~22° compared 
to a straighter PF-B with a peak 𝛽2 − 𝜃"è value of ~19°.   At the end of 300 ns simulation we 
observe that both PF-A and PF-B are most bent in the GDP1 octamer (Figure 3.7B). As shown by 
the time dependence and probability distributions (Figure 3.7A) of 𝜃"è of GDP octamers we do 




for 𝛽1, a2, and 𝛽2 for PF-A and PF-B are not significantly different (Table 3-5). Thus, the average 
curvature for PF-A and PF-B in the GDP octamers is not significantly different. Overall, in the 
GTP-cap octamers we observe a consistent gradual curvature in PF-A compared to a “kinked” 
conformation of PF-B. This gradual curvature of PF-A leads to curling and splaying between PFs 













Figure 3.6 Protofilament bending angles (θPF) in GTP cap octamers. A) Comparative θPF’s for β1, 
α2, and β2 in PF-A (left panel) and PF-B (right panel) of GTP cap octamers for last 50ns. B) Last 
snapshot of PF-A and PF-B of GTP cap octamers where each bead represents COM of H7s. Figure 




Table 3-5 Average Protofilament bending angles (𝜃"è) for last 50ns of Protofilament A and B 
(PF-A and PF-B) of GTP cap and GDP octamer replicas. 
 Protofilament - A Protofilament - B 
 𝛽1 −	𝜃"è 𝛼2 −	𝜃"è 𝛽2 −	𝜃"è 𝛽1 −	𝜃"è 𝛼2 −	𝜃"è 𝛽2 −	𝜃"è 
GTP1 4.62±1.76 12.13±1.78 16.15±2.09 6.69±3.25 8.61±3.91 13.38±3.89 
GTP2 12.23±1.37 18.37±1.53 22.65±1.46 10.94±1.38 13.33±1.45 15.61±1.49 
GTP3 4.96±1.59 11.74±1.53 14.54±1.68 15.48±2.27 17.44±2.11 19.42±1.97 
Average 7.27±3.85 14.08±3.44 17.78±3.92 11.03±4.33 13.13±4.50 16.14±3.64 
 Protofilament - A Protofilament - B 
 𝛽1 −	𝜃"è 𝛼2 −	𝜃"è 𝛽2 −	𝜃"è 𝛽1 −	𝜃"è 𝛼2 −	𝜃"è 𝛽2 −	𝜃"è 
GDP1 13.20±1.40 16.61±1.54 21.30±1.61 18.45±1.38 20.64±1.48 25.69±1.63 
GDP2 12.34±1.53 15.78±1.47 15.54±1.51 9.43±1.60 8.30±1.56 10.06±1.49 
GDP3 16.15±1.51 17.79±1.34 20.81±1.39 8.03±1.39 12.63±1.61 16.79±1.52 
Average 13.90±2.20 16.73±1.67 19.21±3.02 11.97±4.84 13.86±5.35 17.51±6.59 
 
Table 3-6 Average difference in the Protofilament bending angles (𝜃"è) for last 50ns between 𝛼2 
and  𝛽1 helices ((𝛼2 − 𝛽1) 𝜃"è) and 𝛽2 and 𝛼2 heices ((𝛽2 − 	𝛼2) 𝜃"è) of PF-A and PF-B of 
GTP cap and GDP octamer replicas. 
 Protofilament - A Protofilament -B 
 (α2 − β1) θ&' (β2 − 	α2) θ&' (α2 − β1) θ&' (β2 − 	α2) θ&' 
GTP1 7.51±1.57 4.03±0.69 1.92±1.28 4.77±0.65 
GTP2 6.14±1.30 4.28±0.47 2.40±0.60 2.27±0.39 
GTP3 6.78±1.02 2.80±0.50 1.96±0.90 1.98±0.44 
Average 6.81±1.43 3.70±0.85 2.09±0.99 3.01±1.35 
 Protofilament - A Protofilament -B 
 (α2 − β1) θ&' (β2 − 	α2) θ&' (α2 − β1) θ&' (β2 − 	α2) θ&' 
GDP1 3.41±0.99 4.69±0.55 2.20±0.76 5.04±0.56 
GDP2 3.44±0.54 0.48±0.35 1.16±0.63 1.77±0.47 
GDP3 1.64±0.99 3.01±0.58 4.60±0.87 4.15±0.77 


















3.3.5 Dihedral Angles 
Following, we calculate the dihedral angle between PF-A and PF-B. As shown in Figure 
3.9A, H7s of the top (α1) and bottom (β2) subunits of each PFs are used to calculate the bending 
angles and dihedral angles between PFs.  H7s of top (α1) and bottom (β2) tubulin subunits of each 
PFs are used to calculate the bending angles and dihedral angles between PFs. First, we define 
three vectors: ?⃗? as vector connecting H7s of PF-A, 𝑏ò⃗  as vector connecting bottom H7s of PF-A 
and PF-B, and 𝑐 as vector connecting H7s of PF-B. Thus, the bending angle is calculated as a dot 
product of ?⃗? and 𝑐. To calculate dihedral angles, we calculate normal vectors 𝑛1òòòò⃗   and 𝑛2òòòò⃗   to define 
planes formed by PF-A (?⃗?) and PF-B (𝑐) with the connecting vector between each PF (𝑏ò⃗ ). The 
dihedral angle between PFs is then calculated as the dot product of 𝑛1òòòò⃗   and 𝑛2òòòò⃗ . As shown in Figure 
3.9B, the dihedral angles are calculated in two ways – only positive magnitude (green) and positive 
and negative magnitude (black).  If the angle between the two PFs is due to bending away from 
Figure 3.7 Protofilament bending angles (θPF) in GDP octamers. A) Comparative θPF’s for β1, 
α2, and β2 in PF-A (left panel) and PF-B (right panel) of GDP octamers. B) Last snapshot of PF-





the plane connecting the bottom subunits, then their bending angle and the absolute magnitude of 
the dihedral angle will overlap as is observed for the GTP1, GTP2, and all GDP octamers. If PF’s 
are bending away from each other in the plane connecting bottom subunits, then their bending 
angle and the magnitude of the dihedral angle will not overlap as is observed for the GTP3 octamer. 
As discussed earlier, due to the gradual curvature along PF-A compared to PF-B of the GTP-cap 
octamers, at the end of 300 ns simulation time, we observe higher dihedral/bending angles in GTP1 
(~8°) and GTP2 (~7°) characterizing “curling” of PFs, and a higher bending angle in GTP3 (~7°) 
characterizing “splaying” between PFs.  While the three GDP octamer replicas also exhibit some 
degree of “curling” the average dihedral angle for all three GDP octamers at the end of 300ns 
Figure 3.8 Measurement of splaying. A) White “x” labeled as A, B, C, and D represent COMs of 
α1, β2 H7s of PF-A and PF-B respectively. Three vectors –a, b, and c represent vectors 
connecting these H7 COMs. B) Angles calculated between PFs -dihedral bending angles (black), 
dihedral bending angles with positive magnitude (green), and bending angles (red) are 
overlapped to measure splaying between PF-A and PF-B of GTP cap octamers (left panel) and 





simulations (5.48°±1.11°) is lower than the average dihedral angle between PFs for the GTP-cap 
octamers (7.41°±0.32°).   
3.3.6 GDP at the Cap Layer 
 In the GDP3 replica, we also discover E-site GDPs at the cap layer leaving their binding 
cavity. As shown in Figure 3.10, GDP from PF-B leaves first, comes back near the PF-A and PF-
B interface between the top subunits and then GDP from PF-A leaves and finally both GDPs 
associate. We calculate the number of H-bonds of these GDPs with the T3 loop (magenta), T5 
loop (blue) and T4 loop (green) which are close to these GDPs. As shown in Figure 3.10B, GDPs 
at the cap layer are dominantly stabilized by H-bonds with the T4 loop which is completely lost 
after ~200 ns in PF-B and ~250 ns in PF-A. In both PFs the H-bonds between GDP and ASN-101 
of the T3 loop is the last H-bond to break before they leave the cavity. We outline the major 
residues of each loop involved in H-bond formation with GDP at the cap layer in the GDP3 replica 
Figure 3.9 A) Locations of β-T3 loop (pink), β-T5 loop (blue), α-T4(green) and E-site GDP 
(licorice representation) at the cap layer of GDP3 replica. B) Number of H-bonds of the inter-






as shown in Table 3-7. To summarize, in the GDP3 replica we observe that PF-B has a higher 
inter-dimer bending angle, 𝜃ïö, weaker selected longitudinal contacts suggesting shifting away of 
the 𝛼-T7-H8 loop from the inter-dimer E-site. This phenomenon might be correlated with the 
GDPs of the cap layer leaving their binding cavities. Furthermore, we suggest for tubulin octamers 
without a single GTP cap layer, GDP exchange at the cap layer might occur which could be 
correlated to the differential strength of selected longitudinal contacts at the inter-dimer interface 
in the PFs. 
 
Table 3-7 Residues involved in H-bonds with cap E-site GDPs in GDP3 replica. 























3.4 Lateral and Longitudinal Contacts 
Next, we characterize the strength of both lateral contacts between PFs and longitudinal 
contacts along PFs during the course of the simulation trajectories. We use MDAnalysis161,162 to 
calculate the fraction of native contacts, n1, present between the selected residues throughout the 
trajectory. The initial structure is used as the reference structure and, if the selected residues are 
within an 8 Å cutoff radius at a particular point in the trajectory relative to the initial structure, this 
is counted as a native contact. Throughout the simulation, depending on the number of residues 




simulation of infinite tubulin lattice simulations have suggested that longitudinal contacts are 
similar for both nucleotide states, whereas lateral contacts are weaker in the GDP state.136  
3.4.1 Lateral Contacts 
 We first determine the fraction of native lateral contacts, n1, over time, comparing the 
GTP-cap and GDP octamers. Here, we consider the lateral contacts to be characterized by the 
interaction between the M-loops of every subunit of PF-B with the H1-B2 and H2-B3 loops of the 
adjacent subunits of PF-A as shown in Figure 3.10A.  Previous studies have reported these loops 
as the major participants of lateral contacts between adjacent dimers57,136,151,163. As shown in 
Figure 3.10B, we compare the fraction of lateral contacts that are conserved over time between 
the β1-β3, α1-α3, β2-β4, and α2-α4 subunits in pairs of adjacent dimers (dimer1-dimer3 and 
dimer2-dimer4). We observe that the fraction of native lateral contacts for both GTP cap and GDP 
octamers tend to decrease over time for all three replicas. For the last 50 ns simulation we find the 
average conserved native lateral contacts between the subunit pairs for GTP cap octamer replicas 
(0.151±0.143) is not significantly different compared to the average of GDP octamer replicas 




3.4.2 Longitudinal Contacts   
 We next determine the fraction of native longitudinal contacts conserved over time (Figure 
3.11) at the inter-dimer interface between dimers 1 and 2, and dimers 3 and 4 along PF-A and PF-
B respectively. Here, we consider the longitudinal contacts to be characterized by the interaction 
between the T7 loop, H8 and H10 of the α subunits of the upper dimers with the T2-H2 loop, T3 
loop, T5 loop, H6, H1, and H6-H7 loop of the β subunits of lower dimers (Figure 3.11A). These 
contacts are suggested to form the overall longitudinal contacts by Voth et al.136 As shown in 
Figure 3.12B, we find that the PF-Bs of all GTP-cap octamers conserve more native longitudinal 
contacts over time as compared to the neighboring PF-A in all three replicas (GTP1, GTP2, and 
GTP3). For the last 50ns simulation we find that the average fraction of conserved native 
Figure 3.10 Lateral Contacts. A) Lateral contacts between PF-A and PF-B. M loop (red) of PF-B 
makes lateral contacts with H1-B2 loop (yellow) and H2-B3 loop (green) of PF-A. Fraction of 
lateral contacts (n1) for 300 ns between α2-α4 (black), β2-β4 (red), α1-α3 (green), and β1-β3 (dark 





longitudinal contacts of all GTP octamer replicas of PF-B (0.470±0.033) to be significantly higher 
than the average for PF-A (0.238±0.103). The same trend is not observed for GDP octamer 
replicas.  In the GDP octamers, the GDP1 replica has similar longitudinal contacts for both PFs, 
in the GDP2 replica the strength of longitudinal contacts converges during the last ~100ns, and in 
the GDP3 replica PF-A has stronger longitudinal contacts compared to PF-B. For the last 50ns 
simulation the average conserved fraction of native longitudinal contacts of GDP octamers of PF-
B (0.344±0.141) is not significantly different compared to the average of PF-A (0.325±0.047).  
These finding suggests that the overall lateral contacts in all GTP cap and GDP octamers are not 
significantly different. However, in the presence of a single GTP cap layer, PF-B conserves more 
longitudinal contacts over time along the PF as compared with PF-A further suggesting that the 
GTP cap induces asymmetric longitudinal contacts in neighboring PFs.   
Figure 3.11 Longitudinal Contacts. A) Longitudinal contacts between lower β and upper α 
subunits. α T7 loop (red), H8 (green), H10 (yellow) makes longitudinal contacts with β T2-H2 
loop (cyan), T3 loop (magenta), T5 loop (dark blue), H6 (orange), H1 (black), and H6-H7 loop 
(tan).  B) Fraction of native longitudinal contacts (n1) for 300 ns in PF-A (red) and PF-B (black) 





3.4.3 Selected Longitudinal contacts 
 Following, we calculate the fraction of native selected longitudinal contacts that are 
conserved over time between β-T3, β-T5 of the lower dimer, and α-T7-T8 of the upper dimer. 
Nogales et al. 144 and our H-bond analysis (Figure 3.12) have shown these loops are crucial to 
stabilize the inter-dimer E-site GDP in the binding cavity and maintain PF conformation.  As 
shown in Figure 3.12.A, the GTP cap octamers replicas GTP1 and GTP3 show similar 
conservation of these selected longitudinal contacts for both PF-A and PF-B over time as compared 
to the GTP2 octamer replica. For the GTP2 octamer replica, PF-B has a higher fraction of native 
selected longitudinal contacts that are conserved over time compared to PF-A. Table 3-8 shows 
the average conserved fraction of selected longitudinal contacts for last 50ns between these loops 
for PF-A and PF-B for each octamer. We observe GTP2 replica has significantly higher average 
conserved selected longitudinal contacts for PF-B (0.605±0.020) compared to PF-A 
(0.281±0.043). This phenomenon is further illustrated in Figure 3.12B, contact maps between the 
β-T3 loop (x-axis) and α-T7-H8 loops (y-axis) averaged over the 300ns simulation trajectories for 
Figure 3.12 A) Fraction of selected longitudinal Contacts between β-T3, T5 and α-T7-H8 
segment in PF-A (red) and PF-B (black) of GTP-cap (left panel) and GDP (right panel) octamers. 
Average contact map between the residues of β-T5 (x-axis) and α-T7-H8 (y-axis) in PF-A and PF-





all three replicas.  Since the contacts between β –T5 and α-T7-H8 loops were not dominant, these 
contacts are not shown in the contact map. For the GTP2 replica, we observe a brighter contact 
map for PF-B compared to PF-A, indicating that the contacts between the lower β-T3 loop and the 
upper α-H7-H8 loop at the inter-dimer interface are more conserved for PF-B compared to PF-A. 
Here, the brighter contact map and stronger longitudinal contacts represent that the β-T3 loop of 
the lower dimer and the α-T7-H8 loop of upper dimer are closer in PF-B than PF-A. This agrees 
well with Nogales et al.144 where these loops come closer to create longitudinal compaction. This 
suggests that after GTP hydrolysis, if these loops do not reorganize to create compaction, the inter-
dimer GDP can move away from its original binding site and reposition itself near the upper α-T7-
H8 loop and create a wider interfacial cavity. For the GDP octamers, as shown in Figure 3.12 
both the GDP1 and GDP2 replicas possess a similar strength of selected longitudinal contacts 
between these three loops. However, for the GDP3 replica, PF-A has higher fraction of conserved 
selected longitudinal contacts compared to PF-B. In the GDP3 replica, the average selected 
longitudinal contacts in PF-A (0.567±0.024) is significantly higher compared to PF-B 
(0.171±0.027). Contrary to the GTP2 replica, the inter-dimer E-site GDP still remains in the 
original cavity in the GDP3 replica. As shown in Figure 3.13A, the inter-dimer E-site GDP in PF-
A is stabilized by its H-bonds with 𝛽-T3, 𝛽-T5 loops of lower dimer and 𝛼-T7-H8 loop of upper 
dimer throughout the simulation. However, in PF-B (Figure 3.13B) after about ~150 ns, GDP is 
stabilized in the cavity prominently by H-bonds with 𝛽-T5 loop of lower dimer. Taken together, 
in PF-B, the lower average of conserved selected longitudinal contacts and loss of H-bonds of 
inter-dimer GDP with the 𝛼-T7-H8 loop of upper dimer suggests that the 𝛼-T7-H8 loop in the 
GDP3 replica has shifted away from the 𝛽-T3, 𝛽-T5 loops of the lower dimers. Similar to 𝜃ïö  of 




(Figure 3.4) where the longitudinal contacts between 𝛽-T3, 𝛽-T5 loops of lower dimer and 𝛼-T7-
H8 loop of upper dimer is weaker than in PF-A. This further supports the critical role of interaction 
between inter-dimer GDP with the 𝛼-T7-T8, 𝛽-T3, and 𝛽-T5 loops in maintaining 𝜃ïö.  
 
Table 3-8 Average conserved selected longitudinal native contacts at the inter-dimer interface for 
last 50ns simulation time for GDP and GTP cap octamers. 
 GTP1 GTP2 GTP3 
PF-A 0.398±0.059 0.281±0.043 0.561±0.022 
PF-B 0.309±0.051 0.605±0.020 0.639±0.025 
 
 GDP1 GDP2 GDP3 
PF-A 0.368±0.039 0.314±0.023 0.567±0.024 







Figure 3.13 Number of H-bonds of the inter-dimer E-site GDP with β-T3 loop (magenta), and β-
T5 loop (blue)of lower dimers, and α-T7-H8 (red) of upper dimers in A) PF-A and B) PF-B of 





 We have characterized structural differences observed within and between PFs for tubulin 
octamers in the presence and absence of a single GTP cap layer using multiple replicas of long-
time all-atomistic molecular dynamics simulations (3 replicas, 0.3μs for each replica, 0.9 μs for 
each octamer system, and 1.8 μs total). We observe both 𝜃ïÕ and 𝜃ïö values compared to their 
initial state vary significantly during simulation over 300ns. All dimers in each octamer possess 
the same initial 𝜃ïÕ values (GDP ~3.6°, and GTP cap  ~1.9°) and both PFs in each octamer possess 
the same initial 𝜃ïö values (GDP ~0.5°, and GTP cap  ~0.2°). As discussed above, this trend is lost 
during 300 ns simulation of each replica. Particularly, we do not see a significant difference in the 
intra-dimer bending properties of our octamers. GTP cap octamers have a greater protofilament 
bending angle and lower conservation of longitudinal contacts for PF-A as compared to PF-B. 
Furthermore, in the GTP cap octamer replicas, PF-A has a gradual curvature and PF-B has a “kink” 
at the b1 monomer, then straightens towards the upper dimer. Furthermore, we observe “splaying” 
and “curling” between these PFs. Our results are consistent with the suggestions by Nogales et 
al.144  that MT stability is regulated by the longitudinal contacts rather than by the lateral contacts, 
and that upon hydrolysis a GTP-GDP intermediate structure forms that could lead to tension with 
the MT. We also find that the interaction between the inter-dimer GDP at the E-site with 𝛼-T7-
H8, 𝛽-T3, and 𝛽-T5 loops is critical in maintaining the inter-dimer bending angle and keeping 
GDP in the E-site cavity. We also observe that, in the absence of the GTP cap layer, in one GDP 
octamer, the GDPs escape from the cap layer, suggesting the possibility of nucleotide exchange in 
tubulin oligomers (octamers). The calculated mechanical properties further support the effect of a 
single GTP cap layer on the flexibility of the octamers. The GTP cap octamer replicas are found 




within and between the PFs to stabilize the MT lattice. Therefore, we propose a model that is a 
combination of the previously described allosteric and lattice models, suggesting that lateral and 
longitudinal contacts between PFs, as well as differences in nucleotide state are necessary to 
locally change the curvature state of the MT. Based on these results, we suggest that both adjacent 























4 Normal Mode Analysis of Tubulin Octamers 
 We characterize the effect of this single GTP cap layer on the tubulin octamer with normal 
model analysis (NMA) using the Protein Dynamics and Sequence Analysis (ProDy) Python 
package.164  NMA is a standard technique to study large-scale, global, functional motions of 
proteins in their native state. These large-scale fluctuations with lower frequency and higher 
amplitude are highly cooperative and involve large substructures, and are thus called global 
motions.121,165,166 We determine the flexural rigidity (𝑘*), persistence length (𝑙w), and bending 
modulus (𝑌*) from the vibrational frequencies of the first bending mode of the octamers, finding 
that a single GTP cap layer induces a lower flexural rigidity in the octamer. Thus, within this work, 
we explore computationally the effect of a single GTP cap layer on the PF conformation within 
tubulin octamers, as well as the resulting shift in the mechanical properties of the octamers.  
4.1 Method 
To study the normal modes of the tubulin octamers, the Protein Dynamics and Sequence 
Analysis (ProDy) program164 was used.  An anisotropic elastic network model (ENM)120 was 
constructed, with a node at each Cα atom position. For any two nodes, i and j closer than the 
assigned cutoff distance rc of 12Å, i and j are subject to a harmonic potential (Vij) defined as: 
𝑉2f = 	 ¨1 2 ª𝛾¨𝑠2f − 𝑠2f
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Here 𝑠2fR  is the equilibrium separation, and 𝑠2f is the instantaneous separation between i and j, and 
𝛾 is the elastic constant of the springs, equal to 1 kcal/molÅ2.167 The total potential energy, Vtotal, 
can then be represented as 𝑉?>?@A = 	
0
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the fluctuations of the position vector for each node, and  ℋ is the N ´ N Hessian matrix of the 
second derivatives of the overall potential.  From ℋ, 3N-6 non-zero eigenvalues (𝜆) and 
eigenvectors are obtained which are the values of frequency and direction of the individual modes 
respectively.  The angular frequency, 𝜔C, for the nth mode is directly related to the eigenvalue (𝜆C) 
of each specific mode as 𝜔C = +𝛾𝜆C. The related frequency,	𝑓C, is then calculated as 𝑓C =
	𝜔C 2𝜋𝑡R⁄ , where 𝑡R is equivalent to one unit of time, 4.8888 x 10-14 s (based on the definition of 
energy in kcal/mol, mass in g/mol, and distance in Å).168  Assuming the octamers behave as linear 
elastic filaments, their mechanical properties can then be calculated from the vibrational normal 
modes of the filament.167 
4.2 Global Motions of Tubulin Octamers 
 We find four dominant normal modes of tubulin octamers as schematically sketched in 
Figure 4.1: i) a ‘scissor-like’ mode, ii) a ‘bending/peeling’ mode, iii) a ‘lateral bending’ mode, 
and iv) a ‘sliding’ or shearing mode. In the ‘scissor-like’ mode, the ends of each PF are moving in 
opposite directions and moving away from and close to the adjacent PF’s end. In the 
‘bending/peeling’ motion, there is longitudinal bending in the same direction as PF’s peel during 
the de-polymerizing phase. In the ‘lateral bending’ both PFs bend sideways. In the ‘sliding’ or 
shearing mode each PF is vertically sliding up or down, and the motion of each PF is opposite to 
the adjacent PF.  
 The last frames of all octamers are selected to determine the global motions from the first 
10 modes and calculate their mechanical properties. For all the octamers, the ‘scissor-like’ mode 
is always the dominant mode and has the lowest frequency in the range of 1.46×1011 – 2.06×1011 






4.3 Mechanical Properties of Tubulin Octamers 
 From the associated frequencies obtained from NMA, mechanical properties (the flexural 
rigidity (𝑘*), persistence length (lp), and bending modulus (Yf)) of octamers as well as full MTs are 
calculated as explained below. Values of the mechanical properties are averaged for the three 
replicas of each octamer and MT. The summary of the calculated mechanical properties comparing 




Figure 4.1 Normal modes of tubulin octamers A) Scissor like motion B) Peeling motion C) 





Table 4-1 Eigenvalues (λn), angular frequency (𝜔C), vibrational frequency (fn) and bending rigidity 
(𝑘*) for the first bending mode of GTP cap octamers and GDP octamers 
 GTP1 GTP2 GTP3 
Eigenvalues (𝝀𝒏) 0.007 0.006 0.006 





Vibrational Frequency (𝒇𝒏) 
Hz 
2.72E+11 2.52E+11 2.52E+11 
Flexural Rigidity ¨𝒌𝒇ª 
Nm2 
3.53E-25 3.02E-25 3.02E-25 
 
 GDP1 GDP2 GDP3 
Eigenvalues (𝝀𝒏) 0.007 0.008 0.008 





Vibrational Frequency (𝒇𝒏) 
Hz 
2.72E+11 2.91E+11 2.91E+11 
Flexural Rigidity ¨𝒌𝒇ª 
Nm2 
3.53E-25 4.03E-25 4.03E-25 
 
Table 4-2 Mechanical properties of GDP and GTP cap octamers and MTs calculated from the 
eigenvalues of bending mode observed in Normal Mode Analysis. Here a and b represent two 
approaches used to calculate Yf 
  GTP-cap Octamer GTP-cap MT 
BENDING 
MODE 
𝑘* (Nm2) 3.19E-25±2.91E-26 2.32E-24±2.11E-25 
𝑙w (mm) 0.07±0.01 0.54±0.05 
𝑌* 
(GPA) 
a 4.43±0.40 0.23±0.02 
b 3.96±0.36  
 
  GDP Octamer GDP MT 
BENDING 
MODE 
𝑘* (Nm2) 3.87E-25±2.91E-26 2.81E-24±2.11E-25 
𝑙w (mm) 0.09±0.01 0.66±0.05 
𝑌* 
(GPA) 
a 5.36±0.40 0.28±0.02 
b 4.80±0.36  
 
4.3.1 Calculation of Flexural Rigidity 
 Flexural rigidity (𝑘*)  is an intensive property of a material describing its resistance to 




be calculated from the vibrational normal modes of the filament.167 Dispersion relations connect 
the wave number and frequency for bending, stretching, and torsional motions.169  From the 
frequency of the bending modes we calculated 𝑘* as 
𝜌L𝑓C
1 = 	𝑘*𝑊Cp           (4.1) 
Here, 𝜌L is the mass per unit length of the octamer, 4.13x10-14 kg/m. The mass, m, of the octamers 
is 6.4x10-22 kg and their length, L, is 155 Å. The relative frequency 𝑓C is calculated as 
𝑓C = 	𝜔C 2𝜋𝑡R⁄           (4.2) 
𝜔C = +𝛾𝜆C            (4.3) 
Here, 𝜔C is the angular frequency for the nth mode and is directly related to the eigenvalue (𝜆C) 
and spring constant (𝛾),1 kcal/molÅ2; 𝑡R is the time equivalent to one unit of time, 4.8888 x 10-14 
s (based on the definition of energy in kcal/mol, mass in g/mol, and distance in Å).168 The wave 
number, 𝑊C, is given by  
cos(𝑊C𝐿) + 𝑐𝑜𝑠ℎ(𝑊C𝐿) = 1.          (4.4) 
For the first three bending modes, 𝑊C𝐿 = 4.7300, 7.8532, and 10.995 consecutively.170  
 We find that 𝑘* for the GTP cap octamer (3.19×10-25 Nm2 ±	2.91 x 10-26 Nm2) is lower 
than the 𝑘* for the GDP octamer (3.87 x 10-25 Nm2 ± 2.19×10-26 Nm2). 
4.3.2 Calculation of Persistence Length 
 Persistence length (𝑙w) is a basic mechanical property quantifying stiffness of a polymer. 
For any long polymer, it behaves rigid for length shorter than 𝑙w, and elastic at length longer than 








Here, 𝑘 is the Boltzmann’s constant and T is the simulation temperature (310 K). We find lower 
𝑙w for the GTP cap octamer (0.07±0.01 mm) compared to the GDP octamer (0.09 ± 0.01 mm). 
4.3.3 Calculation of Bending Modulus  
 Bending modulus (𝑌*) is the property of the material to withstand change or returning to 
its original state after changing force has been applied. We calculate 𝑌* using two approaches. In 








               (4.7) 
Here, 𝐼 is the moment of inertia of the cross-sectional area with respect to the corresponding axis 
of deflection. Assuming the base of octamers is a rectangular plane with width, a= 9.50 x 10-9 m 
and height, b= 4.50 x 10-9 m, we get 𝐼	= 7.21 x 10-35 m4. We find a lower 𝑌* for the GTP cap 
octamer (4.43±0.40 GPa) as compared with the GDP octamer (5.36±0.40 GPa). 





            (4.8) 
Here, 𝜌9 is mass per volume of the octamer, 1.30 x 103 kgm-3. To calculate the volume of octamers, 
each octamer was assumed as solid cylinders with radius, R, of 2.25 x 10-9 m. We find 𝑌* values 
similar to the values obtained from the first calculation: 3.96±0.36 GPa for the GTP cap octamer 







4.4 Mechanical Properties of Full Microtubule 
 Following, assuming a MT as a bundle formed by the combination of 13 PFs, we calculate 
mechanical properties of a full MT. 
4.4.1 Calculation of Flexural Rigidity 
 We calculate 𝑘* of the full MT	(𝑘*3=) using 𝑌* of the octamer as described by Matsudaira 
et al.171 as: 




k	          (4.9) 
Here, 𝑌* is the bending modulus of octamers calculated from first approach as discussed above, 
𝑟"èp 	is the radius of a PF, 22.5 Å, and n is the number of 2PFs in a MT, 6.5.171 We find that 𝑘*3= 
of the GTP cap MT (2.32 x 10-24 Nm2 ± 2.11×10-25 Nm2) is lower than the 𝑘*3= of the the GDP 
MT (2.81 x 10-24 Nm2 ± 2.11×10-25 Nm2). This parallels with previous experimental studies on 
MTs that have reported lower 𝑘* values for paclitaxel-stabilized MTs (1.9×10-24 - 4.7×10-24 Nm2), 
compared to non-stabilized MTs (3.7×10-24 - 9.2×10-24 Nm2).172–174 Moreover, simulation studies 
by Deriu et al.167 reported a length-dependent k>, with a range of 4×10-24 - 9×10-24 Nm2, increasing 
with the length of the MT. Additional simulation studies of tubulin hexamers have also reported a 
lower 𝑘*	for paclitaxel-stabilized systems (0.56×10-26 Nm2) compared to non-stabilized systems 
(1.25×10-26 Nm2).28 In comparison with simulation studies, experimental characterization has used 
four methods – buckling force, relaxation, hydrodynamic flow and thermal fluctuations—to 
measure k> of MTs.172–175 Although the methods utilize the same mechanical principles, the results 
vary depending on underlying assumptions regarding the system (static vs. dynamic), or the 
characterization technique used (classical mechanics, statistical mechanics, or hydrodynamics). 
Still, the majority of results show that the paclitaxel-stabilized MTs have a lower 𝑘* compared to 




GDP octamer, the k> values obtained for our octamers agree well with the trend of a lower k> value 
for a stabilized system than that for a non-stabilized system. Our 𝑘*3= values are within the range 
of the reported 𝑘*	values of MT.  
4.4.2 Calculation of Persistence Length 
Next, we calculate persistence length of MT, 𝑙w3= as 
𝑙w3= = 𝑘*3= 𝐾𝑇⁄         (4.10) 
We find lower 𝑙w3= for the GTP cap MT (0.54±0.05 mm) compared to the GDP MT (0.66 ± 0.05 
mm). Experimentally, for longer MT’s, a wide range of 𝑙w  (1-8 mm) is well-established.28–30,32,33,176 
Recent studies have suggested a shorter 𝑙w for shorter MT lengths. A thermal fluctuation study of 
the paclitaxel-stabilized MT reported the decrease of lp from 5 to 0.11mm when decreasing the 
MT length from 48µm to 3µm.30 Also, MT ends shorter than 1µm were reported to have a 𝑙w value 
of 0.08mm.176 Furthermore, simulation studies of the MT have shown a lp varying from 0.8 to 2 
mm with increasing MT length,167 while simulation studies for tubulin hexamers reported a smaller 
lp of the paclitaxel-stabilized system (1.2 mm) compared to a non-stabilized system (6.9 mm).28 In 
the study by Sept et al.,28 the hexamers were coarse-grained to 6 beads—one bead per subunit and 
the calculations were done assuming an isotropic MT system utilizing the equipartition theorem 
and assuming harmonic dependence. Also, the 𝑙w for hexamers was calculated from 2D Young’s 
modulus, 𝑌T1? as: 
𝑙w = 	𝑌@1?𝐼 𝑘𝑇⁄            (4.11) 
Where I is the second moment of area and the I value of the whole MT was used instead of their 
hexamer system. Our assumed MT has only 2 layers of tubulin dimers making it a very short MT 
(0.016 µm). Thus, calculated 𝑙w3=	values are in the range of experimentally reported lB values 




4.4.3 Calculation of Bending Modulus  
Next, we calculate young’s modulus of the MT, as 
𝑌*3= = 𝑘*3=/𝐼=         (4.12) 
Here, ICD is  the second moment of area of the MT, 1 x 10-32 m4.167 We find a lower 𝑌*3= value 
for the GTP cap MT (0.23±0.02 GPa) as compared with the GDP MT (0.28±0.02 GPa). Simulation 
studies have shown the 	𝑌*3= values of MT ranging from 0.3 ~ 1 GPa, increasing with the length 
of MT.167 Our 𝑌*3= values are slightly lower than the reported values since our MTs have only 2 
layers of tubulin dimers compared to 100s of layers of tubulin dimers in physiological MT. Overall, 
we see significant differences in the values of the mechanical properties for the larger MT as 
compared with smaller tubulin systems. However, the trend for these values is conserved in both 
smaller tubulin systems as well as the full MT. In the MT, each PF has adjacent PFs on both sides, 
the overall rigidity of the MT due to numerous lateral and longitudinal contacts should be greater 
than our octamer systems where each PF has only one neighboring PF and the longitudinal contacts 
are at only one inter-dimer interface. Previously reported values for the 𝑘* for MTs (~10-24 





4.5 Cross-Correlation Between Subunits in Tubulin Octamer 
 As shown in Figure 4.2A each subunit has different correlation with other subunits within 
the PF and in adjacent PF. Here correlation is represented as red to blue as positively correlated to 
negatively correlated.  We find that the motions of top and bottom subunit pairs (β1-β3, ⍺2- ⍺4) 
are negatively correlated, while the motion of middle subunit pairs (⍺1- ⍺3, β2-β4) are slightly 
positively correlated (Figure 4.2B). At the inter-dimer interface between each PF (⍺1-β2, ⍺3-β4) 
regions near inter-dimer interface are positively correlated. Figure 4.2C shows the correlation 
between cap subunits with preceding dimers in both PFs. We find the motion of cap subunit is 
negatively correlated with the subunits of preceding dimer in same PF, whereas it is positively 
correlated with the subunits of preceding dimer in the neighboring PF. Furthermore, the positive 
Figure 4.2 Cross correlation between subunits in tubulin octamer A) Cross correlation map of 
tubulin octamers where each square represents a subunit. The color range is red to blue – positively 
correlated to negatively correlated. B) Top and bottom subunit pairs (β1-β3, ⍺2- ⍺4) have negative 
correlation and middle subunit pairs (⍺1- ⍺3, β2-β4) have positive correlation, upper and lower 
dimer pairs (⍺1-β2, ⍺3-β4) are positively correlated near inter-dimer interface. C) Top subunit, 
β1of PF-A has negative correlation with subunits (β2, ⍺2) of lower dimer (D2) and positive 
correlation with subunits (β4, ⍺4) of lower dimer (D4) of neighboring PF-B. Similar correlation is 





correlation of cap subunit is greater with bottom subunit than upper subunit in the preceding dimer 
of neighboring PF. Thus, β1 subunit has negative correlation with β2, ⍺2 and positive correlation 
with β4, ⍺4; similarly, β3 subunit has negative correlation with β4, ⍺4 and positive correlation 
with β2, ⍺2. Taken together, cross-correlation map shows subunits of one PF cross talks with 
neighboring PF. Moreover, cap subunits have different correlation with preceding dimers in the 
same PF compared to neighboring PF.  
4.6 Summary 
 Here we have characterized global motions, mechanical properties and cross-correlation 
map of our tubulin octamers to further understand role of GTP cap layer in MT dynamics. From 
the bending mode obtained from NMA, we calculated mechanical properties 𝑘*, 𝑙w, and 𝑌*. We 
find all these values are lower for GTP cap octamer compared to GDP octamer. We further 
calculated the mechanical properties of full MT. Overall, the calculated values of 𝑘*, 𝑙w, and 𝑌* for 
the octamers and MTs indicate the presence of the GTP cap layer makes the octamer and MTs 














5 Coarse Grained Molecular Dynamics Simulation of 
Peptide Drug Amphiphiles 
 Previous two decades nanotechnology expanded its territory into the field of biomedical 
research which led to the emergence of hybrid field bionanotechnology.62,63 Bionanotechnology 
essentially develops nanoparticles with biomedical potentials. Various nanostructures, such as 
carbon nanotubes, buckyballs, inorganic nanoparticles, as well as self-assembled nanostructures, 
have been used in disease diagnostic, drug delivery, tissue engineering and regenerative 
medicine.64–68 The FDA approved drug Abraxane was the first medicine which employed 
nanotechnology for the effective delivery of the anticancer drug, Taxol. Here, Taxol was loaded 
into a protein nanoparticle which reduced toxicity and increased effectiveness of the drug against 
metastatic breast cancer.69,70 Particular to drug delivery, nanostructures are designed to answer 
drug delivery challenges as bioavailability, stability, retention, cytotoxicity and targeted delivery 
of the drugs. Generally, to construct these bio-functional nanostructures, “bottom-up” or 
“molecular self-assembly” approach is used. The bio-inspired method is a free energy driven 
process where an ordered structure is constructed step-by-step starting from disordered building 
blocks. The greatest advantage of this approach is that the final assembled structure can be fine-
tuned by molecular chemistry of the building blocks, assembly environment, and assembly 
kinetics.70,71 
 Natural and synthetic peptides have multiple biological purposes as hormones, enzyme 
substrates and inhibitors, antibiotics and biological regulators. Because of their inherent 
biocompatibility and biodegradability, peptides are widely used as building blocks of bio-
functional nanostructures. With increasing developments in the field of nanobiotechnology, it has 




directed self-assembly. In peptide containing molecules, peptide sequence can have a structural or 
a bioactive role. Peptides play structural role if the components, amino acids participate in inter-
molecular interactions driving self-assembly and stabilizing overall structure. Whereas, peptides 
play bioactive role, if they are used to recognize biological markers or receptors. Zhang et al.177 
was amongst the first few groups to show the self-assembly of short 16 residue peptide into 
nanofibers. Peptides have shown to self-assemble into diverse well-organized nanostructures as 
hydrogels, nanotubes, nanocrystals, bilayers, nanowires and so on. Now, peptides of various 
lengths and types as linear peptides, cyclic peptides, a-helical, b-sheet peptides, and amphiphilic 
peptides are used as building blocks for constructing nanostructures. Peptide amphiphiles (PAs) 
are a new class of peptide molecules composed of a peptide sequence with an distinct hydrophobic 
head and hydrophobic tail.86,87 Hartgerink et al.87 was the first group to design a peptide 
amphiphile and study their self-assembly process into cylindrical nanofibers. These PAs self-
assemble to wide array of nanostructures including vesicles, bilayers, nanofibers, and 
nanoribbons.70,88–90 Particularly, cylindrical nanofibers formed from these PAs have gained their 
recognition for their biomedical applications such as nerve regeneration, wound healing, cartilage 
regeneration, as well as drug delivery devices.  The driving forces in the self-assembly of these 
PAs are the non-covalent interactions –hydrophobic interactions, hydrogen bonding, and 
electrostatic interactions.91–93 Moreover, external stimuli as pH, light, temperature, and small 
molecules have shown to modulate the intermolecular interactions altering the structural and 
mechanical properties of assembled structures.94  
 Various experimental methods as light absorption (CD, UV/Vis, and IR), wide or small 
angle X-ray scattering (WAXS/SAXS) and small angle neutron scattering (SANS) are used to 




the self-assembly mechanism.178  However, these experimental methods have their own 
limitations. The time span of self-assembly can range from nanoseconds to weeks. Experimental 
methods succeed on obtaining the structural properties of stable final structures and some 
intermediate structures. However, it’s still an experimental defeat to understand initial aggregation 
process. Next, the measured quantities as IR absorption and CD spectra is compared with bigger 
models as proteins which might not be valid for smaller system as peptides. Also, these methods 
provide average static property of the system. Molecular simulations have emerged as an 
established method to overcome experimental barriers. Using computational method, the dynamic 
process of self-assembly can be investigated at the molecular level. In the past decade classical 
molecular dynamics (MD) simulations have added valuable insights on understanding peptide self-
assembly processes and designing new PAs for various applications. 
 Conventionally, nanocarriers are designed such that drugs are delivered via passive 
diffusion. Here drugs do not participate in self-assembly mechanism. Drugs are encapsulated in 
the nanocarrier and stabilized either by non-covalent interactions or chemical conjugation with 
nanocarrier.179 Recently, Cui et al.180 have designed peptide-based drug amphiphiles (DAs) where 
dugs are self-delivered. Here, drugs are important structural component of the building block and 
participate in the self-assembly mechanism. This approach has been suggested to achieve greater 
control in drug concentration and distribution in the designed nanocarrier. 179 These DAs consist 
of a short peptide sequence (CGVQIVYKK) and hydrophobic anticancer drug camptothecin, CPT 
conjugated via a biodegradable disulfide linker (buss). The peptide sequence consists of the 
hexapeptide motif (VQIVYKK) known to form b-sheet structures leading to Tau polymerization 
and amyloid formation in neurodegenerative diseases.181 CPT, a DNA-topoisomerase I inhibitor, 




drug to formulate due to its low solubility and rapid conversion to less active carboxylate state 
under physiological condition. Thus, it has been previously suggested to encapsulate CPTs to 
protect its active lactone state and then transport it to the targeted region.183 During self-assembly 
of these DA molecules, the hydrophobic CPT drugs form the inner core, whereas the peptide forms 
the outer corona of the cylindrical nanostructures. The study reported that increasing the number 
of conjugated CPTs from one to four resulted in a wider nanotube instead of nanofilaments.  
 Previous all atom (AA) and coarse-grained (CG’ed) MD simulations by Kang et al.184–186 
have provided major insight on self-assembly mechanism of these DAs. These studies on one CPT 
and four CPTs conjugated DAs reported that p-p stacking between aromatic rings of CPT drugs 
govern the early stages of self-assembly process of these cylindrical nanostructures. On the 
contrary, conventional intermolecular hydrogen bonding between peptide segments was found 
secondary force which forms in the later stages of self-assembly and contributes to the eventual 
morphology of the final structure. In this study, we perform large scale CG’ed MD simulations of 
DAs with four CPTs conjugated to the peptide sequence which self-assembles into nanotubes.180 
This study investigates self-assembly process of random DAs into smaller clusters and then 
stability of pre-assembled nanotubes. These two systems provide crucial insight on the governing 
intermolecular forces at the beginning of aggregation of DAs and assembled nanotube system. The 
knowledge about these governing forces and resulting self-assembled system will be beneficial to 
further design bio-functional nanostructures. 
 We have used Shinoda-Devane-Klein (SDK)115,116,187 approach to CG our DAs and have 
simulated randomly organized DAs and preassembled nanotubes for long timescales –800ns and 
1µs respectively. Here we report new parameters for the added linker CG’ed beads, organized 




CG’ed nanotube successfully reproduced all atom results.184 We observe large non-spherical 
cluster formation from the early stage of simulation and the large cluster remains dominant 
throughout the simulation. Next, we determine density profile of nanotube components (CPTs and 
peptide) and find stable nanotube structure with CPTs forming the inner core, and peptides forming 
the outer surface of the nanotube. These results suggest these DAs are very likely to self-assemble 
and can organize into stable nanotubes.  The stability of these nanotubes with CPTs intact in the 
core further establishes these nanotubes as a self-delivering nanocarrier.  
5.1 Previous Simulations of Peptide Amphiphile Self Assemblies 
 In a biologically functional PA, the peptide head is composed of three main domains: i) a 
peptide sequence able to form inter-peptide hydrogen bonds, ii) charged peptide residues for 
solubility, and, iii) a bio-functional epitope (Figure 5.1A).70,188,189 Experimental studies have 
shown that the hydrophobic tails of these PAs allow them to cross the cell membrane barrier, while 
the peptide epitope can be used to target various cells through a ligand-receptor complex.190 In the 
past decade computational studies by Schatz, Stupp, Olvera de la Cruz and others have provided 
major insights into structure of PAs and the intermolecular forces governing  their self-assembly 
into cylindrical nanofibers.70,189,191–193 This section reviews the AA and CG studies discussing the 
forces governing self-assembly process of cylindrical nanofiber.  
 Experimental study by Paramonov et al.92 established beta sheets as the driving force for 
PA self-assembly into cylindrical nanofiber. The study reported the first four amino acids closest 
to the core participate in inter-peptide hydrogen bonds parallel to fiber axis and form beta sheets. 
Tsonchev et al.194 performed one of the earliest AA simulations of PAs. Within this study, a system 
of 4x4 clusters of optimized PA quartets was simulated. These early AA simulation results showed 




around the fiber axis resulting in a cylindrical micelle. In this early study, they concluded that for 
PAs (Palmitoyl-CCCCGGGS(P)RGD) the cylindrical nanostructure is more stable compared to  
 
Figure 5.1 MD simulations of PAs by Lee et al.189,199 A. Monomeric unit of PA (Palmitoyl-
SLSLAAAEIKVAVPA) showing hydrophilic alkyl tail in black,  β-sheet forming sequence in  
green, spacer in magenta and epitope head in blue. B. Snapshot showing self-assembled PA after 
40ns of all atom simulation. Here, hydrophobic core is represented in blue, α-helices in yellow, 
turns in cyan, and coils in grey. C. Radius of fiber during simulation. The radius stabilizes to ~44Å 
after 20ns simulation.  Figure adapted from reference 189.  D. Snapshot of CGed PA fiber after 16 
μs. Here three PA monomers—PA1, PA2, and PA3 with different assigned secondary structures 
are shown in blue, green, and yellow respectively, and tails are shown in red color.  E. Peptide 
secondary structure obtained from all atom simulation. Here, turn is represented in green, β-sheet 







bilayers, driven by β-sheet formation along the cylindrical axis of the fiber. The first CG simulation 
of PA assembly performed by Velichko et al.191 also supported the requirement of β-sheet to drive  
PA self-assembly into cylindrical nanofiber. The study used a simple united atom model, treating 
chemically similar segments as one monomeric unit. Using this model, the PA monomer was CG 
using three units–hydrophobic, peptide and epitope. Here, a Morse potential defined the 
hydrophobic interactions. To maintain the distance between monomer units and avoid chains from 
crossing, finite extendable nonlinear elastic potential (FENE) was used. The result of this study is 
summarized in Figure 5.2A. The resulting elongated shape of the PA aggregate self-assemblies 
depends on the temperature, which determines the balance of hydrophobic interaction energy and 
a directional hydrogen bonding energy. The results indicate that under conditions of pure 
hydrophobic interaction and below the critical micelle temperature (CMT), PAs organize into 
monodisperse finite-size micelles (Figure 5.2A i, ii). Whereas, a pure hydrogen bonding condition 
results in PAs organizing into one-dimensional β-sheets (Figure 5.2A vi). Also increase in the 
concentration of PAs increases the hydrophobic units resulting in stronger hydrophobic attraction 
between β-sheets and the formation of rolls of β-sheets (Figure 5.2A v). With further increase in 
hydrogen bonding, elongated β-sheet aggregates form resulting in several amorphous aggregates 
(Figure 3A vii). Above the CMT, frustrated micellar structures form (Figure 5.2A iii). These 
structures are geometrically frustrated due to steric interactions between the planar β-sheets. With 
further increase of the strength of the hydrogen bonding, the micellar corona becomes unstable, 
breaking spherical symmetry and reorganizing into a one-dimensional elongated cylindrical fiber 
(Figure 5.2A iv) with β-sheets aligned parallel to the fiber axis. Overall, in order for the formation 




nucleation step followed by the cooperative effect of hydrogen bonding between peptide segments 
and the hydrophobic collapse of alkyl tails. These results are also supported by recent CG 
simulation studies by Fu et al.195 as shown in Figure 5.2B that suggests with increasing 
hydrophobicity, PAs first aggregate into a network of β-sheets and then assemble into cylindrical 
nanofibers followed by cylindrical micelles. The necessity of β-sheets for cylindrical nanofiber 
assembly was further explored by a comparative study of two cylindrical nanofibers composed 
with two PA monomers (Alanine rich and Valine rich) was performed.196 Although both PAs 
assembled into nanofibers, the fiber composed of Valine rich PAs had a higher β-sheet population, 
as well as a higher number of hydrogen bonds compared to the fiber composed of Alanine-rich 
PAs. Additionally, the study agreed with previous experimental studies reporting that the 
Figure 5.2 A. Various PA aggregate formation due to combined effect of hydrophobic attraction 
(εHH) and hydrogen bonding (εβ) –i. Free molecules, ii. Spherical micelles, iii. Micelle corona iv. 
Cylindrical fiber v. Stacks of β-sheets vi. Single β-sheet layer, and vii. Amorphous aggregate. 
Adapted with permission from ref 191. Copyright (2008) American Chemical Society. B. Schematic 
representation showing the effect of hydrophobic strength in PA organization. With increasing 
hydrophobicity, first spherical micelles are  formed which later gets merged to form cylindrical 




mechanical stiffness of peptide fibres depends on the population of β-sheets in the corona of the 
fiber.197 
 Following, a more detailed understanding on the balance of intermolecular forces in 
maintaining the stable cylindrical nanofiber was provided by 40 ns simulation of pre-assembled 
nanofiber composed of 144 PAs (Palmitoyl-SLSLAAEIKVAV) by the Schatz group (Figure 
2B).21 After 20 ns simulation, the radius of fiber stabilized at ~44 Å (Figure 5.1C), which agreed 
well with the experimental values obtained via cryo-TEM.83 In this study, the average population 
of β-sheets was only 14% and they were arranged parallel to the fiber axis. The study contradicted 
previous studies92,93,191 that suggested β-sheets as the driving force for cylindrical nanofiber 
formation. Instead, the study suggested that Van der Waals interactions between PA monomers as 
well as the electrostatic interactions between the PAs and the sodium ions of the solvent as the 
prominent interactions in the cylindrical nanofiber assembly. This work was further continued 
using a MARTINI114 CG model. In order to mimic AA simulation results, secondary structures 
were assigned in the ratio of 25/15/60 for turn, β-sheet and coil PAs.   This study showed the self-
assembly of a nanofiber from a random organization of PAs in solution. As shown in Figure 5.1D, 
at 16 μs PAs self-assemble such that hydrophobic tails (red) aggregate at the centre forming the 
core and peptide segments are exposed to water molecules. The results obtained from this CG 
simulation agreed well with their AA simulation study (Figure 5.1E). Another study by Schatz et 
al.198 investigated the difference in the potential mean force of PAs in the free unimer, and in the 
assembled micellar state. This study also reported that electrostatics and van der Waals interactions 
are the major intermolecular forces stabilizing cylindrical assemblies of PAs. They suggested that 




mechanism. The first self-assembly step is the reorganization of PAs to form aggregates, followed 
by the second step driven by the formation of secondary structures.  
 Since CG simulations provide the characterization of the self-assembly process at longer 
time-scales, it has been possible to observe the multi-step aggregation process of PA self-assembly 
(Figure 5.2B). Studies have reported spherical micelles as the intermediate structures which later 
evolves into cylindrical fibers 192,199,200. For instance, in study by Fu et al.201 using ePRIME model, 
PAs first assembled into spherical micelle and later merged to form cylindrical nanofiber (Figure 
5.3A). Similarly, Lee et al.199 used the MARTINI114 force field to perform a simulation of 140 CG 
PAs in explicit water self-assembling from random. The study reported that first, due to 
Figure 5.3 Time-dependent snapshots showing later stages of self-assembly of Palmitoyl-
VVVAAAEEE involving micelles merging to form a cylindrical nanofiber. Here t* is reduced 
time defined as t*=t/σ (KBT/m)1/2, where t is simulation temperature, KB is Boltzmann’s constant, 
T is temperature, and σ and m are the average bead diameter and mass respectively. Figure adapted 
from reference 201. B. Snapshots showing simulation of Lauryl-VVAGERGD nanofibers with 
increasing temperature. Disassembly was observed to occur at 358K. Figure adapted from 





hydrophobic collapse, spherical micelles form followed by cylindrical nanofibers that evolve due 
to van der Waals interactions between these micelles. On the contrary, cluster analysis of the 
system consisting of a mixture of the same peptide sequence with three different secondary 
structural distributions reported that the spherical micelle as only a transient intermediate and a 
pillar-like non-cylindrical fiber as the metastable intermediate that evolves into cylindrical 
nanofibers.192 This study also indicated that the peptide-head segments aggregate faster than the 
tail segments suggesting that hydrophobic collapse may not be the driving force for cylindrical 
nanofiber formation. Similarly, a study utilizing the ePRIME force field201 to CG PAs reported a 
spherical micelle to rod shape nanostructure transformation.202 Within this study, with increasing 
hydrophobicity strength as low, moderate and high, three clusters were observed—random 
clusters, cylindrical nanofibers and elongated micelles.  
 These PA self- assemblies displaying peptide sequences at the surface has established them 
as stimulus responsive biomaterials.203 Experimental study by Hartgerink et al.204  demonstrated 
that PA molecule consisting cell binding epitope and a matrix metalloprotease cleavable sequence 
is degraded by cell–mediated proteolysis. Also, the study concluded that at neutral pH, increase in 
Ca2+ ions facilitate the growth of cylindrical micelles into long nanofibers. Stupp et al. have also 
demonstrated control of PA nanofiber self-assembly by screening charged peptide residues by 
metal ions or pH adjustments.93 Recent study by Stupp et al. using PA containing photoresponsive 
2-nitrobenzyl group reported light triggered sol-to-gel transformation.205 Tekin et al.193 performed 
united atom MD simulations on PA fibers with different layers with varying number of PAs in 
each layer. They found that a 19-layered nanofiber with 12 PAs in each layer as the most stable 
structure. The parallel β-sheet formation was found to possess a stepwise mechanism where first 




simulated in varying temperatures in a range of pH’s and counterion conditions. The results 
showed that the disintegration temperature of nanofibers is dependent on the pH, as well as the 
counterions in the solution. As shown in Figure 5.3B, the disintegration temperature for the PA 
being simulated at pH 7 with Na+ counterions is 358K.206 Recent studies by Chen et al.200 and Cote 
et al.207 reported under pH levels with low electrostatic repulsion, hydrogen bond formation 
between peptide segments is facilitated, disturbing the spherical micelle and forming the 
cylindrical nanofiber. A recent study of PAs with positively charged head groups using X-ray 
scattering, transmission electron microscopy, and Monte Carlo simulations showed that spherical 
micelle morphologies transform to cylindrical nanofibers to crystalline bilayer membranes with 
increasing pH.208  
5.2 Method 
5.2.1 Coarse Grained Model of Peptide Drug Amphiphile 
 In this study, we perform large scale coarse grained (CGed) molecular dynamics (MD) 
simulations of drug amphiphiles (DAs) with four anticancer drugs, Camptothecin (CPT) 
conjugated to the tau peptide sequence (CGVQIVYKK) which self-assembles into nanotubes. We 
have used Shinoda-Devane-Klein (SDK)115 approach to CG our DAs and have simulated 
preassembled nanotubes and random DAs for long timescales (~1µs). The SDK approach has been 
applied to simulate surfactants,115,209 phospholipid monolayers and bilayers,116 as well as 
proteins117 and polymer210,211. For SDK CGed model of DA, one CG bead represents two to four 
heavy atoms and their associated hydrogens as shown in Figure 5.4. For peptides, parameters are 
directly taken from SDK protein parameters.117 The parameters for CPT drugs are taken from Kang 






 Here, we develop CGed force field parameters for the beads linking CPTs and the peptide 
using the SDK approach. We used the SDK CGed water model,212 where three molecules of water 
is represented by one CG bead.  The total potential energy, U of the CGed system is defined as: 
𝑈 =	𝑈B>C4 +	𝑈@CEAF + 𝑈42GF + 𝑈HI +	𝑈FAFJ       (5.1) 
The bonded interactions for bond (𝑈B>C4), angle (𝑈@CEAF), and dihedral (𝑈42GF) are given by 
harmonic potentials as: 














Figure 5.4 Coarse grained drug amphiphile. The CGed beads for CPT, linker, and peptide is shown 
in red, yellow and green color respectively. Each CGed DA consists 48 beads for CPTs, 26 beads 




𝑈@CEAF(𝜃) = 	∑ 𝑘F(𝜃 − 𝜃R)1          (5.3) 
𝑈42GF(∅) = 	∑𝑘∅ [1 + 𝑐𝑜𝑠(𝑛∅ − 𝛿)]        (5.4) 
where 𝑘B, 𝑘F, and 𝑘F are the force constants for bond, angle and dihedral respectively; b, 𝜃, and ∅ 
are the bond length, angle, and dihedral angle, respectively with the subscript zero representing 
the equilibrium values for the individual terms. n is the periodicity of the torsion and δ is the phase 
offset. 
The non-bonded interactions are represented by Lennard Jones (LJ) and coulombs potential. LJ 
(12-4) potential is used for interaction of DA CG beads, whereas LJ (9-6) potential is used for 




















}         (5.6) 
where σ is the distance at the LJ minimum, ε is the LJ well depth, and r is the distance between 
CGed sites. In this model, the LJ parameters between pairs of non-identical CGed sites are 
generated using the combination rules, in which 𝜀2f = 	+𝜀2𝜀f and 𝜎2f = 	 ¨𝜎2𝜎fª 2⁄ . A cutoff is set 
to 15 Å. For our CGed model, we modified the LJ parameter for interaction amongst CG beads 
such that 𝜀CFä = 2𝜀>K?. Initial simulations with old parameters resulted in distorted nanotube 
structures, whereas new parameters successfully stabilized the nanotubes. The charged interaction 




           (5.7) 
where C is an energy-conversion constant, qi and qj are the charges on the beads i and j separated 




 Similar to the parametrization approach by Kang et al.,185  we have parametrized the bond, 
angle, and dihedral potentials using Boltzmann inversion.213 The potential of mean force of any 
internal coordinate q and the probability distribution of q, P(q), is as follows: 
𝑉(+) = −𝐾𝑇	ln	(𝑃(+))            (5.8) 
After mapping the all-atomic system to a CG’ed model, the interaction site is defined as the center 
of mass of the selected atoms. Using the previous all-atomic simulations with General Amber force 
field (GAFF),184 bonded interactions for CG interaction sites are parametrized by fitting equations 
2,3 and 4 using the last 5ns of the all atomistic trajectories of preassembled nanotube. The charge 
of 0.1118 is assigned on the site of the side chain (L7B and L8B) of Lysines (table 5-1).117 Each 
system is neutralized with Chloride ions with a charge of -0.1118, such that the effective dielectric 
permittivity is uniform throughout the system with ε=80. The long-range electrostatic interactions 
are calculated using the particle-particle particle-mesh (PPPM) method.214,215 All the atom 
parameters, bond parameters, angle parameters, dihedral parameters, and short range parameters 
are defined in supplementary information (table 5-1,2,3,4) in the Appendix section. 
 
5.2.2 Molecular Dynamics Simulations 
Two types of CG’ed simulations are explored in this study: (1) a randomly organized DAs in a 
water box (20.1mM) to study the self-assembly process, and (2) pre-assembled nanotubes (A and 
B) with different starting orientations of the CPT’s in the DA.  The starting configurations for the 
pre-assembled nanotubes are mapped from the final structures of the all-atom simulations (~400ns) 
of the same nanotubes by our laboratory.184 For nanotube A and B the orientations of the CPTs are 
in two different starting configurations in the DA. As shown in the Figure 5.5, in the DA of 
nanotube A, all CPTs are parallel to each other, whereas in the DA of nanotube B, two CPTs are 




 Simulation size, time scales have been summarized in Table 5-5. Each nanotube is infinite 
due to periodic boundary conditions. These simulations are performed using the LAMMPS.216 To  
increase the efficiency of simulations, each CG’ed drug is treated as a rigid body and the 
intramolecular interactions are turned off within rigid CPTs. Simulations are carried out at an 
anisotropic pressure of 1 atm using Nose-Hoover thermostat,108,217,218 and barostat219,220. A two-
leveled rRESPA221 was used such that the bond, angle, and dihedral potentials are evaluated with 
inner time step of 0.5 fs and the non-bonded interactions are evaluated with the outer time step of 
10 fs.  
 
System Temperature (K) Total no of atoms 
Simulation 
time (ns) 
Equilibrated box size 
(Å x Å x Å) 
Nanotube A 
300 K 
25461 1 144 x 120 x 112 
Nanotube B 29984 1 140 x 137 x 115 
Random 109312 816  
 
Table 5-1 System size, temperature and equilibrated structure of various systems. 
A
B
Figure 5.5 Starting conformation of DAs in A. Nanotube A, here all four CPTs are parallel to each 




5.3 System 1: Randomly Organized DAs 
5.3.1 Self-Assembly: Cluster Formation 
 We performed long time simulation (~800ns) of randomly organized DAs to study the 
initial cluster formation. Figure 5.6A shows cluster formation at 816 ns from randomly organized 
DAs (20.1 mM) in a water box. Figure 5.6B highlights CPT drugs, it clearly showcases the CPT 
stacking within each aggregate. Here, we quantified the aggregation of DA’s and growth of cluster. 
We define cluster based on the distance between CPTs of neighboring DA’s. When any CPT of a 
DA is within 4 Å of CPT of another DA, both DA’s are counted as one cluster.  Figure 5.7 shows 
the self-assembly of randomly organized DAs to a large cluster at the end of 816 ns simulation.  
We find DAs starting to aggregate during early stages of simulation ~ 25ns.  After ~25 ns a large 
cluster consisting more than 80 DAs is dominant throughout the simulation (Figure 5.7A). During 
the last 25 ns of the simulation, we find the number of clusters is < 5, with average no of DAs in 
each cluster ~ 30 DA’s, and the biggest cluster made of more than 80 DA’s (Figure 5.7A). Next, 
we calculated the ratio Rmax/Rmin where Rmax is the maximum radius of gyration and Rmin is the 
minimum radius of gyration of the specific cluster. As shown in Figure 5.7B, the Rmax/Rmin ratio 
fluctuates as the cluster size increases. As the cluster size reaches with > 80 DAs, the ratio of 
Figure 5.6 Clusters formed at 800 ns simulation.  A. A big cluster and few small clusters are 
observed. Here CPT, linker and peptide is colored red, green and yellow respectively. B. Only 





Rmax/Rmin reaches ~0.5, suggesting the clusters are not spherical and the cluster growth is 
anisotropic, dominated by the planarity of the aromatic CPT stacking interactions. These 
observations are further highlighted in 2D-pmf of Rmax/Rmin ratio as function of cluster sizes 
(Figure 5.7C and 5.7D). During initial 25 ns simulation (Figure 5.7c), small clusters of size < 10 
DAs are most probable, whereas bigger clusters are already forming. For last 25ns simulation, we 
still see dominant smaller clusters of size < 10 DAs, but bigger clusters of size > 80 DAs also have 
higher probability now. For last 25 ns, we find only smaller and larger clusters but not medium 
Figure 5.7 A. Cluster formation from randomly organized DAs over ~800ns simulation time. We 
observe the number of clusters (blue) decreases to ~2 with average cluster size (black) with ~30 
DAs, and biggest cluster size (red) with ~90 DAs. B. Distribution. C. The average Rmax/Rmin ratio 
deviates from 1 for all cluster sizes, indication an elongated, non-spherical cluster growth.  2D-
PMF of Rmax/Rmin ratio of C. first 25 ns and D. last 25 ns simulations.  Bigger clusters are formed 
in early stages of the simulation which is dominant and stable through the end of the simulation. 






sized clusters. It indicates during the end of simulation there are dominant larger stable clusters 
with few smaller clusters floating around. These 2D-pmfs further support the anisotropic growth 
of these clusters. For all cluster sizes the Rmax/Rmin ratio deviates from 1 indicating non-spherical, 
elongated clusters. Compared to all-atom simulation of these DAs184 we find faster and bigger 
cluster formation. In our CGed model we have doubled LJ potential for CPT beads which might 
have developed this increased attraction between these DAs.  
5.3.2 Structure Factor Analysis 
 Structure factor, S(q) affects the scattering property of atoms and particles. S(q) provides 
structural information about the sample, how its constituents are organized with respect to one 
another. This approach has been previously used for studying ordering properties in 
copolymers222,223 and polymer membranes224,225. 
Here we calculate structure factor as a function of scattering vector, q as: 
𝑆(𝑞) = 	 0
v
	〈∑ ∑ 𝑒32+(Èj3ÈÓ)v*x0vfx0 〉              (5.1) 




N           (5.2) 
𝐿 = 	+𝑙P1 + 𝑙Q1 + 𝑙R1           (5.3) 
Here 𝑙P, 𝑙Q, and 𝑙R are the box dimensions. 
 As shown in Figure 5.8, peaks are distinct with greater intensity for last 300ns compared 
to initial 0.01 ns. This suggests, CPTs are more ordered in later stage of simulation compared to 
initial organization. Here, we observe more intense peaks at ~2 Å, 3 Å, and 4 Å. This suggests 
CPTs are more ordered in the mentioned distances.  Moreover, the peak at ~4 Å should be the 




reporting planar stacking between aromatic CPT drugs as the governing force for self-assembly of 

























5.4 System 2: Preassembled Nanotubes 
 Figure 5.9 shows the relaxed nanotube structure after 1 µs where CPT, linker, and peptide 
are shown in red, green and yellow respectively. The CPTs form the inner core and peptide forms 
the outer surface of the nanotube. The CG’ed nanotube A and B are stable throughout the 
simulation with hydrophobic drugs forming the inner core and peptides forming the outer corona. 
Figure 5.9 Coarse grained nanotube where CPT, linker and peptide is represented in red, yellow 
and green respectively. A. Top view B. Side view C. CG model and D. All atom model of nanotube 
A with CPTs highlighted in red, polar sidechains in cyan, charged sidechains in blue and 





We find aromatic CPT drugs stacked parallelly in the core (Figure 5.9C) as observed in all atom 
simulation (Figure 5.9D). We first compare the radial density distribution of each component –
CPT, peptide and water of last 100ns of CG’ed nanotubes with last 50 ns of all atom nanotubes.184 
Then we analyze the orientation and stacking of CPT beads.  
5.4.1 Radial Density Distribution  
 As seen in Figure 5.10, we observe the radial density distribution is fairly conserved 
between all atom and CG’ed model. We find the radial density distribution range of each 
component in both nanotubes in CGed and AA models are fairly same – the inner core of nanotubes 
is occupied by water, the inner surface of the nanotubes is lined by hydrophobic CPTs, and the 
outer surface of nanotube is lined by the hydrophilic peptides. Both nanotubes have inner radius 
of ~15 Å and outer radius of ~ 45 Å. The peak for the radial distribution for each component in 
CG’ed model is slightly shifted inward towards the core compared to the all atom model. 
Interestingly, outside the nanotube A we observe the radial density of CGed water is higher than 
1g/cm3.   
  
Figure 5.10 Radial density distribution of CPT (red), peptide (green), and water (blue) in all atom 





 Next we characterize the radial density distribution of charges – Cl- ions and protonated 
amines (NH4+) of lysines. Figure 5.11 shows the distribution of these charged elements in 
nanotube A. We see Cl- ions (red) are inside the core of the nanotube and outside the surface of 
the nanotube, protonated amines (blue) are outside the nanotube forming its surface lining. Figure 
5.11B and 5.11C shows radial density distribution of Cl- ions and NH4+ of lysines respectively. 
For both nanotubes we find Cl- ions are distributed inside and outside the nanotube. The peak of 
Cl- ion distribution is at the center of the core and around the outer surface of the nanotubes. For 
NH4+ of lysines, it is distributed around the nanotube outer surface. The peak value of NH4+ 
distribution for nanotube A is at ~ 48 Å, whereas for nanotube B is at ~39 Å. The charge 
Figure 5.11 A. Charge distribution around nanotube A. Here Cl- ions and protonated amines 
(NH4+) are colored red and blue respectively. B. Cl- ions are found inside and around the 





distribution characteristic of both nanotubes compares well with the all atom results.184  The high 
density of positively charged lysines around the nanotubes leads to a fairly high surface charge 
density of ~ + .57/nm2  and a line charge density of + 14.4/nm.  The surface charge density of F-
actin is  -.17/nm2   comparable in magnitude with the nanoube,226 although it is negatively charged.   
The line charge density of F-actin  is -4/nm.227  Due to the high +ve surface charge density, a large 
number of Cl- counterions are condensed close to the surface of the tube.  We note that the high 
charge density of the tube will affect both its persistence length,228 as well as it’s interaction with 
the plasma cell membrane229.  
5.4.2 CPT Orientations 
 Next, we compare the orientation of CPTs with respect to the radial vector and the nanotube 
axis. The radial vector is the axis formed by the center of mass (COM) of CPT and COM of 
nanotube in the xy plane. The CPT axis is the longest axis along the CPT. The CPT orientation in 
CGed nanotubes compares well with AA nanotubes (Figure 5.12). As seen in Figure 5.12A (left 
panel), CPTs in all atom nanotube A has preferred tilt in the range ~ 20° - 30°  with respect to the 
radial vector, whereas CG nanotube has preferred tilt with a greater range of ~ 20°-50°.  For 
nanotube B, there is better agreement between all atom and CG nanotubes, with peak tilt angle at 
~36°.  For the orientation of CPTs with respect to nanotube axis, we observe CG’ed nanotubes 
have a wider range of preferred tilts with respect to the nanotube axis. As seen in Figure 5.12B 
(right panel), all atom nanotube A has the peak at ~90°, whereas CG nanotube A has preferred tilt 
in the range of 70°-100°. Similarly, for all atom nanotube B, the preferred CPT tilt with respect to 
nanotube axis is ~120°, whereas for CG nanotube B, the most preferred tilt is in the range of 100°-





 To characterize staking of planar CPTs in the core of nanotubes (Figure 5.13A) we 
calculated the stacking correlation of the angles between CPTs as function of distance between the 
them. The correlation function, <C(r,θ)>, is calculated as C(r, θ)=1 when |θ|≤ θcut, and C(r, θ)=0 
when |θ|> θcut, where θcut is the cutoff angle of 30°. We observe slightly different correlation profile 
(Figure 5.13B) for nanotube A and B. We find nanotube A has three peaks, indicating three-fold 
stacking: the first at (d < 7 Å), the second at (7 Å < d < 15 Å), and third at (16 Å < d < 20 Å). 
Whereas for nanotube B, we find only one peak at (d < 5 Å). This indicates nanotube A, where all 
four CPTs are parallel in each DA has conserved stacking along the nanotube axis whereas, 
nanotube B, where only two CPTs are parallel, stacking is only conserved for shorter distances.  
Figure 5.12 CPT orientation. A. Distribution of angles between the radial vector and the long CPT 
axis in nanotube A and nanotube B. B.  Distribution of angles between the axis of the tube and the 






5.4.3 Water Diffusion 
 Next, we characterize the diffusion of water inside and around the nanotube A using the 
mean squared displacement with respect to time. As shown in Figure 5.14A, we differentiate the 
Figure 5.14 A. Water differentiated based on proximity with the nanotube –in-tube, surface, and 
bulk water as shown in blue, red and black color respectively. B. Water diffusion of in-tube water 
is more similar to bulk water, surface water has lower diffusion due to interaction with DAs. 
 
Figure 5.13 A. Stacking observed between aromatic rings of CPT drugs along the nanotube axis. 





water into three types based on their position i) in tube water, is the water inside the nanotube core, 
from center to 15 Å in xy plane, ii) surface water, is the water around nanotube, from 15 Å to 45 
Å in xy plane and iii) bulk water, is the water outside the nanotube.  As shown in Figure 5.12B, 
we observe that the surface water has the lowest diffusion and bulk water has the highest diffusion. 
The lowest diffusion of surface water should be the result of water interactions with the nanotube 
components, similarly slower diffusion of bulk water should be due to the confinement of water 
in the tube.  We also calculated the diffusion coefficients and compared with all atom-results (table 
5-6). The diffusion coefficient is determined by fitting the diffusion curve to the equation, 𝑟1 =
2𝑛𝐷𝑡, here r is the displacement, n (=3) dimension, t is time lag, and D is the diffusion coefficient. 
We obtain a similar trend of diffusion coefficients for both models. We find the diffusion 
coefficient for bulk water is almost same for both models whereas, for in tube water and surface 
water it decreases by ~1/2 in CG’ed model. 
Table 5-2 Water diffusion coefficients in all atom and coarse-grained nanotube A. 
 Coarse-Grained All Atom 
Bulk Water 3.30 x 10-9 m2/s 3.2 x 10-9 m2/s 
In-tube water 1.24 x 10-9 m2/s 2.2 x 10-9 m2/s 
Surface water 0.52 x 10-9 m2/s 0.9 x 10-9 m2/s 
 
5.5 Summary 
 Within this study, we present CGed model results of self-assembly, cluster growth, 
structure, and stability of the nanotubes composed by DAs. For the random system, we studied the 
aggregation process of DAs, shape of the aggregate and ordering between aromatic CPTs. We find 
aggregation is instantaneous and a large cluster forms in early simulation stage. The large cluster 
is dominant structure throughout the simulation.  Furthermore, we find the shape of the large 
cluster is non-spherical and elongated. Interestingly, we find cluster formation for our CGed model 




parameter is based on all-atom simulation of nanotube A, and has been modified to conserve 
nanotube structure. We have doubled LJ potential for CPT beads which increases attractive forces 
between CPT beads. This modified LJ potential might have resulted in the greater attraction 
between DAs. Thus, updating the CGed model for random system is a possible future work. Next, 
we calculated the structure factor of the aggregate. We find CPTs are ordered with greater intensity 
in final simulation stage compared to initial simulation stage. It suggests, the aggregate has some 
form or order. Next, we characterized the structure and stability of nanotubes. We find both 
nanotubes A and B are stable throughout the simulation with CPTs forming the inner core and 
peptides forming the outer surface. The CPTs are oriented with angles < 70° with respect to the 
radial vector and ~60°-120° with respect to the nanotube axis. The CGed results for radial density 
distribution and CPT orientations compares well with previous all atom results.184 We calculated 
stacking correlation of CPTs along the nanotube’s axis. CPT stacking in nanotube A is more 
dominant and persistent along the axis compared to nanotube B. In nanotube A, all CPTs in DA 
are arranged parallel to each other, whereas, in nanotube B, only two CPTs are parallel to each 
other. This planarity of all four CPTs in the DA should have assisted in increased and persistent 
stacking in nanotube A compared to nanotube B. This further highlight how the orientations of 
CPTs can affect in ordering of DAs in nanotube. And finally, we studied water behavior inside, 
outside, and on the surface of nanotube. We find water diffusion inside the nanotube core is 
reduced, but more similar to outside water. However, the surface water has lowest diffusion due 
to interactions with DAs. Taken together, these results indicate self-assembly of DAs is 
instantaneous process and forms an ordered large aggregate, and nanotubes composed of DAs are 




as a structural component of building block plays vital role in self-assembly and stability of 





















6 Interaction Free Energy of Supramolecular 
Anticancer Nanotube with a Model Lipid 
Membrane 
 The cell membrane is one of the major drug delivery barriers. It functions as a boundary 
between cytoplasm and external environment and controls the flow of materials in and out of the 
cell. One of the prominent topics of discussion in drug delivery is the transport of drug carrier 
nanoparticles across the selective, semi-permeable cell membrane. There exist two major proposed 
pathways for nanoparticles internalization by cell –endocytosis and pore formation.230 Computer 
simulations have emerged to capture and understand the mechanism of these processes. For 
example, a CGed MD simulation reported spherical cationic gold nanoparticle (AuNPs) traverses 
through a cell membrane under transmembrane potential by a pore formation.231 This process was 
spontaneous, and the pore disappeared after AuNP entry (Figure 6.1A). Similarly, all atom MD 
simulation has shown rupture of membrane by a carbon nanotube (Figure 6.1B).232  The study 
reported presence of cholesterol aids in the formation of pores and lower energy cost for nanotube 
entry. Similarly, a recent study explored the elasticity of nanoparticle for its internalization using 
CGed MD simulation (Figure 6.1C).233 The study reported, elasticity of the nanoparticle aids in 
its wrapping by the membrane which facilitates overall endocytosis process. There has been 
numerous studies to further explore the properties of nanoparticles as – shape,234,235 orientation,236 




 Here we study the interaction of supramolecular anticancer nanotube with model lipid 
membrane. The nanotube is composed of peptide-based drug amphiphile constituting four 
anticancer drugs Camptothecin (CPT) conjugated to short peptide (CGVQIVYKK) with 
biodegradable disulfide linker. Thee structure and stability of this DA nanotube have been 
Figure 6.1 Nanoparticle internalization by membrane. A) Pore formation B) Rupture C) 





investigated experimentally180 and computationally184. However, there has been no study yet to 
understand its drug delivery mechanism. It is crucial to understand membrane-nanotube interaction 
to predict the compatibility of the DA-nanotube as a drug delivery vehicle.  Here, we have used 
one component membrane model, POPC for our study. It is composed of phosphatidylcholines. 
We use umbrella sampling MD simulations to calculate the interaction free energy between DA-
nanotube and POPC membrane. Our preliminary result suggests the DA-nanotube has a very 
strong repulsive interaction with the membrane, inducing huge bending fluctuation in the 
membrane. Next, we aim to characterize the structure and stability of the DA-nanotube and the 
membrane as the DA-nanotube is pulled towards the membrane.  These results will provide 
important insight on rational design of bio-functional supramolecular nanostructures.  
6.1 Method 
 Here, we use Umbrella Sampling (US) to determine the interaction free energy of drug 
amphiphile nanotube with model lipid membrane. The nanotube is composed of DA conjugated 
with four CPT drugs, all parallel to each other. We use simple, 1-palmitoyl-2-oleoyl-sn-glycero-
3-phosphocholine (POPC) lipid membrane which is composed of phosphatidylcholines. Our 
Figure 6.2 The initial, middle and last windows of umbrella sampling. The reaction coordinate (rc) 
is the difference between the COM of the DA nanotube (shown in VDW representation, orange 
color) and the POPC membrane (shown in licorice representation) along Z-axis.  The rc for A) 





reaction coordinate (rc) is the difference in center of mass of nanotube and membrane along z-axis. 
We used steered MD242 to pull the nanotube towards the membrane and generate initial 
configurations for US windows. The rc varies from 84.5 Å to 36.5 Å, and each window is 1 Å 
apart, resulting in 49 windows (Figure 6.2). Each configuration is harmonically constrained with 
spring constant of 20kcal/mol. 
MD simulation is performed for each US window using NAMD 2.598 and AMBER force 
field. We solvated the system with TIP3P155 water and the charge was neutralized with NaCl 
counterions . It is a periodic system. The bonded and non-bonded interactions were both calculated 
with a 2 fs timestep. The electrostatic and van der Waals interactions were calculated with a 12 Å 
cutoff, with a smooth switching function at 10 Å, and a pair list distance of 13.5 Å. All systems 
were simulated with an NPT ensemble at a temperature of 310K. The temperature of the system 
was controlled using Langevin dynamics method with a friction constant of 1 ps-1 and the pressure 
was controlled using the Nose-Hoover Langevin piston method.156  
6.2 Results 
 Our preliminary result (Figure 6.3) suggests that the DA-nanotube interaction with the 
model membrane is energetically costly and unfavorable. We find nanotube is comparatively 
stable with conserved structure, however, a huge bending fluctuation is observed in the membrane. 
For the nanotube to reach membrane surface it costs about ~330 kcal/mol, which further increases 
to ~400kcal/mol as the nanotube presses and induces bending of the membrane. Nanoparticle 
interaction with the membrane has been reported to be dependent on various factors such as –
nanotube charge, membrane charge and rigidity.243  In order to understand cause of such huge 
interaction energy, we calculated bending energy of the membrane and analyzed electrostatic 
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                 (6.2) 
We assume bending curvature of the membrane is equal to the radius of nanotube (𝑅J), ~3.6 nm. 
Total bending energy of our membrane is: 
𝐹BFC4_?>?@A = 	𝐹BFC4 ×	𝐴LFLB.@CF~	145	𝑘𝑐𝑎𝑙/𝑚𝑜𝑙      (6.3) 
This bending energy approximation suggests the induced bending behavior of the membrane costs 
about ½ of the total interaction energy and will vary depending on the flexibility of the membrane. 
 Next, we investigated the role of charge in the interaction energy. Each DA molecule 
has two positively charged lysines at its peptide tail. This makes surface of the nanotube high in 
+ve charge density. The surface charge density of the nanotube is ~ +.57/nm2. The phospholipids 
in POPC membrane is zwitterionic. Here, positively charged cholines are facing on the surface of 
the membrane, making the surface high on +ve charge density. As seen in the electrostatic map 
potential (Figure 6.4), two positively charged bodies are constrained to interact, which naturally 
has +ve charge repulsions. Thus, we suggest +ve charge repulsion might be another factor causing 















Figure 6.3 Potential mean force (PMF) profile of DA nanotube interaction with POPC 
membrane model. 49 windows of 1Å width were simulated for 15ns each. The reaction 
coordinate (rc) is the difference between the COM of the DA nanotube and the POPC 
membrane along Z-axis.  The PMF profile suggests DA nanotube has a very high 





 Here, using umbrella sampling, we determined the interaction free energy of DA nanotube 
with POPC membrane model. We find the interaction energy between nanotube and membrane is 
very high ~415 kcal/mol suggesting the process is unfavorable. We suggest this high interaction 
energy is the effect of bending rigidity of the membrane and high +ve charge repulsion between 
the nanotube and the membrane. During our simulation we did not observe pore formation in the 
membrane, and deformation in the nanotube. This indicates, it is very unlikely for the nanotube to 
break apart and release DAs outside the cell membrane. Next, the whole nanotube needs to be 
internalized by the membrane. From our current simulation, we predict endocytosis as one of the 
possible ways this nanotube will get inside the cell.  
 Our results highlight the importance of membrane flexibility and electrostatics between the 
nanotube and membrane for their mode of interaction. This problem of high interaction energy can 
be eluded using a different membrane model. Besides properties of the nanoparticle, membrane 
properties have been highlighted as a crucial factor for nanoparticle internalization.243,244,246 
Membrane properties as  adhesion energy between nanoparticle and the membrane, membrane 
Figure 6.4 Electrostatic potential map built from VMD when A) Nanotube is farthest from the 
membrane B) Nanotube has stated touching the membrane C) Nanotube has immersed into the 





bending modulus, and membrane surface tension is important for engulfment process by the 
membrane. To facilitate the wrapping process of the nanoparticle, membrane models of lower 
bending modulus and lower surface tension can be used. Next, anionic membrane model which is 
physiologically relevant to cancerous membrane can be used as well.  Presence of negative charges 
in the membrane will reduce the positive charge repulsions observed in current mode. The 
attractive forces between the nanotube and the membrane can provide new insight on possible drug 
delivery mechanism in a cancerous cell. Thus, this project leads to multiple future possibilities to 
repeat the study with membrane models of different physiological properties and mechanical 
properties to further explore the interaction and internalization of this drug carrier nanotube with 































7 Concluding Remarks and Future Directions 
 During the course of this thesis, we studied two different self-assembled systems—both th 
microtubule and peptide drug amphiphile nanotubes. The microtubule is a major cytoskeleton 
filament. The peptide amphiphile is an established biodegradable building block of bio-functional 
nanostructures. Both systems have been extensively investigated in experimental and 
computational research. We investigated the structural and dynamical properties of these systems. 
We used long time-scale molecular dynamics simulations to investigate the properties of these 
systems at the molecular level. The results from these studies provide insights into the: (i) structural 
and mechanical properties of the microtubule, (ii) self-assembly mechanism of the peptide drug 
amphiphile, and (iii) structural properties of peptide drug nanotubes.   
 The molecular dynamics simulations of the microtubule (MT) system is discussed in 
Chapter 3.  We analyzed a 2x2 patch of MT lattice (tubulin octamer). We characterized structural 
differences observed in dimers and protofilaments (PFs) in tubulin octamers, in the presence and 
absence of a single GTP cap layer using multiple replicas of long-time all-atomistic molecular 
dynamics simulations (3 replicas, 0.3μs for each replica, 0.9 μs for each octamer system, and 1.8 
μs total).  In the case of the GTP cap octamer replicas, we observed PF-A is more curved compared 
to PF-B. Moreover, PF-B has stronger longitudinal contacts at the interface compared to PF-A.  
These results show that a single GTP cap layer has asymmetric effects on PF curvature and the 
strength of inter-dimer longitudinal contacts, which could lead to tension at the GTP-cap layer 
interface between neighboring PFs. This interesting phenomenon suggests that a single GTP cap 
layer alone is not enough to keep octamers in a straighter conformation. The normal mode analysis 




motions and mechanical properties of tubulin octamers. Results showed that the GTP cap octamer 
replicas have higher flexibility compared to the GDP octamer replicas. These results suggest that 
the higher flexibility of GTP cap octamer replicas could facilitate loops motions and lateral and 
longitudinal contacts within and between the PFs to stabilize the MT lattice.  
Taken together, results from the structural and mechanical characterization of octamers led 
us to propose a model that is a combination of previously described allosteric and lattice models 
which suggests that lateral and longitudinal contacts between PFs and differences in nucleotide 
states are necessary to locally change the curvature state of the MT. 
 Our octamers are missing adjacent PFs, comparable to tapered MT ends where few PFs 
grow longer than other PFs.247,248 To better understand the competitive role of GTP cap layers and 
lateral contacts at these tapered ends, simulations of larger tubulin systems with three PFs with 
three dimers and different nucleotide states can be the next step.  This will provide detailed insights 
into how an outer PF (missing lateral contacts) behaves compared to an inner PF (with complete 
lateral contacts), and how their behavior is affected by different nucleotide states. Also, these 
octamers only represent short PFs of MTs where each tubulin dimer is experiencing different 
lateral and longitudinal contacts. To better characterize the behavior of dimers and PFs in a MT 
like environment, a much bigger system is vital.  With the limitations of all-atom simulations, the 
next approach to take is coarse-grained (CG) MTs.  However, to accurately characterize the 
interaction of the nucleotides with their nearby loops and quantify the role of various residues in 
maintaining MT contacts, a hybrid all-atomistic and coarse-grained approach might be required. 
Here one can model with lower resolution the core residues and with greater resolution peripheral 
residues that are involved in nucleotide and MT contacts. 




Several experimental studies have reported interesting MT structural behavior in the presence of 
different cations. These salt dependent effects are mediated via the highly negative C-terminal tails 
of tubulin dimers.61 Since these C-terminal tails are missing in our model the choice of salt should 
not have major impact on the conformations and mechanical properties of octamers. As for future 
work, we can explore the interaction of various salts with C-terminal tails and their impact on the 
conformations and mechanical properties of MTs. Several experimental studies have reported 
point mutations affecting MT dynamics and lattice contacts resulting in a varied binding nature 
with drugs and MAPs.249,250 Only a few simulation studies have characterized the effect of point 
mutations such as suppressed catastrophe159 and altered intra-dimer tubulin-tubulin binding 
strength251. With advances in computational resources and higher resolution atomic structures of 
tubulin dimers in various states, one can exploit simulation tools to further characterize MT 
properties at the molecular level.  
 The coarse-grained MD simulations of peptide-based drug amphiphile is discussed in 
Chapter 5.  We coarse grained (CGed) the peptide-based drug amphiphile (DA) using the Shinoda-
DeVane-Klein115,116 approach. We performed MD simulations of randomly organized DAs and 
preassembled nanotubes. We developed the CG parameters based on the atomistic simulations of 
a single stable nanotube. We examined the self-assembly mechanism of DAs and structural 
stability of preassembled nanotubes. We find that the nanotubes are stable for long-time scale 
simulations (~ 1µs) where drugs (CPTs) are inside the core and peptides are on the surface of the 
nanotube. We found that the radial density distribution and drug orientations of CG’ed nanotube 
compares well with the results from previous atomistic simulations. In the random system, self-
assembly is fast, driven by the strongly interacting drugs, and forms multiple clusters in the 




25ns) and the aggregate size increases. Overall, a large cluster is dominant throughout the 
simulation. The aromatic CPTs are stacked in parallel layers in nanotubes and are ordered in 
specific distances in self-assembled aggregate. These findings are in agreement with the results 
from previous simulation studies184–186 suggesting p-p stacking between CPTs as the governing 
force of self-assembly of DAs. The aggregation process is faster in the CG’ed model than in the 
atomistic model. Such faster aggregation in the CG’ed model could be due to modification of 
parameters designed to conserve nanotube structure.  
Further research is needed to fine tune the CG model for these peptide-drug amphiphiles. 
Also, adding a directional H-bond potential might facilitate beta-sheet formation between peptide 
chains. The beta sheet formation can further orient CPTs such that 𝜋-	𝜋 stacking is favored. In our 
studies, we performed simulations with periodic repeats of short nanotube section. In future 
research, finite-sized long nanotubes can be simulated to investigate the length-dependent effects 
on the structural and mechanical properties of nanotubes. Moreover, future research can examine 
the effect of external factors such as pH, salt concentration, and temperature on aggregation 
process and nanotube stability. Together, this line of research can provide valuable insights on 
optimal conditions for self-assembly and stability of DAs and their rational design.  
 Biocompatibility of the DA nanotube is discussed in Chapter 6. The interaction free energy 
of the nanotube with POPC membrane is determined using an enhanced sampling technique, 
umbrella sampling.  A one component POPC membrane model is a very simple model and does 
not represent complex physiological cell membrane well. However, simulation of the one 
component POPC membrane model is a useful system to begin with for two reasons. First, 
phosphatidylcholine is the major component of the cell membrane. Second, numerous 




results. From this study, we find it is energetically costly and physiologically unlikely for the 
nanotube to interact with zwitterionic phospholipids layer. Based on this result, we suggest the 
bending modulus of the membrane and high +ve charge repulsion between the +vely charged 
cholines of the membrane and protonated lysines of the nanotube are dominant factors for high 
interaction free energy. Results also showed that the nanotube is stable during the simulation and 
is unlikely to distort or break apart to release free DAs. This find led us to hypothesize that a whole 
nanotube needs to be inserted into the membrane. We did not observe membrane rupture or pore 
formation. Rather, the membrane wraps around the nanotube. Hence, we propose that endocytosis 
as the viable mechanism for nanotube insertion. This study has opened several avenues for further 
research. Future research can replicate the current study using more physiologically relevant 
membrane model. Specifically, since the nanotube is an anticancer drug carrier, future research 
using a more cancerous-like membrane model can have direct implications. Several properties are 
significantly altered in cancerous cells compared to normal cells such as phospholipid 
composition, surface charge, and membrane fluidity.252 For example, cancerous membranes have 
negative charge density, thus a membrane model with negatively charged phospholipids can be 
used. The -ve charge density in the cancerous membrane surface is likely to reduce the previously 
observed positive - positive charge repulsion and could provide alternate pathways for nanotube 
insertion. Similarly, membrane model with different mechanical properties (e.g., bending rigidity 
and surface tension) can also be useful models. Previous study reported, membrane’s resistance to 
deform/wrap opposes the engulfing process of nanoparticle.244,246 Bending rigidity of membrane 
is effected by its composition. For example, membrane with unsaturated and shorter phospholipids 
has lower bending rigidity compared to membrane with saturated and longer phospholipids.253,254 




membrane towards the nanoparticle and wrap around it. Increased endocytosis has been reported 
with decreased membrane tension.255 Furthermore, a model with different nanotube orientations 
can be used to examine interaction of both CPTs and peptides with membrane layer. This line of 
research could lead us to discover and understand different mechanisms for nanotube insertion. 
Previous studies have reported different endocytosis pathway for varying nanoparticle aspect 
ratios.256 Overall, as future work, the nanotube interaction with membrane models with varying 
physiological properties or mechanical properties can be used to further understand the 
endocytosis process of the DA-nanotube insertion. Also, differing orientations of the DA nanotube 
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Table 9-1 Atom Parameters 
Index Residue  Atom name  Atom type CG type reference Mass Charge 
1 QTA LE LE SER 43 0 
2 QTA LC LC CYS 46 0 
3 QTA LB LB CYS 46 0 
4 QTA LA LA OA 56 0 
5 QTA Z5A Z5A EO 40 0 
6 QTA Z5D Z5D SER 28 0 
7 QTA Z5B Z5B EO 42 0 
8 QTA Z4B Z4B SER 28 0 
9 QTA Z3A Z3A LYS2 28 0 
10 QTA Z2A Z2A CT2 25 0 
11 QTA Z1B Z1B CT2 36 0 
12 QTA Z1C Z1C CT2 35 0 
13 QTA Z2B Z2B LYS2 36 0 
14 QTA Z4A Z4A CT2 25 0 
15 QTA Z1A Z1A CT2 26 0 
16 QTA Z5C Z5C CT2 29 0 
17 QTA LD LD GBB 56 0 
18 QTA GB GB GBB 56 0 
19 QTA LBA LBA LYS1 42 0 
20 QTA LBB LBB LYS2 31 0 
21 QTA KD KD GBB 56 0 
22 QTA KE KE SER 43 0 
23 QTA KC KC CYS 46 0 
24 QTA KB KB CYS 46 0 
25 QTA KA KA OA 56 0 
26 QTA X5A X5A EO 40 0 
27 QTA X5D X5D SER 28 0 
28 QTA X5B X5B EO 42 0 
29 QTA X4B X4B SER 28 0 
30 QTA X3A X3A LYS2 28 0 
31 QTA X2A X2A CT2 25 0 
32 QTA X2B X2B LYS2 26 0 
33 QTA X4A X4A CT2 25 0 




35 QTA X1A X1A CT2 26 0 
36 QTA X1B X1B CT2 36 0 
37 QTA X5C X5C CT2 29 0 
38 QTA GA GA GBB 55 0 
39 QTA LAA LAA LYS1 42 0 
40 QTA LAB LAB LYS2 31 0 
41 QTA GC GC GBB 55 0 
42 QTA MD MD GBB 56 0 
43 QTA ME ME SER 43 0 
44 QTA MC MC CYS 46 0 
45 QTA MB MB CYS 46 0 
46 QTA MA MA OA 56 0 
47 QTA W5A W5A EO 40 0 
48 QTA W5D W5D SER 28 0 
49 QTA W5B W5B EO 42 0 
50 QTA W4B W4B SER 28 0 
51 QTA W3A W3A LYS2 28 0 
52 QTA W2A W2A CT2 25 0 
53 QTA W2B W2B LYS2 26 0 
54 QTA W4A W4A CT2 25 0 
55 QTA W1C W1C CT2 35 0 
56 QTA W1A W1A CT2 26 0 
57 QTA W1B W1B CT2 36 0 
58 QTA W5C W5C CT2 29 0 
59 QTA LCA LCA LYS1 42 0 
60 QTA LCB LCB LYS2 31 0 
61 QTA ND ND GBB 56 0 
62 QTA NE NE SER 43 0 
63 QTA NC NC CYS 46 0 
64 QTA NB NB CYS 46 0 
65 QTA NA NA OA 56 0 
66 QTA U5A U5A EO 40 0 
67 QTA U5D U5D SER 28 0 
68 QTA U5B U5B EO 42 0 
69 QTA U4B U4B SER 28 0 
70 QTA U3A U3A LYS2 28 0 
71 QTA U2A U2A CT2 25 0 
72 QTA U2B U2B LYS2 26 0 




74 QTA U1C U1C CT2 35 0 
75 QTA U1A U1A CT2 26 0 
76 QTA U1B U1B CT2 36 0 
77 QTA U5C U5C CT2 29 0 
78 QTA G1 G1 GBB 56 0 
79 QTA G2 G2 GBB 55 0 
80 QTA V2 V2 VAL 43 0 
81 QTA G3 G3 GBB 55 0 
82 QTA Q3 Q3 GLN 72 0 
83 QTA G4 G4 GBB 55 0 
84 QTA I4 I4 ILE 54 0 
85 QTA G5 G5 GBB 55 0 
86 QTA V5 V5 VAL 43 0 
87 QTA G6 G6 GBB 55 0 
88 QTA Y6A Y6A TYR1 52 0 
89 QTA Y6B Y6B TYR2 54 0 
90 QTA G7 G7 GBB 55 0 
91 QTA L7A L7A LYS1 42 0 
92 QTA L7B L7B LYS2 31 0.1118 
93 QTA G8 G8 GBB 55 0 
94 QTA L8A L8A LYS1 42 0 
























Table 9-2 Bond Parameters 
Atom1 Atom2 Kb b0 (rad) 
15 11 443.3 1.39 
35 36 443.3 1.39 
56 57 443.3 1.39 
75 76 443.3 1.39 
15 12 198.7 2.4 
35 34 198.7 2.4 
56 55 198.7 2.4 
75 74 198.7 2.4 
11 12 159.4 2.78 
36 34 159.4 2.78 
57 55 159.4 2.78 
76 74 159.4 2.78 
12 13 154.89 2.37 
34 32 154.89 2.37 
55 53 154.89 2.37 
74 72 154.89 2.37 
11 10 151.1 2.42 
36 31 151.1 2.42 
57 52 151.1 2.42 
76 71 151.1 2.42 
10 13 160.4 2.84 
31 32 160.4 2.84 
52 53 160.4 2.84 
71 72 160.4 2.84 
10 9 130.45 2.62 
31 30 130.45 2.62 
52 51 130.45 2.62 
71 70 130.45 2.62 
13 14 158.4 2.5 
32 33 158.4 2.5 
53 54 158.4 2.5 
72 73 158.4 2.5 
9 14 192.2 2.34 
30 33 192.2 2.34 
51 54 192.2 2.34 
70 73 192.2 2.34 




30 29 143.96 2.52 
51 50 143.96 2.52 
70 69 143.96 2.52 
14 8 231.6 2.42 
33 29 231.6 2.42 
54 50 231.6 2.42 
73 69 231.6 2.42 
14 5 112.8 3.8 
33 26 112.8 3.8 
54 47 112.8 3.8 
73 66 112.8 3.8 
8 7 385.5 1.48 
29 28 385.5 1.48 
50 49 385.5 1.48 
69 68 385.5 1.48 
5 7 172.6 2.5 
26 28 172.6 2.5 
47 49 172.6 2.5 
69 68 172.6 2.5 
7 6 95.7 2.86 
28 27 95.7 2.86 
49 48 95.7 2.86 
68 67 95.7 2.86 
5 6 331.4 1.55 
26 27 331.4 1.55 
47 48 331.4 1.55 
66 67 331.4 1.55 
5 16 304.3 1.57 
26 37 304.3 1.57 
47 46 304.3 1.57 
66 65 304.3 1.57 
4 3 65.4 3.9 
25 24 65.4 3.9 
46 45 65.4 3.9 
65 64 65.4 3.9 
3 2 37.2 3 
24 23 37.2 3 
45 44 37.2 3 




2 17 59 2.8 
23 21 59 2.8 
44 42 59 2.8 
63 61 59 2.8 
78 79 54.3 3.7 
79 80 92 2.5 
79 81 31.9 3.6 
81 82 86.3 2.5 
81 83 35.3 3.6 
83 84 90.4 2.5 
83 85 20.4 3.6 
85 86 91.3 2.5 
85 87 24 3.6 
87 88 6.7 4.7 
88 89 296.8 3 
87 90 20.4 3.6 
90 91 87.9 2.5 
91 92 54.5 3.9 
90 93 31.6 3.7 
93 94 85.2 2.5 
94 95 55.7 3.9 
17 1 125.7 2.5 
21 22 125.7 2.5 
42 43 125.7 2.5 
61 62 125.7 2.5 
17 18 436.52 1.34 
18 38 42.31 3.7 
21 20 94.77 3.86 
20 19 74.46 2.56 
19 18 19.38 3 
61 60 135.26 2.53 
60 59 78.3 2.56 
59 41 15.3 3.11 
41 40 25.5 4.31 
40 39 79.66 2.57 
39 38 16.86 3.08 
42 41 117.77 2.47 





Table 9-3  Angle Parameters 
Atom1 Atom2 Atom3 kθ θ0 (radian) 
11 15 12 273.4 1.57 
36 35 34 273.4 1.57 
57 56 55 273.4 1.57 
76 75 74 273.4 1.57 
15 12 11 1642.2 0.52 
35 34 36 1642.2 0.52 
56 55 57 1642.2 0.52 
75 74 76 1642.2 0.52 
12 11 15 400.6 1.05 
34 36 35 400.6 1.05 
55 57 56 400.6 1.05 
74 76 75 400.6 1.05 
12 11 10 407.5 1.57 
34 36 31 407.5 1.57 
55 57 52 407.5 1.57 
74 76 71 407.5 1.57 
11 12 13 443.3 1.59 
36 34 32 443.3 1.59 
57 55 53 443.3 1.59 
76 74 72 443.3 1.59 
12 13 10 410.1 1.56 
34 32 31 410.1 1.56 
55 53 52 410.1 1.56 
74 72 71 410.1 1.56 
11 10 13 470.2 1.55 
36 31 32 470.2 1.55 
57 52 53 470.2 1.55 
76 71 72 470.2 1.55 
13 10 9 453.2 1.48 
32 31 30 453.2 1.48 
53 52 51 453.2 1.48 
72 71 70 453.2 1.48 
10 13 14 450.25 1.46 
31 32 33 450.25 1.46 
52 53 54 450.25 1.46 
71 72 73 450.25 1.46 




32 33 30 370.5 1.73 
53 54 51 370.5 1.73 
72 73 70 370.5 1.73 
10 9 14 362.1 1.6 
31 30 33 362.1 1.6 
52 51 54 362.1 1.6 
71 70 73 362.1 1.6 
14 9 8 603.4 1.04 
33 30 29 603.4 1.04 
54 51 50 603.4 1.04 
73 70 69 603.4 1.04 
9 14 8 464.96 1.12 
30 33 29 464.96 1.12 
51 54 50 464.96 1.12 
70 73 69 464.96 1.12 
14 8 9 638.2 0.99 
33 29 30 638.2 0.99 
54 50 51 638.2 0.99 
73 69 70 638.2 0.99 
14 8 7 311.8 1.47 
33 29 28 311.8 1.47 
54 50 49 311.8 1.47 
73 69 68 311.8 1.47 
8 14 5 522.2 1.21 
29 33 26 522.2 1.21 
50 54 47 522.2 1.21 
69 73 66 522.2 1.21 
8 7 6 50.3 2.93 
29 28 27 50.3 2.93 
50 49 48 50.3 2.93 
69 68 67 50.3 2.93 
14 5 6 108.5 2.25 
33 26 27 108.5 2.25 
54 47 48 108.5 2.25 
73 66 67 108.5 2.25 
14 5 7 771.8 0.79 
33 26 28 771.8 0.79 
54 47 58 771.8 0.79 




7 6 5 335.25 1.07 
28 27 26 335.25 1.07 
49 48 47 335.25 1.07 
68 67 66 335.25 1.07 
7 5 16 7.37 2.1 
28 26 37 7.37 2.1 
49 48 47 7.37 2.1 
68 66 77 7.37 2.1 
6 5 16 84.6 1.92 
27 26 37 84.6 1.92 
48 47 58 84.6 1.92 
67 66 77 84.6 1.92 
5 4 3 22.5 2.8 
26 25 24 22.5 2.8 
47 46 45 22.5 2.8 
66 65 64 22.5 2.8 
4 3 2 9.8 2.5 
25 24 23 9.8 2.5 
46 45 44 9.8 2.5 
65 64 63 9.8 2.5 
3 2 17 9.9 2.1 
24 23 21 9.9 2.1 
45 44 42 9.9 2.1 
64 63 61 9.9 2.1 
78 79 81 7.7 2.6 
80 79 81 32.3 1.1 
79 81 82 7.9 2.4 
79 81 83 2.1 2.6 
82 81 83 40.4 1.1 
81 83 84 5.9 2.4 
81 83 85 9.5 2.6 
84 83 85 24.2 1.1 
83 85 86 4.1 2.5 
83 85 87 5.1 2.6 
86 85 87 34.4 1.1 
85 87 88 2.8 2.5 
85 87 90 3.9 2.7 
87 88 89 4.3 2.7 




87 90 93 8.4 2.6 
87 90 91 3.63 2.5 
90 91 92 17.6 2.9 
91 90 93 33.2 1.1 
90 93 94 6.3 2.5 
93 94 95 16.9 2.9 
2 17 1 27.6 2.9 
23 21 22 27.6 2.9 
44 42 43 27.6 2.9 
63 61 62 27.6 2.9 
6 7 5 201.1 1.5 
27 28 26 201.1 1.5 
48 49 47 201.1 1.5 
67 68 66 201.1 1.5 
6 5 4 60 2.3 
27 26 25 60 2.3 
48 47 46 60 2.3 
67 66 65 60 2.3 
16 5 4 64.5 2.3 
37 26 25 64.5 2.3 
58 47 46 64.5 2.3 
77 66 65 64.5 2.3 
78 79 80 3.2 2.8 
8 7 5 174.7 2.7 
29 28 26 174.7 2.7 
50 49 47 174.7 2.7 
69 68 66 174.7 2.7 
14 5 4 43.7 1.5 
33 26 25 43.7 1.5 
54 47 46 43.7 1.5 
73 66 65 43.7 1.5 
7 5 6 223.8 1.5 
28 26 27 223.8 1.5 
49 47 48 223.8 1.5 
68 66 67 223.8 1.5 
7 5 4 12 2.9 
28 26 25 12 2.9 
68 66 65 12 2.9 




6 7 5 1112.1 0.6 
27 28 26 1112.1 0.6 
48 49 47 1112.1 0.6 
67 68 66 1112.1 0.6 
6 5 4 60 2.3 
27 26 25 60 2.3 
48 47 46 60 2.3 
67 66 65 60 2.3 
16 5 4 64.5 2.3 
37 26 25 64.5 2.3 
58 47 46 64.5 2.3 
77 66 65 64.5 2.3 
1 17 18 10.72 1.5 
17 18 38 15.38 2.34 
2 17 18 13.35 2.31 
18 38 78 5.82 2.65 
17 18 19 22.08 1.64 
18 38 39 5.21 2.17 
23 21 20 6.53 1.6 
22 21 20 31.15 2.07 
21 20 19 7.53 2.69 
20 19 18 13.04 2.73 
19 18 38 33.63 1.4 
43 42 41 25.06 1.92 
44 42 41 11.51 1.49 
42 41 59 5.09 2.29 
42 41 40 4.9 2.15 
41 40 39 14.12 1.69 
40 39 38 16.72 2.73 
39 38 78 12.19 1.4 
63 61 60 12.7 1.96 
62 61 60 18.46 1.98 
61 60 59 15.77 2.01 
60 59 41 10.78 2.74 
59 41 40 0.92 0.92 







Table 9-4 Dihedral parameters 
Atom1  Atom2  Atom3 Atom4  kf n d (degree) weighing factor 
6 5 4 3 0.3 1 62 0 
27 26 25 24 0.3 1 62 0 
48 47 46 45 0.3 1 62 0 
67 66 65 64 0.3 1 62 0 
16 5 4 3 0.2 2 0 0 
37 26 25 24 0.2 2 0 0 
58 47 46 45 0.2 2 0 0 
77 66 65 64 0.2 2 0 0 
5 4 3 2 0.1 2 81 0 
26 25 24 23 0.1 2 81 0 
47 46 45 44 0.1 2 81 0 
66 65 64 63 0.1 2 81 0 
4 3 2 17 0.1 1 13 0 
25 24 23 21 0.1 1 13 0 
46 45 44 42 0.1 1 13 0 
65 64 63 61 0.1 1 13 0 
3 2 17 1 0 2 313 0 
24 23 21 22 0 2 313 0 
45 44 42 43 0 2 313 0 
64 63 61 62 0 2 313 0 
78 79 81 83 0.4 1 47 0 
78 79 81 82 1.1 1 165 0 
79 81 83 85 0.4 1 28 0 
79 81 83 84 1 1 146 0 
81 83 85 86 1 1 137 0 
81 83 85 87 0.5 2 248 0 
83 85 87 90 0.3 1 24 0 
83 85 87 88 0.7 1 134 0 
85 87 90 91 0.8 1 140 0 
85 87 88 89 0.3 1 132 0 
87 90 91 92 0.4 1 186 0 
85 87 90 93 0.9 1 32 0 
87 90 93 94 0.8 1 143 0 
90 93 94 95 0.3 1 104 0 
14 5 4 3 0.3 2 155 0 
33 26 25 24 0.3 2 155 0 




73 66 65 64 0.3 2 155 0 
7 5 4 3 0.3 2 235 0 
28 26 25 24 0.3 2 235 0 
49 47 46 45 0.3 2 235 0 
68 66 65 64 0.3 2 235 0 
6 5 4 3 0.2 2 0 0 
27 26 25 24 0.2 2 0 0 
48 47 46 45 0.2 2 0 0 
67 66 65 64 0.2 2 0 0 
3 2 17 18 0.2 1 331 0 
2 17 18 38 1.5 1 359 0 
1 17 18 38 2.5 1 300 0 
17 18 38 78 1.3 1 363 0 
1 17 18 19 1.1 1 80 0 
2 17 18 19 0.4 1 219 0 
17 18 19 20 0.3 1 228 0 
17 18 38 39 0.5 2 289 0 
24 23 21 20 0.3 3 289 0 
23 21 20 19 0.03 2 80 0 
22 21 20 19 0.2 2 142 0 
21 20 19 18 0.2 1 355 0 
20 19 18 38 0.3 1 331 0 
19 18 38 78 1 1 224 0 
19 18 38 39 2.4 1 164 0 
18 38 78 79 0.5 1 150 0 
18 38 39 40 0.7 1 164 0 
38 78 79 81 0.1 1 397 0 
45 44 42 41 0.6 1 76 0 
44 42 41 59 3 1 168 0 
43 42 41 59 0.6 2 272 0 
44 42 41 40 2 2 40 0 
43 42 41 40 4.4 1 185 0 
42 41 59 60 1.3 1 85 0 
42 41 40 39 2.7 1 177 0 
64 63 61 60 0.3 1 271 0 
63 61 60 59 0.8 1 11 0 
62 61 60 59 0.6 1 62 0 
61 60 59 41 0.3 1 263 0 




59 41 40 39 1.3 1 265 0 
41 40 39 38 1.9 1 233 0 
40 39 38 78 1.2 1 9 0 
39 38 78 79 1.3 1 316 0 
 
 
 
