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Abstract
The success of deep neural networks relies on signifi-
cant architecture engineering. Recently neural architecture
search (NAS) has emerged as a promise to greatly reduce
manual effort in network design by automatically search-
ing for optimal architectures, although typically such al-
gorithms need an excessive amount of computational re-
sources, e.g., a few thousand GPU-days. To date, on chal-
lenging vision tasks such as object detection, NAS, espe-
cially fast versions of NAS, is less studied.
Here we propose to search for the decoder structure
of object detectors with search efficiency being taken into
consideration. To be more specific, we aim to efficiently
search for the feature pyramid network (FPN) as well as
the prediction head of a simple anchor-free object detector,
namely FCOS [20], using a tailored reinforcement learn-
ing paradigm. With carefully designed search space, search
algorithms and strategies for evaluating network quality,
we are able to efficiently search more than 2, 000 architec-
tures in around 30 GPU-days. The discovered architecture
surpasses state-of-the-art object detection models (such as
Faster R-CNN, RetinaNet and FCOS) by 1 to 1.9 points in
AP on the COCO dataset, with comparable computation
complexity and memory footprint, demonstrating the effi-
cacy of the proposed NAS for object detection.
1 Introduction
Object detection is one of the fundamental tasks in com-
puter vision, and has been researched extensively. In
the past few years, state-of-the-art methods for this task
are based on deep convolutional neural networks (such as
Faster R-CNN [16], RetinaNet [8]), due to their impressive
performance. Typically, the designs of object detection net-
works are much more complex than those for image clas-
sification, because the former need to localize and classify
multiple objects in an image simultaneously while the lat-
ter only need to output image-level labels. Due to its com-
plex structure and numerous hyper-parameters, designing
effective object detection networks is more challenging and
usually needs much manual effort. In particular, a pyramid
of feature representations are usually required to accommo-
date objects across a wide range of scales, which is done by
a so-called Feature Pyramid Network (FPN) that takes in
multi-scale feature maps from backbone CNN models and
generates feature pyramids by combining the inputs from
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different layers. There has been a large variety of FPN
structures proposed in recent works, such as [4, 7, 11, 22].
As there are many possible choices of cross-scale connec-
tions and feature integration operations, the design space of
FPN architectures can be enormous. It is very challenging
to manually design an optimal FPN architecture for specific
tasks.
On the other hand, Neural Architecture Search (NAS) ap-
proaches [4,14,26] have been showing impressive results on
automatically discovering top-performing neural network
architectures in large-scale search spaces. Compared to
manual designs, NAS methods are data-driven instead of
experience-driven, and hence need much less human inter-
vention. As defined in [3], the workflow of NAS can be
divided into the following three processes: 1) sampling ar-
chitecture from a search space following some search strate-
gies; 2) evaluating the performance of the sampled archi-
tecture; and 3) updating the search strategy based on the
performance.
One of the main problems prohibiting NAS from being
used in more realistic applications is its search efficiency.
The evaluation process is the most time consuming part be-
cause it involves a full training procedure of a neural net-
work. To reduce the evaluation time, in practice a proxy
task is often used as a lower cost substitution. In the proxy
task, the input, network parameters and training iterations
are often scaled down to speedup the evaluation. However,
there is often a performance gap for samples between the
proxy tasks and target tasks, which makes the evaluation
process biased. How to design proxy tasks that are both
accurate and efficient for specific problems is a challeng-
ing problem. Another solution to improve search efficiency
is constructing a supernet that covers the complete search
space and training candidate architectures with shared pa-
rameters [12]. However, this solution leads to significantly
increased memory consumption and restricts itself to small-
to-moderate sized search spaces.
To our knowledge, studies on efficient and accurate NAS
approaches to object detection networks are rarely touched,
despite its significant importance. To this end, we present
a fast and memory saving NAS method for object detection
networks, which is capable of discovering top-performing
architectures within significantly reduced search time. Our
overall detection architecture is based on FCOS [20], a sim-
ple anchor-free one-stage object detection framework, in
which the feature pyramid network and prediction head are
searched using our proposed NAS method.
Our main contributions are summarized as follows.
• In this work, we propose a fast and memory-efficient
NAS method for object detection networks, with care-
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fully designed proxy tasks, search space and evalua-
tion strategies, which is able to find top-performing
architectures over 2, 000 architectures using 30 GPU-
days only.
Specifically, this high efficiency is enabled with the
following designs.
− Employing an efficient anchor-free one-stage detec-
tion framework with simple post processing;
− Developing a fast proxy task training scheme by
caching powerful pre-trained backbone features;
− Using a more discriminative criterion for evaluation
of searched architectures.
• We empirically demonstrate that the performance of
the recently introduced anchor-free one-stage detector
FCOS can be considerably improved with the auto-
matically discovered feature pyramid architecture. We
term the discovered architecture NAS-FCOS.
• We show that the overall structure of NAS-FCOS is
general and flexible in that it can be equipped with var-
ious backbones including MobileNetV2, ResNet-50,
ResNet-101 and ResNeXt-101, and surpasses state-
of-the-art object detection algorithms using compa-
rable computation complexity and memory footprint.
More specifically, our model can improve the AP by
1.0 ∼ 1.9 points on all above models comparing to
their FCOS counterparts.
2 Related Work
2.1 Object Detection
The frameworks of deep neural networks for object detec-
tion can be roughly categorized into two types: one-stage
detectors [9] and two-stage detectors [16].
Two-stage detection frameworks first generate class-
independent region proposals using a region proposal net-
work (RPN), and then classify and refine them using ex-
tra detection heads. In spite of achieving top perfor-
mance, the two-stage methods have noticeable drawbacks:
they are computationally expensive and have many hyper-
parameters that need to be tuned to fit a specific dataset.
In comparison, the structures of one-stage detectors are
much simpler. They directly predict object categories and
bounding boxes at each location of feature maps generated
by a single CNN backbone.
Note that most state-of-the-art object detectors (includ-
ing both one-stage detectors [9,13,15] and two-stage detec-
tors [16]) make predictions based on anchor boxes of dif-
ferent scales and aspect ratios at each convolutional feature
map location. However, the usage of anchor boxes may lead
to high imbalance between object and non-object exam-
ples and introduce extra hyper-parameters. More recently,
anchor-free one-stage detectors [20, 24], have attracted in-
creasing research interests, due to their simple fully convo-
lutional architectures and reduced consumption of compu-
tational resources.
2.2 Neural Architecture Search
NAS is usually time consuming. We have seen great
improvements from 24, 000 GPU-days [26] to 0.2 GPU-
day [23]. The trick is to first construct a supernet con-
taining the complete search space and train the candidates
all at once with bi-level optimization and efficient weight
sharing [12]. It has been applied to semantic segmentation
search [10] but the large memory allocation and difficulties
in approximated optimization prohibit the search for more
complex structures.
Recently researchers [1, 5, 19] propose to apply single-
path training to reduce the bias introduced by approxima-
tion and model simplification of the supernet. DetNAS [2]
follows this idea to search for an efficient object detection
architecture. One limitation of the single-path approach
is that the search space is restricted to a sequential struc-
ture. However, single-path sampling and straight through
estimate of the weight gradients introduce large variance to
the optimization process and prohibit the search for more
complex structures under this framework. Within this very
simple search space, NAS algorithms can only make trivial
decisions like kernel sizes for manually designed modules.
One can hardly observe any design insights from the search
results.
Object detection models are different from single-path
image classification networks in their way of merging
multi-level features and distributing the task to parallel pre-
diction heads. Feature pyramid network (FPN) [8], de-
signed to handle this job, plays an important role in modern
object detection models. NAS-FPN [4] targets on search-
ing for an FPN alternative based on one-stage framework
RetinaNet [9]. Feature pyramid architectures are sampled
with A recurrent neural network (RNN) controller. The
RNN controller is trained with reinforcement learning (RL).
However, the search takes 8K TPU-hours even though a
proxy task with ResNet-10 backbone is trained to evaluate
each architecture, which is not affordable by most practi-
tioners.
To speed up reward evaluation of RL-based NAS, the
work of [14] proposes to use progressive tasks and other
training acceleration methods. By caching the encoder fea-
tures, they are able to train semantic segmentation decoders
with very large batch sizes very efficiently. In the sequel of
this paper, we refer to this technique as fast decoder adap-
tation. However, directly applying this technique to object
detection tasks does not enjoy similar speed boost, because
they are either not in using a fully-convolutional model [8]
or require complicated post processing that are not scalable
with the batch size [9].
To reduce the post processing overhead, we resort to
a recently introduced anchor-free one-stage framework,
namely, FCOS [20]. In our exploratory experiments, we
found that the processing time of anchor-box matching in
RetinaNet can take as much as 50% of the entire search
time. Compared to its anchor-based counter part, FCOS
significantly reduces the training memory footprint while
being able to improve the performance. Different from
NAS-FPN, we also include the prediction head in our search
space. Note that our proposed approach is orders of magni-
tude faster than NAS-FPN [4] in terms of search efficiency.
2
3 Our Approach
In our work, we use anchor-free fully convolutional detec-
tion models with fast decoder adaptation. Thus, NAS meth-
ods can be easily applied.
3.1 Problem Formulation
We base our search algorithm upon a one-stage frame-
work FCOS because of its simplicity. Our training tu-
ples {(x, Y )} consist of input image tensors x of size
(3 × H × W ) and FCOS output targets Y in a pyramid
representation, which is a list of tensors yl each of size
((K + 4 + 1) × Hl ×Wl) where Hl ×Wl is feature map
size on level p of the pyramid. (K + 4 + 1) is the output
channels of FCOS, the three terms are length-K one-hot
classification labels, 4 bounding box regression targets and
1 centerness factor respectively.
The network g : x → Yˆ in original FCOS consists of
three parts, a backbone b, FPN f and multi-level subnets
we call prediction heads h in this paper. First backbone
b : x → C maps the input tensor to a set of intermediate-
leveled features C = {c3, c4, c5}, with resolution (Hi ×
Wi) = (H/2
i × W/2i). Then FPN f : C → P maps
the features to a feature pyramid P = {p3,p4,p5,p6,p7}.
Then the prediction head h : p→ y is applied to each level
of P and the result is collected to create the final prediction.
To avoid overfitting, same h is often applied to all instances
in P .
Since different scale objects requires different effec-
tive receptive fields, the mechanism to select and merge
intermediate-leveled features C is particularly important in
object detection network design. Thus, most researches [13,
16] are carried around designing f and h while using
widely-adopted backbone structures such as ResNet [6].
Following this principle, our search goal is to decide when
to choose which features from C and how to merge them.
Similar to [14], we reuse the parameters in b pretrained
on target dataset and search for the optimal structures after
that. Following the nomenclature in that paper, we call the
network components to search for, f and h, together the
decoder structure for the objection detection network.
f and h take care of different parts of the detection job.
f extracts features targeting different object scales in the
pyramid representations P . While h is a unified mapping
applied to each feature in P to avoid overfitting. In prac-
tice, people seldom discuss the possibility of using a more
diversified f to extract features at different levels or how
many layers in h need to be shared across the levels. To use
NAS as an automatic method to test these possibilities, we
design our search space with the following two questions in
mind:
• How to provide flexibility for structures and operation
options to generate the feature pyramid?
• How to balance the workload between f and h?
3.2 Search Space
The building block for our decoder is similar to [14]. We
replace the cell structure with atomic operations to provide
op1
op2x2
x1
yagg
Figure 1 – Basic building block of NAS-FCOS. Two operations op1,
op2 are applied to two specified features at id1, id2 and then the
outputs are aggregated by agg. If the two features have different sizes,
the smaller one is scaled up via bilinear upsampling to match the larger
one.
ID Description
0 separable conv 3× 3
1 separable conv 3× 3 with dilation rate 3
2 separable conv 5× 5 with dilation rate 6
3 skip-connection
4 deformable 3× 3 convolution
Table 1 – Description of unary operations used in the search process.
even more flexibility. To construct one basic block, we first
choose two layers x1, x2 from the sampling pool X at id1,
id2, then two operations op1, op2 are applied to each
of them and an aggregation operation agg merges the two
output into one feature. The structure of the basic block
is shown in Fig. 1. To build a deep decoder structure, we
apply multiple basic blocks with their outputs added to the
sampling pool. Our basic block bbt : Xt−1 → Xt at time
step t transforms the sampling pool Xt−1 to Xt = Xt−1 ∪
{xt}, where xt is the output of bbt.
We rely on a similar set of operations as for semantic seg-
mentation [14] (Table 1). We include only separable/depth-
wise convolutions so that the decoder can be efficient. In
order to enable the decoder to apply convolutional filters on
irregular grids, here we have also included deformable 3×3
convolutions [25]. We will explore the possibility of adding
depth-wise deformable convolutions to the search space in
future work. For the aggregation operations, we include
element-wise sum and concatenation followed by a 1 × 1
convolution.
The decoder configuration can be represented by a se-
quence with three components, FPN configuration, head
configuration and weight sharing stages. We provide de-
tailed descriptions to each of them in the following sections.
The complete diagram of our decoder structure is shown in
Fig. 2.
3.2.1 FPN Search Space
As mentioned above, FPN f maps the convolutional fea-
tures C to P . First, we initialize the sampling pool as
X0 = C. Our FPN is defined by applying the basic block
7 times to the sampling pool, f := bbf1 ◦ bbf2 ◦ · · · ◦ bbf7 .
To yield pyramid features P , we collect the last three basic
block outputs {x5,x6,x7} as {p3,p4,p5}.
To allow shared information across all layers, we use
a simple rule to create global features. If there is some
dangling layer xt which is not sampled by later blocks
{bbfi |i > t} nor belongs to the last three layers t < 5, we
3
Figure 2 – A conceptual example of our NAS-FCOS decoder. It consists of two sub networks, an FPN f and a set of prediction heads h which have
shared structures. One notable difference with other FPN-based one-stage detectors is that our heads have partially shared weights. Only the last
several layers of the predictions heads (marked as yellow) are tied by their weights. The number of layers to share is decided automatically by the
search algorithm. Note that both FPN and head are in our actual search space; and have more layers than shown in this figure. Here the figure is for
illustration only.
use element-wise add to merge it to all output features
p∗i = pi + xt, i ∈ {3, 4, 5}. (1)
Same as the aggregation operations, if the features have dif-
ferent resolution, the smaller one is upsampled with bilinear
interpolation.
To be consistent with FCOS, p6 and p7 are obtained via
a 3× 3 stride-2 convolution on p5 and p6 respectively.
3.2.2 Prediction Head Search Space
Prediction head h maps each feature in the pyramid p to
the output of corresponding y. Instead of using a sequential
search space similar to FCOS prediction towers, we simply
modify the FPN search space for head generation. There
are two notable differences:
1. A single operation is applied to the input pwithout any
aggregation operator, its output o0 together with p is
set to be the initial sampling pool, X0 = {p,o0};
2. After that, basic block bbh is repeated five times, h :=
bbh1 ◦ bbh2 ◦ · · · ◦ bbh5 ;
3. Within these basic blocks, outputs of each operation o
along with their aggregation result a are added into the
sampling pool, Xt = Xt−1 ∪ {o1t ,o2t ,at}.
The final output of the head is the aggregation output of the
last (fifth) basic block at. An example of the head structure
with its complete search space is illustrated in Fig. 3.
3.2.3 Searching for Head Weight Sharing
To add even more flexibility and understand the effect of
weight sharing in prediction heads, we further add an index
il to each level l, indicating the starting layer for the predic-
tion head hl to share weights with the others. In this way,
we enable each head to decide how many stages it would
like to share features with the others. For every layer before
this stage, the head hl will create its own set of weights,
otherwise, it will use the global weights.
op1x
op2
op3
op4
op5
op5
op7
y
0 1
2
3
4
5
6
8
7
9
unused path
used path
agg3agg1 agg2
Figure 3 – Example head structure of the decoder. The digit at the upper
left corner of each operator is the index of the intermediate features. The
head is designed to utilize these features by skip connections. Except
the first operator, other operators can be connected from any previous
outputs. The solid black lines indicate the used paths and dashed grey
lines are other unused possible paths. The head configuration to generate
the above head is [op1, [1, 0, op2, op3, agg1], [4, 3, op4, op5,
agg2], [2, 0, op6, op7, agg3]].
We can consider the independent part of the heads as
extended FPN branch and the shared part as head with
adaptive-length. In this way, we can further balance the
workload for each individual FPN branch to extract level-
specific features and the prediction head shared across all
levels.
3.3 Search Strategy
Similar strategy as [14] is applied to the search process.
We rely on an LSTM-based controller to predict the full
configuration. The training dataset is randomly split into
a meta-train Dt and meta-val Dv subset. To speed up the
training, we fix the backbone network and cache the pre-
computed backbone output C. This makes our single archi-
tecture training cost independent from the depth of back-
bone network. Taking this advantage, we can apply much
more complex backbone structures and utilize high quality
multilevel features as our decoder’s input. Speedup tech-
niques such as Polyak weight averaging are also applied
during the training.
The most widely used detection metric is average preci-
sion (AP). However, because of the difficulty of the task, at
the early stages, AP is too low to tell the good architectures
4
from the bad ones. To make the architecture evaluation pro-
cess easier even at the early stages of the training, we use
negative loss sum as the reward instead of average preci-
sion:
R(a) = −
∑
(x,Y )∈Dv
(Lcls(x, Y |a)
+ Lreg(x, Y |a) + Lctr(x, Y |a)),
where Lcls, Lreg , Lctr are the three loss terms in FCOS.
Gradient of the controller is estimated via proximal pol-
icy optimization (PPO) [18].
4 Experiments
4.1 Searching Implementation Details
For the search process, our decoders are trained on PAS-
CAL VOC, which contains 5715 images with object bound-
ing box annotations of 20 classes. We first train our back-
bone network, ResNet-50 with FPN and FCOS head as the
decoder on VOC. The backbone network is initialized with
pretrained weights provided by open-source implementa-
tion of FCOS1. Then it is fine-tuned on VOC using input
resolution 1330 × 800 with batch size 24 and crop size
800 × 800. The model is trained for 30K iterations with
initial learning rate 0.01. We reduce our learning rate to
one tenth at the 18K-th and 24K-th iteration.
We design a fast proxy task for decoder architecture eval-
uation. The VOC training set is randomly splited into
a meta-train set with 4, 000 images and a meta-val set
with 1715 images. We pre-compute the backbone features
with input images resized to short size 384 then randomly
cropped to 384 × 384. Target object sizes of interest are
scaled correspondingly. All operations in the decoder have
64 output channels. The decoder inputs C are first resized
to fit this channel width with 1 × 1 convolutions. We use
Adam optimizer with learning rate 8e−4 and batch size 200.
Polyak averaging is applied with the decay rates of 0.9. The
decoder is evaluated after 15 epochs.
4.2 Training Implementation Details
The controller model is nearly converged after searching
about 2.8K architectures on the proxy task. Then, the top-
20 best performing architectures sampled by the RL con-
troller during the proxy task are selected for full training
purpose.
We train our detection models on MS COCO, which con-
tains 115K training images and 5K validation images. Our
training setting is similar to FCOS’ original one. Input im-
ages are resized to short size 800, the maximum long side
is set to be 1333. The models are trained with batch size
16 for 90K iterations. The initial learning rate is 0.01 and
reduced to one tenth at the 60K-th and 80K-th iteration.
1https://tinyurl.com/FCOSv1
deformable
conv3x3
deformable
conv3x3
skip
connection
deformable
conv3x3
P3
deformable
conv3x3
deformable
conv3x3
concat
deformable
conv3x3
concat
deformable
conv3x3
C5
C3
C4
deformable
conv3x3
deformable
conv3x3
skip
connection
concat
deformable
conv3x3
deformable
conv3x3
deformable
conv3x3
P4
P5
concat
concat
concat
concat
Figure 4 – Our discovered FPN structure. C2 is omitted from this figure
because it is not sampled by our decoder.
4.3 Search Results
The best FPN structure is illustrated in Fig. 4. The con-
troller can identify that deformable convolution and con-
catenation are the best performing operations for unary and
aggregation respectively.
We use the searched decoder together with either light-
weight backbones such as MobileNet-V2 [17] or more pow-
erful backbones such as ResNet-101 [6] and ResNeXt-
101 [21]. To balance the performance and efficiency, we
implement three decoders with different computation bud-
gets: one with feature dimension of 128 (@128), one with
256 (@256), another with FPN channel width 128 and pre-
diction head 256 (@128-256). The results on the COCO
test-dev with short side being 800 is shown in Table 2. The
searched decoder with feature dimension of 256 (@256)
surpasses its FCOS counterpart by 1 to 1.9 points in AP
under different backbones. The One with 128 channels
(@128) has significantly reduced parameters and calcula-
tion with a slight precision drop, making it more suitable for
resource-constrained environments. The third type of de-
coder (@128-256) achieves a good balance between accu-
racy and parameters. The comparison of FLOPs and num-
ber of parameters with other models are illustrated in Fig. 5
and Fig. 6 respectively. By adjusting the number of chan-
nels in the searched decoder, our model shows its flexibility
in balancing precision and computational budgets.
We also demonstrate the comparison with other NAS
methods for object detection in Table 3. Our NAS method
is able to search for twice more architectures than Det-
NAS [2] using less GPU resources. Note that the AP of
NAS-FPN [4] is achieved by stacking the searched FPN 7
times, while we do not stack our searched FPN.
4.4 Ablation Study
4.4.1 Design of reinforcement learning reward
The use of reward functions is important in the standard re-
inforcement learning framework. As we discussed in 3.3, it
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Decoder Backbone FLOPs (G) Params (M) AP
FPN-RetinaNet @256 MobileNetV2 133.4 11.3 30.8
FPN-FCOS @256 MobileNetV2 105.4 9.8 31.2
NAS-FCOS (ours) @128 MobileNetV2 39.5 7.7 30.6
NAS-FCOS (ours) @128-256 MobileNetV2 105.6 12.3 32.2
NAS-FCOS (ours) @256 MobileNetV2 131.8 23.7 33.1
FPN-RetinaNet @256 R-50 198.0 33.6 36.1
FPN-FCOS @256 R-50 169.9 32.0 37.4
Deformable-FPN-FCOS @256 R-50 172.2 35.1 37.9
NAS-FCOS (ours) @128 R-50 104.3 29.6 37.2
NAS-FCOS (ours) @128-256 R-50 170.4 34.1 38.3
NAS-FCOS (ours) @256 R-50 199.6 46.0 38.9
FPN-RetinaNet @256 R-101 262.4 52.5 37.8
FPN-FCOS @256 R-101 234.3 50.9 41.5
NAS-FCOS (ours) @256 R-101 264.0 64.9 42.5
FPN-FCOS @256 X-101 387.7 94.9 42.7
NAS-FCOS (ours) @256 X-101 417.4 108.9 43.7
Table 2 – Results on test-dev set of MS COCO after full training. R-50 and R-101 represents ResNet backbones and X-101 represents ResNeXt-101
(32 × 4d). All networks share the same input resolution. FLOPs and runtime are being measured on 1088 × 800, which is the median of the input
size on COCO. For RetinaNet and FCOS, we use official models provided by the authors. For our FPN-FCOS, @128 and @256 means that the
decoder channel width is 128 and 256 respectively. @128-256 is the decoder with FPN width 128 and head width 256.
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Figure 5 – Diagram of the relationship between FLOPs and AP. Points
of different shapes represent different backbones. By adjusting the num-
ber of channels, we can achieve a good balance between precision and
computation. NAS-FCOS@128 has a slight decrease in precision but
gains the advantage of computation quantity. One with 256 channels
obtains the highest precision with more computation complexity. Using
FPN channel width 128 and prediction head 256(@128-256) offers a
trade-off.
is a common idea to use widely accepted indicators as re-
wards for specific tasks in the search, such as using mIOU
for semantic segmentation tasks and AP for object detection
tasks. However, we found that using AP as the reward did
not show a clear upward trend in short-term search rounds.
We further analyze the possible reason for this situation to
be that the controller RNN learns a mapping from the de-
coder sequence to the reward while the calculation process
of AP itself is complicated, which makes it difficult to learn
the mapping process within a limited number of iterations.
Although researchers have demonstrated the feasibility of
AP as the reward in its recent work [4], the number of itera-
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Figure 6 – The relationship between parameters and AP with different
backbones. Similar to computation, adjusting the number of channels in
the FPN structure and head helps to achieve a balance between accuracy
and parameters.
tions they need to search reaches 17, 000, far exceeding the
2800 iterations we need in our experiments. In view of this,
we consider using the sum of classification loss, regression
loss and center-ness loss [20] as the reward, which is sim-
pler and more effective in theory. Comparative experiments
in both cases showed that the loss on the validation set is
better at model feedback than AP for reinforcement learn-
ing. Comparison chart is shown in Fig. 7. In the first 1, 000
iterations, the trend of using validation set loss is more obvi-
ous than the one using AP. We also show the reward curve
during the whole proxy task in Fig. 8, which continues to
rise until almost 2, 800 iterations.
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Figure 7 – Comparison of two different RL reward designs.
Figure 8 – Performance of reward during the proxy task, which has been
growing throughout the process, indicating that the model of reinforce-
ment learning works.
4.4.2 Selection of candidate operations
As mentioned above, deformable convolutions are included
in the set of candidate operations, which are able to adapt
to the geometric variations of objects. In order to control
the variables, we replace the whole standard 3 × 3 con-
volutions with deformable 3 × 3 convolutions and train a
Deformable-FPN-FCOS model for fair comparison. It turns
out that our NAS-FCOS model still achieves better perfor-
mance than the Deformable-FPN-FCOS model under this
circumstance.
4.4.3 Inference time
By comparing against the results reported in Table 1 of [4],
the discovered model ‘NAS-FCOS @128’ using ResNet50
as the backbone appears to be competitive with YOLOv3-
Darknet53 in FLOPs and AP. On a single V100 GPU card,
inference time of our model NAS-FCOS @128-R50 is as
follows:
− 600× 600 input, 37 ms (27 FPS);
− 800× 800 input, 39 ms (26 FPS);
− 1000× 1000 input, 50 ms (20 FPS).
Using the MobileNetV2 as the backbone, the inference
can be faster with a slight drop in AP.
5 Conclusion
In this paper, we have proposed to use Neural Architec-
ture Search to further optimize the process of designing
object detection networks. It is shown in this work that
top-performing detectors can be efficiently searched using
carefully designed proxy tasks, search strategies and model
evaluation metrics. The experiments on COCO demon-
strates the efficiency of our discovered model NAS-FCOS
and its flexibility to be used with various backbone archi-
tectures.
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