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Abstrakt
Stochasticke´ programova´n´ı a optimalizace jsou velmi uzˇitecˇne´ na´stroje pro rˇesˇen´ı sˇiroke´
sˇka´ly inzˇeny´rsky´ch u´loh zahrnuj´ıc´ıch neurcˇitost. Diplomova´ pra´ce se zaby´va´ stocha-
sticky´m programova´n´ım a jeho aplikac´ı prˇi rˇesˇen´ı logisticky´ch u´loh. Teoreticka´ cˇa´st pra´ce
je veˇnova´na jak za´kladn´ım pojmu˚m z teorie graf˚u, tak pojmu˚m souvisej´ıc´ıch s matemat-
icky´m, linea´rn´ım, celocˇ´ıselny´m a stochasticky´m programova´n´ım. Pozornost je veˇnova´na
take´ na´vaznosti zmı´neˇny´ch pojmu˚ na logistiku. Druha´ cˇa´st se zaby´va´ tvorbou vlastn´ıch
u´loh prezentuj´ıc´ıch stochasticke´ logisticke´ modely, jejich implementac´ı a vy´sledky.
Summary
Stochastic programming and optimization are both useful tools to solve a wide variety of
engineering problems - including uncertainty. This thesis deals with stochastic program-
ming applied to logistic problems. The theoretical part aims to introduce basic terms of
graph theory and terms related to mathematical, linear, integer and stochastic program-
ming. It will also put these terms into the specific context of logistics. The second part
aims to apply such concepts to the development of suitable stochastic logistic models and
to present their implementations and results.
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1 Introduction
Logistics is concerned with the organization, transport and storage of material and people.
The term logistics was first used by the military to describe any activity maintaining an
efficient fighting force in the field. Over the years, the meaning of the term has gradually
become widely known in business and service activities. The main objective of logistic
activities is to provide the customers at the bottom of the system with the right product,
in the right place, at the right time, see [12].
Title of the thesis is Stochastic programming for engineering design. The engineering de-
sign in this thesis means design of logistic network. So, this thesis deals with stochastic
programming modelling and its applications to logistics and gives on solving of a problem
of network flow. Let me explain the cohesion of chapters 2-5 in the following paragraph.
A network flow describes the flow of a material in a logistic system (network). Basic con-
cepts suitable for modelling of logistic systems and network flow are explained in Chapter
4 along with basic knowledge of graph theory in Chapter 2. Thus, each element of the
network flow will be translated into a graph element, i.e. points and edges (or arcs).
The mathematical description of the system also requires to employ optimization models
(Chapter 3). Although this information about optimization models enables us to describe
our aim (to maximize profit, to minimize waste, etc) as well as our conditions and limita-
tions (for example a capacity), such a logistic deterministic problem does not accurately
apply to real situations. In concrete situations, a manufacturer may have to decide in
advance about the quantity of items to be produced (because of lead time, operation time,
etc) even without clear information about the needs to satisfy in the future. Introduction
to models of stochastic programming (section 3.3) can help us to resolve such problems
under uncertainty. In original Chapter 5 representing the core of the thesis where pre-
viously mentioned information is implemented and applied to describe and solve logistic
problems under uncertainty.
A particular effort has been made through all chapters, to allow the reader to understand
step by step basic ideas of optimization models that are required for the description of
the later applied problems.
Figure 1.1: Scheme of the thesis.
11
This main part of the thesis is Chapter 5. This chapter has the following scheme.
Figure 1.2: The scheme of following appliactions.
So, we will create complicated models based on a simple model called transportation
model.
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2 Graph theory
Graph theory is the study of graphs. It is used mostly in mathematics, computer sciences
and logistics. In this thesis I will describe logistic structures by using this theory (mainly
in chapters 4 and 5). A graph in this context refers to a collection of vertices or nodes
and a collection of edges that connect pairs of these vertices.
Let me introduce the graph theory by following definitions. All these definitions are taken
from [24] and [28].
Definition 1 (Ordinary (simple undirected) graph). An ordinary graph is a pair
G = (N,E) where N is a finite set of nodes (vertices) and E = {{u, v} : u, v ∈ N ∧u 6= v}
is a finite set of edges. We say that an edge e = {u, v} is incident on nodes u and v or
that it connects u and v, etc.
Definition 2 (Simple directed graph). A simple directed graph is a pair G = (N,A)
where N is a finite set of nodes and A = {(u, v) : u, v ∈ N ∧ u 6= v} is a finite set of arcs
(ordered pairs).
At this moment we know two types of connections. Edge is just a pair of nodes and arc is
an ordered pair of nodes, it means that arc is directed (oriented) connections (in a graph
usually represented by line with arrow). In logistic networks, we need these definitions to
describe a flowing in the network - where edge is just a connection (line).
The following definitions extend this theory to the desired form.
Definition 3 (Graph (multigraph)). A graph is a triple G = (N,E, ) where N is
a finite set of nodes, E is a finite set of edges and  is a mapping assigning a pair of
different nodes to each edge, that is  : E → {{u, v} : u, v ∈ N ∧ u 6= v}. There may be
multiple edges between a single pair of nodes.
Definition 4 (Directed graph (directed multigraph)). A directed graph is a triple
G = (N,A, ) where N is a finite set of nodes (vertices), A is a finite set of arcs and 
is a mapping assigning an ordered pair of different nodes to each arc, that is:  : A →
{(u, v) : u, v ∈ N ∧ u 6= v}. There may be multiple edges between a single pair of nodes.
Note. The difference between definitions of simple graph and multigraph is that a simple
graph contain at most one link (edge or arc) between two specific nodes.
There are also other graph types defined in the same way. For example, a graph that has
both edges and arcs or a graph with loops, which are edges or arcs beginning and ending
in the same node.
Definition 5 (Subgraph, induced subgraph). If G = (N,E) and G′ = (N ′, E ′) are
ordinary graphs, we say thatG′ is subgraph ofG or thatG containsG′, ifN ′ ⊆ N∧E ′ ⊆ E.
If, moreover, (u, v ∈ N ′ ∧ {u, v} ∈ E)⇒ {u, v} ∈ E ′, G′ is called subgraph of G induced
by its nodes.
13
Figure 2.1: Basic kinds of graphs.
Note. Subgraph and subgraph induced by its nodes for graphs, simple directed graphs
and directed graphs are defined in the same way.
Definition 6 (Trail (walk)). In a graph G = (N,E, ) we define trail between nodes u, v
of length n as a sequence (u = w0, e1, w1, e2, ..., wn−1, en, wn = v) such that w0, w1, w2, ...,
wn ∈ N, e1, e2, ..., en ∈ E and (ei) = {wi−1, wi}, 1 ≤ i ≤ n. Thus a trail between nodes
u and vof length n is an alternating sequence of nodes and edges beginning with node
u, ending with node v and containing n edges with every two neighbouring nodes in the
sequence being connected by the intervening edge. In a trail, both nodes and edges may
repeat.
Definition 7 (Walk (path)). In a graph = (N,E) we define a walk between nodes u, v of
length n as a trail (u = w0, e1, w1, e2, ..., wn−1, en, wn = v) such that i 6= j ⇒ ei 6= ej, 1 ≤
≤ i, j ≤ n. Thus a walk between nodes u and v of lentgh n is a trail between u, v of
length n in which nodes may repeat but all the edges are different.
Definition 8 (Path (simple path)). In a graph G = (N,E) we define a path between
nodes u, v of length n as a trail (u = w0, e1, w1, e2, ..., wn−1, en, wn = v) between u and v
such that i 6= j ⇒ wi 6= wj, 0 ≤ i, j ≤ n.
Definition 9 (Circle). In a graph G = (N,E, ) we define a circle of length n as a trail
(w0, e1, w1, e2, ..., wn−1, en, wn) such that i 6= j ⇒ wi 6= wj, 0 ≤ i, j ≤ n− 1 ∧w0 = wn.
Definition 10 (Connected graph). We say that a graph G = (N,E, ) is connected if,
for any pair of its nodes u, v ∈ N there is a trail (thus, a path too) (u = w0, e1, w1, e2, ..., wn−1,
en, wn = v).
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Definition 11 (Graph and its components). For graphs G = (N,E, ) and G′ =
(N ′, E ′, ) we say that G′ is a component of G if G′ is connected subgraph of G induced
of its nodes and any subgraph G′′ = (N ′′, E ′′, ) of G such that N ′ ⊂ N ′′ and E ′ ⊆ E ′′ is
disconnected.
Definition 12 (Bridge). We say that an ege e in a graph G = (N,E, ) is a bridge if
the number of components increases after edge e is removed.
Definition 13 (Node degree). For a graph G = (N,E, ) and a node u ∈ N we define
the degree of u as
deg(u) = |{e ∈ E : (e) = {u, v}}|.
In other words, the degree of a node is the number of edges incident on it.
Definitions 7− 11 are more practically described in example 5.2.1.
Definition 14 (Graph planarity). A graph G (not necessarily simple) is called planar,
if it can be drawn in a plane so that any two of its edges may only intersect at a node. A
planar graph drawn in this way is called a plane graph.
Figure 2.2: Plannar graph.
Definition 15 (Tree). A connected graph with no circles is called a tree.
Definition 16 (Spanning tree). Given a simple graph G = (N,E), its subgraph S =
(N,E ′) is called a spanning tree of G, if S is a tree.
The presented fundamental concepts are used in Chapter 5 to describe modelled net-
works.
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3 Optimization
In this chapter, I will introduce basic concepts of used parts of optimization.
First, I need to define the following notation convention. Hereafter, I will use for function
f this convention: f : A→ B, where A denotes the domain and B denotes the codomain
of function f . The symbol x denotes the element of A and f(x) denotes the element of
B. Analogously, this can be written as {(x, f(x))|x ∈ A}, where (x, f(x)) denotes an
ordaired pair of elements (A and B).
Note. We also may write this convention as: x is element of A and f(x) is element of
B. Here x = (x1, x2, . . . , xn) is a n-dimensional vector and f(x) = f(x1, x2, . . . , xn) is a
function of n elements (variables) x1, x2, . . . , xn.
Then, general optimization problem can be described as finding of minimum or maximum
of a real function and finding of this solution in domain of definition:
minimize f(x)
subject to g(x) ≤ 0,
h(x) = 0.
(3.1)
It is sufficient to use just minimize (maximum may be converted to minimum, conversely),
reasons are described below.
This optimization problem can always be modified to the form (3.2), see [20]:
minimize f(x)
subject to gi(x) ≤ 0, i = 1, 2, . . . ,m, (3.2)
where function f : Rn → R is called objective function and functions
g1 : R
n → R, . . . , gm : Rn → R are called constraints or conditions.
Set X = {x | g1(x) ≤ 0, . . . , gm(x) ≤ 0} is set of feasible solutions and point x ∈ X is
feasible solution (see [20]).
Task is to find minimum of the set {f(x)|x ∈ X} ⊂ R, provided that it exists. In the
positive case, the task is also to determine the set
{x|x ∈ X and f(x) = f ∗},
where f ∗ is called set of optimal solutions. Members of this set of optimal solution, in
which f(x) = f ∗, we call an optimal solution and f ∗ we call the value of optimal solution
(or optimum) and the set of these values we denote X∗.
Depending on the properties of the problem defining functions f and gi and the set X,
program 3.2 is called:
• linear, if the set X is convex polyhedral and the functions f , gi, i = 1, . . . ,m are
linear;
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• nonlinear, if at least one of the functions f , gi, i = 1, . . . ,m is nonlinear. This case
has two alternatives:
- convex, if the set X of feasible solutions is convex and the objective function
f is also convex (see [5]);
- nonconvex, if at least one of the set X or the function f is nonconvex;
• integer, if the variables xi are integer decision variables. The problem can be called
also mixed, if some elements of the vector x are mixture of integer and countinuous
variables.
Note. Convexity is a very important term for these problems, because to be a convex
program means, that a local minimum is also a global minimum.
Illustrative examples can be found in [20] or [22].
Note. See the form (3.2). Hereafter we will use shorter notation, the phrase minimize
will be written as min and the phrase subject to as s. t.
3.1 Linear programming (LP)
LP presents a special case of mathematical programming (MP). This thesis provides a
sufficient introduction to LP.
So LP is part of MP, where objective function and all of constraints (equations or inequa-
tions) are in linear form (see [1], [9], [10], [11], [22] and [29]). In other words, the complete
form of LP problem can be written as below:
min {c1x1 + c2x2 + . . .+ cnxn}
s. t. a11x1 + a12x2 + . . .+ a1nxn ◦ b1,
a21x1 + a22x2 + . . .+ a2nxn ◦ b2,
...
am1x1 + am2x2 + . . .+ amnxn ◦ bm,
x1, x2, . . . , xn ≥ 0,
(3.3)
where operation ◦ denotes =, ≤, ≥. We will only write ≤. Otherwise, we can modify
problem with = and ≥ to our standard form (see [20]). Clearly, a shorter form of (3.3) is
illustrated below:
min cTx
s. t. Ax− b ≤ 0,
x ≥ 0,
(3.4)
where:
- cT is vector of constants: cT = (c1, . . . , cn);
- x = (x1, . . . , xn)
T is vector of searched (wanted) variable;
- A is matrix m× n and so aij, i = 1, 2, . . . ,m a j = 1, 2, . . . , n are constants;
- b = (b1, . . . , bm)
T is also vector of constants.
17
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Note. The other form of LP problem, which is equivalent to 3.4, follows:
min
∑n
j=1 cjxj
s. t.
∑n
j=1 aijxj − bi ≤ 0, i = 1, 2, . . . ,m,
xj ≥ 0, j = 1, 2, . . . , n.
(3.5)
Vector x∗ = (x∗1, . . . , x
∗
n)
T is said to be the optimal solution (minimum) of this problem
(3.3, 3.4 or 3.5), if for all x, such that g1(x) ≤ 0, . . . , gm(x) ≤ 0 (where gi is ∀ i a general
notation of i− th constraint), is satisfied: f(x) ≥ f(x∗).
Note. The condition x ≥ 0 is the special case of limitation of variable x. Sometimes it
can be limited by more specific constraint.
Properties of LP problem:
Theorem 1. Set of feasible solutions of the LP problem 3.4 (or if we have equational
constraints or mixture of both) is convex polyhedron.
Meaning of this term is explained by the following definition.
Definition 17 (Convex polyhedral set). Convex polyhedral set X ⊂ Rn is set, which
can be described as intersection of finite number of bounded semispaces (see figure 3.1).
Convex polyhedral set is the special case of convex set.
Definition 18 (Convex set). Set S ⊂ Rn is said to be convex set, if for all arbitrary
pairs of points x1, x2 ∈ S and for arbitrary α ∈ (0, 1) holds
αx1 + (1− α)x2 ∈ S.
It means that all points on the line between points x1 and x2 is inside the convex set.
The following theorem describes properties of optimal solution of LP problem.
Theorem 2. Set X∗ of optimal solutions of problem 3.4 is convex polyhedral set.
Note. More about convexity may be found in [5] and in [23].
Note. An important method for solving of LP problem is Simplex method (see [9]).
Example
The example is focused on a graphical solution of LP problems.
Set of feasible solutions X of inequation system
2x1 + x2 ≥ 2
−3x1 + 2x2 ≤ 6
x1, x2 ≥ 0
is unbounded.
Linear function z1 = x1 − x2 has no minimum (or maximum) on this set.
Linear function z2 = 2x1 − x2 has value of minimum −3 in point [0, 3].
Linear function z3 = −2x1 − x2 has value of optimal solution −2. The set of optimal
solutions is line
AB = {x1, x2| − 2x1 − x2 = −2, 0 ≤ x1 ≤ 1}.
18
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Figure 3.1: Graph displaying the above-mentioned examples.
Minimal value of the objective function −2x1 − x2 on the set X is −2 for all points on
the line AB. This line is convex polyhedral set, because it is intersection of two half-lines
(or intersections of two semispaces of dimension 1).
Some applications may be found in [20] and [21].
We want to introduce these LP models to describe real models, in this thesis it is pre-
sented by logistics models. In these models we can consider for example total cost (here
minimal) as objective function and as constraints we can consider for example constraints
of connections (links, paths, etc) between customers, warehouses, etc, constraints of flow-
ing in particular links or in all network, constraint of production, etc.
In the following section, we will also need another type of MP, which is called integer
programming (see [4] and [23]).
3.2 Integer programming (IP)
The LP models, that have been discussed so far, have been continuous. It means that a
variable may be a real number. In some real instance it cant be used for all variables. For
instance, we might easily produce 211
4
gallons of a divisible good such as wine. It also
might be reasonable to accept a solution giving an hourly production of bicycles at 54
7
if
the model were based upon average hourly production (see [23]).
However, it can not be used for all types of real applications and we must consider the
optimization problem
min cTx
s. t. Ax− b ≤ 0,
x ≥ 0,
xj ∈ Z, for some or all j = 1, 2, . . . , n.
(3.6)
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This problem is called the (linear) IP problem. An IP problem may also be nonlinear, of
course. It is called a mixed integer program when some (not all) variables are restricted
to be integer
xj ∈ Z, for some j = 1, 2, . . . , n (3.7)
and is called a pure integer program when all decision variables must be integers
xj ∈ Z, for all j = 1, 2, . . . , n. (3.8)
It may also happen, that the variable must be exactly 0 or 1 (for some or for all)
xj ∈ {0, 1}, for all j = 1, 2, . . . , n. (3.9)
The last case may represent typical IP problem. If we have maximizing problem with
this last case of the constraint, so the problem is called the 0− 1 knapsack problem. This
type of variables may also represent problem of location of a component of a model and
we call this variable decision variable. More about location may be found in Chapter 4
(see Example 4.4).
Because this thesis is focused on stochastic programming, let me introduce it in the end
of this chapter.
We initiated the model for LP problems. So far, every described model is deterministic.
However, because of real problems we could consider stochastic cases. In practical prob-
lems and real applications, the using of deterministic models is bounded since the real
models include parameters that are not fully known. In practice it is caused by many rea-
sons. One of the typical reasons (in logistics) is for example number of vehicles in a road,
or time of arrival of vehicles in petrol station (in this case it is described by a distribu-
tion function). In our case, dedicated to logistic network (plants, customers, links,..), the
product supply should be decided and launched before the customers demand is known.
In MP it means that we have a stochastics in constraint(s). Because of this we need to
use another type of MP, which is called stochastic programming.
3.3 Stochastic programming (SP)
In the previous section, we have introduced deterministic programming and deterministic
models. In this section we will discuss problems of stochastic programming (SP), see [22].
In general, different approaches for modelling problems including uncertainty may be
used. The most frequent way of introducing SP is to present a deterministic problem and
then to claim that some of its data (coeficients of the objective function or constraints)
are stochastic, therefore random variable(s). As we can see below, introducing random
variables into the problem does not make sense. Because of this, various reformulations
are sought for.
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3.3.1 Formulation of SP problem
Let the triplet (Ω,F , P ) be a probability space. SP problem we can formulated as
min f(x, ξ)
s. t. gi(x, ξ) ≤ 0, i = 1, 2, . . . ,m,
x ∈ X ⊂ Rn,
(3.10)
where ξ is the mapping ξ(ω) : Ω→ R, or ξ = (ξ1, . . . , ξk)T and we call it random vector
(random variable) varying over a set Ξ ⊂ Rk. More precisely, we assume all over that
a family F of ”events”, i.e. subsets of Ξ, and the probability distribution P on F are
given. Hence for every subset A ⊂ Ξ that is an event, i.e. A ∈ F , the probability P (A)
is known. Furthermore, we assume that the functions gi(x, ·) : Ξ → R,∀x, i are random
variables themselves, and that the probability distribution P is independent of x.
Unknown is decision x ∈ X ⊂ Rn again, where is satisfied condition of feasibility x ∈ C(ξ)
and criterion f . This can be written as
min{f(x, ξ)|g(x, ξ) ≤ 0,x ∈ C(ξ)}, (3.11)
where
C(ξ) =
⋂m
i=1Ci(ξ) =
⋂m
i=1{x ∈ X|g(x, ξ) ≤ 0 for 1 ≤ i ≤ m}. (3.12)
However, the problem (3.12) is not well defined, because the meaning of min as well as of
the constraints are not clear at all, if we think of taking a decision on x before knowing
the realization of ξ. Therefore the revision of modelling process is necessary, leading to so-
called deterministic equivalents for (3.12), which can be introduce in various ways. This
uncertainty will be cleared up by the introduction of the deterministic equivalent, where
a solution of this equivalent will be considered as solution of original problem ([8] and [22]).
Note. In the Chapter 5 we will consider stochastic linear models, so I want just to make
it clear that we will consider the functions f and gi ∀i are linear.
3.3.2 Wait-and-see (WS) and here-and-now (HN) approaches
This chapter introduces these two approaches, on which determinstic equivalents are based
on (see [8], [22], [26] and [31]).
We consider SP problem (3.10 or 3.11). The main question that should be answered is
when the desicion will be made - before the observation of random vector ξ or after the
observations ξs are known. We need to define these two branches:
• WS approach,
• HN approach.
With a WS approach (decision) we talk when the decision x is made after observing
the randomness ξ. It means that a WS decision of x is a reaction for realization of ξ and
is therefore a measurable function of x(ξ) of random vector ξ. This approach is valuable
when we know the realization of ξ before making our decision, and it relies on an accurate
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information about the future. In this case, we may modify our decision by observation,
and hence, the decision x is a function x(ξ) of the random vector ξ. If f is measurable
and integrable as well, we can determine expected value, for example (in another meaning
discussed below). Then f(x(ξ), ξ) is defined for all ξ. We obtain:
F (x) = E[f(x(ξ); ξ)].
This approach is used mainly in long-time scheduling and in mathematical statistics. In
SP we mostly apply HN approach.
The second approach is called the HN approach (decision). Practically, this approach
is often used, as we usually have to decide about a decision ξ (operation) before a random
vector ξ is known. The decision x must be the same for any future realization of ξ. SP
deals primarily with HN decisions, because the typical decision situation is described by
the lack of observations. We obtain:
F (x) = Eξ[f(x, ξ)].
To better understanding of these approaches see the following books: [22], [25] or [31]
(containing wider theoretical explanation and some practical applications as well); and
see the Chapter 5 (containing some practical applications).
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4.1 Introduction to logistic systems
What is logistics?
Let me answer this question by some basic quotations.
“Logistics deals with the planning and the controlling of material flows and related infor-
mation in organizations, both in the private and public sectors. It means, its challenge is
to get the right materials to the right place at the right time.”([12])
Business definition: “Logistics is defined as a business planning framework for the man-
agement of material, service, information and capital flows. It includes the increasingly
complex information, communication and control systems required in today’s business en-
vironment.” (Logistix Partners Oy, Helsinki, FI, 1996)
Military definition: “Logistics is the science of planning and carrying out the movement
and maintenance of forces. Its purpose is to maximise the freedom of action of the op-
erational commander by giving confidence that the right support will be delivered when
needed.” (UK, Ministry of Defence)
A logistics system is made up of a set of facilities linked by transportation services. Fa-
cilities are sites where materials are processed, e.g. manufactured, stored, sorted, sold
or consumed. They include manufacuring and assembly centres, warehouses, distribution
centres (DCs), transshipment points, transportation terminals, retail outlets, mail sorting
centres, garbage incinerators, etc.
Transportation services move materials between facilities using vehicles and equipments
such as trucks, tractors, trailers, pallets, containers, cars and trains.
A supply chain is a complex logistics system in which raw materials are converted into
finnished products and then distributed to the final users (consumers or companies). It
includes suppliers, manufacturing centres, DCs and retail outlets.
Supply chains are often classified as push or pull systems. In a pull (or make-to-order)
system, finnished products are manufactured only when customers require them. Hence,
in principle, no inventories are needed at the manufacturer. In a push (or make-to-stock)
system, production and distribution decisions are based on forecasts. As a result, pro-
duction anticipates effective demand, and inventories are held in warehouses and at the
retailers. Whether a push system is more appropriate than a pull system depends on
product features, manufacturing process characteristics, as well as demand volume and
variability. Make-to-order systems are more suitable whenever lead times are short, prod-
ucts are costly, and demand is low and highly variable. In some cases, a mixed approach
can be used.
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Global capacity in most parts of industry is generated by intense competition. At the
same time, the availability of alternative products has created a very demanding type
of customer, who insists on the immediate availability of a continous stream of an item.
So the providers of logistic activities are asked to do more transactions with a greater
accuracy: including a shorter lead time, reduced costs and less quantities. New trends
such as mass customization will only intensify these demands.
Typical usage is seen on supplying, for example in the military (food, weapons, people),
or in the private sector to satisfy customers’ demands. We can also include the problems
related to the storing of materials in warehouses, the location of those warehouses, or the
creation of new connections between two or several places in a logistic network.
Logistics systems are composed of three main activities: order processing, inventory man-
agement and freight transportation. Order processing is strictly related to information
flows in the logistic system. It depends on relations between demands, and transporting
and producing limits. Inventory management deals with the planning of storing (where,
when, etc). Freight transportation depends strictly on particular character of problem (as
transporting of electricity or people, etc), see [12].
Since we usually have a set of constraints (as demands, limit of production, limits of trans-
port, etc), an objective function and an its nature (as minimize cost, maximize profit, etc),
we can describe logisitic models by a suitable optimization model.
4.2 Distribution system
At first, I will describe exactly how to design a distribution system and how it works.
What is a distribution system?
• A distribution system is a composition of primary sources of goods, customers,
warehouses and stores and a transportation system.
• A distribution system satisfies customers’ demands for goods from a set of primary
sources.
• The activities, which cause the move of goods from a primary source to a customer,
form logistic chains.
Relevant costs of distribution:
• holding costs (rent cost for a warehouse, fixed charge for locating or keeping a
warehouse at a given place);
• handling costs (manipulating costs connected with the transshipment, or the storing
of one unit of goods);
• transportation costs (costs connected with transport, e.g. bulk transport cost and
distribution transport cost).
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Figure 4.1: Scheme illustrating a general distribution system.
These few knowledges in distribution systems illustrate how goods may be dispatched to
customers, and at what cost.
4.3 General network-flow problem
A common scenario of a network-flow problem arising in industrial logistics concerns the
distribution of a single homogeneous product from plants (origins) to consumer markets
(customers). The total number of units produced at each plant and the total number of
units required at each market are supposed to be known. The product may go through
a transhipment (i.e. warehouses) or traffic points, it means that it does not need to be
sent directly from source to destination. Further, there may be capacity restrictions that
limit some of the shipping links. The objective is to minimize the variable production
and shipping costs, in order to satisfy the customers’ demand (see [6]).
So the network-flow problem is usually described by graphs, which contain nodes and
arcs. These nodes represent plants, traffic points and consumers. Each plant usually has
a value related to its production quantity and consumer has a value (here with negative
sign) related to its demand. The arcs are direct and oriented links between nodes and
they have related pair of numbers, where the first usually expresses the capacity and the
second expresses the transportation cost for one unit of an item.
The objective is to find the minimum-cost flow pattern to fulfill demands from the source
nodes. To transcribe the problem into a linear program, let
xij be a number of units shipped from node i to j using arc i− j.
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Clearly, it holds the following rule:
(Flow out of a node) - (Flow into a node) = (Net supply at a node).
The scheme below illustrates the example of network flow (see [6]).
Figure 4.2: Scheme illustrating a minimum-cost flow problem.
The first number in parenthesis with a arc is capacity of possible flow and the second is
transportation cost on this arc. For example, balance equations at nodes 4 and 5 are:
−x2,4 + x4,2 + x4,5 + x4,6 = 0,
−x2,5 − x3,5 − x4,5 + x5,6 = −2.
I.e. that point 4 is traffic point and 5 is customer (with consumption of 2 units of a goods)
and traffic point.
All these equations of balance may be described as:
Ax = b,
where A is a node-arc incidence matrix of −1 and 1, ones correspond to the node upon
which the arc is incident - row means node and column means an existing arc (1 − 2,
1− 3, etc) and minus ones correspond to the node from which the arc emanates, and b is
vector, which means quantity of production at plant, zero at traffic node and demand at
node of consumer:
A =

1 1
−1 1 1 1 −1
−1 −1 1
−1 1 1 1
−1 −1 −1 1
−1 −1

,
b =
(
10, 0, 0, 0, −2, −8
)
.
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The constraint
0 ≤ x1,2 ≤ 8
is constraint of flow on the arc 1− 2. The complete model is:
min
∑
i
∑
j ci,jxi,j
s. t.
∑
j xi,j −
∑
k xk,i = bi, i = 1, 2, . . . , n,
li,j ≤ xi,j ≤ ui,j,
(4.1)
where ui,j is the upper bound on arc flow (the first value in parenthesis related to an arc)
and may be infinite if the capacity on arc i–j is unlimited. li,j is the lower bound on arc
flow and is often taken to be zero. ci,j is cost of transported item on the arc i, j and it is
the second value in parenthesis related to arc i, j.
The summations are taken only over the arcs in the network. It means, that the first
summation in the ith flow-balance equation is over all nodes j such that i–j is an arc of
the network, and the second summation is over all nodes k such that k–i is an arc of the
network. In the objective function is summation over arcs i–j that are contained in the
network and represent the total cost of sending flow over the network. The ith balance
equation is interpreted as: it states that the flow out of node i minus the flow into i must
equal the net supply at the node (see [6]).
So it is clear that the model may be modified to:
min cTx
s. t. Ax = b,
xi,j ≥ 0, for existing arc i, j,
xi,j ≤ ui,j, for existing arc i, j.
(4.2)
Note. To solve these problems also exist several algorithms of graph theory (see [24]).
4.3.1 Transportation problem
The transportation problem is a special case of network model. It is problem of minimum-
cost model, which usually receives a great deal of attention (see [6], [12] and [21] or section
5.2).
It is problem of a network flow without intermediate locations. Let me formulate the
following terms:
- ai...number of units available at source i (i = 1, 2, . . . ,m);
- bj...number of units required at destination j (j = 1, 2, . . . , n);
- cij...unit of transportation cost from source i to destination j (i = 1, 2, . . . ,m;
j = 1, 2, . . . , n).
We assume, that the model is balanced, i. e., the total product availability is equal to the
total product requiremets:
m∑
i=1
ai =
n∑
j=1
bj. (4.3)
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If we define the decision variables as:
xij = number of units to be distributed from source i to destinantion j,
(i = 1, 2, . . .m; j = 1, 2, . . . n),
we may then formulate the transportation problem as follows:
min z =
∑m
i=1
∑n
j=1 cijxij
s. t.
∑n
j=1 xij = ai, i = 1, 2, . . .m,∑m
i=1(−xij) = −bj, j = 1, 2, . . . n,
xi,j ≥ 0, i = 1, 2, . . .m, j = 1, 2, . . . n.
(4.4)
The objective function represents the minimizing of the total distribution cost. The first
constraint states that the amount being shipped from source i to all possible destinations
should be equal to the total availability, ai, at the source. The second constraint indicates
that the amounts being shipped to destination j from all possible sources should be equal
to the requirements, bj, at the destination.
This problem may be extended to another problem (for example problem with adding of
edges), which are applied in Chapter 5.
Let me try to introduce more general application in the following simple example.
4.4 Example
One producer P supplies every day five customers. Each customer demands 2 units every
day. Customers can be supplied only by trucks and each truck can carry exactly 2 units.
Unit transport cost for the truck is 5 EUR per transported unit and unit of distance
(km).
There is also a ferry, which starts from producer P and goes near to the customers
through two places P1 and P2, where transshipment places may be constituted. If the
transshipment is executed at the transshipment place, we must pay 60 EUR for thr daily
rental of it. Unit transport cost for the ferry is 2 EUR per transported unit and km. The
distance matrix is given.
The distance matrix is:
d =
3 3 3 3 31 1 1 3 3
3 3 3 1 1
 .
Then we can also compute matrix of transporting cost c. For example, in the first row
there are the values of truck transportation from P to all customers (in the first position
is customer C1, etc.). In the second row there are the values of transportation from P to
all customers through P1. It means from P to P1 by ferry and from P1 to C1 by truck,
etc:
c =
15 15 15 15 159 9 9 19 19
19 19 19 9 9
 .
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Figure 4.3: Graph illustrating the given example.
The vector of cost for using (or placing) of transshipment place is:
f = (0, 60, 60).
We need to denote number of places, whithout customers m = 3, and number of customers
n = 5. We also need to denote sets of index i = 1, 2, 3 and j = 1, 2, 3, 4, 5. Our objective
function will be: minimizing of total cost, where the total cost is sum of distribution costs
and costs of placing the transshipment place. This formula is:
min
m∑
i=1
fi · yi +
m∑
i=1
n∑
j=1
ci,j · yi · b,
where b is the capacity of a truck, b = 2, y is the binary variable of decision about placing
a transshipment place and z is the binary (decision) variable about uisng ”a way” (i, j).
Constraints will be: ∑m
i=1 zi,j = 1, j = 1, 2, . . . , n,
zi,j ≤ yi, i = 1, 2, 3, j = 1.2, . . . , n,∑m
i=1 yi ≤ p,
where p is the number of transshipment places, p = 2. The first constraint is that each
customer is supplied, the second is that we can transport just with transshipment place,
where is located this using place (for the first row can always be y1 = 1, because f1 = 0
and so the objective function has still the same value). So complete model of this problem
is:
min
∑m
i=1 fi · yi +
∑m
i=1
∑n
j=1 ci,j · zi,j · b
s. t. ∑m
i=1 zi,j = 1, j = 1, 2, . . . , n,
zi,j ≤ yi, i = 1, 2, 3, j = 1.2, . . . , n,∑m
i=1 yi ≤ p,
zi,j ∈ {0, 1}, i = 1, 2, 3, j = 1.2, . . . , n,
yi ∈ {0, 1}, i = 1, 2, 3.
Note. The example is based on example from lecture of prof. Jana´cˇek from University of
Zˇilina in autumn 2010 in Molde University College.
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All informations about models have now been outlined. In this chapter, we will be ap-
plying this theory to concrete applications.
As it is highlighted in the title of this report Stochastic programming for engineering de-
sign, I will apply stochastics and linear programming to logistic network - and illustrate
and describe my work with graph theory.
At first I will create my logistic network by following the rules in chapter 4 and in section
5.1. This network may describe road or railway transport, electric lines, gas pipes, flowing
of informations and so on. The second step is to define this network by graph theory. Its
most accurate interpretation will then be built in accordance to reality.
In this text I consider the network as a set of nodes and edges. In a practical case, such
a set of nodes translates into a set of plants (production places), of warehouses (for the
storage of transported items) and of customers. However, only plants and customers will
be considered here. All these customers have demands, which are leading part of the
network as they cause competition between producers, between transporters and so on.
The network is also characterised by the connections of its nodes. We will realize them
by edges or arcs (roads, lines, pipes, etc), refresh memory in Chapter 2.
5.1 Introduction of the logistic network
The aim of this part is to prepare a network for our applications. Let’s start from general
models to models which approximate our examples.
We can first consider a system with sources, connectings and customers. In other words,
we have no warehouses, no transhipments (or capacity constraints of way - edge or arc)
and no costs related with these components. Such a case is shown below.
Figure 5.1: A case of logistic network.
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To keep close to a realistic logistic network, we apply the following rules.
• We have one or more production places, more precisely plants. Each of these plants
has a production capacity.
• We have a set of customers. Each of these customers has a demand (these demands
are fundamental parts of our applications).
• Each customer has a connection with a production place. It means that it exists a
direct link, a path or a walk between these nodes.
• This connection can be realized via another customer, directly between the customer
and the production place or via a node (one or more).
• By this node we mean a traffic node (or a transport junction), where we have zero
demand, zero production and where there could be one or more connections (or
it can be defined by degree of the node) to other points. In this situation, one
connection does not make sense, because in general a traffic node is not an end
point of a way. It means that this traffic node degree should be greater or equal to
2 (see definition 10).
In light of Graph Theory (Chapter 2) we apply the following rules in the network.
• The graph is connected. If we have more than one production place, then we can
have more connected subgraphs (in each subgraph there is at least one production
place, if we want to supply all customers).
• The graph is planar. Intersection of two links is only allowed in the nodes (customer,
plant or traffic node). Otherwise, intersections may arise out of the nodes, which is
undesirable for our models.
• The graph in logistic system may be oriented or not. It depends on the character
of the network, sometimes we can go in both directions at the same time or just in
one and so on. In our case we can go in only one direction at the same time, but
(in general) it does not matter which one it is.
For the purposes of this thesis, these few points and rules will be sufficient. In other words,
we do not consider the planning of operations in plants (manufacturing, activities related
with raw material), the ways of transport, the capacity of routes or the capacity of ferries.
We will control (or decide about) the transport (or flow) in network (operational deci-
sion). An extra control is available by the use of supplementary edges (strategic decision).
Some readers may prefer more specific applications. Alternatively, my application can be
used on gas pipelines, power lines and so on. However, such applications as roads and
rail networks do not absolutely make sense. If we want to present the applications on
these networks, we could build a new edge as a representation of a cost of maintenance
(building of a new edge is not such a useful operation in real applications).
Note. Data generation and network creation are explained in Appendix A. Reader, who
is interested, may read the appendix clearly and then continue from this position again.
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Figure 5.2: The original logistic network.
The graph above illustrates the logistic network. We can see the space (or plane)
< 0, 100 > × < 0, 100 >, where we have 30 points, where i = 1 . . . 14 are customers,
i = 15, 16 are plants and i = 17 . . . 30 are traffic nodes, and the 24 blue dash lines are
edges. This system will be the basis of all the following applications.
This chapter has the following scheme. It is repeated for clarity reasons.
Figure 5.3: The scheme of following appliactions.
32
5.2 TRANSPORTATION MODEL
All following models are implemented into software GAMS and solved by it. All the files
are put on the CD, which is included to this thesis, and introduced in Appendix D.
5.2 Transportation model
At first we will start with model from section 4.3.1. So, let me introduce this section
by describing a model which aims at minimizing the total costs, before editing it into a
model which aims at maximizing the profit.
5.2.1 Minimizing of total cost
This model is very simple. It is the model with objective function, which minimizes total
cost, which is just a product of transport unit cost and of quantities of transported goods
- with constraint for all our points. Adding nonnegativity condition for x, which is our
variable of quantity transported through a edge k, we obtain:
min
∑
k(ck · xk)
s. t.
∑
k(Ai,k · xk) = bi, i = 1, 2, . . . 30,
xk ≥ 0, k = 1, 2, . . . 24.
(5.1)
This model is so-called balanced (see equation (4.3)). According to this, we set vector
b. Another way to depict this is to say that we set the production, which depends on
demands: ∑
Icus bIcus = −
∑
Ipla bIpla,∑
Inod bInod = 0
(5.2)
and the production is computed as:
bIpla = (
∑
Ipla
bIpla)/2, Ipla = 1, 2. (5.3)
where Icus is the set of customers, where Icus = 1, 2, . . . 14, Ipla the set of plants, where
Ipla = 15, 16, Inod the set of traffic nodes, where Inod = 17, 18, . . . 30.
By implementation in software GAMS we obtain the following solution, where for example
for variable x and edge 1−9 (or arc if we consider it in the sense that pair 1−9 is ordered)
value 12 means that from point 1 to point 9 flow 12 units of a item. Variable z is the
name of objective function and number 3720 is the optimal value of objective function
(minimum).
VARIABLE x.L quantum of transport (edge k)
1-9 12.000, 1-14 12.000, 3-7 12.000, 4-11 50.000,
4-30 19.000, 11-17 15.000, 11-25 25.000, 12-8 14.000,
15-3 30.000, 15-10 3.000, 15-23 64.000, 16-29 97.000
17-24 15.000, 21-12 25.000, 23-1 41.000, 23-6 10.000,
23-13 13.000, 24-10 15.000, 25-21 25.000, 29-4 83.000,
29-5 14.000, 30-2 19.000,
VARIABLE z.L = 3720.000 total cost.
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Figure 5.4: The graph of result of task 5.2.
Here we can see that only edges 8− 24 and 10− 29 (or 24− 8 and 29− 10) are unused.
If we consider a graph only composed with edges where the flow is non-zero, then we can
say that this graph is connected, with all customers supplied and satisfied. Here may
be also satisfied each customer in that case if we have two connected subgraphs of this
graph, where each subgraph has exactly one production place, and each production place
may supply all customers in its subgraph. Because the last condition is not satisfied, so
we obtain path (11, 11 − 17, 17, 17 − 24, 24, 24 − 10, 10, 10 − 15, 15), where each edge is
bridge (see definitions 6, 7, 8 and 11). In fact it is a spanning tree of the original graph
(see [24] and definition 16).
5.2.2 Maximizing of profit
Each optimization model may be edited from minimization problem to maximization
problem as:
max(f) = −min(−f).
We need to do this, because we will use this maximizing problem in applications 5.9 -
5.14 (see later). Because of these problems we must define a price gIcus, which a customer
Icus will pay for one unit of delivered goods. We set the value gIcus = 50, ∀Icus. The
following is our new model:
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus−
∑
k(ck · xk)
s. t.
∑
k(Ai,k · xk) = bi, i = 1, 2, . . . 30,
xk ≥ 0, k = 1, 2, . . . 24.
(5.4)
The red parts of the model are parts differing from the model 5.2.1.
The result of this model is:
x.L quantum of transport (edge k)
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1-9 12.000, 1-14 12.000, 3-7 12.000, 4-11 50.000,
4-30 19.000, 11-17 15.000, 11-25 25.000, 12-8 14.000,
15-3 30.000, 15-10 3.000, 15-23 64.000, 16-29 97.000
17-24 15.000, 21-12 25.000, 23-1 41.000, 23-6 10.000,
23-13 13.000, 24-10 15.000, 25-21 25.000, 29-4 83.000,
29-5 14.000, 30-2 19.000,
VARIABLE z.L = 5980.000 total cost.
This value of objective function will be used for comparing the solutions of the following
models. The values of x and the graph of the flow are the same as in 5.2.1.
Note. Just to remind, in the following applications we will use notation WS for Wait-and-
see and HN for Here-and-now approaches again (see 3.3).
5.3 Transportation model solved by WS approach
This model is a bit more complicated. As we said in the dedicated section about SP
(section 3.3), in a WS model, we decide about vector of variables x, only when we know
realization of random vector ξ. This means that x is a reaction to ξ.
For this decision we need to know some historical or predictable informations about pos-
sible events. I choose that we will have 5 possible scenarios (possible events), each with
the same probability of realization (see [30]). I.e.:
∑5
s=1 ps = 1 and
ps =
1
card(S)
=
1
5
= 0.2, s = 1, 2, . . . , 5,
where card(S) is cardinality of S (here 5).
Because we have 5 possible scenarios, so we will obtain 5 decisions of vector x. Each is a
reaction to one concrete scenario. So we have a model, which has an objective function
and few constraints. To obtain five vectors x (it may be denoted by xs) we must solve
this model five times (to better understanding see related GAMS file on the CD). So this
model is a loop of objective function and of constraints. Contrary of the previous model
here we should decide about a production in plants before construction of the model. The
best possible is:
proIpla = (
∑
s
∑
Icus
demIcus,s)/(2 · card(s)), Ipla = 15, 16. (5.5)
In other words the production of a given plant is the sum of all customers’ demands, in all
scenarios divided by the product of the number of plants (2) and the number of scenarios
(5). Contrary to the previous model, here I use a different notation (production is pro
and demand is dem).
Another difference relies in the objective function. We have two more variables y− and
y+. The first one y− has index Ipla, it is realized in each scenario and it tells us how
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many manufactured goods is produced but not transported from a plant. The second one
y+ has index Icus, it is also realized in each scenario and it tells us how many goods is
missing to reach the satisfaction of customers. These variables are multiplied by q− or
q+ which denote a penalty for this operation (for one unit of good). The constraint from
previous model ∑
k
(Ai,k · xk) = bi, i = 1, 2, . . . 30
is here separated to the following first (related to customers), second (related to plants)
and third (related to traffic nodes) equal and to these constraints we add the related
variables (y− and y+). We obtain:
∀s, where s = 1, 2, . . . , 5 :
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus − (
∑
k(ck · xk)+
∑
Ipla(q
−
Ipla · y−Ipla) +
∑
Icus(q
+
Icus · y+Icus))
s. t. ∑
k(AIcus,k · xk)+y+Icus = demIcus, Icus = 1, 2, . . . 14,∑
k(AIpla,k · xk)−y−Ipla = proIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
y+Icus ≤ demIcus, Icus = 1, 2, . . . 14,
xk ≥ 0, k = 1, 2, . . . 24,
y+Icus, y
−
Icus ≥ 0, Icus = 1, 2, . . . 14.
(5.6)
The red parts of the model are parts differing from the previous model 5.2.2.
Note. The original objective function for problem of minimizing of total cost is:∑
k
(ck · xk) +
∑
Ipla
(q−Ipla · y−Ipla) +
∑
Icus
(q+Icus · y+Icus).
Because in this model we obtain five vectors x and five values of objective function, I
attach only one sample of realization of vector x of this result (for scenario 1):
VARIABLE x.L quantum of transport (edge k)
1-9 12.000, 1-14 12.000, 3-7 12.000, 4-11 43.200,
4-30 19.000, 11-17 8.200, 11-25 25.000, 12-8 14.000,
15-3 30.000, 15-10 9.800, 15-23 64.000, 16-29 90.200
17-24 8.200, 21-12 25.000, 23-1 41.000, 23-6 10.000,
23-13 13.000, 24-10 8.200, 25-21 25.000, 29-4 76.200,
29-5 14.000, 30-2 19.000,
VARIABLE yplus.L decision of compensation - missing item
( ALL 0.000 ),
VARIABLE yminus.L decision of compensation - overproduction
16 13.600,
VARIABLE z.L = 4837.600 total cost.
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Here we can see values of x, yplus (in model above denoted by y+), which has all
components zero, yminus (in model above denoted by y−), which has one nonzero
component with index 16 and value 13.6, and the value z of the optimal solution for this
scenario.
As a matter of completeness, below are the others values of optimal solutions for scenarios
2, 3, 4 and 5 :
VARIABLE z.L = 5080.600 total cost,
VARIABLE z.L = 5682.600 total cost,
VARIABLE z.L = 6083.600 total cost,
VARIABLE z.L = 5520.000 total cost
and value of final objective function:
PARAMETER zz = 5440.880 final objective function,
which is computed as:
zz = (
∑
s
zs)/card(S).
The graphs of these solutions is attached below (after the following model).
The results of the others scenarios may be checked by solving the problem in GAMS. All
the models and results are on the CD (see Appendix D).
5.4 Transportation model solved by HN approach
Now we want to apply HN approach to the transportation model. The main difference
from the previous model resides in the variable x. HN approach means that we must de-
cide about vector x before the realization of a random vector ξ is known. For this model,
we have only one realization of x (previously, there was one realization by one scenario).
It means that we will obtain one vector x, one optimal value of objective function, but
one realization of vectors y− and y+, for each scenario.
This approach uses y− and y+ variables also. But both of them have sets of index
(Icus, s). Both are matrixes of size 14× 5. Here we can see that the variable x has only
one realization, but variables y− and y+ have realization in each scenario. y− means how
many goods we have brought to the customer (if it is nonzero), but he did not require so
many (transport back to a plant and a penalty q− for one unit a goods) and y+ means
how many of goods we missed (if it is nonzero) to satisfy a customers’ demand (penalty
q+). Interpretation of this model is somewhat different.
Note. The difference here in the use of y−. This model is constrained with demands,
whereas the previous one was constrained with production (or capacity of a plant). It
means that here all the items are transported through the network. Otherwise, if we
consider model with these constraints:
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k(AIcus,k · xk) + (y+Icus−y−Icus) = demIcus, Icus = 1, 2, . . . 14,∑
k(AIpla,k · xk) = proIpla, Ipla = 15, 16,
so the interpretation is: we produce 103.8 (generated during solving by GAMS) in each
plant, but we transport only for example 95 and 60 units of item. This can make sense,
if we have a model, in which we decide about the production in the morning, and about
the transport in the noon - the demands being known during the afternoon. This inter-
pretation is possible, but for my model I choose the first one. The difference here is also
in the objective function and the optimal value of the objective function is approximately
500 greater. The red part illustrates the difference with my model.
p(s) or ps in objective function means a probability that a scenario s will occur.
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus
−(∑k(ck · xk)+∑s(ps · (∑Icus(q−Icus · y−Icus,s + q+Icus · y+Icus,s))))
s. t. ∑
k(AIcus,k · xk)+(y+Icus,s − y−Icus,s) = demIcus,s, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,∑
k(AIpla,k · xk) = proIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
y+Icus,s ≤ demIcus,s, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,
xk ≥ 0, k = 1, 2, . . . 24,
y+Icus,s, y
−
Icus,s ≥ 0, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5.
(5.7)
Again the red parts of the model are parts differing from the previous model 5.2.2.
The production proIpla is the same as in previous model (5.9). Result (y
+, y−, x and z):
VARIABLE yplus.L decision of compensation
1 2 3 4 5
1 4.000 1.000
2 1.400 2.400
3 1.000 3.000
4 5.000
5 2.000 3.000
6 7.000 4.000
7 2.000 2.000
8 2.000 5.000
9 4.000 4.000
10 4.000 1.000
11 2.000
12 3.000 5.000
13 5.000 5.000
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14 1.000 1.000
yminus.L decision of compensation
1 2 3 4 5
1 2.000 3.000
2 2.600 1.600 0.600
3 5.000 2.000
4 1.000 4.000 1.000
5 2.000 1.000
6 3.000 2.000
7 2.000 1.000
8 4.000 1.000
9 4.000 3.000
10 1.000 3.000
11 4.000 1.000 3.000
12 4.000 2.000
13 2.000 5.000
14 4.000 5.000,
so we have values of y+, y− for each customer and each scenario, a better theoretical
explanation lies in the subsection 3.3.2.
VARIABLE x.L quantum of transport (edge k)
1-9 16.000, 1-14 16.000, 3-7 12.000, 4-11 55.200,
4-30 17.600, 11-17 12.200, 11-25 29.000, 12-8 14.000,
15-3 29.000, 15-10 1.800, 15-23 73.000 16-29 103.800,
17-24 12.200, 21-12 29.000, 23-1 45.000, 23-6 13.000,
23-13 15.000, 24-10 12.200, 25-21 29.000, 29-4 87.800,
29-5 16.000, 30-2 17.600.
In the same theoretical parts, there are also explanations concerning the vector x, i.e the
fact that we have only one solution of this vector x for five various scenarios.
VARIABLE z.L = 3253.200 total cost.
At this moment we can compare results of the finished problems. We observe that the
solution of HN problem is worst that the solution of WS problem. In the next parts of
this chapter we will see, that HN solution is always worst than WS solution. Reader, who
is interested, may read [26], where is complete discussion about the comparison of these
problems and their methods. We will try to improve both of these solutions.
Now we can compare also the graphical solution as described below. There are the results
of WS problem for all scenarios and the result of HN problem. For example for third
scenario of WS problem we observe two connected subgraphs in the system, where each
one subgraph is supplied by one related plant.
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Figure 5.5: Comparison of graphs (HN and 5 scenarios of WS).
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5.5 Transportation model with adding edges (AE)
This model, which we will called just Transportation model with AE, is just an extension
of Transportation model 5.2.2. The only difference relies in the addition of new edges.
We add to the objective function this formula:
∑
k1(dk1 · δk1), which is product of cost of
building a new edge dk1 and decision binary variable about this building δk1. By the way,
this model is also balanced (as 5.2). We obtain:
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus − (
∑
k(ck · xk) +
∑
k1(dk1 · δk1))
s. t. ∑
k(Ai,k · xk) = bi, i = 1, 2, . . . 30,
xk ≥ 0, k = 1, 2, . . . 24,
xk1 ≤ (∑Ipla−bIpla) · δk1, ∀k1,
δk1 ∈ {0, 1}, ∀k1.
(5.8)
The red parts of the model are parts differing from the previous model 5.2.2.
The result (x and z):
VARIABLE x.L quantum of transport (edge k)
1-9 12.000, 1-14 12.000, 3-7 12.000, 4-30 19.000,
8-12 11.000, 15-3 30.000, 15-10 3.000, 15-23 64.000,
16-11 10.000, 16-17 40.000, 16-29 47.000, 17-10 15.000
17-27 25.000, 23-1 41.000, 23-6 10.000, 23-13 13.000,
27-8 25.000, 29-4 33.000, 29-5 14.000, 30-2 19.000,
VARIABLE z.L = 6498.000 total cost.
Figure 5.6: The resulting graph of problem 5.5.
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5.6 Transportation model with AE solved by WS ap-
proach
We can recognize that this model is a combination of the model 5.3 and of 5.5.
Again we set the production as:
proIpla = (
∑
s
∑
Icus
demIcus,s)/(2 · card(s)), Ipla = 15, 16. (5.9)
The model has following form:
∀s, where s = 1, 2, . . . , 5 :
min
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus − (
∑
k(ck · xk) +
∑
Ipla(q
−
Ipla · y−Ipla))
−(∑Icus(q+Icus · y+Icus) +∑k1 dk1 · δk1)
s. t. ∑
k(AIcus,k · xk) + y+Icus = demIcus, Icus = 1, 2, . . . 14,∑
k(AIpla,k · xk)− y−Ipla = proIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
y+Icus ≤ demIcus, Icus = 1, 2, . . . 14,
xk1 ≤ ∑Ipla(−proIpla) · δk1, ∀k1,
δk1 ∈ {0, 1}, ∀k1,
xk ≥ 0, k = 1, 2, . . . 24,
y+Icus, y
−
Icus ≥ 0, Icus = 1, 2, . . . 14.
(5.10)
The red parts of the model highlight the difference with the model in 5.3.
Here we can see the results (again just the first scenario is detailed):
VARIABLE x.L quantum of transport (edge k)
1-9 12.000, 1-14 12.000, 3-7 12.000, 4-30 19.000,
8-12 11.000, 15-3 30.000, 15-10 9.800, 15-23 64.000,
16-11 10.000, 16-17 33.200, 16-29 47.000, 17-10 8.200
17-18 25.000, 18-8 25.000, 23-1 41.000, 23-6 10.000,
23-13 13.000, 29-4 33.000, 29-5 14.000, 30-2 19.000,
VARIABLE yminus.L decision of compensation - missing item
16 13.600,
VARIABLE yplus.L decision of compensation - overproduction
( ALL 0.000 ),
VARIABLE z.L = 5272.200 total cost
and optimal values of the objective function for the others scenarios
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VARIABLE z.L = 5609.200 total cost,
VARIABLE z.L = 6257.800 total cost,
VARIABLE z.L = 6615.800 total cost,
VARIABLE z.L = 6062.400 total cost
and final value of WS approach for all these scenarios
PARAMETER zz = 5963.480 final obejctive value.
It is clear that this result is less than result of 5.5 and greater than result of 5.3.
The graphical solution is attached below again (after the following model).
5.7 Transportation model with AE solved by HN ap-
proach
As well as the previous model is combination of two models, this one is also composed of
5.4 and 5.5.
We set the production again in the same way as in 5.4, which means that this model is
not balanced. We obtain:
min
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus
−(∑k(ck · xk) +∑s(ps · (∑Icus(q−Icus · y−Icus,s + q+Icus · y+Icus,s))) +∑k1 dk1 · δk1)
s. t. ∑
k(AIcus,k · xk) + (y+Icus,s − y−Icus,s) = demIcus,s, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,∑
k(AIpla,k · xk) = proIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
y+Icus,s ≤ demIcus,s, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,
xk1 ≤ ∑Ipla(−proIpla) · δk1, ∀k1,
δk1 ∈ {0, 1}, ∀k1,
xk ≥ 0, k = 1, 2, . . . 24,
y+Icus,s, y
−
Icus,s ≥ 0, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5.
(5.11)
The red parts of the model highlight the difference with the model in 5.4.
Note. This model has an interpretation which is similar to 5.4. Discussion about this
interpretation may be found in that previous HN model.
Here we can see the results:
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VARIABLE yminus.L kompenzacni rozhodnuti
1 2 3 4 5
1 2.000 3.000
2 2.600 1.600 0.600
3 5.000 2.000
4 1.000 4.000 1.000
5 2.000 1.000
6 3.000 2.000
7 2.000 1.000
8 4.000 1.000
9 4.000 3.000
10 1.000 3.000
11 4.000 1.000 3.000
12 4.000 2.000
13 2.000 5.000
14 4.000 5.000,
VARIABLE yplus.L kompenzacni rozhodnuti
1 2 3 4 5
1 4.000 1.000
2 1.400 2.400
3 1.000 3.000
4 5.000
5 2.000 3.000
6 7.000 4.000
7 2.000 2.000
8 2.000 5.000
9 4.000 4.000
10 4.000 1.000
11 2.000
12 3.000 5.000
13 5.000 5.000
14 1.000 1.000,
VARIABLE x.L quantum of transport (edge k)
1-9 16.000, 1-14 16.000, 3-7 12.000, 4-30 17.600,
8-12 15.000, 15-3 29.000, 15-10 1.800, 15-23 73.000,
16-11 14.000, 16-17 41.200, 16-29 48.600, 17-10 12.200
17-18 29.000, 18-8 29.000, 23-1 45.000, 23-6 13.000,
23-13 15.000, 29-4 32.600, 29-5 16.000, 30-2 17.600,
VARIABLE z.L = 3819.800 total cost.
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Figure 5.7: Comparison of graphs (HN and 5 scenarios of WS).
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5.8 Dynamic pricing (DP) applications
At this point we can start with applications called Dynamic Pricing.
Dynamic pricing has been carefully studied for specific deterministic problems in logistics
by Haugen and Olstad, see [13], [14], [15], [16], [17] and [18].
Now it is necessary to determine the quantities that we will examine. It is quite clear that
we want to increase profit (or decrease total cost). I had previously chosen the possibility
to increase profit. For example for task 5.2 we need to apply this objective function:
max
∑
Icus
(
∑
k
(AIcus,k · xk)) · gIcus −
∑
k
(ck · xk), (5.12)
where g was fixed price for a one unit of a item. And this g is studied in this text, or
we examine the dependence of price g (or gIcus) on the amount of goods required by each
customer. We know that this dependency has a hyperbolic behaviour. More specifically,
this function has an increasing variability if we are reducing the cost (see [21] or Appendix
B and C). For a minor interval of this function we approximate it by piecewise continuous
linear function. But in this thesis, we limit ourselves to only use one linear function in all
interval (by other words we consider our interval of possible price as minor enough). The
increasing variability will be described by using scenarios (used in previous applications,
too).
In sections below are examples of DP applications. As a matter of comparison, I will
indicate the results of the above-mentioned examples.
Figure 5.8: Example of the behaviour for a DP function.
There are also some differences in constraints, in constraint with demands of customers
we will replace the demands (demIcus) by linear function
demIcus = βIcus − αIcus · gIcus,
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which is shown above (coefficients α and β are described in the next section). In addition,
we will add constraints of the price (where demands are function of this price g).
5.9 Transportation model with DP
This model is an extension of 5.2.2 model. The red parts of the model below are parts
differing from the model in 5.2.2. As I said, the difference is that demands are function
of the cost:
demIcus = βIcus − αIcus · gIcus,∀Icus, (5.13)
where β and α are parameters of linear function. We add to the model a limitation of
the cost g by lower and upper bound (l = 30 and u = 70). We obtain:
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus −
∑
k(ck · xk)
s. t. ∑
k(AIcus,k · xk) = βIcus − αIcus · gIcus, Icus = 1, 2, . . . 14,∑
k(AIpla,k · xk) = bIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
l ≤ gIcus, Icus = 1, 2, . . . 14,
gIcus ≤ u, Icus = 1, 2, . . . 14,
xk ≥ 0, k = 1, 2, . . . 24.
(5.14)
This model is balanced (see 5.2) and production is computed as in 5.6 (see equation (5.9)).
Since there are no scenario in Transportation model, we do not consider the variability
affecting the demands as the cost for one unit of items is reduced. It means that this
approach is not relevant to real applications, but it may nevertheless be useful for our
understanding of this DP problem. In other words we have one possible scenario for each
customer. These graphs for all customers are shown below.
Solution found by GAMS:
VARIABLE x.L quantum of transport (edge k)
1-9 9.396, 1-14 9.321, 3-7 9.000, 4-11 37.736,
4-30 26.820, 11-17 7.076, 11-25 21.660, 12-8 12.660,
15-3 26.388, 15-10 13.912, 15-23 56.700, 16-29 97.000
17-24 7.076, 21-12 21.660, 23-1 36.473, 23-6 9.000,
23-13 11.228, 24-10 7.076, 25-21 21.660, 29-4 81.715,
29-5 15.285, 30-2 26.820,
VARIABLE z.L = 6681.928 total cost
and variable g of a price of one unit of items for each customer is:
47
5.9 TRANSPORTATION MODEL WITH DP
Figure 5.9: Plots of functions demIcus = f(gIcus).
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VARIABLE g.L
1 48.111, 2 34.361, 3 51.361, 4 37.361, 5 44.861,
6 70.000, 7 70.000, 8 55.361, 9 67.361, 10 43.361,
11 70.000, 12 70.000, 13 58.861, 14 67.861.
These values of gIcus tell us, which value of the cost is optimal for the customer Icus. See
the graphs above. The red verticle dash line is line of this value gIcus.
The graph of flowing is the same as in 5.2.
We can see that objective function of transportation model solved with DP is greater than
in 5.2, where is the cost of a unit is fixed at g = 50. Therefore, the profit is greater which
reflects that we have improved our original optimal value.
5.10 Transportation model with DP solved by WS ap-
proach
This model is an extension of model in section 5.3. Again we add the same two constraints
of limitation of the variable gIcus, Icus = 1, 2, . . . 14. We must also change the constraint
with demands as in section 5.9.
∀s, where s = 1, 2, . . . , 5 :
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus
−(∑k(ck · xk) +∑Ipla(q−Ipla · y−Ipla) +∑Icus(q+Icus · y+Icus))
s. t. ∑
k(AIcus,k · xk) + y+Icus = βIcus − αIcus · gIcus, Icus = 1, 2, . . . 14,∑
k(AIpla,k · xk)− y−Ipla = proIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
y+Icus ≤ demIcus, Icus = 1, 2, . . . 14,
xk ≥ 0, k = 1, 2, . . . 24,
xk ≤ −∑Ipla bIpla, k = 1, 2, . . . 24,
y+Icus, y
−
Icus ≥ 0, Icus = 1, 2, . . . 14,
l ≤ gIcus, Icus = 1, 2, . . . 14,
gIcus ≤ u, Icus = 1, 2, . . . 14.
(5.15)
The sixth constraint is limit of flow.
Sample of solution for scenario 1:
VARIABLE x.L quantum of transport (edge k)
1-9 10.046, 1-14 9.971, 3-7 9.371, 4-11 40.198,
4-30 28.988, 11-17 8.454, 11-25 22.744, 12-8 13.744,
15-3 28.711, 15-10 14.485, 15-23 60.604 16-29 103.800,
17-24 8.454, 21-12 22.744, 23-1 39.509, 23-6 9.000,
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23-13 12.095, 24-10 8.454, 25-21 22.744, 29-4 87.431,
29-5 16.369, 30-2 28.988,
VARIABLE yplus.L decision of compensation - missing item
( ALL 0.000 ),
VARIABLE yminus.L decision of compensation - overproduction
( ALL 0.000 ),
VARIABLE z.L = 6319.261 total cost,
VARIABLE g.L
1 43.773, 2 30.023, 3 47.023, 4 33.023, 5 40.523,
6 70.000, 7 67.523, 8 51.023, 9 63.023, 10 39.023,
11 70.000, 12 70.000, 13 54.523, 14 63.523.
And the others values of objective functions:
VARIABLE z.L = 6071.307 total cost,
VARIABLE z.L = 7531.511 total cost,
VARIABLE z.L = 6956.117 total cost,
VARIABLE z.L = 7540.559 total cost
and the final value:
PARAMETER zz = 6883.751 final objective function.
Again we have improved the original solution by regulating the variable g. In appendix
B graphs of solution for the problem 5.13 are shown. These graphs can also be used
to understand this problem. The linear functions of all customers are the same in both
problems. The only difference relies in optimal values of variable g (in these graphs it is
repesented by the red vertical dash line).
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5.11 Transportation model with DP solved by HN ap-
proach
This model is an extension of problem 5.4. We add the same components as in previous
model, it means demands of customers are linear functions βIcus,s−αIcus,s · gIcus, and two
constraints of limiting of the variable g.
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus −
∑
k(ck · xk)−
∑
s(ps · (
∑
Icus(q
−
Icus · y−Icus,s + q+Icus · y+Icus,s)))
s. t. ∑
k(AIcus,k · xk) + (y+Icus,s − y−Icus,s) = βIcus,s − αIcus,s · gIcus, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,∑
k(AIpla,k · xk) = proIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
y+Icus,s ≤ demIcus,s, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,
xk ≥ 0, k = 1, 2, . . . 24,
xk ≤ −∑Ipla bIpla, k = 1, 2, . . . 24,
y+Icus,s, y
−
Icus,s ≥ 0, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,
gIcus ≥ 0, Icus = 1, 2, . . . 14,
l ≤ gIcus, Icus = 1, 2, . . . 14,
gIcus ≤ u, Icus = 1, 2, . . . 14.
(5.16)
The sixth and eigth constraint are just limits of flow and of price (clearly the eight is in
our case unnecessary if we have value of lower bound l greater or equal to 0).
The complete solution of the problem:
VARIABLE yplus.L decision of compensation
5
3 1.125,
VARIABLE yminus.L decision of compensation
1 2 3 4 5
1 0.850 0.566 0.425 0.991
2 1.367 6.833 5.467 4.100
3 3.375 0.562 1.687
4 6.455 9.682 6.455 5.379
5 5.958 3.575 1.192 4.767
6 2.018 1.816 1.413 0.605
8 0.833 0.500 1.500 1.000
9 5.251 4.595 2.626
10 2.868 2.294 4.015 1.721
11 4.836 2.418 1.612 4.030
12 3.034 2.360 0.674 1.686
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13 3.990 2.850 5.700
14 2.958 0.592 3.550,
VARIABLE x.L quantum of transport (edge k)
1-9 16.220, 1-14 13.733, 3-7 9.000, 4-11 38.017,
4-30 24.033, 11-25 23.375, 12-8 10.667, 15-3 23.062,
15-10 14.162, 15-23 66.576, 16-29 103.800 21-12 23.375,
23-1 40.086, 23-6 11.220, 23-13 15.270, 25-21 23.375,
29-4 82.883, 29-5 20.917, 30-2 24.033,
VARIABLE z.L = 5347.384 total cost,
VARIABLE g.L
1 67.168, 2 42.667, 3 58.751, 4 48.485, 5 46.167,
6 65.963, 7 70.000, 8 66.667, 9 56.872, 10 58.529,
11 53.881, 12 63.258, 13 58.600, 14 58.168.
5.12 Transportation model with AE and DP
This model is an extension of 5.5 model. The red parts of the model below are parts
differing from the model in 5.5. These differences are the same as the ones identified by
the comparison of the previous model and its predecessor. The first three constraints are
taken in the same way as in problem 5.3. We obtain:
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus −
∑
k(ck · xk)−
∑
k1(dk1 · δk1)
s. t. ∑
k(AIcus,k · xk) = βIcus − αIcus · gIcus, Icus = 1, 2, . . . 14,∑
k(AIpla,k · xk) = bIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
xk1 ≤ (∑Ipla−bIpla) · δk1, ∀k1,
xk ≥ 0, k = 1, 2, . . . 24,
δk1 ∈ {0, 1}, ∀k1,
gIcus ≥ 0, Icus = 1, 2, . . . 14,
l ≤ gIcus, Icus = 1, 2, . . . 14,
gIcus ≤ u, Icus = 1, 2, . . . 14.
(5.17)
In solution of this task we can see a few differences in comparison with 5.5. To be more
concrete, let’s focus for example on the supplying of the customer 11. Here it is due to
reduction of lower bound of possible demands (from 10 to 9). Optimal cost g11 = 70,
delivered units to this customer is 9. For building edge 16− 11 must be satisfied:
d16−11 · δ16−11 + x16−11 · c16−11 < d16−17 · δ16−17 + x16−17 · c16−17 + x17−11 · c17−11,
where the left side means cost of building the new edge plus cost of transporting on this
edge and the right side means cost of building the new edge plus sum of transporting costs
on this edge plus cost of transprting on the existing edge, where x16−17 here means only
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units of item for customer 11 (in general in this variable are all units for all customers
going on this edge). And so this condition is satisfied only if δ16−11 = 0. The final solution:
VARIABLE x.L quantum of transport (edge k)
1-9 9.648, 1-14 9.573, 3-7 9.000, 4-30 24.660,
8-12 9.000, 15-3 27.144, 15-10 11.643, 15-23 58.213,
16-17 42.055, 16-29 54.945, 17-11 9.000, 17-24 10.100
17-27 22.955, 23-1 37.649, 23-6 9.000, 23-13 11.564,
24-10 10.100, 27-8 22.955, 29-4 40.740, 29-5 14.205,
30-2 24.660,
VARIABLE z.L = 7121.826 total cost,
VARIABLE g.L
1 46.430, 2 38.680, 3 49.680, 4 41.680, 5 49.180,
6 70.000, 7 70.000, 8 50.180, 9 65.680, 10 41.680,
11 70.000, 12 70.000, 13 57.180, 14 66.180.
Figure 5.10: The graph of result of Task 7.
We note that the sequence of results of examples 5.2, 5.5, 5.9 and 5.12 has an increasing
(progressing) trend. The same trends can be observed in others parts of this chapter
(examples of WS or examples or HN approaches).
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5.13 Transportation model with AE and DP solved by
WS approach
This model is an extension of 5.6 and 5.12. The red parts highlight the differences ob-
served with the model in 5.6. We change the same parts of the model as previously. We
obtain:
∀s, where s = 1, 2, . . . , 5 :
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus −
∑
k(ck · xk)−
∑
Ipla(q
−
Ipla · y−Ipla)
−∑Icus(q+Icus · y+Icus)−∑k1 dk1 · δk1
s. t. ∑
k(AIcus,k · xk) + y+Icus = βIcus − αIcus · gIcus, Icus = 1, 2, . . . 14,∑
k(AIpla,k · xk)− y−Ipla = proIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
y+Icus ≤ demIcus, Icus = 1, 2, . . . 14,
xk1 ≤ ∑Ipla(−proIpla) · δk1, ∀k1,
δk1 ∈ {0, 1}, ∀k1,
xk ≥ 0, k = 1, 2, . . . 24,
y+Icus, y
−
Icus ≥ 0, Icus = 1, 2, . . . 14,
gIcus ≥ 0, Icus = 1, 2, . . . 14,
l ≤ gIcus, Icus = 1, 2, . . . 14,
gIcus ≤ u, Icus = 1, 2, . . . 14.
(5.18)
Sample of solution for scenario 1:
VARIABLE x.L quantum of transport (edge k)
1-9 10.287, 1-14 10.212, 3-7 9.612, 4-30 26.789,
8-12 9.000, 15-3 29.672, 15-10 12.083, 15-23 62.045,
16-17 44.597, 16-29 59.203, 17-11 9.000, 17-24 11.577
17-27 24.020, 23-1 40.630, 23-6 9.000, 23-13 12.416,
24-10 11.577, 27-8 24.020, 29-4 43.934, 29-5 15.270,
30-2 26.789,
VARIABLE yplus.L kompenzacni rozhodnuti
( ALL 0.000 ),
VARIABLE yminus.L kompenzacni rozhodnuti
( ALL 0.000 ),
VARIABLE z.L = 6796.705 total cost,
VARIABLE g.L
1 42.172, 2 34.422, 3 45.422, 4 37.422, 5 44.922,
6 70.000, 7 65.922, 8 45.922, 9 61.422, 10 37.422,
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11 70.000, 12 70.000, 13 52.922, 14 61.922
and the others values of objective functions
VARIABLE z.L = 6694.913 total cost,
VARIABLE z.L = 8050.425 total cost,
VARIABLE z.L = 7420.793 total cost,
VARIABLE z.L = 8033.932 total cost
and the final value
PARAMETER zz = 7399.354 final obejctive value.
5.14 Transportation model with AE and DP solved by
HN approach
This model is an extension of 5.7 and 5.12. The red parts of the following model are
differing to the model in 5.7.
max
∑
Icus(
∑
k(AIcus,k · xk)) · gIcus −
∑
k(ck · xk)
−∑s(ps · (∑Icus(q−Icus · y−Icus,s + q+Icus · y+Icus,s)))−∑k1 dk1 · δk1
s. t. ∑
k(AIcus,k · xk) + (y+Icus,s − y−Icus,s) = βIcus,s − αIcus,s · gIcus, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,∑
k(AIpla,k · xk) = proIpla, Ipla = 15, 16,∑
k(AInod,k · xk) = 0, Inod = 17, 18, . . . 30,
y+Icus,s ≤ demIcus,s, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,
xk1 ≤ ∑Ipla(−proIpla) · δk1, ∀k1,
δk1 ∈ {0, 1}, ∀k1,
xk ≥ 0, k = 1, 2, . . . 24,
y+Icus,s, y
−
Icus,s ≥ 0, Icus = 1, 2, . . . 14,
s = 1, 2, . . . 5,
gIcus ≥ 0, Icus = 1, 2, . . . 14,
l ≤ gIcus, Icus = 1, 2, . . . 14,
gIcus ≤ u, Icus = 1, 2, . . . 14.
(5.19)
The complete solution:
VARIABLE yminus.L
1 2 3 4 5
1 0.850 0.566 0.425 0.991
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2 1.201 6.004 4.803 3.602
3 3.375 0.562 1.687
4 5.460 8.189 5.460 4.550
5 5.129 3.078 1.026 4.103
6 2.018 1.816 1.413 0.605
8 2.379 1.427 4.282 2.855
9 5.251 4.595 2.626
10 2.868 2.294 4.015 1.721
11 4.291 2.145 1.430 3.576
12 5.367 4.174 1.193 2.981
13 3.990 2.850 5.700
14 2.958 0.592 3.550,
VARIABLE yplus.L
5
3 1.125,
VARIABLE x.L quantum of transport (edge k)
1-9 16.220, 1-14 13.733, 3-7 9.000, 4-30 22.209,
8-12 15.559, 15-3 23.062, 15-10 14.162, 15-23 66.576,
16-11 14.006, 16-17 29.317, 16-29 60.477, 17-27 29.317
23-1 40.086, 23-6 11.220, 23-13 15.270, 27-8 29.317,
29-4 41.218, 29-5 19.258, 30-2 22.209,
VARIABLE z.L = 5766.666 total cost,
VARIABLE g.L
1 67.168, 2 45.983, 3 58.751, 4 51.802, 5 49.483,
6 65.963, 7 70.000, 8 60.483, 9 56.872, 10 58.529,
11 55.698, 12 58.074, 13 58.600, 14 58.168.
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Figure 5.11: Comparison of graphs (HN and 5 scenarios of WS).
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6 Conclusion
At first, we introduced basic concepts required for the implementation of stochastic pro-
gramming to the logistic models (see chapters 2, 3 and 4), later applied in Chapter 5.
We used graph theory from Chapter 2 to describe (not only graphically) all implemented
models. In Chapter 3 we introduced the concepts related to optimization included linear,
integer and stochastic programming. The latest is very important in this work, as our aim
was to describe logistic models under uncertainty and consequently to achieve a relevant
stochastic programming to logistic models. To do so, we also introduced basic concepts of
logistic systems in Chapter 4 and used graph theory and optimization to complete the de-
scription of our models. Finally, in Chapter 5, all the previous chapters were implemented
and studied. Starting with a simple transportation model, which was deterministic and
balanced, we extended it step by step towards a more complicated model with an increas-
ing level of uncertainty and complexity (adding new edges, etc).
In the following table we can see the comparison of all applied models.
Figure 6.1: Comparison of all applications.
It is clear the we have improved step by step the transportation model by applying the
used methods. The values in the column optimum related to column model are not
necessarily greater than the values related to WS models, because in WS models we
consider 5 scenarios. It means that the first scenario has not so good result as the others
(in contrast to average of them). We can also observe that the WS results are better than
related HN results as it has to be by theory (both of them have 5 possible scenarios, so
this comparison is much more objective). Wider discussion about comparison of these
two approaches may reader find in [26].
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7 List of used symbols
a(i) number of units available at source i
A node-arc incidence matrix
b(j) number of units required at destination j
dk1 cost of building a new edge k1
ci,j unit of transportation cost from source i to destination j
dem(Icus) demand of customer Icus
f(x) objective function
g fixed or dynamic price - in applications
g(x) constraint in inequational form - in theory
h(x) constraint in equational form
l lower bound
pro(Ipla) production capacity of plant Ipla
u upper bound
x(j) variable
X set of feasible solutions
z value of objective function
zz final value of ojective function for WS approach
y−, y+ overproduction, missing item
α, β coefficients of linear dependency
δk1 decision variable (values 0 and 1) - related with problem of location
ω random event
ξ random vector
R, Rn set of real numbers, n-dimensional real space
(Ω,F , P ) probability space
61
A Appendix
A.1 GAMS
The General Algebraic Modeling System (GAMS) is a high-level modeling system for
mathematical programming and optimization. It consists of a language compiler and a
stable of integrated high-performance solvers. GAMS is tailored for complex, large scale
modeling applications, and allows you to build large maintainable models that can be
adapted quickly to new situations.
On the figure below is the sample of code in this programming language, it is part of code,
which is introduce in next section.
Figure A.1: Software GAMS
I use this software as generator and as solver. Reader can find more information about
its use on the software website.
A.2 Generation of a logistic network
In order to generate data file, I use software GAMS (see [7], [27] or section A.1). As I
want to approximate a real model, I need to have some knowledges about the distribution
of nodes, about their connections and so on.
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As I said above, at first I need to generate sets of nodes and edges. In my problem these
nodes translate into plants and customers. I realize the generation of nodes by uniform
distribution. It means that each point of the area has the same probabilty of realizing
(see section A.3). I choose i = 1, 2, . . . , 30 as set of indexes of nodes (we obtain 30 nodes)
and each this node has X and Y coordinate. I choose number of customers and plants
as well: c1 = 14, c2 = 2. In this section I also introduce implementing to GAMS. So this
part represents the code in GAMS:
Option Seed=6;
Scalar n number of nodes /30/;
Sets i /1*30/
k / Xcoor, Ycoor /;
Parameter Node(i,k);
Node(i,k) = uniform(0,100);
Sets Icus(i) index of customers,
Ipla(i) index of plants;
Scalars c1 number of customers /14/
c2 number of plants /2/;
If we generate random numbers in GAMS, there are always the same numbers. Because
of this we use command Option Seed=6, what means, that we have random numbers from
Seed=6. I chose this seed experimentally.
After this we need to create special sets for customers and plants. It is represented by
command Sets and these sets (sets of indexes) are subsets of set i.
At this moment we have defined empty sets of customers and plants. So by loops we assign
corectly these sets. So in the set Icus we have values 1, 2, . . . , 14 and in the set Ipla values
15, 16. Then we need matrixes of cost of building new edges and of transportation cost.
The transportation cost matrix is assigned as Tcost and matrix of cost of building new
edges is called Cost. Both of them are dependent on distance between two points.
Loop(i,
if(ord(i) <= c1,
Icus(i)=Yes));
Loop(i,
if(ord(i) > c1,
if(ord(i) <= c1+c2,
Ipla(i)=Yes)));
Alias(i,i1);
Parameters Pcost(i,i);
Pcost(i,i1) = Uniformint(5,10);
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Loop(i,
Pcost(i, i) = 0;
Loop(i1,
if(ord(i) > ord(i1), Pcost(i, i1) = Pcost(i1, i))));
parameter Cost(i,i);
Cost(i,i1) = Pcost(i,i1) * sqrt[{(Node(i,"Xcoor")-Node(i1,"Xcoor"))} *
{Node(i,"Xcoor")-Node(i1,"Xcoor")}*{Node(i,"Xcoor")-Node(i1,"Xcoor")}*
Node(i,"Xcoor")-Node(i1,"Xcoor")} +(Node(i,"Ycoor")-Node(i1,"Ycoor"))*
(Node(i,"Ycoor")-Node(i1,"Ycoor"))*(Node(i,"Ycoor")-Node(i1,"Ycoor"))*
Node(i,"Ycoor")-Node(i1,"Ycoor"))]/100;
parameter Tcost(i,i1);
Tcost(i,i1) = 5 * sqrt[{(Node(i,"Xcoor")-Node(i1,"Xcoor"))} *
{Node(i,"Xcoor")-Node(i1,"Xcoor")}*{Node(i,"Xcoor")-Node(i1,"Xcoor")}*
{Node(i,"Xcoor")-Node(i1,"Xcoor")} +(Node(i,"Ycoor")-Node(i1,"Ycoor"))*
(Node(i,"Ycoor")-Node(i1,"Ycoor"))*(Node(i,"Ycoor")-Node(i1,"Ycoor"))*
(Node(i,"Ycoor")-Node(i1,"Ycoor"))]/200;
Now we have coordinates of 30 points, indexes of customers and of plants (the others are
traffic nodes) and these two matrixes Cost and Tcost. To complete our logistics network,
we still need to determine a set of edges. We want to obtain a connected and planar
graph. According to these requirements (and according to a few points in chapter 4) I set
a network which is shown below.
I use software MATLAB as graphical solver for my models.
Figure A.2: The our original logistic network.
On these data we will apply all our following models.
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A.3 Uniform distribution
This distribution is used in my applications, because I need to generate random values.
This distribution has both discrete and continuous distributions.
A.3.1 Continuous uniform distribution
The probability density function of this distribution is:
f(x) =
{
1
b−a for a ≤ x ≤ b
0 for x < a or x > b
(A.1)
So, inside this interval (a, b) is the function constant and outside is zero.
The cumulative distribution function:
f(x) =

0 for x < a
x−a
b−a for a ≤ x < b
1 for x ≥ b
(A.2)
So, inside this interval (a, b) is the function linear and outside is constant (zero or one).
A.3.2 Discrete uniform distribution
The probability mass function of this distribution is:
p(x) =
{
1
n
for a ≤ k ≤ b
0 for k < a or k > b
(A.3)
The cumulative distribution function:
f(x) =

0 for k < a
k−a+1
n
for a ≤ k ≤ b
1 for k > b
(A.4)
where n is number of values.
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Graphs of customers from example 5.13.
Figure B.1: Plot of customer 1 and its 5 particular scenarios.
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Graphs of customers from example 5.14.
Figure C.1: Plot of customers 1-6.
67
Figure C.2: Plot of customers 7-12.
68
Figure C.3: Plot of customers 13 and 14.
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D Appendix
D.1 What is on the CD?
The CD is attached and contains
- the thesis in PDF format
/HrabecDusan thesis.pdf ;
- generation of the logistic network A.2
/Generating;
- implementation of transportation model 5.2
/Model5.2;
- implementation of transportation model solved by WS approach 5.3
/Model5.3;
- implementation of transportation model solved by HN approach 5.4
/Model5.4;
- implementation of transportation model with AE 5.5
/Model5.5;
- implementation of transportation model with AE solved by WS approach 5.6
/Model5.6;
- implementation of transportation model with AE solved by HN approach 5.7
/Model5.7;
- implementation of transportation model with DP 5.9
/Model5.9;
- implementation of transportation model with DP solved by WS approach 5.10
/Model5.10;
- implementation of transportation model with DP solved by HN approach 5.11
/Model5.11;
- implementation of transportation model with AE and DP 5.12
/Model5.12;
- implementation of transportation model with AE and DP solved by WS approach
5.13
/Model5.13;
- implementation of transportation model with AE and DP solved by HN approach
5.14
/Model5.14;
where  denotes your CD-ROM drive.
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