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P-ADIC ELLIPTIC QUADRATIC FORMS, PARABOLIC-TYPE
PSEUDODIFFERENTIAL EQUATIONS WITH VARIABLE
COEFFICIENTS, AND MARKOV PROCESSES.
O. F. CASAS-SA´NCHEZ AND W. A. ZU´N˜IGA-GALINDO
Abstract. In this article we study the Cauchy problem for a new class of
parabolic-type pseudodifferential equations with variable coefficients for which
the fundamental solutions are transition density functions of Markov processes
in the four dimensional vector space over the field of p-adic numbers.
1. Introduction
The stochastic processes over the p-adics, or more generally over ultrametric
spaces, have attracted a lot of attention during the last thirty years due to their
connections with models of complex systems, such as glasses and proteins, see
e.g. [2], [3], [4], [6], [10], [13], [14], [15], [23], [22], and the references therein. In
particular, the Markov stochastic process over the p-adics whose transition density
functions are fundamental solutions of pseudodifferential equations of parabolic-
type have appeared in several new models of complex systems. In [12, Chapters 4,
5] A. N. Kochubei presented a general theory for one-dimensional parabolic-type
pseudodifferential equations with variable coefficients, whose fundamental solutions
are transition density functions for Markov processes in the p-adic line. Taking into
account the physical motivations before mentioned, it is natural to try to develop
a general n-dimensional theory for pseudodifferential equations of parabolic-type
over the p-adics. In this article using the results of [5]-[12, Chapter 4] we present
four-dimensional analogs of the pseudodifferential equations of parabolic-type with
variable coefficients studied by A. N. Kochubei in [12], see also [11]. We should
mention that other types of n-dimensional pseudodifferential equations have bee
studied in [23], [24], [18], [9], [21], [6], among others. To explain the novelty of our
contribution, we begin by saying that the theory developed in [12] depends heavily
on an explicit formula for the Fourier transform of the Riesz kernel associated
to the symbol of the Vladimirov pseudodifferential operator. It turns out, that
this formula is a particular case of the functional equation satisfied for certain
local zeta functions (i.e. distributions in an arithmetical framework) attached to
quadratic forms. This functional equation was established by S. Rallis and G.
Schiffmann in [17], see also the references cited in [5]. In [5] the authors studied
the Riesz kernels and pseudodifferential operators associated to elliptic quadratic
forms of dimensions two and four. Among several results, we determined explicit
formulas for the Fourier transform of the Riesz kernels. In this article we use these
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results jointly with classical techniques for parabolic equations to study the Cauchy
problem for a new class of parabolic-type pseudodifferential equations for which the
fundamental solutions are transition density functions of Markov processes in the
four dimensional vector space over the field of p-adic numbers.
The article is organized as follows. In Section 2, we fix the notation and collect
some results about Riesz kernels associated to elliptic quadratic forms of dimension
four. In Section 3 we introduce the heat kernels and certain pseudodifferential op-
erators attached to elliptic quadratic forms and show some basic results needed for
the other sections. In Section 5 we study the Cauchy problem for pseudodifferential
equations with constant coefficients, see Theorem 5.1. In Section 6 we study the
existence and uniqueness of the Cauchy problem for pseudodifferential equations
with variable coefficients, see Theorems 6.3, 6.4, we also discuss the probabilistic
meaning of the fundamental solutions, see Theorem 6.5.
2. Preliminaries
In this section we fix the notation and collect some basic results on p-adic analysis
that we will use through the article. For a detailed exposition on p-adic analysis
the reader may consult [1], [20], [22].
2.1. The field of p-adic numbers. Along this article p will denote a prime num-
ber different from 2. The field of p−adic numbers Qp is defined as the completion
of the field of rational numbers Q with respect to the p−adic norm | · |p, which is
defined as
|x|p =
{
0 if x = 0
p−γ if x = pγ
a
b
,
where a and b are integers coprime with p. The integer γ := ord(x), with ord(0) :=
+∞, is called the p−adic order of x. We extend the p−adic norm to Qnp by taking
||x||p := max
1≤i≤n
|xi|p, for x = (x1, . . . , xn) ∈ Q
n
p .
We define ord(x) = min1≤i≤n{ord(xi)}, then ||x||p = p
−ord(x). Any p−adic number
x 6= 0 has a unique expansion x = pord(x)
∑∞
j=0 xjp
j , where xj ∈ {0, 1, 2, . . . , p− 1}
and x0 6= 0. By using this expansion, we define the fractional part of x ∈ Qp,
denoted {x}p, as the rational number
{x}p =
{
0 if x = 0 or ord(x) ≥ 0
pord(x)
∑−ord(x)−1
j=0 xjp
j if ord(x) < 0.
For γ ∈ Z, denote by Bnγ (a) = {x ∈ Q
n
p : ||x − a||p ≤ p
γ} the ball of radius
pγ with center at a = (a1, . . . , an) ∈ Q
n
p , and take B
n
γ (0) := B
n
γ . Note that
Bnγ (a) = Bγ(a1) × · · · × Bγ(an), where Bγ(ai) := {x ∈ Qp : |x − ai|p ≤ p
γ} is the
one-dimensional ball of radius pγ with center at ai ∈ Qp. The ball B
n
0 (0) is equals
the product of n copies of B0(0) := Zp, the ring of p−adic integers. We denote by
Ω(‖x‖p) the characteristic function of B
n
0 (0). For more general sets, say Borel sets,
we use 1A (x) to denote the characteristic function of A.
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2.2. The Bruhat-Schwartz space and Fourier transform. A complex-valued
function ϕ defined on Qnp is called locally constant if for any x ∈ Q
n
p there exist an
integer l(x) such that
(2.1) ϕ(x + x′) = ϕ(x) for x′ ∈ Bnl(x).
A function ϕ : Qnp → C is called a Bruhat-Schwartz function (or a test function) if it
is locally constant with compact support. The C-vector space of Bruhat-Schwartz
functions is denoted by S(Qnp ) := S. For ϕ ∈ S(Q
n
p ), the largest of such number
l = l(ϕ) satisfying (2.1) is called the exponent of local constancy of ϕ.
Let S′(Qnp ) := S
′ denote the set of all functionals (distributions) on S(Qnp ). All
functionals on S(Qnp ) are continuous.
Set χ(y) = exp(2pii{y}p) for y ∈ Qp. The map χ(·) is an additive character
on Qp, i.e. a continuos map from Qp into the unit circle satisfying χ(y0 + y1) =
χ(y0)χ(y1), y0, y1 ∈ Qp.
Given ξ = (ξ1, . . . , ξn) and x = (x1, . . . , xn) ∈ Q
n
p , we set ξ · x :=
∑n
j=1 ξjxj .
The Fourier transform of ϕ ∈ S(Qnp ) is defined as
(Fϕ)(ξ) =
∫
Qnp
χ(−ξ · x)ϕ(x)dnx for ξ ∈ Qnp ,
where dnx is the Haar measure on Qnp normalized by the condition vol(B
n
0 ) = 1.
The Fourier transform is a linear isomorphism from S(Qnp ) onto itself satisfying
(F(Fϕ))(ξ) = ϕ(−ξ). We will also use the notation Fx→ξϕ and ϕ̂ for the Fourier
transform of ϕ.
The Fourier transform F [f ] of a distribution f ∈ S′
(
Qnp
)
is defined by
(F [f ] , ϕ) = (f,F [ϕ]) for all ϕ ∈ S
(
Qnp
)
.
The Fourier transform f → F [f ] is a linear isomorphism from S′
(
Qnp
)
onto S′
(
Qnp
)
.
Furthermore, f = F [F [f ] (−ξ)].
2.3. Elliptic Quadratic Forms and Riesz Kernels. We set
f(x) = x21 − ax
2
2 − px
2
3 + apx
2
4, f
◦ (ξ) = apξ21 − pξ
2
2 − aξ
2
3 + ξ
2
4
with a ∈ Z a quadratic non-residue module p. The form f(x) is elliptic, i.e. f(x) =
0 ⇔ x = 0, and f◦ (ξ) = apf
(
ξ1
1 ,
ξ2
−a ,
ξ3
−p ,
ξ4
ap
)
, hence f◦ (ξ) is also elliptic. The
following estimate will be used frequently along the article: there exist positive
constants A, B such that
(2.2) B ‖x‖2p ≤ |f (x) |p ≤ A ‖x‖
2
p for any x ∈ Q
n
p ,
c.f. [24, Lemma 1].
The Riesz kernels attached to f and f◦ satisfy the following functional equation:
(2.3)
∫
Q4p\{0}
|f(z)|s−2ϕ̂(z)d4z =
1− ps−2
1− p−s
∫
Q4p\{0}
|f◦ (ξ) |−sp ϕ(ξ)d
4ξ,
for ϕ ∈ S
(
Q4p
)
and s ∈ C, c.f. [5, Proposition 2.8]. For further details about Riesz
kernels attached to quadratic forms we refer the reader to [5].
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Lemma 2.1. If α > 0, then
|f◦(x)|αp =
1− pα
1− p−α−2
∫
Q4p
|f(ξ)|−α−2p [χ(ξ · x)− 1]d
4ξ.
Proof. The formula follows from (2.3) by using the argument given in [12] for Propo-
sition 2.3. 
3. Heat Kernels
We define the heat kernel attached to f◦ as
Z(x, t) := Z(x, t; f◦, α, κ) =
∫
Q4p
χ(ξ · x)e−κt|f
◦(ξ)|αp d4ξ
for x ∈ Q4p, t > 0, α > 0, and κ > 0. When considering Z(x, t) as a function of
x for t fixed we will write Zt(x). The heat kernels considered in this article are a
particular case of those studied in [24].
Given M ∈ Z, we set
Z
(M)
t (x) :=
∫
Q4p
Ω(p−M ||ξ||p)χ(ξ · x)e
−κt|f◦(ξ)|αp d4ξ
for x ∈ Q4p, t > 0, α > 0, and κ > 0. Taking into account that∣∣∣Ω(p−M ||ξ||p)χ(ξ · x)e−κt|f◦(ξ)|αp ∣∣∣ ≤ e−κt|f◦(ξ)|αp ≤ e−κtBα||ξ||2αp ∈ L1(Q4p),
c.f. (2.2), the Dominated Convergence Theorem implies that
lim
M→∞
Z
(M)
t (x) = Zt(x) for x ∈ Q
4
p and for t > 0.
Proposition 3.1. For x, ξ ∈ Q4p \ {0} the following assertions hold:
(i) |f(x+ ξ)|p = |f(x)|p, for ||ξ||p < p
−1||x||p;
(ii) Z(x, t) =
∑∞
m=1
(−1)m
m!
(
1−pαm
1−p−αm−2
)
κmtm|f(x)|−αm−2p ;
(iii) Z(x+ ξ, t) = Z(x, t), for ||ξ||p< p
−1||x||p;
(iv) Z(x, t) ≥ 0, for x ∈ Q4p and t > 0.
Proof. (i) Set x = pord(x)u, ξ = pord(ξ)v with ||u||p = ||v||p = 1. Then
|f(x+ ξ)|p = |f(p
ord(x)u+ pord(ξ)v)|p = |p
2ord(x)f(u+ pord(ξ)−ord(x)v)|p
= p−2ord(x)|f(u) + pord(ξ)−ord(x)A|p
for some A ∈ Zp. Note that |f(u)|p ∈ {1, p
−1}, then for ord(ξ) − ord(x) > 1,
|f(u) + pord(ξ)−ord(x)A|p = |f(u)|p and
|f(x+ ξ)|p = p
−2ord(x)|f(u)|p = |p
2ord(x)f(u)|p = |f(x)|p.
(ii) By using the Taylor expansion of ex and Fubini’s Theorem, Z
(M)
t (x) can be
rewritten as
Z
(M)
t (x) =
∞∑
m=0
(−1)m
m!
κmtm
∫
Q4p
Ω(p−M ||ξ||p)χ(ξ · x)|f
◦(ξ)|mαp d
4ξ.
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By using (2.3) with m 6= 0, we have
IM :=
∫
Q4p
Ω(p−M ||ξ||p)χ(ξ · x)|f
◦(ξ)|mαp d
4ξ
=
1− pαm
1− p−αm−2
∫
Q4p
Fξ→z
[
Ω(p−M ||ξ||p)χ(ξ · x)
]
|f(z)|−mα−2p d
4z
=
1− pαm
1− p−αm−2
p4M
∫
Q4p
Ω(pM ||x− z||p)|f(z)|
−mα−2
p d
4z.
We now use the fact that x 6= 0 is fixed, and take M > 1 + ord(x), changing
variables as z = x− pMy in IM , and using (i), we have
IM =
1− pαm
1− p−αm−2
∫
Q4p
Ω(||y||p)|f(x− p
My)|−mα−2p d
4y
=
1− pαm
1− p−αm−2
|f(x)|−mα−2p
∫
Q4p
Ω(||y||p)d
4y =
1− pαm
1− p−αm−2
|f(x)|−mα−2p .
On the other hand, for m = 0,
lim
M→∞
∫
Q4p
Ω(p−M ||ξ||p)χ(ξ · x)d
4ξ = 0.
Therefore
Z(x, t) =
∞∑
m=1
(−1)m
m!
κmtm
(
1− pαm
1− p−αm−2
)
|f(x)|−mα−2p for x ∈ Q
4
p \ {0}.
(iii) It is consequence of (ii) and (i).
(iv) See [24, Theorem 2]. 
Proposition 3.2. The following assertions hold for any x ∈ Q4p, t > 0:
(i) there exists a positive constant C1 such that Z(x, t) ≤ C1t(t
1/2α + ||x||p)
−2α−4;
(ii) Z(·, t) ∈ C1 ((0,∞) ,R) and
∂Z(x, t)
∂t
= −κ
∫
Q4p
|f◦(η)|αp e
−κt|f◦(η)|αχ(x · η)d
4
η;
(iii) there exists a positive constant C2 such that∣∣∣∣∂Z(x, t)∂t
∣∣∣∣ ≤ C2 (t1/2α + ||x||p)−2α−4.
Proof. (i) We first consider the case in which t||x||−2αp ≤ 1, then by Proposition 3.1
(ii)-(iv) and by (2.2),
Z(x, t) ≤ |f(x)|−2p
∞∑
m=1
Cm0
m!
(t|f(x)|−αp )
m ≤ B−2||x||−4p
∞∑
m=1
(C0B
−α)m
m!
(t||x||−2αp )
m
= B−2||x||−4p
(
eC0B
−αt||x||−2αp − 1
)
≤ Ct||x||−2α−4p .
6 O. F. CASAS-SA´NCHEZ AND W. A. ZU´N˜IGA-GALINDO
We now consider the case in which t > 0. Take k to be an integer satisfying
pk−1 ≤ t
1
2α ≤ pk. Then by Proposition 3.1 (iv), and by (2.2),
|Z(x, t)| = Z(x, t) ≤
∫
Q4p
e−κt|f
◦(ξ)|αp d4ξ ≤
∫
Q4p
e−C0t||ξ||
2α
p d4ξ
≤
∫
Q4p
e
−C0‖p1−kξ‖
2α
p d4ξ ≤ p−4k−k
∫
Q4p
e−C0||η||
2α
d4η ≤ Ct−2/α.
By combining the above inequalities, see for instance the end of the proof of Propo-
sition 4.5, we get the announced result.
(ii) The formula for
∂Z(x, t)
∂t
is obtained by a straightforward calculation. The
continuity of Z(·, t) is obtained from the formula for
∂Z(x, t)
∂t
by using the Domi-
nated Convergence Theorem. (iii) This part is proved in the same way as (i). 
The first part of Proposition 3.2 is a particular case of Theorem 1 in [24]. We
include this proof here due to two reasons: first, it shows a very deep connection
between the functional equation (2.3) and the heat kernels; second, we use this
technique for bounding several types of oscillatory integrals in this article.
Corollary 3.3. (i)
∫
Q4p
Zt(x)d
4x = 1 for t > 0; (ii) Zt(x) ∈ L
ρ for t > 0 and for
1 ≤ ρ ≤ ∞.
4. Some Results on Operators of type f(∂, α)
4.1. The space Mλ. We denote by Mλ, λ ≥ 0, the C-vector space of locally
constant functions ϕ(x) on Q4p such that |ϕ(x)| ≤ C(1 + ||x||
λ), where C is a
positive constant. If the function ϕ depends also on a parameter t, we shall say
that ϕ ∈Mλ uniformly with respect to t, if its constant C and its exponent of local
constancy do not depend on t.
Lemma 4.1. If ϕ ∈M2λ, with 0 ≤ λ < α and α > 0, then
lim
t→0+
∫
Q4p
Z(x− ξ, t)ϕ(ξ)d4ξ = ϕ(x).
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Proof. By Corollary 3.3 (i) and Proposition 3.2 (i), and the fact that ϕ is locally
constant,
I :=
∣∣∣∣∣∣∣
∫
Q4p
Z(x− ξ, t)ϕ(ξ)d4ξ − ϕ(x)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∫
Q4p
Z(x− ξ, t)[ϕ(ξ) − ϕ(x)]d4ξ
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫
‖x−ξ‖p≥p
L
Z(x− ξ, t)[ϕ(ξ) − ϕ(x)]d4ξ
∣∣∣∣∣∣∣
≤ C1t
∫
‖x−ξ‖p≥p
L
(t1/2α + ||x− ξ||p)
−2α−4 |ϕ(ξ)− ϕ(x)| d4ξ
= C1t
∫
‖z‖p≥p
L
(t1/2α + ||z||p)
−2α−4 |ϕ(x − z)− ϕ(x)| d4z.
By applying the triangle inequality in the last integral and noticing that
|ϕ(x)|
∫
‖z‖p≥p
L
(t1/2α + ||z||p)
−2α−4d4ξ ≤ |ϕ(x)|
∫
‖z‖p≥p
L
||z||−2α−4p d
4ξ ≤ C0 |ϕ(x)| ,
and ∫
‖z‖p≥p
L
(t1/2α + ||z||p)
−2α−4||z||2λp d
4ξ ≤
∫
‖z‖p≥p
L
||z||p
−2α+2λ−4d4z <∞,
we have
lim
t→0+
I ≤ (C1 + C2 |ϕ(x)|) lim
t→0+
t = 0.

4.2. The Operator f(∂, α). Given α > 0, we define the pseudodifferential opera-
tor with symbol |f◦ (ξ)|αp by
S
(
Q4p
)
→ C
(
Q4p
)
∩ L2
(
Q4p
)
ϕ → (f (∂, α)ϕ) (x) = F−1ξ→x
(
|f◦ (ξ)|
α
p Fx→ξϕ
)
.
This operator is well-defined since |f◦ (ξ)|
α
p Fx→ξϕ ∈ L
1
(
Q4p
)
∩ L2
(
Q4p
)
. By [5,
Proposition 3.4 (iv)],
(4.1) (f (∂, α)ϕ) (x) =
1− pα
1− p−α−2
∫
Q4p
ϕ(x − y)− ϕ(x)
|f(y)|α+2p
d4y,
for ϕ ∈ S
(
Q4p
)
. The operator f (∂, α) can be extended to any locally constant
functions ϕ (x) satisfying
(4.2)
∫
‖x‖p≥p
m
|ϕ(x)|
|f(x)|α+2p
d4x <∞ for some m ∈ Z,
c.f. [5, Lemma 4.1].
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Note that
Z
(M)
t (x) =
∫
||η||p≤pM
χ(x · η)e−κt|f
◦(η)|αp d
4
η, with M ∈ N
is a locally constant and bounded function, c.f. Proposition 3.2. Furthermore, by
Proposition 3.2 and (2.2), Z
(M)
t (x) satisfies condition (4.2), for t > 0.
Lemma 4.2.
(4.3) (f(∂, γ)Z
(M)
t )(x) =
∫
||η||p≤pM
χ(x · η)|f◦(η)|γpe
−at|f◦(η)|αp d4η,
for M ∈ N and for t > 0.
Proof. Note that if ||ξ||p ≤ p
−M , then Z
(M)
t (x − ξ) = Z
(M)
t (x). In addition, since
Z
(M)
t (x) satisfies condition (4.2), we can use formula (4.1) to compute (f(∂, γ)Z
(M)
t )(x)
as follows:
(f(∂, γ)Z
(M)
t )(x) =
1− pγ
1− p−γ−2
∫
Q4p
|f(ξ)|−γ−2p
[
Z
(M)
t (x− ξ)− Z
(M)
t (x)
]
d4ξ
=
1− pγ
1− p−γ−2
∫
||ξ||p>p−M
|f(ξ)|−γ−2p
[
Z
(M)
t (x− ξ)− Z
(M)
t (x)
]
d4ξ
+
1− pγ
1− p−γ−2
∫
||ξ||p≤p−M
|f(ξ)|−γ−2p
[
Z
(M)
t (x− ξ)− Z
(M)
t (x)
]
d4ξ
=
1− pγ
1− p−γ−2
∫
||ξ||p>p−M
|f(ξ)|−γ−2p
[
Z
(M)
t (x− ξ)− Z
(M)
t (x)
]
d4ξ
=
1− pγ
1− p−γ−2
∫
||ξ||p>p−M
|f(ξ)|−γ−2p
∫
||η||p≤pM
e−at|f
◦(η)|αpχ(x · η)[χ(ξ · η)− 1]d4ηd4ξ
=
1− pγ
1− p−γ−2
∫
||η||p≤pM
e−at|f
◦(η)|αpχ(x · η)
∫
||ξ||p>p−M
|f(ξ)|−γ−2p [χ(ξ · η)− 1]d
4ξd4η
=
1− pγ
1− p−γ−2
∫
||η||p≤pM
e−at|f
◦(η)|αp χ(x · η)

∫
Q4p
|f(ξ)|−γ−2p [χ(ξ · η)− 1]d
4ξ
 d4η
=
∫
||η||p≤pM
|f◦(η)|γpe
−at|f◦(η)|αpχ(x · η)d4η, c.f. Lemma 2.1.

By Proposition 3.1 (iii) and Proposition 3.2 (i), (f(∂, γ)Zt)(x) is well-defined for
x 6= 0 and for 0 < γ ≤ α.
Proposition 4.3.
(4.4) (f(∂, γ)Zt)(x) =
∫
Q4p
|f◦(η)|γpe
−κt|f◦(η)|αχ(x · η)d4η, for 0 < γ ≤ α, t > 0.
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Proof. By (2.2), |f◦(·)|γpe
−κt|f◦(·)|αp ∈ L1
(
Q4p
)
for t > 0, then from (4.3), by the
Dominated Convergence Theorem, we obtain
(4.5) lim
M→∞
(f(∂, γ)Z(M))(x, t) =
∫
Q4p
χ(x · η)|f◦(η)|γpe
−κt|f◦(η)|αp d4η, for t > 0.
On the other hand, fixing an x 6= 0, by Proposition 3.1 (i),
(f(∂, γ)Z
(M)
t )(x) =
1− pγ
1− p−γ−2
∫
||ξ||p>p−1||x||p
|f(ξ)|−γ−2p
[
Z
(M)
t (x − ξ)− Z
(M)
t (x)
]
d4ξ.
Finally, by the Dominated Convergence Theorem and (4.5), we have
lim
M→∞
(f(∂, γ)Z
(M)
t )(x) = (f(∂, γ)Z)(x, t) =
∫
Q4p
χ(x · η)|f◦(η)|γpe
−κt|f◦(η)|αp d4η.
Finally, we note that the right-hand side of (4.4) is continuous at x = 0. 
Corollary 4.4.
∂Z(x,t)
∂t = −κ(f(∂, α)Z)(x, t) for t > 0.
Proof. The formula follows from Propositions 4.3 and 3.2 (ii). 
Proposition 4.5. If 0 < γ ≤ α, then
|(f(∂, γ)Zt)(x)| ≤ C(t
1/2α + ||x||p)
−2γ−4, for x ∈ Q4p and for t > 0.
Proof. By reasoning as in the proof of Proposition 3.1 (ii), we have
(4.6) (f(∂, γ)Zt)(x) =
∞∑
m=1
(−1)m
m!
κmtm
(
1− pαm+γ
1− p−αm−γ−2
)
|f(x)|−mα−γ−2p .
If t||x||−2α ≤ 1, from (4.6) and (2.2), we obtain
(4.7) |(f(∂, γ)Zt)(x)| ≤ |f(x)|
−γ−2
p
∞∑
m=1
Cm
m!
(t|f(x)|−αp )
m ≤ C1||x||
−2γ−4
p .
On other hand, take k such that pk−1 ≤ t1/2α ≤ pk. From (4.4) by using (2.2), we
get
|(f(∂, γ)Zt)(x)| ≤ A
γ
∫
Q4p
||η||2γp e
−κtBα||η||2αp dη ≤ Aγ
∫
Q4p
||η||2γp e
−aBα||p−(k−1)η||2αp dη
= Aγp−4(k−1)−2γ(k−1)
∫
Q4p
||ξ||2γp e
−aBα||ξ||2αp d4ξ ≤ Ct−4−2γ/2α.(4.8)
The announced results follows from inequalities (4.7)-(4.8). Indeed, t||x||−2αp ≤ 1
implies that ||x||p ≥
||x||p
2 +
t1/2α
2 , and hence
||x||−2γ−4p ≤ 2
2γ+4
(
||x||p + t
1/2α
)−2γ−4
.
Now, if t||x||−2α > 1, then t1/2α > t
1/2α
2 +
||x||p
2 and
t−4−2γ/2α < 22γ+4
(
t1/2α + ||x||p
)−2γ−4
.

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Corollary 4.6. ∫
Q4p
(f(∂, γ)Zt)(x)d
4x = 0 for t > 0.
5. The Cauchy problem
Along this section, we fix the domain (Dom (f)) of the operator f(∂, α) to be the
C-vector space of locally constant functions satisfying (4.2), and f(∂, α)ϕ is given
by (4.1) for ϕ ∈ Dom (f). Note that M2λ ⊂ Dom (f) for λ < α.
In this section we study the following Cauchy problem:
(5.1)

∂u(x,t)
∂t + κf(∂, γ)u(x, t) = g(x, t), x ∈ Q
4
p, 0 < t ≤ T,
u(x, 0) = ϕ(x)
where κ > 0, α > 0, T > 0, ϕ ∈ M2λ, g (x, t) ∈ M2λ uniformly in t, 0 ≤
λ < α, g(x, t) is continuous in (x, t), and u : Q4p × [0, T ] → C is an unknown
function. We say that u (x, t) is a solution of (5.1), if u (x, t) is continuous in (x, t),
u (·, t) ∈ Dom (f) for t ∈ [0, T ], u (x, ·) is continuously differentiable for t ∈ (0, T ],
u (x, t) ∈M2λ uniformly in t, and u satisfies (5.1) for all t > 0.
Theorem 5.1. The function
u(x, t) =
∫
Q4p
Z(x− y, t)ϕ(y)d4y +
t∫
0
∫
Q4p
Z(x− y, t− θ)g(y, θ)d4y
 dθ
is a solution of Cauchy problem (5.1).
The proof of the theorem will be accomplished through the following lemmas.
Lemma 5.2. Assume that g ∈M2λ, 0 ≤ λ < α, uniformly with respect to θ. Then
the function
u2(x, t, τ) :=
t∫
τ
∫
Q4p
Z(x− y, t− θ)g(y, θ)d4y
 dθ
belongs to M2λ uniformly with respect to t and τ .
Proof. We first note that u2(x, t, τ) has the same exponent of local constancy as
g, and thus it does not depend on t and τ . We now show that |u2(x, t, τ)| ≤
C0(1 + ||x||
2λ
p ). By Proposition 3.2 (i),
|u2(x, t, τ)| ≤
t∫
τ
∫
Q4p
|Z(x− y, t− θ)||g(y, θ)|d4y
 dθ
≤ C1
t∫
τ
(t− θ)
∫
Q4p
((t− θ)1/2α + ||x− y||p)
−2α−4(1 + ||y||2λp )dy
 dθ.
Now the result follows from the following estimation.
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Assertion([18, Proposition 2]). If b > 0, 0 ≤ λ < 2α, and x ∈ Q4p, then
(5.2)
∫
Q4p
(b+ ||x− ξ||p)
−2α−4
||ξ||2λp d
4ξ ≤ Cb−2α
(
1 + ||x||2λp
)
,
where the constant C does not depend on b or x. 
Lemma 5.3. Assume that g ∈M2λ, 0 ≤ λ < α, uniformly with respect to θ. Then
∂u2 (x, t, τ)
∂t
= g(x, t) +
t∫
τ
∫
Q4p
∂Z(x− ξ, t− θ)
∂t
[g(ξ, θ)− g(x, θ)]d4ξ
 dθ.
Proof. Set
u2,h(x, t, τ) :=
t−h∫
τ
dθ
∫
Q4p
Z(x− ξ, t− θ)g(ξ, θ)d4ξ,
where h is a small positive number. By differentiating uh under the sign of integral
∂u2,h
∂t
=
t−h∫
τ
dθ
∫
Q4p
∂Z(x− ξ, t− θ)
∂t
g(ξ, θ)d4ξ +
∫
Q4p
Z(x− ξ, h)g(ξ, t− h)d4ξ
=
t−h∫
τ
dθ
∫
Q4p
∂Z(x− ξ, t− θ)
∂t
[g(ξ, θ)− g(x, θ)]d4ξ
+
t−h∫
τ
g(x, θ)dθ
∫
Q4p
∂Z(x− ξ, t− θ)
∂t
d4ξ +
∫
Q4p
Z(x− ξ, h)[g(ξ, t− h)− g(ξ, t)]d4ξ
+
∫
Q4p
Z(x− ξ, h)g(ξ, t)d4ξ.
The first integral contains no singularity at t = θ due to Proposition 3.2 (iii) and
the local constancy of g. By Proposition 3.2 (i) and Corollary 3.3 (i), the second
integral is equal to zero. The third integral can be written as the sum of the integrals
over {ξ ∈ Q4p | ||x − ξ||p ≤ p
M}, where M is the exponent of local constancy of g,
and the complement of this set. The first integral tends to zero when h→ 0+ due
to the uniform local constancy of g, while the other tends to zero when h → 0+
due to Proposition 3.2 (i) and condition λ < α. Finally, the fourth integral tends
to g(x, t) as h→ 0+, c.f. Lemma 4.1. 
For ϕ ∈M2λ, 0 ≤ λ < α, we set
u1(x, t) :=
∫
Q4p
Z(x− y, t)ϕ(y)d4y for t > 0.
Lemma 5.4. Assume that ϕ ∈ M2λ, 0 ≤ λ < α, then the following assertions
hold:
(i) u1(x, t) belongs to M2λ uniformly with respect to t;
(ii) ∂u1∂t (x, t) =
∫
Q4p
∂Z
∂t (x− y, t)ϕ(y)d
4y for t > 0.
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Proof. (i) The proof is similar to that of Lemma 5.2.
(ii) By Proposition 3.2 (ii),
lim
h→0
u1(x, t+ h)− u1(x, t)
h
= lim
h→0
∫
Q4p
[
Z(x− y, t+ h)− Z (x− y, t)
h
]
ϕ(y)d4y
= lim
h→0
∫
Q4p
∂Z
∂t
(x − y, τ)ϕ(y)d4y
where τ is between t and t+h. Now the result follows from Proposition 3.2 (iii) by
applying the Dominated Convergence Theorem. 
Lemma 5.5. Assume that λ < γ ≤ α. Then
(f(∂, γ)u1)(x, t) =
∫
Q4p
(f(∂, γ)Zt)(x − y)ϕ(y)d
4y for t > 0.
Proof. By Lemma 5.4 (i), u1(x, t) belongs to the domain of f(∂, γ) for t > 0 and
for λ < γ ≤ α, then for any L ∈ N, the following integral exists:
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [u1(x− y, t)− u1(x, t)] d
4y
=
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p
[∫
Q4p
[Zt(x − y − ξ)− Zt(x− ξ)]ϕ(ξ)d
4ξ
]
d4y.
By using Fubini’s Theorem, see (2.2), Proposition 3.2 (i),
∫
Q4p
 1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [Zt(x− y − ξ)− Zt(x − ξ)] d
4y
ϕ(ξ)d4ξ
=:
∫
Q4p
ϕ(ξ)Z
(γ,L)
t (x − ξ)d
4ξ.(5.3)
By fixing a positive integer M , the last integral in (5.3) can be expressed as
(5.4)
∫
||x−ξ||p≥p−M
ϕ(ξ)Z
(γ,L)
t (x− ξ)d
4ξ +
∫
||x−ξ||p<p−M
ϕ(ξ)Z
(γ,L)
t (x− ξ)d
4ξ.
note that if ||x||p ≥ p
−M and M < L − 1, then, by Proposition 3.1 (iii), Z
(γ,L)
t =
(f(∂, γ)Zt)(x), and
lim
L→∞
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [u1(x− y, t)− u1(x, t)] d
4y
=
∫
||x−ξ||p≥p−M
ϕ(ξ)(f(∂, γ)Zt)(x− ξ)d
4ξ + lim
L→∞
∫
||x−ξ||p<p−M
ϕ(ξ)Z
(γ,L)
t (x− ξ)d
4ξ,
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for M < L− 1. Now by using twice Fubini’s theorem, see (2.2), Proposition 3.2 (i),
and Proposition 3.1 (iii), we have
lim
L→∞
∫
||x−ξ||p<p−M
ϕ(ξ)Z
(γ,L)
t (x − ξ)d
4ξ = lim
L→∞
∫
||x−ξ||p<p−M
ϕ(ξ)×
 1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [Zt(x− y − ξ)− Zt(x− ξ)] d
4y
 d4ξ
= lim
L→∞
∫
||y||p>p−L
|f(y)|−γ−2p ×
 1− pγ
1− p−γ−2
∫
||x−ξ||p<p−M
ϕ(ξ) [Zt(x− y − ξ)− Zt(x− ξ)] d
4ξ
 d4y
=
∫
Q4p
|f(y)|−γ−2p
 1− pγ
1− p−γ−2
∫
||x−ξ||p<p−M
ϕ(ξ) [Zt(x− y − ξ)− Zt(x− ξ)] d
4ξ
 d4y
=
∫
||x−ξ||p<p−M
ϕ(ξ)
 1− pγ
1− p−γ−2
∫
Q4p
|f(y)|−γ−2p [Zt(x− y − ξ)− Zt(x− ξ)] d
4y
 d4ξ
=
∫
||x−ξ||p<p−M
(f(∂, γ)Zt)(x− ξ)ϕ(ξ)d
4ξ.

Lemma 5.6. If λ < γ ≤ α, then
(f(∂, γ)u2)(x, t, τ) =
t∫
τ
∫
Q4p
(f(∂, γ)Z)(x − y, t− θ)g(y, θ)d4y
 dθ for t > 0.
Proof. Let
u2,h(x, t, τ) =:
t−h∫
τ
∫
Q4p
Z(x− y, t− θ)g(y, θ)d4y
 dθ
where h is a small positive number such that 0 < h < t− τ . Set
Z(γ,L)(x, t) =
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [Z(x− y, t)− Z(x, t)] d
4y.
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By the Fubini Theorem
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [u2,h(x− y, t, τ)− u2,h(x, t, τ)] d
4y
=
t−h∫
τ
∫
Q4p
Z(γ,L)(x − ξ, t− θ)g(ξ, θ)d4ξdθ.(5.5)
Note that
Z(γ,L)(x, t) =
1− pγ
1− p−γ−2
∫
||y||p>p−L
×
∫
Q4p
|f(y)|−γ−2p χ(ξ · x) [χ(−ξ · y)− 1] e
−κt|f◦(ξ)|αp d4ξ
 d4y
=
∫
Q4p
χ(ξ · x)e−κt|f
◦(ξ)|αp
 1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [χ(−ξ · y)− 1] d
4y
 d4ξ
=
∫
Q4p
χ(ξ · x)e−at|f
◦(ξ)|αpPL(ξ)d
4ξ,
where
PL(ξ) =
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [χ(−ξ · y)− 1] d
4y.
On the other hand, by (2.2),
|PL(ξ)| ≤ B
−γ−2
∣∣∣∣ 1− pγ1− p−γ−2
∣∣∣∣ ∫
||y||p>p−L
||y||−2γ−4p |χ(−ξ · y)− 1| d
4y,
and by using a similar reasoning to the one used in [12, p. 142], we have
|PL(ξ)| ≤ C||ξ||
2γ
p
whence
(5.6)
∣∣∣Z(γ,L)(x, t)∣∣∣ ≤ ∫
Q4p
e−κt|f
◦(ξ)|αp |PL(ξ)| d
4ξ ≤ C
∫
Q4p
e−κt|f
◦(ξ)|αp ||ξ||2γp d
4 ≤ C′,
where C′ is a positive constant, which not depend on x, t ≥ h+ τ, L.
By writing the right-hand side of (5.5) as
t−h∫
τ
∫
||x−ξ||p≥p−K
Z(γ,L)(x− ξ, t− θ)g(ξ, θ)d4ξdθ(5.7)
+
t−h∫
τ
∫
||x−ξ||p<p−K
Z(γ,L)(x− ξ, t− θ)g(ξ, θ)d4ξdθ,
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where K is a fixed natural number. Now the result follows by taking limit L→∞
in (5.5). Indeed, for the first integral in (5.7), if ||x − ξ||p ≥ p
−K and L > K + 1,
then Z(γ,L)(x− ξ, t− θ) = (f(∂, γ)Z)(x− ξ, t− θ). For the second integral in (5.7),
we use (5.6) and the Dominated Convergence Theorem. 
5.1. Proof of Theorem 5.1. By Lemmas 5.2 and 5.4 (i), u(x, t) ∈M2λ uniformly
with respect to t, and by Lemma 4.1 u(x, t) satisfies the initial condition. By
Lemmas 5.3-5.6 and Corollary 4.4, u(x, t) is a solution of Cauchy problem (5.1).
6. Parabolic-type equations with variable coefficients
Fix n+ 1 positive real numbers satisfying
0 < α1 < α2 < · · · < αn < α,
with α > 1. We also fix n + 2 functions ak(x, t), k = 0, . . . , n and b(x, t) from
Q4p × [0, T ] to R, here T is a fixed positive constant. We assume that ak(x, t),
k = 0, . . . , n and b(x, t) satisfy the following conditions:
(i) they belong to M0, with respect to x, uniformly in t ∈ [0, T ];
(ii) they satisfy the Ho¨lder condition in t with exponent ν ∈ (0, 1] uniformly in x.
In addition we assume the uniform parabolicity condition a0(x, t) ≥ µ > 0.
We set
F (∂, α1, α2, · · · , αn) :=
n∑
k=1
ak(x, t)f (∂, αk) + b(x, t)I.
Note that F (∂, α1, α2, · · · , αn)M2λ ⊂M2λ for λ < α1, c.f. (4.1) .
In this section we study the following initial value problem:
(6.1)
∂u(x, t)
∂t
+ a0(x, t)(f(∂, α)u)(x, t) + (F (∂, α1, α2, · · · , αn)u) (x, t) = g(x, t)
u(x, 0) = ϕ(x), x ∈ Q4p, t ∈ (0, T ],
where x ∈ Q4p, t ∈ (0, T ], ϕ ∈M2λ with 0 ≤ λ < α1 (if a1(x, t) = · · · = an(x, t) ≡ 0,
then we shall assume that 0 ≤ λ < α), and g(x, t) is continuous in (x, t), and
g (x, t) ∈M2λ uniformly in t ∈ [0, T ], 0 ≤ λ < α1.
In this section we find the solution of the general problem (6.1). The technique
used here is an adaptation of the classical Archimedean techniques, see e.g. [8],
[16]. In the p-adic setting the technique was introduced by A. N. Kochubei in [11].
Our presentation is highly influenced by Kochubei’s book [12]. The proofs of some
theorems are very similar to the corresponding in [12] for this reason we will omit
them.
The first step of the construction of a fundamental solution is to study the
parametrized fundamental solution Z(x, t, y, θ) for the Cauchy problem:
∂u(x,t)
∂t + a0(y, θ)(f(∂, α)u)(x, t) = 0
u (x, 0) = ϕ (x) ,
where y ∈ Q4p and θ > 0 are parameters. By the results of Section 3, we have
Z(x, t, y, θ) =
∫
Q4p
χ(ξ · x)e−a0(y,θ)t|f
◦(ξ)|αp d4ξ,
16 O. F. CASAS-SA´NCHEZ AND W. A. ZU´N˜IGA-GALINDO
and if x 6= 0, then
Z(x, t, y, θ) =
∞∑
m=1
(−1)m
m!
(
1− pαm
1− p−αm−2
)
(a0(y, θ)t)
m|f(x)|−αm−2p ,
c.f. Proposition 3.1 (ii). By the Propositions 3.2, 4.3, 4.5, and Corollaries 3.3 (i)
and 4.6, we have
(6.2) Z(x, t, y, θ) ≤ Ct(t1/2α + ||x||p)
−2α−4, x ∈ Q4p, t > 0,
(6.3) |(f(∂, γ)Z)(x, t, y, θ)| ≤ C(t1/2α + ||x||p)
−2γ−4, x ∈ Q4p, t > 0,
(6.4)
∂Z(x, t, y, θ)
∂t
= −a0(y, θ)
∫
Q4p
|f◦(η)|αp e
−a0(y,θ)t|f
◦(η)|αχ(x · η)d4η,
(6.5)
∣∣∣∣∂Z(x, t, y, θ)∂t
∣∣∣∣ ≤ C (t1/2α + ||x||p)−2α−4 ,
(6.6)
(f(∂, γ)Z)(x, t, y, θ) =
∫
Q4p
|f◦(η)|γpe
−a0(y,θ)t|f
◦(η)|αχ(x·η)d4η, x 6= 0, 0 < γ ≤ α,
(6.7)
∫
Q4p
Z(x, t, y, θ)d4x = 1,
(6.8)
∫
Q4p
(f(∂, γ)Z)(x, t, y, θ)d4x = 0,
where the constants do not depend on y, θ.
Lemma 6.1. There exists a positive constant C, such that
(6.9)
∣∣∣∣∣∣∣
∫
Q4p
∂Z(x− y, t, y, θ)
∂t
d4y
∣∣∣∣∣∣∣ ≤ C.
Proof. The proof follows from (6.7), (6.4), (6.5) by using the resoning given in [12]
for Lemma 4.5. 
Consider the parametrized heat potential
u(x, t, τ) :=
t∫
τ
∫
Q4p
Z(x− y, t− θ, y, θ)g(y, θ)d4ydθ,
with g ∈M2λ, 0 ≤ λ < α1, uniformly with respect to θ, and continuous in (y, θ). By
using (6.2) we obtain as Lemma 5.2 that u(x, t, τ) is locally constant and belongs
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to M2λ uniformly with respect to t, τ .
Also we have
∂u
∂t
(x, t, τ) = g(x, t) +
t∫
τ
∫
Q4p
∂Z(x− y, t− θ, y, θ)
∂t
[g(y, θ)− g(x, θ)] d4ydθ
+
t∫
τ
∫
Q4p
∂Z(x− y, t− θ, y, θ)
∂t
g(x, θ)d4ydθ,(6.10)
see Lemma 6.1, and
(6.11) (f(∂, γ)u)(x, t, τ) =
t∫
τ
∫
Q4p
Z(γ)(x− y, t− θ, y, θ)g(y, θ)d4ydθ,
with Z(γ) (x, t, y, θ) := f(∂, γ)Z (x, t, y, θ), for λ < γ < α, and
(f(∂, α)u)(x, t, τ) =
t∫
τ
∫
Q4p
Z(α)(x− y, t− θ, y, θ) [g(y, θ)− g(x, θ)] d4ydθ
+
t∫
τ
∫
Q4p
[
Z(α)(x − y, t− θ, y, θ)− Z(α)(x − y, t− θ, x, θ)
]
g(x, θ)d4ydθ.(6.12)
As in [12] we look for a fundamental solution of (6.1) of the form
(6.13) Γ(x, t, ξ, τ) = Z(x−ξ, t−τ, ξ, τ)+
t∫
0
∫
Q4p
Z(x−η, t−θ, η, θ)φ(η, θ, ξ, τ)d4ηdθ.
By using formally the formulas given above, we can see that φ(x, t, ξ, τ) is a solution
of the integral equation
(6.14) φ(x, t, ξ, τ) = R(x, t, ξ, τ) +
t∫
0
∫
Q4p
R(x, t, η, θ)φ(η, θ, ξ, τ)d4ηdθ
where
R(x, t, ξ, τ) = [a0(ξ, τ) − a0(x, t)]Z
(α)(x − ξ, t− τ, ξ, τ)
−
n∑
k=1
ak(x, t)Z
(αk)(x− ξ, t− τ, ξ, τ) − b(x, t)Z(x− ξ, t− τ, ξ, τ).
Integral equation (6.14) can be solved by the methods of successive approximations:
(6.15) φ(x, t, ξ, τ) =
∞∑
m=1
Rm(x, t, ξ, τ)
where
R1(x, t, ξ, τ) := R(x, t, ξ, τ)
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and
Rm+1(x, t, ξ, τ) :=
t∫
0
∫
Q4p
R(x, t, η, θ)Rm(η, θ, ξ, τ)d
4ηdθ.
In order to prove the convergence of series (6.15), we need the following lemma
which is an easy variation of the Lemmas 6 and 7 given in [19].
We set αn+1 := α (1− ν) > αn.
Lemma 6.2. The following estimations hold:
|R(x, t, ξ, τ)| ≤ C
n+1∑
k=1
(
(t− τ)1/2α + ||x− ξ||p
)−2αk−4
and
|Rm(x, t, ξ, τ)| ≤ DM
mΓ
(
ν
2α
)m
Γ
(
mν
2α
) n+1∑
k=1
(
(t− τ)
1/2α
+ ||x− ξ||p
)−2αk−4
where C, M and D are a positive constants and Γ (·) is the Archimedean Gamma
function.
Lemma 6.2 also implies
(6.16) |φ(x, t, ξ, τ)| ≤ C
n+1∑
k=1
(
(t− τ)
1/2α
+ ||x− ξ||p
)−2αk−4
.
Theorem 6.3. The function
(6.17) u(x, t) =
∫
Q4p
Γ(x, t, ξ, 0)ϕ(ξ)d4ξ +
t∫
0
∫
Q4p
Γ(x, t, ξ, τ)g(ξ, τ)d4ξdτ
which is continuous on Qnp × [0;T ], continuously differentiable in t ∈ (0, T ], and
belonging to M2λ uniformly with respect to t is a solution of Cauchy problem (6.1).
The fundamental solution Γ(x, t, ξ, τ), x, ξ ∈ Q4p, 0 ≤ τ < t ≤ T , is of the form
(6.18) Γ(x, t, ξ, τ) = Z(x− ξ, t− τ, ξ, τ) +W (x, t, ξ, τ)
with
|W (x, t, ξ, τ)| ≤ C (t− τ)1+ν
[
(t− τ)1/2α + ||x− ξ||p
]−2α−4
(6.19)
+ C (t− τ)
n+1∑
k=1
[
(t− τ)
1/2α
+ ||x− ξ||p
]−2αk−4
.
Furthermore Z(x, t, y, θ) satisfies the estimates (6.2), (6.3), (6.5), (6.9).
Proof. Denote for u1(x, t) and u2(x, t) the first and second summands in the right-
hand side of (6.17). Substituting (6.13) into (6.17) we get and
u1(x, t) =
∫
Q4p
Z(x− ξ, t, ξ, 0)ϕ(ξ)d4ξ(6.20)
+
∫ t
0
∫
Q4p
Z(x− η, t− θ, η, θ)G(η, θ)d4ηdθ,
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where
G(η, θ) =
∫
Q4p
φ(η, θ, ξ, 0)ϕ(ξ)d4ξdτ.
and
u2(x, t) =
∫ t
0
∫
Q4p
Z(x− ξ, t− τ, ξ, τ)g(ξ, τ)d4ξdτ(6.21)
+
∫ t
0
∫
Q4p
Z(x− η, t− θ, η, θ)F (η, θ)d4ηdθ,
where
F (η, θ) =
∫ θ
0
∫
Q4p
φ(η, θ, ξ, τ)g(ξ, τ)d4ξdτ.
Now by (6.16) and (5.2),
|F (η, θ)| ≤ C, and |G(η, θ)| ≤ Cθ−αn+1/α
for all η ∈ Q4p and θ ∈ (0, T ]. In addition the functions F and G are uniformly
locally constant. Indeed, by the recursive definition of the function φ, we see that
if N is a local constancy exponent for all the functions g, ϕ, ak, b, Z
(αk) and Z,
and if |δ| ≤ p−N , then
φ(η + δ, θ, ξ + δ, τ) = φ(η, θ, ξ, τ),
therefore
F (η + δ, θ) = F (η, θ), and G(η + δ, θ) = G(η, θ).
Thus, the potentials in the expressions for u1(x, t) and u2(x, t) satisfy the conditions
under which the differentiation formulas (6.10), (6.11), (6.12) were obtained. By
using these formulas one verifies after some simple transformations that u(x, t) is a
solution of the equation in (6.1).
We now show that u(x, t) → ϕ(x) as t → 0+. Due to (6.20) and (6.21), it is
sufficient to verify that
v(x, t) =
∫
Q4p
Z(x− ξ, t, ξ, 0)ϕ(ξ)d4ξ → ϕ(x) as t→ 0+.
By virtue of equation (6.7),
v(x, t) =
∫
Q4p
[Z(x− ξ, t, ξ, 0)− Z(x− ξ, t, x, 0)]ϕ(ξ)d4ξ
+
∫
Q4p
Z(x− ξ, t, x, 0) [ϕ(ξ) − ϕ(x)] d4ξ + ϕ(x).
We now use that Z (as a function of the its third argument) and ϕ are locally
constant, then the integrals in the previous formula are performed over the set{
ξ ∈ Q4p; ||x− ξ||p ≥ p
−N
}
for some N ∈ N.
By applying (6.2) we see that both integrals tend to zero as t→ 0+. 
20 O. F. CASAS-SA´NCHEZ AND W. A. ZU´N˜IGA-GALINDO
6.1. The uniqueness of the solution of the Cauchy problem. The technique
used in [12, Theorem 4.5] for establishing the uniqueness of the solution of the
Cauchy problem associated with perturbations of the Vladimirov operator can be
used to show the uniqueness of the Cauchy problem (6.1). Then we state here the
corresponding result without proof.
Theorem 6.4. Assume that the coefficients ak(x, t), k = 0, . . . , n are non-negative,
bounded, continuous functions and that b(x, t) is bounded, continuous function.
Take 0 ≤ λ < α1(if a1(x, t) = · · · = an(x, t) ≡ 0, then we shall assume that
0 ≤ λ < α). If u (x, t) is a solution of (6.1) with g (x, t) ≡ 0, such that u ∈ M2λ
uniformly with respect to t, and ϕ (x) ≡ 0, then u (x, t) ≡ 0.
6.2. Probabilistic interpretation. The fundamental solution of (6.1) Γ(x, t, ξ, τ)
is the transition function for a random walk on Q4p. This result can be established
by using classical results on stochastic processes see e.g. [7] and the techniques
given in [12, pp. 161-162]. Formally we have
Theorem 6.5. Assume that the coefficients ak(x, t), k = 0, . . . , n and b(x, t) are
non-negative, bounded, continuous functions. The fundamental solution Γ(x, t, ξ, τ)
is the transition density of a bounded right-continuous Markov process without sec-
ond kind discontinuities.
6.3. Quadratic forms of dimension two. All the results presented in this article
are valid if for the quadratic forms of type ξ21 − τξ
2
2 where τ ∈ Qp r {0} is a not
square of an element of Qp, see [5].
References
[1] S. Albeverio, A. Yu. Khrennikov, V. M. Shelkovich, Theory of p-adic distributions: linear
and nonlinear models. Cambridge University Press, 2010.
[2] V. A Avetisov, A. Kh. Bikulov, V. A. Osipov, p-adic models of ultrametric diffusion in the
conformational dynamics of macromolecules. (Russian) Tr. Mat. Inst. Steklova 245 (2004),
Izbr. Vopr. p-adich. Mat. Fiz. i Anal., 55–64; translation in Proc. Steklov Inst. Math. 2004,
no. 2 (245), 48–57.
[3] V. A. Avetisov, A. Kh. Bikulov,V. A. Osipov, p-adic description of characteristic relaxation
in complex systems, J. Phys. A 36 (2003), no. 15, 4239–4246.
[4] V. A. Avetisov, A. H. Bikulov, S. V. Kozyrev, V. A. Osipov, p-adic models of ultrametric
diffusion constrained by hierarchical energy landscapes, J. Phys. A 35 (2002), no. 2, 177–189.
[5] O.F. Casas-Sa´nchez, W.A. Zu´n˜iga-Galindo, Riesz Kernels and Pseudodifferential Operators
Attached to Quadratic Forms Over p-adic Fields, p-Adic Numbers, Ultrametric Anal. Appl.
5 (3) (2013) 177–193.
[6] L. F. Chaco´n-Cortes, W. A. Zu´n˜iga-Galindo, Nonlocal Operators, Parabolic-type Equations,
and Ultrametric Random Walks, arXiv:1308.5013 [math-ph].
[7] E. B. Dynkin, Markov processes, Vol. I, Springer-Verlag, 1965.
[8] Avner Friedman, Partial differential equations of parabolic type, 1964.
[9] J. Galeano-Pen˜aloza, W. A. Zu´n˜iga-Galindo, Pseudo-differential operators with semi-
quasielliptic symbols over p-adic fields. J. Math. Anal. Appl. 386 (2012), no. 1, 32–49.
[10] W. Karwowski, Diffusion processes with ultrametric jumps, Rep. Math. Phys. 60 (2007), no.
2, 221–235.
[11] A.N. Kochubei, Parabolic equations over the field of p-adic numbers. (Russian) Izv. Akad.
Nauk SSSR Ser. Mat. 55 (1991), no. 6, 1312–1330; translation in Math. USSR-Izv. 39 (1992),
no. 3, 1263–1280.
[12] A.N. Kochubei, Pseudo-Differential Equations and Stochastics over Non-Archimedian Fields,
Pure Appl. Math., vol. 244, Marcel Dekker, New York, 2001.
PARABOLIC-TYPE EQUATIONS WITH VARIABLE COEFFICIENTS 21
[13] A. Yu. Khrennikov, S. V. Kozyrev, p-adic pseudodifferential operators and analytic continu-
ation of replica matrices, Theoret. and Math. Phys. 144 (2005), no. 2, 1166–1170.
[14] Marc Me´zard, Giorgio Parisi, Miguel Angel Virasoro, Spin glass theory and beyond. World
Scientific, 1987.
[15] R. Rammal, G. Toulouse, M. A. Virasoro, Ultrametricity for physicists, Rev. Modern Phys.
58 (1986), no. 3, 765–788.
[16] A. M. Ilyin, A. S. Kalashnikov, O. A. Oleynik, Linear equations of the second order of
parabolic type, Russ. Math. Surv. 1962, 17 (3), 1–143.
[17] S. Rallis, G. Schiffmann, Distributions invariantes par le groupe orthogonal. Analyse har-
monique sur les groupes de Lie (Se´m., Nancy-Strasbourg, 1973–75), pp. 494–642. Lecture
Notes in Math., Vol. 497, Springer, Berlin, 1975.
[18] J.J. Rodr´ıguez-Vega, W.A. Zu´n˜iga-Galindo, Taibleson operators, p-adic parabolic equations
and ultrametric diffusion, Pacific J. Math. 237 (2) (2008) 327–347.
[19] John Jaime Rodr´ıguez-Vega, On a general type of p-adic parabolic equations. Rev. Colom-
biana Mat. 43 (2009), no. 2, 101–114.
[20] M. H. Taibleson, Fourier analysis on local fields, Princeton University Press, 1975.
[21] S. Torba, W. A. Zu´n˜iga-Galindo, Parabolic Type Equations and Markov Stochastic Processes
on Adeles. J. Fourier Anal. Appl. 19 (2013), no. 4, 792–835.
[22] V.S. Vladimirov, I.V. Volovich, E.I. Zelenov, p-Adic Analysis and Mathematical Physics, Ser.
Soviet and East European Math., vol. 1, World Scientific, River Edge, NJ, 1994.
[23] V. S. Varadarajan, Path integrals for a class of p-adic Schro¨dinger equations. Lett. Math.
Phys. 39 (1997), no. 2, 97–106.
[24] W.A. Zu´n˜iga-Galindo, Parabolic equations and Markov processes over p-adic fields, Potential
Anal. 28 (2008) 185–200.
Universidad Nacional de Colombia, Departamento de Matema´ticas, Ciudad Universi-
taria, Bogota´ D.C., Colombia.
E-mail address: ofcasass@unal.edu.co
Centro de Investigacio´n y de Estudios Avanzados del Instituto Polite´cnico Na-
cional, Departamento de Matema´ticas, Unidad Quere´taro, Libramiento Norponiente
#2000, Fracc. Real de Juriquilla. Santiago de Quere´taro, Qro. 76230, Me´xico.
E-mail address: wazuniga@math.cinvestav.edu.mx
