In this paper a new fast motion estimation algorithm is presented. The algorithm, named as Predictive Diamond Search, is actually based on the Diamond Search (DS) algorithm, which was recently adopted inside the MPEG-4 standard. The DS algorithm, even though faster than most known algorithms, was found not to be very robust in terms of quality for several sequences. By introducing a new predictive criterion and some additional steps in DS, our simulation results show that the proposed algorithm manages to have similar complexity with the DS algorithm, while having superior and more robust quality, similar to that of the Full Search (FS) algorithm.
INTRODUCTION
The technique of block matching estimation is used in most video coding systems and standards such as MPEG-112/4 and ITU-T H.261/263 due to its efficiency. By performing motion estimation and compensation we are able to exploit the temporal correlation that exists between frames in a video sequence, and thus achieve high compression.
In block matching motion estimation, the current frame is initially partitioned into square blocks of pixels. For each one of these blocks, we try to find a best match inside a previously coded frame by using a predefined criterion. The best match is then used as a predictor for the block in the current frame, where as the displacement between the two blocks actually defines a motion vector (MV), which is associated with the current block. In the encoder it is only necessary to send the motion vector and a residue block, defined as the difference between the current block and the predictor. Both together actually require fewer bits than the original block.
The criterion used is typically the sum of absolute difference (SAD), which for a block A of size NxN inside the current frame, compared to a block B of distance (a,) from A in the previous frame, is given as: SAD(a,) = i(x, y)-I(x+a, y + P) (1) x,y=1
If a maximum displacement ofp pixels/frame is allowed, then we will have (2p+1)2 locations to search for the best match of the current block.
The Full Search (FS) algorithm can find the optimal solution (optimal in the sense of the criterion used) by exhaustively searching all possible blocks. It can be seen that this algorithm is rather computational intensive, making it difficult to apply for real-time video compression, particularly for software-based implementations. For this reason, in the upcoming standard of , the Diamond Search (DS) [6] [7] algorithm was adopted, due to its superiority versus other well-known algorithms such as Three-Step Search (TSS) [3] , 2-D log Search [4] , and New Three Step Search (NTSS) [5] , in both terms of computational complexity and output quality.
Unlike other similar algorithms, if the minimum is not found to be the same as the prediction in the first step, the search moves back to the center (0,0) and the original DS algorithm is used (Figure 3a ) until the best match is found in the center of the diamond pattern. This can significantly help in cases that the original prediction was incorrect, such as for example the case of blocks containing edges of objects moving in different directions or stationary backgrounds. If though when moving to the center, after examining the first nine points, the minimum candidate up to now is still a point previously examined around the prediction, in our approach we again move back to the prediction, examine four additional points using the small diamond pattern around the current best match and the search stops (Figure 3b ).
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SIMULATION RESULTS
We embedded the proposed algorithm in the MPEG-4 VM Encoder and selected several different testing conditions to test its efficiency. In our comparisons, we selected not only the diamond search (DS), but also the three step search (TSS) algorithm, New three step search (NTSS), and their variations using four (4) steps sometimes used for larger search areas, FSS and NFSS respectively. For FSS and NFSS distance of 8, 4, 2, and 1 was used for each step. Finally PSNR and speed up results were compared versus the FS algorithm.
In our first test (Table 1) we selected the MPEG-4 VM5 Q2 rate control with the IPPP. .. scheme (first frame is an I frame, all others are P frames), and simulation was performed at low bitrates (10kbps-i 12kbps). Search areas (SAs) of (-16, +15.5) and (-32, +3 1 .5) were used for all cases. For this experiment, five sequences were selected, the first three (Container, Hall Monitor, and Mother & Daughter) being class A sequences (sequences with low and relatively small motion), and the other two (Coastguard and Foreman) class B sequences (sequences with medium motion).
From our results for the first three sequences, it appears that all algorithms perform approximately the same in terms of output quality. These results however are also significantly affected by the rate control used. In terms of speed up, DS appears to be slightly faster than our proposed algorithm, but still this outperforms all others. For the other two sequences, it can be seen that the proposed algorithm has the highest PSNR. Even though DS again is the fastest algorithm, we need to mention that the performance of this algorithm is very poor in coding these sequences, as can be seen from the loss of about 0.6dB for Coastguard and 0.5dB-0.7dB for Foreman.
Of interest it might also be the observation that TSS and NTSS perform better than the FSS and NFSS algorithms for these cases. This is actually a result of the increased distance between checking points examined in the first step of the four step algorithms (8 for the four step algorithms versus 4 for the three step algorithms), which, considering the relatively small resolution and average motion of the sequences, makes the outer checking points less likely to be near the candidate motion vectors. In addition the SAD values of these blocks tend to be in most cases larger than the SAD of the center, thus resulting in the algorithm selecting the center or the points around the center most of the time. The difference also between SA16 and SA32 mainly comes from the different amount of bits used for the motion vectors as defined for these search areas.
The actual difference in performance is more obvious when examining the PSNR of all frames in the entire sequence ( Figure   2 ). In this figure we present the per-frame PSNR results for Coastguard at 1 12kbps for the DS, NTSS, TSS, and PDS algorithms and these are compared with the FS algorithm. It is rather obvious that the proposed algorithm performs very close to PS, where as DS has the worse performance with even more than 1dB loss for s everal frames.
In Table 2 the MPEG-2 TM5 rate control was selected, again using the MPEG-4 VM encoder, with parameters M=1 and N=15 (IPP. . .IP. . . an I frame every 14 P frame). For this simulation we used the sequences Foreman and Table Tennis and we examined the performance of our algorithm using search areas of (-16, +15.5), (-32, +3 1 .5), and (-48, +47.5). Similarly to the B class sequences at lower bitrates in Table 1 , our algorithm again manages to outperform all other algorithms in terms of PSNR performance. TSS, FSS, NTSS, and NFSS have significant loss in quality in all these cases, where as DS works fairly well in Table Tennis but has a significant loss in Foreman. Our algorithm manages again the best performance, with a worse loss of 0.36dB in Foreman versus 0.77dB of DS. On the average, our algorithm has only 0. 14dB loss versus 0.33dB of DS, where as in terms of speed up the algorithm again manages to have the same complexity as DS. In Figure 5 we can again see the per-frame PSNR for all algorithms. What is actually not as apparent in the average PSNR results is that DS and the other algorithms examined actually have a rather severe loss for several frames (170) (171) (172) (173) (174) (175) (176) (177) (178) (179) (180) (220) (221) (222) (223) (224) (225) (226) (227) (228) (229) (230) , which can even be in some cases higher than 4dB.
Finally, in Table 3 , four CCIR interlaced sequences, Basket, Bus, Flower Garden, and Stefan, were simulated, again using the TM5 rate control, and with a search area of (-64, 63.5) . We need to mention that these four sequences are all class C sequences, which means that they contain rather fast and complicated motion. Note also that only progressive motion estimation was used instead of the field motion estimation that could significantly improve the quality of the encoded sequence, and thus making the simulation conditions even harder.
Despite the fact that the proposed algorithm could be said to have a significant loss versus the FS algorithm (0.78dB on the average), it is rather obvious that the algorithm performs significantly better than all other tested algorithms (1 .45dB loss for DS). Due to the higher resolution and larger motion, in these cases the FSS and NFSS algorithms perform significantly better than TSS and NTSS, unlike the lower resolutions. It is again interesting that the DS algorithm does not perform as well as either of these algorithms, regardless being the faster algorithm. In Figure 6 we again show the per-frame PSNR for the Bus sequence, in which the DS algorithm has a rather significant loss of 4dB, where as the proposed algorithm can perform much better. As in our previous results, the complexity of the proposed algorithm is very similar to that of DS.
Even though the proposed algorithm for these cases does have a significant loss in terms of PSNR versus the FS algorithm, we should mention that this problem should be significantly reduced if field motion estimation is used, mainly due to the increased correlation between blocks in field mode.
CONCLUSION
In this paper a new block based motion estimation algorithm was presented, which is a significant improvement to the Diamond Search algorithm. The algorithm, named as Predictive Diamond Search (PDS), uses the same concepts as Diamond Search, but also considers some additional predictive criteria, which can significantly improve performance. Extensive simulation shows that the proposed algorithm has similar complexity to the Diamond Search algorithm, where as it is more robust and achieves significantly better quality. It is possible to improve the algorithm further by adding more criteria (i.e. thresholds), or by considering more candidates in our prediction. 
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