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Abstract 
The more intense the competition in obtaining jobs requires universities to produce qualified and 
competitive scholars. Predictions of timely graduation can serve as an early warning for related parties. 
The results of the overall prediction can be used as a reference in evaluating the process of education, 
curriculum, and other matters relating to the implementation of education. Early student graduation 
predictions, right after completing the start of the study will be very useful in the process of improving the 
performance of the study. The rapid development of technology has made it easier for everyone to work. At 
this time the computer not only process and process data into information but also helps in decision 
making. Case Based Reasoning is a method used to compare the similarity of the value of existing data 
with new data, and if have the most similarity then the data will be used for decision making. This 
research produces a decision support system by using CBR method in conducting analysis study period 
undergraduate students. The system can be utilized for policy makers to formulate strategies to produce 
graduates in a timely manner. 
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PENDAHULUAN 
Semakin ketatnya persaingan dalam mendapatkan lapangan pekerjaan menuntut 
perguruan tinggi menghasilkan sarjana yang berkualitas dan berdaya saing [1]. 
Perkembangan teknologi yang semakin cepat telah mempermudah pekerjaaan setiap 
orang. Pada saat ini komputer tidak saja mengolah dan memproses data menjadi 
informasi akan tetapi juga membantu dalam pengambilan keputusan. Case Based Reasoning 
merupakan metode yang digunakan untuk membandingkan kemiripan nilai dari data yang 
telah ada (tersimpan sebelumnya) dengan data yang baru, dan apabila memiliki kemiripan 
yang terbanyak maka data tersebut akan dijadikan untuk pengambilan keputusan. 
Dalam mengevaluasi performansi studi mahasiswa, salah satu variabel indikator yang 
dapat digunakan adalah informasi mengenai lama studi yang berkaitan erat dengan 
kelulusan tepat waktu mahasiswa. Prediksi kelulusan tepat waktu dapat berperan sebagai 
early warning bagi pihak terkait, seperti dosen wali atau ketua program studi, terhadap 
kondisi performansi studi mahasiswa [2]. Selanjutnya, hasil prediksi secara keseluruahan 
dapat digunakan sebagai acuan dalam mengevaluasi proses pendidikan, kurikulum, dan 
hal lain yang berkaitan dengan penyelenggaraan pendidikan. Prediksi kelulusan mahasiswa 
yang dilakukan secara dini, tepat setelah menyelesaikan masa awal studi akan sangat 
berguna dalam proses perbaikan performansi studi karena masa yang diperoleh untuk 
melakukan perbaikan semakin besar sehingga peluang untuk lulus tepat waktu pun akan 
semakin besar. 
Dengan mengadaptasi solusi sebelumnya pada masalah-masalah yang hampir mirip 
pada masalah baru, metode Case Based Reasoning  merupakan  metode yang  paling  cocok  
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dibanding metode lainnya [3]. Banyak masalah pengambilan keputusan ditemui juga pada 
kasus sebelumnya, sehingga akan lebih mudah memulai dengan solusi sebelumnya pada 
kasus yang mirip dibanding dengan seluruh solusinya dimulai dari awal. 
KAJIAN TEORITIS 
Penelitian yang mengimplementasikan case-based reasoning (cbr) dalam sebuah sistem 
pendukung pengambilan keputusan sudah cukup banyak dilakukan. [4] menerapkan case-
based reasoning dalam sebuah sistem pendukung keputusan untuk melakukan penanganan 
komplain penyewa Mall. Sedangkan [5] mengembangkan aplikasi case-based reasoning untuk 
menentukan tujuan wisata. 
Hasil penelitian [4] berupa prototype sistem pengelolaan komplain (SIPENKOM) 
yang dapat menghasilkan output berupa solusi untuk kasus-kasus baru berdasarkan kasus 
lama yang memiliki similarity. Hasil pengujian sistem penunjukan peningkatan pelayanan 
pada Maspion Square Mall mencapai 85%. Sedangkan penelitian [5] menghasilkan 
perancangan aplikasi case-based reasoning untuk menentukan tujuan wisata pribadi di 
Yogyakarta. Perancangan arsitektur dan desain disesuaikan dengan hasil kuisioner, sekitar 
92% peserta kuisioner menggunakan smartphone atau handphone tipe high end. 
Penelitian yang berhubungan dengan analisis dan penentuan waktu studi juga telah 
banyak dilakukan dengan menggunakan berbagai macam metode. [6] melakukan prediksi 
tingkat kelulusan mahasiswa tepat waktu pada UIN Syarif Hidayatullah Jakarta. Metode 
yang digunakan adalah Naïve Bayes. Metode yang sama digunakan [7] untuk 
mengembangan sebuah sistem pendukung keputusan untuk memprediksi kelulusan 
mahasiswa.  
Penelitian  [6] bertujuan  untuk  menemukan  faktor-faktor  yang  mempengaruhi  
prediksi  kelulusan  mahasiswa  melalui  data  kinerja  akademik  mahasiswa  pada 
semester  satu  sampai  semester  empat.  Model  yang  digunakan  yaitu  cross  industry  
standard  process  for  data mining (CRISP-DM) dengan mengimplementasikan algoritma 
Naïve bayes untuk klasifikasi data. Melalui tahap data  understanding  didapatkan  12  
atribut  predictor  yang  akan  dianalisis  terhadap  1  atribut  class  kelulusan mahasiswa.  
Dengan  perolehan  hasil  akurasi  sebesar  80,72%,  dan disimpulkan  bahwa  model  ini  
dapat dijadikan acuan dalam memprediksi kelulusan mahasiswa. Pengetahuan ini dapat 
dimanfaatkan oleh pihak UIN sebagai langkah preventif untuk menghindaripenurunan 
kelulusan mahasiswa setiap tahunnya. 
Berbeda dengan penelitian [7], yang menghasilkan sistem pendukung keputusan 
dengan menggunakan metode Naïve Bayes dengan menggunakan beberapa parameter, 
yaitu jenis kelamin, alamat, umur, status pekerjaan mahasiswa, status pernikahan 
mahasiswa, rata-rata IPK, jumlah SKS dan status mahasiswa. Pengolahan data mining 
mahasiswa dengan menggunakan metode naïve Bayes dimulai dari proses Data 
Gathering, Data Preprocessing, Proposed Model/Method, Method Test and Experiment, 
Result Evaluation and Validation. Dalam penelitian ini hasil yang dicapai memiliki akurasi 
untuk tepat waktu sebesar 93% dan akurasi untuk terlambat sebesar 71%. Penggunakan 
metode Naïve Bayes yang semakin optimal dengan menentukan mahasiswa lulus tepat 
waktu atau terlambat. 
Metode berbeda digunakan [1] dalam melakukan prediksi masa studi sarjana, yaitu 
dengan artificial neural network (ANN). Penelitian ini bertujuan untuk menentukan faktor 
akademis yang berpengaruh terhadap masa studi. Kriteria pemilihan yang digunakan 
adalah minimasi sum square error (SSE). Dari penelitian ini diketahui lama studi dipengaruhi 
oleh IPK, jumlah matakuliah yang diambil, jumlah matakuliah mengulang dan jumlah 
pengambilan matakuliah tertentu.  
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Pada tahun 2011 [8] mengembangakan sistem pendukung keputusan untuk 
melakukan prediksi kecepatan studi mahasiswa menggunakan metode Induction Decision 3 
‘Tree’ (ID3). Pembangunan sistem dalam penelitian tersebut dibuat menggunakan aplikasi 
berbasis sistem cerdas. Hasil yang dicapai setelah sistem ini terbentuk antara lain sistem 
canggih dan cerdas yang mampu menyimpan data masa lalu yang digunakan sebagai 
acuan pengambilan keputusan, dimana mahasiswa dengan kriteria tertentu dapat 
diketahui masa tempuh studi mereka, serta dapat mengacu pada database sehingga sistem 
dapat lebih detail serta teliti dalam menentukan pilihan. 
Penalaran Berbasis Kasus (Case-Based Reasoning) 
Case Base Reasoning telah diaplikasikan dalam banyak bidang yang berbeda. Berbagai 
bidang aplikasi tersebut menunjukan luasnya cakupan CBR, kebanyakan merupakan 
aplikasi dalam kerangka kecerdasan buatan. Bidang aplikasi tersebut antara lain, hukum, 
kedokteran, rekayasa, komputasi, jaringan komunikasi, desain pabrik, keuangan, 
penjadwalan, bahasa, sejarah, makanan/nutrisi, penemuan rute dan lingkungan [9].  
CBR adalah suatu model penalaran yang penggabungkan pemecahan masalah, 
pemahaman dan pembelajaran serta memadukan keseluruhannya dengan pemrosesan 
memori. Tugas tersebut dilakukan dengan memanfaatkan kasus yang pernah dialami oleh 
sistem, yang mana kasus merupakan pengetahuan dalam konteks tertentu yang mewakili 
suatu pengalaman yang menjadi dasar pembelajaran untuk mencapai tujuan sistem [10]. 
Menurut [11],  definisi CBR merupakan suatu teknik pemecahan masalah, yang 
mengadopsi solusi masalah-masalah sebelumnya yang mirip dengan masalah baru yang 
dihadapi untuk mendapatkan solusinya.  
CBR dapat direpresentasikan  sebagai suatu siklus proses yang dibagi menjadi empat 
sub proses [12], yaitu: 
1. Retrieve yaitu mencari kasus-kasus sebelumnya yang paling mirip dengan kasus baru. 
2. Reuse yaitu menggunakan kembali kasus-kasus yang paling mirip tersebut untuk 
mendapatkan solusi untuk kasus yang baru. 
3. Revise yaitu melakukan penyesuaian dari solusi-solusi kasus-kasus sebelumnya agar 
dapat dijadikan solusi untuk kasus yang baru. 
4. Retain  yaitu  memakai  solusi  baru sebagai  bagian  dari kasus  baru, kemudian kasus 
baru di-update ke dalam basis kasus 
 
Gambar 1 Siklus CBR [12] 
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Pada Gambar 1 dijelaskan mengenai tahapan proses CBR yaitu kasus baru 
dicocokkan dengan kasus-kasus yang ada di dalam basis data penyimpanan kasus dan 
menemukan satu atau lebih kasus yang mirip (retrieve). Solusi yang dianjurkan melalui 
pencocokan kasus kemudian digunakan kembali (reuse) untuk kasus yang serupa, solusi 
yang ditawarkan mungkin dapat dirubah dan diadopsi (revise). Jika kasus baru tidak ada 
yang cocok di dalam database penyimpanan kasus, maka CBR akan menyimpan kasus 
baru tersebut (retain) di dalam basis data pengetahuan.Teknik-teknik yang digunakan 
untuk mengimplementasikan CBR dalam penelitian ini, yaitu: 
Case representation  
Suatu kasus dapat diselesaikan dengan memanggil  kembali kasus sebelumnya yang 
sesuai atau cocok dengan kasus baru. Kasus dapat direpresentasikan dalam berbagai 
bentuk, seperti representasi preposisional, representasi frame, representasi formlike dan 
kombinasi dari ketiganya [10]. Kasus akan direpresentasikan dalam bentuk frame, 
selanjutnya data kasus akan disimpan ke dalam database secara terindeks untuk 
mempercepat proses retrieval nantinya. 
Case retrieval 
Retrieval merupakan inti dari CBR, yaitu proses menemukan dalam case-base, kasus-
kasus yang paling dekat dengan kasus saat ini. Pengambilan kasus yang efektif harus 
menggunakan kriteria seleksi yang menentukan bagaimana basis kasus dicari. Teknik 
retrieval yang paling sering diselidiki sejauh ini, adalah k-nearest neighbor, pohon keputusan 
dan turunannya. Teknik ini menggunakan smimilarity metric untuk menentukan ukuran 
kedekatan (similarity) antar kasus [10]. Pada penelitian ini metode similarity yang 
digunakan adalah weighted minkowski dengan persamaan (1) [13]. 
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Keterangan: 
 (   ) : Similaritas antara kasus T (target case) dan S (source case) 
  : Jumlah atribut pada masing-masing kasus 
   : Nilai bobot fitur ke-k 
  : Faktor minkowski (integer positif) 
  (     ) : Kesamaan fitur ke-k dari source case dan target case 
 ( ) : Persentase tingkat keyakinan pakar terhadap suatu kasus dalam source case 
 (     ) : Jumlah fitur yang terdapat dalam target case yang muncul pada source case 
 (  ) : Jumlah fitur yang terdapat dalam target case 
Nilai r adalah bilangan prositif ≥ 1, (antara 1 sampai dengan tak hingga). Pada 
penelitian yang dilakukan ini digunakan r=3. Penelitian sebelumnya yang dilakukan [14] 
menunjukan bahwa dengan penggunaan r=3 diperoleh hasil akurasi maksimum.  
Similaritas lokal dibedakan menjadi dua jenis, yaitu symbolic dan numeric. Fitur symbolic 
dihitung dengan menggunakan persamaan (2) [10], Sedangkan fitur numeric akan dihitung 
dengan menggunakan persamaan (3) [15]. 
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Keterangan: 
  (     ) : Kesamaan fitur ke-k dari source case dan target case 
   (     ) : Nilai minimum atara fitur ke-k dari source case dan target case 
   (     ) : Nilai maksimum atara fitur ke-k dari source case dan target case 
  : Nilai tak hingga/tidak terdefinisi (selain 0 dan 1) 
Jika tingkat kemiripan antara kasus lama dengan kasus baru memenuhi nilai threshold akan 
di-reuse, akan tetapi jika tidak maka pakar perlu memberikan kesimpulan solusi terhadap 
kasus baru tersebut.  
Sistem Pendukung Keputusan  
Sistem pendukung keputusan (SPK/DSS) merupakan sistem informasi interaktif 
yang menyediakan informasi, pemodelan, dan pemanipulasian data. Sistem digunakan 
untuk membantu pengambilan keputusan dalam situasi yang semitersruktur dan situasi 
yang tidak terstruktur, dimana tak seorang pun tahu secara pasti bagaimana keputusan 
seharusnya dibuat. SPK dibangun untuk mendukung solusi atas suatu masalah atau untuk 
mengevaluasi suatu peluang. Aplikasi sistem pendukung keputusan menggunakan CBIS 
(Computer Based Information System) yang fleksibel, interaktif, dan dapat diadaptasi, yang 
dikembangkan untuk mendukung solusi atas masalah manajemen spesifik yang tidak 
terstruktur. 
Aplikasi SPK menggunakan data, memberikan interface yang mudah, dan dapat 
menggabungkan pemikiran pengambilan keputusan. SPK ditujukan untuk mendukung 
manajemen dalam melakukan pekerjaan yang bersifat analitis dalam situasi yang kurang 
terstruktur dan dengan kriteria yang kurang jelas. Akan tetapi tidak dimaksudkan untuk 
mengotomatisasikan pengambilan keputusan, melainkan untuk memberikan perangkat 
interaktif yang memungkinkan pengambil keputusan untuk melakukan berbagai analisis 
menggunakan model-model yang tersedia. 
Tujuan utama SPK adalah (1) membantu manajer dalam pengambilan keputusan atas 
masalah semi-terstruktur; (2) memberikan dukungan atas pertimbangan manajer; (3) 
meningkatkan efektifitas keputusan yang diambil; (4) kecepatan komputasi; (5) 
peningkatan produktifitas; (6) dukungan kualitas; (7) berdaya saing dan (8) mengatasi 
keterbatasan kognitif Sistem pendukung keputusan terdiri atas 4 komponen yaitu, 
subsistem manajemen data, subsistem manajemen model, subsistem antarmuka pengguna 
dan subsistem manajemen berbasis-pengetahuan.  
Subsistem manajemen data 
Pada dasarnya subsistem manajemen data terdiri dari beberapa komponen utama. 
Beberapa komponen tersebut yaitu:  
a. Basis data sistem pendukung keputusan, yaitu kumpulan data yang saling 
berhubungan, dan diorganisasikan untuk memenuhi kebutuhan dan struktur dari 
sebuah organisasi yang dapat digunakan oleh lebih dari satu orang untuk beberapa 
aplikasi. 
b. Fasilitas query, diperlukan untuk mengakses, memanipulasi, dan query data. 
c. Direktori data, yaitu katalog dari semua data di dalam basis data.  
Subsistem manajemen model 
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Sebuah basis model berisi rutin khusus dan model-model yang menyediakan 
kemampuan analisis pada suatu sistem pendukung keputusan. Kemampuan menciptakan, 
menjalankan, merubah, menggabungkan, dan memeriksa model-model adalah kunci 
kemampuan dari sebuah sistem pendukung keputusan yang membedakannya dengan 
sistem informasi berbasis komputer lainnya. 
Subsistem manajemen pengetahuan 
Beberapa aplikasi sistem pendukung keputusan yang permasalahannya tidak terlalu 
kompleks (sederhana), tidak memerlukan subsistem manajemen pengetahuan oleh karena 
itu subsistem ini bersifat optional. Akan tetapi, banyak permasalahan semi terstruktur dan 
tidak terstruktur yang sangat kompleks sehingga untuk solusinya membutuhkan keahlian 
sebagai tambahan kemampuan terhadap sistem pendukung keputusan reguler. Keahlian 
dapat disediakan oleh sebuah sistem pakar atau sistem inteligen lainnya. Oleh karena itu, 
banyak sistem pendukung keputusan yang telah maju dilengkapi dengan sebuah 
komponen yang disebut manajemen pengetahuan (knowledge management). 
Subsistem antarmuka pengguna 
Antarmuka pengguna meliputi semua aspek komunikasi antara pengguna dengan 
sistem pendukung manajemen (management support system-MSS). Subsistem antar muka 
pengguna dikelola oleh perangkat lunak yang disebut sistem manajemen antarmuka 
pengguna (user interface management sistem/UIMS).  
 
ANALISIS DAN PERANCANGAN 
Pada penelitian ini membahas tentang sistem pendukung keputusan yang berfungsi 
untuk melakukan analisis masa studi mahasiswa jenjang sarjana pada Jurusan Teknik 
Informatika S1 STMIK Akakom Yogyakarta. Metode  yang digunakan dalam 
pengambilan keputusan dengan pelanaran berbasis kasus (Case-Based Reasoning/CBR). 
Analisis dilakukan dengan membandingkan dan menghitung kedekatan (similarity) antara 
kasus lama dengan kasus baru, dimana kasus lama adalah data kasus lulusan pada tahun 
2017. Sedangkan kasus baru adalah data mahasiswa semester 4 (angkatan tahun 2015). 
Data kasus lama (Source Case) terdiri dari lulusan dengan 4 (empat) kategori yaitu (1) 
lulus 4 tahun dengan IPK > 2.75; (2) lulus 4 tahun dengan IPK < 2.75; (2) lulus > 4 
tahun dengan IPK > 2.75 dan (4) lulus >4 tahun dengan IPK < 2.75 (tabel 1). 
Perbandingan antara kasus lama dan kasus baru (Target Case) dilakukan dengan 
menghitung kedekatan antara nilai matakuliah tertentu, IPS (indeks prestasi smester) 
semester 1-4 dan IPK (indeks prestasi komulatif) pada semester 4.  
Tabel 1 Kategori kelulusan 
No Kode Kategori 
1 L001 Lulus 4 tahun dengan IPK > 2.75 
2 L002 Lulus 4 tahun dengan IPK < 2.75 
3 L003 Lulus >4 tahun dengan IPK > 2.75 
4 L004 Lulus >4 tahun dengan IPK < 2.75 
Analisis Kebutuhan 
Berikut merupakan beberapa kebutuhan sistem pendukung keputusan yang akan 
dibangun untuk melakukan analisis masa studi mahasiswa jenjang sarjana pada Jurusan 
Teknik Informatika S1 STMIK Akakom Yogyakarta. 
a. Kebutuhan input 
Data input yang digunakan untuk membangun sistem pendukung keputusan diantaranya: 
1. Data user, berupa nama pengguna dan password. 
2. Data menu utama berupa data akses, data master dan data analisis. 
7 
 
3. Data akses berupa data logout, data user manager. 
4. Data master berupa data source case (lulusan tahun 2017) dan target case (mahasiswa 
angkatan 2015). 
5. Data analisis berupa data hasil perhitungan similaritas. 
b. Kebutuhan proses 
Beberapa proses dibutuhkan untuk memproses data input menjadi data output berupa 
informasi yang diinginkan yaitu proses menghitung untuk kedekatan antara kasus lama 
dan kasus baru. 
c. Kebutuhan output 
Output yang diinginkan adalah berupa informasi yang akan disampaikan ke bagian 
akademik (termasuk ketua program studi), yaitu persentase kemungkinan kelulusan yang 
terdiri dari 4 (empat) kategori sebagaimana disajikan pada tabel 1 yang dapat dijadikan 
pertimbangan kebijakan. 
Sumber Data 
Sumber data merupakan sebuah data yang akurat baik itu data yang didapat dari 
bagian akademik (pembantu ketua 1 biadang akademik) yang akan dijadikan sebuah acuan 
untuk menghasilkan informasi yang valid. 
Rancangan Model Sistem Pendukung Keputusan 
Proses analisa yang diperlukan dalam membangun sistem pendukung keputusan. 
Tahapan yang perlu dilakukan untuk menerapkan penalaran berbasis kasus (case-based 
reasoning) untuk melakukan analisis masa studi mahasiswa jenjang sarjana adalah akuisisi 
pengetahuan, representasi kasus, model retrieval dan similarity, desain sistem dan desain 
anatar muka.  
a. Akuisisi Pengetahuan 
Case base akan dibentuk dari kumpulan data lulusan pada tahun 2017 dengan berbagai 
jenis predikat. Tahap berikutnya adalah melakukan akuisisi pengetahuan yaitu proses 
untuk mengumpulkan data-data pengetahuan dari sumber pengetahuan. Sumber 
pengetahuan tersebut dijadikan sebagai informasi untuk dipelajari, diolah dan 
diorganisasikan secara terstruktur menjadi basis pengetahuan.  
b. Representasi Kasus 
Data-data kumpulan kasus yang diperoleh dari data kelulusan akan disimpan menjadi case 
base. Kasus-kasus yang sudah dikumpulkan akan direpresentasikan ke dalam bentuk frame 
yang berelasi antara data lulusan, data nilai matakuliah, IPS dan IPK yang menyertai kasus 
tersebut. Setiap kasus diberikan tingkat kepercayaan/keyakinan 100% karena sudah 
terbukti kebenaranya. Sedangkan solution space adalah jenis/kategori kelulusan.  
c. Retrieval dan Similarity 
Teknik retrieval yang digunakan dalam penelitian ini adalah teknik nearest neighbor yaitu 
pendekatan dalam mencari kemiripan kasus dengan menghitung kedekatan antara kasus 
baru dengan kasus lama. Perhitungan  berdasarkan pada pencocokan bobot dari sejumlah 
fitur yang ada. Dasar dari teknik ini adalah membandingkan setiap atribut target case 
dengan setiap atribut pada source case yang ada dalam case base (proses perbandingan 
terhadap source case dilakukan per satu kasus), kemudian perbandingan tersebut dihitung 
dengan menggunakan fungsi similarity. Perhitungan kedekatan antara fitur (similaritas 
lokasl) nilai matakuliah, fitur IPS dan IPK menggunakan persamaan (3). Pencocokan 
target case dan source case berdasarkan range nilai mutu sebagaimana disajikan pada tabel 2, 3 
dan tabel 4. Sedangkan nilai bobot dibagia menjadi 3, bobot masing-,masing nilai 




Tabel 2 Range nilai matakuliah 
Nilai Keterangan Mutu 
A Sangat Baik 4 
B Baik 3 
C Cukup 2 
D Kurang 1 
 
Tabel 3 Range nilai IPS 
Jenis Range Keterangan Mutu 
IPS 1.00-1.99 Kurang 1 
IPS 2.00 – 2.75 Memuaskan 2 
IPS 2.76 – 3.50 Sangat Memuaskan 3 
IPS 3.51 – 4.00 Dengan Pujian 4 
 
Tabel 4 Range nilai IPK 
Jenis Range Keterangan Mutu 
IPK 1.00-1.99 Kurang 1 
IPK 2.00 – 2.75 Memuaskan 2 
IPK 2.76 – 3.50 Sangat Memuaskan 3 
IPK 3.51 – 4.00 Dengan Pujian 4 
 
Solusi dari source case akan simpulkan sebagai solusi dari kasus baru (target case) jika nilai 
source case yang dibandingkan sama atau hampir sama dengan nilai target case. Similarity 
dihitung menggunakan rumus weighted minkowski yang telah dimodifikasi (1). 
d. Rancangan basis data 
Rancangan basis data terdiri dari Realasi antar tabel dan Struktur Tabel. Berdasarkan hasil 
analisa sistem dan model data entitas dalam pemodelan sistem selanjutnya diterjemahkan 
menjadi tabel-tabel dan atribut-atribut di sebuah entitas diterjemahkan menjadi field 
(kolom) dalam tabel tersebut. Tabel-tabel tersebut diimplemntasikan menggunakan 
sebuah perangkat lunak (software) manajemen basis data (DBMS). Tabel yang dibuat 
adalah Tabel Kategori, Tabel Mkul,Tabel Mhs, Tabel MkulMhs, Tabel Kasus dan Tabel 
MkulKasus.  
e. Rancangan antar muka (Interface) 
Rancangan antar muka sistem dalam penerapan penalaran berbasis kasus untuk analisis  
masa studi mahasiswa jenjang sarjana dibuat dalam beberapa bagian penting yaitu 
rancangan sistem menu. Antar muka utama dalam sistem yang akan dibuat adalah menu 
admin dan menu decission maker. Admin bertugas untuk memasukan data kategori 
kelulusan, data matakuliah, data mahasiswa dan data lulusan beserta nilai yang telah 
diperoleh. Sedangkan decission maker dalam hal ini adalah wakil ketua bidang akademik dan 
kaprodi. Secara umum rancangan hierarki menu sistem yang akan dikembangkan 




Gambar 2 Rancangan sistem menu 
HASIL DAN PEMBAHASAN 
Setelah proses perancangan yang telah dijabarkan pada bagian sebelumnya, 
selanjutnya sistem akan diimpplementasikan dalam sebuah aplikasi menggunakan bahasa 
pemrograman. Langkah selanjutnya pada penelitian ini adalah menentukan perangkat-
perangkat yang digunakan baik itu perangkat lunak (software) maupun perangkat keras 
(hardware) yang akan dipakai pada proses implementasi sistem. Berikut adalah detail 
spesifikasi perangkat lunak dan perangkat keras yang digunakan. Perangkat lunak 
(Software) yang digunakan adalah sistem operasi Microsoft Windows 8.1 dan programming 
language Visual Basic 6.0 Enterprise Edition. Sedangan perangkat keras yang digunakan 
meliputi laptop dengan processor Intel i7, memori 4 GB dan harddisk  500 GB. Setelah 
dilakukan pengembangan, penelitian ini menghasilkan sebuah sistem dengan spesifikasi 
dan tampilan sebagai mana dijelaskan pada bab ini.  
Halaman Utama 
Halaman utama adalah form awal yang disajikan kepada pengguna sistem.  Pada 
halaman utama ini terdapat form login yang dipakai oleh pengguna sistem untuk 
melakukan beberapa proses diantaranya proses penginputan data, pengaksesan data, 
perhitungan/analisis dan hasil analisi.  Tabel yang terlibat dalam proses login ini adalah 
tabel user manager.  User melakukan proses input untuk user dan password, setelah itu 
baru bisa melakukan proses selanjutnya.  Adapun user interface halaman utama dapat 
dilihat pada Gambar 3. 
 
Gambar 3 User interface halaman utama 
Implementasi Data Matakuliah 
Modul ini digunakan untuk melakukan proses penginputan dan penghapusan kode 



















matakuliah di ganti dengan nomor secara urut dan bukan kode matakuliah sebenaranya 
demi kerahasiaan data. Adapun user interface dapat dilihat pada Gambar 4.  
 
Gambar 4 User interface data matakuliah 
Implementasi Kategori Kelulusan 
Pada modul kategori kelulusan user dapat mengedit/merubah kategori kelulusan 
sesuai dengan peraturan akademik.  Tampilan interface menu ini dapat dilihat pada 
Gambar 5. 
 
Gambar 5 Implementasi user interface kategori kelulusan 
Implementasi Data Mahasiswa (Taget Case) 
Pada modul data mahasiswa, user dapat menginputkan data detail mahasiswa, data-
data nilai yang telah diperoleh selama semester 1 sampai dengan semester 4, termasuk 
data IP semester (IPS) dan IP komulatif (IPK). Dua digit nomor induk mahasiswa (NIM) 
diganti dengan “XX” untuk menjaga kerahasiaan. Tampilan formulir pengisian data 
mahasiswa dapat dilihat pada Gambar 6. 
 
Gambar 6 Implementasi user interface data mahasiswa 
 
Implementasi Data Lulusan (Case Base) 
Pada modul data lulusan, user dapat menginputkan data detail lulusan, data-data nilai 
yang telah diperoleh selama selama studi, termasuk data IP semester (IPS) dan IP 
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komulatif (IPK). Selain data tersebut, perlu dimasukan juga kategori kelulusan. Tampilan 
formulir pengisian data lulusan dapat dilihat pada Gambar 7. 
 
Gambar 7 Implementasi user interface data lulusan/kasus 
Implementasi Form Ananlisis 
Form ananlisis berhubungan dengan data mahasiswa sebagai target case dan data 
lulusan sebagai source case. Form ini berfungsi untuk melalkukan pencocokan kemiripan 
(similarity) antara kasus lama (source case) dana kasus baru (target case). Langkah pertama 
yang dilakukan untuk menganalisis masa studi adalah dengan memilih nomor mahasiswa 
(NIM) yang akan dianalisa. Form ini dilengkapi dengan tombol cari mahasiswa untuk 
memudahkan input data. Setelah pemilihan NIM maka akan ditampilkan data-data nilai, 
IPS dan IPK dari mahasiswa tersebut. Selanjutnya meng-klik tombol analisa untuk 
memulai proses perhitungan.   Tampilan form analisa masa studi di tunjukan pada 
Gambar 8. setelah proses perhitungan selesai, akan ditampilkan form hasil analisis yang 
berisi informasi tentang NIM, nama, tanggal ananlisis, kesimpulan hasil prediksi serta nilai 
similaritas/kesamaan dan persentase kesamaan. Selanjutnya data hasil analisis tersebut 
dapat disimpan sebagai kasus baru dan di cetak melalui printer.  Tampilan hasil analisis di 
tunjukan pada gambar 9. 
 





Gambar 9 Implementasi Form Hasil Analisis 
 
KESIMPULAN 
Berdasarkan tahapan penelitian  yang telah dilakukan, dapat disimpulkan bahwa 
penerapan penlaran berbasis kasus/case-based reasoning dalam sebuah sistem pendukung 
keputusan untuk analisis masa studi mahasiswa jenjang sarjana dapat dilakukan. 
Perhitungan similaritas dengan metode minkowski sesuai untuk data-data yang digunakan 
yaitu nilai matakuliah, index prestasi semester (IPS) dan index prestasi komulatif (IPK). 
Selanjutnya hasil penelitian ini dapat dimanfaatkan bagi pengambil kebijakan untuk 
merumuskan strategi dalam menghasilkan kelulusan dengan tepat waktu. 
 
SARAN 
Penelitian ini hanya menggunakan data-data mahasiswa program sarjana dan tidak 
menggunakan mahasiswa program vokasi (Diploma 3). Perhitungan similaritas hanya 
berdasarkan nilai matakuliah, IPS dan IPK. Pada penelitian selanjutnya dapat melibatkan 
fitur tambahan seperti jenis kelamin, asal daerah, keaktifan organisai atau juga melibatkan 
faktor status pekerjaan (bagi mahasiswa yang sudah bekerja). Diharapkan dengan 
melibatkan beberapa faktor tambahan tersebut akuraasi sistem akan meningkat. 
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