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We present a simple derivation of a Feynman-Kac type formula to study fermionic systems. In this approach
the real time or the imaginary time dynamics is expressed in terms of the evolution of a collection of Poisson
processes. A computer implementation of this formula leads to a family of algorithms parametrized by the values
of the jump rates of the Poisson processes. From these an optimal algorithm can be chosen which coincides with
the Green Function Monte Carlo (GFMC) method in the limit when the latter becomes exact.
A crucial issue in quantum Monte Carlo meth-
ods is the choice of the most convenient stochas-
tic process to be used in the simulation of the
dynamics of the system. This aspect is particu-
larly evident in the case of fermion systems [1{
4] due to the anticommutativity of the variables
involved which for long time have not lent them-
selves to direct numerical evaluation. In a recent
paper [5] progress has been made in this direction
by providing exact probabilistic expressions for
quantities involving variables belonging to Grass-
mann or Cliord algebras. In particular, the real
time or the imaginary time evolution operator of
a Fermi system or a Berezin integral can be ex-
pressed in terms of an associated stochastic dy-
namics of a collection of Poisson processes. This
approach depends on an older general formula to
represent probabilistically the solution of a sys-
tem of ordinary dierential equations (ODE) in
terms of Poisson processes [6]. In this paper,
we present a simple derivation of a similar for-
mula to study fermionic systems, in particular,
the Hubbard model. However, the fermionic na-
ture of the Hamiltonian plays no special role and
similar representations can be written down for
any system described by a nite Hamiltonian ma-
trix. This formula leads to a family of algorithms
parametrized by the values of the jump rates of
the Poisson processes. For an optimal choice of
these parameters we obtain an algorithm which
coincides with the well known Green Function
Monte Carlo method in the limit when the lat-
ter becomes exact [7]. In this way we provide a
theoretical characterization of GFMC.





















where   Zd is a nite d-dimensional lattice
with cardinality jj, f1; : : : ; jjg some total or-
dering of the lattice points, and ciσ the usual an-
ticommuting destruction operators at site i and
spin index . In this paper, we are interested in
evaluating the matrix elements hn0je−Htjni where
n = (n1"; n1#; : : : ; njj"; njj#) are the occupation
numbers taking the values 0 or 1 [8]. The total
number of fermions per spin component is a con-
2served quantity, therefore we consider only cong-







for  ="#. In the following we shall use the mod
2 addition n n0 = (n + n0) mod 2.
Let Γ = f(i; j); 1  i < j  jj : ij 6= 0g
and jΓj its cardinality. For simplicity, we will as-
sume that ij =  if (i; j) 2 Γ and γi = γ. By
introducing
ijσ(n)  hn 1iσ  1jσ jcyiσcjσ + cyjσciσjni
= (−1)niσ++nj−1σ [njσ(niσ  1)
−niσ(njσ  1)] ; (2)
where 1iσ = (0; : : : ; 0; 1iσ; 0; : : : ; 0), and




the following representation holds















V (nNs)ds + 2jΓjt

: (5)
Here, fN tijσg, (i; j) 2 Γ, is a family of 2jΓj in-
dependent Poisson processes with parameter 
and Nt = (N t1"; N
t





stochastic processes dened as
N tkσ =
X
(i,j)2Γ: i=k or j=k
N tijσ : (6)
We remind that a Poisson process N t with pa-




N t+s −N t = k = (s)k
k!
e−ρs: (7)
Its trajectories are piecewise-constant increasing
integer-valued functions continuous from the left.
The stochastic integral
R







where sk are random jump times having proba-
bility density p(s) = e−ρs. Finally, the symbol
E(: : :) is the expectation of the stochastic func-
tional within braces. We emphasize that a similar
representation holds for the real time matrix ele-
ments hn0je−iHtjni.
Summarizing, we associate to each ij 6= 0 a
link connecting the sites i and j and assign to it a
pair of Poisson processes N tijσ with  ="#. Then,
we assign to each site i and spin component 
a stochastic process N tiσ which is the sum of all
the processes associated with the links incoming
at that site and having the same spin component.
A jump in the link process N tijσ implies a jump in
both the site processes N tiσ and N
t
jσ. Equations
(4) and (5) are immediately generalizable to non
identical parameters ij and γi. In this case, it
may be convenient to use Poisson processes N tijσ
with dierent parameters ijσ .
In order to construct an ecient algorithm for
evaluating (4-5), we start by observing that the
functions ijσ(n Ns) vanish when the occupa-
tion numbers niσ Nsiσ and njσ Nsjσ are equal.
We say that for a given value of  the link ij is
active at time s if ijσ(nNs) 6= 0. We shall see
in a moment that only active links are relevant.
Let us consider how the stochastic integral in (5)
builds up along a trajectory dened by consider-
ing the time ordered succession of jumps in the
family fN tijσg. The contribution to the stochastic
integral in the exponent of (5) at the rst jump
time of a link, for deniteness suppose that the







where Ns1 = 0 due the assumed left continuity.
Therefore, if the link i1j11 was active at time
0 we obtain a nite contribution to the stochas-
tic integral otherwise we obtain −1. If s1  t
we have no contribution to the stochastic inte-
gral from this trajectory. If s1 < t a second jump
of a link, suppose i2j2 with spin component 2,







The analysis can be repeated by considering an
3arbitrary number of jumps. Of course, when the
stochastic integral is −1, which is the case when
some  = 0, there is no contribution to the expec-
tation. The other integral in (5) is an ordinary
integral of a piecewise constant bounded function.
We now describe the algorithm. From the
above remarks it is clear that the only trajecto-
ries to be considered are those associated to the
jumps of active links. It can be seen that this
corresponds to the conservation of the total num-
ber of fermions per spin component. The active
links can be determined after each jump by in-
specting the occupation numbers of the sites in
the set Γ according to the rule that the link ij is
active for the spin component  if niσ + njσ = 1.
We start by determining the active links in the
initial conguration n assigned at time 0 and
make an extraction with uniform distribution to
decide which of them jumps rst. We then ex-
tract the jump time s1 according to the probabil-
ity density pA1(s) = A1 exp(−A1s) where A1 is
the number of active links before the rst jump
takes place. The contribution to Mt at the time






t)te−(2jΓj−A1)ρt (s1 − t);
where exp[−(2jΓj−A1)s] is the probability that
the 2jΓj − A1 non active links do not jump in
the time interval s. The contribution of a given
trajectory is obtained by multiplying the factors
corresponding to the dierent jumps until the last
jump takes place later than t. For a given trajec-






e[Akρ−V (nNsk )](sk−sk−1) (t− sk)
+e[Akρ−V (nN
t)](t−sk−1) (sk − t)
i
: (8)
Here, Ak = A(n  Nsk) is the number of ac-
tive links in the interval (sk−1; sk] and s0 =
0. Note that the exponentially increasing factor
exp (2jΓjt) in (5) cancels out in the nal expres-
sion of Mt. The analogous expression of Mt for
real times is simply obtained by replacing  ! i
and γ ! iγ. The algorithm can be improved by
the usual methods of reconguration and impor-
tance sampling.
In principle, the algorithms parametrized by 
are all equivalent as (4-5) holds for any choice of
the Poisson rates. However, since we estimate the
expectation values with a nite number of trajec-
tories, this may introduce a systematic error. It
can be shown that the best performance is ob-
tained for the natural choice    independently
of the interaction strength. In this case our algo-
rithm coincides with the GFMC in the limit when
the latter becomes exact. For details we refer to
our paper [9].
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