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Abstract
Exact Bayesian structure discovery in Bayesian networks requires exponential time and
space. Using dynamic programming (DP), the fastest known sequential algorithm computes
the exact posterior probabilities of structural features in O(2(d + 1)n2n) time and space,
if the number of nodes (variables) in the Bayesian network is n and the in-degree (the
number of parents) per node is bounded by a constant d. Here we present a parallel
algorithm capable of computing the exact posterior probabilities for all n(n−1) edges with
optimal parallel space efficiency and nearly optimal parallel time efficiency. That is, if
p = 2k processors are used, the run-time reduces to O(5(d+ 1)n2n−k + k(n− k)d) and the
space usage becomes O(n2n−k) per processor. Our algorithm is based the observation that
the subproblems in the sequential DP algorithm constitute a n-D hypercube. We take a
delicate way to coordinate the computation of correlated DP procedures such that large
amount of data exchange is suppressed. Further, we develop parallel techniques for two
variants of the well-known zeta transform, which have applications outside the context of
Bayesian networks. We demonstrate the capability of our algorithm on datasets with up
to 33 variables and its scalability on up to 2048 processors. We apply our algorithm to a
biological data set for discovering the yeast pheromone response pathways.
Keywords: Parallel Algorithm, Exact Structure Discovery, Bayesian Networks
1. Introduction
Bayesian networks (BNs) are probabilistic graphical models that represent a set of random
variables and their conditional dependencies via a directed acyclic graph (DAG). Learning
the structures of Bayesian networks from data has been a major concern in many applica-
tions of BNs. In some of the applications, one aims to find a BN that best explains the
observations and then utilizes this optimal BN for predictions or inferences (we call this
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structure learning). In others, we are interested in finding the local structural features that
are highly probable (we call this structure discovery). In causal discovery, for example, one
aims at the identification of (direct) causal relations among a set of variables, represented
by the edges in the network structure (Heckerman et al., 1997).
Among the approaches to the structure learning problem, score-based search method
formalizes the problem as an optimization problem where a scoring function is used to
measure the fitness of a DAG to the observed data, then a certain search approach is
employed to maximize the score over the space of possible DAGs (Cooper and Herskovits,
1992; Heckerman et al., 1997). While for structure discovery, Bayesian method is extensively
used. In this method, we provide a prior probability distribution P (G) over the space of
possible Bayesian networks and compute the posterior distribution P (G|D) of the network
structure G given data D. We can then compute the posterior probability of any structural
features by averaging over all possible networks. Both structure learning and structure
discovery are considered hard since the number of possible networks is super-exponential,
i.e., O(n!2n(n−1)/2), with respect to the number of variables n. Indeed, it has been showed
in (Chickering et al., 1995) that finding an optimal Bayesian network structure is NP-hard
even when the maximum in-degree is bounded by a constant greater than one.
Recently, a family of DP algorithms have been developed to find the optimal BN in time
O(n2n) and space O(2n)(Ott et al., 2004; Singh and Moore, 2005; Silander and Myllyma¨ki,
2006; Yuan et al., 2011; Yuan and Malone, 2012). Likewise, the posterior probability of
structural features can be computed by analogous DP techniques. For example, the al-
gorithms developed in (Koivisto and Sood, 2004) and (Koivisto, 2006a) can compute the
exact marginal posterior probability of a subnetwork (e.g., an edge) and the exact posterior
probabilities for all n(n − 1) potential edges in O(n2n) time and space, assuming that the
in-degree, i.e., the number of parents of each node, is bounded by a constant. However,
these algorithms require a special form of the structural prior (called order modular prior),
which deviates from the simplest uniform prior and does not respect Markov equivalence
(Friedman and Koller, 2003). If adhering to the standard (structure modular) prior, the
fastest known algorithm is slower, taking time O(3n) and space O(n2n) (Tian and He,
2009). Due to their exponential time and space complexities, the largest networks these
DP algorithms can solve on a typical desktop computer with a few GBs of memory do not
exceed 25 variables.
While both the time and space requirements grow exponentially as n increases, it is the
space requirement being the bottleneck in practice. Several techniques have been developed
to reduce the space usage. In (Malone et al., 2011), the DP algorithm for finding optimal
BNs in (Singh and Moore, 2005) is improved such that only the scores and information for
two adjacent layers in the recursive graph are kept in memory at once. This manipulation
reduces the memory usage to O(
(
n
n/2
)
). And they showed the implementation of the algo-
rithm solved a problem of 30 variables in about 22 hours using 16 GB memory. However,
their implementation needs external memory (i.e., hard disk) to store the entire recursive
graph. This may slow down the algorithm due to the slow access to hard disk. Further, the
algorithm is not scalable on larger problems as the O(
(
n
n/2
)
) space usage still grows very fast
as n increases. Alternatively, Parviainen and Koivisto (2009) proposed several schemes to
trade space against time. If little space is available, a divide-and-conquer scheme recursively
splits the problem to subproblems, each of which can be solved completely independently.
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This scheme results in time 22n−snO(1) in space 2snO(1) for any s = n/2, n/4, n/8, ..., where
s is the size of the subproblems. If moderate amounts of space are available, a pairwise
scheme splits the search space by fixing a class of partial orders on the set of variables. This
manipulation yields run-time 2n(3/2)pnO(1) in space 2n(3/4)pnO(1) for any p = 0, 1, ..., n/2
where p is a parameter controlling the space-time trade-off. Although both schemes make it
practical to solve larger problems using limited space, they make a huge sacrifice in running
time.
Parallel computing aims to design systems and algorithms that use multiple processing
elements simultaneously to solve a problem. It allows us to overcome the time and space
limitations by using supercomputers, which are usually equipped with thousands of pro-
cessors and several terabytes memory. If the computation steps in solving a problem are
independent, the running time can be significantly reduced by parallelizing the execution of
these independent steps on multiple processors. Certainly, this acceleration has theoretical
upper bound. A widely used measure of the acceleration is speedup, defined as the ratio
between the sequential running time (on one processor) and the parallel running time on p
processors. Then in theory, speedup ≤ p. That is, one can’t achieve more than p times faster
if p processors are used. The speedup will often be less than p as the parallel algorithm is
bound to have some overhead in coordinating the actions of processors. Another measure
of the performance of a parallel algorithm is efficiency, defined as the ratio between the
sequential running time and the product of the number of processors used and the parallel
running time. Efficiency measures how well the processors are utilized by the algorithm.
Similarly, efficiency ≤ 1. A parallel algorithm is said to be efficient if it involves the same
order of work as performed by the best sequential algorithm. Most modern supercomputers
implement a parallel model called the distributed memory model1, where many processors
are linked through high-speed connections and each processor has local memory directly
attached to it. This type of supercomputers is scalable in terms of both the memory space
and the number of processors. Thus, current research in parallel computing mainly use the
distributed memory model for designing parallel algorithms.
Several parallel algorithms have already been developed for solving the structure learning
problem. First, as mentioned by the authors, the pairwise scheme proposed in (Parviainen
and Koivisto, 2010) allows easy parallelization on up to 2p processors for any p = 0, 1, ..., n/2.
Each of the processors solves a subproblem independently in time 2n(3/4)pnO(1) in space
2n(3/4)pnO(1). Compared to the sequential algorithm that runs in time and space of 2nnO(1),
the parallel efficiency is (2/3)p, which is suboptimal. Further, they only implemented the
pairwise scheme to compute the subproblems. Thus, although their results suggest the im-
plementation is feasible up to around 31 variables, their estimate ignores the parallelization
overhead that generally becomes problematic in parallelization. Later, Tamada et al. (2011)
presented a parallel algorithm that splits the search space so that the required communica-
tion between subproblems is minimal. The overall time and space complexity is O(nσ+12n),
where σ = 0, 1..., > 0 controls the communication-space trade-off. This algorithm, as men-
tioned, has slightly greater space and time complexities than the algorithm in (Parviainen
and Koivisto, 2009) because of redundant calculations of DP steps. Their implementation
1. Another popular parallel model is the shared memory model, where a memory space is shared by all
processors. This type of systems is typically very expensive and not scalable in terms of the memory
size and the number of processors.
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of the algorithm was able to solve 32-node network in about 5 days 14 hours using 256
processors with 3.3 GB memory per processor. However, it did not scale well on more than
512 processors as the parallel efficiency decreased significantly from 0.74 on 256 processors
to 0.39 on 1024 processors. Nikolova et al. (2009, 2013) described a novel parallel algorithm
that realizes direct parallelization of the sequential DP algorithm in Ott et al. (2004) with
optimal parallel efficiency. This algorithm is based on the observation that the subprob-
lems constitute a lattice equivalent to an n-dimensional (n-D) hypercube, which has been
proved to be a very powerful interconnection network topology used by most of modern
parallel computer systems (Dally and Towles, 2004; Ananth et al., 2003; Loh et al., 2005).
In the lattice formed by the DP subproblems, data exchange only happens between two
adjacent nodes. In a hypercube interconnection network, the neighbors communicate with
each other much more efficiently than other pairs of nodes. By noting this, the parallel
algorithm takes a direct mapping of the DP steps to the nodes of a hypercube, thus is
communication-efficient. Further, this hypercube algorithm does not calculate redundant
steps or scores. These two features render the implementation of the algorithm scalable on
up to 2048 processors (Nikolova et al., 2013). Using 1024 processors with 512 MB memory
per processor, they solved a problem with 30 variables in 1.5 hours.
In contrast, using parallel computing to speed and scale up structure discovery has not
been studied so extensively. To our knowledge, there are no parallel algorithms developed for
computing the exact posterior probability of structural features. Although Parviainen and
Koivisto (2010) extended the parallelizable partial-order scheme to the structure discovery
problem, they did not offer any explicit way to parallelize it. Although the DP techniques
for these two problems are analogous, they differ in some significant places. These differ-
ences prohibit the direct adaption of the existing parallel algorithms for structure learning
to structure discovery. First, the DP algorithm for optimal BN learning involves only one
DP procedure. All relevant scores for a certain subproblem are computed in one DP step,
therefore can be computed on one processor. Thus, the mapping of subproblems to pro-
cessors is very straightforward. However, the DP algorithm for computing the posterior
probability of structural features involves several separate DP procedures, responsible for
computing different scores. These DP procedures, though can be performed separately, rely
on the completion of one another. Thus, it is a challenge to effectively coordinate the com-
putations of these DP procedures in a parallel setup. Failure to do this may greatly harm
the parallel efficiency. Second, the DP algorithm for computing the posterior probability of
structural features involves two critical subtasks, each of which calls for a fast computation
of a zeta transform variant. These two zeta transform variants require efficient parallel
processing.
To fill up the gap, in this paper we develop a parallel algorithm to compute the exact
posterior probability of substructures (e.g., edges) in Bayesian networks. Our algorithm
realizes direct parallelization of the DP algorithm in (Koivisto, 2006a) with nearly per-
fect load-balancing and optimal parallel time and space efficiency, i.e., the time and space
complexity per processor are O(n2n−k) respectively, for p number of processors, where
k = log(p). Our parallel algorithm is an extension of Nikolova et al. (2009)’s hypercube
algorithm to the structure discovery problem. However, because of the difficulties discussed
previously, our work goes beyond that by a significant margin. First, we adopt a delicate
way to map the calculation of various scores to the processors such that large amount of data
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exchange between non-neighboring processors is avoided during the transition among the
separate DP procedures. This manipulation significantly reduces the time spent in commu-
nication. Second, we develop novel parallel algorithms for two fast zeta transform variants.
As zeta transforms are fundamental objects in several several combinatorial problems such
as graph coloring (Koivisto, 2006b) and Steiner tree (Nederlof, 2009) and combinatorial tools
like the fast subset convolution (Bjo¨rklund et al., 2007), the parallel algorithms developed
here would also benefit the researches outside the context of Bayesian networks.
The rest of the paper is organized as follows. In Section 2, we present some preliminaries
of exact structure discovery in BNs and briefly review Koivisto (2006a)’s DP algorithm,
upon which our parallel algorithm is based. In Section 3, we present our parallel algorithm
for computing the posterior probability of structural features and conduct a theoretical
analysis on its run-time and space complexity. In Section 4, we empirically demonstrate the
capability of our algorithm on a Dell PowerEdge C8220 supercomputer. Discussions and
conclusions are presented in Section 5.
2. Exact Bayesian Structure Discovery in Bayesian Networks
Formally, a Bayesian network is a DAG that encodes a joint probability distribution over
a vector of random variables x = (x1, ..., xn) with each node of the graph representing a
variable in x. For convenience we will typically work on the index set V = {1, ..., n} and
represent a variable xi by its index i. The DAG is represented as a vector G = (G1, ..., Gn)
where each Gi is a subset of the index set V −{i} and specifies the parents of i in the graph.
Given a set of observations D, the joint distribution P (G,D) is computed by
P (G,D) = P (G)P (D|G), (1)
where P (G) specifies the structure prior and P (D|G) is the likelihood of the data.
2.1 Computing Posteriors of Structural Features
In this section, we review the DP algorithm in (Koivisto and Sood, 2004) for computing
the posteriors of structural features. A structural feature, e.g., an edge, is conveniently
represented by an indicator function f such that f(G) is 1 if the feature is present in G and
0 otherwise. In Bayesian approach, we are interested in computing the posterior probability
P (f |D) of the feature, which can be obtained by computing the joint probability P (f,D)
as
P (f,D) =
∑
G
f(G)P (G,D). (2)
Instead of directly summing over the super-exponential DAG space, Friedman and Koller
(2003) proposed to work on the order space, which was demonstrated more efficient and
convenient. Formally, an order ≺ is a linear order (L1, ..., Ln) on the index set V , where
Li specifies the predecessors of i in the order, i.e., Li = {j : j≺i}. We say that a DAG
G = (G1, ..., Gn) is consistent with an order ≺ if Gi⊆Li for all i. By introducing the random
variable ≺, P (f,D) can be computed alternatively by
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P (f,D) =
∑
≺
P (≺)P (f,D|≺). (3)
Assume an order modular prior defined as follows: if G is consistent with ≺, then
P (≺, G) =
n∏
i=1
qi(Li)ρi(Gi), (4)
where each qi and ρi is some function from the subsets of V−{i} to the nonnegative reals. We
will also make the standard assumptions on global and local parameter independence, and
parameter modularity (Cooper and Herskovits, 1992). Further, in this paper, we consider
only modular features, i.e, f(G) =
∏n
i=1 fi(Gi), where each fi(Gi) is an indicator function
with values either 0 or 1. For example, an edge u → v can be represented by setting
fv(Gv) = 1 if and only if u ∈ Gv, and setting fi(Gi) = 1 for all i 6= v. In addition,
we assume the number of parents of each node is bounded by a constant d. With these
assumptions, Koivisto and Sood (2004) showed that Eq. (3) can be factorized as
P (f,D) =
∑
≺
n∏
i=1
qi(Li)
∑
Gi: Gi⊆Li and |Gi|≤d
ρi(Gi)p(xi|xGi , Gi)fi(Gi), (5)
where p(xi|xGi , Gi) is the local marginal likelihood for variable i, measuring the local good-
ness of Gi as the parents of i. For convenience, for each family (i, Gi), i ∈ V , Gi ⊆ V −{i},
we define
Bi(Gi) ≡ ρi(Gi)p(xi|xGi , Gi)fi(Gi). (6)
Note that if we assume the bounded in-degree d, we only need to compute Bi(Gi) for
Gi ⊆ V − {i} with |Gi| ≤ d. Further, for all i ∈ V , S ⊆ V − {i}, define
Ai(S) ≡ qi(S)
∑
Gi: Gi⊆S and |Gi|≤d
Bi(Gi). (7)
The sum on the right-hand side of Eq. (7) is known as a variant of the zeta transform
of Bi, evaluated at S. Now Eq. (5) can be neatly written as
P (f,D) =
∑
≺
n∏
i=1
Ai(Li). (8)
Koivisto and Sood (2004) showed that P (f,D) can be computed by defining a recursive
function F on all S ⊆ V ,
F (S) ≡
∑
i∈S
Ai(S − {i})F (S − {i}), (9)
with the base case F (∅) ≡ 1. Then P (f,D) = F (V ).
With this definition, P (f,D) = F (V ) can be computed efficiently with dynamic pro-
gramming. Then the posterior probability of the feature f is obtained by P (f |D) =
6
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P (f,D)/P (D), where P (D) can be computed like P (f,D) by simply setting all features
fi(Gi) = 1, i.e. P (f = 1, D) = P (D).
Computing Bi(Gi) scores for all i ∈ V , |Gi| ≤ d takes O(nd+1) time.2 For any i ∈ V , Ai
scores can be computed in O(d2n) time with a technique called the fast truncated upward
zeta transform3 (Koivisto and Sood, 2004). The recursive computation of F (V ) takes
O(
∑n
i=0 i ·
(
n
i
)
) = O(n2n) time. The total time for computing one feature (i.e., an edge) is
therefore O(nd+1 + nd2n + n2n) = O((d+ 1)n2n).
2.2 Computing Posterior Probabilities for All Edges
If the application is to compute the posteriors for all n(n − 1) edges, we can run above
algorithm separately for each edge. Then the time for computing all n(n − 1) edges is
O((d + 1)n32n). Since the computations for different edges involve a large proportion of
overlapping elements, a forward-backward algorithm was provided in (Koivisto, 2006a) to
reduce the time to O(2(d+ 1)n2n). For all S ⊆ V , define a “backward function” recursively
as
R(S) =
∑
i∈S
Ai(V − S)R(S − {i}), (10)
with the base case R(∅) = 1. Then for any fixed node v ∈ V (the endpoint of an edge) and
u ∈ V − {v}, the joint distribution P (u→ v,D) can be computed by
P (u→ v,D) =
∑
Gv : u∈Gv⊆V−{v} and |Gv |≤d
Bv(Gv)Γv(Gv), (11)
where for all v ∈ V , Gv ⊆ V − {v}
Γv(Gv) ≡
∑
S:Gv⊆S⊆V−{v}
qv(S)F (S)R(V − {v} − S). (12)
The sum on the right-hand side of Eq. (12) is another variant of the zeta transform.
Provided that Bi, Ai, F , R are precomputed with respect to f ≡ 1, for any endpoint node
v, Γv(Gv) can be computed in O(d2
n) time for all Gv ⊆ V −{v}, |Gv| ≤ d with a technique
called fast downward zeta transform (Koivisto, 2006a). To evaluate Eq. (11) for a different
u ∈ V −{v}, we only need to recompute the function Bv by changing only the function fv.
Thus, evaluating Eq. (11) takes O(nd) time.
We then arrived at the following algorithm for computing the posteriors for all n(n− 1)
edges. Let the functions Bi, Ai, Γi, F and R be defined with respect to the trivial feature
f ≡ 1 (fi(Gi) = 1 for all i ∈ {1, ..., n} and Gi ⊆ V − {i}).
2. We assume the computation of p(xi|xGi , Gi) takes O(1) time here. However, it is usually proportional
to the sample size m.
3. It is called Mo¨bius transform in (Koivisto and Sood, 2004; Koivisto, 2006a), but zeta transform is actually
the correct term.
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Algorithm 1 Compute posterior probabilities for all n(n − 1) edges by DP (Koivisto,
2006a)
1: for all i ∈ V and S ⊆ V − {i} with |S| ≤ d: compute Bi(S).
2: for all i ∈ V and S ⊆ V − {i}: compute Ai(S).
3: for all S ⊆ V : compute F (S) recursively.
4: for all S ⊆ V : compute R(S) recursively.
5: for all v ∈ V do
6: for all Gv ⊆ V − {v} with |Gv| ≤ d: compute Γv(Gv).
7: for all u ∈ V − {v} do
8: Compute P (u→ v,D) = ∑
Gv : u∈Gv⊆V−{v} and |Gv |≤d
Bv(Gv)Γv(Gv)
9: Evaluate P (u→ v|D) = P (u→ v,D)/F (V ).
10: end for
11: end for
Adding up the time for all steps, the total computation time for evaluating all n(n− 1)
edges is O(nd+1 + dn2n + n2n + n2n + nd+2 + dn2n) = O(2(d+ 1)n2n).
3. Parallel Algorithm
We use the Algorithm 1 presented in Section 2 as a base for parallelization. The computa-
tion of A functions corresponds to a variant of zeta transform which are computationally
intensive. There is no known parallel algorithm for zeta transform (Rota, 1964). Here we
design a novel parallel algorithm for it.4 The recursive computations of functions F and R
over node sets S ⊆ V are analogous to DP techniques in the algorithm for finding optimal
BN in (Ott et al., 2004). Thus, it is possible to use the parallel techniques developed for the
latter problem. In our algorithm, we adapt Nikolova et al. (2009)’s hypercube algorithm
and use it as sub-routines to compute functions F and R. However, some difficulties pro-
hibit the direct adaption. The computation in Algorithm 1 consists of several consecutive
procedures, each of which is responsible for computing a particular function. The compu-
tations of these functions depend on one another. For example, computing F and R need
A’s being available. Note that all functions are evaluated over 2n of subsets S ⊆ V . In the
hypercube algorithm, these subsets are computed in different processors, thus stored locally.
Generally, processors need exchange their scores in order to compute a new function. Thus,
it is challenging to coordinate the computations of these functions to reduce the number
of messages sent between the processors, particularly between those non-neighboring pro-
cessors. In our algorithm, we adopt a delicate way to achieve this. The computations of
Γ functions correspond to another variant of zeta transform for which we again design a
novel parallel algorithm. Finally, we integrate these techniques into a parallel algorithm
capable of computing the posteriors P (u→ v|D) for all n(n− 1) edges with nearly perfect
load-balancing and optimal parallel efficiency.
To facilitate presentation, in Section 3.1, we first describe an ideal case, where 2n pro-
cessors are available. In this case, we can directly map the 2n of subsets S ⊆ V to an
4. The B functions required for computing A functions are computed inside the algorithm for computing
A functions.
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n-dimensional hypercube computing cluster. In Section 3.2, we then generalize the map-
ping to a k-dimensional hypercube with k < n.
3.1 n-D Hypercube Algorithm
In Section 3.1.1, we first describe the parallel algorithms for computing functions F and R
as they explain why we base our parallel algorithm on the hypercube model. We postpone
the discussion of computing B, A scores to Section 3.1.2.
3.1.1 Computing F (S) and R(S)
The DP algorithm for computing functions F can be visualized as operating on the lattice L
formed by the partial order “set inclusion” on the power set of V (see Figure 1). The lattice
L is a directed graph (V ′, E′), where V ′ = 2V and (T, S) ∈ E′ if T ⊂ S and |S| = |T |+ 1.
The lattice is naturally partitioned into levels, where level l (0 ≤ l ≤ n) contains all subsets
of size l. A node S at level l has l incoming edges from nodes S − {i} for each i ∈ S,
and n − l outgoing edges to nodes S ∪ {j} for each j /∈ S. By Eq. (9), node S receives
Ai(S − {i}) · F (S − {i}) from each of its incoming edges and computes F (S) by summing
over l such scores. Assuming Aj(S) for all j /∈ S are precomputed and available at node S,
node S will compute Aj(S) ·F (S) for all j /∈ S then send the scores to corresponding nodes.
For example, Aj(S) · F (S) is sent to node S ∪ {j} so that it can be used for computing
F (S ∪{j}). Each level in the lattice can be computed concurrently, with data flowing from
one level to the next.
If each node in L is mapped to a processor in a computer cluster, the undirected version
of L is equivalent to an n-dimensional (n-D) hypercube, a network topology used by most
of modern parallel computer systems (Dally and Towles, 2004; Ananth et al., 2003; Loh
et al., 2005). We encode a subset S by an n-bit string ω, where ω[i] = 1 if variable i ∈ S
and ω[i] = 0 otherwise. Accordingly, we can use ω to denote the id of the processor that
the subset S is mapped to. As lattice edges connect pairs of nodes whose n-bit string differ
by one element, they naturally correspond to hypercube edges (Figure 1). This suggests an
obvious parallelization on an n-D hypercube.
The n-D hypercube algorithm runs in n + 1 steps. Let µ(ω) denote the number of 1’s
in ω. Each processor is active in only one time step – processor ω is active in time step
µ(ω). It receives one Ai(S−{i}) ·F (S−{i}) value from each of µ(ω) neighbors obtained by
inverting one of its 1 bits to 0. It then computes its F (S) function, computes Aj(S) · F (S)
for all j /∈ S and sends them to its n−µ(ω) neighbors obtained by inverting one of its 0 bits
to 1. The run-time of step l is O(l + n − l) = O(n). The parallel run-time for computing
all F scores is O(n2) in total.
We can parallelize the computation of function R in the same manner. However, we
have assumed Aj(S) for all j /∈ S are available only at node S. To compute R(S), node S
need receive Ai(V − S) · R(S − {i}) from its neighbors. However, Ai(V − S) are available
at neither node S − {i} nor node S, but node V − S. Further, it is not a good idea
either to have F (S) and R(S) at the same processor as each term of the summation in
the computation of Γ scores requires different F and R (see Eq. (12)). To reduce message
passing, we take a completely different mapping for computing R. The new mapping is
illustrated in Figure 2. Note that R(S) is computed at the processor where F (V − S) is
9
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Figure 1: A lattice for a domain of size 3.
The binary string labels on the right-hand side
of each node show the correspondence with a 3-
dimensional hypercube. Bi, Ai and function F
for each subset S are computed at corresponding
processor. The arrows show how the data flow
between subproblems.
Figure 2: Map the computation of func-
tion R(S) to the n-D hypercube. The binary
string label on the right-hand side of each
node denote the id of the processor. The ar-
rows show how the data flow between sub-
problems.
computed and all Ai(V −S) are available. Processor ω receives one R(S−{i}) from each of
its n− µ(ω) neighbors obtained by inverting one of its 0 bits to 1. It then computes R(S)
by Eq. (10) and sends it to all its µ(ω) neighbors obtained by inverting one of its 1 bits
to 0. The processors in the hypercube operate in a bottom-up manner, e.g., starting from
processor 111 and ending at processor 000. Similarly, the parallel run-time is O(n2).
3.1.2 Parallel Fast Zeta Transforms
In Section 3.1.1, we have assumed Ai(S) for all i /∈ S are precomputed at node S. For any
i ∈ V , computing Ai(S) for any subset S ⊆ V −{i} requires the summation over all subsets
of S with size no more than d (see Eq. (7)). If processors in the hypercube compute their
Ai independently, the processor responsible for computing Ai(V − {i}) for all i ∈ V takes
O(d2n−1) time. This certainly nullifies our effort of improving time complexity by parallel
algorithm. In this section, we describe parallel algorithms with which all Ai (and Γv) scores
can be computed on the n-D hypercube cluster in O(n2) time.
First, we give definitions for two variants of the well-known zeta transform (Kennes,
1992). Let V = {1, ..., n}. Let s : 2V → R be a mapping from the subsets of V onto the
real numbers. Let d ≤ |V | be a positive integer.
Definition 1 (Koivisto and Sood, 2004): A function t : 2V → R is the truncated upward
zeta transform of s if
t(T ) =
∑
S⊆T :|S|≤d
s(S), for all T ⊆ V.
10
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Definition 2 (Koivisto, 2006a): A function t : 2V → R is the truncated downward zeta
transform of s if
t(T ) =
∑
S:T⊆S⊆V
s(S), for all T ⊆ V with |T | ≤ d.
It is easy to see that the function Ai for all i ∈ V can be viewed as a case of the
truncated upward zeta transform. Similarly, the function Γv(Gv) can be viewed as a case
of the truncated downward zeta transform.
Two techniques introduced in (Koivisto and Sood, 2004) and (Koivisto, 2006a) are
able to realize both transforms in O(d2n) time, respectively. Here, we present the parallel
versions of the two algorithms (see Algorithm 2 and Algorithm 3) that run on an n-D
hypercube computer cluster. The serial versions of the algorithms are given in (Koivisto
and Sood, 2004) and (Koivisto, 2006a), respectively.
Algorithm 2 Parallel Truncated Upward Zeta Transform on n-D hypercube
Assumption: each subset S ⊆ V is encoded by an n-bit string ω, where ω[i] = 1 if variable i ∈ S
and ω[i] = 0 otherwise. Subset S is computed on processor with id ω.
1: On each , t0(S)← s(S) for |S| ≤ d and t0(S)← 0 otherwise.
2: for j ← 1 to n do
3: for each processor ω s.t. |S ∩ {j + 1, ..., n}| ≤ d do
4: tj(S)← 0
5: if |S ∩ {j, ..., n}| ≤ d then
6: tj(S)← tj−1(S)
7: end if
8: if j ∈ S then
9: Retrieve tj−1(S − {j}) from processor ω′ = ω ⊕ 2j−1.
10: tj(S)← tj(S) + tj−1(S − {j})
11: end if
12: end for
13: end for
14: return tn(S) on processor ω
Algorithm 3 Parallel Truncated Downward Zeta Transform on n-D hypercube
Assumption: each subset S ⊆ V is encoded by an n-bit string ω, where ω[i] = 1 if variable i ∈ S
and ω[i] = 0 otherwise. Subset S is computed on processor with id ω.
1: On each processor, t0(S)← s(S).
2: for j ← 1 to n do
3: for each processor ω s.t. |S ∩ {1, ..., j}| ≤ d do
4: tj(S)← tj−1(S)
5: if j /∈ S then
6: Retrieve tj−1(S ∪ {j}) from processor ω′ = ω ⊕ 2j−1.
7: tj(S)← tj(S) + tj−1(S ∪ {j})
8: end if
9: end for
10: end for
11: return tn(S) on processor ω
11
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(a) j = 0 (b) j = 1
(c) j = 2 (d) j = 3
Figure 3: An illustrative example of parallel truncated upward zeta transform on n-D
hypercube. In this case, n = 3, d = 2. The algorithm takes four iterations. Iterations 0,
1, 2 and 3 are show in (a), (b), (c) and (d), respectively. The functions in dashed boxes
are the messages sending between the processors. In each iteration, the computed tj(S) is
shown under each processor.
12
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(a) j = 0 (b) j = 1
(c) j = 2 (d) j = 3
Figure 4: An illustrative example of parallel truncated downward zeta transform on n-D
hypercube. In this case, n = 3, d = 2. The algorithm takes four iterations. Iterations 0,
1, 2 and 3 are show in (a), (b), (c) and (d), respectively. The functions in dashed boxes
are the messages sending between the processors. In each iteration, the computed tj(S) is
shown above each processor.
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By our definition in Section 3.1.1, a subset S is encoded by an n-bit string ω, where
ω[i] = 1 if variable i ∈ S and ω[i] = 0 otherwise. In an n-D hypercube, ω is also used to
denote the id of a processor. We can take this natural mapping so that each processor ω
is responsible for the corresponding subset S. This forms the basic idea of the two parallel
algorithms.
Algorithm 2 runs for n + 1 iterations. In each iteration, all 2n processors operate on
their S ⊆ V concurrently (Lines 3 to 12). In iteration j, before the computation starts,
each processor ω with ω[j] = 0 sends its tj−1(S) to its neighbor ω′ obtained by inverting its
ω[j] to 1, i.e., ω′ = ω ⊕ 2j−1.5 The neighbor receiving this tj−1 will perform the addition
on line 10 in iteration j if necessary. Figure 3 illustrates an example of Algorithm 2 solving
a problem with n = 3 and d = 2.
In Algorithm 3, the mapping of the computation of S to n-D hypercube is the same as
in Algorithm 2. In iteration j, after the computation starts, each processor ω with ω[j] = 1
sends its tj−1 to its neighbor ω′ obtained by inverting its ω[j] to 0, i.e., ω′ = ω⊕ 2j−1. The
neighbor receiving this tj−1 will perform the addition on line 7 in iteration j if necessary.
Figure 4 illustrates an example of Algorithm 3 solving a problem with n = 3 and d = 2.
In each iteration, all S ⊆ V are computed concurrently on a n-D hypercube, the com-
putation times for both parallel algorithms being O(n). Further, in both algorithms, the
communications happen only between neighboring processors (two binary strings ω, ω′ differ
in only one bit). Thus, the two algorithms are communication-efficient.
We can use Algorithm 2 to compute Ai(S) for a given i ∈ V and all S ⊆ V − {i} by
setting s(·) = Bi(·) and then computing Ai(S) = qi(S) · t(S).6 Note that Bi(S) for any
S ⊆ V − {i} and |S| ≤ d has also been computed on processor corresponding to S since
s(S) = Bi(S). To compute Ai(S) for all i ∈ V , we run Algorithm 2 n times with each time
switching to the corresponding qi and Bi functions. Thus, Ai for all i ∈ V can be computed
in |V | ·O(n) = O(n2) time. Each processor ω computes and keeps the corresponding Ai(S)
for all i ∈ V , which is the assumption we made in Section 3.1.1. Thus, the mapping adopted
by the two algorithms is well suited for our algorithm as it avoids a large number of messages
being passed when the computation transits to the next step.
We will use Algorithm 3 to compute Γv for a given v ∈ V . However, before applying the
algorithm, we shall first compute qv(S)F (S)R(V −{v}−S) on the processor corresponding
to S (See Eq. (12)). However, F (S) and R(V − {v} − S) are not on the same processor
at the time when we have computed functions F and R. Fortunately, they are on the
processors who are neighbors in the hypercube. Thus, the processor ω who has F (S) shall
retrieve R(V − {v} − S) from its neighbor ω′ obtained by inverting its ω[v] to 1, i.e.,
ω′ = ω ⊕ 2v−1 (see example in Figure 5), and compute qv(S)F (S)R(V − {v} − S) before
Algorithm 3 is run. Then with Algorithm 3, computing Γv for any fixed v ∈ V takes O(n).
The time for computing Γv(Gv) for all v ∈ V and Gv ⊆ V − {v} and |Gv| ≤ d is therefore
|V | ·O(n) = O(n2).
5. ⊕ stands for the bitwise exclusive or (XOR) between two binary strings. 2j−1 stands for the binary
string of integer 2j−1.
6. Ai(S) are defined for all S ⊆ V − {i}, instead of S ⊆ V . However, the algorithm can still be deployed
by setting t(S) = 0 for all S ⊆ V s.t. i ∈ S.
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Figure 5: Retrieve R for computing Γv. The example shows the case in which Γv for v = 1 is
computed.
3.1.3 Computing P (u→ v|D)
With Bv(Gv) and Γv(Gv) computed, we can compute P (u→ v,D) using Eq. (11). Noting
that Bv(Gv) and Γv(Gv) for any Gv ⊆ V −{v} are on the same processor, each processor first
computes Bv(Gv) · Γv(Gv) locally, then a MPI Reduce, a collective function in MPI library
is executed on the hypercube to compute the sum of Bv(Gv) · Γv(Gv) from all processors.
P (u → v|D) is then obtained by evaluating P (u → v,D)/F (V ) at the processor with the
highest rank, i.e., all bits in its id are 1’s. A MPI Reduce operation on a n-D hypercube
requires O((τ+µm)n) time, where τ , µ, m are constants, specifying the latency, bandwidth
of the communication network, and the message size. Thus, computing P (u→ v|D) for all
u, v ∈ V, u 6= v takes O((τ + µm)n3) time.
Adding up the time for each step, the time for evaluating all n(n − 1) edges is O(n3).
As the sequential run-time is O(2n(d+ 1)2n), the parallel efficiency is Θ(2(d+ 1)/n2).
3.2 k-D Hypercube Algorithm
In Section 3.1, we have described the development of our parallel algorithm on an n-D
hypercube. However, we usually expect the number of processors p  2n. Let p = 2k be
the number of processors, where k < n. We assume that the processors can communicate
as in a k-D hypercube. The strategy is to decompose the n-D lattice into 2n−k k-D lattices
and map each k-D lattice to the p = 2k processors (k-D hypercube).
Following our previous definition, we use the binary string ω to denote the corresponding
hypercube node S. We number the positions of a binary string using 1, ..., n (from right-
most bit to left-most bit), and use ω[i, j] to denote the substring of ω between and including
positions i and j. We partition the n-D lattice into 2n−k k-D lattices based on the left n−k
bits of node id ’s. For a lattice node ω, ω[k + 1, n] specifies the k-D lattice it is part of and
ω[1, k] specifies the id of the processor it is assigned to. As an example, Figure 6 shows the
decomposition of an 3-D lattice to two 2-D lattices and the mapping to an 2-D hypercube
computing cluster. In this case, subsets {} and {3} are assigned to processor 00, {1} and
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{1, 3} are assigned to processor 01, so on and so forth. Thus, each processor in a k-D
hypercube is responsible for computing relevant scores for 2n−k S subsets. This forms the
basic idea of our k-D hypercube algorithm.
Figure 6: Decompose a 3-D lattice into two 2-D lattices which are then mapped to an 2-D hyper-
cube. The 3-bit binary string inside the node represents the binary code of the corresponding subset
S. The 2-bit binary string beside each node denotes the id of the processor in the 2-D hypercube.
In the following, we first develop k-D hypercube algorithms for the two zeta transform
variants. We then present the k-D hypercube algorithms for computing F and R functions.
Finally we introduce the overall k-D hypercube algorithm for computing the edge posteriors.
3.2.1 Parallel Fast Zeta Transforms on k-D hypercube
In order to compute A and Γ functions on a k-D hypercube, we generalize Algorithms 2
and 3. We number the processors in the k-D hypercube computer cluster with a k-bit
binary string r such that two adjacent processors r, r′ differ in one bit. The basic idea is,
instead of computing the transform for only one subset S, each processor r is responsible
for computing 2n−k subsets S such that r = ω[1, k]. We present the generalized algorithms
for the two transforms in Algorithm 4 and Algorithm 5, respectively.
Figure 7 shows a running example of Algorithm 4 with n = 3, d = 2 and k = 2. In
this case, we have 8 subsets and each processor is computing two subsets. Another notable
difference from the example in Figure 3 is that when j > k, tj−1(S − {j})’s are available
locally thus no message passing between processor is needed. Similarly, Figure 8 shows a
running example of Algorithm 5 with n = 3, d = 2 and k = 2.
We now present two theorems that respectively characterize the run-time complexities
of the two algorithms.
Theorem 3 Algorithm 4 computes the truncated upward zeta transform in time O((d+1) ·
2n−k + k(n− k)d) on k-D hypercube.
Proof As it is specified, each processor r computes subsets S s.t. r = ω[1, k]. Algorithm 4
runs for n iterations. For the iterations j = n−d, ..., n, all S ⊆ V satisfy the condition on line
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3, thus each processor performs the computation on lines 3–14 for the corresponding 2n−k
subsets on it. The total computing time for these iterations is O((d+ 1)2n−k) = O(d2n−k).
For iterations j = 1, ..., n− d− 1, the processor r s.t. r[i] = 0 for all i = 1, .., k has the
largest number of subset S that satisfy the condition on line 3, thus computes lines 4–13 the
most frequently among all the processors. The computation time of the algorithm for these
iterations is up-bounded by its computing time. Thus, for iterations j = 1, ..., n− d− 1, we
only need to characterize this processor’s computing time, which is proportional to
k∑
j=1
d∑
r=0
(
n− k
r
)
+
n−d−1∑
j=k+1
2j−k
d∑
r=0
(
n− j
r
)
= k
d∑
r=0
(
n− k
r
)
+ 2−k
n−d−1∑
j=k+1
2j
d∑
r=0
(
n− j
r
)
≤ k
d∑
r=0
(
n− k
r
)
+ 2−k
n−d−1∑
j=k+1
2j(n− j)d ≤ k
d∑
r=0
(
n− k
r
)
+ 2−k
n−d−1∑
j=1
2j(n− j)d
≤ k
d∑
r=0
(
n− k
r
)
+ 2−k2n
∞∑
j=0
(1/2)jjd
(13)
The first term k
d∑
r=0
(
n−k
r
)
= O(k(n − k)d). The second term 2−k2n
∞∑
j=0
(1/2)jjd = O(2n−k)
as the infinite sum converges to a finite limit for a fixed d. Thus, the time combined for all
iteration is O(k(n− k)d) +O(2n−k) +O(d2n−k) = O((d+ 1) · 2n−k + k(n− k)d).
Algorithm 4 Parallel Truncated Upward Zeta Transform on k-D hypercube
Assumption: 1 ≤ k ≤ n, each subset S ⊆ V is encoded by an n-bit binary string ω, where ω[i] = 1
if variable i ∈ S and ω[i] = 0 otherwise. Each processor in the k-D hypercube is encoded by an
k-bit binary string r. Subset S is computed on processor r = ω[1, k].
1: On each processor r, t0(S)← s(S) for all |S| ≤ d s.t. r = ω[1, k] and t0(S)← 0 otherwise.
2: for j ← 1 to n do
3: for each S ⊆ V with |S ∩ {j + 1, ..., n}| ≤ d on each processor r do
4: tj(S)← 0
5: if |S ∩ {j, ..., n}| ≤ d then
6: tj(S)← tj−1(S)
7: end if
8: if j ∈ S then
9: if j ≤ k then
10: Retrieve tj−1(S − {j}) from processor r′ = r ⊕ 2j−1.
11: end if
12: tj(S)← tj(S) + tj−1(S − {j})
13: end if
14: end for
15: end for
16: return tn(S)
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(a) j = 0 (b) j = 1
(c) j = 2 (d) j = 3
Figure 7: An illustrative example of parallel truncated upward zeta transform on k-D hypercube.
In this case, n = 3, d = 2, k = 2. The algorithm takes four iterations. Iterations 0, 1, 2 and 3 are
show in (a), (b), (c) and (d), respectively. The functions in dashed boxes are the messages sending
between the processors. In each iteration, the computed tj(S)’s is shown under each processor. In
(d), j = 3 > k = 2, tj−1(S − {j})’s are available locally thus no message passing is needed.
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Algorithm 5 Parallel Truncated Downward Zeta Transform on k-D hypercube
Assumption: 1 ≤ k ≤ n, each subset S ⊆ V is encoded by an n-bit binary string ω, where ω[i] = 1
if variable i ∈ S and ω[i] = 0 otherwise. Each processor in the k-D hypercube is encoded by an
k-bit binary string r. Subset S is computed on processor r = ω[1, k].
1: On each processor, t0(S)← s(S) for all S s.t. r = ω[1, k].
2: for j ← 1 to n do
3: for each S ⊆ V with |S ∩ {1, ..., j}| ≤ d on each processor r do
4: tj(S)← tj−1(S)
5: if j /∈ S then
6: if j ≤ k then
7: Retrieve tj−1(S ∪ {j}) from processor r′ = r ⊕ 2j−1.
8: end if
9: tj(S)← tj(S) + tj−1(S ∪ {j})
10: end if
11: end for
12: end for
13: return tn(S)
Theorem 4 Algorithm 5 computes the truncated downward zeta transform in time O((4d+
4) · 2n−k) on k-D hypercube.
Proof Each processor r computes subsets S s.t. r = ω[1, k]. In Algorithm 5, line 1 takes
O(2n−k) time. Lines 2–12 runs for n iterations. For the iterations j = 1, ..., d, all S ⊆ V
satisfy the condition on line 3, thus each processor performs the computation on line 4–10
for all 2n−k subsets on it. Thus the total computation time for these iterations is O(d2n−k).
For iterations j = d + 1, ..., n, the processor r s.t. r[i] = 0 for all i = 1, .., k enters the
loop 3–11 more frequently than any other processor, thus requires the most computation
time. The running time of Algorithm 5 for these iterations is up-bounded by its running
time, which is proportional to
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The upper bound 2−k
n∑
i=4d
2n−i
d∑
r=0
(
i
r
) ≤ 5 · 2n−k in last step is from Corollary 3 in
(Koivisto, 2006a). Thus, the run-time is O((4d+ 4) · 2n−k).
(a) j = 0 (b) j = 1
(c) j = 2 (d) j = 3
Figure 8: An illustrative example of parallel truncated downward zeta transform on k-D hypercube.
In this case, n = 3, d = 2, k = 2. The algorithm takes four iterations. Iterations 0, 1, 2 and 3 are
show in (a), (b), (c) and (d), respectively. The functions in dashed boxes are the messages sending
between the processors. In each iteration, the computed tj(S)’s is shown under each processor. In
(d), j = 3 > k = 2, tj−1(S ∪ {j})’s are available locally thus no message passing is needed.
3.2.2 Computing F (S) and R(S) on k-D Hypercube
To compute function F , we partition the n-D DP lattice into 2n−k k-D hypercubes based on
the left n−k bits of node id ’s. For a lattice node ω, ω[k+ 1, n] specifies the k-D hypercube
it is part of and ω[1, k] specifies the processor it is assigned to. Using the strategy proposed
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(a) Computing F (S) (b) Computing R(S)
Figure 9: Pipelining execution of hypercubes to compute F (S) and R(S). The example shows a
case with n = 3 and k = 2.
by (Nikolova et al., 2009), we pipeline the execution of the k-D hypercubes to complete the
parallel execution in 2n−k + k time steps such that all processors are active except for the
first k and last k time steps during the buildup and finishing off of the pipeline. Specifically,
let each k-D hypercube denoted by an (n − k) bit string, which is the common prefix to
the 2k lattice/k-D hypercube nodes that are part of this k-D sub-hypercube. The k-D
hypercubes are processed in the increasing order of the number of 1’s in their bit string
specifications, and in lexicographic order within the group of hypercubes with the same
number of 1’s. Formally, we have the following rule: let Hi and Hj be two k-D hypercubes
and let ωS and ωT be the binary strings of two nodes S and T in the lattice that map to Hi
and Hj , respectively. Then, the computation of Hi is initiated before computation of Hj if
and only if:
1. µ(ωS [k + 1, n]) < µ(ωT [k + 1, n]), or
2. µ(ωS [k + 1, n]) = µ(ωT [k + 1, n]) and ωS [k + 1, n] is lexicographically smaller than
ωT [k + 1, n].
Figure 9a illustrates a case of computing F (S) with n = 3 and k = 2. In this example, the
3-D F lattice is partitioned to two 2-D hypercubes H1 and H2. H1 is processed before H2 is
processed. One feature of the pipelining is that once a processor completes its computation
in one k-D hypercube, it transits to next k-D hypercube immediately without waiting for
other processors to complete their computations in current hypercube. In Figure 9a, for
example, once the processor 00 completes node {} and sends out data, it starts on node {3}
even if processors 01, 10, 01 are still working on their nodes in H1. This feature prevents
processors from excessive idling during the transitions between consecutive hypercubes.
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The strategy to compute function R(S) is similar. The only difference is the mapping
of the subsets to processors. R(S) is assigned to the processor with id r = ¬ω[1, k] 7, i.e.,
R(S) is computed on the processor where F (V −S) is computed. In other words, processors
operate in the reverse order as that when they compute F (S). An example of computing a
3-D R lattice on 2-D hypercube is shown in Figure 9b.
3.2.3 Overall Algorithm: ParaREBEL
With the k-D algorithms for the two transforms, Ai (and Bi) and Γv functions can be
computed efficiently. As mentioned, each processor with id r is responsible for computing
2n−k subsets S such that r = ω[1, k]. Note that before computing Γv, we need compute
qv(S)F (S)R(V − {v} − S), where F (S) and R(V − {v} − S) are not necessarily on the
same processor in the k-D hypercube. Fortunately, with our partition strategy, F (S) and
R(V −{v}−S) locate either on the same processor or on the neighboring processors in the
k-D hypercube. Specifically, when v ≤ k, processor r with r[v] = 0 need retrieve R(S) from
its neighbor r′ = r⊕2v−1; when v > k, F (S) and R(V −{v}−S) are on the same processor
thus no message passing is needed to compute qv(S)F (S)R(V − {v} − S).
Finally, to compute P (u → v,D) for any u, v ∈ S, u 6= v, each processor r first adds
up all local Bv(Gv)Γv(Gv) scores with ωGv [1, k] = r, then a MPI Reduce is launched on the
k-D hypercube to obtain the sum. The posteriors P (u → v|D) are evaluated as P (u →
v,D)/F (V ) on the processor r with r[i] = 1 for all i ∈ {1, ..., k}.
Algorithm 6 ParaREBEL computes the posterior probabilities of all n(n− 1) edges with
p = 2k processors.
Assumption: each subset S ⊆ V is encoded by an n-bit string ω, where ω[i] = 1 if variable i ∈ S
and ω[i] = 0 otherwise. Each processor in the k-D hypercube is encoded by an k-bit string r.
1: for each i ∈ V , compute Bi(S) and Ai(S) for all S ⊆ V −{i} by Algorithm 4. Each processor
r computes subsets S s.t. r = ω[1, k].
2: Compute F (S) for all S ⊆ V on k-D hypercube. Each processor r computes subsets S s.t.
r = ω[1, k].
3: Compute R(S) for all S ⊆ V on k-D hypercube. Each processor r computes subsets S s.t.
r = ¬ω[1, k].
4: for each v ∈ V do
5: if v ≤ k then
6: Each processor r with r[v] = 1 sends all its R scores to its neighbor r′ = r ⊕ 2v−1.
7: end if
8: Each processor r with r[v] = 0 computes qv(S)F (S)R(V − {v} − S) for all its S.
9: Compute Γv(Gv) for all Gv ⊆ V − {v} with |Gv| ≤ d by Algorithm 5.
10: for each u ∈ V − {v} do
11: Each processor r recomputes Bv(Gv) for all Gv with r = ωGv [1, k],
then adds up all local Bv(Gv)Γv(Gv) scores with |Gv| ≤ d.
12: MPI Reduce is executed on the k-D hypercube to compute the sum of all
Bv(Gv)Γv(Gv), P (u→ v,D), obtained on processor r with r[i] = 1 for all i ∈ {1, ..., k}.
13: Processor r with r[i] = 1 for all i ∈ {1, ..., k} evaluates P (u→ v|D) = P (u→ v,D)/F (V ).
14: end for
15: end for
7. ¬ω[1, k] denotes the bitwise complement of binary string ω[1, k].
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The overall k-D hypercube algorithm, named as ParaREBEL8 (Parallel Rapid Exact
Bayesian Edge Learning), is outlined in Algorithm 6.
3.2.4 Time and Space Complexity
We characterize the running time of ParaREBEL under the assumption that the maximum
in-degree d is a constant.
For any fixed i ∈ V , computing Ai(Li) for all Li ⊆ V − {i} takes O((d + 1) · 2n−k +
k(n − k)d) time (Theorem 3). Thus, line 1 takes |V | · O((d + 1) · 2n−k + k(n − k)d) =
O((d+ 1)n2n−k + kn(n− k)d) time to compute Bi and Ai scores for all i ∈ V .
Line 2 and line 3 take O(n(2n−k +k)) time each as we pipeline the execution of the k-D
hypercubes in 2n−k + k steps and each step costs O(n).
In line 9, for any v ∈ V , computing Γv scores takes O((4d+ 4) ·2n−k) time (Theorem 4).
Line 11 takes O(n
d
2k
) time as there are no more than O(n
d
2k
) Bv(S)Γv(S) scores on each
processor if bounded in-degree d is assumed. In line 12, MPI Reduce procedure takes O((τ+
µm)k) time. Thus, the time combined for Lines 4-15 is O((((τ+µm)k+ n
d
2k
)n+(4d+4)2n−k)·
n) = O(kn2 + n
d+2
2k
+ 4(d+ 1)n2n−k) = O(kn2 + 4(d+ 1)n2n−k).9
The total time for the overall algorithm is therefore O(5(d+1)n2n−k+kn(n−k)d+kn2) =
O(5(d+ 1)n2n−k + kn(n− k)d).10.
Furthermore, B, A, Γ, F , R scores are evenly distributed on the 2k processors. There-
fore, the storage per processor used by the parallel algorithm is O(n2n−k). Since the space
requirement of the sequential algorithm is O(n2n), our parallel algorithm achieves the op-
timal space efficiency.
In summary, we obtain the following results.
Theorem 5 Algorithm ParaREBEL runs in time O(5(d+1)n2n−k+kn(n−k)d) and space
O(n2n−k) per processor.
4. Experiments
In this section, we present the experiments for evaluating our ParaREBEL algorithm.
4.1 Implementation and Computing Environment
We implemented the proposed ParaREBEL algorithm11 in C++ and MPI and demonstrated
its scalability on TACC Stampede12, a Dell PowerEdge C8220 cluster. Each computing node
in the cluster consists of two Xeon Intel 8-Core E5-2680 processors (16 cores in all), sharing
32 GB memory. All experiments were run with one MPI process per core. To allow more
memory per process, only 8 cores in each node were recruited so that each process could
use up to 4 GB memory. The maximum number of nodes/cores allowed for a regular user
8. The serial algorithm in (Koivisto, 2006a) is called REBEL.
9. O(kn2 + n
d+2
2k
+ n2n−k) = O(kn2 + n2n−k) because n
d+2
2k
is dominated by n2n−k.
10. We normally have d ≥ 2, i.e., the up-bound of the in-degree is at least 2. In this case, kn(n − k)d
dominates kn2.
11. ParaREBEL is available for download at http://www.cs.iastate.edu/~yetianc/software.html.
12. http://www.tacc.utexas.edu/resources/hpc/stampede
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on TACC Stampede is 256/4096. To maintain 4 GB per core, we can only use up to 2048
cores. Thus, all the following experiments were done on up to 2048 cores.
4.2 Running Time and Memory Usage
We first evaluated the time and space complexity of our algorithm. We compared our im-
plementation with REBEL13, a C++ implementation of the serial algorithm (Algorithm 1)
in (Koivisto, 2006a).
We generated a set of synthetic data sets with discrete random variables. Each dataset
contains 500 samples. For each data set, we ran the serial algorithm and our ParaREBEL
algorithm to compute the posterior probabilities for all n(n − 1) potential edges. We did
two tests: one with varying bounded in-degree d and fixed number of variables n, the other
with varying number of variables n and fixed bounded in-degree d. In both tests, the total
running times were recorded and speedup and efficiency were computed. In the second
test, the memory usages per processor were collected and the total memory usages were
calculated.
In the first test, we fixed n = 25 and studied the performance of ParaREBEL algorithm
with respect to the bounded in-degree d (d = 2, 4, 6, 8). The run-times are presented in
Table 1. The corresponding speedups and efficiencies are illustrated in Figure 10. Generally,
we observed overall good scaling (see speedup plot in Figure 10) for all values of d. The
speedup and efficiency both improve when d increases from 2 to 4, but decline when d keeps
increasing from 4 through 6 to 8. From our theoretical analysis of running time , we have
speedup = 2(d+1)n2
n
5(d+1)n2n−k+kn(n−k)d =
2·2n
5·2n−k+ k(n−k)d
d+1
and efficiency= 2(d+1)n2
n
5(d+1)n2n+kn(n−k)d2k =
2·2n
5·2n+ k(n−k)d
d+1
2k
. Both formulas are not a monotonic function of d. when d is small, d + 1
in the denominator of k(n−k)
d
d+1 dominates thus both speedup and efficiency improve when
d increases. When d is large, k(n − k)d starts to dominate and the two measures decline
when d increases. Thus, our empirical result is consistent with our theoretical result. For
d = 4, the efficiencies are maintained above 0.53 with up to 2048 cores.14
In the second test, we fixed d = 4 and studied the performance of the algorithm with
respect to the number of variables (n = 21, 23, 25, 27, 29, 31, 33). We first compared the
run-times. As showed in Table 2, the run-times are reflective of the exponential de-
pendence on n. Further, we observed that the algorithm scaled much better when n
becomes larger (see speedup and efficiency plot in Figure 11). This is also supported
by our theoretical result. With a minor transform, our running time analysis suggests
speedup = 2(d+1)
5(d+1)2−k+k(n−k)d2−n . When n is large enough, speedup (and efficiency) is a
increasing function of n. For n = 25, the parallel algorithm maintains an efficiency of about
0.6 with up to 2048 cores. For n = 33, the problem can only be solved on 1024 and 2048
cores due to memory constraint. We had a try on n = 34 using 2048 cores but were not
able to solve it as it ran out of memory.
One interesting observation is that for any fixed d and n, the parallel efficiency increases
as the No.CPUs increases, peaks at somewhere in between, then gradually decreases as
13. http://www.cs.helsinki.fi/u/mkhkoivi/REBEL
14. Generally, parallel algorithms with efficiency≥ 0.5 are considered to be successfully parallelized.
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Table 1: Run-time for the test data with n = 25 with varying bounded in-degree d.
No.CPUs Run-time (seconds)
d = 2 d = 4 d = 6 d = 8
Serial 1319 2295 4308 7739
4 1284 1330 1500 2383
8 575 594 711 1304
16 327 338 417 764
32 139 146 181 466
64 59.9 64.2 102 268
128 26.6 29.4 55.6 153
256 11.7 13.8 31.3 86.8
512 5.2 6.8 18.2 48.5
1024 2.5 3.6 11.0 26.9
2048 1.5 2.1 6.7 14.8
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Figure 10: Speedup and efficiency for the test data set with n = 25 with varying bounded
in-degree d. The red diagonal line in speedup plot represents the linear or ideal speedup,
i.e., the up-bound that a parallel algorithm can achieve in theory.
No.CPUs goes up to 2048 CPUs (see efficiency plot in Figure 11). Mathematically, this
optimum can be found by maximizing efficiency= 2(d+1)2
n
5(d+1)2n+k(n−k)d2k , i.e., minimizing k(n−
k)d2k over k. Solving this optimization problem yields k∗ = n(ln 2 + 1)/(ln 2 + 1 + d) ≈
1.7n/(d + 1.7). Plugging in n = 25 and d = 4 yields k∗ = 7.5 ≈ 8, i.e., 2k∗ ≈ 256 cores.
Plugging in n = 23 and d = 4 yields k∗ = 6.8 ≈ 7, i.e., 2k∗ ≈ 128 cores. All these
results consist exactly with the observation in Figure 11. This provides another piece of
solid experimental evidence for Theorem 5. Further, this optimum k∗ is proportional to n,
i.e., the optimal efficiency will be achieved by using larger number of cores when problem
becomes larger. This suggests our ParaREBEL algorithm scales very well with respect to
the problem size n.
We then examined the actual memory usages with respect to the number of variables
n and the number of cores 2k in Table 3. For n = 23, the total memory usage remains the
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Table 2: Run-time for the test data sets with n = 21, 23, 25, 27, 29, 31, 33 with fixed d = 4.
No.CPUs Run-time (seconds)
n = 21 n = 23 n = 25 n = 27 n = 29 n = 31 n = 33
Serial 96.5 492 2295 - - - -
4 44.1 252 1330 - - - -
8 17.2 94.2 594 - - - -
16 10.3 55.5 338 - - - -
32 5.0 25.5 146 682 - - -
64 2.7 11.9 64.2 385 2201 - -
128 1.6 5.8 29.4 167 864 -
256 0.97 3.2 13.8 73.5 389 2540 -
512 0.61 1.8 6.8 33.9 196 987 -
1024 0.4 1.1 3.6 15.9 87 488 2884
2048 0.27 0.7 2.1 7.8 39 215 1452
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Figure 11: Speedup and efficiency for the test data sets with n = 21, 23, 25. The red
diagonal line in speedup plot represents the linear or ideal speedup, i.e., the up-bound that
a parallel algorithm can achieve in theory.
same (1.88 GB) for 2k = 4, 8, 16 cores, but starts to increase as the number of cores increases
from 16 to 2048. This increase is dramatic for the number of cores ranging from 256 to
2048, i.e, the memory usage is doubled when the number of cores is doubled. This can be
explained by examining the memory usage per core. For 2k = 4, 8, 16, the memory usage
per core decreases by half when the number of cores is doubled. This is consistent with
our theoretical analysis that the space complexity is O(n2n−k) per core. When 2k ≥ 16,
the reduction slows down and the memory usage plateaus at about 20 MB per core. It
is speculated that in addition to the memory allocated for storing the B,A, F,R,Γ scores,
each core requires extra 10 ∼ 20 MB memory to store program execution related data in
order to run the program. This overhead is negligible when the memory usage per core is
dominated by the scores but comes into play otherwise. For n = 25, total memory usage
stays at about 8 GB for 2k = 4 ∼ 64 and starts to increase thereafter; for n = 27, total
memory usage stays at about 35 GB for 2k = 32 ∼ 256 and starts to increase thereafter; for
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Table 3: Memory usage for the test data with n = 23, 25, 27, 29, 31, 33 with fixed d = 4.
The term outside the parentheses is the total memory usage measured in GB, the term
inside the parentheses is the memory usage per core measured in MB. The missing entries
indicate the cases where the program runs out of memory.
No.CPUs Memory Usage
n = 23 n = 25 n = 27 n = 29 n = 31 n = 33
4 1.88 (481) 8.00 (2049) - - - -
8 1.88 (240) 8.00 (1025) - - - -
16 1.88 (121) 8.01 (513) - - - -
32 2.17 (70) 8.30 (266) 34.32 (1098) - - -
64 2.49 (40) 8.62 (138) 34.64 (554) 144.68 (2315) - -
128 3.31 (27) 9.46 (76) 35.48 (284) 145.53 (1164) - -
256 4.93 (20) 11.06 (44) 37.09 (148) 147.07 (588) 606.13 (2425) -
512 8.40 (17) 14.73 (30) 40.76 (82) 150.87 (302) 615.03 (1230) -
1024 17.58 (18) 23.62 (24) 49.72 (50) 159.87 (160) 623.88 (624) 2520 (2520)
2048 41.08 (21) 47.32 (24) 72.97 (36) 183.69 (92) 647.27 (324) 2560 (1300)
n = 29, 31, 33, the memory usage per core is dominated by the scores, thus, the total memory
usage stays roughly constant with respect to the number of cores examined. Further, it is
easily observed that the memory usages (total memory usage and memory usage per core)
are reflective of the exponential dependence on n. Thus, the observations on the memory
usage are consistent with our analysis of the space complexity.
Moreover, the missing entries in the table are the cases where the program runs out of
memory. Thus, we concluded that it requires at least 4 GB memory per core if n− k > 23.
To solve a problem of n ≥ 34, we need 2048 cores with more than 4 GB memory per core or
4096 cores with more than 2 GB memory per core. However, these resources are unavailable
to a regular user on TACC Stampede. Further, we observed that the problem of n = 33
could be solved on 1024 cores in less than one hour, and 2048 cores in less than half an hour.
The computing times are still far away from the practical limit. Thus, memory requirement
is still the bottleneck that determines the feasibility limit in practice.
4.3 Knowledge Discovery
Finally, we applied our algorithm to a biological dataset for discovering the regulatory
network responsible for controlling the expression of various genes involved in Saccharomyces
cerevisiae (yeast) pheromone response pathways (Hartemink, 2001). This data set consists
of 33 variables, of which 32 variables represent discretized levels of gene expression and an
additional binary variable represents the mating type of various haploid strains of yeast.
A total number of 320 observations are recorded. Bayesian network structure models for
this data set have been constructed by using model selection methods such as greedy hill
climbing, simulated annealing or by Bayesian model averaging over models selected during
the simulated annealing (Hartemink, 2001; Hartemink et al., 2002).
We used our ParaREBEL algorithm to compute the exact posterior probabilities of all
1056 potential edges. The total running time was 1542 seconds on 2048 cores. We then
27
Chen, Tian, Nikolova, Aluru
Figure 12: Network model learned for the yeast pheromone response pathways data set. Nodes
have been augmented with color information to indicate the different groups of variables with known
relationships in the literature. Directed edges are formatted according to their posterior probabilities:
heavily weighted (posterior ≥ 0.9), solid (0.5 ≤ posterior < 0.9), and dashed (0.1 ≤ posterior <
0.5).
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constructed a network that consisted of (important) edges whose posteriors were greater
than 0.1 (we set this threshold such that the constructed network is a DAG). The network
model consists of 60 edges and is illustrated in Figure 12. Nodes have been augmented with
color information to indicate the different groups of variables with known relationships in
the literature. Edges are formatted according to their posterior probabilities.
Since the ground truth network is unknown, we cannot evaluate the accuracy of the
model. However, we observe a number of interesting properties. First, variables in the
same group (with the same color) tend to form a cluster (directly connected subgraph) in
the network and the intra-class edges are generally more probable than the inter-class edges.
This demonstrates that our algorithm is capable of recovering the (important) interactions
in the yeast pheromone response pathways. Second, the Mating Type variable is at the
source of the network, and contributes to the ability to predict the state of a large number
of variables, which is to be expected. Further, in (Hartemink, 2001), two types of models
were learned, one obtained using greedy or simulated annealing search without any domain
constraint (see Figure 7-3 in (Hartemink, 2001)), the other learned using the similar search
approaches but with constraints governing the inclusion and exclusion of edges which were
derived from genomic analysis (see Figure 7-4 in (Hartemink, 2001)). Interestingly, our
network, which was constructed without any domain constraints, is more like the model
learned with the constraints. This suggests that the network constructed with edge poste-
riors may achieve better modeling of the regulatory network than the model learned using
model selection methods. Future research could explore additional data sets to confirm this
observation.
5. Discussions and Conclusions
Exact Bayesian structure discovery in Bayesian networks requires exponential time and
space. In this work, we have presented a parallel algorithm capable of computing the
exact posterior probabilities for all n(n − 1) potential edges with optimal time and space
efficiency. To our knowledge, this is the first practical parallel algorithm for computing the
exact posterior probabilities of structural features in BNs. We demonstrated its capability
on datasets with up to 33 variables and its scalability on up to 2048 processors. To our
knowledge, 33-variable network is the largest problem solved so far. We have also applied our
algorithm to a biological data set for discovering the (yeast) pheromone response pathways.
This demonstrated our algorithm in the task of knowledge discovery.
Our algorithm makes twofold algorithmic contributions. First, it achieves an efficient
parallelization of the base serial algorithm by presenting a delicate way to coordinate the
computations of correlated DP procedures such that large amount of data exchange is
suppressed during the transitions between these DP procedures. Second, it develops two
parallel techniques for computing two variants of well-known zeta transform. These features
or ideas can potentially be extended and applied in developing parallel algorithms for related
problems. For example, the algorithm in (Tian and He, 2009) involves similar steps and
transforms. Further, as zeta transforms are fundamental objects in combinatorics and
algorithmics, the parallel techniques developed here would also benefit the researches beyond
the context of Bayesian networks (Bjo¨rklund et al., 2007, 2010; Nederlof, 2009).
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From the experiments, we observed that memory requirement reached the limit much
faster than computing time did. Thus, one of the future work is to improve the algorithm
such that less space is used. Particularly, there is a possibility to combine the present algo-
rithm with the method in (Parviainen and Koivisto, 2010) to trade space against time.
ParaREBEL is available at http://www.cs.iastate.edu/~yetianc/software.html.
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