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Let A be a linear subspace of complex C(X) which separates points and 
contains the constants. Hustad has shown that to each complex linear functional 
L in A* there corresponds a complex regular Bore1 measure p “supported by” 
the Choquet boundary aA of A which represents L and satisfies 11 p 11 = II L 11. 
We give a number of conditions on the dual ball of A which are necessary and 
sufficient for each L in A* to be represented by a unique such measure I*. 
1. INTRODUCTION 
Let Xbe a compact Hausdorff space and denote byC(X)the complex 
Banach space of all continuous complex valued functions on X, 
with the supremum norm. Let A be a linear subspace (not necessarily 
closed) of C(X) which separates points and contains the constants. 
It is well known (see e.g. [16]) that if X is metrizable, then for every 
continuous linear functional L on A there exists a complex regular 
Bore1 measure E.L on X which represents L, i.e., which satisfies, 
L(f) = Jxf dcL> f E4 
and which is a boundary measure, i.e., for which 
I CL IF4 = I P @A), 
where 8A C X is the Choquet boundary for A. Hustad [ll] has 
recently shown that p can be chosen to satisfy the additional property 
II P II = II L II- Th is result makes the question of uniqueness a meaningful 
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one, that is, for which subspaces A is it true that every functional L 
in A” is represented by a unique boundary measure whose (total variation) 
norm equals 11 L II? 
The corresponding question in the case of real valued continuous 
functions has the following easy answer: Uniqueness holds for A if 
and only if the state space S, of A is a Choquet simplex. (Recall that 
S, = {L E A*: L(1) = 1 and 11 L 11 = I}.) One might guess at first that 
the same result must be true in the complex case, and it is indeed 
trivial to see that if uniqueness holds for each element of A*, then 
S, is necessarily a simplex. This latter condition is not sufficient for 
uniqueness, however, as we show by a three dimensional example. 
It does turn out to be sufficient if A is self-adjoint, or if A is a sub- 
algebra of C(X). F or arbitrary A, we show (among other results) 
that uniqueness can be characterized by the geometric requirement 
that each proper face (closed or not) of the unit ball U of A* be a 
simplex. 
In order to formulate the uniqueness problem in the nonmetrizable 
case we recall some standard definitions. With the weak* compact 
convex state space S, (or simply S) being defined as above, we define 
the evaluation map 
by (e)(f) = f (4 (f E 4 x E X). This is a homeomorphic embedding 
of X into S whose image contains the set ext S of extreme points of S, 
and we have 8A = v-l(ext S). (For the details of these and other basic 
results, see [l, 4, 161.) Note that any Bore1 measure on X can be 
considered as a measure on ~JX, hence, on SA . 
We denote the space of all complex regular Bore1 measures on X by 
M(X). The set of those p in M(X) for which 11 p II = 1 is represented 
by M,(X). Finally, Ml+(X) re p resents the set of probability measures 
on X. 
Let K be a compact convex subset of a locally convex space E. 
The Choquet ordering > is defined on M,+(K) as follows: We say that 
tL>~ifkdf)>4fV or all continuous convex real-valued functions 
f on K. A measure p in M,+(K) is called maximal if it is maximal with 
respect to the Choquet ordering. We now apply this concept to our 
situation. 
DEFINITION 1.1. A nonzero complex measure v in M(X) is called 
a boundary measure if the normalized measure / v 1111 v 11, considered as a 
probability measure on S, , is maximal in the ordering of Choquet. 
We also call the zero measure on X a boundary measure. 
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Note that the property of being a boundary measure depends upon 
the space A, not just upon X. It is well known that if X is metrizable, 
then v is a boundary measure if and only if 1 v 1(&l) = 1 v i(X). In 
the general case, Hustad’s theorem has the following formulation. 
THEOREM 1.2. (Hustad). To each complex linear functional L in A* 
there corresponds a complex regular Bore1 measure v on X such that 
(a) II L II = II v II; 
(b) L(f) = Jf dv for allf in A; 
(cl v is a boundary measure. 
Actually, Hustad showed that v satisfied a condition slightly weaker 
than (c) above, but Hirsberg proved in [9] that Hustad’s construction 
in fact yields a boundary measure. 
DEFINITION 1.3. Suppose that L E A*. We say that uniqueness holds 
for L if there exists a unique measure v in M(X) which satisfies the 
conditions of Theorem 1.2. If uniqueness holds for all L E A* we 
will say that uniqueness holds for A, or that A has the uniqueness 
PFP~tY. 
In Section 2 we apply some standard theorems from real Choquet 
theory to obtain several basic results regarding the uniqueness 
property for complex subspaces A of C(X). In particular, an obvious 
necessary (but not, in general, sufficient) condition that A have the 
uniqueness property is that S, be a simplex. In Section 3, which 
contains our main results, we prove (Theorem 3.10) that uniqueness 
holds for a functional L of norm one in A* if and only if L is the bary- 
center of a unique maximal probability measure on the unit ball U 
of A*. A more geometric consequence of this result is the fact 
(Theorem 3.11) that uniqueness holds for A if and only if every proper 
face of U is a simplex. 
In Section 4 we compare the uniqueness property with that of being 
a Lindenstrauss space by showing that A* is isometric to a complex 
L1 space if and only if A is self-adjoint and has the uniqueness 
property. This result has been obtain independently by Hirsberg [8]. 
In Section 5 we characterize uniqueness for A (Theorem 5.1) by 
means of a uniqueness-of-best-approximation property of AJ- and 
we apply this result to characterize uniqueness for those A of finite 
codimension in C(X). In Section 6 we show that for a subalgebra A 
of C(X), uniqueness holds if and only if S, is a simplex. Finally, 
in Section 7 we extend Hustad’s theorem to the case when 1 4 A. 
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2. THE SELF-ADJOINT CASE 
We will first show that uniqueness for A always implies that S, 
is a simplex. Before doing this, we need some definitions. 
DEFINITIONS 2.1. If K is a compact convex subset of a locally 
convex space, denote by M(K) the space of all continuous complex 
affine functions on K, with supremum norm. Denote by Aff,(K) the 
set of real valued functions in Aff(K). If p E MI+(K), denote by r(p) 
the resultant of E.L in K, i.e., the unique point in K satisfyingf(r(p)) = 
$ f dp for all f E Aff,(K). We say that K is a simplex if to each point x 
of K there exists a unique maximal measure p E M,+(K) such that 
y(p) = x. 
We denote by U the weak* compact convex unit ball of A*, in its 
weak* topology. For f E A we let 3’ denote the element of Aff(U) 
defined by 
365) = L(f), L E u. 
Let T = {t E C: 1 t 1 = l}. 
Note that if f E A, then j’(tL) = q(L), for all t E T, L E U. The set 
a = { 3: f E A) is, thus, a (proper) subspace of Aff( U), consisting of 
T-homogeneous functions. (When A is uniformly closed, a is the 
subspace of all such functions, but we do not use this fact.) 
PROPOSITION 2.2. If A has the uniqueness property, then S, is a 
simplex. 
Proof. Suppose that S ZE S, were not a simplex; we could then 
find L E S and distinct maximal measures tar , p2 in M,+(S) with 
y(pFLI) = L = I(&. Since A Is C A.E(S), this implies that pl( 3 Is) = 
L(f) = pz( 3 Is) for all f E A. Since p1 , pLz are maximal, they are 
measures on v(X), and it follows that pi o v, ps o y are distinct 
boundary measures on X of norm one. The above equality shows that 
k ;d(f 1 = L(f) = (P2 o d(f) f or each f E A, so uniqueness fails 
We denote by Re A the linear subspace {Re f: f E A} of C,(X), the 
real valued continuous functions on X. This subspace also contains 
the constants and separates points of X, and it is well known [16] 
that 8A = a(Re A). Furthermore, it is readily verified that the map 
defined by (@L)(Re f) = Re L(f) (f E A) is an affine homeomorphism 
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between S, and S,, .., . (That Q, is well defined can be seen by repre- 
senting L by a probability measure on X.) These remarks, together 
with the fact that a normed space and its completion have the same 
dual, prove the following proposition. 
PROPOSITION 2.3. If A, and A, are subspaces of C(X) (containing 
the constants and separating points), and if Re A, and Re A, have the 
same closure, then SA, is afinely homeomorphic to SA, and aA, = aA, . 
The following example shows that S, being a simplex is not 
sufficient for A to have uniqueness. 
EXAMPLE 2.4. A space A C C(X) where S, is a simplex but 
uniqueness fails. 
Let X = {I, 2, 3,4} and suppose that A = span{ 1, fi , fB} C C(X), 
wheref, = (1, i, 1, ;)andfi = (1, 1 , i, -i). Then, since Re A = C,(X), 
it follows from Proposition 2.3 that S, is a simplex and aA = X. 
Define the measures h and p in M,(X) by 
and 
Then h and p are easily seen to represent the same functional L 
in A*. Since L(f,) = 1 = 11 A 11 = 11 TV (I, we conclude that 11 L (I = 1. 
Thus, A does not have the uniqueness property. 
In spite of this example, there are two classes of spaces for which 
uniqueness is equivalent to S,, being a simplex. The simpler of these 
is the case when A is self-adjoint; the case when A is an algebra is 
treated in Section 6. 
PROPOSITION 2.6. Suppose A is self-aa!joir.tt. Then uniqueness holds 
for A if and only if S, is a simplex. 
Proof. Suppose there exists an L in A* which is represented by the 
distinct boundary measures A and TV. Write X = h, + ih, and t.~ = 
pFL1 + it+ where the hk and pk are real boundary measures. Without 
loss of generality, we can assume that X, # pL1 . 
Since Re A C A, we have h,(f) = pi(f) for all f in Re A. Thus, 
v=&-- p1 is a nonzero real boundary measure which annihilates 
Re A; hence, v also annihilates A. 
Write v = Y+ - v-, where vf and v- are distinct positive boundary 
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measures on X. By normalization, we may assume that 11 vf I] = 1 = 
11 v- 11. This implies that vi = v+ o v-l and vg = v- 0 9-l are distinct 
maximal probability measures on S such that vi( 3 Is) = va( 3 Is) for 
all f E A. Thus, this equality holds for all Rep Is , f E A. It follows 
from [16, Proposition 4.51 that this latter space of functions is dense 
in AfIa(S), so that vi , 2 v have the same resultant in S, and, therefore, 
S cannot be a simplex. 
3. UNIQUENESS AND THE STRUCTURE OF THE DUAL UNIT BALL 
In this section we first describe the construction used by Hustad 
[ll] in the proof of his theorem, and we then give an “inverse” 
construction which will enable us to characterize uniqueness in terms 
of the unit ball U of A*. It is no loss of generality to restrict our 
attention to those L in A* with 11 L 11 = 1, i.e., uniqueness holds for A 
if and only if uniqueness holds for each L in A* of norm one. 
Let T denote, as before, the complex numbers of modulus one, so 
that Tq(X) denotes those functionals in A* of the form tq(x), where 
t E T and x E X. When no confusion is possible we will sometimes 
replace q(X) by its homeomorph X and write TX in place of TV(X). 
Thus, TX is a weak* compact subset of the unit ball U, which is 
easily verified to be homeomorphic to the product space T x X under 
the map 
Z&X) 3 t&v) + (t, x) E T x X. 
Thus, we will also sometimes identify TX with T x X. We can now 
define Hustad’s map. 
DEFINITION 3.1. We identify M(TX) and M(T x X) in the 
natural way. For each p E M( TX) define the complex measure Hp 
on X by 
VW(f) = J”xx cm) 446 4, f E C(X)* 
This gives us a map H from M(TX) [or from M(T x X)] into M(X). 
It is well known that ext U C TV(X). [This fact, combined with the 
fact that ext S, = go, shows that ext U = Tq(aA).] Since any 
maximal probability measure t.~ E M,+(U) is supported by the closure 
of ext U, we can consider ~1 to be a measure on TV(X). Thus, the 
measure Hp is defined for each maximal probability measure p on 
77. Here is the idea of the proof of Hustad’s theorem (Theorem 1.2): 
Given L E U, 11 L 11 = 1, there exists, by Choquet’s theorem, a maximal 
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probability measure p E M,+(U) such that L(f) = p( 3) for each 
f~ A. One then takes v = HP to get a boundary measure with the 
desired properties. (As we have noted, it was Hirsberg [9] who proved 
that the maximality of E.L implies that HP is a boundary measure even 
in the nonmetrizable case.) It is not difficult to see that the map 
H: M(TX) -+ &f(X) is not one-to-one, but we will show that it is 
one-to-one when restricted to those probability measures in Mi+( TX) 
whose resultants in U have norm one. We do this by explicitly writing 
down the inverse map to H. First, we need a simple measurability 
result. 
LEMMA 3.2. Suppose that v E M(X) and write v = h 1 v /, where h 
is a Bore1 function on X of modulus one. Then there exists a Bore1 subset 
B C X such that 1 v I(X\B) = 0 and for any g E C(U) the function 
x -+g[h(x) q(x)] is Borel measurable on B. 
Proof. By a corollary to Lusin’s theorem there exists a Bore1 subset 
BC X with 1 v I(X\B) = 0 and a sequence {fn} C C(X) such that 
fn(x) -+ h(x) for all x E B. Since g is continuous, we have 
dM4 dx)) --t dW4 v(x)) for all x E B. 
Therefore, the function x + g(h(x) v(x)) is a pointwise limit of 
continuous functions on B; hence, it is Bore1 measurable on B. 
DEFINITION 3.3. With notation as in Lemma 3.2 we define a map 
R: M(X) + M( TX) as follows. For each v E M(X) let Rv be the 
unique measure in M(TX) such that 
Rvk) = ~xgw) P(X)) 4 v I(4 for each g E C(TX). 
By Lemma 3.2, the map x + g(h(x) y(x)) is / v I-integrable, hence 
Rv is well defined. 
(More generally, an analogous map can be defined in essentially 
the same way from M(U) to M,+(U), where U is any dual ball. This 
has been used by Effros [S].) 
We next prove some elementary properties of R. 
PROPOSITION 3.4. Suppose that v E MI(X) and let L E A* be the 
functional defined by 
L(f) = v(f), f E A. 
Let p = Rv. Then ~1 E M,+( TX) and L = r(p). 
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Proof. It is obvious that p is a probability measure on TX. To 
see that L = r(p), it suffices (since Re ,4’ C A&(U) separates the 
points of U) to show that Ref(L) z Re L(f) = J Ref dp for each 
&4. But 
= Re 
J 
h(x)f(x) dj v I(x) = Rev(f) = ReL(f), 
so the proof is complete. 
We intend to show that, on the appropriate sets of measures, the 
map R is the inverse of H. To do this, we need some further measur- 
ability results. The first of these shows that, at least for the measures 
TV in which we are interested, the formula in Definition 3.1 which 
defines HP extends from continuous functions to bounded Bore1 
functions. 
LEMMA 3.5. Suppose that p E M,+( TX) has resultant r(p) in U of 
norm one and write v = Hp. Then for every bounded complex valued 
Bore1 function h on X we have 
Proof. We first observe that the right side makes sense, since the 
function 
is a composition of a Bore1 function followed by a continuous function, 
hence, is a (bounded) Bore1 function. 
We next show that ( v 1 = h, where h is the probability measure on X 
defined by 
Indeed, if f E C(X) and f >, 0, then ( v I(f) = sup{1 v(g)\: g E C(X), 
1 g 1 < f }. Moreover, if g E C(X) and ( g / < f, then 
Thus, 1 v 1 < h. On the other hand, since the resultant L of p in U 
has norm one, for any E > 0 there exists f E A, 11 fll = 1, with 
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L(f) > 1 - E. Sincej(@(x)) = tf(x), (t E T, x E X), this implies that 
1 - E <L(f) = P(3) = s,34J = jrxx?e) dp(t, A) = v(f), 
so IIvll= 1, lvl is a probability measure, and, hence, 1 v 1 = A. 
Now, by a corollary to Lusin’s theorem, there exists a sequence 
{g,> in C(X) such that 11 g, 11 < 11 h 1loo and g, --+ h a.e. I v I. We show 
next that tg,(x) --f t/z(x) a.e. p. 
To this end, let ?r: T x X--F X be the projection map defined by 
~(t, x) = x. The map from M( T x X) to M(X) induced by n carries 
p to the measure TV o 7 -l. But this latter measure is readily seen to be 
the same as A, and, hence, is equal to 1 v I. This implies, then, that for 
any Bore1 set B C X we have I v j (B) = p(+B) = p(T x B). In 
particular, if glz(x) -+ h(x) for all x E B, where 1 v I(B) = I, then 
tg,(x) -+ t/z(x) for all (t, x) E T x B, and ~(2’ x B) = 1, so 
tgJx) -+ t/z(x) a.e. ,u. By the Lebesgue bounded convergence theorem 
we thus have 
j h dv = lim j g, dv = lim jTxx tg,(x) dp(t, x) = jr,, th(x) dp(t, x). 
LEMMA 3.6. With the same hypotheses as in Lemma 3.5, write 
v = h ) v I, where h is a Bore1 function of modulus one on X. Then the 
set 
B = {h(x) q~(x): x E X} 
is Bore1 measurable, and p(B) = 1. 
Proof. The function m: T x X + T defined by m(t, x) = th(x) is 
Bore1 measurable (as in 3.5) so m-‘(l) = {(t, x): t = h(x), x E x) = 
{(h(x), x): x E X} is Bore1 measurable. Consequently, its image I3 
under the homeomorphism (t, x) -+ t?(x) is Bore1 measurable. Since 
1 v 1 is a probability measure we have 
1 = jx 1 dl v I = jx h dv = jr,, th(x) dp(t, x) = jr,, m dp. 
Since I m I = 1 and p is a probability measure, we have 
1 = &z-‘(l)) = p(B). 
LEMMA 3.7. With the same hypothesis as in Lemma 3.5 we have 
for any bounded Bore1 function g on X. 
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Proof. Writing v = h ( v 1 as in Lemma 3.6, we have 1 v ( = tiv, 
and, hence, 
jxg 4 v I = jxgli dv = jTxx %+9 fi(x) d&,x> 
= jTxx 44 g(x) Yx) 444 4 = s,,,g(s) 444. 
The second and third equalities follow from Lemmas 3.5 and 3.6, 
respectively. 
It is now easy to show that R is the inverse to H on the appropriate 
sets of measures. 
PROPOSITION 3.8. (a) If p E M,+(TX) and 11 Y(P) 11 = 1, then 
wb) = P- 
(b) If v E M,(X), then H(Rv) = v. 
Proof. (a) Let v = HP and write v = h / v /, where h is a Bore1 
function of modulus one on X. Let B = (h(x) y(x): x E X}; then for 
any g E C(U) we have 
TxX 
TxX 
= *g[h(x) d-41 444 4 = Pm s 
where the third equality follows from Lemma 3.5 and the fourth 
and sixth follow from Lemma 3.6. 
(b) Let p = Rv and write v = h I v 1 as usual. By Proposition 
3.4 we know that p = Rv E M,+( TX). By definition of R we have 
jTx g 4 = jx dW d414 v 164 
for any g E C(TX). Thus, if f E C(X) we can take g[trp(x)] = q(x); 
this is in C( TX) so 
W)(f) = J;,, tfC4 444 4 = jx 44 f(x) 4 v I(x) = s,f dv. 
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It will be important for our main result to know that R carries 
boundary measures on X into maximal measures on U. We first recall 
some standard definitions and results. 
If K is a compact convex subset of a locally convex space and 
f E C,(K), the (UPP er semicontinuous) upper envelope fK of f is 
defined by 
fK(x) = inf@(x): h E M&Y), h > f}. 
The set B, = {x E K:fK(x) = f (x)) is called the bordering set for f, 
and it is known that a positive measure p on K is maximal if and only 
if p(I?J = 1 for every convex continuous f on K. 
We also need some notions and results due to Effros [S]. If f E C(U), 
define inv f E C(U) by 
invf(L) = /f(tL) dt, LE u, 
where the integration is with respect to normalized Haar measure 
on the circle T. We say that f E C(U) is T-invariant if f(tL) = f(L) 
for L E U and t E T. The functions inv f are clearly T-invariant, and 
if f E C,( U) is convex, then inv f E C,(U) is also convex. Effros [5, 
Lemma 4. I] has shown that iff E C,(U) is convex, then B(inv f) C B(f ). 
PROPOSITION 3.9. Suppose that v E M,(X) represents a functional 
on A of norm one and is a boundary measure; then p = Rv is maximal 
on U. 
Proof. By Effros’ result, it suffices to prove that p[B(f)] = 1 for 
all T-invariant convex functions f E CR(U), i.e., we want to show 
that for each such f 
To this end, let g = f IS E CR(S) and note that 
gw = f W) for each L E S, t E T. 
Consequently, 
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The next to last equality follows from Lemma 3.7 (which is appli- 
cable in view of Proposition 3.8) and the last equality follows from 
the maximality of 1 v 1 on S. 
We are now able to prove our main theorem. 
THEOREM 3.10. Suppose that L E A* and 11 L 1) = 1. Then L is 
represented by a unique boundary measure v E M,(X) if and only if L is 
the barycenter of a unique maximal measure p E MI+(U). 
Proof. Suppose L is represented by two distinct boundary 
measures v r , va in M,(X). By Proposition 3.8, the map R is one-to-one 
on such measures, so Rvl and Rv2 are distinct maximal (by Proposition 
3.9) measures in M,+(U) with barycenter L. Conversely, suppose L 
is the barycenter of two distinct maximal measures p1 , ps in M,+(U). 
By Proposition 3.8 the measures Rp, and RpZ are distinct measures in 
M,(X) which represent L and they are boundary measures by 
Hirsberg’s theorem [9]. 
It follows from the above theorem that the uniqueness property 
is invariant under isometries, i.e., if A, C C(X,) and A, C C(Xs) and 
if there exists a linear isometry (not necessarily taking constants into 
constants) between A, and A, , then A, has the uniqueness property 
if and only if A, does. 
In order to give a somewhat more geometric characterization of 
uniqueness, we first recall some elementary definitions. If K is a 
convex set, then a convex subset F C K is a face of K if, whenever x, 
yEKandax+(l--u)yEFforsomeO<a<l,wehavex,yEF. 
Note that if F is a proper face (not necessarily closed) of the unit ball 
U, then every element of F has norm one. 
A convex subset K of a linear space E is defined to be a simplex if 
the cone in E x R generated by K x (1) is a lattice in its natural 
order. For a compact convex subset of a locally convex space this is 
equivalent to the definition given in Section 2, and for a face F of U 
this is equivalent to saying that the cone generated by F is a lattice in 
its own order. 
The proof of the sufficiency condition in the following theorem 
was suggested to us by Effros; similar methods have been used by 
Wils [19, p. 621. Ch aracterizations of certain nonclosed simplicial faces 
of compact convex sets have been given by Lima [14] and Kijhn [12]. 
THEOREM 3.11. Uniqueness holds for A if and only if each proper 
face (not necessarily closed) of the dual ball U is a simplex. 
Proof. Suppose that F is a proper face of U and that uniqueness 
holds for A. Let Q denote the set of all maximal measures in M,+(U). 
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By Choquet’s theorem, the affine resultant map 7: Q + U is onto, and 
hence the inverse image F1 = r-‘(F) C Q is a face of Q. Since Q is a 
simplex, so isF, . By Theorem 3.10, the map I is one-to-one between 
Fl and F; hence, the latter is a simplex. 
To prove the converse, suppose that every proper face of U is a 
simplex and that L E U, 11 L 11 = 1. Let F be the (necessarily proper) 
face of U generated by L; we need only show that there is a unique 
maximal measure on U with barycenter L. Indeed, suppose that 
~1, p2 were two such measures. It is possible to choose nets (pal), (,u~“) 
of discrete probability measures on U which converge weak* to p1 , 
l-42 respectively and which also have their barycenters equal to L. Since 
F is a face, it supports these measures. Furthermore, since F is a 
simplex, the decomposition lemma implies that there exists a third 
net (pa) of discrete probability measure with barycenters equal to L 
such that pm > pa1 and pa > p o2, for each cy. By compactness, we can 
assume that the net (& converges weak* to a probability measure 
TV on U. It follows that p has barycenter L and that p > pi and p> p2. 
Since @, cc2 were maximal, this implies $ = p = p2, and the proof is 
complete. 
4. UNIQUENESS AND T-SIMPLEXES 
A real [complex] Banach space Y is a real [complex] Lindenstrauss 
space if its dual Y* is linearly isometric to some L1 space. Lazar [ 131 
has shown that the dual unit ball of a real Lindenstrauss space is 
characterized by a certain uniqueness property, and Effros [S] has 
formulated and proved the corresponding result for the complex case. 
In order to relate this kind of uniqueness theorem to the kind we have 
been considering, we show that a closed subspace A C C(X) is a 
Lindenstrauss space if and only if A is self-adjoint and uniqueness 
holds for A. In view of Proposition 2.6, this is equivalent to saying 
that A is self-adjoint and S, is a simplex. In the latter form, this result 
has been proved independently by Hirsberg [8], using similar methods. 
In order to state Effros’ characterization, we need the following 
notation and terminology as given in [5] and [6] (cf. the discussion 
preceding Proposition 3.9). 
Suppose Y is any complex Banach space, and let U denote the 
closed unit ball of Y*. For each function f in C(U) let horn f denote 
the function on U defined by 
@om f)W = s, ?Wz’) dt for each p G U, 
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where integration is with respect to normalized Haar measure on the 
unit circle T. A function g on U is said to be T-homogeneous if 
g(tP) = Q!(P) f or each t E T. It is readily verified that horn is a norm 
decreasing projection of C(U) onto the T-homogeneous functions in 
C(U)* 
For each complex measure p in M(U), let horn p denote the 
complex measure on U defined by (horn p)(g) = p(hom g) for all 
g E C(U). 
DEFINITION 4.1. We say that U is a T-simplex if, whenever A and 
p are maximal probability measures on U with r(X) = r(p), then 
horn X = horn CL. 
THEOREM 4.2. (Effros [5]). A complex Banach space Y is a 
Lindenstrauss space if and only if its dual ball U is a T-simplex. 
We now specialize to the case of particular interest to us here, in 
which Y = A C C(X) is a closed subpsace which separates points and 
contains the constants. Let M bdrr denote the subspace of boundary 
measures in M(X). As usual, we use AJ- to denote the weak-*closed 
subspace of those p in M(X) such that p(f) = 0 for all f in A. 
THEOREM 4.3. The dual ball U C A* is a T-simplex ;f and only 
Al n Mbdry = {O}. 
Proof. Suppose first that U is not a T-simplex, and choose maximal 
probability measures h and p on U with r(h) = r(p) and horn h # 
horn ~1. By Hirsberg’s theorem, HX and HP are boundary measures, 
and since r(h) = r(p), we have Hh - HP E Al n lMbdrr. It remains to 
show that Hh # Hp. 
Since horn X # horn II, we can find a T-homogeneous function 
g E C(U) for which X(g) # p(g). Define f E C(X) byf(x) = g(v(x)) for 
all x E X. Then 
Thus, Hh # HP, and Al n Mbdry # (01. 
Conversely, suppose that v # 0 is a boundary measure on X which 
annihilates A. Without loss of generality, we can assume that 11 v (1 = 1. 
We claim that r(Rv) # 0 but horn(&) # 0 and deduce that U is not 
a T-simplex. 
Indeed since v E Al we have y(h) = 0. On the other hand, since 
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v # 0 there exists a function f E C(X) with v(f) # 0. Define 
g E C(Ty(X)) by letting g(tpl(x)) = tf (x) for t E T, x E X, and extend 
g continuously to all of U by Tietze’s theorem. 
Let K = homg; it is easily seen that h(@(x)) = g(ty(x)) = tf(x) 
for t E T, x E X. Write v = h 1 v I, where h is a Bore1 function of 
modulus one. Then we have 
This shows that hom(Rv) # 0. 
For any L in ext U the probability measure X = 4~~ + *e-L is 
maximal and has resultant 0. Furthermore, horn A = 0 # horn(&); 
thus, U is not a T-simplex, and the proof is complete. 
We next show how the preceding results relate to the uniqueness 
property. 
THEOREM 4.4. For a closed subspace A the following conditions are 
equivalent: (a) A is a complex Lindenstrauss space; 
(b) Al n Mbdry = (0); 
(c) A is self-adjoint and uniqueness holds for A. 
Proof. The equivalence of (a) and (b) is immediate from Theorems 
4.2 and 4.3. We show the equivalence of (b) and (c). 
Suppose first that (c) holds, and choose p E Al n Mbdry. We can 
write p = pI + iv2 where t~i and pz are real boundary measures. 
To prove (b) it suffices to show that p1 = 0. Since A is self-adjoint, 
we have pi E Al n Mbdm. Write pi = pi+ - pi--, where pi+ and pr- 
are nonnegative measures in M bdrr. Since ,I.Q E Al and 1 E A, we have 
11 pi+ 11 = (1 pl- 11. Furthermore, ,~r+ and pi- represent a functional L in 
A* with 11 L 11 = 11 pr+ 11 = 11 pi- I). Since uniqueness holds for A, we 
must have pi = 0. 
Conversely, suppose that (b) holds. It is clear that uniqueness holds 
for A. Assume that A is not self-adjoint, so that A is a proper subspace 
of A + A. By the Hahn-Banach theorem there exists L in (A + A)* 
with L(A) = 0 and 11 L 1) = 1. By Hustad’s theorem there exists a 
boundary measure p (in the sense that 1 TV I is maximal on ScA+AJ) 
such that (1 p 11 = 1 and p represents L. By Proposition 2.3, there exists 
an affine homeomorphism between StA+~) and S, , so I p I is also 
maximal when regarded as a measure on S, . Thus, 
0 # p E AL n Mbdry, 
which is a contradiction and completes the proof. 
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COROLLARY 4.5. If A is a complex Lindenstrauss space and 8A is 
closed, then the restriction map f--t f j 8A is an isometry of A onto 
C(aA). 
Proof. Since aA is closed, we have Mbrdy = M(BA). By Theorem 
4.4, we have A-L fi M(BA) = {0}, and, hence, A ) aA is dense in 
C(aA). Since the restriction map is an isometry, we have A ( aA = 
C(aA). 
Examples of complex Lindenstrauss space A for which aA is not 
closed are provided by spaces of the form Aff(K), where K is a simplex 
and ext K is not closed. Other examples will be provided by Propo- 
sition 5.7. An easy consequence of Corollary 4.5 is the following. 
PROPOSITION 4.6. Suppose A C C(X) is linearly isometric to some 
C(Y), where Y is compact Hausdorfl. Then aA is closed, and the 
restrictim map f + f 1 aA is an isometry of A onto C(BA). 
Proof. Since A is isometric to C(Y), ext U is weak-* closed in A*, 
and, hence, aA is closed in X. Since A is a complex Lindenstrauss 
space, we have A 1 aA = C(aA) by Corollary 4.5. 
5. CHEBYSHEV SUBSPAW OF M(X) AND SUBSPACES A OF 
FINITE CODIMENSION 
In this section we first show that the uniqueness property for A can 
be characterized by a certain uniqueness-of-best-approximation 
property for the boundary measures in Al. This will then be applied 
to characterize uniqueness for subspaces A of finite codimension in 
WO 
DEFINITION 5.1. A subset G of a normed linear space E is said 
to be semi-Chebyshev [Chebyshee] provided that for each x in E there 
exists at most one [exactly one] element y in G such that 
11 x - y  11 = d(x, G) 2 inf{il x - z 11: z E G}. 
It is known (and easily proved) [17] that a linear subspace A of a 
Banach space E has the property that every functional in A* has a 
unique norm preserving extension to E* if and only if AL is a 
Chebyshev subspace of E*. This fact, together with the Riesz 
representation theorem, makes the following result plausible. 
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THEOREM 5.2. Uniqueness holds for A ;f and only q AJ- n Mbdry is 
semi-Chebyshev in Mbdry. 
The following two lemmas will be used to prove the above theorem. 
The first of these is closely related to the work on L-projections of 
Alfsen and Effros [2]. 
LEMMA 5.3. There exists an L-projection 7 of M(X)onto Mbdrp, that 
is, a linear projection 7~ such that 
IIPII = IIVII +IIP--P/l for PEM(X). 
Proof. We first consider each measure p in M(X) as a measure in 
M(S,), via the natural embedding. For each convex f in CR(S) we 
let pt denote the restriction of p to the (Borel) bordering set B, . If f, 
g are two such convex functions, then it can be verified (using [16, 
Proposition 3.11) that f S + g < (f + g)” so that 
f”-fG (f+d”--(f+d~ 
and, hence, B,,, C B, . Consequently, Bt+# C B, n Bg for any two 
such f, g, which also shows that the family of sets {B, : f convex, 
f E CR(S)) is directed by inclusion. Thus, the measures (Pi} form a net. 
To see that this a Cauchy net in the norm topology of M(X), let 
b = iWl PI Il:f convex} and, given E > 0, choose a convex functionf 
in C,(S) such that 11 pj 11 < b + E. If B, C Bt and B, C B1 , we want 
to show that ]I pg - & II < E. Since Bg+h C Bg n Bh , we know that 
B g+h and BB d Bh (symmetric difference) are disjoint, and the latter 
is the support of pB - ph . Thus, 
Furthermore Bg+& u (B, d Bh) C BO u B, C B, , so the right side is 
no greater than (1 pj 11 < b + E; hence, )I ,u~ - & )I < E. 
We now define rr for p E M(X) by 
7rp = lim{pf: f l C,(S), f convex). 
The map ?I is linear since each map p -+ pj is linear. Furthermore, 
given convex f, g with B, C Bg , we have 1 pj 1 (S\B,) = 0. This shows 
that for ‘any convex g we have I z-p 1 (S\B,) = lim ( pj ( (s\B,) = 0, 
which implies that I 7rt~ I is maximal, and, hence, 71~ s Mbdry. Also, 
if p E Mbdrr, then p = pj for each convex f, so rrp = p. Finally, the 
fact that n is an L-projection follows by taking the limit in the equation 
II I” II = II Pf II + II CL - Pf Ill valid for all convex f in C,(S). 
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LEMMA 5.4. If p E Mbdry, then 
d(p, AL) = d(p, AL n &Pry). 
Proof. It suffice to show that 
d(p, A*) 3 d(k, AL n Mbdry), 
since the reverse inequality is obvious. For each v E M(X) we consider 
the decomposition v = 7~ + (v - TV) defined by means of the L- 
projection v of Lemma 5.3. The measure v - TV defines a functional 
L on A with 11 L 11 < 11 v - m 11, and by Hustad’s theorem there exists 
h E Mbdry such that 11 h I/ = I( L II and such that the measure v. = 
A - (v - 7~) is in A I. Thus, we can write v = ?TV + X - vo, so if 
v E A’-, then the measure v’ = 7~ + X is in Al n Mbdry. Hence, we 
see that if v E Al, then (since 1-1 = np and 11 X 11 < II TV - v 11) 
II cc + ” II = II P + 7w II + II T” - y II = II p + y’ - h II + II 0 - v II 
2 II CL + v’ II - II h II + II 7i-v - v II 3 II P + y’ II 
2 d(p, AL n Mbdry). 
Taking the infimum over v of the left side gives us the desired 
inequality. 
Proof of Theorem 5.2. We use the consequence of the Hahn- 
Banach theorem that for every p E M(X), the corresponding functional 
L E A*, defined by restricting p to A, has norm equal to d(p, A-L). 
Now suppose that uniqueness fails for A, and let pi , p2 be distinct 
boundary measures in M,(X) which represent a norm-one functional 
L in A*. Then 0 # v = tar - p2 E Al n Mbdry, and, hence, 
II p1 - v II = II p2 II = 1 = II pl II, while 1 = II L II = (h, AL) = 
d(p., , A’ n Mbdrs) < II pi 1) = 1. Thus, d(p., , AJ- n Mbdry) = 1, and 
this distance is attained at v and at 0. Hence, Al n Mbdry is not semi- 
Chebyshev in M(BA). 
Assume next that Al n Mbdry is not semi-Chebyshev in Mbdry. 
Then there exist p E Mbdry and 0 # v E AJ- n Mbdry such that 
II CL II = ~CL, AL n M bd*y) = II TV - v I). Then p and p 2 v are bound- 
ary measures which represent the same functional L E A*, and by 
Lemma 5.4 we have (I ~111 = I( L I( = II p - v (I, so uniqueness fails 
for A. 
A closed subspace A of C(X) has codimension n < 00 in C(X) if Al 
is an n-dimensional subspace of M(X). In Lemma 5.6 we give a 
bound on the size X\aA for such subspaces A. Our first result does 
not require finite codimensionality. 
UNIQUENESS OF BOUNDARY MEASURES 19 
LEMMA 5.5. Suppose that p is a boundary measure on X. Then 
p( (x}) = 0 for all x E X\aA. 
Proof. It suffices to show that if K is a compact convex set and if 
p is a maximal probability measure on K, then I) = 0 for all 
x E K\ext K. 
Given x E K\ext K, there exists a convex function f 6 C,(K) such 
that f”(x) -f(x) > 0. Then, sincefK - f > 0 and p(f" -f) = 0, 
we must have ~({x}) = 0. 
LEMMA 5.6. Suppose that A has codimension n in C(X). Then X\aA 
contains at most n points. 
Proof. Suppose, to the contrary, that x1 ,..., xn+i are distinct 
points in X\aA and let q ,..., en+i denote the corresponding point 
mass measures. There exist boundary measures p1 ,..., p,+i such that 
the measures vk = ck - pk are in A* for K = l,..., n + 1. By Lemma 
5.5, we have vk({x,}) = 0 if k # m and vk({xk}) = 1. This shows that 
Vl ,...P Vn+l are linearly independent measures in Al, which is a 
contradiction. 
Lemmas 5.5 and 5.6 together imply that if A has codimension n in 
C(X), then aA is a Bore1 set and every boundary measure on X is 
supported by aA; i.e., M bdry = M(BA). We apply these observations 
to the case in which X\aA is as large as possible, and thereby exhibit 
another class of complex Lindenstrauss spaces. 
PROPOSITION 5.7. Suppose that A has codimension n in C(X) and 
that x\aA = (x1 ,..., x,), where the xk are distinct. Then A is self-adjoint 
and uniqueness holds for A. 
Proof. By Theorem 4.4 it suffices to show that AJ- n M(BA) = (0). 
Define the measures vi ,..., vn as in the proof of Lemma 5.6, so that 
vi ,..,, vn are a basis for Al. 
Choose any p E Al fl M(BA), and write TV = c akvk where ffk E @. 
For k = l,..., n we have 0 = fL({x&) = (Yk, and, hence, 
If Al is a finite dimensional subspace of M(X), then every element 
of M(aA) has at least one nearest point in the finite dimensional 
subspace A* n M(aA). This allows us to replace the term “semi- 
Chebyshev” in Theorem 5.2 by “Chebyshev”’ 
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LEMMA 5.8. If A has jinite codimension in C(X), then uniqueness 
holds for A if and only if Al r\l M(aA) is Chebyshev in M(BA). 
If dim[Al n M(aA)] = 0 t i is immediate from Lemma 5.8 that 
uniqueness holds for A. In fact, we have already proved in this case 
that A is a complex Lindenstrauss space. Assume in what follows that 
dim[Al n M(aA)] = n > 1, and let {pr ,..., pm} be a basis for 
A-L n M(aA). Define the positive measure u = CkS1 1 pk 1 and let N 
be the subspace of those measures p E M(aA) which are absolutely 
continuous with respect to U. Note that Al n M(BA) is a subspace 
of N. 
LEMMA 5.9. A-L n M(BA) is Chebyshev in M(BA) ;f and only if 
A-L n M(BA) is Chebyshev in N. 
Proof. For brevity, let P = A-L n M(BA). Trivially, if P is 
Chebyshev in M(l3A) then P is Chebyshev in N. 
Conversely, assume that P is not Chebyshev in M(aA). Then there 
exist h in M(aA) and distinct measures or and yz in P such that 
d(k P) = II 84 - q II = II x - v2 Il. 
By the Lebesgue decomposition theorem, we can write h = h, + h, , 
where &‘a and h, < u, i.e., h, E N. We will show that X, has vi and 
vs as distinct nearest points in P. 
Note that for any v E P C N we have X,‘(h, - v). This implies that 
II~,+~,--ll=ll~,ll+II~,--ll~ or equivalently that II X-v ]I - jj h, /I = 
II h, - v 11. We apply this last observation as follows. 
d(~~, P) = inf{li h, - v [I: v E P> 
= inf{ll h - v I/: v E N} - 11 A, II = d(X, P) - II As /I 
= I/ x - vk II - I/ ‘h I/ = 11 & - vk [I for k=l,2. 
This shows that P is not Chebyshev in N and completes the proof. 
We retain the notation introduced after Lemma 5.8. By U(o) we 
mean, as usual, the space of equivalence classes of complex Bore1 
measurable a-integrable functions on X. 
Let W denote the subspace of U(a) spanned by the set 
{44%.., 4dW 
of Radon-Nikodym derivatives. We now have the following charac- 
terization of uniqueness. 
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THEOREM 5.10. Uniqueness holds fw a finite codimensional subspace 
A if and only if W is a Chebyshev subspace of Ll(a). 
Proof. By Lemmas 5.8 and 5.9, uniqueness holds for A if and 
only if AJ- n M(8A) is Chebyshev in N. We conclude the proof by 
noting that the mapping from Ll(u) onto N defined by f --f fo is an 
isometry which takes W onto A* r\ M(BA). 
A point x E X is said to be an atom for a measure p E M(X) if 
p({x>) # 0. A measure ~1 E M(X) is called nonatomic if it has no atoms 
in X. We apply Theorem 5.10 to the case in which A-L consists entirely 
of nonatomic measures. This condition clearly holds if Al has a basis 
of nonatomic measures. 
COROLLARY 5.11. Suppose that every measure in Al is nonatomic. 
Then we have aA = X. If, in addition, A has Jinite codimension in 
C(X) then uniqueness fails for A. 
Proof. If there were a point x E x\aA we could choose a measure 
p E M,+(BA) such that the measure v = 6% - EL. is in Al. But v has an 
atom at x, contrary to hypothesis. To show that uniqueness fails for 
A, note that the measure u (defined after Lemma 5.8) is nonatomic 
here. It is shown in [18, p. 2301 that for nonatomic u, the space Ll(u) 
contains no finite-dimensional Chebyshev subspaces. Hence, by 
Theorem 5.10, uniqueness fails for A. 
EXAMPLE 5.12. Let A denote the disc algebra, i.e., the set of all 
those functions f which are continuous on the unit circle T and admit 
an analytic extension j to the open unit disc. It is a consequence of 
Corollary 6.3 in the next section that uniqueness holds for A. By the 
classical Riesz theorem, Al consists entirely of nonatomic measures. 
This does not contradict Corollary 5.11, of course, since A has infinite 
codimension in C(T). 
6. ALGEBRAS 
In Section 2 we noted that if A has the uniqueness property, then 
the state space S, is a simplex. We now prove that the converse is 
true if A is an algebra, and we give some examples. 
We need the following lemma, which does not require that A be an 
algebra. 
LEMMA 6.1. Suppose that L E A*, 11 L 11 = 1, and h, p are two 
measures in MI(X) which represent L. Then there is a Bore1 function h 
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of modulus one on X such that h = h 1 X 1 and p = h 1 p I. Furthermore, 
there is a bounded sequence of functions (f,} C A such that 7% ---f h a.e. 1 X 1 
anda.e. 1 p j. 
Proof. Choose a sequence (fJ C A such that 11 f, jl = 1 and 
L(f,)-tl ==)~LI~.WriteX=g~h(and~=~~~~,wheregandkare 
Bore1 functions of modulus one on X. Then Jf, gd ( X 1 --f 1, and, 
hence, 
i.e., 
s 
(1 - Ref,g) dl X ( --f 0. 
Since 1 - Re fng > 0, we have (1 - Re fng) ---t 0 in L1(j A I), and, 
therefore, there is a subsequence (call it {fn}) such that Re fng --+ 1 
a.e. 1 h I. Since I fng I < 1, this implies that fng -+ 1 a.e. 1 A 1, and, 
hence, jn-+g a.e. IX/. U 1 s’ng this subsequence and repeating the 
same argument with p shows that (choosing a further subsequence) 
we can assume that Jn -+ k a.e. I p I. 
Thus,there are Bore1 subsets B, D C 5 such that I A I(B) = 1 = 
I p I(D), fn(x) -+ g(x) for all x in B, and fn(x) -+ K(x) for all x in D. 
Now define h(x) = k( x ) f or all x E D\B and define h(x) = g(x) for all 
x + D\B. It is readily verified that h satisfies the requirements stated 
in the lemma. 
THEOREM 6.2. Suppose that A C C(X) is an algebra. Then unique- 
ness holds for A if and only if S, is a simplex. 
Proof. It suffices to show that if S, is a simplex then uniqueness 
holds for each functional L of norm one in A*. 
Suppose that X and p are two boundary measures in M,(X) which 
represent L. By Lemma 6.1 there is a Bore1 function h of modulus one 
o_” X and a sequence {f,} C A such that h = h / h 1, p = h / p I, and 
fn --t h a.e. ( X / and a.e. 1 p I. For any f e A we have 
This shows that the probability measures I h I and ( p ) represent 
the same element of the simplex S, , so that ( A I = 1 /A I, and we 
conclude that h = h I h ( = h I p 1 = t.~. 
Theorem 6.2 enables us to give a class of examples of algebras A 
which have the uniqueness property. 
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COROLLARY 6.3. Suppose that A C C(X) is a Dirichlet algebra 
[i.e., Re A is a norm-dense in C,(X)]. Then aA = X and uniqueness 
holds for A. 
Proof. By Proposition 2.3 we have aA = a(C(X)) = X, and 
s.4 = SC(X) is a simplex. Since A is an algebra, uniqueness holds for A. 
An algebra A C C(X) is called logmodular if the set (log / f 1: f E A 
and f-l E A} is norm-dense in C,(X). Every Dirichlet algebra is 
logmodular (see, e.g., [7, p. 3X]), but the converse is not true. For 
examples of logmodular algebras which are not Dirichlet consult 
[3, p. 215; lo]. 
PROPOSITION 6.4. Suppose that A is a logmodular algebra which is not 
Dirichlet. Then aA = X and S, is not a simplex, so uniqueness fails for A. 
Proof. By a well known result of Hoffman (see, e.g., [7, p. 381) 
every multiplicative linear functional L E A* (and in particular, every 
evaluation functional v(x)) has a unique representing measure on 
X, hence, aA = X. 
Since A is not Dirichlet, there is a real measure p E Al with 
11 p 11 = 2. Write p = CL+ - p-, where CL+ and EC- are positive measures 
on X. Since 1 E A we have p+(l) = p-( 1) so that 11 p+ II = 1 = II CL- 11. 
Thus, p+ and p- are distinct probability measures which represent 
the same functional L E S, , and, hence, S, is not a simplex. 
Corollary 6.3 and Proposition 6.4 provide examples of algebras A 
in which aA is closed. The following is an example of an algebra A, 
for which aA, is not closed and uniqueness holds for A, . 
EXAMPLE 6.5. Let T denote the unit circle and let A C C(T) 
denote the disc algebra. Define the subspace A, of C(T) to be the set 
of all those functions f in A whose analytic extensions $ to the disc 
satisfy!(O) = f(1). Then A, is an algebra which separates points of T 
and contains the constant functions. It follows from the maximum 
modulus principle that 1 is not a peak point for A,, and, hence, 
16 aA,. 
Let m denote normalized Haar measure on T, and let H,,l(m) 
denote those elements h in the Ll closure of A in Ll(m) for which 
J h dm = 0. Then, it is a consequence of Proposition I.4 in [IS, p. 521 
that 
AJ- = (hm: h E Hop?z)}, 
and, therefore, 
AlI = {hn: h E &l(m)} @ {ctm - ael: a E C}. (1) 
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It is easily follows from (1) that M, = T\(l). We claim next that SA, 
is a simplex. Indeed, suppose that L E SA, and that A, , A, E Mr+(aA,) 
represent L. Then p = A, - A, is a real annihilating boundary 
measure for A, , and since 1 4 &4, we have ~((1)) = 0. Thus, in order 
to show that ,u = 0 it suffices to prove the following. 
I f  TV is a real nonzero annihilating measure for A, , then ~((1)) # 0. (*) 
Proof of (*). It follows from Eq. (1) that we can write p = 
hm + elm - slur = (h + ol)m - cur, where h E Hal(m) and 01 E @. 
Since p is a real measure, h + 01 E F(m) is real-valued, so by [15, 
Theorem 4.3, p. 301 h must be a constant function; say h(x) = /I for 
all x E T. 
Then we have TV = (p + ol)m - q . Since 1 E A, , we have 0 = 
~(1) = /3 + 01 - 01 = p. Thus, p = cym - slur , so p # 0 implies 
that ~((1)) = --01 # 0. 
7. AN INTEGRAL REPRESENTATION THEOREM FOR 
SUBSPACES WITHOUT CONSTANTS 
In this section we extend Theorem 1.2 to include those subspaces 
A of C(X) which separate points of X but need not contain the 
constant functions. This requires extending the definition of aA and of 
boundary measures, but the choices are obvious. 
DEFINITION 7.1. If A C C(X), let 8A = cp-l(ext U), where U is 
the unit ball of A*. If v E M(X) is a complex measure on X, call it a 
boundary measure if v = 0 or if 1 v 1 o v-1/11 v 11 is a maximal probability 
measure on U. (The above definitions coincide with the usual one if 
1 E A.) The proof of Hustad’s theorem used the fact that, when 1 E A, 
the map 
T x X3 (t, x) -+ tcp(x) E TV(X) 
is one-to-one, and, hence, is a homeomorphism. This need not be the 
case if 1 4 A, e.g. if A = {f E CIO, 11: f (0) = q(l)). We get around 
this difficulty by means of the following simple selection theorem. 
LEMMA 7.2. The continuous map T x X 3 (t, x) -+ tcp(x) E TV(X) 
admits a Bore1 measurable selection, i.e., there exists a Bore1 map s: 
TV(X) -+ T x X such that for each L E TV(X), the image s(L) = 
(t, x) E T x X satisfies L = tcp(x). 
UNIQUENESS OF BOUNDARY MEASURES 25 
Proof. For each L E TV(X) let 
8(L) = inf{8 E [0, 274: e-@L E y(X)}. 
Since v(X) is compact, this infimum is attained, i.e., e-ie(L)L E y(X). 
It is straightforward to verify that 8 is lower semicontinuous (hence 
Borel), and, therefore, the map 
s,(L) = eiofL) E T 
is Bore1 measurable. 
CL E T&v) 
Next, let K = ((t, L) E T x Ty(X): t-lL E v(X)). Since the map 
v: X --+ y(X) is a homeomorphism, the composition 
K 3 (t, L) + p-yf-lL) E x 
is continuous, hence, so too is the map 
K 3 (t, L) 4 (t, q-,-l&lL)) E T x X. 
Since the map 
Q(X) 3 L + (s,(L), L) E K 
is Bore1 measurable, we can let s be the composition 
T&Y) 3 L -+ (s,(L), L) -+ (s,(L), q-l@,(L)-lL)) E T x X. 
Now, writing t = s,(L) and x = q+(t-lL), we have L = tpl(x), so this 
is the desired selection. 
THEOREM 7.3. Let A be a subspace of C(X) which separates points. 
To each complex linear functional L E A* there corresponds a complex 
regular Bore1 measure v on X such that (a) (1 L 11 = )I v 11; 
(b) L(f) = Jf dv fog all f in A; 
(c) v is a boundary measure. 
Proof. We can assume without loss of generality that 11 L 11 = 1. 
By Choquet’s theorem, there exists a maximal probability measure 
h E M1+( U) with resultant L. Since X is supported by the compact set 
Tp(X), we can use the Bore1 map s defined in Lemma 7.2 to carry h to 
a probability measure p on T x X, i.e., p(g) = h(g o s) for each 
g E C(T x X). Now define v = HP, where H: M(T x X) --t M(X) 
is the map given in Definition 3.1. 
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It is readily verified that the measure v satisfies conditions (a) and 
(b) above. By virtue of [5, Lemma 4.11, in order to prove that v is a 
boundary measure it suffices to show that 
for each T-invariant convex function f E C,(U). 
It follows from Lemma 3.7 that 
Using the definition of p and the fact that f is T-invariant, we have 
s rXXtfuo9)--fo(P)(X)~~(t,X)=X(fu-f)=0, 
since A is maximal. This concludes the proof. 
The problem of uniqueness in case 1 4 A is much more complex 
and we have only partial results in this direction. Choquet has 
announced (private communication) a formulation for the uniqueness 
problem which seems to be the “right” one. He has also obtained a 
different and elegant proof of the existence theorem. 
REFERENCES 
1. E. M. ALFSEN, “Compact Convex Sets and Boundary Integrals,” Ergebnisse der 
Math., No. 57, Springer-Verlag, New York, 1971. 
2. E. M. ALFSW AND E. EFFROS, Structure in real Banach spaces II, Ann. of Math. 
96 (1972), 98-173. 
3. A. BROWDER, “Introduction to Function Algebras,” W. A. Benjamin, New York, 
1969. 
4. G. CHOQUET, “Lectures on Analysis,” Vol. II, W. A. Benjamin, New York, 1969. 
5. E. EFFROS, On a class of complex Banach spaces, to appear. 
6. E. EFFROS, On a class of real Banach spaces, Israel J. Math. 9 (1971), 431-457. 
7. T. W. GAMELIN, “Uniform Algebras,” Prentice-Hall, Englewood Cliffs, NJ, 1969. 
8. B. HIRSBERG, On a class of complex function spaces, Oslo Univ. Preprint Series 
1972. 
9. B. HIRSBERC, ReprCsentations intkgrales des formes linkaires complexes, C. R. 
Acad. SC;. Paris SW. A 274 (1972), 1222-1224. 
10. K. HOFFMAN, Analytic functions and logmodular Banach algebras, Actu Math. 
108 (1962), 271-317. 
11. 0. HUSTAD, A norm preserving complex Choquet theorem, Math. Stand. 29 
(1971), 272-278. 
12. J. KBHN, Barycenters of unique maximal measures, J. Functional Andysis 6 
(1970), 76-82. 
13. A. LAZAR, The unit ball in conjugate L, spaces, Duke Math. J. 39 (1972), l-8. 
UNIQUENESS OF BOUNDARY MEASURES 27 
14. A. LIMA, On simplicial and central measures, and split faces, Proc. London Math. 
Sot., to appear. 
15. G. LUMER, “Algebres de Fonctions et Espaces de Hardy,” Lecture Notes in 
Mathematics, No. 75, Springer-Verlag, Berlin, 1968. 
16. R. R. PHELPS, “Lectures on Choquet’s Theorem,” Van Nostrand, New York, 
1966. 
17. R. R. PHELPS, Uniqueness of Hahn-Banach extensions and unique best 
approximation, Trans. Amer. Math. Sot. 95 (1960), 238-255. 
18. I. SINGER, “Best Approximation in Normed Linear Spaces by Elements of Linear 
Subspaces,” Springer-Verlag, New York, 1970. 
19. W. WILS, The ideal center of partially ordered vector spaces, Acta. Math. 127 
(1971), 41-77. 
