An algorithmic method to exploit a general class of infinitesimal symmetries for reducing stochastic differential equations is presented and a natural definition of reconstruction, inspired by the classical reconstruction by quadratures, is proposed. As a side result the well-known solution formula for linear onedimensional stochastic differential equations is obtained within this symmetry approach. The complete procedure is applied to several examples with both theoretical and applied relevance.
Introduction
Stochastic differential equations (SDEs) and, more in general, stochastic processes provide a very useful tool for the description of many phenomena in physics, meteorology, biology, social sciences, economics or finance. For this reason there is a great interest in finding new simple and flexible models with some kind of analytical tractability. Just to mention some recent examples, in [12, 38] the Authors focus on models with closed form of the marginal probability density, while in [13] systems with explicit formulas for the moments are discussed. Moreover, in [11, 10, 15] , systems with exact expression for the Fourier (or generalized Laplace) transform of some significant functionals of the process are considered. These examples also suggest that the knowledge of closed-form expressions for some mathematical objects related with SDEs can be useful in order to formulate faster or more stable algorithms for numerical simulation (see e.g. [9, 23, 33] ), to propose better estimators for statistical inference (see e.g. [5, 6, 16] ) or to reduce the complexity of the models using asymptotic expansions or perturbation theory techniques (see e.g. [21, 32] ). For (deterministic) ordinary differential equations (ODEs) a powerful method to select general systems admitting closed analytical formulas for their solutions is the infinitesimal symmetries method originally proposed by Sophus Lie and thereafter developed by many Authors (see, e.g. [37, 42] and references therein). The underlying idea is to provide an algorithmic procedure in order to identify symmetric ODEs and to exploit their symmetries for simplifying them. Despite the well acknowledged and rich literature in the deterministic setting, the concept of infinitesimal symmetries for SDEs is quite recent [14, 18, 28, 30, 35, 45] and their use for reduction purposes is not yet completely developed. The principal aim of this paper is to investigate the possible applications of a symmetry approach to SDEs taking the cue from the deterministic case. We propose a simple algorithmic method to exploit infinitesimal symmetries for reducing a SDE and, in the particular case of SDEs admitting a solvable Lie Algebra of symmetries, we provide a reconstruction procedure allowing to obtain the solution to the original SDE starting from the solution to the reduced one.
Although these basic applications of infinitesimal symmetries have already been discussed in [26, 28, 39, 45] , there are several novelties in our approach. First of all we use the weaker notion of infinitesimal symmetry of a SDE proposed in [14] , including both strong symmetries, used for reduction and reconstruction in [28] , and quasi-strong symmetries used for reduction in [45] . It is worth to remark that our notion of symmetry allows us to take into account also random time change transformations which have not been considered by previous Authors. Moreover, the choice of a SDE formulation to deal with symmetries is more convenient than a formulation based on the generator operator of the SDE. Indeed, even though the notion of symmetry based on the generator is quite effective for reduction purposes, it turns out to be inadequate when one aims at generalizing to the stochastic framework the standard reconstruction by quadratures. A further advantage of our method, inspired by the original ideas of Lie, is that we do not need the existence of a Lie group action related to the infinitesimal symmetries as required in [28, 45] . The possibility of working with both the global and the local action of a Lie group turns out to be very useful in order to deal with stochastically complete SDEs admitting infinitesimal symmetries which do not generate a globally defined flow of diffeomorphisms (see the example of Subsection 5.2). Furthermore we propose a notion of reconstruction inspired by the classical idea of reconstruction by quadratures and similar to the one proposed in [26] for strong symmetries. We remark that this concept is different from the one proposed in [28] and our corresponding natural notion of integrability, which is in some respects more restrictive than that of [45] by not including higher order symmetries, allows us to exploit (not only Abelian but) general solvable algebras of symmetries. Besides, we recall that the stochastic quadrature procedure for one-dimensional diffusion processes proposed in [39] cannot be directly related to our results, since it is based on a well-defined variational structure. We discuss some particular examples of SDEs with a variational structure in Subsection 5.3. It is important to note that our approach is completely explicit and allows us to compute symmetries of a SDE by solving an overdetermined system of first order PDEs. In particular we apply our complete procedure to a class of onedimensional diffusions reducing to linear SDEs for a particular choice of the parameters. In this case, considering a suitable two-dimensional SDE including the original one, we are able to find the explicit solutions recovering the well known solution formula for one-dimensional linear SDEs, together with the usual change of variables coupled with the associated homogeneous equation.
Moreover we consider a class of (stochastic) mechanical models which includes the standard perturbations of stochastic Lagrangian systems. In particular, starting from a mechanical system describing a particle subjected to forces depending on the velocities, we look for general stochastic perturbations of the deterministic system preserving the symmetries and we analyze in details a couple of significant examples within this class. Finally, we apply our symmetry approach to prove the integrability of a wellknown financial stochastic model (SABR) and we discuss the possible generalizations of our results suggested by this analysis. The paper is organized as follows. In Section 2, for the convenience of the reader, we collect some general facts about foliations and reduction maps. In Section 3 we introduce the definition of infinitesimal symmetry of a SDE as proposed in [14] and we recall some results and formulas we need in the rest of the paper. Reduction, reconstruction and integrability of a SDE are described in Section 4 and in Section 5 the general theory is applied to some explicit relevant examples in order to point out the effectiveness of the proposed method.
Some geometric preliminaries
In this section we recall some geometric preliminaries needed in the following. In particular in Subsection 2.1 we introduce a class of foliations which turns out to be useful in order to reduce SDEs, whereas in Subsection 2.2 we describe adapted coordinate systems for solvable Lie algebras of vector fields which are exploited in the reconstruction process. We work in an open set M of the Euclidean space R n with a cartesian coordinate system x i and we denote by U (x0) an open neighborhood of a point x0 ∈ M . All (real or matrix-valued) functions on M are smooth and we denote by ∂i the partial derivatives with respect to
, we write A l r for the l-th row and r-th column component of the matrix A, identifying Mat(k, 1) with
and · denotes the usual matrix product.
is the usual notation for the vector field Y applied to the realvalued functions A i j . In the following we denote by In the n-dimensional identity matrix and by SO(m) the group of the orthogonal matrices.
Foliations and projections
Let Y1, ..., Y k be a set of vector fields on M such that the distribution ∆ = span{Y1, ..., Y k } is of constant rank r. If ∆ is integrable, i.e. [Yi, Yj] ∈ ∆ for every i, j = 1, ..., k, then ∆ defines a foliation on M . Moreover, if there is a submersion Ψ :
and the level sets of Ψ are connected subsets of M , the foliation defined by ∆ can be used for reduction purposes. In fact, under these assumptions, Ψ is a surjective submersion and the level sets of Ψ are connected closed submanifolds of M . 
We remark that, if Y1, ..., Y k are reduction vector fields for the reduction map Ψ, then (M, Ψ, M ′ ) is a fibred manifold. A set of vector fields Y1, ..., Y k generating an integrable distribution ∆ of constant rank does not admit in general a global reduction map, but the following well known local result holds. We remark that the classical reduction of a manifold under a Lie group action is included in Definition 2.1. Indeed, given a connected Lie group G acting on M , we can naturally define an equivalence relation and the quotient manifold
If the action of G is proper and free, M ′ admits a natural structure of (n − r)-dimensional manifold (see [37] ) and the natural projection Π : M → M ′ is a submersion. Moreover, if G is connected and {Y1, ..., Yr} are the generators of the corresponding Lie algebra, Π is a reduction map and
In this case (M, Ψ, M ′ ) is not only a fibred manifold but also a principal bundle with structure group G. 
Proof. See Chapter 4 of [36] .
Solvable algebras and adapted coordinate systems
For later use, in this subsection we discuss the local existence of a suitable adapted coordinate system on M such that the generators Y1, ..., Yr of a solvable Lie algebra have a special form. 
are smooth functions. Theorem 2.6 Let G be an r-dimensional solvable Lie algebra on M such that G has constant dimension r as a distribution of T M and let Ψ be a reduction map for G. Then, for any x0 ∈ M , there is a set of generators Y1, ..., Yr of G and a local diffeomorphism Φ : U (x0) →M of the form
such that Φ * (Y1), ..., Φ * (Yr) are generators in canonical form for Φ * (G).
Proof. Since G is solvable, denoting by
is a fibred manifold, for any x0 ∈ M we can consider a local smooth section S : V (Ψ(x0)) → M defined in V (Ψ(x0)) and we can construct a local diffeomorphism on W × V (where W ⊂ R r ) transporting S(x0) along the flows Φ i a i of the vector fields Yi. In particular, considering the function
we can define Φ = F −1 . Indeed it is easy to prove that F is a local diffeomorphism since Y1, ..., Yr form a regular set of vector fields, S is a local section of the foliation (M, Ψ, M ′ ) and Ψ is a reduction function for Y1, ..., Yr. Furthermore, since F is obtained by composing the flows of Y1, ..., Yr in the natural order (i.e. respecting the solvable structure of G), it is easy to prove that Φ * (Y1), ..., Φ * (Yr) are in canonical form.
Remark 2.7
In the particular case of a solvable connected Lie group G acting freely and regularly on M , Theorem 2.6 admits a global version. Indeed, under these hypotheses, Φ can be defined in an open set U of the form
turns out to be a principal bundle with structure group G. So for a neighborhood V of Ψ(x0) the set U = Ψ −1 (V ) is diffeomorphic to V × G and the generators Y1, ..., Yr of G are vertical vector fields with respect to the bundle structure of M . Furthermore, it is possible to choose a global coordinate system g 1 , ..., g r on G such that Y1, ..., Yr are in canonical form (see for example [43] , Chapter 2, Section 3.1, Corollary 1) and
is a trivial bundle, the diffeomorphism Φ of Theorem 2.6 can be defined globally.
Stochastic differential equations and their symmetries 3.1 Stochastic differential equations
In the following, given a filtration Ft ⊂ F, we consider only stochastic processes (Ω, F, Ft, P) which are adapted with the filtration Ft.
Definition 3.1 Let µ : M → R n and σ : M → Mat(n, m) be two smooth functions. A stochastic process X on M and an m-dimensional Brownian motion W (in short the process (X, W )) solve (in the weak sense) the SDE with coefficients µ, σ until the stopping time τ (or shortly solves the SDE (µ, σ)) if for any t ∈ R+
If the process (X, W ) solves the SDE (µ, σ) we write, as usual,
The stopping time τ is supposed to be strictly less then the explosion time of the SDE. It is well known that with a SDE (µ, σ) it is possible to associate a second order differential operator
The operator L is called the infinitesimal generator of the process and appears, for example, in the following important formula.
Proposition 3.2 (Ito formula)
Let (X, W ) be a solution to the SDE (µ, σ) and let f : M → R be a smooth function.
Stochastic transformations and symmetries of SDEs
In this section we briefly recall the general definitions of finite and infinitesimal stochastic transformations of a SDE introduced in [14] , in order to provide a general definition of symmetry, weak enough to include interesting examples in the stochastic framework. and (X, W ) is a process, we define PT (X, W ) = (X ′ , W ′ ) where
With these definitions it is easy to prove that if (X, W ) is a solution to (µ, σ),
In [14] we prove that the set Sm(M ) = Sm(M, M ) is a group with composition law defined by
and unit 1M = (idM , Im, 1). Moreover, if we consider the one-parameter group Ta such that Ta • T b = T a+b and T0 = 1M , there exist a vector field Y and two smooth functions C : M → so(m) and τ : M → R such that In the following we identify strong infinitesimal stochastic transformations V = (Y, 0, 0) with the vector fields Y . The set of infinitesimal stochastic transformations turns out to be a Lie algebra with respect to the Lie bracket
where {C1, C2} denotes the usual commutator between matrices. Moreover the action of a finite stochastic transformation on an infinitesimal one takes the form
The important role of strong infinitesimal stochastic transformations in reduction of SDEs makes the following theorem very useful for applications.
Theorem 3.5 Let K = span{V1, ..., V k } be a Lie algebra of infinitesimal stochastic transformations and Vi = (Yi, Ci, τi). If x0 ∈ M is such that Y1(x0), ..., Y k (x0) are linearly independent, there exist an open neighborhood U (x0) and a stochastic transformation T = (idU , B, η) ∈ Sm(U ) such that T * (V1), ..., T * (V k ) are strong infinitesimal stochastic transformations. Furthermore the smooth functions B, η are solutions to the equations
for i = 1, ..., k.
Proof. See [14] .
In order to make the definition of a symmetry of a SDE more readable, we introduce the following notation: given H ∈ T M and K : M → Mat(n, r), we define the matrix-valued function
It is easy to prove that the brackets [·, ·] generalize the standard Lie brackets for vector fields.
An infinitesimal stochastic transformation is an (infinitesimal) symmetry of the SDE (µ, σ) if the following determining equations hold
It is easy to prove that T ∈ Sm(M ) is a symmetry of the SDE (µ, σ) if and only if, for any solution (X, W ) to (µ, σ), also PT (X, W ) is a solution to (µ, σ). Furthermore if V ∈ Vm(M ) generates a one parameter group Ta, V is an (infinitesimal) symmetry of the SDE (µ, σ) if and only if Ta is a (finite) symmetry of (µ, σ). Moreover the following result holds.
Theorem 3.7 Let V ∈ Vm(M ) be a symmetry of the SDE (µ, σ). If T ∈ Sm(M ), then T * (V ) is a symmetry of ET (µ, σ).
.., Y k (x0) are linearly independent, then there exist a neighborhood U (x0) and a stochastic transformation T ∈ Sm(U, U ′ ) such that T * (Vi) are strong infinitesimal symmetries of ET (µ, σ).
Remark 3.9
The concept of strong symmetry has been introduced, with the simple name of symmetry, in [28] , where the noise is not necessarily a Brownian motion but any continuous semimartingale. It is easy to prove that the results of this section hold if we replace Brownian motion with any continuous semimartingale. Anyway in the following we restrict to Brownian motion since the weaker notion of symmetry in [14] has been introduced only for SDEs driven by Brownian motion.
Reduction and reconstruction
In this section we propose a generalization of some well known results of symmetry reduction for ODEs to the stochastic framework. Moreover we provide suitable conditions for a symmetry to be inherited by the reduced equation and we tackle the problem of the reconstruction of the solution to the original SDE starting from the knowledge of the solution to the reduced one.
Reduction
Theorem 4.1 Let {Y1, ..., Y k } be a set of reduction vector fields for the reduction map Ψ :
Before proving Theorem 4.1 we introduce the following lemma.
is an infinitesimal symmetry of the SDE (µ, σ), for any smooth function f we have
Proof. See [14] . 
Proof. We prove in detail that Y ′ satisfies the determining equation (5) for σ ′ . The proof for µ ′ can be easily obtained in a similar way. Given f ∈ C ∞ (M ) such that Yi(f ) = 0, Proposition 2.4 ensures that there exists a function f
where ∇ ′ denotes the differential with respect to the coordinates x ′i of M ′ . The determining equations (5) are equivalent to the relations
Since (Y, C, τ ) is a symmetry of the SDE (µ, σ), by Lemma 4.2 for any smooth function f we have
Applying equations (8) and (9) we obtain
Since Ψ is surjective, the thesis follows. 
where λ 
Reconstruction
In this section we discuss the problem of reconstructing a process starting from the knowledge of the reduced one. In order to do this we need the following definition mainly inspired by ODEs framework. Definition 4.6 Let X and Z be two processes on M and M ′ respectively. We say that X can be reconstructed from Z until the stopping time τ if there exists a smooth function F : We remark that Definition 4.6 is general enough for our purposes (as we only consider Brownian motion driven SDEs), but can be easily generalized to include integration with respect more general stochastic processes.
Theorem 4.7 Let {Y1, ..., Yr} be a set of regular reduction vector fields for the reduction map Ψ : M → M ′ such that Y1, ..., Yr generate a solvable algebra of strong symmetries for the SDE (µ, σ) and let X x be the unique solution to the SDE (µ, σ) with Brownian motion W such that X x 0 = x almost surely. Then, for any x ∈ M , there exists a stopping time τx almost surely positive such that the process X x can be progressively reconstructed from Ψ(X x ).
Proof. Let Φ be the diffeomorphism given by Theorem 2.6, defined in a neighborhood U (x0), and T = (Φ, Im, 1). If (μ,σ) = ET (µ, σ) then Φ * (Y1), ..., Φ * (Yr) are symmetries of (μ,σ) in canonical form and, denoting byx i the coordinate system onM = Φ(U ), we have
for i ≤ r and j ≤ i. This means that the r-th row of the SDE (μ,σ) does not depend onx 1 , ...,x r , the (r − 1)-th row does not depend onx 1 , ...,x r−1 and so on. Hence the processX = Φ(X x 0 ) can be progressively reconstructed from Π(X), where Π is the projection ofM on the last n − r coordinates. Since by definition ofX and Φ we have Π(X) = Π(Φ(X x 0 )) = Ψ(X x 0 ), the processX can be progressively reconstructed from Ψ(X x 0 ). Moreover, being X x 0 = Φ −1 (X) until the process X x 0 exits from the open set U we have thatX x 0 can be progressively reconstructed from Ψ(X) until the stopping time
that is almost surely positive since U is a neighborhood of x0.
Corollary 4.8
In the hypotheses and with the notations of Theorem 4.7 if the Lie algebra generated by Y1, ..., Yr is Abelian then X x can be reconstructed from Ψ(X x ).
Proof. If G = span{Y1, ..., Yr} is Abelian, the diffeomorphism Φ of Theorem 2.6 rectifies G.
Remark 4.9
In order to compare our results with the reconstruction method proposed in [28] we consider the case of Y1, ..., Yr generating a general Lie group G whose action is free and proper. In this case (M, Ψ, M ′ ) is a principal bundle with structure group G and locally diffeomorphic to U = V × G, where V is an open subset of R n−r . If we denote byX the reduced process and by g the coordinates on G we have that the processḠ in U satisfies the following Stratonovich equation
where f i j are smooth real-valued functions. Despite the fact that the knowledge of the reduced processḠt formally allows the reconstruction of the initial process Xt, for a general group G this reconstruction cannot be reduced to quadratures. On the other hand, if G is solvable, it is possible to choose a set of global coordinates on G which reduce equation (11) to integration by quadratures as required by Definition 4.6.
The following definition generalizes to the stochastic framework the well known definition of integrability for a system of ODEs.
Definition 4.10 A SDE (µ, σ) is completely integrable (or simply integrable) if for any x ∈ M there exists an almost surely positive stopping time τx > 0 such that the solution process X x can be progressively reconstructed until the stopping time τx from a deterministic process.
Theorem 4.11 Let (µ, σ) be a SDE on M ⊂ R n admitting an n-dimensional solvable Lie algebra G of strong symmetries which are also a regular set of vector fields. Then (µ, σ) is integrable.
Proof. Since G has the same dimension of M , the map Ψ = 0, and the transformed SDE (µ ′ , σ ′ ) is such that the first row of µ ′ and σ ′ does not depend on x ′1 , the second row does not depend on x ′1 , x ′2 and so on. Therefore the n-th row of µ ′ and σ ′ does not depend on any variables x ′1 , ..., x ′n and so it is constant. This means that the solution X ′ = Φ(X) can be progressively reconstructed from a constant process.
We remark that the hypotheses of Theorem 4.11 are only sufficient and not necessary. For example the SDE
is obviously integrable, but it is easy to prove that (for general g(x), f (x)) it does not admit other symmetries than
Examples
In this section we apply our general reduction procedure to some explicit examples. Following the line of previous discussion, given a SDE (µ, σ), we start by looking for a solvable algebra of symmetries G = {V1, . . . , Vr} for (µ, σ). 
A class of one-dimensional Kolmogorov-Pearson diffusions
We consider the following class of SDE within the Kolmogorov-Pearson type diffusions dXt = (λXt + ν)dt + αX
where α, β, γ, λ, ν ∈ R, α ≥ 0 and αγ − β 2 ≥ 0. For α = β = 0 the class includes the Ornstein-Uhlenbeck process and for αγ − β 2 = 0 the important class of one-dimensional general linear SDEs of the form
Beyond the large number of applications of Ornstein-Uhlenbeck process and of linear SDEs and their spatial transformations, the Kolmogorov-Pearson class (12) has notable applications to finance (see [8, 41] ), physics (see [17, 44] ) and biology (see [20] ). Moreover, there is a growing interest in the study of statistical inference (see [16] ), in the analytical and spectral properties of the Kolmogorov equation associated with (12) (see [4] ) and in the development of efficient numerical algorithms for its numerical simulation (see [9] ). Finally the KolmogorovPearson diffusions are examples of "polynomial processes" that are becoming quite popular in financial mathematics ( [13] ). For many particular values of the parameters α, β, γ, λ, ν it is well known that equation (12) is an integrable SDE (first of all in the standard linear case corresponding to αγ − β 2 = 0). Anyway this integrability property cannot be directly related to the existence of strong symmetries as showed by the following proposition. 
Equation (14) is an ODE in Y 1 with solution
where Y 1 0 ∈ R. Inserting the expression (16) in (15) we obtain
and this concludes the proof. We remark that a standard linear SDE of the form (13) admits a symmetry if and only if αν − βλ = 0. Therefore, in spite of their integrability, standard linear SDEs do not have, in general, strong symmetries. In order to apply a symmetry approach to the study of the integrability of (12), we consider the following two-dimensional system:
where W 1 t := Wt. In the standard linear case, system (17) consists of SDE (13) and of the associated homogeneous one. If we look for the symmetries of system
0 and τ (x, z), the determining equations are:
We can easily solve the previous overdetermined system of PDEs by a computer algebra software and we find two quasi-strong symmetries
Therefore the functionΨ : M → R given byΨ(x, z) = x is a reduction function with respect to the strong symmetry Y2, being ∇(Ψ) · Y2 = Y2(Ψ) = 0, and the reduced equation on M ′ =Ψ(M ) = R is exactly the original SDE (12). This circumstance partially explains Proposition 5.1: since the original SDE (12) turns out as the reduction of the integrable system (17) with respect to the "wrong" symmetry, it does not inherit any symmetry. In order to integrate system (17) and therefore also the original equation (12), we start by looking for a stochastic transformation T = (Φ, B, η) such that T * (V1) and T * (V2) are strong transformations and Φ * (Y1) and Φ * (Y2) are in canonical form. Since V1, V2 are quasi-strong infinitesimal stochastic transformations we can restrict to a quasi-strong transformation T = (Φ, B, 1) . Following the explicit construction of Theorem 2.6 the function Φ turns out to be both globally defined and globally invertible on M . The vector fields Y1, Y2, whose flows are defined by
generate a free and proper action of a solvable simply connected non Abelian Lie group on M . Hence, if we consider the point p = (0, 1) T and the function F : R 2 → M given by
, the function Φ : M → R 2 , which is the inverse of F , is given by
By Theorem 3.5 the equations for B are
Writing:
from the second equation we deduce that B does not depend on z and from the first one we obtain that b satisfies the equation
The latter equation is an ODE with separable variables admitting the following solution b = αx + β √ α αx 2 + 2βx + γ , and we get
are two generators of Φ * (G) in canonical form. Introducing dW ′ t = B(Xt, Zt) · dWt and applying Ito formula respectively to φ1 = x/z and φ2 = log(z) we can write equation (17) in the new variables:
Since this is an integrable SDE, the solutions to equation (17) can be recovered following our general procedure. In particular, when αγ − β 2 = 0, the solution to equation (12) is given by
which is the well known explicit solution to the (general) linear one-dimensional SDE (13).
Integrability of a singular SDE
Let us consider the SDE on
where α ∈ R. Despite the coefficients of (µ, σ) have a singularity in (0, 0) T , we will prove that the solution to (19) is not singular and that the explosion time of (19) is +∞ for any deterministic initial condition X0 ∈ M .
A symmetry V = (Y, C, τ ) of (19) ,
0 and τ (x, z), has to satisfy the following determining equations
Solving this system of PDEs by a computer algebra software we find the unique (quasi-strong) symmetry By using the method of the characteristics, we immediately obtain a particular solution
In order to find an adapted coordinate system for the Abelian Lie algebra G = span{Y } we have to solve the equation Y (Φ) = 1, i.e.
Once again, applying the method of the characteristics, we obtaiñ 
whose solution is
and, coming back to the original coordinate system, we find
and, by applying Ito formula, the original two-dimensional SDE becomes
where dW ′ t = B(Xt, Zt) · dWt. Since the equation in Z ′ is linear, the above SDE is integrable and therefore also (19) is integrable. Furthermore, since the map Φ : M → R 2 \{(0, 0) T } is a double covering map and since the SDE (20) has explosion time τ = +∞, the SDE (19) , although singular at the origin, has also explosion time τ = +∞ for any deterministic initial condition X0 ∈ M . This example point out the importance of developing a local reduction theory for SDEs, since in this case a global approach cannot be successful.
Stochastic perturbation of mechanical equations
In this example we analyze a wide class of models, related to (stochastic) mechanics, of the form
i.e. with SDE coefficients:
. . .
where (x i , v i ) is the standard coordinate system of M =M × R n andM is an open set of R n . This kind of SDEs, representing a stochastic perturbation of the Newton equations for n particles of mass mi = 1 subjected to forces depending on the positions and on the velocities
arise in many contexts of mathematical physics. The class includes the Langevin type equation often used in the framework of Stochastic Thermodynamics (see, e.g., [34, 40] ) for F (see, e.g., [7, 27] ). There is a growing interest for this kind of stochastic perturbations of Lagrangian and Hamiltonian systems due both to their special mathematical properties and to their applications in mathematical physics (see, e.g., [2, 3, 24, 25, 30, 31, 39] ).
In the following we propose a method to obtain a SDE of the form (21) which can be interpreted as a symmetric stochastic perturbation of a symmetric ODE of the form (22) . Given a vector fieldỸ0 = (Ỹ 1 0 (x), ...,Ỹ n 0 (x)) T onM which is a symmetry of (22), the vector field
is a symmetry of (21), when F Therefore the time changet transforms V1 into the strong symmetryṼ1 and V2 into the symmetryṼ2, which, since β is a constant, corresponds to a deterministic time change. The symmetryṼ2, restricted to the s variable, is the symmetry of a Bessel process: indeed the process S solves an equation for a spatial changed Bessel process. The Bessel process is one of the few one-dimensional stochastic processes whose transition probability is explicitly known and is a special case of the general affine processes class ( see [15] ). We remark that the time changet can be uniquely characterized by the special form ofṼ1 andṼ2, whose expression can be recovered within our symmetry analysis. Finally this last example suggests the possibility of extending the integrability notion to processes which are not progressively reconstructible from gaussian processes but, more in general, from other processes with notable analytical properties, such as Bessel process, affine processes or other processes.
