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1. INTRODUCCIÓN
Las aplicaciones industriales y comerciales en el mundo moderno son cada día más complejas.
El nivel de automatización que requiere la industria contemporánea con el fin de ser compe-
titiva, exige de la utilización de sensórica más compleja y de sistemas de control con mejor
capacidad de toma de decisiones. Los sensores ópticos, y en especial las cámaras de video,
surgen como una solución de instrumentación eficiente para un gran número de aplicaciones
donde la sensórica tradicional aún no puede proveer opciones. Sin embargo, el uso de estos
sensores requiere del diseño de programas de computador capaces de procesar y utilizar es-
ta información y que son implementados utilizando una serie de metodologías matemáticas,
geométricas y estadísticas, que en conjunto se conocen como visión por computador.
Este trabajo presenta el desarrollo de una herramienta para la detección y clasificación de
objetos cuya morfología es el factor discriminante más importante. Se presenta un metodología
basada en el descriptor morfológico conocido como Histograma de Gradientes Orientados, o
HOG por sus siglas en inglés Histogram of Oriented Gradients. Este descriptor alimenta una
máquina de vectores de soporte que permite realizar la clasificación del objeto deseado. Como
HOG es un descriptor de muy alta dimensionalidad, el costo computacional de calcularlo es
significativo dentro de la aplicación y se convierte en la etapa crítica del sistema. Se propone
una reducción sistemática de la dimensionalidad de HOGmediante la identificación de aquellos
bloques del descriptor que no ofrecen ningún poder discriminante, para así no tener que
calcularlos y mejorar la eficiencia general del sistema. Esta idea general se prueba en bases de
datos estandarizadas, y en aplicaciones locales de naturaleza industrial como la identificación
de botellas y la identificación de peatones desde vehículos en movimiento.
En el resto de la sección 1 se describirá la definición del problema y se harán explícitos los
objetivos, general y específicos, que se buscaron en el desarrollo de este proyecto. La sección 2
describe el estado del arte en detección de objetos y en particular en el descriptor morfológico
de HOG. En la sección 3 se explican los conceptos fundamentales necesarios para el cálculo
del descriptor HOG, las variaciones más importantes encontradas en la literatura para hacer
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el cálculo de HOG más eficiente, y algunos conceptos básicos de aprendizaje de máquina y
procesamiento digital de imágenes. En la sección 4 se describen las metodologías utilizadas
para la implementación de la herramienta que permite realizar la detección basada en mor-
fología, así como nuestra propuesta para determinar un descriptor de tamaño reducido que
sólo conserve aquellos bloques con información discriminante. Las secciones 5 y 6 describen
las aplicaciones que se implementaron en detección de peatones e inspección industrial res-
pectivamente. La sección 7 resume los resultados obtenidos en los experimentos realizados.
Por último, la sección 8 reúne las conclusiones más importantes obtenidas en este trabajo y
las recomendaciones para los posibles trabajos futuros.
1.1. DEFINICIÓN DEL PROBLEMA
Uno de los problemas fundamentales de la visión por computador consiste en la dificultad exis-
tente para diferenciar un objeto de otro en una secuencia de video. El problema del reconoci-
miento de patrones es persistente en muchas aplicaciones prácticas, industriales y comerciales
y ha recibido gran atención durante los últimos años, ya que es un pilar fundamental para
la implementación de aplicaciones tanto básicas como complejas en visión por computador.
Diferenciar objetos es fundamental en aplicaciones de robótica industrial, robótica móvil, ins-
pección visual y control de calidad, seguridad, entre otras. Sin embargo, aún no existe una
metodología unificada que permita realizar esta tarea de forma general, ya que la variabilidad
de las condiciones en diferentes aplicaciones hace de este un problema computacionalmente
intratable.
En particular, aplicaciones que requieren diferenciar entre objetos con morfología específica,
son de especial interés para este trabajo. Por ejemplo, distinguir botellas de diferentes formas
en una industria embotelladora de líquidos, o también, diferenciar peatones de otros objetos
en la vía, son dos tipos de aplicaciones que pueden impactar positivamente el desarrollo
de otras nuevas aplicaciones en las áreas mencionadas. Por tanto, se requiere implementar
una metodología de descripción morfológica de objetos que pueda ser utilizada como bloque
fundamental para la creación de más y mejores aplicaciones en visión por computador.
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1.2. JUSTIFICACIÓN
El grupo de investigación en Gestión de Sistemas Eléctricos, Electrónicos y Automáticos, del
programa de ingeniería eléctrica tiene como línea de trabajo principal el desarrollo de tecnolo-
gía y aplicaciones para la automatización de procesos productivos y el diseño y desarrollo de
productos de electrónica industrial y de consumo, cubriendo todo el ciclo de vida del producto.
Para su quehacer diario el grupo requiere herramientas que le permitan construir aplicaciones
de alto desempeño en diversas áreas de actuación como, por ejemplo, inspección en manu-
factura o control de calidad en la industria, o también detección de peatones en sistemas de
conducción asistida. Estos en realidad, son simplemente dos ejemplos del amplio espectro de
aplicaciones de la visión por computador y que requieren de detección y clasificación de obje-
tos con cierta morfología en especial. Por tanto, se hace necesario construir una herramienta
de desarrollo que implemente técnicas del estado del arte en reconocimiento morfológico de
objetos que pueda ser utilizada por el grupo para el desarrollo de aplicaciones complejas.
Se pretende trabajar en este proyecto con el reconocimiento morfológico de objetos, ya que este
es probablemente el caso típico más frecuente de encontrar en aplicaciones industriales donde
el producto terminado debe tener una forma particular que lo diferencia bien sea de otros
productos o de sí mismo en estado de no conformidad. Esto es, la forma geométrica externa
del objeto es el factor determinante para decidir si el objeto es el correcto, y si cumple, o no,
el estándar de calidad mínimo exigido.
Una de las técnicas del estado del arte en descripción morfológica de objetos con más fuerza en
los últimos años, es el conjunto de características conocidas como Histogramas de Gradientes
Orientados, HOG, [1]. Por esta razón, esta técnica es la que primero se pretende explorar con
el fin de que el grupo de investigación pueda desarrollar aplicaciones basadas en ella, o en
combinación de esta técnica con otras. Para este estudio entonces se pretende implementar
la técnica en combinación con algún mecanismo de reconocimiento estadístico de patrones,
como las máquinas de vectores de soporte, SVM, para completar el sistema de descripción y
clasificación de objetos.
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1.3. OBJETIVOS
1.3.1. Objetivo General
Desarrollar una herramienta de software para la detección de objetos, que implemente extrac-
ción de características basada en Histogramas de Gradientes Orientados y clasificación basada
en Máquinas de Vectores de Soporte, y demostrar su utilización con al menos dos aplicaciones
distintas; una de naturaleza industrial y otra de naturaleza comercial general.
1.3.2. Objetivos Específicos
Desarrollar una herramienta de software para extraer, de una secuencia de video, carac-
terísticas morfológicas basadas en histogramas de gradientes orientados.
Desarrollar una herramienta de software para la clasificación de objetos a partir de sus
características morfológicas, utilizando máquinas de vectores de soporte.
Demostrar la aplicación de las herramientas desarrolladas en la detección de peatones
para los sistemas de conducción asistida.
Demostrar la aplicación de las herramientas desarrolladas en una estación de inspección
y control de calidad de producto terminado.
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2. ESTADO DEL ARTE
La distinción entre objetos de distintas clases ha sido una de las tareas más importantes y en
ocasiones complejas en el área de Visión por Computador. Debido a que no es una tarea sencilla
surge la necesidad de crear técnicas que automaticen el proceso de distinción, recurriendo al
uso de sensores como parte de la solución. Las cámaras en este caso, serían el tipo de sensor
adecuado para distinguir entre objetos de forma visual y automatizada. Visualmente, las
características más diferenciadoras en los objetos son de forma, color, textura, movimiento,
posición, entre otras, para lo cual se utilizan descriptores visuales clasificados como sigue a
continuación.
En el caso de las características de color, se han desarrollado varios descriptores que se en-
focan bien sea en la distribución de color o en la relación de color entre secuencias o grupos
de imágenes; para el primer caso los descriptores más comunes son por ejemplo el DCD (Do-
minant Color Descriptor), el SCD (Scalable Color Descriptor) y el CSD (Color Structure
Descriptor); para el segundo caso se encuentran el CLD (Color Layout Descriptor) y el GoP
(Group of Pictures) o GoF (Group of Frame), [2].
En los descriptores de textura se caracterizan las texturas o regiones de la imagen, analizando
la homogeneidad de la región y los histogramas de los bordes de la región. Los descriptores
más comunes son por ejemplo, el HTD (Homogeneous Texture Descriptor), el TBD (Texture
Browsing Descriptor) y el EHD (Edge Histogram Descriptor), [2].
En los descriptores de forma se describen regiones, contornos y formas ya sea para imágenes
en 2D o para volúmenes en 3D, los descriptores más comunes son por ejemplo el RSD (Region-
based Shape Descriptor), el CSD (Contour-based Shape Descriptor) y el 3-D SD (3-D Shape
Descriptor) y HOG (Histograms of Oriented Gradients).
Los descriptores de movimiento están relacionados con la descripción de objetos en movimiento
en secuencias de video, los descriptores más comunes son por ejemplo, el MAD (Motion
Activity Descriptor), el CMD (Camera Motion Descriptor), [3], el MTD (Motion Trajectory
Descriptor), [3] y el WMD y PMD (Warping and Parametric Motion Descriptor).
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Por último en los descriptores de posición se describe la localización de los objetos en la imagen,
esta descripción puede realizarse en el dominio del espacio o en el dominio del tiempo. Para
este tipo de descriptores se tienen por ejemplo, el RLD (Region Locator Descriptor) y el STLD
(Spatio Temporal Locator Descriptor ). La tabla 1, muestra la taxonomía de los descriptores
visuales anteriormente mencionados.
Tabla 1. Taxonomía de los descriptores visuales
Descriptores visuales


Forma


RSD
CSD
3D − SD
HOG
Color


DCD
SCD
CSD
CLD
GoF −GoP
Textura


HTD
TBD
EHD
Movimiento


MAD
CMD
MTD
Posicio´n
{
RLD
STLD
Este trabajo se centra exclusivamente en la diferenciación de objetos desde el punto de vista
morfológico. Además de los descriptores anteriormente citados, existe un descriptor que ha sido
reconocido en los últimos años y con el que se han desarrollado importantes aplicaciones como
la detección humana, reconocimiento de rostros, [4], reconocimiento de gestos, [5], detección
de vehículos, [6], reconocimiento de logos en vehículos, [7], reconocimiento de palabras escritas
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a mano en Bangladesh, [8], lenguaje de señas, [9], entre otras. Este descriptor conocido como
HOG por sus siglas en inglés Histrogram of Oriented Gradients o Histograma de Gradientes
Orientados, busca determinar la distribución de frecuencia de las orientaciones de los ángulos
del gradiente, es decir, lo que se busca es describir la forma local del objeto dentro de una
imagen a partir de los gradientes direccionados de intensidad de los bordos, [10]. El artículo
más sobresaliente en este campo puede decirse que es el publicado en 2005 por Navneet Dalal
y Bill Triggs titulado Histogram of Oriented Gradients for Human Detection, [1] y que es
considerado como el artículo pionero y fundamental en histogramas de gradientes orientados,
lo cual es sustentado por sus más de 4500 citaciones.
El descriptor HOG se ha utilizado en general para la extracción de características morfológicas
en una imagen, en su mayoría para aplicaciones de detección humana, y ha mostrado un
desempeño superior a sus más cercanos competidores, debido a que HOG es, entre otras
cosas, robusto a los cambios de iluminación. Sin embargo, uno de los desafíos más importantes
en el uso de HOG es el de mejorar la velocidad de cómputo, para detectar en tiempo real el
objeto deseado. Para ello, se han desarrollado múltiples métodos que buscan disminuir el costo
computacional del proceso de extracción del descriptor y a su vez se han desarrollado técnicas
y equipos que permiten disminuir el tiempo de procesamiento, dejando intacto el proceso
de búsqueda en la imagen, sin realizar cambios en el método del HOG convencional. Estas
técnicas están basadas en la programación en paralelo, las cuales requieren de una unidad
de procesamiento gráfico o GPU y de una tarjeta gráfica nVidia. Algunos de estos métodos
desarrollados alrededor de HOG se presentan a continuación.
Un primer método de optimización de HOG utiliza la selección de bloques y celdas con
múltiples escalas, es decir, se escogen diferentes tamaños de bloques y de celdas en cada etapa
con el objetivo de mejorar la tasa de detección y disminuir el número de operaciones requeridas
para el cálculo de las características HOG, [11].
En [12], se proponen dos métodos, el de espacio selectivo y el de multi-nivel. En el método de
espacio selectivo, se extrae el vector de características a partir de una ventana de la imagen,
pero se eliminan las regiones con poco contenido de gradientes, obteniendo el mismo rendi-
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miento que en [1] pero reduciendo el tiempo de extracción en un 40%, ver sección 3.2.2. En el
segundo método, se aumenta el rendimiento del descriptor HOG en un 3% adicionando más
información al vector de características a través de la concatenación multi-nivel en el proceso
de extracción. En la concatenación multi-nivel a diferencia de la que utiliza un solo nivel,
se extrae toda la ventana en cada nivel, utilizando múltiples cuadrículas en ella, ver sección
3.2.1.
Otra forma de realizar el proceso de detección, es dividirlo en dos etapas. La primera etapa
utiliza sólo aquellas características que definen mejor el objeto de tal forma que cada candidato
pueda ser evaluado más rápido. En esta etapa se utiliza un clasificador como AdaBoost para
seleccionar los bloques cuyas respuestas a los ejemplos positivos y negativos presentan una
diferencia considerable. En la segunda etapa se utiliza el descriptor HOG-LBP (LBP: Local
Binary Pattern) con un clasificador convencional para reevaluar los candidatos que pasan por
la primera etapa y de esta forma obtener un algoritmo de detección tres veces más rápido que
el convencional HOG-LBP SVM, [13].
En otro método, [14], se analizan los bloques para seleccionar aquellos con una tasa de éxito
considerable. Por tanto, en la detección se utiliza sólo el 20% del total de los bloques de HOG
convencional. El método es cinco veces más rápido que los métodos que utilizan el 100% de
las características y el desempeño es casi el mismo. La mayoría de los métodos que mejoran
la rapidez computacional son complejos, sin embargo, el método que se propone en [14], es
sencillo y mejora el costo computacional en gran medida. Este método se explica más adelante
en la sección 3.2.4.
Una forma muy útil de realizar el proceso de extracción de características HOG, es eliminando
la influencia de los gradientes del fondo de la escena, ya que proporcionan un alto costo
computacional, y en ocasiones cuando el fondo es complejo afecta los resultados de detección.
Existen varios métodos que permiten extraer el fondo de la imagen, pero algunos son sensibles
a los cambios de iluminación, sin embargo, existe uno robusto a estos cambios que utiliza el
GMM o Modelo de Mezclas Gaussianas por sus siglas en inglés Gaussian Mixture Model, [15].
Este método se explica más adelante en la sección 3.2.3.
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3. MARCO TEÓRICO
Para el desarrollo de este trabajo, se utilizarán conceptos de procesamiento digital de imágenes,
visión por computador y aprendizaje de máquina fundamentalmente. Entre las teorías más
importantes para revisar se encuentran las que a continuación se explican.
3.1. HISTOGRAMA DE GRADIENTES ORIENTADOS
Para una imagen de tamaño m× n píxeles, que también puede ser la región de interés (ROI,
region of interest) en una imagen más grande, el descriptor HOG se obtiene mediante la
concatenación de histogramas locales normalizados, obtenidos de sub-regiones de la ROI.
Estos histogramas representan la distribución de frecuencia de los gradientes en la imagen en
dicha sub-región. Los gradientes representan básicamente la información de los bordos en la
estructura de la escena, y dicha información está presente en la representación en escala de
grises de la imagen, razón por la cual no es necesario, usualmente, trabajar con color.
En el proceso para el cálculo de HOG se distinguen tres etapas fundamentales, como son:
El cálculo de los gradientes de la imagen, la construcción de los histogramas ponderados por
cada sub-región, y la construcción de histogramas normalizados por grupos de sub-regiones.
Dichas sub-regiones se conocen como las celdas, y los grupos de celdas se conocen como los
bloques. El proceso interno para el cálculo de cada una de estas etapas se muestra en la figura
1. Se describen a continuación los procesos dentro de estas etapas.
3.1.1. Conversión a escala de grises
Dada una imagen I en el espacio de color RGB, su representación en escala de grises Ig puede
ser encontrada utilizando cualquiera de los métodos convencionales, como el del promedio de
los canales, mostrado por la ecuación 1, o el método de Bayer mostrado en la ecuación 2,
que pondera un peso mayor al canal verde, o el método de la transformación al espacio HSV,
mostrado por la ecuación 3, donde la información de nivel de gris es obtenida del canal de
brillo.
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Figura 1. Etapas de la extracción de HOG
Ig =
R+G+B
3
(1)
Ig =
R+ 2G+B
4
(2)
Ig =
[
0.299 0.587 0.114
]


R
G
B

 (3)
Nótese que el método de Bayer y el de la transformación HSV producen resultados que son
visualmente congruentes. El método del promedio es una implementación aritmética simple,
pero sin mucho sentido físico. El método preferido en este trabajo es la transformación HSV
de la ecuación 3, ya que el canal de valor es una mejor representación de la luminancia, [16].
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3.1.2. Cálculo del gradiente de la imagen
El gradiente de la imagen se calcula a través de máscaras derivativas discretas, como Sobel,
Prewitt, Roberts, o el Laplaciano, [16]. Al aplicar una de estas máscaras, se obtienen los
gradientes direccionales∇Ix y∇Iy a partir de los cuales se pueden determinar las componentes
de magnitud |∇I| y fase φ del gradiente de la imagen según 4 y 5.
|∇I| =
√
∇I2x +∇I2y (4)
φ = arctan 2
(∇Iy
∇Ix
)
(5)
Es importante tener en cuenta que la ecuación 5, brinda información del valor y ubicación real
de los ángulos en el rango [−180°, 180°], ya que siempre considera los signos de ∇Ix y ∇Iy.
Debido a que el rango del histograma se trabaja usualmente entre [0°, 180°] o entre [0°, 360°],
es necesario convertir los valores de φ a valores que hagan parte del rango escogido. Estos
nuevos valores obtenidos serán entonces los ángulos corregidos φc, determinados según
Si el rango escogido es [0°, 180°]:
φc =


φ+ 180, φ < 0
φ, φ ≥ 0
Si el rango escogido es [0°, 360°]:
φc =


φ+ 360, φ < 0
φ, φ ≥ 0
3.1.3. División en celdas
Una celda es una sub-región espacial local de la ROI formada por un grupo de píxeles adya-
centes, [1]. Para definir el tamaño de una celda, es necesario escoger dos parámetros, cx que
23
es el número de píxeles de la celda en el eje x, y cy que es el número de píxeles de la celda en
el eje y. Por tanto, el número total de píxeles dentro de una celda viene determinado por 6.
C = (cx × cy) [pixeles] (6)
3.1.4. Ponderación de gradientes en la celda
HOG obtiene un histograma de orientaciones del gradiente por celda. Dicho histograma debe
ser robusto a las diferencias de contraste e iluminación, razón por la cual se utilizan las
magnitudes de los gradientes como peso ponderado para las orientaciones, [1]. Para esta tarea
la magnitud del gradiente |∇I| es normalizada como |∇I|N , utilizando la norma L1, con
respecto a la celda, esto se implementa según la ecuación 7.
|∇I|N =
|∇I|∑
Celda |∇I|
(7)
donde ∑
celda
|∇I|N = 1
Posteriormente se calcula el valor de g en cada píxel que hace parte de la celda, multiplicando
el valor de la magnitud normalizada del gradiente por el ángulo corregido, como se muestra
en la ecuación 8, de esta forma se llena la información del histograma por celda.
g = φc. |∇I|N (8)
Los intervalos del histograma se determinan dividiendo el rango por el número de clases
deseado b. En cada intervalo se ubicarán los valores de g correspondientes, donde el número
total de valores g del histograma corresponde al número total de píxeles contenidos en la
celda, determinado por la ecuación 6. Lo anterior se realiza para cada celda en la imagen,
donde el número total de celdas D en la imagen, se obtiene según la ecuación 9, para lo cual
se definen Dx y Dy como el número de celdas de la imagen en el eje x y el número de celdas
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de la imagen en el eje y respectivamente.
D = Dx ×Dy
Dx =
⌊
n
cx
⌋
Dy =
⌊
m
cy
⌋
D =
⌊
n
cx
⌋⌊
m
cy
⌋
(9)
3.1.5. Agrupación de celdas en bloques
Después de obtener todos los histogramas por celda de la imagen, la imagen se divide entonces
en regiones que agrupan un número determinado de celdas, estas nuevas regiones se denominan
bloques. Para cada bloque k se concatenan los histogramas de las celdas hcij que hacen parte
de él, los cuales forman el vector ~v que posteriormente será normalizado. El vector ~vk estará
dado así:
Los subíndices ij de h indican la posición de las celdas en el bloque, es decir i es el número
de la fila y j es el número de la columna dentro del bloque, donde:
i = 1, 2, 3, ..., cy
j = 1, 2, 3, ..., cx
Para la normalización del vector ~v se puede utilizar cualquiera de las normas p convencionales
tales como: L2, L2−Hys, L1, o L1− sqrt, mostradas en las ecuaciones 10, 11 o 12, [1], [17].
Normalización con norma L2:
~vL2 =
~v√
‖~v‖2
2
+ ǫ2
(10)
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Figura 2. C-HOG
Normalización con norma L2 − Hys: equivale a la norma L2 seguida por un recorte
(limitando el valor máximo de ~v a 0.2) y renormalizando
Normalización con norma L1:
~vL1 =
~v
(‖~v‖
1
+ ǫ)
(11)
Normalización con norma L1− sqrt:
~vL1−sqrt =
√
~v
(‖~v‖
1
+ ǫ)
(12)
Donde ǫ es una constante con un valor muy pequeño.
Existen diferentes geometrías para la realización de los bloques de las cuales se trabajan
usualmente dos; las cuadradas o rectangulares R-HOG (Rectangular HOG) y las circulares
C-HOG (Circular HOG). Los bloques con geometría C-HOG se pueden describir a partir de
ciertos parámetros como; el número de celdas radiales y angulares, el radio de la celda central
y el factor de expansión para el radio de las celdas adicionales, en la figura 2, se muestran dos
ejemplos de bloques con geometría C-HOG con diferentes valores de parámetros. Los bloques
con geometría R-HOG están representados por una densa cuadrícula (cuadrada o rectangular)
determinada a partir de tres parámetros que corresponden a el número de celdas por bloque,
el número de píxeles por celda y el número de clases por histograma de celda, [1].
En la figura 3, se ilustra la forma de recorrer una imagen a través de bloques con geometría
R-HOG, el tamaño de dichos bloques viene dado en celdas y se determina a partir de la
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Figura 3. Barrido de la imagen
ecuación 13.
B = (bx × by) celdas (13)
Donde:
bx: Es el número total de celdas del bloque en el eje x
by: Es el número total de celdas del bloque en el eje y
Los bloques se interceptan en rx celdas en el eje x y en ry celdas en el eje y. Por tanto, el
número total de píxeles que se traslapan en un bloque estará dado por tx = rx × cx en el eje
x y por ty = ry × cy en el eje y, lo cual se ilustra en la figura 3.
Al finalizar el recorrido de toda la imagen, el número total de bloques se obtiene a partir de
la ecuación 14, [1].
G = f (m, n, cx, cy, bx, by, rx, ry)
Gx =
⌊
n− rxcx
bxcx − rxcx
⌋
Gy =
⌊
m− rycy
bycy − rycy
⌋
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G = (Gx) (Gy)
G =
⌊
n− rxcx
bxcx − rxcx
⌋⌊
m− rycy
bycy − rycy
⌋
(14)
Por tanto, el tamaño final del descriptor estará dado por la ecuación 15.
T = G× b×B (15)
El descriptor HOG será entonces:
3.2. VARIACIONES A HOG
El método de HOG implementado en [1] ha sido muy utilizado en el estado del arte, llegando
a ser incluso, artículo pionero, lo que demuestra que muchos investigadores han trabajado
alrededor del tema buscando mejorarlo tanto desde el punto de vista del desempeño de la
clasificación, como desde el punto de vista del costo computacional asociado. En esta sección
se estudiarán cuatro métodos encontrados en el estado del arte, que consideramos relevantes
para este estudio.
3.2.1. HOG Multi-nivel
En [12], se propone un método para extraer HOG en múltiples niveles, con el fin de simplificar
la parametrización del método. Un nivel es definido como la aplicación de HOG con una den-
sidad específica de cuadrícula, esto es, con un tamaño de celda específico, pero sin agruparse
en bloques. Cuando se aplica una densa cuadrícula se obtiene información más detallada del
objeto, mientras que para una cuadrícula amplia o espaciada, se obtiene información gene-
ral de la estructura del objeto. Posteriormente, se concatenan los vectores de características
obtenidos en los múltiples niveles para formar el vector de características total. Los autores
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Figura 4. Cuadrícula de 3 niveles
2× 4 4× 8 8× 16
probaron dos enfoques diferentes de multi-nivel con 3 y 5 capas respectivamente. En el mé-
todo de 3 niveles se probaron cuadrículas de 8 × 16, 4 × 8 y 2 × 8, donde la escala utilizada
entre cada dos niveles consecutivos fue de 2, en la figura 4 se ilustra la aplicación de los tres
niveles en la imagen. En el método de 5 niveles la escala utilizada fue de
√
2. De acuerdo a
los experimentos que los autores reportaron, se descartó que el desempeño mejore a medida
que se aumenta el número de niveles. Los resultados mostrados con los dos enfoques escogi-
dos, mostraron desempeños muy similares, aunque cuando se utilizaron 5 niveles el tiempo
de cómputo aumentó significativamente. Una de las principales desventajas de este método
es que al no utilizar bloques, HOG pierde la característica fundamental de redundancia y
normalización local, lo cual hace que el método sea más sensible a cambios en la iluminación
del objeto a detectar.
3.2.2. HOG utilizando espacio selectivo
El método de espacio selectivo descrito en [12], está enfocado en la extracción de características
morfológicas únicamente en peatones. Esta diseñado para trabajar en imágenes estandariza-
das, como las de la base de datos de INRIA, ya que estas poseen la característica principal de
estar centradas con respecto a la persona. En el proceso de extracción se divide la ventana en 5
regiones, en lugar de extraer toda la ventana de la imagen. La región 1 contiene la parte de la
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Figura 5. Espacio selectivo
cabeza y el hombro izquierdo de la persona, la región 2 contiene el hombro derecho, la región
3 posee la parte de las piernas, la región 4 generalmente no posee información y la región 5
es eliminada ya que corresponde a la región central que no proporciona ninguna información
adicional. Se extraen entonces las 4 regiones resultantes usando el descriptor HOG con el
objetivo de mapear cada región al vector de características. Posteriormente se concatenan los
vectores de características obtenidos para cada región y se forma el vector de características
final. Los autores probaron tres métodos diferentes de espacio selectivo, y encontraron que
entre más pequeña se toma la región central (región 5) más grande se hace el vector de ca-
racterísticas, por otra parte, se evidencia que el traslape entre las regiones tiene una gran
influencia en el desempeño, entre más traslape exista entre ellas, mejor será el desempeño.
Finalmente se muestra que el desempeño del método con respecto al original es casi el mismo,
con la ventaja de que el vector de características se reduce entre un (15− 25) %, reduciendo
significativamente el tiempo de cómputo. La figura 5 ilustra el concepto.
3.2.3. HOG con extracción de fondo utilizando GMM
En [15] se propone combinar HOG con GMM con el fin de simplificar la búsqueda de la ROI
en la imagen de entrada. El algoritmo GMM es un método de extracción de fondo robusto y
adaptativo en el cual se modela la variación de cada píxel del fondo en un intervalo de tiempo,
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Figura 6. Selección de bloques
Tomado de [14].
proporcionando la probabilidad de que un píxel pertenezca o no al fondo. Al tener el mapa
de probabilidades proporcionado por GMM, se calcularán solo aquellos bloques HOG con al
menos un píxel en el objeto y se ignorarán aquellos bloques HOG que sólo tengan píxeles
en el fondo. Un problema fundamental con esta combinación es que GMM sólo funciona
adecuadamente cuando la cámara está ubicada en una posición fija, y se puede asumir que el
movimiento en la escena es generado únicamente por el objeto, y no por el fondo.
3.2.4. HOG basado en la selección de bloques
En este método no se utiliza la totalidad de los bloques de HOG, sino que se seleccionan
aquellos que tienen mayor capacidad de discriminación. Para esto, en [14], se divide la imagen
en bloques y se determinan las tasas de acierto de cada bloque independientemente y se
eliminan aquellas que no poseen ningún poder discriminador. La selección de los bloques con
mayor tasa de acierto se ilustra en la figura 6.
3.3. DISTANCIA DE BHATTACHARYYA
La distancia de Bhattacharyya es una distancia estadística que mide la similitud entre dos
distribuciones de probabilidad conocidas, [18]. Al igual que la mayoría de las distancias es-
tadísticas, su valor es cercano a cero para distribuciones muy similares y crece cuando las
distribuciones son muy diferentes. Recibe este nombre debido a que basa su valor en el coe-
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ficiente de Bhattacharyya, el cual mide la cantidad de superposición entre una distribución y
la otra.
3.3.1. Cálculo de la distancia
Sean P1 y P2 dos medidas de probabilidad, y sean p1 y p2 sus respectivas densidades de
probabilidad. Luego, la distancia de Bhattacharyya DB se define según la ecuación 16.
DB = − ln (CB (p1,p2)) (16)
Donde CB es el Coeficiente de Bhattacharyya definido para densidades de probabilidad con-
tinuas y discretas como se muestra en las ecuaciones 17 y 18, respectivamente.
CB (p1,p2) =
ˆ √
p1 (x) p2 (x)dx (17)
CB (p1,p2) =
∑
xǫX
(√
p1 (x) p2 (x)
)
(18)
Para el caso específico de la distribución Gaussiana, la distancia de Bhattacharyya puede
expresarse en función de sus medias y varianzas, como se observa en la ecuación 19.
DB =
1
4
ln
(
1
4
(
σ2p1
σ2p2
+
σ2p2
σ2p1
+ 2
))
+
1
4
(
µp1 − µp2
σ2p1 + σ
2
p2
)
(19)
3.3.2. Como clasificador
En clasificación, la distancia de Bhattacharyya puede ser utilizada para determinar la sepa-
rabilidad entre clases. Una técnica común calcula el coeficiente de Bhattacharyya contra el
valor de referencia de cada clase y asigna membresía de la clase de acuerdo con el coeficiente
que reportó menor valor. También es posible calcular el coeficiente para cada ejemplo de la
muestra, es decir, haciendo una búsqueda exhaustiva o de fuerza bruta y asignando mem-
bresía de acuerdo con aquel ejemplo que produzca el menor valor. Esto también se conoce
como clasificación por vecino más cercano, [19]. Una posible desventaja de esta técnica es que
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ignora cualquier conocimiento previo que se tenga de la distribución de las clases. Para poder
incluir este conocimiento, se puede utilizar el teorema de Bayes.
El teorema plantea la probabilidad condicional de un evento aleatorio A dado un evento
aleatorio B en términos de la distribución de probabilidad condicional del evento B dado A y
la distribución marginal de sólo A. En resumen, el teorema tiene la capacidad de vincular la
probabilidad de A dado B, P (A|B) con la probabilidad de B dado A, P (B|A) de la siguiente
forma:
Dado un conjunto de sucesos mutuamente excluyentes y exhaustivos {A1, A2, ..., Ai, ..., An},
donde las probabilidades de dichos sucesos P (A1), P (A2), ..., P (Ai) , ...,P (An) son todas
diferentes de cero, y sea B un suceso cualquiera del que se conocen las probabilidades condi-
cionales P (B|Ai), se tiene entonces:
P (Ai|B) = P (B|Ai)P (Ai)
P (B)
(20)
La ecuación 20, muestra la probabilidad a posteriori, dado un suceso conocido a priori.
3.4. MÁQUINA DE VECTORES DE SOPORTE
3.4.1. Generalidades
Las máquinas de vectores de soporte, SVMs por sus siglas en inglés (Support Vector Machines),
son modelos de aprendizaje supervisado con sus respectivos algoritmos de aprendizaje asocia-
dos, usualmente utilizados en análisis de datos y reconocimiento de patrones. Estos métodos
están estrechamente relacionados con problemas de clasificación y regresión. En los problemas
de clasificación es importante resaltar que, en su forma básica, este tipo de máquinas sólo fun-
cionan para separar entre dos grupos o clases [20]. Estos problemas son llamados problemas de
clasificación binaria. Por ser modelos de aprendizaje supervisado, su entrenamiento requiere
de la disponibilidad de un conjunto de ejemplos de cada una de las clases que se desea separar.
Se debe conocer a que clase pertenece cada uno de los ejemplos disponibles. Este conjunto de
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ejemplos y sus etiquetas se conoce como la base de datos anotada.
Muchos problemas de clasificación binaria pueden resolverse encontrando el hiperplano que
separa las dos clases. Otros problemas no pueden resolverse utilizando un simple hiperplano,
por lo que requieren una transformación adicional. Para el primer caso, entrenar una SVM
consiste entonces en encontrar los parámetros que definen dicho hiperplano, cuya definición
puede asumirse como en la ecuación (21),
y (x) = xTw + w0 (21)
donde w es el vector de pesos, w0 es un escalar, conocido como el sesgo o el bias, x es el vector
que contiene la observación a clasificar y y (x) es la etiqueta obtenida con el modelo.
Luego, lo que se desea conocer, son los valores de w y w0 que produzcan el mínimo error en
la ecuación 21. Formalmente se puede establecer este problema como
mı´n ‖w‖
w,w0
sujeto a yi
(
xTi w + w0
)
≥ 1 ∀i
(22)
Existe un número infinito de hiperplanos que separan las clases, los cuales se determinan a
partir de los diferentes valores que se le asignen a w y w0, [21]. Sin embargo, el objetivo es
encontrar el hiperplano óptimo que las separa, el cual se define encontrando valores para w y
w0 de tal forma que cumplan con 23
∣∣∣xTw + w0∣∣∣ = 1 (23)
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Convenientemente, este problema es mejor expresarlo de la forma cuadrática
mı´n f (w) = 1
2
‖w‖2
w,w0
sujeto a yi
(
xTi w + w0
)
≥ 1 ∀i
(24)
Esta forma es conveniente, ya que muchos sistemas de desarrollo tienen ya disponibles herra-
mientas de minimización para problemas cuadráticos, como es el caso de la función quadprog
de Matlab™.
Para algunos problemas no se puede encontrar un hiperplano que separe todos los ejemplos.
En estos casos, aún se puede encontrar el hiperplano que separe la mayor cantidad de ejemplos
posible. Esto se conoce como separación de margen suave.
Existen problemas, que aún permitiendo la separación de margen suave, no pueden resolverse
adecuadamente con un simple hiperplano. Es posible que estos problemas puedan resolverse
utilizando una transformación no lineal que retenga muchas de las propiedades del hiperplano.
En la ecuación 22 el producto punto xTw = 〈x,w〉 puede reemplazarse por
K (x, y) = 〈ϕ (x) , ϕ (y)〉 (25)
donde la función ϕ transforma a x a un cierto espacio S, y el producto punto de la ecuación
25 se realiza en dicho espacio S.
3.4.2. Ejemplo
Para ilustrar lo anterior, esta sección muestra un ejemplo sencillo que parte de una base de
datos anotada con N = 40 ejemplos de dos clases distintas, 20 de cada clase, y donde cada
ejemplo es un vector con sólo 2 características generadas arbitrariamente, tal que puedan ser
mostradas en la figura 7. En la figura, la clase A está representada con cruces (+) y la clase
B con puntos (•).
35
Figura 7. Base de datos anotada
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Del número total de ejemplos positivos y negativos, se destina un porcentaje para el entre-
namiento de la máquina y el resto se utiliza para la validación de la misma. En el ejemplo,
se destinaron 2/3 de N para el conjunto de entrenamiento y 1/3 para el conjunto de prueba.
El vector de características es de N × 2 siendo 2 el número de columnas correspondiente al
número de características que contiene cada ejemplo.
La máquina se entrena a partir del conjunto de ejemplos de entrenamiento, aprende la su-
perficie de decisión de dos clases distintas a partir de los puntos de entrada y construye un
modelo que prediga la clase a la cual pertenece cada nueva muestra que se ingresa (imágenes
de prueba). La SVM construye un hiper-plano, o conjunto de ellos, en un espacio de una alta
dimensión, cuando las nuevas muestras se ponen en correspondencia con dicho modelo, en
función de su proximidad pueden ser clasificadas en una u otra clase. Una buena separación
entre las clases permitirá una correcta clasificación.
La figura 8 muestra en color verde el hiperplano óptimo que separa las dos clases. En la figura
también se observan algunos ejemplos marcados con un recuadro negro., que son los vectores
con la distancia normal más pequeña al hiperplano. Estos son definidos como los vectores de
soporte.
Para determinar el rendimiento de la máquina, se determinará el número de ejemplos correcta
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Figura 8. Hiperplano de separación
−10 −5 0 5 10
−2
0
2
4
6
8
10
12
 
 0
1
Vectores de Soporte
e incorrectamente clasificados. Puede encontrarse también el error de clasificar la clase A
como B o B como A. Los porcentajes de acierto para cada clase en particular se denominan
sensibilidad y especificidad respectivamente, [22], dependiendo de que clase se haya escogido
para ser la clase positiva y negativa.
3.5. REPRESENTACIÓN PIRAMIDAL DE UNA IMAGEN
La representación piramidal permite hacer operaciones en el espacio de la escala. Un primer
tipo de representación piramidal es la pirámide gaussiana. La pirámide se obtiene con la
aplicación sucesiva de operaciones de suavizado y submuestreo. El suavizado se realiza con
gaussianas con un valor de σ cada vez mayor y el submuestreo se realiza por 2. La razón por
la cual se hace submuestreo por 2 después de hacer suavizado incrementando σ por 2 es para
restablecer la relación existente entre la máxima frecuencia y el número de muestras. Una
consecuencia práctica de ello, es que la misma gaussiana digital deM ×M puede ser utilizada
por cada nivel en la pirámide. Cada nivel de la pirámide se dice que está una octava por
encima del nivel inmediatamente anterior. Una idea de dicha representación puede ser vista
en la figura 9.
Un segundo tipo de representación piramidal es la pirámide laplaciana. El laplaciano está
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Figura 9. Pirámide gaussiana
definido como
∂
∂σ
ff (x, y , σ) = σ∇2ff (x, y , σ)
D (x, y , σ) = ff (x, y , σ1)− ff (x, y , σ2)
para dos σ1 y σ2que son cercanas. Luego, el salto de una octava no funciona para calcular
∂
∂σ
ff (x, y , σ). Entonces se deben calcular niveles adicionales dentro de cada octava. Para esto
se utiliza la serie geométrica σ21, i = 1, 2, ... Luego el intervalo dentro de la misma octava está
dado por ∆σ = σ0
2s
. Adicionalmente, para poder efectuar la diferencia, no se puede cambiar la
resolución dentro de una misma octava. La pirámide laplaciana puede representarse como en
la figura 10.
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Figura 10. Pirámide laplaciana
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4. METODOLOGÍA
Siendo el objetivo principal de este trabajo el desarrollo de una herramienta de software para
la detección y clasificación de objetos que implemente extracción de características basada
en Histograma de Gradientes Orientados, se discutirán en esta sección los pormenores de la
implementación y de la metodología utilizada. En esta sección se propone además mejorar
el rendimiento de la etapa de cómputo del vector HOG mediante la técnica de selección de
características hacia atrás, pero agrupando dichas características por bloques traslapados y
no por secciones de la imagen como fue propuesto en los trabajos [14] y [12]. La principal
diferencia con estos trabajos, es que en ellos la selección de las regiones locales se asigna de
forma intuitiva o arbitraria, mientras que aquí se realiza una búsqueda sistemática de aquellos
bloques de HOG que no aportan información discriminante.
Para la evaluación del método propuesto se utilizaron las mismas bases de datos estandarizadas
que en la mayoría de trabajos sobre HOG, incluidos los dos antes mencionados, como se
describirán en la sección 5.1. Además se construyó una base de datos propia para evaluar la
metodología en un experimento configurado para asemejarse a una aplicación industrial con
ambiente controlado, como se describirá en la sección 6. Por último, como se explicará en la
sección 5.2, se realizó una aplicación de tipo comercial como es la detección de peatones desde
una cámara dashcam, que son aquellas instaladas en el panel de un vehículo y procesando
video con el vehículo en movimiento.
La metodología implementada para el desarrollo de la herramienta que permite la detección
puede describirse a partir del diagrama mostrado en la figura 11, que para efectos de su descrip-
ción se ha dividido en tres módulos fundamentales que llamaremos Operación, Entrenamiento
y Validación.
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Figura 11. Esquema general del método
4.1. MÓDULO DE OPERACIÓN
El módulo de operación puede resumirse como un sistema cuya entrada es una imagen y cuya
salida es una etiqueta que indica si el objeto que se está buscando se encuentra o no en la
imagen. En este módulo se requieren tres bloques funcionales fundamentales para realizar las
tareas de 1) captura de la imagen, 2) extracción de características y 3) clasificación.
4.1.1. Captura de la imagen
El método descrito puede ser aplicado a una secuencia de imágenes independientemente de
su origen. Sin embargo, en un entorno industrial lo esperado es que una cámara digital esté
conectada de forma local o remota al sistema que está ejecutando la clasificación. Existe una
gran variedad de cámaras, lentes, accesorios y protocolos de comunicación para una gran
42
variedad de aplicaciones, móviles o estáticas. Por ejemplo, para la seguridad en un edificio o
establecimiento, es probable que se prefieran cámaras CCD con protocolo IP en red. Para una
aplicación de vigilancia y/o control en un vehículo, los más probable es que se utilice una de
las denominadas Dashcams, las cuales poseen distancias focales adecuadas para la vía pública
y almacenamiento local en medio extraíble. En ambientes industriales se prefieren protocolos
de alto desempeño como IEEE 1394 o USB 3.0.
4.1.2. Extracción de características
El proceso de extracción de características morfológicas a través del descriptor HOG se explica
en detalle en la sección 3.1. Este es el método convencional. Sin embargo, con el fin de reducir
el costo computacional, tanto en tiempo de cómputo como en cantidad de memoria requerida,
en este trabajo se utiliza una versión de HOG reducida, donde sólo es necesario calcular
los bloques que contienen la información con mayor capacidad discriminante. El descriptor
obtenido es un vector de características de tamaño N × 1.
En el caso del HOG convencional, el tamaño de N es igual al valor de T obtenido en la
ecuación 15. En el caso del descriptor reducido, el nuevo tamaño N dependerá del número de
bloques seleccionados en el proceso de entrenamiento, descrito en la sección 4.2, el cual es en
todo caso una fracción de T .
4.1.3. Clasificación
La etapa de clasificación se realiza utilizando el modelo entrenado. Para el caso del modelo
SVM, en la ecuación 21 se describió cómo se puede obtener una etiqueta a partir de los
parámetros entrenados y la nueva observación. Esta etiqueta es básicamente la predicción de
clase para la observación en estudio. Si se utiliza otro clasificador, como el de vecino más
cercano, o el clasificador bayesiano, entonces la predicción de clase viene dada por aquella
clase a la que pertenece el vecino mas cercano, o por aquella clase con mayor probabilidad de
membresía, respectivamente.
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4.2. MÓDULO DE ENTRENAMIENTO
El entrenamiento del modelo para la SVM se realiza utilizando un kernel lineal como el
explicado en la sección 3.4. Básicamente, el entrenamiento consiste en encontrar los parámetros
del hiperplano de separación entre las clases.
La función fitcsvm de Matlab™ realiza el entrenamiento utilizando por defecto el algoritmo
de optimización de secuencia mínima o SMO por sus siglas en inglés Sequential Minimal
Optimization, [23]. SMO soluciona problemas de programación cuadrática, QP (Quadratic
Programming), utilizando una serie de minimizaciones de dos puntos, mientras se respetan las
restricciones del problema. SMO incluye de forma explícita el cálculo del término de sesgo. El
algoritmo SMO tiene la ventaja de no utilizar gran cantidad de memoria, como si lo hace el
comando quadprog del toolbox de optimización.
El resultado del entrenamiento es el modelo que podrá ser utilizado luego en la etapa de
operación. Las estadísticas de desempeño del modelo entrenado se obtienen en la etapa de
validación cruzada.
4.3. MÓDULO DE VALIDACIÓN CRUZADA
Para la medición de desempeño y validez de los resultados se utilizará el método de la valida-
ción cruzada. Para ello, las bases de datos generadas localmente deberán ser anotadas. Esto
es, un operador humano generará las etiquetas correspondientes a cada uno de los fotogramas
de la secuencia de video. La validación cruzada es una técnica de Monte Carlo, que en este
caso, consiste en seleccionar de forma aleatoria, con distribución de probabilidad uniforme, un
porcentaje de la base de datos para que conforme el conjunto de entrenamiento, [22]. El mo-
delo de la SVM se construye teniendo en cuenta únicamente este conjunto de entrenamiento.
El análisis de desempeño de la máquina, es decir, sus tasas de acierto y error, y sus índices
de sensibilidad y especificidad serán calculados considerando únicamente el conjunto restante
de datos, diferentes a aquellos escogidos para entrenamiento. Este conjunto se denomina el
conjunto de prueba, [20]. Para evitar sesgos en la separación entre los conjuntos de entrena-
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miento y prueba, se repetirá el proceso un número determinado de veces, y el resultado de
desempeño total reportado será igual al promedio de los desempeños individuales obtenidos
en cada iteración. Cada una de estas iteraciones se denomina iteración de Monte Carlo, y la
separación entre conjuntos será aleatoria y diferente para cada iteración. Usualmente se sub-
divide el conjunto de datos en un 70% para entrenamiento y 30% para prueba, y se realizan
al menos 100 iteraciones de Monte Carlo por cada base de datos, [22, 24].
4.4. SELECCIÓN DE BLOQUES
El costo computacional de calcular el descriptor HOG para una ROI determinada es relativa-
mente alto. Medeiros et al, [25], propusieron una implementación paralela en una arquitectura
SIMD, pero aún en estos dispositivos hay un límite al número de bloques HOG que pueden
ser calculados en paralelo en una misma iteración.
Reducir la dimensionalidad del vector es entonces crítico para mejorar la eficiencia de la
extracción. El proceso de reducción de dimensionalidad busca disminuir el número de variables
que se encuentran en consideración o representarlas en un subespacio de menor dimensión.
Para reducir la dimensionalidad existen dos caminos básicos, conocidos como 1) selección de
características y 2) extracción de características.
La extracción de características involucra una transformación, de una dimensión alta a una
más baja. Esta transformación puede ser lineal o no lineal. Un ejemplo común es el de análisis
de componentes principales (PCA), [26], que es muy simple en el caso lineal y puede utili-
zarse también en casos no lineales con ciertas variaciones. Desde el punto de vista práctico,
una transformación como PCA reduce la complejidad de la etapa de entrenamiento, pero no
disminuye el tiempo del cálculo de las características, por el contrario, durante la operación
del sistema se requiere el paso adicional de transformarlas.
En la selección de características el objetivo es encontrar un subconjunto de las variables
originales, lo que evita realizar una transformación. Para realizar la selección existen una
gran cantidad de algoritmos, [27], entre los que se pueden mencionar:
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Búsqueda exhaustiva
Las mejores m variables individuales
Ramificación y poda
Selección secuencial hacia adelante
Selección secuencial hacia atrás
Adicionar y quitar
Selección secuencial flotante
En este trabajo se decidió trabajar con el método de la selección secuencial hacia atrás para
escoger aquellos elementos del vector de características que son más relevantes para el modelo.
El algoritmo comienza con todo el conjunto de características completo y empieza a quitar de a
una variable. La variable que se elimina es aquella que al no estar presente en el subconjunto
a evaluar, hace que el desempeño sea el mayor entre todos los subconjuntos evaluados en
la misma iteración. En otras palabras, se elimina aquella variable que al no incluirla en el
conjunto de características, haga que el rendimiento de la máquina sea el mejor. El proceso
se repite hasta que el desempeño de la máquina no supere cierta cota preestablecida.
Aplicar esta metodología a cada elemento del vector HOG tendría poco sentido físico. Aprove-
chando que el vector es una composición de bloques, el estudio de reducción de dimensionalidad
se hará por cada bloque y no por cada elemento del vector de características.
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5. APLICACIÓN A LA DETECCIÓN DE PEATONES
Hace un poco más de un siglo la industria automotriz comenzó a surgir con gran apogeo.
Desde entonces ha servido como punto de inspiración para la innovación tanto en sí misma
como en otras industrias, siendo pionera por ejemplo en la producción en serie de bienes y
servicios. La innovación de la industria automotriz en particular, en los últimos años, se ha
visto influenciada por el desarrollo de las tecnologías alrededor de la conducción autónoma
y/o asistida[28].
El objetivo de la industria es entonces crear un vehículo comercial de pasajeros que pueda
conducirse sin asistencia humana, por las mismas calles y con la misma infraestructura por
donde hoy día se conducen los vehículos tradicionales. Las grandes compañías automotrices
han estado promoviendo el desarrollo de este tipo de tecnologías mediante la financiación de
proyectos de investigación y desarrollo. El objetivo final, es hacer vehículos más seguros y
eficientes [29].
Uno de los proyectos mas importantes que promovió el desarrollo de estas tecnologías fue
“The DARPA Grand Challenge”. DARPA es la agencia de seguridad de proyectos de Estados
Unidos. El DARPA Grand Challenge es una competencia que se ha realizado desde el 2004 y
que tuvo como objetivo inicial realizar carreras con vehículos autónomos que se desplazaran
grandes distancias de un punto a otro sin que hubiera algún tipo de intervención humana, sin
embargo los eventos realizados en los años sucesivos, tuvieron objetivos específicos diferentes,
todos con vehículos autónomos, pero en diversas condiciones de infraestructura, excepto el
realizado en el 2012 que se basó en el desarrollo de humanoides autónomos [30].
La detección de peatones ha sido en los años recientes uno de los campos más explorados en
Visión por Computador y particularmente en el campo de la conducción asistida en vehículos
autónomos y semi-autónomos. Además de la aplicación en automóviles, la detección humana
en general, es un tema de mucha importancia y abarca temas como la seguridad de perso-
nas, seguridad de edificios, de establecimientos púbicos, conteo de personas, seguimiento de
personas en secuencias de video, entre otros.
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Detectar peatones no es una tarea sencilla ya que generalmente se encuentran en movimiento
y realizar la detección bajo condiciones controladas no es posible en la mayoría de los casos.
Los peatones pueden también aparecer en múltiples contextos que proporcionan por supuesto
fondos diferentes y en ocasiones complejos, por otra parte, los peatones no están siempre
sólos y en posición frontal y de pie frente a la cámara, pueden ir acompañados de objetos
que dificultan aún más la detección, o desplazarse en un medio como en una bicicleta o
moto por ejemplo. En las investigaciones más recientes alrededor del tema se ha buscado
desarrollar métodos que hagan una detección rápida y robusta, con el fin de disminuir el costo
computacional y detectar correctamente aún ante condiciones diferentes y/o complejas. Los
métodos desarrollados, se han enfocado en mejorar o modificar el descriptor HOG ya que es
el que mejor desempeño ha proporcionado en descripción morfológica siendo además robusto
ante cambios de iluminación en la escena y en mejorar la rapidez de detección para el caso de
la conducción asistida.
5.1. BASES DE DATOS ESTANDARIZADAS
Existe una extensa lista de bases de datos utilizadas en el área de visión por computador
para detección de peatones, sin embargo las bases de datos en peatones más reconocidas y
utilizadas para el desarrollo de artículos en el estado del arte, son básicamente 3, la principal
INRIA people dataset utilizada en el artículo pionero en el tema [1], en [31], en [12] y en [13];
la MIT pedetrian dataset, utilizada también en [1]; y por último Daimler Pedestrian dataset
utilizada en [14] y en [11]. En este proyecto, las bases de datos utilizadas para probar el
algoritmo propuesto en la aplicación de imágenes de peatones estáticas serán las dos primeras
citadas aquí, MIT e INRIA.
5.1.1. Base de datos del MIT
La base de datos del MIT posee 924 archivos con imágenes de tamaño 64 × 128 píxeles en
formato PPM (Netpbm color image format) alineadas y centradas con respecto al cuerpo
de la persona. El conjunto de entrenamiento fue generado a partir de imágenes a color y
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Figura 12. Imágenes de peatones de la base de datos del MIT
secuencias de video tomadas en Boston y Cambridge en una variedad de estaciones utilizando
una cantidad de diferentes cámaras digitales y grabaciones de video. Se poseen imágenes con
poses de personas desde una vista frontal y trasera. El espacio que ocupa la persona en la
imagen desde los hombros hasta los pies es de aproximadamente 80 píxeles. Los datos son
proporcionados sin ningún tipo de normalización. La figura 12, muestra varios ejemplos de
peatones obtenido de esta base de datos. Para ejemplos negativos se toman 12180 imágenes
de cualquier otra escena diferente al peatón.
5.1.2. Base de datos de INRIA
La base de datos de peatones de INRIA contiene varias versiones y formatos, el primer formato
contiene las imágenes originales con los archivos de anotación correspondientes, en el segundo
se tienen imágenes positivas con formato normalizado de tamaño 64 × 128 píxeles (como se
utilizan en [1]) y se conservan las imágenes negativas originales.
La base de datos normalizada contiene dos carpetas, una de entrenamiento llamada ’Train’
y otra de prueba llamada ’Test’. Cada una de ellas, contiene otras tres subcarpetas llama-
das ’pos’, ’neg’ y ’annotations’ las cuales poseen ejemplos positivos y negativos e imágenes
anotadas con el formato Pascal Challenge, respectivamente.
La base de datos de ejemplos positivos ’pos’ de ’Train’ contiene 1132 imágenes centradas con
respecto a la persona con las reflexiones derecha e izquierda. La base de datos de ejemplos
negativos posee 1218 imágenes de escenas naturales, de diferentes tamaños, que no contienen
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Figura 13. Imágenes de peatones de la base de datos de INRIA
peatones, por lo que se hace necesario obtener de forma aleatoria 10 ROIs de cada una del
tamaño estándar de la base de datos, para un total de 12180 ejemplos negativos. La figura
13, muestra varios ejemplos de peatones obtenidos de esta base de datos.
5.2. BASE DE DATOS LOCAL DESDE DASHCAM
La base de datos local se obtuvo a partir de un recorrido por la ciudad de Pereira en un
vehículo que poseía una cámara tipo Dashcam. Para ello se trazó una ruta con el fin de
abarcar diferentes características en el video, por ejemplo, algunas de las zonas que hacían
parte de la ruta, tenían una alta concurrencia de personas, mientras que otras no, por otra
parte el recorrido se realizó un día entre semana y durante un lapso de tiempo que abarcara
una hora pico y otra anterior a la pico. Se grabaron 10 videos a 30 cuadros por segundo con
una duración total de 2 minutos aproximadamente, los videos fueron grabados en formato
mpeg y con un tamaño de 1280× 720 píxeles.
La figura 14, muestra escenas típicas en la ciudad de Pereira grabadas por la cámara dascham.
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Figura 14. Imágenes de escenas típicas grabadas en la ciudad de Pereira
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6. APLICACIÓN A LA INSPECCIÓN INDUSTRIAL
La inspección en general es una actividad de evaluación juiciosa y detallada del estado de
alguna característica de un objeto u evento. La inspección está estrechamente ligada al con-
cepto de control de calidad. Sin embargo, inspeccionar no es acerca de examinar la calidad de
un producto, sino de evaluar su estado y los cambios que ha tenido durante algún intervalo de
tiempo determinado. El control de calidad utiliza la información obtenida mediante la inspec-
ción para realizar juicios de valor y concluir acerca de la idoneidad de un equipo, máquina,
producto, entre otros, [32], [33].
La inspección puede ser realizada de forma manual o automática y requerir de tecnologías de
sensores y actuadores en general. De lo anterior, nace el concepto conocido como inspección
visual, [34], muy utilizado en el campo de la producción, el mantenimiento y el control de
calidad en general. Cuando la inspección es realizada por un humano, este debe seguir un
protocolo de inspección donde potencialmente utiliza todos los sentidos, visión, tacto, olfato,
entre otros, para determinar el estado del objeto de prueba. Cuando la inspección es realizada
de forma automática, un sistema de instrumentación está encargado de realizar la adquisi-
ción de datos para llevarlos a una unidad de proceso que utiliza modelos matemáticos para
determinar el estado del objeto de prueba. En estos sistemas de instrumentación, el factor
más importante es la selección de sensores que tengan la capacidad de reportar las variables
requeridas. En muchos casos de la industria moderna, existen variables que sólo pueden ser
medidas con sensores visuales. Ejemplos son, la cantidad de glóbulos blancos en una muestra
hematológica, o el punto de quiebre de un cristal, o la presencia o no de un condensador
en una placa de circuito impreso, como se muestra en la figura 15. Este tipo de inspección
también es conocida como Inspección Óptica Automatizada o AOI por sus siglas en inglés
Automated Optical Inspection.
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Figura 15. Aplicaciones exclusivas con sensores visuales.
La AOI abarca una extensa variedad de aplicaciones en producción tanto en calidad de pro-
ducto terminado como en control de proceso, entre las cuales se destacan: Selección de empa-
ques, alienación de objetos para su almacenamiento, separación por tamaño, color, textura,
determinación de conformidad, entre otras.
Para este trabajo se escogió, sin pérdida de generalidad, realizar inspección visual en el proceso
de fabricación de botellas de plástico. Esta aplicación es de interés ya que las industrias de
químicos, fármacos y alimentos en general son amplias consumidoras de envases de plástico
para la distribución de sus productos. Como los volúmenes de producción de estas industrias
son relativamente altos, la inspección manual es usualmente inviable. Sin embargo, como la
morfología de la botella es el factor determinante en la clasificación de calidad, la AOI encaja
perfectamente para manejar altos volúmenes de producción y con alto grado de confiabilidad.
En las siguientes dos secciones se mostrará el diseño de una estación para inspección de
producto terminado para botellas plásticas de cierto fabricante nacional, y para la inspección
de proceso para un fabricante ficticio, el cual ha sido modelado utilizando realidad virtual.
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Figura 16. Proceso de control de calidad de botella terminada
6.1. CALIDAD DE UNA BOTELLA TERMINADA
Conceptualmente una estación de control de calidad de botellas terminadas deberá estar
conformada como mínimo por una caja de control de iluminación, un sensor óptico para la
alineación de la botella y al menos una cámara industrial. Típicamente, la estación de inspec-
ción de botellas deberá estar ubicada antes de la estación de llenado, por lo que es razonable
asumir que las botellas se desplazan sobre una banda transportadora y antes de entrar en
la estación de llenado son examinadas una por una. La figura 16, ilustra este concepto. La
cámara se dispara cuando el sensor óptico detecta que el objeto está en posición de inspección.
El algoritmo de visión por computador determina la idoneidad de la botella y ésta puede ser
eliminada de la banda en caso de no conformidad.
Para simular este proceso se tomaron 30 botellas de alguna bebida popular. Intencionalmente
se deformaron 6 de estas botellas exponiéndolas al calor y a presión excesiva. Luego se toma-
ron 10 fotografías de cada botella en diferentes puntos de rotación, obteniendo en total 300
imágenes.
Aquellas botellas que sufrieron deformación se les asigna la clase NO CONFORME (wr).
Aquellas botellas que fueron dejadas intactas, se les asigna la clase CONFORME (ok). La
55
Figura 17. Ejemplos de botellas conformes.
Figura 18. Ejemplos de botellas no conformes.
figura 17, muestra 4 ejemplos de botellas conformes, mientras la figura 18, muestra 4 ejemplos
de botellas no conformes.
Con el fin de involucrar en la base de datos aquellos casos donde el ambiente no puede ser
completamente estructurado, se generaron nuevas imágenes para cada una de las 300 imágenes
iniciales, adicionando 3 clases diferentes de ruido y 2 tipos de variaciones de contraste, con
el fin de simular diferentes condiciones de iluminación. De esta forma se generaron 9 fotos
adicionales por cada foto en la base de datos. Los ruidos que se adicionaron fueron de tipo
gaussiano, sal y pimienta y de Poisson. En la figura 19, se muestran las tres versiones ruidosas
obtenidas de la imagen original. La primera variación de contraste se aplicó para iluminar la
foto, figura 20, y la segunda variación de contraste se aplicó para oscurecerlas, figura 21, con
lo que finalmente se obtuvo una base de datos de 3000 imágenes.
56
Figura 19. Imagen con adición de tres clases de ruido
Figura 20. Imagen iluminada con saturación de contraste para las tres clases de ruido
Figura 21. Imagen oscurecida con saturación de contraste para las tres clases de ruido
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6.2. BOTELLA ERRÓNEA EN BANDA TRANSPORTADORA
Para demostrar la utilidad del descriptor HOG en un ambiente industrial, se realizó la simu-
lación de un sistema de control de proceso donde se busca determinar si la botella que está
en la banda transportadora es la correcta o no, antes de llenarla con el líquido deseado. En
este caso, al igual que en el de la figura 16, se puede decir que la alineación de la botella está
garantizada por la estructuración de la aplicación, esto es, un sensor óptico que dispara la
cámara. Sin embargo, aquí se demuestra que al establecer una ROI dentro de la imagen, es
posible procesar la imagen a la mayor velocidad posible. Para simplificar el proceso se utilizó
una clasificación más básica. Se probaron dos clasificadores simples, el bayesiano y el de vecino
más cercano.
6.2.1. Con Bayes
El problema puede ser formulado, para implementación con un clasificador bayesiano, asu-
miendo que se dispone de un conjunto de ejemplos de n botellas, donde se sabe que se tienen b
conformes y m botellas no conformes. Se requiere determinar la probabilidad que una botella
escogida al azar pertenezca a cada una de las dos clases. Si se definen dos eventos:
C1: Clase 1 - Botellas conformes
C2: Clase 2 - Botellas no conforme
B: Botella
Se tiene que, la probabilidad de pertenencia a cada clase, dada una botella al azar, esta dada
por
P (Ci|B) = P (B|Ci)P (Ci)
P (B)
(26)
La probabilidad de la clase i, P (Ci) se determina con el conocimiento previo que se tiene de la
relación entre botellas buenas y malas P (C1) = bn y P (C2) =
m
n
. La probabilidad condicional
de B dada la clase i, P (B|Ci) se determina utilizando alguna función de verosimilitud sobre la
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distancia de Bhattacharyya. En este caso, se utilizó una sigmoidal. El valor del denominador
generalmente no es necesario determinarlo, por ser simplemente un factor de normalización.
Aquí se asume 1.
6.2.2. Con vecino más cercano
Para el caso de clasificador de vecino más cercano, se tomaron dos ejemplos de cada clase
como referencia y se determinaron límites superiores de membresía para cada clase. Para
cada fotograma obtenido del video, se extrajo el vector de características HOG completo y se
comparó con el vector de características de referencia de cada clase, utilizando la distancia de
Battacharyya.
Si la botella a clasificar sobrepasa el límite superior de cada clase, entonces se dice que el
fotograma no corresponde a una botella. Cuando sólo una de las distancias esta dentro del
límite, no habrá discusión para asignar membresía. Pero si la distancia a dos ejemplos está
dentro del límite superior, entonces se asigna membresía con aquella etiqueta perteneciente
al ejemplo más cercano.
6.2.3. Experimento
Acceder a una linea real de llenado de botellas resultó inviable. Sin embargo, teniendo en
cuenta que en todo caso la prueba se realiza en un ambiente ampliamente controlado, y que
sólo estamos interesados en probar el punto de inspección de la botella, resultó razonable
utilizar un ambiente de realidad virtual para recrear el proceso. En este caso, se utilizó el
software Inventor© de Autodeskr. En la figura 22, se muestran algunas de las escenas tomadas
de la secuencia de video generada por el editor de VRML.
En el editor de VRML, también se simularon algunas circunstancias extenuantes como excesiva
iluminación o poca iluminación. La figura 23 muestra algunos ejemplos con esta variación de
iluminación.
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Figura 22. Fotogramas para control de proceso
Figura 23. Fotogramas con iluminación cambiante
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7. EXPERIMENTOS Y RESULTADOS
Para todos los experimentos realizados en este trabajo se compararon los desempeños del
HOG tradicional, tal como fue propuesto por [1], con el desempeño del HOG reducido por
selección de bloques hacia atrás como se explicó en la sección 4.4.
De acuerdo con [1], la mejor configuración para el descriptor en la aplicación de detección
de peatones se dio cuando las celdas fueron escogidas de 6 × 6 píxeles, con bloques de 3 × 3
celdas, y un traslape entre bloques del 50% del tamaño del bloque. La figura 24, resume el
resultado de los experimentos realizados en el trabajo citado.
Figura 24. Sintonización de bloques y celdas
Tomado de [1].
En este trabajo se utiliza el resultado de [1] como punto de partida para las bases de datos de
peatones, tanto las estandarizadas como la local, y se calculan todos los vectores HOG utili-
zando celdas de 6×6 píxeles, bloques de 3×3 celdas, un traslape de 2 celdas por bloque tanto
de forma vertical como horizontal. Además se utilizan 9 intervalos para crear los histogramas
de cada celda y no se considera el signo de la orientación del gradiente. La normalización de
contraste para los bloques se calcula utilizando la norma L2.
Para todos los experimentos, las etapas de validación cruzada y de selección de bloques se
realizaron en un servidor que cuenta con dos procesadores Intel Xeon con 8 núcleos de 2.6
GHz cada uno y con memoria RAM de 280 GB. Para las tres bases de datos el número de
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Tabla 2. Experimento MIT
Parámetro HOG completo HOG reducido
Tamaño de la imagen 128× 64 =
Píxeles en la celda 36 =
Celdas únicas totales 210 =
Bloques únicos 152 50
Tamaño del vector HOG 12312 4050
Confiabilidad al 90% 99.92% 99.96%
iteraciones de Monte Carlo fue de 100.
A continuación se describen los principales resultados obtenidos para cada uno de los experi-
mentos realizados.
7.1. BASES DE DATOS DEL MIT
Para la base de datos del MIT, la configuración utilizada para correr los experimentos se
muestra en la tabla 2. En la última fila de esta tabla se observa la confiabilidad del experimento
calculada al evaluar la función de distribución de probabilidad acumulada en el 90%.
Para 100 iteraciones de Monte Carlo (Monte Carlo Runs), el error de generalización, para
el caso del descriptor HOG completo, se distribuyó como se muestra en el histograma de la
figura 25, del que se puede observar que para el 96% de las iteraciones de Monte Carlo el
error de generalización de la SVM estuvo por debajo de 0.08%. La ejecución de la validación
cruzada tomó 872 s ≈ 14min.
El algoritmo de reducción de bloques encontró 50 bloques fundamentales. Esto redujo el
tamaño del descriptor de 12312 a 4050. El criterio de parada fue que la confiabilidad del
sistema, reportada al 90% se mantuviera aproximadamente constante. La figura 26 hace una
ilustración de (a) una de las imágenes de la base de datos, (b) todos los bloques de HOG
completo sobre la misma imagen y (c) sólo aquellos 50 bloques finalmente seleccionados.
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Figura 25. Validación cruzada MIT HOG completo
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Figura 26. Bloques Seleccionados para MIT
(a) (b) (c)
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Figura 27. Validación cruzada MIT HOG reducido
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Tabla 3. Experimento INRIA
Parámetro HOG completo HOG reducido
Tamaño de la imagen 134× 70 =
Píxeles en la celda 36 =
Celdas únicas totales 242 =
Bloques únicos 180 86
Tamaño del vector HOG 14580 6966
Confiabilidad al 90% 99.3% 99.0%
Para el caso del descriptor HOG reducido, y otras 100 iteraciones de Monte Carlo, el error de
generalización se distribuyó como se muestra en el histograma de la figura 27, del que se puede
concluir que para el 93% de las iteraciones de Monte Carlo el error de generalización de la
SVM estuvo por debajo de 0.04%. La ejecución de la validación cruzada tomó 570 s ≈ 10min.
7.2. BASES DE DATOS DE INRIA
Para la base de datos del INRIA, la configuración utilizada para correr los experimentos se
muestra en la tabla 3. En la última fila de esta tabla se observa la confiabilidad del experimento
calculada al evaluar la función de distribución de probabilidad acumulada en el 90%.
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Figura 28. Validación cruzada INRIA HOG completo
Parámetro Valor
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Para 100 iteraciones de Monte Carlo (Monte Carlo Runs), el error de generalización, para
el caso del descriptor HOG completo, se distribuyó como se muestra en el histograma de la
figura 28, del que se puede observar que para el 91% de las iteraciones de Monte Carlo el
error de generalización de la SVM estuvo por debajo de 0.7%. La ejecución de la validación
cruzada tomó 2142 s ≈ 36min.
El algoritmo de reducción de bloques encontró 86 bloques fundamentales. Esto redujo el
tamaño del descriptor de 14580 a 6966. El criterio de parada fue que la confiabilidad del
sistema, reportada al 90% se mantuviera aproximadamente constante. La figura 29 hace una
ilustración de (a) una de las imágenes de la base de datos, (b) todos los bloques de HOG
completo sobre la misma imagen y (c) sólo aquellos 50 bloques finalmente seleccionados.
Para el caso del descriptor HOG reducido, y otras 100 iteraciones de Monte Carlo, el error de
generalización se distribuyó como se muestra en el histograma de la figura 30, del que se puede
concluir que para el 93% de las iteraciones de Monte Carlo el error de generalización de la
SVM estuvo por debajo de 1%. La ejecución de la validación cruzada tomó 1476 s ≈ 25min.
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Figura 29. Bloques Seleccionados para INRIA
(a) (b) (c)
Figura 30. Validación cruzada INRIA HOG reducido
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Tabla 4. Experimento Botellas
Parámetro HOG completo HOG reducido
Tamaño de la imagen 580× 500 =
Píxeles en la celda 256 =
Celdas únicas totales 1116 =
Bloques únicos 238 49
Tamaño del vector HOG 34272 7056
Confiabilidad al 90% 100% 100%
Confiabilidad al 100% 99.89% 99.89%
7.3. BASES DE DATOS DE BOTELLAS
Las imágenes en la base de datos de botellas tienen un tamaño de 580 × 500, por lo cual no
es conveniente utilizar la misma configuración de HOG que en los peatones. Para este caso se
han utilizado celdas de 16×16 píxeles, con bloques de 4×4 celdas, un traslape del 50% y una
longitud de histograma de 9 intervalos. Otros parámetros de configuración del experimento
se observan en la tabla 4. En la penúltima fila de esta tabla se observa la confiabilidad del
experimento calculada al evaluar la función de distribución de probabilidad acumulada en el
90%. La última reporta además la confiabilidad al 100%, ya que al valor estándar del 90%
el resultado fue perfecto.
Para 100 iteraciones de Monte Carlo (Monte Carlo Runs), el error de generalización, para
el caso del descriptor HOG completo, se distribuyó como se muestra en el histograma de la
figura 31, del que se puede observar que para el 93% de las iteraciones de Monte Carlo el error
de generalización de la SVM fue del 0.0%. Para el 100% de las iteraciones el error estuvo por
debajo del 0.11%. La ejecución de la validación cruzada tomó 447 s = 8min.
El algoritmo de reducción de bloques encontró 49 bloques fundamentales. Esto redujo el
tamaño del descriptor de 34272 a 7056. El criterio de parada fue que la confiabilidad del
sistema, reportada al 90% se mantuviera aproximadamente constante. La figura 32 hace una
ilustración de (a) una de las imágenes de la base de datos, (b) todos los bloques de HOG
completo sobre la misma imagen y (c) sólo aquellos 50 bloques finalmente seleccionados.
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Figura 31. Validación cruzada Botellas HOG completo
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Figura 32. Bloques Seleccionados para Botellas
(a) (b) (c)
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Figura 33. Validación cruzada Botellas HOG reducido
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Para el caso del descriptor HOG reducido, y otras 100 iteraciones de Monte Carlo, el error
de generalización se distribuyó como se muestra en el histograma de la figura 33, del que se
puede concluir que para el 96% de las iteraciones de Monte Carlo el error de generalización
de la SVM fue de 0.0%. Para el 100% de las iteraciones el error estuvo por debajo del 0.11%.
La ejecución de la validación cruzada tomó 179 s ≈ 3min.
La operación del sistema permite entonces que dada una botella del conjunto de prueba, se
utilice el modelo para predecir la clase a la que pertenece. La figura 34, muestra ejemplos de
esta predicción.
7.4. INSPECCIÓN DE BOTELLAS
Para esta aplicación se utilizó un clasificador de vecino más cercano, tal como fue explicado
en la sección 6.2.2. Se tomaron dos ejemplos de cada clase como referencia y se determinaron
límites superiores de membresía para cada clase. Para cada fotograma obtenido del video, se
extrajo el vector de características HOG completo y se comparó con el vector de características
de referencia de cada clase, utilizando la distancia de Battacharyya.
Si la botella a clasificar sobrepasa el límite superior de cada clase, entonces se dice que el
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Figura 34. Predicción de la clase para Botellas
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fotograma no corresponde a una botella. Cuando sólo una de las distancias esta dentro del
límite, no habrá discusión para asignar membresía. Pero si la distancia a dos ejemplos esta
dentro del límite superior, entonces se asigna membresía con aquella etiqueta perteneciente
al ejemplo más cercano.
La figura 35 muestra algunas fotos tomadas del video de la banda transportadora con el
algoritmo ya aplicado para detectar botella correcta enmarcada dentro de un cuadro de color
verde, y errónea enmarcada en un cuadro de color rojo.
7.5. DETECCIÓN DE PEATONES DESDE UN VEHÍCULO EN MOVI-
MIENTO
Esta aplicación busca detectar peatones en secuencias de video obtenidas por una dascham
mientras el vehículo se encuentra en movimiento. Esta aplicación es particularmente difícil
ya que tanto la cámara como el objetivo se encuentran en movimiento, por lo que utilizar
un método como mezcla de gaussiana no ayuda en el proceso de sustracción del fondo. Por
lo tanto, se requiere de alguna técnica de seguimiento como el filtro del Kalman o el de
flujo óptico. En este caso se utiliza el método de seguimiento por detección, que consiste
básicamente en detectar el objeto en cada uno de los fotogramas.
La parte de entrenamiento de esta aplicación se realizó en Matlab™, utilizando la base de
datos de INRIA. Con el modelo ya entrenado, se utilizó un computador embebido que per-
mitiera procesar en paralelo la parte de extracción de características HOG. El computador
embebido utilizado para este fin fue la Jetson TK1, fabricado por nVidia™ para la plataforma
de hardware libre Tegra K1 SOC, y que posee una GPU nVidia Kepler con 192nu´cleos de
CUDA y una CPU nVidia 4-Plus-1™ quad-core ARM® Cortex-A15. Este dispositivo cuenta
con 2 GB de memoria RAM y un disco de almacenamiento de estado sólido de 16 GB.
El código fuente fue escrito en C++ utilizando la librería OpenCV que permite entre otras
cosas realizar de forma simple el análisis multi-resolución haciendo uso de una pirámide gaus-
siana.
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Figura 35. Video de la banda transportadora
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La figura 36 muestra una colección de casos de detección en los videos capturados en la ciudad
de Pereira. Se pueden observar algunos peatones cruzando la calle, (a), en los andenes, (b), y en
la acera (c). En (d) se muestra la detección de personas que se transportan en motocicleta. En
(f) y (g) y (h) se muestra cómo el descriptor detecta llantas en los carros como falsos positivos,
lo que puede deberse al análisis multi-resolución, en el cual una llanta de un vehículo pudo
confundirse con la morfología humana en alguna de las escalas de la pirámide gaussiana.
El sistema de detección utilizando HOG completo pudo ejecutarse a 3 fps. La versión que
utiliza el vector propuesto de HOG reducido fue posible ejecutarlo en promedio hasta 10 fps.
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Figura 36. Algoritmo probado en los videos de peatones
(a) (b)
c) d)
e) f)
g) h)
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8. CONCLUSIONES Y RECOMENDACIONES
8.1. CONCLUSIONES
Se desarrolló una herramienta de software para la detección de objetos, que implementa extrac-
ción de características basada en Histogramas de Gradientes Orientados, HOG, y clasificación
basada en Máquinas de Vectores de Soporte, SVM.
Se probaron técnicas para mejorar el rendimiento de la extracción de características, como la
selección sistemática de los bloques HOG que tienen mejor capacidad discriminante entre las
clases evaluadas. Se logró reducir el número de bloques que es necesario calcular, sin afectar
el desempeño de la aplicación de forma significativa.
Se probaron los algoritmos implementados, en bases de datos estandarizadas; las mismas
utilizadas por la comunidad académica en visión por computador en el desarrollo de sistemas
inteligentes para la detección de peatones.
Se demostró la utilización de la herramienta desarrollada en dos aplicaciones de naturaleza
industrial, una en el control de calidad de producto terminado, y otra en la verificación y
control de proceso. Se demostró la viabilidad de implementación en una solución robusta y
de muy bajo costo.
También se demostró la viabilidad del método para aplicaciones de naturaleza comercial, como
lo es la detección de peatones desde vehículos en movimiento. La implementación se logró en
un computador embebido, lo que demuestra el potencial de la metodología en este tipo de
sistemas.
La selección de bloques pudo haberse también realizado de forma intuitiva, como se ve en al-
gunas publicaciones. Sin embargo, los bloques determinados de forma metodológica, mediante
selección hacia atrás, no coinciden en su totalidad con los seleccionados de forma intuitiva, lo
cual permite eliminar más bloques innecesarios y conservar algunos que resulten importantes
para el desempeño de la aplicación. Además, es importante conservar el traslape de los bloques
HOG, pues es lo que genera robustez a cambios en la iluminación y otras condiciones de la
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toma de los datos.
8.2. RECOMENDACIONES
Este trabajo se concentró en el análisis morfológico de objetos, pero una gran cantidad de
aplicaciones requieren distinguir entre objetos en los que el factor discriminante puede estar
en otros atributos del objeto, como su color o textura, o combinaciones de esos atributos. Para
esas aplicaciones, sería necesario implementar mecanismos de combinación de características
o fusión de datos que agreguen las capacidades individuales de cada descriptor y contribuyan
a la solución del problema.
En la aplicación de detección de peatones desde un vehículo en movimiento se observa cómo
la gran mayoría de falsos positivos se obtienen de los neumáticos de los otros vehículos en
la escena. Para aminorar este problema sería necesario incluir imágenes de neumáticos en el
conjunto de ejemplos negativos para el entrenamiento del modelo.
En general, es muy difícil obtener etiquetas para las secuencias de video propias con las cuales
se puedan encontrar indicadores robustos de eficiencia y desempeño. El análisis cualitativo
hecho aquí podría ser extendido a uno cuantitativo si se pudieran obtener dichas etiquetas.
El método de seguimiento por detección utilizado en la aplicación de la dascham es muy
simple. Para una seguimiento y detección robusto, se necesitaría de una técnica de filtrado,
como el filtro de Kalman.
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