INTRODUCTION
This paper identifies the set of limiting solutions for the n dimensional constrained linear systütn x(t + 1) = x(t)P + u(t) , (1) x(t)e = 1 , u(t) ^0 t = 0,1,2, ... where e is a column vector with each of Its n elements equal to one. The initial vector x(0) ^ 0 is given, and the n x n matrix P is nonnegative.
In general, we assume w = (I -P)e > 0 and that (I -P) has an inverse.
Our principal result, however, requires slightly stronger assumption. It follows that x(t) is always a nonnegative vector with components summing to one;
i.e., x(t) is the distribution of some quantity at time t . Equation (1) shows how that distribution can change over discrete time.
Bartholomew, [1] and [2], has derived an equivalent expression of the dynamics (1) in which x(t) is the distribution of a partially controllable Markov process. The equivalence is based on the identity x(t)w = u(t)e , which holds if x(t) and u(t) solve (1). For any solution of (1) we define z(t) and Q[z(t)] by ( x(t) if u(t) = 0 1 (2) z(t) = I u(t)/u(t)e otherwiseJ and Q.MzCt)! = P^ + Wjz^t) , or in matrix notation Q[z(t)] = P + wz(t) .
Since w is a column vector, wz(t) is an n * n matrix.
Note that z(t) >^ 0 , z(t)e = 1 , and that Q [z(t)] is a stochastic matrix. It follows that (3) x(t + 1) = x(t)Q[z(t)] .
Now, in contrast, suppose z(t) is any sequence with z(t) _> 0 , 2(t)e " 1 .
Given x(0) , we define Q[z(t)] and x(t) by (2) and (3). It is apparent that u(t) -[x(t)w]z(t) and x(t) will solve (1).
This paper characterizes the set L of limiting distributions. We can say, roughly, that for any x(t) and u(t) satisfying ( This paper extends and strengthens several results of Toole [7] . Specific references to Toole's work is included as it appears. For completeness we have Included short proofs of several of Toole's results.
MOTIVATION-MANPOWER FLOW
Consider an organization with n job classifications called ranks. Let M. . be the fraction of workers in rank i that move to rank j in one period
and let v.(t) j^ 0 be the number of workers hired into rank j in period t .
Finally let y.(t) be the number in rank j at time t . It follows that The initial inventory of manpower is given by y(0) >^ 0 . Assume the organization is growing constantly at rate (Ö -1) ; thus the size at time t is O t y(0)e . Let x(t) be defined as x(t) = y(t)/e t y(0)e , and define t+1 u(t) = v(t)/9 y(0)e . Thon x(t) and u(t) obey Equation (1) of Section 1 with P « M/e . Let E = {x | x e S,x >^ xP} be defined as the set of equilibrium distributions; then the solution x(t) = x for all t is feasible for (1) if and only if x e E . Now choose any z e S and consider the stochastic matrix Q(z) = P + wz where w = (I -P)e > 0 . When (I -P) has an inverse N ,
Toole [7] has demonstrated that x = zN/zNe is the unique x r. S such that x = xQ(z) . It follows that x e E if and only if x is a stationary vector of some stochastic matrix Q(z) for z a S .
Suppose x = xQ(z) , x c S . It does lot follow that for any x(0) , with u(t) = (x(t)w)z , we have x(t) -► x . Consider P and z below. It is easy to verify that if A is closed, convex, or polyhedral then R (A) will have the same property. Moreover, A C B => R(A) c R(B) , and CR(A) »= R(CA) , and cl R(A) = R(cl A) . We also can see that for any t , E c R t (E) C R t (S) C S .
Therefore we define the limiting set L as L = H Ä t (S) . Note that L is t=0 nonempty, closed and convex. Toole [7] has demonstrated Proposition 1:
y e R(L) =* y e S and y ^ xP for some x e L C R t (S) for all t ^ 0 .
Thus y e R (S) for all t _> 0 =«> y c L . Conversely if x c L , then x c S , and since x e R (S) for all t >^ 1 , there exists a y(t) e R (S) such that x > y(t)P . Let y be an accumulation point of the y(t) . It follows that y e L , thus x ^ yP =«> x e R(L) .■ Proposition 2: (Stanford [6], Toole [7] )
If (I -P) has an inverse then
(ii) For any x(0) , and y c int E , there exists a finite T such that y c R t (x(0)) for t > T .
Proof:
We have (I -P)" The example corresponds to a three rank manpower hierarchy; e.g. assistant, associate, and full professors. Assumption (i) means it is possible to leave from any rank, (ii) is satisfied if p >_ 1/2 for all. i and (iii) indicates that withdrawal rates are higher in rank 2 than in rank 3. We shall present some numerical calculations below indicating that the main result of this section is true under more general conditions. The sets S and E are depicted in Figure 1 . In this special case it is possible to obtain a precise characterization of the set L . Under the assumptions of this section,
L = F .
This theorem and the analysis developed in its proof have two corollaries.
Corollary 1:
For any cycle of length k , at least one element of the cycle lies in E .
Corollary 2:
For any solution of (1) From Toole [7] we have R t (E) C cl C 0 " for all t , and C* C L . Since ^(E)
is an expanding sequence of closed nets converging to L , we must have L = cl C The proof is concluded by verifying Equation (8). 
