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Abstract
We introduce a new notion of G-expectation-weighted Sobolev spaces, or in short, G-
Sobolev spaces, and provide a 1-1 correspondence between a type of backward SDEs driven
by G-Brownian motion
Yt = ξ +
∫ T
t
f(s, Ys, Zs, ηs)ds−
∫ T
t
ZsdBs − (KT −Kt),
where Kt =
1
2
∫ t
0
ηsd〈B〉s −
∫ t
0
G(ηs)ds, and a type of path dependent PDEs in the corre-
sponding G-Sobolev space W 1,2;pG (0, T )
Dtu+G(D
2
xu) + f(t, u,Dxu,D
2
xu) = 0, t ∈ [0, T ),
u(T, ω)) = ξ(ω).
When f is independent of D2xu, we also formulate a different type of weak solution to the
PPDEs in the G-Sobolev space W
1
2
,1;p
AG
(0, T ), which is an expansion of W 1,2;pG (0, T ) with
weaker derivatives. This weak formulation corresponds exactly to the G-BSDEs studied
in [HJPS12]. Particularly, for the linear case of G corresponding to the classical Wiener
probability space (Ω,F , P ), we have established a 1-1 correspondence between BSDEs and
a type of quasilinear path dependent PDEs, whose solutions are defined in a Sobolev space
weighted by the Wiener measure.
Key words: backward SDEs, partial differential equations, path dependent PDEs, G-
Expectation, G-martingale, Sobolev space, G-Sobolev space.
MSC-classification: 60H, 60E, 62C, 62D, 35J, 35K.
1 Introduction
The notion of path dependent PDEs was proposed in Peng’s ICM2010 lecture. In fact for
fully nonlinear path dependent PDEs corresponding to G-martingales, the motivation was al-
ready revealed in the construction of G-expectation. The main idea of the construction of a
G-expectation can be seen as to solve the following well-posed classical PDE (called G-heat
equation), for a given sublinear function G(a) = 12(σ
2a+ − σ2a−) defined on a ∈ R,
∂tu(t, x) +G(∂
2
xu(t, x)) = 0, t ∈ [0, T ), x ∈ R (1.1)
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with a given terminal condition u(T, x) = ϕ(x), where ϕ is a Lipschitz function. For readers
not familiar with this type of fully nonlinear PDEs, we suggest to consider a linear function
G(a) = a2 , corresponding to the case σ
2 = σ2 = 1. In this case the G-heat equation becomes
∂tu(t, x) +
1
2
∂2xu(t, x) = 0, t ∈ [0, T ), x ∈ R (1.2)
and the corresponding solution is the following smooth function:
u(t, x) =
1√
2pi
∫ ∞
−∞
ϕ(x+
√
ty) exp(−y
2
2
)dy. (1.3)
An important point of view is to understand the solution u as a stochastic process, or a
function of paths u¯(t, ω) = u(t, ω(t))t∈[0,T ] defined on ΩT = C0([0, T ],R), the collection of R-
valued continuous functions ω on [0, T ] with ω(0) = 0. The corresponding PDE is a special case
of the following path dependent PDE
Dtu¯(t, ω) +G(D
2
xu¯(t, ω)) = 0, t ∈ [0, T ), ω ∈ ΩT (1.4)
with terminal condition u¯(T, ω) = ϕ(ω(T )). Here the derivatives of of u(·, ω) is trivially defined
as
Dtu¯(t, ω) = ∂tu(t, x)|x=ω(t), (1.5)
Dxu¯(t, ω) = ∂xu(t, x)|x=ω(t), D2xu¯(t, ω) = ∂2xu(t, x)|x=ω(t). (1.6)
For a more general function of paths
u¯(t, ω) = uk(t, x;ω(t1), · · · , ω(tk))|x=ω(t), t ∈ [tk, tk+1]
with t1 < · · · < tk, Dtu¯(t, ω) and D2xu¯(t, ω) are defined similarly for the function uk of (t, x)
parameterized by ω(t1),· · · , ω(tk). Here uk, k = 0, · · · , n−1, are smooth functions on [tk, tk+1]×
Rk+1satisfying
uk(tk+1, x;x1, · · · , xk) = uk+1(tk+1, x;x1, · · · xk, x).
The definition of derivatives for the above smooth cylinder path process u(t, ω) corresponds
perfectly with Dupire’s one.
Now this path dependent PDE (1.4) is well-defined on the path space ΩT with terminal
condition u¯(T, ω) = ξ ∈ Lip(ΩT ), the space of all real-valued functions of paths of the form
ξ(ω) = ϕ(ω(t1), · · · , ω(tn)), 0 < t1 < · · · < tn = T , n = 1, 2, · · · . Here ϕ is a locally Lipschitz
function on Rn. We can solve the PPDE (1.4) with a given terminal condition ξ ∈ Lip(ΩT ). In
fact for each ξ ∈ Lip(ΩT ), there exists a unique (viscosity) solution u¯ξ(t, ω)t∈[0,T ] with terminal
condition u¯ξ(T, ω) = ξ(ω) such that u¯(t, ω) ∈ Lip(Ωt).
An important step in the G-expectation theory is to define u¯ξ(0, ω) as a functional EG:
E
G[ξ] := u¯ξ(0, ω) : Lip(ΩT ) 7→ R.
In fact EG forms a sublinear expectation defined on the space of random variables Lip(ΩT ).
Moreover, the corresponding time-conditional expectation is also well defined by
E
G
t [ξ] := u¯(t, ω) : Lip(ΩT ) 7→ Lip(Ωt), t ∈ [0, T ].
Furthermore, since this expectation is sublinear, we can naturally introduce, for each p ≥ 1, a
norm ‖ξ‖Lp
G
:= EG[| · |p]1/p on Lip(ΩT ) by which the completion LpG(ΩT ) is a Banach space and
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thus a sublinear expectation space (ΩT , L
p
G(ΩT ), Eˆ) is well defined. Now for a given ξ ∈ LpG(ΩT ),
we can define,
u(t, ω) = EGt [ξ](ω),
which can be defined as a generalized solution of the path dependent equation (1.4) with terminal
condition u(T, ω) = ξ(ω) ∈ LpG(ΩT ).
A very interesting property is that, just like a Brownian motion, the canonical process
Bt(ω) := ω(t) is still a continuous process with stationary and independent increments. We call
it a G-Brownian motion associated to the function G. A new type of stochastic calculus for a
G-Itoˆ process
u(t, ω) = u(0, ω) +
∫ t
0
η(s, ω)ds +
∫ t
0
ζ(s, ω)dBs +
∫ t
0
γ(s, ω)d 〈B〉s (1.7)
has been established, where 〈B〉 is the quadratic variation process of B, which is still a continu-
ous process with stationary and independent increments. Here η and γ (resp. ζ) are “adapted”
processes in the completed spaceMpG(0, T ) (resp. H
p
G(0, T )) under the norm ‖·‖MpG (resp. ‖·‖HpG)
mimic to that under classical norms ‖·‖Mp
P
(resp. ‖·‖Hp
P
) but with the classical Wiener expec-
tation EP [·] replaced by the sublinear expectation EG[·]. Observe that we can also use the
norm ‖·‖Mp
G
(resp. ‖·‖Hp
G
) to the derivative processes Dtu(t, ω) and D
2
xu(t, ω) (resp. Dxu(t, ω))
defined in (1.5) and (1.6) and then take the extension under those new Sobolev norms. This
procedure provides us very interesting EG-weighted Sobolev spaces. The corresponding fully
nonlinear PPDEs (1.4) can be well defined in this new framework.
Surprisingly, this framework is closely related to the G-Itoˆ process (1.7). Let us first consider
a simple case u(t, ω) = ϕ(t, ω(t)) = ϕ(t, Bt(ω)) for a smooth function ϕ ∈ C∞b (R+ × R), for
which the G-Itoˆ’s formula is
ϕ(t, Bt) = ϕ(0, 0) +
∫ t
0
∂sϕ(s,Bs)ds +
∫ t
0
∂xϕ(s,Bs)dBs +
∫ t
0
1
2
∂2xϕ(s,Bs)d 〈B〉s ,
or, if we use the derivatives of path functions defined in (1.5) and (1.6)
u(t) = u(0) +
∫ t
0
Dsu(s)ds +
∫ t
0
Dxu(s)dBs +
∫ t
0
1
2
D2xu(s)d 〈B〉s . (1.8)
In this paper we will see that, with the about defined weak derivatives, any well defined G-Itoˆ
process u(t, ω) of the form (1.7) corresponds uniquely to
η(s, ω) = Dsu(s, ω), ζ(s, ω) = Dxu(s, ω), γ(s, ω) =
1
2
D2xu(s, ω).
This implies that, with this G-Sobolev formulation, any G-Itoˆ process u(t, ω) is in fact a gen-
eralized G-Itoˆ’s formula. The above result also confirmed our belief that it is important to
clearly distinguish the dt part and d 〈B〉t part for a G-Itoˆ process (1.7). This point is now well
understood thanks to Theorem 3.3 of Song (2012), which plays an important role for the above
1-1 correspondence.
In the linear case G(a) = a2 , the space (ΩT , L
p
G(ΩT ),E
G) coincides with the classical Wiener
probability space (Ω,F , P ), in the sense that EG = EP and B becomes a standard Brownian
motion under the Wiener probability measure P . Under this weaker expectation one cannot
distinguish the process 〈B〉t from t, and thus corresponding to (1.7), the Itoˆ process becomes
u(t, ω) = u(0, ω) +
∫ t
0
β(s, ω)ds +
∫ t
0
ζ(s, ω)dBs,
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where β comes from the sum “η + γ” (see (1.7)) and we thus have
βs = Dsu(s, ω) +
1
2
D2xu(s, ω), ζ(s, ω) = Dxu(s, ω).
We then see that even within this classical framework of Wiener probability space, each Itoˆ
process provides the corresponding path dependent Itoˆ’s formula in the corresponding Sobolev
space. We can also formulate the path dependent PDE of the heat equation
Dtu(t, ω) +
1
2
D2xu(t, ω) = 0, (t, ω) ∈ [0, T ) × ΩT . (1.9)
In this paper we will formulate several important spaces the under G-expectation to obtain
the well-posedness of certain fully nonlinear PPDEs. After many years of explorations, some
elegant results and powerful tools were obtained within the G-expectation framework. One of
the main objectives of this paper is to establish some important 1-1 correspondence between
BSDEs and PPDEs by which those results can be directly applied to the corresponding problems
of path dependent PDEs.
Observing that when we study the path-derivatives Dt and D
(k)
x in the Sobolev spaces, many
“mysterious” phenomena happen. For example for the path process v(t, ω) := 〈B〉t we have
Dtv(t, ω) ≡ 0, Dxv(t, ω) ≡ 0, but D2xv(t, ω) ≡ 2.
We provide a 1-1 correspondence between a type of backward SDEs driven by G-Brownian
motion
Yt = ξ +
∫ T
t
f(s, Ys, Zs, ηs)ds−
∫ T
t
ZsdBs − (KT −Kt),
where Kt =
1
2
∫ t
0 ηsd〈B〉s−
∫ t
0 G(ηs)ds, and the following type of fully nonlinear path dependent
PDEs in the corresponding G-Sobolev space W 1,2;pG (0, T )
Dtu+G(D
2
xu) + f(t, u,Dxu,D
2
xu) = 0, t ∈ [0, T ), (1.10)
u(T, ω)) = ξ(ω). (1.11)
When f is independent of D2xu, we also formulate a different type of weak solution to the
PPDEs (1.10-1.11) in the G-Sobolev space W
1
2
,1;p
AG
(0, T ), which is an expansion of W 1,2;pG (0, T )
with weaker derivatives
AGu+ f(t, u(t, ω),Dxu(t, ω)) = 0, t ∈ [0, T ), (1.12)
u(T, ω)) = ξ(ω). (1.13)
This weak formulation corresponds exactly to G-BSDEs studied in [HJPS12]. Consequently, the
existence and uniqueness of weak solutions to the path dependent PDEs (1.12-1.13) have been
obtained via the result of G-BSDEs.
The notion of path dependent PDEs was proposed by [Peng2010-2012] and the nonlinear
Feynman-Kac formula for a system of quasilinear path dependent PDEs via BSDE approach
was obtained in [PengWang2011]. A notion of viscosity solutions of Dupire’s type was proposed
in [Peng2012]. A new notion of viscosity solutions was studied by [Ekhen et al2011].
The paper is organized as follows. In section 2, we present some basic notions and definitions
of the related spaces under G-expectation. In section 3 we define a weaker Sobolev space
W
1
2
,1;p
A (0, T ) in the Wiener probability space. The Sobolev space W
1,2;p
G (0, T ) weighted by the
sublinear G-expectation space and the 1-1 correspondence between BSDEs and PPDEs are
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studied in section 4. In section 5 we define a Sobolev spaceW
1
2
,1;p
AG
(0, T ), which is an expansion of
W 1,2;pG (0, T ) with weaker derivatives. In the space W
1
2
,1;p
AG
(0, T ) we formulate the weak solutions
to the PPDEs. The recent results of existence and uniqueness of G-BSDEs (see Appendix) are
directly applied to the corresponding path dependent PDEs.
2 Some definitions and notations
We review some basic notions and definitions of the related spaces under G-expectation. The
readers may refer to [24], [25], [26], [27], [29] for more details.
Let Ω = C0(R
+;Rd) be the space of all Rd-valued continuous paths ω = (ω(t))t≥0 ∈ Ω with
ω(0) = 0 and let Bt(ω) = ω(t) be the canonical process. For t ∈ R+, we denote
Ωt = {(ω(s ∧ t))s≥0 : ω ∈ Ω}.
Let us recall the definitions of G-Brownian motion and its corresponding G-expectation intro-
duced in [Peng2007]. We are given a linear space of functions of paths:
Lip(ΩT ) := {ϕ(ω(t1), · · · , ω(tn)) : t1, · · · , tn ∈ [0, T ], ϕ ∈ Cl.Lip((Rd)n), n ∈ N},
where Cl.Lip(R
n) is the collection of locally Lipschitz functions on Rn.
We are given a function
G : S(d) 7→ R
satisfying the following monotonicity and sublinearity:
a. G(a) ≥ G(b), if a, b ∈ S(d) and a ≥ b;
b. G(a+ b) ≤ G(a) +G(b), G(λa) = λG(a), for each a, b ∈ S(d) and λ ≥ 0.
Remark 2.1 When d = 1, we have G(a) := 12(σ
2a+ − σ2a−), for 0 ≤ σ2 ≤ σ2. We are also
interested in the linear function G(a) = a/2.
For each ξ(ω) ∈ Lip(ΩT ) of the form
ξ(ω) = ϕ(ω(t1), ω(t2), · · · , ω(tn)), 0 = t0 < t1 < · · · < tn = T,
we define the following G-conditional expectation
E
G
t [ξ] := uk(t, ω(t);ω(t1), · · · , ω(tk−1))
for each t ∈ [tk−1, tk), k = 1, · · · , n. Here, for each k = 1, · · · , n, uk = uk(t, x;x1, · · · , xk−1) is a
function of (t, x) parameterized by (x1, · · · , xk−1) ∈ Rk−1, which is the solution of the following
PDE (G-heat equation) defined on [tk−1, tk)×R:
∂tuk +G(∂
2
xuk) = 0
with terminal conditions
uk(tk, x;x1, · · · , xk−1) = uk+1(tk, x;x1, · · · xk−1, x), for k < n
and un(tn, x;x1, · · · , xn−1) = ϕ(x1, · · · xn−1, x).
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The G-expectation of ξ(ω) is defined by EG[ξ] = EG0 [ξ]. From this construction we obtain a
natural norm ‖ξ‖Lp
G
:= EG[|ξ|p]1/p. The completion of Lip(ΩT ) under ‖·‖Lp
G
is a Banach space,
denoted by LpG(ΩT ). The canonical process Bt(ω) := ω(t), t ≥ 0, is called a G-Brownian motion
in this sublinear expectation space (Ω, LpG(Ω),E
G).
The process u(t, ω) := EGt [ξ](ω), t ∈ [0, T ], is a G-martingale, which is regarded as a typ-
ical solution of the path dependent equation of “Dtu + G(D
2
xu) = 0” with terminal condition
u(T, ω) = ξ(ω). In fact, in this formulation, the construction of a “G-Sobolev space” is already
implicitly given.
Definition 2.2 (Cylinder function of paths)
A function ξ : ΩT → R is called a cylinder function of paths on [0, T ] if it can be represented
by
ξ(ω) = ϕ(ω(t1), · · ·, ω(tn)), ω ∈ ΩT ,
for some 0 < t1 < · · · < tn ≤ T , where ϕ : (Rd)n → R is a C∞-function with at most polynomial
growth. We denote by C∞(ΩT ) the collection of all cylinder functions of paths on [0, T ].
Definition 2.3 (Step process)
A function η(t, ω) : [0, T ] × ΩT → R is called a step process if there exists a time partition
{ti}ni=0 with 0 = t0 < t1 < · · · < tn = T , such that for each k = 0, 1, · · ·, n − 1 and t ∈ (tk, tk+1]
η(t, ω) = ϕk(ω(t1), · · ·, ω(tk)).
Here ϕk(ω(t1), ···, ω(tk)) is a bounded cylinder function of paths on [0, T ]. We denote byM0(0, T )
the collection of all step processes.
Definition 2.4 (Cylinder process of paths) A function u(t, ω) : [0, T ] × ΩT → R is called a
cylinder path process if there exists a time partition {ti}ni=0 with 0 = t0 < t1 < · · · < tn = T ,
such that for each k = 0, 1, · · ·, n− 1 and t ∈ (tk, tk+1]
u(t, ω) = uk(t, ω(t);ω(t1), · · ·, ω(tk)).
Here for each k, the function uk : [tk, tk+1]× (Rd)(k+1) → R is a C∞-function with
uk(tk, x;x1, · · ·, xk−1, x) = uk−1(tk, x;x1, · · ·, xk−1)
such that, all derivatives of uk have at most polynomial growth. We denote by C∞(0, T ) for the
collection of all cylinder path processes.
The following proposition is easy.
Proposition 2.5 Let η, ζ be step processes. Then
u(t, ω) :=
∫ t
0
η(s, ω)ds +
∫ t
0
ζ(s, ω)dBs
belongs to C∞(0, T ).
It is clear that C∞(0, T ) ⊂ C∞(0, T¯ ) for T¯ ≥ T . We also set
C∞(0,∞) :=
∞⋃
n=1
C∞(0, n).
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For t ∈ [tk, tk+1), n ∈ N, we denote
D
(n)
t u(t, ω) := ∂
(n)
t+ uk(t, x;x1, · · ·, xk)|x=ω(t),x1=ω(t1),···,xk=ω(tk).
We denote Dt = D
(1)
t for simplicity.
For t ∈ (tk, tk+1], we denote
Dxu(t, ω) :=∂xuk(t, x;x1, · · ·, xk)|x=ω(t),x1=ω(t1),···,xk=ω(tk), (2.1)
D2xu(t, ω) :=∂
2
xuk(t, x;x1, · · ·, xk)|x=ω(t),x1=ω(t1),···,xk=ω(tk), (2.2)
∆xu(t, ω) :=tr[D
2
xu(t, ω)]. (2.3)
Let us indicate the relation of Dxu with the well-known Malliavin calculus. Let D be the
Malliavin derivative operator. Then for each u ∈ C∞(0, T ), we have
Dtut(ω) = Dxu(t, ω).
But as in the above explanation, since the notion of Dxu(t, ω) corresponds much more like
the classical derivative of Dxu(t, x), emphasizing simply the perturbation of state point than
the Malliavin’s one emphasizing the perturbation of the whole path, thus we prefer to use the
denotation Dxu(t, ω). Another important convenience is that, with this notation, the path PDEs
discussed in this paper can be easily related to the corresponding classical PDEs of parabolic
types.
In fact, the above definition of derivatives corresponds perfectly with Dupire’s one, introduced
originally in his deep insightful paper (2009) (see also [CF2010]). An advantage of our new
formulation in this paper is that we do not need to define of our derivatives on a larger space
of right continuous paths with left limit. Our weak formulation is not only general enough but
also necessary to treat almost all existing results of stochastic calculus, within the classical as
well as within G-frameworks, into the corresponding path dependent PDEs.
In the sequel, we shall give the definitions of G-Sobolev spaces. For readers’ convenience,
we divide the discussions into two parts. First we consider this problem in the framework of
the classical Wiener probability space, which presents a completely new point of view of Itoˆ
processes.
In this paper, we fix a number p > 1. For a step process η ∈M0(0, T ), we set the norm
‖η‖p
Hp
G
:= EG[{
∫ T
0
|ηs|2ds}p/2], ‖η‖pMp
G
:= EG[
∫ T
0
|ηs|pds]
and denote by HpG(0, T ) and M
p
G(0, T ) the completion of M
0(0, T ) with respect to the norms
‖ · ‖Hp
G
and ‖ · ‖Mp
G
, respectively.
3 Sobolev spaces on path space under Wiener expectation
3.1 P -Sobolev spaces of path functions
For the case G(A) = 12tr[A], the above G-expectation is just the expectation EP of the Wiener
probability P and the G-Brownian motion B becomes the Wiener process. In the Wiener
probability space we denote the corresponding norms and spaces by
‖ · ‖Lp
P
:= ‖ · ‖Lp
G
, LpP (ΩT ) := L
p
G(ΩT ),
‖ · ‖Hp
P
:= ‖ · ‖Hp
G
, HpP (0, T ) := H
p
G(0, T ),
‖ · ‖Mp
P
:= ‖ · ‖Mp
G
, MpP (0, T ) :=M
p
G(0, T ).
In this case each cylinder process u ∈ C∞(0,∞) has the following decomposition:
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Proposition 3.1 For each given u ∈ C∞(0,∞) we have
u(t, ω) = u(0, ω) +
∫ t
0
Au(s, ω)ds +
∫ t
0
Dxu(s, ω)dBs,
where
Au(s, ω) := (Ds + 1
2
∆x)u(s, ω) = Dsu(s, ω) +
1
2
∆xu(s, ω).
Definition 3.2 1) For a process u ∈ C∞(0, T ), set
‖u‖p
Sp
P
= EP [ sup
s∈[0,T ]
|us|p].
Denote by S2P (0, T ) the completion of u ∈ C∞(0, T ) w.r.t. the norm ‖ · ‖S2P .
2) For u ∈ C∞(0, T ), set
‖u‖p
W
1
2 ,1;p
A
= EP [ sup
s∈[0,T ]
|us|p +
∫ T
0
|Aus|pds + {
∫ T
0
|Dxus|2ds}p/2].
Proposition 3.3 The norm ‖ · ‖
W
1
2 ,1;p
A
is closable in the space SpP (0, T ) in the following sense:
Let un ∈ C∞(0, T ) be a Cauchy sequence w.r.t. the norm ‖ · ‖
W
1
2 ,1;p
A
. If ‖un‖Sp
P
→ 0, we have
‖un‖
W
1,2;p
P
→ 0.
Proof. The proposition follows directly from the uniqueness of the decomposition for the
classical Itoˆ processes. 
Definition 3.4 We denote byW
1
2
,1;p
A (0, T ) the completion of C∞(0, T ) w.r.t. the norm ‖·‖W1,2;p
P
.
From the above proposition, W
1
2
,1;p
A (0, T ) can be considered as a subspace of S
p
P (0, T ). Now,
the operators Dx and A, defined respectively in (2.1) and Proposition 3.1, can be continuously
extended to the space W 1,2;pP (0, T ):
Dx : W
1
2
,1;p
A (0, T ) 7→ HpP (0, T ),
A : W
1
2
,1;p
A (0, T ) 7→MpP (0, T ).
The following proposition presents a completely new point of view for classical Itoˆ processes.
Proposition 3.5 Assume u ∈ SpP (0, T ). Then the following two conditions are equivalent:
(i) u ∈W
1
2
,1;p
A (0, T );
(ii) u(t, ω) = u(0, ω) +
∫ t
0 η(s, ω)ds +
∫ t
0 v(s, ω)dBs with η ∈MpP (0, T ) and v ∈ HpP (0, T ).
Moreover, we have
(Dt +
1
2
∆x)u(t, ω) = η(t, ω), Dxu(t, ω) = v(t, ω).
Proof. (i) =⇒ (ii) is obvious. Let’s prove (ii) =⇒ (i). Choose step processes ηn, vn such that
‖ηn − η‖Mp
P
→ 0 and ‖vn − v‖Hp
P
→ 0. Set
un(t, ω) := u(ω0) +
∫ t
0
ηn(s, ω)ds +
∫ t
0
vn(s, ω)dBs.
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Clearly un belongs to C∞(0, T ) by Proposition 2.5. By Proposition 3.1 and the uniqueness of
the decomposition for Itoˆ processes, we have
(Dt +
1
2
∆x)u
n(t, ω) = ηn(t, ω), Dxu
n(t, ω) = vn(t, ω).
So u belongs to W
1
2
,1;p
A (0, T ) with
(Dt +
1
2
∆x)u(t, ω) = η(t, ω), Dxu(t, ω) = v(t, ω).

3.2 Backward SDEs in Wiener space and related PPDEs
Recall that a classical backward SDE is defined on a Wiener probability space (Ω,F , P ): to find
a pair of processes (Y,Z) ∈ SpP (0, T ) ×HpP (0, T ) such that
Yt = ξ +
∫ T
t
f(s, ω, Ys, Zs)ds−
∫ T
t
ZsdBs, (3.1)
where f : [0, T ] × Ω × Rn × Rn×d 7→ Rn is a given function and ξ : Ω 7→ Rn is a given FT -
measurable random vector.
We shall show that the well-poseness of backward SDE (3.1) is equivalent to that of the path
dependent PDE: to find u ∈ W1,2;pP (0, T ) such that
(Dt +
1
2
∆x)u(t, ω) + f(t, u(t, ω),Dxu(t, ω)) = 0, t ∈ [0, T ), (3.2)
u(T, ω) = ξ(ω). (3.3)
Assumption 1. f(t, ω, Yt, Zt) ∈MpP (0, T ) for any (Y,Z) ∈ SpP (0, T )×HpP (0, T ).
Theorem 3.6 Let (Y,Z) be a solution to the backward SDE (3.1). Then we have u(t, ω) :=
Yt(ω) ∈W
1
2
,1;p
A (0, T ) with Dxu(t, ω) = Zt(ω).
Moreover, given u(t, ω) ∈W
1
2
,1;p
A (0, T ), the following (i) and (ii) are equivalent:
(i) (u,Dxu) is a solution to the backward SDE (3.1);
(ii) u is a solution to the path dependent PDE (3.2-3.3).
Remark 3.7 By this theorem, we can directly apply the result of existence and uniqueness of
backward SDE to prove that of path dependent PDE (3.2-3.3). We recall the following existence
and unqueness result [Pardoux and Peng 1990] of the backward SDE (3.1) under the following
standard condition: ξ ∈ LpP (ΩT ) and the function f satisfying Lipschitz condition in (y, z),
namely, there exists a constant C > 0, such that, for all ω ∈ Ω,
|f(t, ω, y, z)− f(t, ω, y′, z′)| ≤ C(|y − y′|+ |z − z′|), y, y′ ∈ Rn, z, z′ ∈ Rn×d.
This backward SDE can be directly read as a well-posed path dependent PDE (3.2-3.3).
Proof. (i) =⇒ (ii). Assume that (Y,Z) is a solution to the backward SDE (3.1). By Proposition
3.5 we know that u(t, ω) := Yt(ω) ∈W
1
2
,1;p
A (0, T ) with Dxu(t, ω) = Zt(ω) and
Au(t, ω) + f(t, u(t, ω),Dxu(t, ω)) = 0.
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(ii) =⇒ (i). Assume that u(t, ω) ∈ W1,2;pP (0, T ) is a solution to the path dependent PDE
(3.2-3.3). By Proposition 3.5 we have
u(t, ω) = u(0, ω) +
∫ t
0
Au(s, ω)ds+
∫ t
0
Dxu(s, ω)dBs
= u(0, ω)−
∫ t
0
f(s, u(s, ω),Dxu(s, ω))ds +
∫ t
0
Dxu(s, ω)dBs
= ξ(ω) +
∫ T
t
f(s, u(s, ω),Dxu(s, ω))ds −
∫ T
t
Dxu(s, ω)dBs.

Remark 3.8 An advantage of the above formulation is that the path dependent PDE can be a
system of PDEs, namely u(t, ω) can be Rm-valued, or even H-valued for a Hilbert space H.
Remark 3.9 Let us consider Markovian situations: ξ = ϕ(BT ), f(t, ω, y, z) = h(t, Bt(ω), y, z) for
deterministic and continuous functions ϕ(x) and h(t, x, y, z) satisfying Lipschitz conditions in
(y, z) and polynomial growth condition in x. Assume that (Y,Z) is the solution to the backward
SDE (3.1) with the coefficients (ϕ(BT ), h(t, Bt, y, z)). By the classical arguments in the BSDE
theory, we know that Y is Markovian, i.e., there exists a deterministic function u(t, x) such that
Yt = u(t, Bt). Assuming u(t, x) is smooth, we have
Au(t, ω) = ∂tu(t, Bt) + 1
2
∆xu(t, Bt), Dxu(t, ω) = Du(t, Bt).
By Theorem 3.6, we have
∂tu(t, Bt) +
1
2
∆xu(t, Bt) + h(t, Bt, u(t, Bt),Du(t, Bt)) = 0.
Equivalently,
∂tu(t, x) +
1
2
∆xu(t, x) + h(t, x, u(t, x),Dxu(t, x)) = 0.
This is just the non-linear Feynman-Kac formula originally studied in Peng (1991) and Pardoux-
Peng (1992). In fact, with our new formulation, as functions of x, ϕ and h only need to be
measurable functions with polynomial growth.
4 Sobolev spaces on path space under nonlinear expectation
For the situation when G is not a linear function the problem becomes more subtle.
4.1 G-Sobolev spaces of path functions
In the G-expectation space, by G-Itoˆ’s formula, for u ∈ C∞(0,∞) we immediately obtain the
following decomposition.
Proposition 4.1 For each given u ∈ C∞(0,∞) we have
u(t, ω) = u(0, ω) +
∫ t
0
Dsu(s, ω)ds +
∫ t
0
Dxu(s, ω)dBs +
1
2
∫ t
0
D2xu(s, ω)d〈B〉s
= u(0, ω) +
∫ t
0
AGu(s, ω)ds +
∫ t
0
Dxu(s, ω)dBs +Kt,
10
where
AGu(s, ω) := (Ds +G ◦D2x)u(s, ω) = Dsu(s, ω) +G(D2xu(s, ω)),
and Kt is a non-increasing G-martingale:
Kt :=
1
2
∫ t
0
D2xu(s, ω)d〈B〉s −
∫ t
0
G(D2xu(s, ω))ds.
Definition 4.2 1) For u ∈ C∞(0, T ), we set
‖u‖p
Sp
G
= EG[ sup
s∈[0,T ]
|us|p].
We denote by SpG(0, T ) the completion of u ∈ C∞(0, T ) w.r.t. the norm ‖ · ‖SpG .
2) For u ∈ C∞(0, T ), we set
‖u‖p
W 1,2;p
G
= EG[ sup
s∈[0,T ]
|us|p +
∫ T
0
(|Dsus|p + |D2xus|p)ds + {
∫ T
0
|Dxus|2ds}p/2].
To define the G-Sobolev spaces, the key point is to show the uniqueness of the decompo-
sition for G-Itoˆ processes, which was actually solved by Song (2012) in the one-dimensional
G-expectation space and by Peng, Song and Zhang (2012) for the multi-dimensional case.
For simplicity of notation, in the rest of this paper we only consider the one-dimensional
G-expectation space with σ¯2 := EG[B21 ] > σ
2 := −EG[−B21 ].
Lemma 4.3 If
u(t, ω) =
∫ t
0
ζ(s, ω)ds +
∫ t
0
v(s, ω)dBs +
1
2
∫ t
0
w(s, ω)d〈B〉s = 0, t ∈ [0, T ],
with ζ, w ∈MpG(0, T ) and v ∈ HpG(0, T ), then we have ζ = v = w = 0.
Proof. By the uniqueness of the decomposition for continuous semimartingales we have v = 0
and
∫ t
0 ζ(s, ω)ds +
1
2
∫ t
0 w(s, ω)d〈B〉s = 0. By Corollary 3.5 in Song (2012) we conclude that
ζ = w = 0. 
Proposition 4.4 The norm ‖ · ‖W 1,2;p
G
is closable in the space SpG(0, T ): Let u
n ∈ C∞(0, T ) be
a Cauchy sequence w.r.t. the norm ‖ · ‖W 1,2;p
G
. If ‖un‖Sp
G
→ 0, we have ‖un‖W 1,2;p
G
→ 0.
Proof. The proposition follows directly from the uniqueness of the decomposition for G-Itoˆ
processes. 
Denote by W 1,2;pG (0, T ) the completion of C∞(0, T ) w.r.t. the norm ‖ · ‖W 1,2;p
G
. By the
above proposition, W 1,2;pG (0, T ) can be considered as a subspace of S
p
G(0, T ). Now the differen-
tial operators Dt, Dx and D
2
x defined on C∞(0, T ) can be continuously extended to the space
W 1,2;pG (0, T ).
Proposition 4.5 Assume u ∈ SpG(0, T ). Then the following two conditions are equivalent:
(i) u ∈W 1,2;pG (0, T );
(ii) u is of the form:
u(t, ω) = u(0, ω) +
∫ t
0
ζ(s, ω)ds+
∫ t
0
v(s, ω)dBs +
1
2
∫ t
0
w(s, ω)d〈B〉s,
where ζ, w ∈MpG(0, T ) and v ∈ HpG(0, T )
Moreover, we have
Dtu(t, ω) = ζ(t, ω), Dxu(t, ω) = v(t, ω), D
2
xu(t, ω) = w(t, ω).
11
Proof. (i) =⇒ (ii) is obvious. Let’s prove (ii) =⇒ (i). It suffices to prove it for the case that
ζ, v, w are step processes. Set tnk =
kT
2n and
Qn(t, ω) :=
2n−1∑
k=0
(Btn
k+1∧t
−Btn
k
∧t)
2 =
∫ t
0
λn(s, ω)dBs + 〈B〉t,
where λn(t, ω) =
∑2n−1
k=0 2(Bt −Btk)1]tk ,tk+1](t). Set
un(t, ω) := u(ω0) +
∫ t
0
ζ(s, ω)ds+
∫ t
0
v(s, ω)dBs +
1
2
∫ t
0
wsdQ
n(s, ω)
= u(ω0) +
∫ t
0
ζ(s, ω)ds+
∫ t
0
(v(s, ω) +
1
2
w(s, ω)λn(s, ω))dBs +
∫ t
0
1
2
w(s, ω)d〈B〉s.
Clearly un belongs to C∞(0, T ). By Proposition 4.1 and the uniqueness of the decomposition
for G-Itoˆ processes, we have
Dtu
n(t, ω) = ζ(t, ω), Dxu
n(t, ω) = v(t, ω) +
1
2
w(t, ω)λn(t, ω), D2xu
n(t, ω) = w(t, ω).
It’s easy to check that EG[(
∫ T
0 |Dxun(t, ω) − v(t, ω)|2dt)p/2] → 0. So u belongs to W 1,2;pG (0, T )
with
Dtu(t, ω) = ζ(t, ω), Dxu(t, ω) = v(t, ω), D
2
xu(t, ω) = w(t, ω).

Proposition 4.6 For each u, v ∈W 1,2;pG (0, T ), we have c1u+ c2v ∈W 1,2;pG (0, T ) and
Dt(c1u+ c2v) = c1Dtu+ c2Dtv,
Dx(c1u+ c2v) = c1Dxu+ c2Dxv, D
2
x(c1u+ c2v) = c1D
2
xu+ c2D
2
xv.
Moreover, if their product uv is also in W 1,2;pG (0, T ), then
Dt(uv) = vDtu+ uDtv, Dx(uv) = vDxu+ uDxv
D2x(uv) = vD
2
xu+ uD
2
xv + 2DxuDxv.
The proof is simply to apply the above proposition combined with the Itoˆ’s formula for uv.
Remark 4.7 1) By Proposition 4.5 we note that the equality
D2xu(t, ω) = Dx(Dxu)(t, ω)
does NOT hold for general u ∈ W 1,2;pG (0, T ) although it holds for u ∈ C∞(0, T ). Let’s see how
this happens from a simple example: Let u(t, ω) = 〈B〉t, t ∈ [0, 1]. By the definition we have
Dtu(t, ω) = Dxu(t, ω) = 0, D
2
xu(t, ω) = 2.
Set tnk =
k
2n and u
n(t, ω) =
∑2n−1
k=0 (Btnk+1∧t −Btnk∧t)2. By the definition we have
Dtu
n(t, ω) = 0, Dxu
n(t, ω) =
∑
k
2(Bt −Btk)1]tk ,tk+1](t), D2xun(t, ω) = 2.
It is easily seen that un → u in W 1,2;pG (0, T ). Particularly, Dxun → Dxu in HpG(0, T ). However,
Dx(Dxu
n)(t, ω) = D2xu
n(t, ω) = 2
does NOT converge to
Dx(Dxu)(t, ω) = 0.
2) Compared to Proposition 3.5, here the derivatives Dtu, Dxu, D
2
xu can be distinguished
clearly.
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4.2 Backward SDEs driven by G-Brownian motion
In this section we show that a backward stochastic differential equation is in fact a path
dependent PDE
4.2.1 One-one correspondence
Let us consider backward SDEs driven by G-Brownian motion in the following from: to find
Y ∈ SpG(0, T ), Z ∈ HpG(0, T ), η ∈MpG(0, T ) such that
Yt = ξ +
∫ T
t
f(s, Ys, Zs, ηs)ds−
∫ T
t
ZsdBs − (KT −Kt), (4.1)
where Kt =
1
2
∫ t
0 ηsd〈B〉s −
∫ t
0 G(ηs)ds, f : [0, T ]×R× Rd × S(d) 7→R is a given function and
ξ ∈ LpG(ΩT ) is a given random variable.
The related problem of path dependent PDEs: to find u ∈W 1,2;pG (0, T ) such that
Dtu+G(D
2
xu) + f(t, u,Dxu,D
2
xu) = 0, t ∈ [0, T ), (4.2)
u(T, ω) = ξ(ω). (4.3)
We call u a W 1,2;pG -solution of the path dependent PDE (4.2-4.3).
Assumption 2.
f(t, ω, Yt, Zt, ηt) ∈MpG(0, T ) for any (Y,Z, η) ∈ SpG(0, T ) ×HpG(0, T ) ×MpG(0, T ).
Theorem 4.8 Let (Y,Z, η) be a solution to the backward SDE (4.1). Then we have u(t, ω) :=
Yt(ω) ∈W 1,2;pG (0, T ) with Dxu(t, ω) = Zt(ω) and D2xu(t, ω) = ηt(ω).
Moreover, for u(t, ω) ∈W 1,2;pG (0, T ), the following conditions are equivalent:
(i) (u,Dxu,D
2
xu) is a solution to the backward SDE (4.1);
(ii) u is a W 1,2;pG -solution to the path dependent PDE (4.2-4.3).
4.2.2 Solutions of path dependent PDEs defined by G-BSDEs
Now let’s consider a special case of the path dependent PDE (4.2-4.3): f is independent of D2xu.
Dtu+G(D
2
xu) + f(t, u,Dxu) = 0, t ∈ [0, T ), (4.4)
u(T, ω) = ξ(ω). (4.5)
Let u ∈ W 1,2;pG (0, T ) be a solution to the path dependent PDE (4.4-4.5). By Theorem 4.8,
the processes
Yt := u(t, ω), Zt := Dxu(t, ω), Kt :=
1
2
∫ t
0
D2xu(s, ω)d〈B〉s −
∫ t
0
G(D2xu(s, ω))ds
satisfy the following backward SDE:
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdBs − (KT −Kt), (4.6)
which is a type of G-BSDE studied in [HJPS2012] (see the Appendix).
Let (Y,Z,K) be a solution of backward SDE (4.6). Generally, we don’t know whether
Y ∈ W 1,2;pG (0, T ). However, u(t, ω) := Yt is still a reasonable candidate for the solution of
the path dependent PDE (4.4-4.5). In section 5, we shall formulate it as a weak solution by
introducing the Sobolev spaceW
1
2
,1;p
AG
(0, T ), which, corresponding toW
1
2
,1;p
A (0, T ) in the classical
Wiener probability space, is an expansion of W 1,2;pG (0, T ) with weaker derivatives.
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4.2.3 Examples and applications
Example 4.9 Let η ∈MpG(0, T ). To find u ∈W 1,2;pG (0, T ) such that
Dtu+G(D
2
xu+ ηt) = 0 (4.7)
u(T, ω) = 0. (4.8)
Assume that u ∈W 1,2;pG (0, T ) is a solution to (4.7-4.8). Then
u(t, ω) = EGt [
1
2
∫ T
t
ηsd〈B〉s].
In fact,
ut = −
∫ T
t
Dsusds−
∫ T
t
DxusdBs − 1
2
∫ T
t
D2xusd〈B〉s
= −(MT −Mt) + 1
2
∫ T
t
ηsd〈B〉s,
where Mt :=
∫ t
0 DxusdBs +
1
2
∫ t
0 (D
2
xus + ηs)d〈B〉s −
∫ t
0 G(D
2
xus + ηs)ds is a G-martingale. So
ut = E
G
t [
1
2
∫ T
t
ηsd〈B〉s].
Example 4.10 Let η ∈MpG(0, T ). To find v ∈W 1,2;pG (0, T ) such that
Dtv +G
η(D2xv) = 0 (4.9)
v(T, ω) = 0, (4.10)
where Gη(ζs) =
1
2 [G(ζs + ηs) +G(ζs − ηs)].
Assume that v ∈W 1,2;pG (0, T ) is a solution to (4.9- 4.10). Then
vt = lim sup
n→∞
E
G
t [
1
2
∫ T
t
δn(s)ηsd〈B〉s],
where δn(s) = Σ
n−1
i=0 (−1)i1] iT
n
,
(i+1)T
n
]
.
Actually,
vt = −
∫ T
t
Dsvsds−
∫ T
t
DxvsdBs − 1
2
∫ T
t
D2xvsd〈B〉s
= −
∫ T
t
DxvsdBs − 1
2
∫ T
t
(D2xvs + δn(s)ηs)d〈B〉s +
∫ T
t
Gη(D2xvs)ds
+
1
2
∫ T
t
δn(s)ηsd〈B〉s.
So
vt + lim sup
n→∞
E
G
t [
1
2
∫ T
t
(D2xvs + δn(s)ηs)d〈B〉s +
∫ T
t
Gη(D2xvs)ds]
=
1
2
∫ T
t
δn(s)ηsd〈B〉s.
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Noting that
lim sup
n→∞
E
G
t [
1
2
∫ T
t
(D2xvs + δn(s)ηs)d〈B〉s +
∫ T
t
Gη(D2xvs)ds] = 0,
we get
vt = lim sup
n→∞
E
G
t [
1
2
∫ T
t
δn(s)ηsd〈B〉s].
Example 4.11 Let η ∈MpG(0, T ) and ε ∈ [0, σ
2−σ2
2 ]. To find u ∈W 1,2;pG (0, T ) such that
Dtu+Gε(D
2
xu) +
1
2
ηt = 0 (4.11)
u(T, ω) = 0, (4.12)
where Gε(a) =
1
2 [(σ
2 − ε)a+ − (σ2 + ε)a−].
Assume that u ∈W 1,2;pG (0, T ) is a solution to (4.11- 4.12). Then
u(t, ω) = EGεt [
1
2
∫ T
t
ηsds].
In fact,
ut = −
∫ T
t
Dsusds−
∫ T
t
DxusdBs − 1
2
∫ T
t
D2xusd〈B〉s
= −(M εT −M εt ) +
1
2
∫ T
t
ηsds,
where M εt :=
∫ t
0 DxusdBs +
1
2
∫ t
0 D
2
xusd〈B〉s −
∫ t
0 Gε(D
2
xus)ds is a Gε-martingale. So
ut = E
Gε
t [
1
2
∫ T
t
ηsds].
Set β = σ
2
σ2
and γ = β−1β+1 . For any a, α ∈ R and ε ∈ [0, σ
2−σ2
2 ], it’s easy to check that
G(a+ γ|α|) ≥ Gα(a) ≥ Gε(a) + 1
2
ε|α|.
So by the comparison theorem for the (path dependent) PDEs, we recover the estimates obtained
in [Song12] and [PSZ12].
Corollary 4.12 For any η ∈M1G(0, T ), we have
γEG[
∫ T
0
|ηs|d〈B〉s] ≥ lim sup
n→∞
E
G[
∫ T
0
δn(s)ηsd〈B〉s] ≥ εEGε [
∫ T
0
|ηs|ds].
5 Weak solutions in W
1
2
,1;p
AG (0, T )
5.1 G-Sobolev spaces W
1
2
,1;p
AG
(0, T )
5.2 Definition of G-Sobolev spaces
For each u ∈W 1,2;pG (0, T ) with Dtu = λ, Dxu = ζ and D2xu = γ, we set
u(t, ω) = u0 +
∫ t
0
AGu(s, ω)ds +
∫ t
0
ζ(s, ω)dBs +K
γ
t
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where we denote
Kγt =
1
2
∫ t
0
γ(s, ω)d 〈B〉s −
∫ t
0
G(γ(s, ω))d 〈B〉s .
and
AGu = λ+G(D2xu).
For u, v ∈W 1,2;pG (0, T ), set
d
W
1
2 ,1;p
AG
(u, v) = EG[ sup
s∈[0,T ]
|us − vs|p + (
∫ T
0
|Dx(us − vs)|2ds)p/2 +
∫ T
0
|AGus −AGvs|pds]1/p.
For each fixed η ∈MpG(0, T ) we set
W 1,2;pG (η) := {u ∈W 1,2;pG (0, T ) : AG(u) + η = 0},
which is the collection of all solutions of the PDE AG(u) + η = 0 in W 1,2;pG (0, T ). We denote by
W
1
2
,1;p
AG
(η) the completion of W 1,2;pG (η) under d
W
1
2 ,1;p
AG
.
We denote by W
1
2
,1;p
AG
(0, T ) the collection of all processes u ∈ SpG(0, T ) with the following
property: there exists a Cauchy sequence {un} ⊂W 1,2;pG (0, T ) with respect to the metric d
W
1
2 ,1;p
AG
such that ‖un − u‖Sp
G
→ 0.
Denote by Kp the closure of K0 := {Kγ· : γ ∈ MpG(0, T )} in the space SpG(0, T ). Obviously,
we have
W
1
2
,1;p
AG
(0, T ) = {u = u0+
∫ t
0
β(s)ds+
∫ t
0
ζ(s)dBs+Kt : β ∈MpG(0, T ), ζ ∈ HpG(0, T ), K ∈ Kp},
and
W
1
2
,1;p
AG
(η) = {u = u0 +
∫ t
0
η(s)ds +
∫ t
0
ζ(s)dBs +Kt : ζ ∈ HpG(0, T ), K ∈ Kp}.
5.2.1 A review of the structure of G-martingales
In order to understand the spaces W
1
2
,1;p
AG
(0, T ) and W
1
2
,1;p
AG
(η), we recall the structure of G-
martingales. [25] proved that for any ξ ∈ C∞(ΩT ), the G-martingale Xt = EGt [ξ] has the
following representation:
Xt = E
G[ξ] +
∫ t
0
ZsdBs +
1
2
∫ t
0
ηsd〈B〉s −
∫ t
0
G(ηs)ds (5.1)
for some Z ∈ HpG(0, T ), η ∈MpG(0, T ) and conjectured that for any ξ ∈ LpG(ΩT ) the representa-
tion (5.1) holds. Besides, [25] showed that for any η ∈MpG(0, T ),
Kt :=
1
2
∫ t
0
ηsd〈B〉s −
∫ t
0
G(ηs)ds
is a non-increasing G-martingale. So any process K ∈ Kp is a non-increasing G-martingale with
KT ∈ LpG(ΩT ). By Theorem 5.4 in [39], the converse statement is also right.
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For p ≥ 1 and ξ ∈ C∞(ΩT ), set ‖ξ‖pLp
G
= EG[supt∈[0,T ] |EGt [ξ]|p]. Denote by LpG(ΩT ) the
closure of C∞(ΩT ) with respect to the norm ‖ · ‖Lp
G
in LpG(ΩT ). [35] showed that for any
ξ ∈ L2G(ΩT ) the G-martingale Xt := EGt [ξ] has the following decomposition:
Xt = E
G[ξ] +
∫ t
0
ZsdBs +Kt, (5.2)
where Kt is a non-increasing G-martingale.
Song [38] showed that LpG(ΩT ) ⊃ LqG(ΩT ) for any 1 ≤ p < q. Moreover, [38] proved that
the decomposition (5.2) holds for any ξ ∈ LpG(ΩT ) with p > 1. Independently, [36] showed that
L
2
G(ΩT ) ⊃ LqG(ΩT ) for any q > 2.
Let u ∈ SpG(0, T ). We say that u is a weak G-Itoˆ process if there exist η ∈ MpG(0, T ) and
ζ ∈ HpG(0, T ) such that
u(t, ω)−
∫ t
0
ηsds −
∫ t
0
ζsdBs
is a non-increasing G-martingale. Clearly, ζ is determined uniquely by u. We denote ζ by Dxu,
which is consistent with the definition of the operator Dx for u ∈W 1,2;pG (0, T ).
Proposition 5.1 W
1
2
,1;p
AG
(0, T ) is exactly the totality of all weak G-Itoˆ processes.
The following proposition provides closability of the metric d
W
1
2 ,1;p
AG
in W 1,2;pG (η).
Proposition 5.2 The metric d
W
1
2 ,1;p
AG
is closable in W 1,2;pG (η) under the distance of S
p
G(0, T ):
Let {un}∞n=1 and {u¯n}∞n=1 be two Cauchy sequences in W 1,2;pG (η) w.r.t. the metric d
W
1
2 ,1;p
AG
. If
‖un − u¯n‖Sp
G
→ 0, we have d
W
1
2 ,1;p
AG
(un, u¯n)→ 0.
Proof. The Cauchy limits of un, u¯n ∈W 1,2;pG (0, T ) are denoted by
u(t, ω) = u(0, ω) −
∫ t
0
η(s, ω)ds +
∫ t
0
v(s, ω)dBs +Kt
and
u¯(t, ω) = u¯(0, ω) −
∫ t
0
η(s, ω)ds +
∫ t
0
v¯(s, ω)dBs + K¯t
respectively, with u(t, ω) ≡ u¯(t, ω). Thus ∫ t0 v(s, ω)dBs+Kt ≡
∫ t
0 v¯(s, ω)dBs+K¯t. It follows from
the uniqueness of decomposition theorem of G-martingale that v(t, ω) ≡ v¯(t, ω) and Kt ≡ K¯t.

Proposition 5.3 Let η ∈MpG(0, T ) be given. Then u ∈W
1
2
,1;p
AG
(η) if and only if u ∈W
1
2
,1;p
AG
(0, T )
and ut −
∫ t
0 Dxu(s)dBs −
∫ t
0 ηsds is a non-increasing G-martingale.
5.3 Fully nonlinear path dependent PDEs
Let’s formulate the weak solution to the path dependent PDE (4.4-4.5) in the G-Sobolev space
W
1
2
,1;p
AG
(0, T ).
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Definition 5.4 We say u ∈W
1
2
,1;p
AG
(0, T ) is a W
1
2
,1;p
AG
-solution to the path dependent PDE (4.4-
4.5) if
u(T, ω) = ξ(ω), u ∈W
1
2
,1;p
AG
(η) with ηt(ω) = g(t, ω, u(t, ω),Dxu(t, ω)).
The following theorem says that the W
1
2
,1;p
AG
-solution of the PPDE (4.4-4.5) corresponds
exactly to the solution of G-BSDE (4.6) studied in [HJPS2012].
Theorem 5.5 (i) Assume (Y,Z,K) is a solution to the backward SDE (4.6) and g(t, ω, Yt, Zt) ∈
MpG(0, T ).
Then we have u(t, ω) := Yt(ω) ∈W
1
2
,1;p
AG
(0, T ) with Dxu(t, ω) = Zt(ω). Moreover, we have
u(T, ω) = ξ(ω), u ∈W
1
2
,1;p
AG
(η) with ηt(ω) = g(t, ω, u(t, ω),Dxu(t, ω)).
Namely u is a W
1
2
,1;p
AG
-solution to the path dependent PDE (4.4-4.5).
(ii) Let u ∈W
1
2
,1;p
AG
(0, T ) be a W
1
2
,1;p
AG
-solution to the path dependent PDE (4.4-4.5). Set
Kt = u(t, ω) +
∫ t
0
g(s, ω, u(s, ω),Dxu(s, ω))ds −
∫ t
0
Dxu(s, ω)dBs.
Then (u,Dxu,K) is a solution to the backward SDE (4.6).
Assume that the function g(t, ω, y, z) : [0, T ] × ΩT × R × R → R satisfies the following
assumption: there exists some β > 1 such that
(H1) for any y,z, g(t, ω, y, z) ∈MβG(0, T );
(H2) |g(t, ω, y, z) − g(t, ω, y′, z′)| ≤ L(|y − y′|+ |z − z′|) for some constant L > 0.
Corollary 5.6 Assume ξ ∈ LβG(ΩT ) and g satisfies (H1) and (H2) for some β > 1. Then, for
each p ∈ (1, β), the path dependent PDE (4.4-4.5) has a uniqueW
1
2
,1;p
AG
-solution u ∈W
1
2
,1;p
AG
(0, T ).
Proof. Uniqueness is straightforward from Theorem 5.5 and Theorem 6.2.
Existence. By Theorem 6.2 we know that the backward SDE (4.6) has a solution (Y,Z,K).
By the assumption (H1) and (H2), we conclude g(t, ω, Yt(ω), Zt(ω)) ∈MpG(0, T ). So we get the
existence from Theorem 5.5. 
Corollary 5.7 u ∈ SpG(0, T ) is a G-martingale if and only if u ∈ W1,2;pG (0).
Proof. By the G-martingale decomposition theorem, u ∈ SpG(0, T ) is a G-martingale if and only
if u is a solution of backward SDE (4.6) with f = 0. 
5.4 Weak G-Itoˆ processes
For a weak G-Itoˆ process
u = u0 +
∫ t
0
η(s, ω)ds +
∫ t
0
ζ(s, ω)dBs +Kt,
generally we don’t know whether the above decomposition is unique. More precisely, we can’t
distinguish
∫ ·
0 ηsds, η ∈MpG(0, T ) from non-increasing G-martingales. In this section, we confine
η in a subspace of MpG(0, T ) to guarantee that the decomposition is unique.
For a step process η, set ‖η‖2
M˜p
G
=
∫ T
0 E
G[|ηs|2]ds. Denote by M˜pG(0, T ) the completion of
the collection of step processes with respect to the norm ‖ · ‖M˜p
G
.
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Proposition 5.8 For p ≥ 1, M˜pG(0, T ) is a subspace of MpG(0, T ).
Proof. Assume that {ηn} ⊂ M0(0, T ) is a Cauchy sequence w.r.t. the norm ‖ · ‖M˜p
G
and
that ‖ηn‖Mp
G
converges to 0. We shall prove that ‖ηn‖M˜p
G
converges to 0. Actually, since
{ηn} ⊂ M0(0, T ) is a Cauchy sequence w.r.t. the norm ‖ · ‖M˜p
G
, there exists a process η such
that ‖ηn − η‖M˜p
G
→ 0. Then we have ‖η‖Mp
G
= 0 since ‖ηn‖Mp
G
converges to 0. For m ∈ N, set
h = T/m and
ηht =
m−1∑
k=1
1(kh,(k+1)h](t)
1
h
∫ kh
(k−1)h
ηsds.
Clearly, we have ‖ηh‖M˜p
G
= 0. Consequently, we have
‖η‖M˜p
G
≤‖ηh − η‖M˜p
G
≤‖ηh − ηhn‖M˜p
G
+ ‖ηn − ηhn‖M˜p
G
+ ‖ηn − η‖M˜p
G
≤ 2‖ηn − η‖M˜p
G
+ ‖ηn − ηhn‖M˜p
G
.
First letting h converge to 0, then letting n go to infinity, we have ‖η‖M˜p
G
= 0. So
‖ηn‖M˜p
G
≤ ‖ηn − η‖M˜p
G
→ 0.

Lemma 5.9 Assume
∫ t
0 ηsds + Kt = Lt, where η ∈ M˜pG(0, T ), Kt, Lt are non-increasing G-
martingales with KT , LT ∈ LpG(ΩT ) for some p > 1. Then we have
∫ t
0 ηsds = 0 and Kt = Lt.
Proof. Let ζ ∈ M˜pG(0, T ). We claim that A = 0 if At :=
∫ t
0 ζsds is a G-martingale. In fact At
must be a non-increasing G-martingale by G-martingale decomposition theorem. For n ∈ N, set
h = T/n and
ζˆnt =
n−1∑
k=0
1(kh,(k+1)h](t)
1
h
∫ (k+1)h
kh
ζsds,
ζˇnt =
n−1∑
k=1
1(kh,(k+1)h](t)
1
h
∫ kh
(k−1)h
ζsds.
For t ∈ (kh, (k + 1)h], we have EG[ζˆnt − ζˇnt ] = 1hEG[−(Akh −A(k−1)h)]. So
0← {T p−1
∫ T
0
E
G[|ζˆnt − ζˇnt |p]dt}1/p ≥
∫ T
0
E
G[ζˆnt − ζˇnt ]dt
=
n−1∑
k=1
E
G[−(Akh −A(k−1)h)]
≥ EG[−A (n−1)T
n
]→ EG[−AT ].
Assume
∫ t
0 ηsds+Kt = Lt. Since Lt is non-increasing, L˜t :=
∫ t
0 η
+
s ds+Kt is also non-increasing.
By this we have 0 ≥ EGs [−
∫ t
s η
+
s ds] ≥ EGs [Kt −Ks] = 0. So −
∫ t
0 η
+
s ds is a G-martingale, which
implies that
∫ t
0 η
+
s ds = 0. By the same arguments, we have
∫ t
0 η
−
s ds = 0. By Proposition 5.8,
we have ‖η‖M˜p
G
= 0. 
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6 Appendix: Backward SDEs driven by G-BM
In [HJPS2012] the authors studied the backward stochastic differential equations driven by a
G-Brownian motion (Bt)t≥0 in the following form:
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdBs − (KT −Kt). (6.1)
where K is a non-increasing G-martingale.
The main result in [HJPS2012] is the existence and uniqueness of a solution (Y,Z,K) for
equation (6.1) in the G-framework under the following assumption: there exists some β > 1
such that
(H1) for any y, z, f(·, ·, y, z) ∈MβG(0, T );
(H2) |f(t, ω, y, z) − f(t, ω, y′, z′)| ≤ L(|y − y′|+ |z − z′|) for some L > 0.
Definition 6.1 Let ξ ∈ LβG(ΩT ) and f satisfy (H1) and (H2) for some β > 1. A triplet of
processes (Y,Z,K) is called a solution of equation (6.1) if for some 1 < α ≤ β the following
properties hold:
(a) Y ∈ SαG(0, T ), Z ∈ HαG(0, T ), K is a non-increasing G-martingale with K0 = 0 and KT ∈
LαG(ΩT );
(b) Yt = ξ +
∫ T
t f(s, Ys, Zs)ds −
∫ T
t ZsdBs − (KT −Kt).
The main result in [HJPS2012] is the following theorem:
Theorem 6.2 Assume that ξ ∈ LβG(ΩT ) and f satisfies (H1) and (H2) for some β > 1. Then
equation (6.1) has a unique solution (Y,Z,K). Moreover, for any 1 < α < β we have Y ∈
SαG(0, T ), Z ∈ HαG(0, T ) and KT ∈ LαG(ΩT ).
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