Abstract-As a software product line evolves, it typically introduces new features and includes new products over time. A known cause of software aging in product lines is the introduction of new features that interact in unplanned and even risky ways with the existing features. This can lead to failures, performance degradation, and hazardous states in a new product. Software product line developers currently identify new, unwanted feature interactions primarily in the testing of each new product. This incurs significant costs, comes late in development, and does not exploit the knowledge of prior feature interactions within a product line. The contribution of our paper is to leverage knowledge of prior feature interactions in a product line, together with similarity measures between the features in known feature interactions and the new features, in order to detect similar feature interactions in a new product much earlier in the development process. Results from application to a case study from the literature show that this approach accurately detected 73% of feature interactions. This small study suggests that using similarity measures at the feature level within a product line to detect problematic interactions involving a new feature can effectively reduce this cause of aging in a software product line.
I. INTRODUCTION
A software product line is a family of products that share certain core, common features as well as other optional or alternative features, to the extent that it is worthwhile to study those products together as a set [1] , [2] . A feature is a unit of functionality. Software product lines have many advantages for both companies and customers. Software product lines evolve over time as new features and products are added [3] , [4] . However, software aging, with its performance degradation and increased failure rate, hinders developers from fully taking advantage of the product line engineering framework [5] , [6] .
A known cause of software aging in software product lines is unintended feature interactions that emerge as the product line evolves over time [7] - [9] . Adding new product line features or changing existing ones can introduce unintended feature interactions. Unwanted feature interactions can increase the failure rate of a software product line, degrade performance, and contribute to hazardous states. [10] - [12] .
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Detecting feature interactions is difficult, and developers currently depend primarily on testing to find them in large software product lines [11] , [13] , [14] . Such detection is costly and fails to exploit developers' knowledge of prior feature interactions that exist in the product line.
The work reported in this paper leverages knowledge of prior feature interactions in a product line, together with similarity measures, to improve detection of feature interactions in a new product in a software product line. While previous approaches can detect feature interactions in the testing phase, we want to detect them earlier, in the design phase.
Our approach uses the fact that product line repositories typically include documentation of known feature interactions, derived from previous experience and bug reports. We use similarity measures to calculate the similarity between those features known to interact in the software product line and the new features. We then employ this information to build a model that detects similar feature interactions in the new product much earlier in the development process.
We thus target two goals in our study. First, we want to understand whether information about software product line features' structural elements can suffice to detect potential new feature interactions. Second, we want to investigate whether similarity measures can help achieve this detection. To address these issues, our study aims to address the following questions:
• RQ1: How effectively can we measure the similarity between a new feature and existing features using structural similarity measures?
To what extent does a high similarity measure between a new and an existing feature, in the context of a known feature interaction, detect possible feature interactions in a new product? We investigate these research questions by applying our approach to a case study, an Electronic Mail system introduced by Hall in [9] and extended as a benchmark in software product line literature [15] .
Results obtained from application of our approach to the software product line case study showed an accuracy of 73% in detecting feature interactions. This indicates that the use of similarity measures between features in a software product line can help detect potential feature interactions in the design phase of a newly added product. The contribution of our paper is a framework to detect feature interaction in the early-phase development of a new product in a software product line, based on the structural similarity model at the product line's feature level. All artifacts, code, and analysis used in this study are available at our github 1 . The remainder of the paper is structured as follows. Section II describes our similarity approach for detecting feature interaction in a software product line. Section III describes the evaluation of the approach on the case study. Section IV discusses related work, and Section V summarizes the results and directions for future work.
II. DESCRIPTION OF APPROACH
In this section we first provide some needed background, motivate our work, and introduce our proposed framework. We then describe the case study used in our work and provide an illustrative example.
A. Background and motivation
A set of software products that share some features and differ in some other features characterizes a software product line (SPL). In a SPL we can take advantage of feature modularity and combine features in various configurations to create a growing set of new products [17] . To better understand the features in a domain, developers use feature models [18] .
The Feature-Oriented Domain Analysis (FODA) defines the first graphical representation of a tree to express the commonalities and variations in a software product line. The basic term in the FODA is the feature, defined as "a prominent or distinctive user-visible aspect, quality, or characteristic of a software system or systems," [19] . In a feature model, features and their relationships are drawn in a tree diagram. The root of 1 https://github.com/zahrakhoshmanesh/Similarity-Based-FI-Detection the tree is the product line. Every node in the tree is optional or mandatory [20] .
Feature interactions occur when we integrate two or more features from a feature model to produce a new product, but they do not work together as intended. Many researchers have performed studies using testing in order to detect feature interaction. However, testing all combinations is infeasible due to the combinatorial complexity of real-world large product lines [21] - [23] .
While testing and formal methods to detect feature interaction in software product lines are useful, these methods detect them late in development and are sometimes impossible due to combinatorial explosion. This motivates us to propose a framework based on the use of similarity measures to detect feature interaction in an earlier stage of development.
B. Framework
Since detecting feature interaction at the code level is costly and occurs late in development, we focus on the structural artifacts of a SPL consisting of the feature model and the class elements related to each product line feature, such as class variables and methods. We thus propose an efficient framework using similarity measures to detect new feature interactions in an SPL. We have identified three main artifacts for our framework to detect feature interactions: 1) a repository of known feature interactions, 2) a set of artifacts in the SPL consisting of a feature model and class attributes and methods, and 3) a set of similarity measures to know how close new features are to existing features. The proposed framework is shown in Figure 1 . As depicted in Figure 1 , there are known feature interactions extracted from bug reports and structural elements of product line features such as class variables and class methods in the repository. [9] , [16] We use these artifacts and apply similarity metrics to build a similarity model to detect new feature interaction.
A possible usage scenario for the framework is outlined as follows. Suppose we want to know whether a new product with both existing feature F1 and new feature F3 together will have an interaction or not.
We use the feature model and the class attributes and methods of every feature to extract the main characteristics of features. In the next step, we apply similarity measures to new features F3, and known features in the feature interaction repository. Finally the similarity model will detect whether or not new feature F3 potentially participates in any feature interactions.
C. SPL case study
We evaluate our approach on one of the most studied software systems in the feature interaction literature, the electronic mail system described by Hall [9] , [24] . The applications of the Electronic Email system are extensive, and its correctness is very important. We use a software product line version of the E-mail system given in [15] .
As depicted in Figure 2 , there are eight PL features in the E-mail system: EmailClient, Encrypt, Decrypt, Forward, Addressbook, Autoresponder, Sign, and Verify. Table I gives a brief description of each figure [16] . EmailClient is the base feature (the commonality) and must be in all products built in the Email software product line. All the other features are optional. A security property that must hold for all products is that email content shall be kept encrypted if received email was encrypted. An example of a feature interaction is a product that has the EmailClient, Encrypt, and Forward features [25] . The EmailClient feature implements a basic email system that can receive and send emails. The Encryption feature allows the user to encrypt the email's contents. The user is able to forward an email to a third party with the Forward feature.
While the Encrypt and Forward features are created to work with the Email Client feature, they are implemented independently and do not know about each other. Thus, the EmailClient feature and Encrypt feature work well together. In the same way, EmailClient and Forward also work as intended.
The bad scenario occurs when we combine features EmailClient, Encryption, and Forward together. When EmailClient sends an encrypted email to a second email client, and the second email client forwards the email to a third party, the second host sends email in plain text if the public key of the third party is not available. This scenario can be hazardous since it violates the security property of the system that states that encrypted email must remain encrypted over the network [16] , [24] .
D. Similarity measures to detect Feature Interaction
Similarity is the key piece of our framework. We use similarity as a heuristic tool to compare two features in the SPL. We selected two similarity metrics used in software product line testing literature to identify configuration interaction, Jaccard distance [26] and Hamming distance [27] .
In studies, researchers have successfully used both Jaccard and Hamming distances to prioritize product line test cases in SPL testing [13] , [28] - [30] . These two similarity metrics are used in the software testing literature to compare two products, while we use them here to compare two features in a SPL.
Jaccard distance is a set-based metric for computing the similarity value of two sets. Each feature in a SPL has a set of class variables and a set of class methods. We compare the sets of class variables and the sets of class methods between pairs of features. Let F be the possible features in a SPL. Jaccard distance is defined as follows in equation (1):
The value of the Jaccard distance is between zero and one. Zero means two features in the SPL are totally different, while one means that these two features are identical. |F i∩F j| refers to the number of common class variables and class methods of two product-line features. |F i ∪ F j| refers to the number of members of two PL features.
Hamming distance is also a set-based metric which measures the similarity between two sets, here of elements associated with two features in a SPL. Hamming distance is given by equation (2) .
The interpretation of similarity embodied in Hamming distance is the same as that in Jaccard distance. The closer two features are to each other according to the Hamming distance, the more similar they are. In the Hamming formula, deselected members of two sets, here feature variables and methods, are considered as well. Deselected members of the two sets are taken into account since some interactions take place because of deselection of the set's members [30] , [31] .
Illustrative Example. Here we show how the similarity model works with an illustrative example. There are eleven known feature interactions in our case study, the E-mail system extracted from [9] , [16] , [24] . Table II shows these eleven known feature interactions in our study. Except for the feature interaction with Id=0 which was described in [16] , the other feature interactions were described in [9] , [24] . We explained the interaction between Encrypt and Forward above, and refer the reader to [24] and [9] for the details of the other interactions shown in Table II . Verify , Forward Figure 3 shows the process performed by our framework to detect new feature interactions. Consider feature interaction with Id=8 in Table II between Encrypt and Autoresponder. (As a reminder, the EmailClient feature must be in all products built in the E-mail SPL.) We consider features such as Addressbook, Decrypt, Forward, Sign, and Verify as possible new features that we would like to add. We thus compute the structural similarity between new features and features in the known interaction, here between Encrypt and Autoresponder. As depicted in Figures 4 and 5 , Decrypt has the highest similarity to the Autoresponder feature in both Jaccard and Hamming distance. Therefore, our similaritybased model detects the pair Decrypt-Encrypt as a potential feature interaction, and this is a true detection [9] , [24] . In the same way, we use this process for all known feature interactions in the SPL repository. Safety analysts and developers then can use the output from the similarity-based framework to detect possible feature interactions in the new product without waiting until the test phase to identify them. In contrast to detecting feature interactions by testing, our approach is less costly and is able to detect feature interactions earlier at the design phase when developing a new product in the SPL.
III. RESULTS
In this section, we present our results for each of the two research questions. We investigate three different similarity metrics, Jaccard, Hamming, and Combined, and build and evaluate detection calculation models based on them. The Combined metric is the disjunction of the Jaccard and Hamming distance values.
We computed the Jaccard and Hamming distance between all the product-line features in our SPL case study, the Electronic Mail System. Figures 4 and 5 show the results for Jaccard and Hamming distances, respectively.
We set the threshold for considering two features to be similar to 0.1 for Jaccard distance and 0.8 for Hamming distance for our case study. For RQ1, for each of the three similarity metrics, we evaluate the detection model on the Electronic Mail System and report the performance in terms of true detection and false detection of feature interaction [32] . The feature interactions reported in Table II serve as the oracle.
A. RQ1
How effectively can we measure the similarity between a new feature and existing features using structural similarity measures? Table III shows the true and false detection for our similarity model with Jaccard distance, Hamming distance, and the Combined metric, respectively. As depicted in Table III , the model using Jaccard detected 23 pairs as feature interactions of which 16 are true detection and 7 are false positives.
In the same way, our similarity model using Hamming detected 26 pairs as feature interactions shown in Table III . While 19 pairs were detected correctly as feature interactions, 7 pairs were false alarms. The total detection using the Hamming model was slightly more than using the Jaccard model since in some cases there was more than one feature having the highest similarity. Thus, we reported all features having the highest similarity as candidates for feature interaction.
We next combined Jaccard and Hamming and repeated the experiment. The performance results under the combined metric are shown in Table III . The model detected 21 pairs correctly as feature interaction while 9 pairs were detected incorrectly.
B. RQ2
To what extent does a high similarity measure between a new and an existing feature, in the context of a known feature interaction, detect possible feature interactions in a new product? Based on the results described for RQ1, we conclude that high similarity measures between features can predict new feature interactions. Although the accuracy of our proposed framework differs with different similarity metrics, the difference was small. Among 11 feature interactions shown in Table  IV , Jaccard distance detected 10 of them while Hamming was able to detect 9 feature interactions. Neither Hamming nor Jaccard could detect AddressbookEncrypt as a feature interaction. This happens because Addressbook does not have the highest similarity value of any of the features in the SPL, as shown in Figures 4 and 5 . Since it has the second or third highest value, it is not selected. Nevertheless, if we were to allow the model to select the second or third highest similar feature, it would detect Addressbook-Encrypt and Sign-Verify as feature interactions. Investigating such alternatives is a topic for future work. While Jaccard recognized Sign-Verify as a feature interaction, Hamming did not detect it. As shown in Figure 6 , this is because Sign is not the feature most similar to any other feature in Hamming distance, and Hamming returned Decrypt as the most similar feature to the Encrypt feature. This causes the Sign-Verify interaction not to be detected in Hamming. To overcome this weakness we investigated the Combined metric, i.e., the disjunction of Jaccard and Hamming.
Although the similarity model cannot detect all feature interactions, the results indicate that its use can help developers detect a significant fraction of the feature interactions in the new product in an earlier stage and at a lower cost.
C. Threats to validity
In this subsection we describe some threats to the validity of our model. First, we have investigated a single case study to evaluate our work. However, this case study is considered to be a benchmark in the SPL literature. While our work can be applied to other domains generally, we are not sure about the generality of our result and more work is necessary to improve our results.
The second main threat comes from the artifacts that we applied our study on. We just collect and use them, and we do not know about the correctness of them.
Finally, although we use a limited set of similarity metrics in our study, our findings show that the accuracy of three different similarity measures in detecting feature interaction does not differ much and they produce similar results.
IV. RELATED WORK
While similarity measures have been considered widely in software testing, to our knowledge they have not been studied for detection of feature interactions at the feature level for a new product in a software product line.
In work to detect aging in an SPL, Johnsson and Bosch [7] proposed an approach to quantify the aging of a software architecture for a software product line. They identified that adding features to software product lines and changing the existing features increase the cost of maintenance and also increase the failure rate over time resulting in software aging in software product lines. Unlike their work, our study considers similarity measures in order to detect software aging related to feature interactions in a SPL.
Cotroneo, Natella, and Pietrantuono [33] , [34] investigated the relation between software aging and software metrics. They used software metrics as predictor variables and fed them into machine learning algorithms for building models to predict the location of source code files related to aging bugs. Their results showed that the software aging effects are related to the software metrics. While we used similarity scores as software metrics to detect software aging, our study differs from theirs since we used similarity scores to detect feature interactions in a SPL.
Atlee, Fahrenberg, and Legay [35] suggested a method to measure the degree to which features interact in a software product line. They used transition systems and similarity measures to compute the degree of feature interaction in a featured transition system. Our study differs from theirs in not requiring developers to produce a formal model of the system. Al-Hajjaji, et al. [30] proposed a similarity-based prioritization that increases coverage of SPL test cases to detect errors in reasonable time. They compared the result of their algorithm with three sampling algorithms and concluded that the similarity-based prioritization algorithm can compete with them and produce the test cases faster.
Sánchez, Segura, and Ruiz-Cortés [29] investigated five different prioritization criteria including dissimilarity to generate test cases for software product-line testing. They obtained 87% accuracy with prioritization based on dissimilarity. While we use a similarity model to detect feature interaction, their work differs from ours in that we apply similarity to individual features rather than to the entire product in a SPL and detect feature interaction at the design stage rather than the testing phase.
Sahak, Jawawi, and Halim [36] also evaluated different similarity measures for test case prioritization in software product lines. The authors found that a text matching measure performed best for test case prioritization in the SPL. However, our study is very different since we use similarity measures on product-line features rather than on SPL test cases.
Finally, in related work to detect class similarity, Al-Khiaty and Ahmed [37] evaluated some similarity metrics introduced in WordNet [38] , using an is-a hierarchy of concepts to measure the semantic similarity of two class diagrams. Our study differs in that we used similarity in PL features to detect feature interactions rather than to match two UML class diagrams by semantic similarity.
V. CONCLUSION AND FUTURE WORK
In this paper we proposed a similarity-based model to detect feature interactions at the design phase of a new product in a software product line using knowledge of prior feature interactions in that SPL. The heuristic behind this study is that similar features often behave in the same way and, if one is known to have a problematic interaction with a certain feature, then it is likely that the similar feature also will have a problematic interaction in a new product also having that certain feature. We use structural artifacts of a productline feature such as attributes and methods to measure the similarity between two features.
Our results from evaluation of this approach on artifacts from a software product line show that using similarity measures between features in a software product line can help us detect possible feature interactions at the design stage.
In future work we plan to consider more product line artifacts such as requirements documents and activity diagrams. Using additional artifacts for a software product line may lead to a more accurate model. In associated work, we also plan to evaluate the use of similarity measures to detect feature interactions on additional, larger software product lines.
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