Chest radiography is an extremely powerful imaging modality, allowing for a detailed inspection of a patient's thorax, but requiring specialized training for proper interpretation. With the advent of high performance general purpose computer vision algorithms, the accurate automated analysis of chest radiographs is becoming increasingly of interest to researchers. However, a key challenge in the development of these techniques is the lack of sufficient data. Here we describe MIMIC-CXR, a large dataset of 371,920 chest x-rays associated with 227,943 imaging studies sourced from the Beth Israel Deaconess Medical Center between 2011 -2016. Each imaging study can pertain to one or more images, but most often are associated with two images: a frontal view and a lateral view. Images are provided with 14 labels derived from a natural language processing tool applied to the corresponding free-text radiology reports. All images have been de-identified to protect patient privacy. The dataset is made freely available to facilitate and encourage a wide range of research in medical computer vision.
Introduction
Chest radiography is a common imaging modality used to assess the thorax and the most common medical imaging study in the world. Chest radiographs are used to identify acute and chronic cardiopulmonary conditions, verify that devices such as pacemakers, central lines, and tubes are correctly positioned, and to assist in related medical workups. In the U.S., the number of radiologists as a percentage of the physician workforce is decreasing [1] , and the geographic distribution of radiologists favors larger, more urban counties [2] . Delays and backlogs in timely medical imaging interpretation have demonstrably reduced care quality in such large health organizations as the U.K. National Health Service [3] and the U.S. Department of Veterans Affairs [4] . The situation is even worse in resource-poor areas, where radiology services are extremely scarce. As of 2015, only 11 radiologists served the 12 million people of Rwanda [5] , while the entire country of Liberia, with a population of four million, had only two practicing radiologists [6] . Accurate automated analysis of radiographs has the potential to improve the efficiency of radiologist workflow and extend expertise to under-served regions.
The combination of burgeoning datasets with increasingly sophisticated algorithms has resulted in a number of significant advances in other application areas of computer vision [7, 8] . A key requirement in the application of these advances to automated chest radiograph analysis is sufficient data. Over time, progressively larger databases have been made available. The Japanese Society of Radiological Technology (JSRT) Database contains 247 images with labels of chest nodules as confirmed by subsequent computed tomography (CT) [9] . Notably, the dataset is provided with annotations segmenting the lungs and heart. The Open-I Indiana University Chest X-ray dataset contains 8,121 images associated with 3,996 de-identified radiology reports [10] . More recently, the NIH released ChestX-ray14 (originally ChestX-ray8), a collection of 112,120 frontal chest radiographs from 30,805 distinct patients with 14 binary labels indicating existence pathology or lack of pathology [11] .
Here we present MIMIC Chest X-ray (MIMIC-CXR), a large publicly available dataset of chest radiographs. The dataset contains 371,920 images corresponding to 224,548 radiographic studies performed at the Beth Israel Deaconess Medical Center in Boston, MA. The dataset is de-identified to satisfy the US Health Insurance Portability and Accountability Act of 1996 (HIPAA) Safe Harbor requirements. Protected health information (PHI) has been removed. Randomly generated identifiers are used to group distinct reports and patients.
Images are provided with one or more labels derived from the corresponding free-text radiology report using an open source labeler [12] 1 . Labels significantly overlap with those of the NIH ChestX-ray14 dataset and cover a variety of common pathologies in a U.S. urban population. The dataset is intended to support a wide body of research in medical imaging including image understanding and decision support.
Chest radiographs
Chest radiographs were sourced from the hospital picture archiving and communication system (PACS) in Digital Imaging and Communications in Medicine (DICOM) format. All studies for patients admitted to the emergency department between 2011 -2015 were queried. Images were linked to corresponding radiology reports using the hospital's radiology information system. Images sometimes contain "burned in" annotations: areas where pixel values have been modified after image acquisition in order to display text. Annotations contain relevant information including: image orientation, anatomical position of the subject, timestamp of image capture, and so on. The resulting image, with annotations encoded within the pixel themselves, is then transferred from the modality to PACS. Since the annotations are applied at the modality, it is impossible to recover the original image without annotations. As all patient PHI must be removed to satisfy HIPAA Safe Harbor, images were de-identified using a custom algorithm which removed dates and patient identifiers, but retained radiologically relevant information such as orientation. The algorithm applied an ensemble of image preprocessing and optical character recognition approaches to detect text within an image. Text was identified due to its significant contrast with the background, and due to its consistent pixel value within an image. Suspected PHI was removed by setting all pixel values in a bounding box encompassing the PHI to black. Subsequent to deidentification, we manually reviewed 6,900 radiographs for PHI. Each image was reviewed by two independent annotators. 180 images were identified for a secondary consensus review; none of which ultimately had PHI. The most common causes for annotators to request consensus review were: (1) existence of a support device such as a pacemaker, (2) text identifying in-hospital location (e.g. "MICU"), and (3) obscure text relating to radiograph technique (e.g. "prt rr slot 11").
After de-identification, images were exported in the JPEG standard format. Pixel data were normalized to the unit interval, and bit-depth was subsequently scaled to 8-bit (0-255). If necessary, image intensity values were inverted to the ensure the image transitioned from dark to bright as pixel value increased. Histogram equalization was then applied, and the image was written out in the compressed JPEG format with a quality value of 95.
Note that, aside from de-identification and conversion to JPEG, no filtering or processing of the images was performed. Consequently, images exhibit a number of phenomena common in daily practice. The quality of images varies, both in terms of technique and in terms of patient orientation (e.g. not all patients are healthy enough to stand for a posterior-anterior orientated radiograph). Images may omit anatomy present in a standard chest radiograph, or have objects that obstruct important anatomy. Finally, images may have post-processing applied at the modality such as collimation to improve image pre-processing or rotation to correct orientation. Figure 1 presents a selection of images from the dataset exhibiting challenges to automated processing. 
Labeling of the reports
Radiology reports at the source hospital are semi-structured, with radiologists documenting their interpretations in titled sections. The structure of these reports are generally consistent through the use of standardized documentation templates, though can drift over time as the template changed. There can also be some inter-reporter variability as the structure of the reports are not enforced by the user interface and can be overridden by the user. The two primary sections of interest are findings; a natural language description of the important aspects in the image, and impression; a short summary of the most immediately relevant findings. Labels for the images were derived from either the impression section, the findings section (if impression was not present), or the final section of the report (if neither impression nor findings sections were present). Of the total 227,943 reports, 82.4% had an impression section, 12.5% had a findings section, and 5.1% did not have an impression or findings section.
Labels were determined using the open source CheXpert labeler [12] . CheXpert is a rule based classifier which proceeds in three stages: (1) extraction, (2) classification, and (3) aggregation. In the extraction stage, all mentions of a label are identified, including alternate spellings, synonyms, and abbreviations (e.g. for pneumothorax, the words "pneumothoraces" and "ptx" would also be captured). Mentions are then classified as positive, uncertain, or negative using local context. Finally, aggregation is necessary as there may be multiple mentions of a label. Priority is given to positive mentions, followed by uncertain mentions, and lastly negative mentions. If a positive mention exists, then the label is positive. Conversely, if a negative and uncertain mention exist, the label is uncertain. These stages are used to define all labels except "No Finding", which is only positive if all other labels except "Support Devices" are negative or unmentioned. More detail is provided in the CheXpert article [12] . Example reports with labels are shown in Table 1 . Table 2 shows the frequency of various labels in the reports in the majority subset of the images. 
Validation of labels
A random set of reports were selected for validation of the CheXpert labeler. Stratified sampling was used to ensure adequate capture of the various pathologies. A total of 687 reports were reviewed by a board certified radiologist with 8 years experience (ML) and manually labeled according to the 14 categories in CheXpert. The labeling process followed guidelines set forth by the authors of the CheXpert labeler and described therein [12] .
NegBio
2 , the open source algorithm used to create the labels in the ChestX-ray14 dataset, was the basis for the development of Chexpert and is used as a comparator [11, 13] .
The two label algorithms were evaluated in three tasks: mention extraction, negation detection, and uncertainty detection. For the mention extraction task, any assigned label (positive, negative, or uncertain) is considered a positive prediction, while blank (no mention) is considered a negative prediction. For negation detection, negated labels are positive while all other labels are negative. Finally, for uncertainty detection, uncertain labels are positive while all other labels are negative. The harmonic mean of the sensitivity and positive predictive value, referred to as the F1 score, was calculated for each group independently. Table 3 shows the performance across labels. Performance is provided with "macro" averages (mean across the table) and "micro" averages (mean accounting for the prevalence of each class). To ensure consistent evaluation of models, we have organized the data into training, validation, and test sets. The test set contains all studies for patients who had at least one report labelled in our manual review. We are not publicly releasing the test set. The validation set contains a random set of 500 patients and all of their associated studies. This set is made publicly available in a separate 'valid' folder. Finally, all remaining studies are made available in the training set. Table 4 provides summary information for studies in the three datasets. Note the enrichment of findings in the test set caused by the stratified sampling done to ensure sufficient coverage of all pathologies. 
Data availability
All data is made available on PhysioNet 3 [14] . Use of the dataset is free to all researchers after signing of a data use agreement which stipulates, among other items, that (1) the user will not share the data, (2) the user will make no attempt to reidentify individuals, and (3) any publication which makes use of the data will also make the relevant code available.
Future updates are planned for MIMIC-CXR. In particular, the original DICOM files with free-text radiology reports are planned for release. Due to the added sensitivity of this dataset, access will require completion of a training course in human subjects research, as is the process for MIMIC-III [15] and eICU-CRD [16] .
Conclusions
MIMIC-CXR is a large, publicly available dataset of chest radiographs from over 170,000 studies performed at the BIDMC. The dataset contains labels for a number of common pathologies and will provide a benchmark for a number of medically relevant computer vision tasks.
