Transmitting sound waves into water, and measuring time interval between emission and return of a pulse, single beam echo sounder determines the depth of the sea. To obtain a bathymetric model representing sea-floor continuously, interpolation is necessary to process irregular spaced measured points resulting from echo sounder acquisition and calculate the depths in unsampled areas. Several interpolation methods are available in literature and the choice of the most suitable of them cannot be made a priori, but requires to be evaluated each time. This paper aims to compare different interpolation methods to process single beam echo sounder data of the Gulf of Pozzuoli (Italy) for 3D model achievement. The experiments are carried out in GIS (Geographic Information System) environment (Software: ArcGIS 10.3 and its extension Geostatistical Analyst by ESRI). The choice of the most accurate digital depth model is made using automatic cross validation. Radial basis function and kriging prove to be the best interpolation methods for the considered dataset.
I. INTRODUCTION
As reported in literature, interpolation is a process of using a discrete set of known data points to construct new data points [1, 2, 3, 4] . Data points resulting from experimentations and measurements represent the values of a function for a limited number of values of the independent variable. Interpolation permits to estimate the values of that function for intermediate values of the independent variable [5, 6] .
The concept of spatial interpolation is related to the digital terrain model (DTM): introduced by Miller & Laflamme [7] at the Photogrammetry Laboratory of the Massachusetts Technology Institute, DTM can be defined as a threedimensional representation of a terrain surface consisting of X, Y, Z coordinates stored in digital form. This representation can be obtained as a vector-based triangulated irregular network (TIN) as well as a grid, both displayable in 3D.
DTM represents the bare ground surface without any objects belonging to the built (power lines, buildings and towers) and natural (trees and other types of vegetation) [8] . When the earth's surface is represented including all objects on it, the model is called digital surface model (DSM). Digital elevation model (DEM) is often used as a generic term for DSM and DTM [9] . In this study, we use DEM as synonymous of DTM.
Data for DEM can be acquired using different techniques, i.e. photogrammetry, land surveying, lidar, etc. [10] .
DEMs are basic in land analysis and management as they are directly usable in GIS environment [11] . They are fundamental for many applications, i.e. 3D thematic model construction [12] , assessment of potential groundwater vulnerability to pollution [13] , assessment of potential dam sites [14] , landslide hazard [15, 16] , satellite images orthorectification for useful applications in coastal area studies [17] , etc.
Interpolation methods that support DEM generation can be used for seabed model. This can be indicated as Digital Depth Model (DDM) because describes the variability of the distance between the sea surface and sea bottom. In other terms, interpolation methods permit to realize a bathymetric model that can be defined, according to International Hydrographic Organization (IHO), as ""a digital representation of the topography (bathymetry) of the seafloor by coordinates and depths"" [18] . Depth data to be processed can be obtained with different techniques, i.e. bathymetric survey, nautical map, lidar. Similarly to DEM, DDM can be generated using different interpolation methods and the choice of the one able to supply the most performed model is not banal.
For this purpose, this study aims to realize a review of some existing interpolation methods usable for DDM construction. The paper supplies suitable information to select the method for DDM generation. Firstly, the single beam echo sounder technique to acquire depth data necessary to shape seafloor is introduced. Following this, a brief description is given for some existing DEM generation methods that can be used also for DDM production. Next, the performance of each method is evaluated considering a case study concerning the Gulf of Pozzuoli (Italy): single beam echo sounder data are processed and the accuracy of each method is referred to the closeness of interpolated values to measured values. To compare the different approaches adopted in this study, cross validation is carried out for each model. Finally, we remark the importance of the work and suggest the potential applications and extensions for future studies.
II. SOURCE OF DATA

A. Single Beam Echo Sounder
Single beam echo sounder permits to determine the depth of water by diffusing sound waves into water. The amount of time it takes for the sound to travel through the water, spring back the seafloor, and return to the sounder, permits to determine the depth of water. Fundamental for this purpose is the exact knowledge of the speed of sound in water that is variable and dependent on pressure (depth), density, temperature and salinity [19, 20, 21] . For example, the speed of sound in water ranges from 1450 to 1498 meters per second in distilled water and 1531 m/s in sea water at 20-25 °C [22] .
International Hydrographic Organization (IHO) has fixed the requirements for bathymetric survey, so the necessary precision and accuracy of the hydrographic echo sounder are defined in IHO special publication S-44 [18] .
Hydrographic echo sounders are usually dual frequency: a low frequency pulse (normally around 24 kHz) can be transmitted simultaneously with a high frequency pulse (normally around 200 kHz). Because these frequencies are discrete, there is not interference between the two return signals. Dual frequency echo sounding produces positive effects, such as the facility to recognize a sea grass (Posidonia Oceanica) layer. The high frequencies are appropriate in shallow water [23] . The lower frequencies are suitable in deeper water because less susceptible to attenuation in the water column [24] .
Most hydrographic operations use a 200 kHz transducer, which is suitable for inshore work up to 100 meters in depth. Deeper water requires a lower frequency transducer as the acoustic signal of lower frequencies is less susceptible to attenuation in the water column. Commonly used frequencies for deep water sounding are 33 kHz and 24 kHz.
The beam width of the transducer determines the resolution of the data, so a fine one is preferable. This aspect is fundamental for hydrographic survey in deep water, because the resultant footprint of the acoustic pulse can become too much great once it reaches a far object.
Single beam echo sounder must be calibrated by a bar check for correct determination of the speed of sound in the water column [25] . The bar check consists of immersing a flat plate below the echo sounder transducer, measuring the depths at points of known depths below the surface and comparing the actual and measured depths. The sound velocity in the echo sounder is modified until the measured depth is equal the known depth [26] . Finally, the echo sounder is fixed with the average sound velocity over the water column.
A bar check should be conducted at least daily, and whenever there is a change of survey area during the day, to ensure consistent data quality [27] . Likewise, the use of bar check is necessary when any SBES components are modified or replaced on the vessel.
B. Study Area and Pre-Elaboration of Depth Data
For this study, 2023 depth points resulting from single beam echo sounder survey of the Gulf of Pozzuoli, are used for 3D bathymetric models construction. Depth measurement data are kindly provided by the Italian Hydrographic Office (Istituto Idrografico della Marina) and present decimeter accuracy. The interested area is reported in Fig. 1 . It extends within the following UTM/WGS84 plane coordinates -33T zone: E 1 = 423,630 m, E 2 = 428,320 m, N 1 = 4,513,461 m, N 2 = 4,518,761 m. Depth values range between -9.7 m and -118.1 m.
Because the sample points are fairly evenly distributed along the ship routes and these are not very far each from others, the distribution of depth values is quite uniform, as it is shown in Fig. 2 .
Depth data are available in txt format and converted in vector file (shp) using the ESRI software ArcGIS 10.3 [28] . The extension named "Geostatistical analyst" and available within the above mentioned program, is used to generate bathymetric models of the study area. 
III. INTERPOLATION METHODS
In literature different interpolation methods are available and their application to the same data can produce different results. Therefore, it is necessary to compare these methods and choice the most performed one.
The interpolation methods are founded on the principle of spatial autocorrelation, which is well represented by Tobler"s first law of geography: "Everything is related to everything else, but near things are more related than distant things" [29, 30] .
Methods of interpolation are generally classified into two categories: local and global methods. In the local methods, the interpolated value is affected only by the values at nearby points from the initial data set, while in the global methods, each interpolated value is affected by all of the data [31] . For local methods, a specified number of points, or all points within a specified radius, are used to determine the output value of each location. In Fig. 3 , the research of the neighbouring measured points using a specified radius is shown.
Another way to classify interpolation methods is to distinguish them as either exact or approximate methods, according to their characteristic of preserving or not preserving the original sample point values on the inferred surface [32] . This section briefly presents the different interpolation methods used in this study. For all local interpolators, to determine the output value for each location, four sectors are used, with maximum number of points equal to 15 neighbours, and minimum equal to 10 for each sector.
A. The IDW method
Inverse Distance Weighting (IDW) is a deterministic interpolation method, so the resulting surface must pass through each measured sample value. This method is based on the assumption that closer values are more related than further values. It uses measured values surrounding an unmeasured location to predict its value [32] .
Interpolated points are estimated based on their distance from known values: for consequence, points that are adjacent to known values are more influenced than points that are distant [33] . In other terms, the values of the neighbouring measured points are weighted by the inverse of the distance at the calculated [34] . As a result, as the distance increases, the weights decrease rapidly [35] .
The interpolation function is represented by the following formula: In this study, IDW with power equal to 2 is applied.
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B. Radial Basis Function (RBF)
Radial basis functions (RBFs) are a series of exact interpolation techniques, so the surface passes through the data values.
There are different basis functions, such as: completely regularized spline (RBF-CRS), spline with tension (RBF-SwT), thin-plate spline (RBF-TPS), multiquadric function (RBF-MF), inverse multiquadric function (RBF-IMF). Each basis function produces a different interpolation surface [36] .
A RBF is conceptually similar to an elastic membrane that fits on the measured sample values and minimizes the total curvature of the surface; the selection of the basis function determines how the rubber membrane fits between the values [37, 38] .
In this study, all the above five mentioned RBFs are applied.
C. Global Polynomial Interpolation
Global polynomial interpolation (GPI) is an approximate method that fits a smooth surface defined by a mathematical function (a polynomial) to the input sample points [39] .
The user can choice the order of the polynomial that ranges from a first-order to higher order. The interpolation function can be written as:
If n is the order of the equation, the following relations are valid:
The values of the coefficients a i,j are determined using the known elevation values in the sample points.
The predictive surface is typically generated by using a least-square regression fit that minimizes the squared differences between the surface and measured points [40] . The estimation of the coefficients permits to determine the value of the polynomial function at any point within the map area [41] .
The polynomial can be expanded to any desired degree, although there are computational limits because of rounding error. In this study, the orders 1, 2 and 3 are considered. As we all know, a first order polynomial (linear) corresponds to a flat plan (no bend). A second-order polynomial (quadratic) allows for one bend, a third-order (cubic) for two bends [39] .
D. Local Polynomial Interpolation
Local polynomial interpolation (LPI) is similar to GPI, except that it uses a local subset defined by a window rather than using the entire dataset [42] . The window is shifted across the map area and the surface value at the centre of the window is estimated. The size of this window must be large enough to include a reasonable number of data point [43] . For example, a second order polynomial requires at least six points, a third order ten points, and so on.
LPI is more flexible than GPI, but requires to define more parameters [42] , i.e. the neighborhood shape, maximum and minimum number of points, sector configuration [44] .
E. Kriging
Kriging originated in the field of mining geology as is named after Danie Gerhardus Krige, a mining engineer born in Bothaville, Free State, South Africa, in 1919 [45] .
Similarly to IDW, Kriging weights the surrounding measured values to estimate the value at an unknown point. Unlike IDW and other methods, Kriging uses the spatial correlation between sampled points to estimate the value at an unknown point: the spatial arrangement among the measured points, rather than a presumed model of spatial distribution, is used for interpolation; in addition to that, it supplies estimates of the uncertainty surrounding each interpolated value [46] .
In other terms, in Kriging, the weights are founded not only on the distance between the measured points and the estimate location, but also on the overall spatial organization of the empirical observations; this can be introduced using the spatial autocorrelation [47] .
The spatial correlation between the measurement points can be computed by means of the semi-variance function. It is half the variance of the differences between all possible points spaced a constant distance apart:
Where N(h) is the number of pairs of measurement points with distance h apart; z(u i ) is the value at location u i , z(u i +h) is the value at location u i +h As points are compared to increasingly distant points, the semivariance increases; in case of strong spatial dependence, points that are closer together will present a smaller semivariance [48] .
A variogram is introduced as a graphical representation of the covariance calculated between each pair of points in the sampled data and plotted against the distance. Because half the variance is plotted, the resulting graphical representation is sometimes called "semivariogram".
Usually, to speed up the procedure, the pairs are gathered into lag bins. For example, the average semivariance is calculated for all pairs of points that present distance between 20 meters and 30 meters.
The empirical semivariogram plotting the observed values is substituted with an acceptable semivariogram model that best fits the data. In this way, the kriging algorithm can access to semivariogram values for lag distances other than those used in the empirical semivariogram [49] .
There are several Variogram models available to fit the data [50, 51] , i.e. linear, gaussian, exponential, stable, etc. Different types of kriging are present in literature, and interested readers could refer to several papers for detailed description of them, e.g. [52, 53] . In this study ordinary kriging (OK), simple kriging (SK) and universal kriging (UK) are considered, using in all cases stable variogram model because it produces the best results. The resulting semi-variogram obtained with ordinary kriging, is shown in Fig. 4 .
IV. COMPARISON OF METHODS
The accuracy of an interpolation method is usually tested analyzing the closeness of interpolated values to accepted values. In the case of DDM, measured depths can be considered the accepted values. However, the analysis should be carried out on Check Points (CPs) that are not listed in the dataset used for interpolation, and thus the amount of information to be used for DDM generation would be depleted. In other terms, the lack of knowledge about the depth in some points used as CPs would limit the accuracy of the resulting model in these points.
For this reason, the best approach to evaluate the accuracy of DDM is to use Cross Validation (CV). Different methods are available in literature for CV application [54] .
One of the possible approach for CV is the leave-one-out method: each sampling point is removed from the dataset and the other points are used to interpolate the depth value at its location; the residual is calculated between measured and interpolated values before moving to the next point [55, 56, 57] . Rather than removing all the points, once at time, a subset of the initial database can be removed in turn [58] . For this study, the leave-one-out method is applied. The overall performance of the interpolation methods can be avaluated using statistical terms of the differences between the original and interpolated points, such as mean, minimum, maximum, mean absolute, Root Mean Square Error (RMSE), and other factors [59] . RMSE is expressed as:
Where:
N is the number of the depth points;
Zi (x,y) is the measured depth at the location i(x,y); is the interpolated depth at the same location i(x,y).
In this study, fifteen interpolation methods are applied. In Table I , minum, maximum, mean and RMSE of the residuals calculated by CV for each method is reported.
By comparing the interpolation methods applied in this study, it is possible to note some significant differences as well as analogies in the output results for each statistic parameter. The range of minimum values (in m) goes from -44.304 (GPI-1) to −8.991 (SK), while the range of maximum values (in m) goes from 5.054 (RBF) to 22.352 (GPI-1). The range of mean values (in m) goes from -0.038 (IDW) to 0.536 (SK), while the range of RMSE goes from 13.682 to 0.608 (RBF-SwT and RBF-TPS). According to all indicators, four methods tend to be equal in terms of better performance: RBF-SwT, RBF-TPS, OK and UK.
Generally, RBF interpolation methods tend to produce good results for gently varying surface: they are inappropriate when large changes in the depth values occur within short distances and/or when the sample data are affected by considerable measurement error or uncertainty [36] . The area considered in this study is free of wide variations in the morphology and the depth measurements are sufficiently accurate, so RBF methods produce excellent results.
The appropriateness of Kriging approach for bathymetry representation and its better performance that other methods such as IDW [60] are confirmed in this study.
As is to be expected, GPIs give the worst outcomes. As evidenced by other performing methods, the study area presents a morphology that is unlike plane or second or third order surface, so the results of GPIs cannot be satisfactory.
One of the most performed model, resulting from ordinary kriging application, is shown in Fig. 5 (2D visualization) and Fig. 6 (3D visualization) . 
V. CONCLUSION
The analysis presented here illustrates the performance of spatial interpolation methods for bathymetry modelling. Because every method gives a different output representation, the main challenge is to produce the most accurate model based on the available data. This goal can be achieved by comparing different methods. In this study, 15 methods are tested on 2023 depth points resulting from single beam echo sounder survey of the Gulf of Pozzuoli. CV leave-one-out is used to analyze the performance of each interpolation methods: statistical terms of the differences between measured and interpolated points permit to compare the considered methods.
RBF-SwT, RBF-TPS, OK and UK present the better performance, GPI-1, GPI-2 and GPI-3 the worst. The positive results of some interpolation methods find easy explanations: they are due to the quite regular distribution and sufficiently accurate measurement of the initial points for the RBF methods, and to the greater interpretative capacity of the stochastic approach for kriging methods.
The results obtained in this study remark that the quality of a DDM is related to the choice of an appropriate interpolation method in order to fit the dataset, according to other studies on those aspects [11, 34, 42] . However, single beam echo sounder survey permits the availability of data that are not completely random: depth points are quite regularly distributed along the ship routes and that eases the interpolation process. Nevertheless, some factors such as the distance between two nearby ship routes and seabed morphology have an important influence on the accuracy of the chosen method.
Concerning the future developments of this work, further studies will be focused on the possibility to integrate data from different bathymetry survey in order to increase the number of available depth values and to evaluate the relationship between point density and model accuracy. In addition, we will be mainly focused on the relationship between interpolation methods and seabed morphology.
