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ABSTRACT
Nucleation is the process by which a metastable phase decays into a stable phase. It is
widely observed in nature, and is responsible for many phenomena such as the formation
clouds and domains in crystalline solids. The classical theory of nucleation predicts that
the objects that initiate the decay from the metastable to the stable phase are compact
droplets whose interior has the structure of the stable phase. For quenches deep into the
metastable phase, however, the droplets may be ramified, with a structure very different
from the stable phase. This difference has profound implications for material properties,
especially because predicting the onset of structure early enough is useful for manipulating
and controlling nucleation processes.
I used molecular dynamics to simulate nucleation in Lennard-Jonesium, a model system
for liquid-solid transformations. The system is quenched from a high temperature, where
the liquid is stable, to a temperature where the liquid is metastable, and is allowed to
nucleate via fluctuation-driven clusters referred to as critical droplets. I determined the
occurrence of critical droplets by the intervention method, but found a non-monotonic
variation in droplet survival rates near the saddle point. I determined the structure of the
critical droplet and found evidence for a core consisting of mostly solid-like particles with
hcp symmetry and a previously unknown planar structure around it. Using perturbative
techniques, I showed that the planar particles have a significant influence on the nucleation
and growth of critical droplets. I also introduced a novel method of learning symmetries to
predict the structure and appearance of precursors to the critical nucleus. My results give
added evidence for the presence of spinodal nucleation at deep quenches.
vii
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Chapter 1
Introduction
1.1 Nucleation in Everyday Life
Nucleation is one of the most common processes by which a complex system transforms
from one state to another macroscopically different state. A thorough understanding of
the nucleation process is critical for understanding many practical problems in a variety
of fields. For example, nucleation theory has helped to advance fields such as materials
science, meteorology, seismology, life sciences, economics, and social sciences. Recently
nucleation has been of interest in the context of climate change and fossil fuel reserves. The
clathrate gun hypothesis states that an increase in temperature can lead to the release of
trapped methane from methane clathrate hydrates buried in seabeds and permafrost [12].
Methane gas pipelines can also become clogged with the formation of clathrates in the
presence of moisture, which is a nuisance for fuel transportation. The formation of these
methane clathrate compounds involve amorphous precursors [13,14] evolving into crystalline
clathrates, which is why understanding the nucleation pathway [10] is of vital importance.
Nucleation has also been studied in diamond [15], where it was shown that the local
structure of liquid carbon controls nucleation rates. A novel phase of carbon, called Q-
carbon, was also found [16] by quenching from the supercooled state. Nucleating into this
phase is possible at ambient temperatures and pressures and in the presence of hydrogen
1
2without a catalyst, which is an example of why nucleation is of significant interest for
materials and industrial applications.
1.2 Background
Nucleation, the mechanism by which a metastable state decays, proceeds via the formation
of a critical droplet which grows to form a stable phase. The structure of the critical droplet
is one of the aspects of phase transition kinetics that determines the properties of the stable
phase. This aspect is particularly important when the phase transition involves a change
in spatial symmetry as when a liquid freezes into a crystalline solid.
Theories of nucleation [17] associate the critical droplet with a saddle point object. The
saddle point is the top of the free energy barrier that separates the metastable from the
stable phase. In the classical theory of nucleation, the critical droplet or saddle point object,
has a sharp interface and the same interior structure as the stable phase [18]. For example,
because the stable crystalline phase of argon has an fcc structure, then the classical critical
droplet has an interior structure that also is fcc.
Classical nucleation has been shown to be applicable in simple models such as the Ising
model [19] for systems with short-range interactions. The predictions of classical nucleation
have been verified in experimental studies of several materials [20]. Nucleation is driven by
the free energy difference between the stable and metastable states when the temperature is
below the equilibrium transition temperature. The formation of a critical droplet is favoured
by the free energy difference between the two phases, and is inhibited by the surface tension
between the metastable background and the interior of the critical droplet.
However, classical nucleation theory appears to not apply for several systems with long-
range interactions [21]. The reason is that the presence of long-range interactions inhibits
nucleation for shallow quenches near the coexistence curve and allows deep quenches near
a spinodal [22, 23]. The latter acts like a critical point that lowers the surface tension.
The decreased surface tension causes the droplet to become diffuse and the interior of the
3Figure 1.1: Tempering chocolate as an example of homogeneous nucleation (from www.
coltschocolates.com).
droplet no longer has the structure of the stable phase [21]. Because spinodals are well
defined only for mean-field models, I will refer to them as pseudospinodals for long-range
but finite interaction systems. The influence of a pseudospinodal has been verified in Ising
models where the interaction range can be varied [22, 24]. Near mean-field systems with
long-range interactions are also interesting to study because they are less dependent on
system-specific details and can be corroborated by analytical calculations.
1.3 Homogeneous And Heterogeneous Nucleation
Homogeneous nucleation is caused by thermal fluctuations. An everyday example is tem-
pering chocolate, which prevents the greyish streaks and waxy texture (see Figure 1.1) that
appear when cocoa fat separates out. Cocoa butter can crystallize into six different forms,
but only the βV form results in glossy chocolate with its characteristic sheen and snap. A
controlled pre-crystallization process [25] results in nucleating into this stable form.
Heterogeneous nucleation, however, is observed more widely in nature, cloud formation
being the simplest example. It generally involves nucleating on impurities or seed crystals of
other substances. Some examples include nucleation at a planar surface with attraction [26],
and crystallization of proteins from supersaturated aqueous solutions [27].
Heterogeneous nucleation has also been studied extensively in simulations [28–30] and
experiments [31, 32]. Only homogeneous nucleation will be addressed in this thesis, as
4understanding simpler systems is the first step before we consider heterogeneous systems.
1.4 Outline
Chapter 2 introduces the theoretical background, including the concept of metastability and
theories of nucleation. Some model systems are mentioned, including the Ising model and
supercooled liquids. This chapter ends with a summary of some past experimental studies.
Chapter 3 summarizes past simulation results and introduces the system which is the
focus of this thesis. It also discusses a new criterion for classifying symmetries, and lo-
cating the critical droplet based on the Intervention method. It further elaborates upon
intervention as a test of the effect of the pseudospinodal on the nucleation process. Non-
monotonicity of the probability of nucleating versus time is observed, indicating a flat barrier
top corresponding to non-classical nucleation.
Chapter 4 discusses open problems in defining the critical droplet and my attempts
at solving them. It also presents a method by which we can test if there is an effect of
the spinodal on the nucleation process. The test is based on the method of intervention
and confirms the occurrence of non-classical droplets. Non-monotonicity of the probability
of nucleating versus time is observed, indicating a flat barrier top corresponding to non-
classical nucleation. I also summarize the properties of the critical droplet and include some
free energy barrier analysis.
Chapter 5 explains the size discrepancy of the critical droplets consisting of only “solid-
like” particles, and offers a possible solution by including the missing planar particles. It
also justifies the existence of these planar particles with a perturbative analysis.
Chapter 6 introduces a novel machine learning technique for identifying symmetries
in the metastable liquid, and my attempts at pinpointing the location and appearance of
precursors to the critical droplet.
Chapter 7 concludes with a summary of results, as well as future studies that need to
be done to fully understand spinodal nucleation and the critical droplet.
Chapter 2
Theories of Nucleation
2.1 Metastability
A metastable phase can be thought of as a local minimum in the free energy. Supercooled
or superheated systems exist with a relatively low free energy before a thermal fluctuation
can drive them over to the more stable, lower free energy well. These systems have to cross
a free energy barrier or saddle point hill, which is a characteristic of metastable phases. In
the mean-field limit, the metastable phase can live infinitely long. For finite range systems,
the metastable phase eventually decays to the stable phase, where the decay process is
initiated by nucleation.
2.1.1 Phase diagram of water
Let us take a look at the phase diagram (see Figure 2.1) of a simple and familiar system –
water. At atmospheric pressure, water freezes into ice at 0◦ C, but it can stay in the liquid
phase at temperatures much below 0◦ C as supercooled water. It then exists in a metastable
state, which is a local minimum of the free energy. Pure, supercooled water can remain
liquid for a long time if left undisturbed. The slightest disturbance, however, causes it to
freeze instantly.
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6Figure 2.1: Phase diagram of water. At atmospheric pressure, water freezes into ice at 0◦ C,
but it can stay in the liquid phase at temperatures much below 0◦ C as supercooled water.
It then exists in a metastable state, which is a local minimum of the free energy.
2.1.2 Van der Waal equation of state
To understand metastability, let us start with the Van der Waal equation of state, because
it is the simplest model that exhibits a spinodal instability:
8T ∗ =
(
P ∗ +
3
V ∗2
)
(3V ∗ − 1) (2.1)
Here P ∗ = P/Pc, T ∗ = T/Tc and V ∗ = V/Vc are reduced thermodynamic variables relative
to the critical point. A plot of the reduced pressure versus volume (Figure 2.2) shows a
region where the isothermal compressibility
κT = − 1
V
(
dV
dP
)
T
(2.2)
diverges as dP/dV → 0, defining a line of critical points called the spinodal. A spinodal
divides the metastable phase from the unstable phase in the same way a coexistence curve
separates the metastable and the stable phases.
One can draw horizontal coexistence lines on the pressure versus density curve using
7Maxwell’s equal area construction. Below the critical temperature, these lines intersect the
curves at 3 different points. At the spinodal critical temperature, there is no barrier and
only one point of intersection. The spinodal critical temperature marks the boundary for
the unphysical and unstable region (denoted by a dot in Figure 2.2).
Figure 2.2: Spinodal line of critical points (taken from Ref. [1]).
Spinodals are well defined only for mean-field systems. In systems with long-range but
finite range interactions, I will refer to a pseudospinodal [33] instead. The meaning of a
pseudospinodal will be elaborated further in Section 2.3. For short range systems, spinodals
do not exist. Upon quenching the system into the unstable region, nucleation does not occur
because there is no barrier.
2.1.3 Free energy wells
Metastability is best explained by considering a simple free energy well picture in a one
(scalar) dimensional order parameter. Figure 2.3 illustrates the free energy wells for different
8temperatures for a liquid-solid transition. At coexistence, the depths of both wells are the
same, which is why both phases exist during the transition. For temperatures above Tmelt,
the liquid phase is more stable, while the free energy well is deeper for the solid phase for
temperatures below Tmelt.
Figure 2.3: Free energy versus order parameter (density). This figure illustrates the free
energy wells for different temperatures for a liquid-solid transition. At coexistence, the
depths of both wells are the same, which is why both phases can possibly coexist at the
phase transition. For temperatures above Tmelt, the liquid phase is more stable, while the
free energy well is deeper for the solid phase for temperatures below Tmelt.
Figure 2.4 shows the variation of the metastable free energy well with quench depth.
Closer to coexistence, both metastable and stable phases have similar well depths. The
metastable well becomes shallower as the temperature of the supercooled liquid is lowered.
At some temperature (or quench depth), this well vanishes, and the system reaches the limit
of metastability. This limit is called the Becker-Do¨ring limit [17]. In mean-field systems,
the Becker Do¨ring limit and the spinodal are the same.
2.2 Classical Nucleation Theory
Classical nucleation theory [34–36] describes the formation of a critical nucleus of size n (n
being the number of particles or spins depending on the system), based on the free energy
9Figure 2.4: Plot of free energy (E) versus order parameter (x). The figure illustrates the
effect of quench depth on metastability. The deeper the quench, the shallower the metastable
well, thus making the barrier for the system to transition to the stable phase much lower.
The spinodal (discussed in Section 2.3) can be approached with deep quenches.
cost ∆F associated with its formation . A critical nucleus is a saddle point object that
represents the first step that drives the system from the metastable phase over to the stable
phase. Turnbull and Fisher [37] derived the nucleation rate to be
k = A(T )e−∆F/kBT , (2.3)
where A(T ) is a kinetic prefactor that depends on the details of the kinetics such as conser-
vation laws. The Gibbs free energy cost for a critical nucleating droplet to form comprises
two competing terms:
∆F = −|∆f |rd + σrd−1. (2.4)
The first term is lowers the free energy by virtue of the bulk term (∆f) encapsulating the
free energy difference between the stable and metastable phases. The second term raises
the free energy because it captures the cost to form the boundary of the droplet due to
surface tension. The critical radius of the droplet can be obtained by setting the derivative
of ∆F to 0:
rc ∝ σ
∆f
, (2.5)
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and the corresponding free energy cost is
∆Fc ∝ σ
d
∆fd−1
. (2.6)
Classical nucleation theory has some assumptions that are not applicable in all regimes:
1. Growth happens with formation of isolated clusters/nuclei.
2. The critical droplet is an equilibrium fluctuation.
3. The Free energy cost is the interplay between two competing free energies – bulk and
surface.
4. The critical droplet is compact with a well defined surface and interior.
5. The interior free energy density of the droplet is same as that of stable phase.
6. The surface tension is independent of quench depth.
Kelton and Greer [38] numerically tested classical nucleation theory by looking at cluster
evolution for multistep annealing treatments in lithium disilicate glass, and found the limit
of validity based on critical size. They find the classical theory of nucleation to be applicable
when the critical size exceeds 16–20 molecular units.
Classical nucleation theory works well for shallow quenches near coexistence, where
compact droplets are expected, with structures similar to that of the stable phase. There
is, however, a whole new story for deeper quenches far from coexistence (see Figure 2.5).
Deep quenches can lead to spinodal nucleation effects, which I will briefly discuss in the
next section and will expand upon in detail throughout this thesis.
2.3 Spinodal Nucleation
As we saw in the previous section, the classical droplet model relies on some assumptions
that do not always hold. Klein and Leyvraz [39] introduced a non-classical mechanism
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of formation in mean-field systems with particles interacting with a long-range repulsive
potential. They were able to show theoretically that a decrease in surface tension leads
to more anisotropic and diffuse droplets. The spinodal resembles a critical point with a
diverging structure factor at momentum transfer k 6= 0. It was also found that metastable
liquids behave similarly to Ising models [40] in that classical nucleation fails near the spin-
odal. Unger and Klein [41] described the crossover from classical to spinodal nucleation in
Ising-like models occurring by increasing the quench depth or raising the dimension. They
also found that the observed ramified nucleating droplets in spinodal nucleation became
more compact in the growth phase.
The spinodal critical point and its theoretically predicted divergence in the structure
factor has not been found in simulations. Klein et al. [42] explained this lack by showing
that the structure of the fluctuations close to spinodals and mean-field critical points is qual-
itatively different from the structure close to non-mean-field critical points. This difference
leads to the suppression of the divergence of the static structure function in near-mean-field
systems relative to the mean-field prediction.
Binder [3] investigated the validity of the mean-field theory of nucleation introduced by
Cahn and Hilliard [4] for systems with finite range interactions. Figure 2.6) illustrates a
local metastable fluid minimum or a global minimum of the stable phase, with the critical
droplet as a saddle point object that brings about the transition between the two phases.
Nucleation near a pseudospinodal is characterized by a highly ramified droplet struc-
ture [39], with a small density difference from the background. Another distinction between
classical and spinodal droplets is that growth starts by filling-in of the interior [24] in spin-
odal nucleation, in contrast to the addition of particles at the surface in classical nucleation.
The results from simulations for supercooled liquids near the spinodal will be discussed
extensively in the following chapters, especially regarding the investigation of the struc-
ture and mechanism of growth of a spinodal droplet. The possible appearance of various
intermediate structures at deeper quenches will also be investigated.
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Figure 2.5: Variation of the free energy with the order parameter for different quenches
(taken from Ref. [2]). The metastable well becomes shallower with increasing quench depth,
thus lowering the barrier to transition into the stable phase.
13
Figure 2.6: Free energy functional representation in multi-dimensional phase space (taken
from Ref. [3]). Binder investigated the validity of the mean-field theory of nucleation intro-
duced by Cahn and Hilliard [4] for systems with finite range interactions.
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2.4 Supercooled Liquids
Supercooling occurs if the free energy barrier separating the stable and metastable phase is
high, so that the system remains in the metastable state until thermal fluctuations drive it
over the saddle point barrier, with the formation of a critical droplet.
Depending of the degree of supercooling (or undercooling as it is sometimes referred to
in the literature), one can end up in the classical or spinodal nucleation regime. Classical
nucleation has been well studied, but the results from deeply quenched supercooled liquids
near the spinodal are still not well understood. The focus of this thesis is to understand
nucleation in deeply supercooled liquids, using the model system of Lennard-Jonesium (LJ).
One reason why I study the LJ system is that the breakdown of classical nucleation
theory has been observed in liquid → solid transitions [43]. The presence of spinodal
effects near deep quenches have been tested for the LJ potential [8], but the results were
inconclusive. One caveat for studying this system is that the interaction range is finite and
fixed, which means that the system cannot get arbitrarily close to the spinodal. The reason
can be understood by looking at the Ginzburg parameter [21] (which is also the free energy
barrier):
G = Rd3−d/2, (2.7)
where R is the range of interaction, d is the spatial dimension, and  =
T − Tspinodal
Tspinodal
. For
d = 3, G = R33/2 For long but finite R and small , the barrier is very small and the
system nucleates before the system can get any closer to the spinodal.
Lennard-Jonesium has been used in many studies for its simplicity, as discussed in Chap-
ter 3. Malek et al. [44] used mean first passage time techniques (discussed in Appendix A)
to calculate nucleation rates and free energy barriers for different quench depths. Their ob-
servation of a relatively flat free energy barrier at deep undercooling is consistent with ours
(see Chapter 4). Ten Wolde et al. [6] numerically calculated nucleation rates for Lennard-
Jones liquids at moderate undercooling, and observed some classical as well as spinodal-like
effects in the droplet structure.
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2.5 Experimental and Numerical Studies of Nucleation
The biggest dilemma for experimentalists studying nucleation events is that the critical
droplet is too small to be located by visible light scattering experiments. Higher probe
energies from X-Ray spectroscopy tend to destroy the samples.
For colloids and some glasses the particle sizes are big enough to be probed successfully.
Dinsmore et al. [45] used three-dimensional confocal microscopy to measure the positions
of colloidal particles with a precision of roughly 50 nm, which was a small fraction of each
particle’s radius. Using this information, they were able to characterize the structure,
topology and dynamics of clusters in colloidal gels, binary fluids and glasses in novel ways.
Gasser et al. [46] observed classical droplets by studying the crystallization of concen-
trated colloidal suspensions in real space with laser scanning confocal microscopy. They
were able to directly image the droplets in in three dimensions. They identified critical
nuclei and found them to exhibit structures similar to the stable phase. The structure of
the nuclei, however, was not observed to be quite spherical, but had rough with faceted
surfaces.
Thune et al. [47] studied the nucleation and growth of carbon onions using High-
Resolution Transmission Electron Microscopy, Resonant Nuclear Reaction Analysis, and
Atomic Force Microscopy techniques for silver samples implanted at high temperatures
with carbon ions. They found that three distinct carbon phases were synthesized dur-
ing the initial growth process, depending on which preferential sink (silver surface, grain
boundary or bulk) the precipitation of carbon atoms occurred on.
Ni et al. [48] carried out Monte Carlo simulations using umbrella sampling technique
on two systems: a binary mixture of hard spheres undergoing crystal nucleation and a
toy model of tagged identical hard spheres, representing a substitutional solid solution
also undergoing nucleation. Their results were in agreement with theoretical predictions of
classical nucleation theory for multi-component systems.
Li et al. [49] simulated a symmetric triblock ABA copolymer in a selective solvent good
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for a block, using momentum non-conservative Brownian dynamics. They were able to
simulate nucleation using instantaneous temperature quench or by jumps of well-depth of
the LJ potential.
Liu et al. [50] used pressure jumps to initiate kinetics in a polystyrene-polyisoprene
polymer in a styrene selective solvent. Their time resolved Small-Angle X-ray Scattering
study of disorder-order transition distinguished three stages: an induction stage in which
the nearest neighbour micelles undergo arrangement prior to transition, a nucleation stage
where the bcc order emerges, and the growth of bcc phase. An order to disorder transition
was also studied by depressurization, without thermalization and time resolution due to the
speed of the transition.
Spring et al. [51] studied the effects of different rates of heating on the kinetics of
transition from hexagonally packed to gyroid in polystyrene-b-polyisoprene polymer. They
found the data to be described by a universal scaling function as predicted by Farjas and
Roura [52]. The activation energy obtained from model by Farjas and Roura and the
Avrami equation differ by a factor of two, which is claimed to indicate different stages of
transformation for which these equations are valid.
Chapter 3
Simulations of Lennard-Jones Systems
3.1 Results of Previous Simulations
Although the liquid-solid transition from a supercooled state has been studied via sim-
ulations [7, 44, 53–56], deeper quenches are still not completely understood [8, 57] with
regards to the structure and properties of the critical droplet. For shallower quenches near
coexistence, the droplet structure is well-characterized by classical nucleation theory, but
deeper quenches exhibit ramified droplets with not well defined boundaries. The effects of
a pseudospinodal have been found in liquids where the interaction range is not long. In
particular, the effects have been observed for deep quenches in dense Lennard-Jones liq-
uids, even though the Lennard-Jones potential is short-ranged. It is also possible, but not
verified, that dense liquids have long range effective interactions such as an elastic force.
There have been significant advances in studying the kinetics of nucleation. Nucleation
rates have been studied by ten Wolde et al. [6], who calculated the rate by multiplying
two terms together – the probability of finding the system at the top of the free energy
barrier, and the rate at which the activated state transforms into a stable crystalline phase.
System size effects were found by Honeycutt and Andersen [58, 59], who concluded that
≈ 1300 particles were sufficient for the system to not be influenced by the periodic boundary
conditions. Swope et al. [60] claimed that the finite size effects were eliminated by simulating
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15000 and 106 particle systems, and calculated nucleation times and critical droplet sizes.
Field theory calculations [39,61] predict that the interior of the critical droplet for deep
quenches does not necessarily have the structure of the stable phase and only certain symme-
tries are allowed [39,61,62]. The allowed symmetries are those whose reciprocal basis lattice
vectors lie on equilateral triangles. These allowed symmetries are bcc, stacked planes with
an in-plane hexagonal symmetry, icosahedral [61], and a droplet with rotational symmetry
whose density difference from the background metastable state has damped oscillations as a
function of the distance from the centre of the droplet [62]. These theoretical predictions are
consistent with simulations of nucleation of the crystal in Lennard-Jones liquids [7, 57, 63]
and in simulations of a modified embedded atom potential for nickel [64].
Although spinodal nucleation theory is consistent with the data for these two simula-
tions, there has been no direct evidence of a pseudospinodal in supercooled liquids. The
issue is complicated because the sharp increase in the static structure function predicted
by a mean-field model [65, 66] near the spinodal is suppressed [42]. Also we do not ex-
pect to observe effects of a liquid-solid spinodal in all liquids, because not all liquids have
interactions that are long range or an effective long-range interaction.
The major challenge in studying nucleation and comparing the results of simulations
to the predictions of the theory is to accurately identify the time and location of the crit-
ical droplet, which are formed by the particles to initiate the transformation. The subtle
geometrical structures and the extremely short lifetime of these nucleating droplets make
nucleation a very difficult problem to tackle by both theorists and experimentalists. Most
recently, Loscar et al. [67] used the short-time dynamics technique [68, 69] to estimate the
fractal dimension of the critical nucleus at the pseudospinodal. They calculated the pseu-
dospinodal by determining where the free energy cost of formation of the droplet goes to
zero.
On the other end of the spectrum, studying nucleation near coexistence is computa-
tionally challenging. Although the droplets are classical with well-defined structures, the
metastable lifetimes are unrealistically long, which is why accelerated techniques need to be
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applied to observe these rare events. Kratzel et al. [70] have developed a software package
called FRESHS, and studied the vapour-liquid phase transition of Lennard-Jones particles
using Forward Flux Sampling [71]. Moroni et al. [72] used Transition Path Sampling [73] to
determine that the shape and structure of the critical nucleus were as important as the size
to determine criticality. They also observed non-spherical clusters at temperatures as high
as 0.8 (coexistence is at 1.15), where they saw the initial halo of bcc particles remaining
constant, but the inner liquid part being replaced by fcc particles. This is in agreement
with previous results that found a bcc halo [6,8]. Trudu et al. [7] also used Transition Path
Sampling to get trajectories closer to coexistence, and so they can compare the formation of
critical nucleus at different quench depths. They observe a precrystallite or precursor struc-
ture preceding the critical droplet for deeper quenches. The implications of this precursor
will be discussed in Chapter 6.
3.2 Lennard-Jonesium
The Lennard-Jones potential has been widely used to study nucleation in simple fluids
because it is a reasonably good potential for Argon and the lessons learned will inform
us about more complex systems such as clathrates [74], or heterogeneous systems with
impurities.
It is convenient to use reduced units (see Table 3.1), scaling mass, energy and length to
1. From here on, all simulation results will be in reduced units.
The Lennard-Jones potential can be written as
VLJ(r) = 4
[(σ
r
)12 − (σ
r
)6]
, (3.1)
representing a repulsive hard sphere interaction at shorter distances, and an attractive tail.
σ and  are characteristic energy (depth of potential) and length (Van der Waals radius)
parameters respectively.
The potential (see Figure 3.1) is truncated at 2.3 [75] to save computational time, and
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Physical Quantity Unit Value for Ar
length σ 3.4 A˚
energy  1.65× 10−21 J
mass m 6.69× 10−26 kg
time σ(m/)1/2 2.17× 10−12 s
velocity (/m)1/2 1.57× 102 m/s
force /σ 4.85× 10−12 N
pressure /σ3 4.20× 107 Pa
temperature /kB 120 K
Table 3.1: Reduced units for the Lennard-Jones potential and the values of the Lennard-
Jones parameters for Argon.
Figure 3.1: Shifted Lennard-Jones potential. The potential (see Figure 3.1) is truncated at
2.3 to save computational time, and shifted up to avoid energy discontinuities.
shifted up to avoid energy discontinuities:
Vshifted(r) =
VLJ(r)− VLJ(2.3), if r ≤ 2.30, if r > 2.3 (3.2)
Both Molecular Dynamics [57] and Monte Carlo [8] simulations have been done for this
model, because of its relative ease of implementation.
21
3.3 Simulation Details
I simulated a system with 4000 Ar particles [60] at reduced number density ρ = 0.95.
The atoms were allowed to interact by the shifted Lennard-Jones potential, in Molecular
Dynamics simulations using LAMMPS [76]. Periodic boundary conditions were used.
I started from a perfect fcc lattice, assigned velocities to each particle (taken from a
Gaussian distribution at reduced temperature T = 0.3), and then equilibrated the sys-
tem in the NVE (microcanonical) ensemble using molecular dynamics (MD). The system
was then melted to a liquid at T = 1.2 (coexistence is at 1.15 [53]) over a time of 100 τ
(1τ = 100time steps). After equilibrating this liquid for 100τ more, a one-step quench was
performed to T = 0.55. For 1000 τ , velocities were rescaled to maintain T = 0.55, and
the final configuration (coordinates and velocities) was saved. The same procedure was
repeated for quenches to T = 0.58, 0.6 & 0.62. These temperatures are clearly above the
pseudospinodal near T = 0.53 [8], to avoid any complications from unstable state evolution.
Shallower quenches were attempted, but metastable lifetimes were too long to be studied
in a reasonable time, without implementing accelerated techniques [71,73].
Starting from this final configuration, the system was allowed to run at constant energy
until it nucleated. A sharp rise in temperature (see Figure 3.2) was observed due to the
release of latent heat, indicating the occurrence of crystallization. If the system nucleated
during the simulation time, the trajectory was taken to be successful.
3.4 Identifying Symmetries and Solid-Like Particles
One of the challenges of studying continuous systems such as liquids is that symmetries are
not well defined. To find some structure in the liquid, I have to rely on ad-hoc methods
of characterizing symmetries based on the local environments of particles. There have
been quite a few attempts at classification, namely the Intermediate Order Method [57],
Common Neighbour Analysis [54,77], Identity Method [78] and Slow Particle Method [79].
The performance of these methods has been compared by Stukowski [80, 81], who also
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Figure 3.2: Plot of temperature vs time after quench to T = 0.6. The rise in temperature
is due to the release of latent heat after a trajectory successfully nucleates and growth into
the stable phase begins. Note that the nucleation event takes place in the initial flat part
of the temperature curve, which is why it is so hard to locate. By the time a discernible
temperature rise takes place in the entire system, the system is already well into the growth
phase.
introduces a new method called the Neighbour Distance Analysis.
I decided to use the bond order method [6, 82] for my analysis, based on the rotational
symmetries of crystals. In order to distinguish between crystalline and liquid phases formed
by atoms interacting via the Lennard-Jones (LJ) potential, several local bond order param-
eters were tested. I was especially interested in distinguishing between the fcc, hcp, bcc and
liquid phases. Order parameters were determined for these four reference phases. The data
used for this analysis came from NV E and NPT MD runs for systems of 4000 particles
for fcc, 3840 for hcp and 4394 for bcc. The runs were started from perfect crystals and
the temperature was raised until they melted. The trajectory was then visually observed
to get a good cut-off for the disordered crystalline phases that accounts for fluctuations.
Every snapshot of the trajectory before this slightly disordered crystal was considered for
getting order parameter cut-offs for that symmetry. The clearly melted configurations were
chosen for classifying liquid particle order parameters, The order parameters were found to
be identical for each symmetry in the two ensembles chosen, which was a good consistency
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check for ensemble independence of this technique.
For each atom, the nearest neighbours were defined as atoms within a distance of 1.4,
which is roughly the first minimum of the radial distribution function g(r) for Lennard-Jones
at ρ = 0.95 (Figure 3.3).
The order parameters I considered are
Steinhardt order parameter [82], ql, is based on the arrangement of the nearest neigh-
bours of particle i, obtained by placing spherical harmonics, Ylm, on the neighbours, and
calculating the following
ql(i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|qlm(i)|2 (3.3)
qlm(i) =
1
N(i)
N(i)∑
j=1
Ylm(rˆij) (3.4)
where N(i) is the number of nearest neighbours around particle i.
Averaged bond parameters were introduced by Lechner and Dellago [83]. These pa-
rameters are a modification of the Steinhardt order parameter, where instead of only the
first neighbour shell, the arrangement of the first and second shell is taken into account,
〈ql〉(i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|q¯lm(i)|2 (3.5)
q¯lm(i) =
1
N˜(i)
N˜(i)∑
j=1
qlm(j). (3.6)
The sum in Equation (3.4) runs over all neighbours of particle i as well as particle j itself.
According to Ref. [83], the averaged bond parameters allow for a clearer distinction between
different phases for particles interacting via Lennard-Jones and Gaussian core potentials.
I tested the averaged local bond order parameters, 〈q3〉, 〈q4〉 . . . 〈q12〉, using the open
source code provided by Lechner [83].
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Figure 3.3: First minimum of the radial distribution function for a Lennard-Jones fluid at
ρ = 0.95 (taken from Ref. [5]).
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Figure 3.4: Contour lines of the values of the order parameters pairs qG4 − qG6 and 〈q4〉− qG12.
Blue for liquid particles, black for bcc, green for hcp, and red for fcc. Colour shades from
darkest to lightest correspond to 1, 2, or 3 particles in a bin, for bins of size 0.01 (reversed
contours for clarity of demarcation). Contours for greater numbers of particles values are
not shown for clarity. Note that the phases are well separated with negligible overlap.
Local order parameters are another modification [84] of the Steinhardt order parameter,
qGl (i) =
1
N(i)
N(i)∑
j=1
l∑
m=−l
qlm(i)q
∗
lm(j)√√√√ l∑
m=−l
qlm(i)q
∗
lm(i)
√√√√ l∑
m=−l
qlm(j)q
∗
lm(j)
. (3.7)
I tested qG3 , q
G
4 . . . q
G
12.
All possible combinations of these 30 parameters were plotted as 2D histogram contours,
and the best separated pair was found.
The most distinguishing set of order parameters. For 30 order parameters considered
(q3, q4 . . . q12, q
G
3 , q
G
4 . . . q
G
12, and, 〈q3〉, 〈q4〉, . . . 〈q12〉), I sought the best pair to distinguish
the fcc, hcp, bcc symmetries from the liquid. I found six possible pairs that can be used
to create an algorithm for symmetry determination, and decided on the pairs qG4 − qG6 for
distinguishing the liquid particles, and 〈qg〉 − qG12 for distinguishing the solid particles.
Figure 3.4 presents the lowest contour lines on 2D scatter plots for possible symmetries
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in LJ systems. I used linear functions to divide the qG4 − qG6 plane into a region occupied
by the liquid particles as follows:
if −0.25 < qG6 < 0.67
qG6 < 6.13q
G
4 + 2.51
qG6 > 6.13q
G
4 − 3.01 liquid
I used linear functions to divide the 〈q4〉-qG12 plane into regions occupied by each solid
symmetry according to the following recipe:
if qG12 < 1.0
qG12 < 19.83〈q4〉 − 1.78
qG12 > 19.33〈q4〉 − 3.24
qG12 > −0.11〈q4〉 − 0.13 fcc
else if qG12 < 1.0
qG12 < 18.28〈q4〉 − 0.36
qG12 < −4.88〈q4〉+ 0.26
qG12 > −7.41〈q4〉+ 0.36
qG12 > 19.83〈q4〉 − 1.78
qG12 > −0.11〈q4〉 − 0.13 hcp
else if qG12 < 0.63
qG12 > −1.94〈q4〉 − 0.30
qG12 > −0.41〈q4〉 − 0.18
qG12 > 2.25〈q4〉 − 0.81 bcc
else unassigned
I used this algorithm to assign a symmetry type to the particles.
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3.5 Cluster Analysis
In order to find the properties of the nucleating droplet, I first needed to find the largest
cluster. Identifying clusters is straightforward using percolation mapping in Ising mod-
els [22, 85], but there is no rigorous way to define clusters in a continuous system. As a
reasonable approximation, I looked at the local neighbourhoods of particles to separate
them into unique clusters. Any two solid-like atoms that are nearest neighbours (within a
distance 1.4 from each other) are defined to be part of the same cluster. Multiple clusters
can be found at any time in the trajectory in different parts of the box. Beyond a certain
timestep the biggest cluster eventually grows to become the critical droplet, and the other
smaller clusters disappear.
3.6 Intervention Method
To determine the location and time of occurrence of the critical droplet, the method of
Intervention [58] was applied. The idea behind intervention is that as the system approaches
the saddle point, the droplet has a 50% probability of either making it through to the stable
state, or being pushed back by fluctuations into oblivion. To determine where nucleation
occurs, I needed to come up with a criterion to probe the system near this 50− 50 chance
of survival of the droplet.
The intervention method was implemented as follows: At different times t on the rising
temperature curve, I made multiple copies of a successful trajectory (labelled succ), and let
the system run in NVE after randomly perturbing each component of the velocity by 1%.
At a later time tobs where the biggest cluster was roughly 500 particles, the intervention
runs (labelled int) were examined. An intervention run was said to be successful if the
nucleating droplet grew at roughly the same time as in the original run,
nsucc(tobs)
2
< nint(tobs) < n
succ(tobs)× 2. (3.8)
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I also required that the biggest cluster grew roughly in the same place as in the original
run. This requirement was based on the position of the centre of mass compared to the
radius of gyration (rg) of the original droplet at tobs:
|rintcm − rsucccm | < 0.5rsuccg (tobs) (3.9)
The number of successful intervention copies was counted at the observed times tobs, and
the percentage of copies that yielded droplets that satisfied these two criteria was plotted
as a function of time. The process was repeated for 50 and 100 copies to isolate the effect
of statistical fluctuations. Intervention runs were also done for T ∗ = 0.5&0.6.
3.6.1 Intervention results: Non-monotonicity
The intervention method relies on the fact that survival percentages of different copies
will increase from 0% to 100% from the initial to later times in the trajectory, with 50%
representing the saddle point with the critical droplet. However, upon plotting the success
rate of intervention copies (see Figure 3.5), I observed a non-monotonic behaviour in these
survival rates of copies, with quite a few spikes and falls in the 40% − 60% region. This
made it extremely difficult to determine exactly where the 50% point was in the trajectory.
3.6.2 Proposed explanation for non-monotonic behaviour:
The saddle point hill was theoretically predicted [33] to be flat near the spinodal. This
implies that the system wanders around the plateau close to metastability, leading to non-
monotonicity. As one moves closer to the coexistence curve, the region of non-monotonicity
decreases (see Figure 3.6).
More copies were made for the intervention runs, and non-monotonic behaviour per-
sisted, confirming the fact that the non-monotonicity observed is a true property of the
system, and not just noise (Figure 3.5).
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Figure 3.5: NVE MD simulation after quench to T ∗ = 0.55. Non-monotonicity in interven-
tion success rate is independent of statistical fluctuations.
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Figure 3.6: NVE MD simulation after quench to T ∗ = 0.5 & T ∗ = 0.6. Non-monotonic
region in intervention success rate shrinks as compared to T = 0.5.
3.6.3 Non-monotonicity index
For a given trajectory, there is a probability 0 ≤ p ≤ 1 that the multiple copies will yield
droplets that are,successful. Because each copy has only two possibilities (failure or success),
the outcome of intervention for n copies will follow a binomial distribution. Hence, the
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expected fraction of successful runs is E(ns) = np and their variance is var(ns) = np(1−p).
Therefore, the observed successful rate po(n) ≡ ns/n should be within the range of p±σ(n),
where σ(n) =
var(ns)
n
=
√
p(1− p)
n
. I obtained the upper and lower bounds of po given p
and n as follows:
p−
√
p(1− p)
n
≤ po ≤ p+
√
p(1− p)
n
(3.10)
I solved Eq. (3.10) to get the following bounds (or error bars) for the observed probability:
p =
n
n+ 1
(
p0 +
1
2n
)
±
√(
n
n+ 1
)2(
p0 +
1
2n
)2
−
(
n
n+ 1
)
p20 (3.11)
3.6.4 Error bars
Once I included these error bars, I could count the non-monotonic points in adjacent times
with the following criterion:
po(t)− δp(t) > po(t+ 1) + δp(t+ 1) (3.12)
I counted all such non-monotonic points and calculated the non-monotonic index by dividing
by the total number of observed points.
3.6.5 Modifying intervention criterion
The time and space criterion work well for large systems, where multiple droplets might not
interact with each other. For our system of 4000 particles, it is not obvious that droplets
growing in other regions than the successful run should be deemed a failure. Because the
droplets are diffuse for these deep quenches, it is possible to miss some fluctuations in other
regions of the box. To eliminate this problem, I modified the time criterion (Equation (3.6))
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Figure 3.7: Non-monotonicity index for different temperatures. Note that the non-
monotonicity increases from shallow to deep quenches.
such that there is no upper bound to the size:
nsucc(tobs)
2
< nint(tobs) (3.13)
This modification ensures that runs that are growing rapidly are not counted as unsuc-
cessful. The space criterion (Equation (3.6)) was left unchanged. The results are shown in
Figure 3.8. This results leads me to believe that the criterion is somewhat arbitrary. As
long as the cut-off values are chosen consistently, the trend in non-monotonicity remains
the same. Because this criterion takes a more holistic picture of multiple clusters into ac-
count, it ends up giving a better separation in the non-monotonicity index for different
temperatures.
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Figure 3.8: Non-monotonicity index for different temperatures, with modified intervention
criterion. Note that the non-monotonicity increases with the new criterion for T < 0.6, but
the increasing trend with quench depth still remains.
Chapter 4
Properties of the Critical Droplets
A nucleating droplet is a localized object that must overcome a free energy barrier to initiate
the transformation process. The structure of the critical droplet is one of the aspects of the
phase transition kinetics that determines the properties of the stable phase. This aspect
is particularly important when the phase transition involves a change in spatial symmetry,
as when a liquid freezes into a crystalline solid. The classical theory of nucleation predicts
compact droplets of the stable phase [18]. For quenches deep into the metastable phase,
however, the droplets may be ramified, with a structure very different from the stable
phase [39].
In Chapter 3 we saw that we can locate critical droplets using intervention. Because
non-monotonicity made the exact time of criticality difficult to determine, I also used a free
energy method to determine the size of the critical droplets.
4.1 Critical Droplet Statistics
In theory, the intervention method introduced in Chapter 3 should let us define the critical
droplets as the ones corresponding to the success percentage of 50%. In practice it is better
to include droplets within a certain range to account for statistical errors. With the caveat
in mind that non-monotonicity further complicates this fuzzy region, I decided to define
critical droplets to be configurations between 40%&60% success, averaged over multiple
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runs at each quench depth.
4.1.1 Size and radius of gyration
Figure 4.1 illustrates the variation of the number of particles of the critical droplets with
the modified criterion given in Chapter 3. I found that the T = 0.6 droplets have more
particles than the droplets at T = 0.58, but a smaller radius of gyration. Note that these are
droplets identified from the intervention method, and hence not exact due to the observed
non-monotonicity. I discuss another method of determining critical droplets in Section 4.2,
which gives smaller droplets and slightly different results as discussed in the later part of
this thesis.
4.1.2 Number density
A useful way of quantifying the structure of the droplet is to count particles in rings of width
δr radially outward from the centre of mass. The number density between consecutive shells
r1 & r2 can then be calculated as
ρr1r2 =
nr
4pi(r22 − r21)2δr
, (4.1)
where nr is the number of particles in the ring. I chose δr = 0.2σ. The density profiles
of the critical nucleus were plotted as a function of the distance from the centre of mass
(Figure 4.2).
The number density can thus be plotted with distance from the centre of mass, for all
solid-like particles, as well as for each symmetry separately.
With decreasing quench depth, the cluster size and overall density increase, and I see
more of the equilibrium fcc phase. The smaller, less dense clusters in deep quenches have
a more ramified structure (Figure 4.4). The mean number densities of the critical droplets
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Figure 4.1: Critical droplet size with modified intervention criterion (see Chapter 3). The
T = 0.6 droplets have more particles those at T = 0.58, but smaller radius of gyration.
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Figure 4.2: Particles in concentric circles around the centre of mass of droplet.
(averaged over multiple runs) was calculated as follows:
〈ρ〉 =
〈
n
4pi
3 r
3
g
〉
(4.2)
Where rg is the radius of gyration, and n the number of particles in the cluster. The mean
density calculated this way showed a decrease with quench depth:
〈ρ〉T=0.50 = 0.91σ−3 (4.3)
〈ρ〉T=0.55 = 0.98σ−3 (4.4)
〈ρ〉T=0.60 = 1.31σ−3 (4.5)
The number density of particles of each symmetry in a shell were also calculated, for
the entire trajectory all the way into the growth phase. Heatmaps were used to visualize
the changing droplet structure with time (x) and distance (y) from the cluster’s centre of
mass, with number densities shown as a colour gradient (see Figure 4.5). Initial droplets
that disappear are shown as colour peaks in the time before nucleation. It is interesting
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Figure 4.3: Number density, radially outward from centre of mass of droplet. The droplets
get denser for shallower quenches. Also, the densest symmetry appears to be hcp close to
the centre of mass, but switches to fcc after about 2σ away from the centre of the droplet.
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Figure 4.4: Snapshot of ramified critical droplets (red: fcc, tan: hcp, blue: bcc). Hcp
appears to be the dominant phase.
to note that the phases are quite mixed in shells going outward from the centre of mass,
strengthening the evidence of ramified droplets near the pseudospinodal. The fcc & hcp
core, and bcc halo (previously observed by [6,7]) is quite prominent too, which is consistent
with density functional theory calculations [86]. The stable fcc phase starts dominating in
the growth phase, once the non-monotonic region is crossed.
Mechanism of growth of the critical nucleus
According to classical nucleation theory, the droplets are assumed to grow at the surface,
one particle at a time. I investigated the growth for deeper quenches and observed the
evolution of the critical nucleus at every time step (0.01τ).
The histograms for changes in number of particles (∆n) at each step look quite symmet-
ric, but a calculation of the sum of the changes,
∑
(∆n), tells a different story. For deeper
quenches of T = 0.5 & 0.55,
∑
(∆n) is more negative, which means that the critical droplet
tends to lose more particles (consistent with the flat nucleation barrier), thus slowing down
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Figure 4.5: Heatmap for the number density as a function of time and distance from the
centre of mass. The bcc halo around the droplet is prominent, in agreement with previous
results [6, 7]
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Figure 4.6: Changes in the number of particles of the critical droplet at every time step for
different quenches. The histogram of the changes ∆n appears to be symmetric, indicating
an equal tendency of the droplet to gain or lose particles. ∆n = ±1, ±2, ±3, ±4 seem to
be the most frequent. The results are averaged over only one run for each temperature.
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the growth phase.
∑
(∆n) closer to 0 for T = 0.6 shows a less biased growth. It aslo has a
shorter tail compared to the deeper quenches, indicating more classical growth.
Note the highly peaked histograms with shorter tails for the fcc particles in contrast to
the histograms of the other symmetries. One possible explanation is that the fcc particles
are less likely to change their symmetry.
4.1.3 Anisotropy
The anisotropy of the critical droplet is quantified by first calculating the moment of inertia
tensor of each droplet:
Iαβ =
N∑
i=1
(r2i − ri,αri,β), (4.6)
where r2i =
∑
α ri,αri,α, ri is the position of particle i, and α and β are components of
r. From the eigenvalues (λ) of this moment of inertia tensor matrix (Iαβ), the anisotropy
index can be defined as follows:
γaniso =
√
λmax
.
√
λmin (4.7)
The reason this ratio gives us a measure of anisotropy is that we can think of the droplet
as an ellipsoid. The square root of the eigenvalues of Iαβ gives the principal radii of this
ellipsoid. Thus, γaniso = 1 for a perfectly spherical droplet, and > 1 for oblong ones.
4.2 Constructing Free energy barriers: Obtaining Thermo-
dynamics from Kinetics
Traditionally, free energy barriers have been constructed using umbrella sampling [6,87,88],
or derived from the configurational entropy [89]. More recently, metadynamics [90] was used
to calculate the free energy barriers in Lennard-Jones liquid by Trudu et al. [7], and the path
ensemble method [91] was used in Ising models. Often these methods are time consuming,
or introduce bias potentials for calculating free energy. I wanted to incorporate the data I
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Figure 4.7: Change in droplet symmetries at every time step, for a single run at T =
0.5, 0.55 & 0.6. The overall cluster is plotted in yellow for reference. The percentage range
in the figure titles refer to the configurations chosen from intervention success ratios.
44
Figure 4.8: Variation of the anisotropy index of the biggest cluster with respect to the
cluster size. Note that the anisotropy index decreases with the size of the droplet.
already had from analysing clusters to gain some intuition for the free energy. Fortunately a
method using purely kinetics to find the free energy was conceived by Wedekind et al. [92].
They used mean first passage times (MFPT) and cluster formation probabilities to calculate
free energy barriers (elaborated further in Appendix A). This method was then implemented
by Lundrigan et al. [93] on the Lennard-Jones system, quenching down to T = 0.58, using
the same parameters as us, taken from [8]. They got a barrier height of ≈ 5 kBT . I was able
to reproduce a similar barrier for T = 0.58, T = 0.6 and T = 0.62, and found no barrier for
T = 0.5 and T = 0.55 as expected.
These values of the free energy barrier are also consistent (see Figure 4.10) with those
obtained using umbrella sampling by Wang et al. [8] at similar temperatures. The barrier
height decreases with quench depth, with flat barriers observed below the effective spinodal.
Also note that the droplet size increases with quench depth, as expected from the work of
Klein and Leyvraz [39]. This is the opposite behaviour than than expected in classical
nucleation theory where the droplets get smaller with quench depth. Thus we can count
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Figure 4.9: Free energy barrier for a Lennard-Jones system of 4000 particles, for different
quench depths, averaged over 20 runs. The barrier height decreases with quench depth,
with flat barriers observed below the effective spinodal. Also note that the droplet size
increases with quench depth.
.
this feature as being another indirect indication of spinodal nucleation.
4.2.1 Flatness of saddle point near pseudospinodal
In Chapter 3 we saw that the system wandered around the flat free energy barrier close to
metastability, leading to non-monotonicity. As the system moves closer to the coexistence
curve, the region of non-monotonicity decreases. Figure 4.9 corroborates our claim of a flat
saddle point, and is consistent with our explanation for non-monotonicity.
4.2.2 Effect of cluster definition on the barrier
The mean first passage time method relies on a good physical definition of an effective order
parameter, which in our case is the size of the largest cluster. It is worthwhile to investigate
the variation in the calculated free energy barrier, if the definition of cluster sizes was to
be tweaked. It is, after all, a somewhat arbitrary way to describe the dynamics. We need
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Figure 4.10: Effective spinodal at T = 0.53, taken from Ref. [8]. This was an estimate
obtained by extrapolation, by plotting free energy barriers with respect to different quench
temperatures, and finding where the barrier vanished.
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to remember that the system will nucleate irrespective of how we decide to construct the
solid-like clusters.
Wedekind et al. found that “the nucleation rate determined by the mean first passage
time method is independent of the particular cluster definition used in the simulation.” We
need to check whether the same applies to barrier heights as well.
The easiest way to check this is to change the nearest neighbour distance for solid-like
particles in the cluster, i.e., define clusters as all solid-like particles that are also within
α × nndist of each other, where α is a tunable parameter. I made this change in cluster
definitions and plotted the corresponding barriers for different values of α, but found no
measurable change in barrier heights.
4.3 HCP as a Metastable Phase
Because the hcp symmetry is in the critical nuclei as the dominant symmetry (Figure 4.11),
it is reasonable to conclude that it might be a metastable phase for Lennard-Jonesium.
Figure 4.11: Droplet symmetry variation with quench depth, averaged over 20 runs. The
hcp symmetry is dominant at all temperatures. The number of particles with bcc symmetry
go down with shallower quenches.
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The work of Travesset [9] found the low temperature phase diagram of Lennard-Jonesium
using Lattice Dynamical Theory and simulations. He found only fcc and hcp to be the stable
equilibrium states. He also concluded that the hcp solid did not coexist with the liquid under
any conditions. This is contrary to our findings of the nucleating droplet being mostly hcp.
Another major result of his study was that the fcc crystal was found to have higher entropy
than hcp.
Figure 4.12: Phase diagram for Lennard-Jones fluid (taken from Ref. [9]). According to
this phase diagram, fcc is the stable phase at the temperature (0.58) and pressure (≈ 4) at
which I find the nucleating droplet.
To solve the puzzle of the droplets nucleating into the hcp phase at deeper quenches,
I needed to check the stability of the hcp phase at those temperatures. I started with
perfectly crystalline fcc (4000 atoms) and hcp phases (3840 atoms) at zero temperature,
raised the temperatures to different values below melting, and let them evolve under NVE
for a million time steps. A large fraction of the hcp symmetry continued to exist stably even
at these high temperatures. The fraction of hcp particles in the system was slightly lower
than that for fcc particles, indicating hcp to be a metastable phase of Lennard-Jonesium.
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Figure 4.13: The hcp and fcc symmetries evolved in the NVE ensemble, at different tem-
peratures of interest. A large fraction of the hcp symmetry continued to exist stably even
at these high temperatures, indicating hcp to be a metastable phase of Lennard-Jonesium.
One interesting observation while comparing the fcc and hcp evolutions is that the
fraction of surviving hcp particles at higher temperatures is considerably less that the
surviving fraction of fcc particles. This difference is especially obvious at T = 0.9&T = 1.1.
The fact that the hcp phase is quite stable and mostly unmelted at deeper quenches indicates
the presence of a metastable hcp phase.
Frenkel and Ladd [94] used a novel technique to calculate free energies of arbitrary solids
with Monte Carlo simulations. They found that the free energy difference between hcp and
fcc symmetries for hard sphere configurations of solids close to their melting temperatures
was negligibly small. This is not surprising, given the structural similarity between the two
phases (see Figure 4.14). Thus, there’s a strong indication of the hcp phase as being a
possible symmetry for the critical droplets.
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Figure 4.14: Structural similarity of hcp & fcc crystalline phases. They are only different in
the stacking of the third planar layer, which is why their free energies are so close to each
other.
Chapter 5
Planar Particles
5.1 System Size Effects and Turnaround Point
In Chapter 4 I discussed the structure of the critical droplet consisting of solid-like particles.
An obvious question to ask is whether I have a complete picture of the droplet with regards
to its composition; i.e., what makes us so confident that there are not other particles of
different symmetries comprising the droplet. To test this, I determined the expected size of
the nucleus using the variation of nucleation times with system size.
Finite size effects in Lennard-Jones systems have been studied by Honeycutt and Ander-
sen [59], and in binary liquids and glasses by Doliwa and Heuer [95]. The idea is that there
are competing effects when it comes to nucleation rates and system size. As the system size
increases, the nucleation time should decrease because there are more possible sites for the
droplet to appear, thus increasing the probability of nucleation. By this argument, smaller
systems should take very long to nucleate. However, there is also a bootstrap effect due to
the periodic boundary condition where the droplet starts seeing itself, thus increasing the
probability of nucleation. The nucleation time vs system size plot 5.1 is thus observed to
have a turnaround point between 864 & 1372 particles for ρ = 0.95, which corresponds to
box sizes between 9.7 & 11.3. The value of this turnaround implies that the lower bound
of the droplet radius is ≈ 5, while I only observed a radius of ≈ 2.5 (see Chapter 3). This
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Figure 5.1: Nucleation times for different system sizes.
discrepancy begs the question of whether there is an effective interaction larger than the
bare Lennard-Jones potential that I have failed to take into account, and/or some missing
particles in the droplet.
5.2 Missing Particles – Planes
Field theory calculations [39, 61] predict that the interior of the critical droplet for deep
quenches does not necessarily have the structure of the stable phase and only certain symme-
tries are allowed [39,61,62]. The allowed symmetries are those whose basis reciprocal lattice
vectors lie on equilateral triangles. These allowed symmetries are bcc, stacked planes with
an in-plane hexagonal symmetry, icosahedral [61], and a droplet with rotational symmetry
whose density difference from the background metastable state has a damped oscillation as
a function of the distance from the centre of the droplet [62].
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5.2.1 Algorithm to find planes
Inspired from simulations of supercooled Nickel [64] where randomly stacked planes were
found, I set up a method of finding particles lying on planes, hitherto missed by the sym-
metry criterion. I start with 3 solid-like particles in the critical droplet (chosen by the peak
of the free energy barrier (see Chapter 4), and see if its neighbours (including liquid-like) lie
on that plane within a threshold distance. This procedure is then iterated over all solid-like
droplet particles, until no more particles can be added to the planes.
I do this procedure for different threshold values, until a threshold is chosen based on
characteristics of the new droplet. From Figure 5.2, I see that various properties saturate
around the threshold value of 0.05, evident from the plateau-like shapes after this threshold
for all quenches.
5.2.2 Planar droplet statistics
With this new algorithm to find planar particles, I looked at the statistics and properties
of the droplet including the planar particles.
If I include the planar particles, the droplet radius becomes ≈ 3.5, about 1 more than the
solid-like critical droplet. If I add the LJ interaction range to the diameter of the droplet,
I get:
dplanar = 7 + 2.3 = 9.3, (5.1)
which is closer to the expected size of between 9.7 and 11.3 (see Section 5.1).
5.2.3 Larger system: N = 16384
I repeated my simulations for N = 16384 particles and found statistics for the droplet
properties at different threshold values for the planar particles. The droplet properties
plateaued at the same threshold of 0.05, which indicates that this choice for the distance
threshold of including planar particles is reasonable.
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Figure 5.2: Properties of the critical droplet including planar particles averaged over 20
runs for system size N = 4000, for different threshold values. The threshold was chosen to
be 0.05, which is the value for which all droplet properties saturate.
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Figure 5.3: Snapshot of critical droplet with planar particles (green). The smaller silver
particles represent the liquid phase.
5.2.4 Number density of planar particles compared to solid symmetries
The box was divided into spherical shells around the centre of mass of the critical droplet.
For a cubic box of side L, the maximum radius is the biggest possible distance between any
two particles with periodic boundary conditions, which is
rmax =
√
3×
(
L
2
)2
=
√
3
2
L (5.2)
5.2.5 Evidence of onion structure
According to field theory calculations [62], the number density difference from the back-
ground scales as:
∆ρ = β ≈ 0.1, (5.3)
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Figure 5.4: Properties of the critical droplet including planar particles averaged over 100
runs for N = 16384 for different threshold values. The threshold was chosen to be 0.05,
which is the value for which all droplet properties saturate.
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Figure 5.5: Number densities in spherical shells around the centre of mass of the critical
droplet for the smaller (left) and bigger (right) system respectively. The dashed red line
indicates the mean radius of gyration of the solid-like droplets, and the dashed green line
is the mean radius of gyration of the droplet including planar particles.
where  = (T − Tspinodal)/Tspinodal = (0.58− 0.53)/0.53 ≈ 0.1 and β = 1 in our case.
A density difference of 0.1 is not easy to observe in a background of 0.95. Nevertheless,
I did observe oscillations in the number density around the tail end of the critical droplet.
The periodicity of these oscillations is closer to 2, which is higher than the 1.4 periodicity
obtained from the radial distribution function for the Lennard-Jones fluid (see Figure 3.3).
Because this observed periodicity is different from that obtained from the radial distribution
function, this density fluctuation appears to be real and a possible corroboration of the
numerically obtained result of similar damped oscillations [62].
I also plotted the number density for the bigger system of 16384 particles as well (see
Figure 5.7. Here, the periodicity is ≈ 3, and the oscillations are less discernible due to
their smaller amplitude. This leads us to believe that there might still be some system size
effects present for N = 4000. One explanation might be that the bootstrap effect discussed
in Section 5.1 didn’t quite go away, but instead got suppressed for bigger system sizes. It
might be worthwhile to check just how these system size effects affect the droplet properties.
One effect that’s immediately observable is the increase in droplet size including the planar
particles from ≈ 3.5 for N = 4000 to ≈ 5.5 for N = 16384 (see dashed green lines in
Figures 5.6 and 5.7).
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Figure 5.6: Density fluctuations from the centre of the droplet for N = 4000 at criticality
and 50 τ before criticality. There seem to be periodic oscillations in the number density away
from the centre of mass, with a period of ≈ 2 (higher than the 1.4 period obtained from
the radial distribution function for a Lennard-Jones fluid). The dashed red line indicates
the radius of gyration of the solid-like droplet, and the dashed green line is the radius of
gyration of the droplet including planar particles.
Figure 5.7: Density fluctuations from the centre of the droplet for N = 16384 at criticality
and 50 τ before criticality. There seem to be periodic oscillations in the number density
away from the centre of mass, with a period of ≈ 3 (higher than the 1.4 period obtained
from the radial distribution function for a Lennard-Jones fluid). Note that they are less
pronounced than the N = 4000 particle system (Figure 5.6). The dashed red line indicates
the radius of gyration of the solid-like droplet, and the dashed green line is the radius of
gyration of the droplet including planar particles.
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5.3 Effect of Perturbations
To test whether the planar particles are actually part of the droplet, an indirect method
was applied to decide the influence they have on the trajectory. I perturbed the velocities at
different times after criticality. The velocities of droplet particles with different symmetries
were changed by fixed amounts; the amount was a parameter that was tuned until an
effect was detected. The idea is to apply an intervention-like criterion (see Section 3.6)
for determining whether the perturbed droplets survived 50 τ after the application of the
perturbation.
5.3.1 Variation with distance from centre of mass
The survival percentages are summarized in Figure 5.8 for zero velocity perturbations in
the bigger system. A zero velocity perturbation is achieved by selectively choosing droplet
particles at criticality and later, setting their velocities to zero, and letting the system run.
I wanted to distinguish between planar, liquid and solid particles at different distances
(spherical shells) from the centre of mass of the droplet. To do so, a single particle of
each symmetry was chosen at random and perturbed in each spherical shell. The survival
rates were averaged over 10 such particles in each shell. The survival rates were 60% for
all symmetries, which is puzzling. This similarity leads one to suspect that the droplet
might be bigger than previously thought, which might explain why all the perturbations in
spherical shells of radius up to rmax (Equation (5.2.4)) have similar survival rates.
5.3.2 Variation with time
The survival percentages are summarized in Figure 5.9 for zero velocity perturbations and
N = 16384. Zero velocity perturbations were done by selectively choosing droplet particles
at criticality and at later times, setting their velocities to zero, and letting the system run.
To determine if the planar particles influence the droplet more than the surrounding liquid
particles, 10 particles of both types a similar distance away from the centre of mass were
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Figure 5.8: Survival rates from zero velocity perturbations in spherical shells around the
centre of mass, averaged over 10 particles in each shell. The results are for N = 16384,
averaged over 100 runs, at quench temperature T = 0.58. The dashed red line indicates
the mean radius of gyration of the solid-like droplet, and the dashed green line is the mean
radius of gyration of the droplet including planar particles.
perturbed at the same time. I observed that the droplets where the planar particles had
been perturbed survived with a percentage of ≈ 40% in contrast to ≈ 60% for the droplets
where the liquid particles were perturbed. This difference is a clear indicator of an inherent
difference between the two types of particles. Perturbing the planar particles does have an
influence on the critical droplet’s survival.
For times after criticality, however, not much effect was observed after perturbing liquid
and planar particles (see Figure 5.9). Hence in the growth phase, the perturbations have
little to no effect because the droplet is already too far along and not susceptible to small
perturbations. It might be interesting to test if other types of perturbations can probe if
there are any differences in the growth phase.
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Figure 5.9: Survival rate from zero velocity perturbations on 10 outermost particles for
times at and after criticality. The results are for N = 16384, averaged over 100 runs at
T = 0.58.
5.3.3 Different types of perturbations
To gauge the effect of zero velocity perturbations, it made sense to compare them with
other kinds of perturbations. Figure 5.10 shows the survival rates found by increasing the
velocity by 10%. There is no discernible difference between the effect of this perturbation
from the zero velocity perturbation.
5.4 Planar Front of Droplet in Growth Phase
The evolution of planar particles in the growth phase of the trajectory was investigated for
both system sizes. The question was whether the planar particles remain past criticality,
and if so, do they disappear once the polycrystal was well defined way past nucleation.
The fact that planar particles continue to exist in the droplet well into the growth
phase is interesting and shows that the planar particles are not just restricted to the critical
droplet.
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Figure 5.10: Survival rate from 10% increased velocity perturbation on 10 outermost par-
ticles, for times at and after criticality. The results are for N = 16384 , averaged over 100
runs, at T = 0.58. There is no discernible difference between the effect of this perturbation
from the zero velocity perturbation.
5.5 Growth by Filling-in of the Droplet Interior
To test the growth mechanism characteristic of spinodal nucleation in which growth starts
by filling-in of the interior of the critical droplet, I calculated the number density of all
the particles in spherical shells around the centre of mass at different times before and
after criticality (denoted by 0 in time). The density was found to increase in the droplet
interior during growth, indicating a filling-in of the interior (see Figure 5.13). Filling-in of
the critical droplet was observed in Ising models by Monette et al. [24] by means of targeted
perturbations.
5.6 Precursors
There have been indications of complex pathways and precursors to nucleation in recent
literature, as elaborated in Chapter 6. To test the possible presence of precursor, I defined
a critical region in the box by drawing a sphere with a radius equal to the radius of gyration
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Figure 5.11: Evolution of droplet, including the planar particles, for N = 4000, averaged
over 20 runs at T = 0.58. Planar particles continue to exist well into the growth phase.
The anisotropy index goes down in the growth phase, which means that the largest cluster
gets more rounded after criticality. The number of planar particles also increase somewhat
linearly with the solid-like cluster size with some fluctuations which go away by increasing
the system size and number of runs (see Figure 5.12).
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Figure 5.12: Evolution of planar droplet for bigger system of N = 16384 particles, averaged
over 100 runs, at quench temperature T = 0.58. Planar particles continue to exist well into
the growth phase. The anisotropy index goes down in the growth phase, which means that
the largest cluster gets more rounded after criticality. The number of planar particles also
increase linearly with the solid-like cluster size.
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Figure 5.13: Number density in spherical shells around the centre of mass at different
times before and after criticality (denoted by 0), for a system of N = 16384 particles at
T = 0.58, averaged over 100 runs. The density increases in the droplet interior during
growth, indicating a filling-in of the interior. The dashed red line indicates the radius of
gyration of the solid-like droplet, and the dashed green line is the radius of gyration of the
droplet including planar particles.
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Figure 5.14: The number density of all particles within radius of gyration of the critical
droplet, at times before criticality (denoted by 0). The horizontal dashed line represents the
background liquid density, and the vertical dashed line indicates time of criticality. Note
the slight increase in the density compared to the background liquid density within the
spherical region of interest, indicating a possible presence of precursor structure. Results
are for N = 16384, T = 0.58, and the number densities were averaged over 100 runs.
of the critical droplet (including planar particles). I then went back in time before criticality
when the survival rates from intervention were low. The number density of all the particles
within this spherical region is shown as a function of time in Figure 5.14. A slight increase
in the density compared to the background was observed within the spherical region of
interest, indicating a possible presence of precursor structure.
Chapter 6
Identifying Symmetries Via Machine
Learning
6.1 Introduction
In studying nucleation via molecular dynamics simulation of Lennard-Jonesium, the most
difficult aspect was characterising the nature of the critical droplet and its time of occur-
rence. Due to the ramified nature of the droplets for deeper quenches, it is difficult to assign
particles to the droplet. I found that although it is possible to assign a symmetry to the
particles), the values of the order parameters of the particles in the (solid-like) droplet do
not have a well defined boundary (see Figure 6.1).
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Figure 6.1: Distinguishing phases. Left: The symmetry criterion obtained by slightly
melting pure crystalline phases gives reasonably well defined boundaries between the sym-
metries. Right: Particles in the critical solid-like droplet show no distinct clustering in the
order parameters (〈q4〉 − qG12) plane.
Recent studies done on nucleation in other systems [7, 10, 96–99] have shown complex
pathways to nucleation, with some precursor appearances (Figure 6.2), which is consistent
with our findings. Also as far back in 1897, Ostwald [100] suggested a multi-step process
in which “the solid first formed on crystallisation of a solution or a melt would be the least
stable polymorph.” The aim of this chapter is to use a novel technique to pinpoint the
existence of precursor structures and determine how far back in the metastable phase they
can be located.
Figure 6.2: Amorphous precursors and blobs have been observed in clathrate hydrate nu-
cleation (taken from Ref. [10]).
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6.2 Learning Methodology
I propose using the Random Forest machine learning algorithm [101], by taking order pa-
rameters as entries of the feature vector (defined in Appendix B). In addition to the Stein-
hardt order parameters [82], we can also use the modified parameters from References [83]
and [84]. This gives a pool of 30 order parameters, each of which can act as a separate
feature (see Table 6.2). It could be worthwhile to include other attributes associated with
the particles, such as positions and distances from the centre of mass of the biggest cluster.
Because a random forest analysis is capable of selecting relevant features, we can also get
some insight into which order parameters are more important for the dynamics and forma-
tion of the critical droplet. One of the challenges will be to identify and label exactly which
particles constitute the critical droplet, because this supervised learning scheme relies on
labelling them.
Once the forest has been trained, I will be able to
1. label averaged configurations of particles as being part of the metastable liquid, or
present in some semblance of a solid-like cluster;
2. identify the time it takes for a droplet to appear in a spatial region;
3. use clustering algorithms on the particles thus identified, to see if specific symmetries
can be separated out.
Note that this procedure will enable us to classify regions of different symmetries, with-
out any prior knowledge of known crystalline phases. Similar work has been done for a
Lennard-Jones-Gauss system [102], a double well pair potential used to study quasicrystals.
They used shape matching and machine learning to classify clusters and structures in local
minima of the potential energy landscape. In contrast to [102], our idea will help distinguish
the metastable liquid from the first appearance of a local nucleating cluster, giving more
accurate values for nucleation times and cluster sizes.
The allowed symmetries for a spinodal nucleating droplet are bcc, stacked planes with
70
an in-plane hexagonal symmetry and icosahedral [61]. Recently, Barros and Klein [62] have
found a droplet with rotational symmetry whose density difference from the background
metastable state has damped oscillations as a function of the distance from the centre
of the droplet. There is evidence that Lennard-Jonesium exhibits similar behaviour for
quenches near the pseudospinodal [8]. With my proposed method, I can identify droplet
structures previously missed by learning from the arrangement and dynamics of particles
in the critical cluster and their neighbours.
I suggest an alternative approach that generates data from many independent trajecto-
ries, and assigns labels based on the droplet in the growth phase, thus getting rid of any
fluctuating committor probability. I look at the droplet in the growth phase and go back
some steps to see which particles in the amorphous precursors end up being in the growing
nucleus (see Figure 6.3). The questions I want to answer are
1. Can the forest predict that certain particles are about to be part of the nucleating
cluster?
2. How far back in time can one go to see some structure appear in the metastable liquid?
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Figure 6.3: Backtracking from the growth phase, focusing around the centre of mass (dashed
line) to look for precursor particles.
6.3 Training
6.3.1 Defining a space-time region of interest R to look for precursors
To quantify this backtracking approach, I propose looking at regions in space where I expect
to find precursors. One way of doing this is running independent trajectories, stopping them
when there is a clear growing droplet (at time tnucl), and finding its centre of mass. Then, I
can look at the particles in within a radius R) of the centre of mass of the growing droplet.
The next step is to come up with time deltas for assigning metastable and precursor bins
for classification.
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In the literature [8], the intervention method was used to determine a critical droplet.
One caveat of using intervention is that it is a very computationally intensive procedure,
and the probabilities often change non-monotonically.
Instead of using committor (intervention) probability thresholds to assign metastable
or precursor labels to particles, I considered the fraction of solid-like particles in region
R to set a threshold for labelling classification bins. Based on a plot (see Figure 6.4) of
the fraction of solid-like particles with averaged over many runs, I chose the following time
deltas:
tnucl − 500τ to [tnucl − 400τ ]: metastable bin, corresponding to 0–2% solid-like particles
tnucl − 200τ to [tnucl − 100τ ]: precursor bin, corresponding to 10–12% solid-like particles
Figure 6.4: Assigning time deltas based on the percentage of solid-like particles present at
different timesteps.
6.3.2 Removing class imbalance
To ensure that the forest is not biased toward predicting one class over another, I make
sure to have balanced data sets for both ‘meta’ and ‘prec’ particles. As expected, there are
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many more data points for the meta particles, so I randomly discard rows of meta until the
training data has an equal number for both classes.
6.3.3 Model A: Training on individual particle neighbourhoods
For features, I use the order parameter values associated with individual particles, and
obtain a prediction for each particle being precursor or metastable. Dietz et al. [103]
recently used neural networks for classifying crystal structures in a mixed phase Yukawa
system. They engineered features from the raw feature space of relative coordinates of a
particle i and its neighbours j, calling it the crystal signature for a more robust feature
vector that is translationally, rotationally and scale invariant. Our use of order parameters
that rely on spherical harmonics and local neighbourhoods [82–84] ensures that I do not just
incorporate noise from raw position coordinates, but choose carefully chosen features for
extracting relevant symmetry information, while not biasing the model towards any specific
crystalline symmetry.
Sanity Check: Dummy Classifier
I built a dummy classifier based just on the solid-like criterion, as a sanity check for perfor-
mance. The dummy classifier was built as follows:
• if solid-like, then classify as precursor
• if liquid-like, then classify as metastable and precursor with 50–50 probability
The performance was ≈ 53%, which is what I expected with 12% solid-like particles in the
prec region, and 99% liquid particles in the meta region (see Figure 6.4).
For the true prec region, the 12% solid-like particles will be classified as prec, and the
remaining 88% liquid particles will be separated into 44% meta and 44% prec.
In the true meta region, out of the 99% liquid particles, 49.5% will be classified as meta.
However, the 1% solid-like particles in this region will be prec.
This classification is summarised in the confusion matrix in Table 6.1:
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True meta prec
meta 49.5 49.5 + 1
prec 44 44 + 6
Table 6.1: Dummy classifier confusion matrix.
6.3.4 Model B: Training on averaged configurations
Instead of using order parameters assigned to individual particles as features, I averaged
the order parameters in region R as the feature (see Figure 6.5).
Figure 6.5: Defining meta & prec regions in the box, within radius R of the centre of mass
of the critical droplet observed at tnucl. The meta region was chosen to be between times
[tnucl− 500τ ] and [tnucl− 400τ ] and the prec region was defined between times [tnucl− 200τ ]
and [tnucl − 100τ ].
Particle OP 1 OP 2 . . . OP n Phase
Avg. Config. 1 q11 q
1
2 . . . q
1
n Metastable
Avg. Config. 2 q21 q
2
2 . . . q
2
n Precursor
. . . . . . . . . . . . . . . . . .
Avg. Config. N qN1 q
N
2 . . . q
N
n Metastable
OP: Order Parameter; N particles; n features
Table 6.2: Example of training matrix.
This averaging of many configurations dramatically improves performance as it elimi-
nates the noise from individual particles and time snapshots in trajectories.
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6.3.5 Model C: The double forest classifier
The above two approaches, used just by themselves, didn’t seem to do much better than the
solid-like criterion. I now propose a way of predicting precursors in an averaged space-time
region R, while learning on individual particles. The first forest is trained as in Model A,
and gives a predicted label for each particle. Then, I build a second forest for region R,
with labels as in Model B, but features coming from the moments of individual particle
predictions. For example, the features could be the average number of predicted precursor
particles in R, their variance, and percentiles.
Precursor Probability Histograms
I used precursor probability histograms as a way of averaging configurations from the atom
forest (Model B) predictions. The respective precursor probabilities of prediction for both
prec and meta regions were binned, and these values were then used as features for the
system forest (with the number of feature being equal to the number of bins).
6.4 Preliminary Results
6.4.1 Feature importance
A random forest can yield feature importances, which measures the relative importance of
every feature in making the decision. This is calculated by randomly permuting values for
a feature, and tracking the decrease in accuracy. A feature is found to be important if the
decrease in accuracy is high, and vice-versa. In our case, it will be interesting to look at
the order parameters that stood out in the classification problem.
The two most important features were found to be 〈q6〉 & 〈q8〉. The significance of these
attributes is also seen in Figure 6.9, based on the increased separation between meta and
prec regions.
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Figure 6.6: Precursor probability distributions for meta & prec regions. Though the 2
distributions have a similar shape, the precursor region shows an additional small peak at
precursor probability 1. This could be a distinguishing characteristic between the 2 regions.
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Figure 6.7: Feature importances from Model A, with the solid-like criterion as a feature. It
is interesting to note that the criterion was not that important in the model’s classification.
Figure 6.8: Feature importances from model C (the double forest classifier). 〈q6〉 & 〈q8〉
are the most significant features.
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Figure 6.9: Top 2 feature distributions for meta & prec regions. The histograms of these 2
feature values show the least overlap in the 2 regions.
6.5 Validation
The hyperparameters of the model were tuned to get the best model accuracy without
overfitting (see Appendix B for details).
6.5.1 Number of trees
The number of trees in the forest was varied to determine the minimum number required for
getting a good score. Having too many trees slows down the computation considerably, so
it is important to optimize this. Based on Figure 6.10, 100 trees was chosen as the optimal
number for the model.
6.5.2 Other parameters
One of the most important hyperparameters (defined in Appendix B) while working with
trees is the minimum number of samples in each leaf after creating the split. The easiest
way to overfit is to create extremely deep trees with very few samples in each leaf, which
essentially means making decision splits looking at few data points, thereby learning the
noise.
The parameters tuned for gauging the scores were minimum number of samples in a leaf
before splitting (both particle and system forest) & histogram bins. The choice that gave
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Figure 6.10: Variation in accuracy with number of trees. Based on the highest accuracy, I
chose 100 trees for the forest.
the best accuracy (0.83), auc (0.88) and f1 scores (0.84) was
• minimum samples per leaf (Model A) = 48329
• histogram bins (Model B) = 30
• minimum samples per leaf (Model B) = 10.
6.6 Future Work
6.6.1 Testing on a trajectory
It would be interesting to track prec particles visually in the trajectory. One way to do so
would be to colour particles on a blue to red gradient based on the atom forest, and then
apply the region forest around each particle, and if the regional forest calls it a precursor
region, colour that particle green. So blue→ red is a soft prediction, while green is a stronger
prediction that shows areas with collective prec behaviour.
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Figure 6.11: Tuning validation parameters: minimum samples per leaf for both particle &
system forests, as well as histogram bins for the system forest. The choice of 48329, 30, 10,
ends up giving maximum accuracy, auc and f1 scores.
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6.6.2 Tuning distance within which to train precursors
A pertinent physics hyperparameter that needs to be tuned is the radius around the centre
of mass of the biggest cluster in a configuration, around which to label the particles as
‘precursors’. Having a radius that is too big will impose too much noise in the data. On
the other hand, a smaller radius, though increasing the performance, will include too few
‘prec’ data points. So there needs to be a delicate balance. Including a lot more trajectories
ensures more data points, and then one can take the liberty of choosing a smaller radius.
Figure 6.12: Performance of Random Forest algorithm with the value of the radius R, which
defines the region of interest around the centre of mass of the critical droplet at time tnucl.
6.6.3 Tuning time deltas
Another important parameter related to the physics is the time range for which data is
labelled as meta and prec. In our analysis so far, it was decided based on the fraction of
solid-like particles within the respective space-time regions, found from the previous solid-
like criterion. Once we have a working model for predicting precursors in a region with
only 20% solid-like particles, we can start getting more ambitious and push back the time
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range, and see how far back in time this prediction performance can last.
Chapter 7
Summary
7.1 Results
The aim of this work was to test for the influence of the spinodal. I succeeded in finding
indirect evidence for its influence in regions near and below T = 0.58. I also found interesting
new symmetries for the particles constituting the ramified droplets at these deeper quenches.
7.1.1 Symmetry Criteria
As we have seen, traditional symmetry criteria are not enough to pinpoint non-classical
droplets. I used a combination of the Steinhardt [82], Lechner [83] and Galli [84] order
parameters to find a 2D order parameter phase space that gave the best separation between
solid and liquid phases, as well as separation of the crystalline phases into fcc, bcc, and hcp.
7.1.2 HCP Phase
The stable phase of the Lennard-Jones solid is fcc at the temperatures and pressures that
I considered, but I found indications of a metastable hcp phase. The stability of the hcp
phase was tested at temperatures closer to coexistence, where the hcp phase continued to
exist without melting, behaving similar to the stable fcc phase. The fact that these two
phases are very close in energy might partially explain why the nucleating droplets were
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observed to comprise hcp particles as well as fcc.
I found the following evidence for the influence of the spinodal on the nucleation process,
7.1.3 Intervention Non-Monotonicity
To locate the critical droplet, the intervention method [58] was used to compute the survival
percentages of the droplets, with the droplet assumed to be a saddle point object. The
expectation was to observe a 50% survival rate at criticality, slowly increasing to 100%
in the growth phase. Our study, however, revealed a non-monotonic curve of survival
percentages, which made it difficult to capture critical droplets with confidence, as discussed
in Section 3.6.1.
7.1.4 Free Energy Barriers
By using the mean first passage time method to calculate free energy barriers, I found that
the barrier height decreases with quench depth and observed flat barriers below the effective
spinodal. I also found the the droplet size to increase with quench depth, as expected from
the work of Klein and Leyvraz [39]. This behaviour is the opposite to what is expected
in classical nucleation theory where the droplets become smaller with quench depth. The
increase is another indirect indication of spinodal nucleation (see Section 4.2).
7.1.5 Planes
The critical droplets found by intervention and a symmetry analysis were smaller than
the size expected by doing an analysis of the dependence of nucleation times on the size
of the system. Adding planar particles to the droplet gave consistency, increasing our
confidence that they are part of the critical droplet. Targeted perturbations and survival
rate calculations on the planar particles are further evidence of their inclusion, as discussed
in Section 5.3. This is similar to what was found in simulations of nucleation in Nickel [64].
A ‘planar front’ to the droplet was also found to exist in the growth phase.
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7.1.6 Growth by Filling-in of the Interior
By calculating the number density of all the particles in spherical shells around the centre
of mass at times before and after criticality, I found that the density of the droplet’s interior
increases during growth. This increase indicates a filling-in of the interior, which is one of
the characteristics of spinodal nucleation, as discussed in Section 5.5.
7.2 Proposed Future Work
Although this work gave some elucidation regarding the structure of the critical nucleus
at temperatures just above the pseudospindol, much work still remains to form a complete
picture. Finding more analogies from the Ising model will be a good first step. The following
are some other aspects that could be investigated:
7.2.1 Effects near Coexistence
Given our results near the pseudospindol, the next step is to compare them with those near
coexistence. It will also be interesting to investigate the existence of planar particles near
coexistence and the effect of perturbations on them.
Metastable lifetimes near coexistence are too long to realistically observe a nucleation
event with regular, unaccelerated molecular dynamics. A plethora of rare event sampling
techniques have come into existence in recent years because of this problem. Some examples
include Transition Path Sampling [73], Forward Flux Sampling [104], Transition Interface
Sampling [105], Metadynamics [90], Milestoning [106], Umbrella Sampling [87] and Weighted
Ensemble method [107]. Some of these methods preserve the correct system dynamics along
the whole transition path. Because these techniques use a reaction coordinate or collective
variable to sample the transition, the size of the biggest cluster is the most obvious choice
for our system.
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7.2.2 Free Energy Barriers for Planar Droplet
Now that I have found that planar particles are part of the critical droplet, it would be
interesting to calculate the free energy barriers using the mean first passage technique [92]
using clusters that include these new particles. Their inclusion will shift the top of the free
energy barrier, possibly helping us to capture precursor structures in the metastable liquid
much earlier.
Another possible line of research is to compare the free energy barriers of hcp and fcc
phases to better understand why the interior of the critical droplet is hcp rather than fcc.
7.2.3 Other systems
Because I have been looking at the simple system of Lennard-Jonesium, the next step would
be to determine the critical droplet structures of other systems. Nucleation studies have
been done on water [108, 109] and clathrate hydrates [14, 74], with the same symmetry
characterization difficulties. The work of Refs. [7, 10, 96–99] has shown the possibilities of
the existence of precursors to nucleation, which would be better characterized now that we
have the machine learning tools to capture symmetries in a mostly disordered fluid.
Appendix A
Free Energy Barriers using Mean First
Passage Time
Tracing out the free energy landscape is non trivial in MD simulations, unlike the Umbrella
Sampling [87] and MC combination where a barrier can be extracted from the biasing
potential. This appendix illustrates a simple method first introduced by Wedekind et al. [92],
that uses the kinetics of the system to give useful information about the transition state.
A.1 Theory
Most activated processes can be described by a reaction coordinate x or order parameter, a
quantity specific to each system, which describes the dynamics and evolution most precisely.
In the case of nucleation in supercooled liquids, the size of the largest cluster has been widely
used as the reaction coordinate, as it increases from initial state A to final state B.
Let’s begin with the Fokker-Planck equation to describe the system:
∂P (x, t)
∂t
=
∂
∂t
(
D0e
−βU(x) ∂
∂x
(P (x, t)eβU(x))
)
(A.1)
where:
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P (x, t) → Probability distribution function
D0 → generalized diffusion coefficient
U(x) → Free energy barrier β = 1/kBT
The mean first passage time (MFPT), τ(x0; a, b) is defined as the average time elapsed
since a system starting at x0 leaves the domain [a, b] for the first time. It’s expression is as
follows:
τ(x0; a, b) =
∫ b
x0
1
D0
dy exp[βU(y)]
∫ y
a
dz exp[−βU(z)] (A.2)
Combining these, the free energy barrier can be computed as follows:
β∆F ∗(nmax) = ln [B(nmax)] −
∫ nmax
a
dx∗
B(x∗)
+ C (A.3)
where B =
1
Pst(x)
[∫ x
a Pst(x
∗)dx∗ − JV τ(x)]; J → Nucleation rate per unit volume;
Pst(x) → Steady state probability of finding configuration with biggest cluster size of nmax
A.2 Application in the Ising Model
Thapar and Escobedo [11] applied this technique in conjunction with FFS [71] to construct
free energy barriers for the 2D Ising model at different values of the interaction range. They
observed a flat barrier as well, which is in line with our findings for Lennard-Jonesium 4.9.
A.3 Application in Supercooled Liquids
Lundrigan and Saika-Voivod [93] tested nucleation rates and free energy barriers using this
technique for systems closer to coexistence, and found their results to be in agreement with
Classical Nucleation Theory. Malek et al. [44] also used this method to obtain free energy
barriers, and probe the shapes of embryos (or critical droplets) based on the configurations
at the top of the barrier.
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Figure A.1: Free energy barrier for Ising models (taken from [11])
Appendix B
Machine Learning: An Overview
B.1 Introduction
In recent years, machine learning algorithms have become widely popular in physics because
of their successes in solving difficult problems by looking at statistical patterns in data [103,
110–113]. As its name suggests, the goal of machine (or statistical) learning is to ‘learn’
certain behaviour from complex datasets, and make predictions or inferences for previously
unseen data.
B.2 Terminology
Before we get into any specific algorithms, certain general terms need to be introduced.
Any dataset can be broken up into two parts - feature variables X and target variables Y .
The dependent variable, Y , can usually be expressed as:
Y = f(X) +  (B.1)
where f is a function of the p feature variables X1, X2, . . . , Xp, and  is a random error
term. When building a machine learning model, we are basically trying to fit a function fˆ
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on existing data X, to come up with a prediction for Y :
Yˆ = fˆ(X) (B.2)
such that the expectation value of the reducible prediction error is minimized:
E(Y − Yˆ )2 = E[f(X) + − fˆ(X)]2 (B.3)
= [f(X)− fˆ(X)]2 + Var() (B.4)
where the first term is the reducible error.
The most common learning approach is supervised learning, in which input datasets have
the outcomes Y as known, fro the machine to train on. On the other hand, in unsupervised
learning, the dataset doesn’t have known outcomes Y to learn from, and the algorithm
works by cluster data into similarity groups to predict outcomes. This is a more advanced
problem, and won’t be used or discussed in this thesis. After training, some data is kept
aside for validating to make the model generalizable, and the rest for testing to evaluate
the performance of the model on unseen data.
B.2.1 Overfitting
Overfitting is a problem more commonly seen with complex models, and is another way of
saying that the model has a high variance, and is less generalizable. All these descriptions
amount to the fact that the model we built has learnt the noise along with useful elements
from the training set. A common indication of this is that the training set error is much
smaller compared to the test set error.
B.2.2 Performance Metrics
In order to evaluate the performance of a binary classifier, a variety of different metrics can
be used. The right choice of metric usually depends on the system/data itself, as well as
the problem we are trying to answer. Here is a list of commonly used metrics:
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Figure B.1: Learning Methodology.
1. Accuracy - fraction of predictions the model got right (not the best metric for im-
balanced data)
2. Precision - measure of how many selected elements are relevant
3. Recall - measure of how many relevant elements are selected
4. ROC - Receiver Operator Characteristic is a plot of true positive rate vs false positive
rate, computed by setting different thresholds of acceptance.
5. AUC - Area Under the Curve (usually ROC curve) is a measure of the diagnostic
power of the classifier, with 1 being a perfect classification and 0.5 representing random
chance.
6. F-1 Score - harmonic mean of precision and recall
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B.3 Classification Models
This section elaborates on the classification models used in chapter 6, illustrating their pros
and cons.
B.3.1 Logistic Regression
A logistic regression is a linear classification model. It’s just an extension of a linear regres-
sion on categorical/ qualitative predictions, giving probabilities of y belonging to each class
as outputs, instead of a continuous variable.
The biggest advantage of using a logistic regression is simplicity - since it’s linear and
less complex, it’s much harder to overfit than more complex models that might have better
fits to the data but tend to be less generalizable. But the simplicity could sometimes lead
to less accurate predictions, which is why I had to switch to a random forest in chapter 6.
B.3.2 Random Forest
A random forest is a non-linear approach of classification. The backbone of a forest is a
decision tree, which is usually a binary tree with root, parent, children and sibling nodes.
A final decision is made by creating splits of maximum variance on the data to partition
it into several buckets. Figure B.2 shows an example of how the splits made in a decision
tree look like, and how a result is obtained by traversing the tree downward upon satisfying
certain conditions, until no more splits are possible.
A random forest is a much more robust classifier than a single decision tree, because it
averages the results from multiple trees (some of which might be weak and not have the
best possible splits) to give a strong result.
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Figure B.2: Illustrative Example of Decision Trees.
Figure B.3: Random Forest averaging over individual trees by taking a vote from individual
tree classifications.
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