A necessary and sufficient condition on the Walsh-spectrum of a boolean function is given, which implies that this function fulfills the Strict Avalanche Crit,erion. This condition is shown to be f W e d for a class of functions exhibiting simple spectral symmetries. Finally, an extended definition of the Strict Avalanche Criterion is proposed and the corresponding spectral characterization is derived.
Introduction
The "Strict Avalanche Criterion" (SAC) was introduced by A.F. Webster and S.E. Tavares. They write [l] : "If a function is to satisfy the strict avalanche criterion, then each of its output bits should change with a probability of one half whenever a single input bit E is complemented to T." The cryptographic significance of the SAC is highlighted by considering the situation where a cryptographer needs some "complex" mapping f of n bits onto one bit. Although the expression "complex" has no precise mathematical defiiiit,ion here, an information-theoretical approach can help assigning it an intuitively pleasant meaning. the output of f with a probability of f . This lack of accuracy of lower-dimensional approximations is a wisliable property of cryptosystems: the existence of some (relatively accurate) lower-dimensional approximation of an enciphering transformation could reduce the amount of work for an exhaustive search according to the dimension of the domain of the approximation. Functions for which flipping one input bit always flips the output of course are still more difficult to approximate (the best lower-dimensional approximation is inaccurate in 50% of the cases), but their conditional entropy H([f(z,, . . . ,q,. . . ,z,,]) I f([zl,. . . , z i , . . . ,zn])) is zero.
In the first part of this paper, Boolean functions f(g) with n bits input and one bit output are considered. The Walsh-transform has shown to be very useful for the analysis of (statistical) properties of boolean functions. It is shown that a boolean function f ( g ) fulfills the SAC if and only if, for all i E { 1 , 2 , . . . ,n}, its Walsh transform ~( L E ) , w = [wl, w2,. . . , w,], fulfius -where 2; denotes the n-dimensional vector space over the finite field GF (2) . This set of conditions is shown to be fulfilled for a class of functions ~( I u ) that exhibits certain "visible symmetries" arising from equalities of the form p ( u ) = ~( L J @ c).
In the second part of the paper, the requirements on a boolean function are made stronger, introducing the concept of "SAC of higher order". The corresponding spectral conditions are then established.
Wals h-Spect rum of SAC-fulfilling Functions

Spectral Characterization of Functions FuIAlIing the SAC
First, a few basic definitions, lemmas and theorems are needed. 
where w E 2; and JZI. g denotes the dot-product of g and w , defined as
(2)
The function f(g) can be recovered b o r n F ( g ) b y the inverse Walsh transform:
W€Z;
(3)
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The Walsh transform and its inverse (both defined for real-valued functions) may be applied to boolean functions if their values are viewed as the real values 0 and 1.
Very often, it is easier to work with boolean functions that take values in the range (1, -1). The function f(g) is defined as f(z) = (-1)f(~) or f ( g ) = 1 -2f(:).
(4)
The relationship between the Walsh transforms of j ( g ) and j(g) is stated in the following lemma [2, 3) .
which is equivalent to 1 - We now wish to express the SAC for the case of an j-function (with range (1, -l}). The following Lemma yields an alternative definition of the SAC. This lemma is easily derived, considering that if a function f(c) fulfills the SAC,
, and (11) f ( a ) -f(;c @ ci) = 1 for the other half.
(12)
Summing up over all the ieZ 2 " thus yields (10). The term on the left-hand side of equation (10) can also be represented by the convolution of f(x) with itself:
we see that the left-hand side of (10) is also the inverse Walsh-transform of F(yL) • F{w) = F 2 {w), and with (3) we get:
From the well-known convolution theorem, which states that 10 ' • ^2(^) for » = 1,2 and 3, we get zero for i = 1 and i = 3 and -64 for i = 2, which does not satisfy the requirements of theorem 1.
Example 2:
Next, we examine another function of three bits, g(x).
The reader can check that flipping any of the three input bits involves an output change in 50% of the cases. Therefore, this function fulfills the SAC and the requirements of theorem 1 can be checked to hold for i = 1,2 and 3.
It should be pointed out that if a function fulfills the SAC, it does not imply that it is zero/one balanced, as can be seen from the following example. 
h(x) takes on six times the value zero and only twice the value one, which doesn't prevent it from fulfilling the SAC. which shows that the coordinate W; of the center of gravity of the considered cubic body remains unchanged if all the weights on one "face" of the cube (face with wi = 0) are moved to the opposite "face" (face with w ; = 1) and conversely. Therefore, we can state that a function ](g) fulfills the SAC if and only if the n-cube with weights equal to f'*(w) attached to its corners has a center of gravity which is epuididant from any two opposite "face8" of the cube, and t h w from all the corner8 of the cube. The center of gravity of the body associated to the Walsh-spectrum of an SAC-fulfilling function therefore has the coordinates [ f , f, . . . , i].
Example 4:
The 3-dimensional cube associated to the function g ( g ) of example 2 is represented on the right-hand side of Fig. 1 . The dark circles designate weights of magnitude @(g) = 16. The exchange of "faces" may be performed in three ways: Let x be an operator on 2; which, when applied to 4, permutes its indices [2, p.1651: For symmetry reasons, the following lemma is easily seen to be true.
Lemma 3 The function g(5)
= -](g) (resp. g ( g ) = f ( g ) ) fulfills the SAC if a n d only if i(:) (resp. f(g)) f u~r l s the SAC.
At this point, we already dispose of some tools to construct SAC-fulfilling boolean functions, and the question arises whether it is possible to construct all SAC-fulfilling functions with those tools. Computer experiments were carried out, in order to find such functions (i) by exhaustive testing of all the 22n existing boolean functions of n bits ( n = 3 -and n = 4))
(ii) by making use of Theorem 3 and Lemma 3 (but without trying out all possible assignations G ( w l = k J G ) . This established the fact that the above construction does not generate all the SAC-fulfilling functions, but only subclasses of them. We call the attention of the reader to the redundancy of the described synthesis rules: nothing ensures us that a newly obtained function will be different from the starting one or from a formerly constructed one. z1 and t3 [4, p.1231, that is f([21,22,z3] We thus see that a boolean function fulfills the SAC if and only if it is 500Jo-dependent of each of its input bits.
The following theorem gives a suficient condition for a function to be 50%-dependent of one or more of its input bits. 
and P2(w) = P'(g@ [ l , l , In other words, the condition of theorem 4 is sufficient but not necessary. 
for all g E 2; but no other relation of the form (30). Equation (37) implies that f ( g ) is 50%-dependent of E l , t 3 and t4, but says nothing about 22. Nonetheless, one can check that f(g) is 50%-dependent of 2 2 as well.
3 Strict Avalanche Criterion of Higher Order and it assures that the best possible lower-dimensional space approximation of a mapping yields an erroneous result in 25% of the cases. We consider now a mapping of TZ bits onto one bit that fulfills the SAC. If one or more of its input bits are kept constant, the question arises whether it is possible to find some accurate approximation of this reduced mapping (reduced in the sense that it is defined only on a subspace of 2;). If this is possible, the exhaustive search over the considered subspace can be reduced (compared with the exhaustive search over the full space In what follows, the "classical" SAC will sometimes be called "SAC of order 0". 
Spectral Characterization for SAC of Higher Order
From example 9, it is clear that a boolean function of n bits can fulfill the SAC of order at moJt n -2.
We are interested in a spectral characterization of boolean functions that fulfill some SAC of higher order. We again consider f(s) = (-1)f(g) rather than f(c).
The following equation is quite similar to (38). where kt,1(z') designates the Walsh-transform of f,,l(g'). Similarly, we get
Because of the linearity of the Walsh-transform and the fact that "+" in expression (39) can be considered as int>eger addition (because always one of both terms on the right-hand side of (39) equals zero) we get: The first sum in t.56) can be writ,ten as CWEz; P2(u,) . for all distinct i, j , k E ( 1 , 2 , . .
P(w_)
=
. , } > and with ci,j denoting the n-tuple with a one at the i-th and j -t h place and zeroes elsewhere.
Verifying whether the SAC of order 2 is fulfilled or not thus requires at most n ( n -1) + (9) ( n -2) checks. 
Theorem 7 A f u n c t i o n f(g)
Construction of Functions Fulfilling the SAC of Maximum Order
