We show an upper bound for the order of a digraph (or a mixed graph) whose Hermitian adjacency matrix has an eigenspace of prescribed codimension. This generalizes the so-called absolute bound for (simple) graphs first shown by Delsarte, Goethals, and Seidel (1977) and extended by Bell and Rowlinson (2003) .
Introduction
Although it is likely that almost all graphs have simple eigenvalues only [20] , many interesting highly structured graphs (such as strongly regular and distance-regular graphs) have eigenvalues of large multiplicities relative to the number of vertices. It is then natural to ask whether the multiplicity of an eigenvalue can be bounded above. In 1977, Delsarte, Goethals, and Seidel obtained the following result regarding this question as a by-product of the theory of spherical codes and designs [5] . This bound is sharp. Namely, recall that a strongly regular graph Γ can be defined as a connected k-regular graph with precisely three distinct eigenvalues. Then k is the eigenvalue of multiplicity 1, and if m 1 ≥ m 2 denote the multiplicities of the two other eigenvalues, then the order n of Γ satisfies n ≤ 1 2 m 2 (m 2 + 3), which is called the absolute bound for strongly regular graphs [12, 19] . It is easily seen that the absolute bound follows from the one given by Theorem 1.1. A strongly regular graph that attains the absolute bound is said to be extremal. In fact, an extremal strongly regular graph is a pentagon, a complete multipartite graph or a so-called Smith graph. The only known examples of extremal Smith graphs are the Schläfli graph, the McLaughlin graph and their complements. Bell and Rowlinson [2, Theorem 3.1] (see also [16] ) generalized Theorem 1.1 as follows. 
and equality holds if and only if the graph is an extremal strongly regular graph, with λ as its eigenvalue of greatest multiplicity.
The goal of the present paper is to prove analogues of the above mentioned results for digraphs. A digraph (a directed or mixed graph) ∆ consists of a finite set V of vertices together with a subset E ⊆ V × V of ordered pairs of elements of V called arcs or directed edges. If (x, y) ∈ E, then we write x → y. If both x → y and y → x, then the pair {x, y} forms a digon of ∆, which may be thought of as an undirected edge, and we write x ∼ y in this case.
Let ∆ = (V, E) be a digraph with n vertices. For a complex number α / ∈ R with absolute value 1, we consider the Hermitian adjacency matrix H = H α (∆) ∈ C V ×V of ∆ with entries given by:
where α denotes the conjugate of α.
The notion of the Hermitian adjacency matrix (with α = i) was introduced by Liu and Li [10] and independently by Guo and Mohar [6] . Recently Mohar [11] introduced another type of Hermitian adjacency matrices, which coincides with ours (see also [9] ) in the important case α = 1+i √ 3 2 , i.e., the primitive sixth root of unity. Since H is a Hermitian matrix, the eigenvalues of H are all real, and their algebraic and geometric multiplicities coincide. Let λ
2 , . . . , λ ms s denote the spectrum of H where m i is the multiplicity of the eigenvalue λ i , and λ 1 > λ 2 > · · · > λ s , and write d i = n − m i . The eigenvalues interlacing property, which is useful in the study of simple graphs [7] , also holds for eigenvalues of H and those of its principal submatrices. On the other hand, as Guo and Mohar notice [6] , the eigenvalues of H may behave differently (with respect to the digraph structure) compared with the eigenvalues of (0, 1)-adjacency matrices of simple graphs. For example, some digraph invariants such as diameter, minimum degree, and number of connected components cannot be bounded by the spectrum of H.
Recall that an eigenvalue λ is said to be non-main if its eigenspace is contained in 1 ⊥ , where 1 is the all-one vector, otherwise we call λ the main eigenvalue. (In particular, if a simple graph is regular with valency k, then all its eigenvalues but k are non-main.) With this notation, our main result reads as follows. (i) If i ∈ {1, 2, . . . , s} and λ i is non-main, then
To put this result in a more general context, we observe that the codimension d of the λ-eigenspace equals the rank of H − λI. Let N (d, L) denote the maximum size of a square matrix of rank at most d, whose off-diagonal entries belong to a set L. Many important applications of linear algebra to combinatorics reduce to bounding the size of a matrix with few distinct entries and a given rank, i.e., N (d, L). Recently Bukh [4] obtained some general asymptotic results regarding this problem, in particular, he showed that
It is observed in [4] that using the application-specific structure of a matrix may improve upon the upper bound (1.2). For example, if λ min = 0 is the least eigenvalue with multiplicity m of the (0, 1)-adjacency matrix A, then
Thus it can be seen as the Gram matrix of a set of n unit vectors in R d with two distinct inner products, i.e., a spherical 2-distance set. In order to bound n, Delsarte, Goethals and Seidel [5] used some elements of the theory of harmonic analysis on spheres. (A bit worse bound can be shown by a much simpler argument of Koornwinder [8] .) Nevertheless, the bound from Theorems 1.1 and 1.2 is asymptotically just slightly better than the one in (1.2).
The same phenomenon happens when A is a symmetric (0, ±1)-matrix, i.e., the adjacency matrix of a signed graph, see a recent result in [15] . It is then remarkable that the bounds in Theorem 1.3 significantly improve on the one in (1.2).
The proofs of the above-mentioned results are all variations of the polynomial method. Blokhuis [3] showed that the idea of harmonic analysis on spheres generalizes to an arbitrary (not necessarily positive-definite) inner product space, which provides a tool to generalize Theorem 1.1 to any eigenvalue of A. However, this gives a result weaker than that in Theorem 1.2. Bell and Rowlinson [2] used another variation of the polynomial method combined with the so-called star complement technique, which allows to analyze the structure of a graph with equality in Theorem 1.2.
In our work we use both approaches. The proof of part (ii) of Theorem 1.3 in Section 3.3 is based on the harmonic analysis of codes of the complex unit sphere, which was developed by Roy and Suda [18] , see Section 3. In Section 2.1, we observe that the theory of star complements in simple graphs can be extended to that of the Hermitian adjacency matrices of digraphs. This provides us a tool to prove Theorem 1.3(i), see Section 2.2. It is interesting that these approaches give different bounds unlike the case of (0, 1)-adjacency matrices.
We have only partial results regarding tightness of the bounds in Theorem 1.3. This and some other open questions are briefly discussed in Section 4.
Star complements

Star complements in Hermitian matrices
Let Γ = (V, E) be a simple graph. The eigenvalues of Γ are the eigenvalues of its (0, 1)-adjacency matrix. Let Γ have an eigenvalue λ of multiplicity m. A star set for λ in Γ is a subset X of V such that |X| = m and λ is not an eigenvalue of the graph induced on V \ X. If this is the case, the induced subgraph on V \ X is called a star complement for λ in Γ. Star sets and star complements exist for any eigenvalue of any graph. We refer the reader to [17] for more results on star complements and their applications.
The notion of star sets and star complements in simple graphs can be straightforwardly extended to those in the more general setting of Hermitian matrices, in particular, Hermitian adjacency matrices of digraphs. We only show the following two results, which are essential for proving Theorem 1.3, while the comprehensive theory of star sets and star complements in digraphs can be elaborated elsewhere.
Let V be a finite set with n elements, and H ∈ C V ×V be a Hermitian matrix with an eigenvalue λ of multiplicity m. We define a star set for λ in H to be a subset X ⊆ V such that |X| = m and λ is not an eigenvalue of the principal submatrix of H corresponding to X (i.e., with the rows and columns in X). If X is a star set for λ in H, then we call V \ X a star complement for λ in H. When H is the Hermitian adjacency matrix of a digraph ∆, by eigenvalues, star sets and star complements of ∆ we mean those of H, respectively. Lemma 2.1. Let H have an eigenvalue λ of multiplicity m. Then there exists a set X ⊆ V such that |X| = m and λ is not an eigenvalue of the principal submatrix of H corresponding to V \ X, i.e., X is a star set for λ in H, and V \ X is a star complement for λ in H.
Proof.
Since λI − H has rank n − m, it has a principal submatrix λI − C of order and rank n − m so that C has no eigenvalue λ.
Theorem 2.2. Let X be an m-element subset of V , and write H partitioned as follows:
where H X is the principal submatrix of H corresponding to X. Then X is a star set for an eigenvalue λ in H if and only if λ is not an eigenvalue of C and
in which case the λ-eigenspace of H consists of the vectors
Proof. Let X be a star set for λ. By definition, λ is not an eigenvalue of C. We have
where, by assumption, λI − H and λI − C are of rank n − m. Therefore, there exists a matrix L such that
whence λI − H X = −LB and −B * = L(λI − C), and Eq. (2.1) follows. The rest of the proof follows from direct calculations.
In what follows, let V = {1, 2, . . . , n}, λ be an eigenvalue of H of multiplicity m and write d = n − m. By Lemma 2.1, there exists a star set X for λ in H. Without loss of generality, we assume that X = {1, 2, . . . , m}. Following [2] , we extend the notation of Theorem 2.2 as follows:
• denote the columns of B by b u , where u ∈ {1, 2, . . . , m},
• and define S := (B | C − λI) with columns s u , u ∈ {1, 2, . . . , n}, so that, in particular, s u = b u for u ∈ {1, 2, . . . , m}. Then
Let E(λ) denote the λ-eigenspace of H, and E(λ) ⊥ its orthogonal complement in C n .
Lemma 2.3. Let w ∈ E(λ) ⊥ , and write w = (p | q) ⊤ = (w 1 , . . . , w n ) ⊤ , where p = (w 1 , . . . , w m ) ⊤ , and q = (w m+1 , . . . , w n ) ⊤ . Then, for u ∈ {1, 2, . . . , n}, we have
Proof. Let {e 1 , . . . , e m } be the standard basis of C m , and let {e m+1 , . . . , e n } be the standard basis of
which shows q, s u = −w * u and so s u , q = −w u . For u ∈ {m + 1, . . . , n}, we have
which completes the proof.
The proof of Theorem 1.3(i)
Let ∆ be a digraph with Hermitian adjacency matrix H = H α (∆). Following the notation from Section 2.1, assume that ∆ satisfies the condition of Theorem 1.3 and λ is one of its non-main eigenvalues. By Eqs. (2.3), (2.4), for all vertices u, v of ∆, we have:
and note that s u , s v = s v , s u * . Theorem 1.3(i) follows from Theorems 2.6 and 2.8 proven in the following two sections.
Case
. Then α 2 + α 2 − α − α = 0. Define functions F 1 , . . . , F n as follows:
where a = α+α−2 α 2 +α 2 −α−α and observe that
Proof. On the contrary, suppose that for some coefficients
holds for all x ∈ C d . For v ∈ {1, . . . , n}, taking x = s v , by Eq. (2.6) we obtain
Note that a = 0 and a = − 
for all x, y ∈ C d . Observe that
so that taking x = 1 and y = s v with s u , x = −1 by Lemma 2.3 and 1 ∈ E(λ) ⊥ , as λ is a non-main eigenvalue, we obtain
Further, we have
All together this gives
so either a(λ 2 + λ) + λ 2 = −λ, i.e., λ ∈ {0, −1} by α = −1 and a = −1, which is impossible, or β u = 0 for all u, which shows the lemma.
holds.
Proof. F 1 , F 2 , . . . , F n lie in the space of polynomials in
. Theorem 2.6. With the above notation, n ≤
Proof. Define a function F as follows:
and we claim that F, F 1 , . . . , F n are linearly independent. Assume on the contrary that F is written as a linear combination of F 1 , . . . , F n , so that 
for all x, y ∈ C d . Taking x = 1, y = s v , we have
Therefore we have
which implies b = β1, i.e., β u = β for all u for some scalar β = 0 since a = −1 and λ ∈ {0, −1}.
Note that β ∈ R as 1, 1 , a, λ ∈ R. Using Eq. (2.9), we then proceed in the following steps.
(1) By evaluating
where we denote
(3) Finally, evaluating
We then have
which implies that the Cauchy-Schwarz inequality is attained. Thus for any x, y ∈ C d , there exists γ = γ(x, y) such that s u , x = γ s u , y for all u ∈ {1, 2, . . . , n}. Then s u , x − γy = 0 for all u. Thus s * u (λI − C) −1 (x − γy) = 0, from which it follows that (C − λI)(λI − C) −1 (x − γy) = 0.
Therefore x = γy for all x, y ∈ C d , which is true only when d = 1. This proves the claim and then n + 1 ≤ 3d(d+1) 2 holds.
. Define functions F 1 , . . . , F n as follows:
Observe that Proof. On the contrary, suppose that
for all x ∈ C d and some coefficients β u ∈ C. For v ∈ {1, . . . , n}, taking x = s v , by Eq. (2.10) we obtain for all x, y ∈ C d , and observe that
Taking x = 1 and y = s v with s u , 1 = −1 by Lemma 2.3 and 1 ∈ E(λ) ⊥ , as λ is a non-main eigenvalue, we obtain
which implies (−λI + H)b = 0 by Eq. (2.12). Thus, (λ 2 I + H)b = (−λI + H)b = 0, and either λ 2 + λ = 0, i.e., λ ∈ {0, −1}, which is impossible, or β u = 0 for all u, which shows the lemma.
Proof. F 1 , F 2 , . . . , F n lie in the space of polynomials in x k x ℓ , x k and x * k for x ∈ C d , which has dimension d+1 2
3 Harmonic analysis on the complex unit sphere
Spherical codes
We briefly review the theory of complex spherical designs and codes [18] and commutative association schemes [1] . Let the complex Euclidean space C d be equipped with the standard inner product x * y for x, y ∈ C d . Let Ω(d) denote the complex unit sphere in C d . A complex spherical code is a finite non-empty subset in Ω(d). For a complex spherical code X in Ω(d), define A(X) to be A(X) = {x * y | x, y ∈ X, x = y}, and the cardinality of A(X) is said to be the degree of X. Let N denote the set of nonnegative integers. A finite subset S of N 2 is a lower set if the following condition is satisfied: if (k, ℓ) ∈ S then so is (i, j) for any 0 ≤ i ≤ k and 0 ≤ j ≤ ℓ. A finite set X in Ω(d) is an S-code if there exists a polynomial F (x) = (k,l)∈S a k,l x kxl with real coefficients such that F (α) = 0 for any α ∈ A(X) and F (1) > 0.
We denote by Hom d (k, l) the vector space generated by all homogeneous polynomials of degree k in variables {z 1 , . . . , z d } and of degree l in variables {z 1 , . . . ,z d }. The unitary group U (d) acts on Hom d (k, l), which yields the irreducible decomposition of Hom d (k, l) as follows:
An upper bound on the size of an S-code is given by the following theorem.
An S-code is tight if equality holds in Theorem 3.1. Tight codes are related to complex spherical designs. For a finite lower set T , a finite subset
where dz is the unique invariant Haar measure on Ω(d) normalized so that Ω(d) dz = 1. As stated in the following theorem, tight S-codes are complex spherical S * S-designs, where
Note that an S * S-design X satisfies that |X| ≥ (k,l)∈S m d k,l , and X is tight if the equality is attained. (1) X is a tight S-code.
(2) X is a tight S * S-design.
(3) X is an S-code and an S * S-design.
Further, define an inner product for polynomials f and g on Ω(d) as follows:
For a complex spherical code X in Ω(d), we define the characteristic matrix H k,l with rows indexed by X, columns indexed by {1, 2, . . . , m d k,l }, and entries given by
, we define the Jacobi polynomial g d k,l as follows:
3)
The essential property of the Jacobi polynomials is the following theorem, known as Koornwinder's addition theorem. 
for any x, y ∈ Ω(d).
Let X be a complex S-code with A(X) = {α 1 , . . . , α s }, and set α 0 = 1. For 0 ≤ i ≤ s, define the binary relation R i as the set of pairs (x, y) ∈ X × X such that x * y = α i . Tight codes have a structure of commutative association schemes provided that s = |S| − 1. . Let X be a tight S-code with degree s = |S| − 1 for a lower set S. Then X with the binary relations defined as above is a commutative association scheme. Moreover, its primitive idempotents are
We review the theory of association schemes in the next section.
Association schemes
Let X be a finite set and let R i be a nonempty binary relation on X for i ∈ {0, 1, . . . , s}. The adjacency matrix A i of relation R i is defined to be the (0, 1)-matrix with rows and columns indexed by X such that (A i ) xy = 1 if (x, y) ∈ R i and (A i ) xy = 0 otherwise. A pair (X, {R i } s i=0 ) is a commutative association scheme, or simply an association scheme if the following five conditions hold:
(1) A 0 is the identity matrix. (2) s i=0 A i = J, where J is the all-one matrix.
The matrix algebra A generated by all A 0 , A 1 , . . . , A s over C is called the Bose-Mesner algebra of the association scheme. Since the Bose-Mesner algebra is semisimple and commutative [1] , it has a unique set of primitive idempotents, which is denoted by {E 0 :=
. . , E ⊤ s } also forms the set of primitive idempotents, for each i ∈ {0, 1, . . . , s}, we defineî by the equality Eî = E ⊤ i . Note that0 = 0. Both sets of matrices {A 0 , A 1 , . . . , A s } and {E 0 , E 1 , . . . , E s } are bases for the Bose-Mesner algebra. Therefore there exist change of basis matrices P and Q defined as follows:
Then we have P = 1 |X| Q −1 . We call P and Q the (first) eigenmatrix and the second eigenmatrix of the association scheme, respectively. For each i ∈ {0, 1, . . . , s}, k i := P i0 and m i := Q i0 are called the i-th valency and multiplicity, respectively. 
Proof. (1) and (2) are shown in [13] and [14] , respectively. 
Then F (α) = 0 for any α ∈ A(X) and F (1) = 2(1 − a)(1 − b)dy 2 > 1 by a < 1 and b < 1, and F (z) ∈ Span{1, z,z, z 2 , zz}. Therefore X is an S-code, and by Theorem 3.1, one has
Next we show there are no complex codes attaining the upper bound (3.4) . Assume on the contrary that there exists such a subset X. The subset X carries a structure of commutative association scheme by Theorem 3.4 as follows. Let
and define
) forms a commutative association scheme with the second eigenmatrix Q given as
Since g 1,0 (α i ) = g 0,1 (α i ) for any i and g 1,1 (1) = g 1,0 (1) = g 2,0 (1), E ⊤ 1 = E 2 holds. Thus, E ⊤ 3 = E 3 and E ⊤ 4 = E 4 hold, which implies in particular that the column corresponding to E 4 have only real numbers. Here these entries are
therefore by y = 0, it follows that x = 0. Now the second eigenmatrix Q is of the form:
By QP = |X|I, we have that the row sums other than the first row are all equal to 0, which gives:
By a = b, we obtain (a, b) = (
) and y = ±
) and
. Now we may assume, by suitably changing the ordering of the rows and columns, that
Calculating the first eigenmatrix by P = |X|Q −1 , we obtain
which implies that 6d+10 = 4m 2 for some positive integer m ≥ 3 by d ≥ 2.
Then it is routinely calculated that Proof. By rotating X, we may assume that 1 ∈ X. Then X = A(X) ∪ {1} holds. Since there are exactly two real numbers 1, −1 on the unit sphere in C, we have A(X) ⊆ {−1, x + iy, x − iy}. Therefore |X| ≤ 4. Equality holds if and only if x = 0 and y = ±1, that is X = {±1, ±i}. Now we apply these results to digraphs. To do so, we need the concept of main angles. Let ∆ be a digraph with n vertices. Let H = H α (∆) be a Hermitian adjacency matrix of ∆. Let P i be the orthogonal projection matrix onto the eigenspace corresponding to the eigenvalue λ i . Then P * i = P i , s i=1 P i = I and P i P j = δ ij P i , where δ ij denotes the Kronecker delta. Define β i by
We call β i the main angle of λ i . By the definition of main angles, we have Moreover, if a > 0, then τ 1 < µ 1 < τ 2 < · · · < τ r < µ r , and if a < 0, then µ 1 < τ 1 < µ 2 < · · · < µ r < τ r . 
