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The environmental concern posed by the use of fossil fuel energy sources as well as
the diminishing natural reserves of the fuel has motivated the adoption of clean and
renewable energy sources. Renewable energy sources are needed, for instance, to replace
the combustion engine vehicles with electric and/or hybrid vehicles for environmentally
friendly transportation systems. To finally adopt the renewable energy technology, an
efficient energy storage system must be developed. The electrochemical energy storage
system is the most prominent one in this regards, and lithium ion batteries (LIBs), a
technology that is currently used in household electronic devices, portable electronics
and in electric vehicles, have a lot of prospects because of their light weight, high energy
density and long life cycle.
The LIB is a rechargeable battery that is made up of a graphitic anode, an elec-
trolyte and a cathode, commonly a layered oxide material that serves as Li source.
During charging, Li ions migrate from the cathode and intercalate on the graphitic an-
ode and vice-versa while discharging. The battery is fully charged when the graphitic
anode reaches a saturation with respect to the Li uptake, therefore, the amount of
Li ions on the anode determines the capacity of the battery. Thermodynamically,
the most stable configuration of Li intercalated graphite is one Li to every six carbon
which corresponds to a theoretical specific capacity of 372mAh/g. This undoubtedly
defines the limit of the achievable capacity of the LIBs. For large scale applications,
high capacity LIBs are desirable and this necessitates the search for alternative anode
materials.
Graphene based anodes have been suggested as possible alternative high capacity
anode [1] due to the presence of large surface area accessible for Li adsorption. How-
ever, experimental investigation of Li capacity on single layer graphene [2] revealed that
the capacity is less than that of graphite due to strong Coulomb repulsion between Li
ions on either side of the graphene layer. Interestingly, experimental studies on non-
graphitic arrangements of graphene nanoflakes have reported high Li-capacity in the
540-1500mAh/g range [1,3–7], a capacity higher than that of the graphite anode. These
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experimental observations suggest an apparent discrepancy where the building block,
graphene, fails to host significant amount of Li ions while graphene-based materials can
be very promising anode materials, despite a major amount of single-layer graphene
presence within them. Moreover, theoretical studies of Li on pristine graphene [8] sug-
gest that the Li-graphene system at zero temperature is thermodynamically unstable
with respect to phase separation into graphene and metallic Li confirming the experi-
mental results by Pollak et al. [2]. However, the effects of defects and vacancies in the
carbon host have also been studied within density functional theory (DFT) [8–16] and
the results suggest that although the stability of the composite systems is enhanced
under these conditions, the stability fades away as the density of defects/vacancy de-
creases; another confirmation that pristine graphene is unstable at zero temperature.
Most of the theoretical studies mentioned above are done in ideal scenario and the
systems are modelled with few atoms per cell as well as few graphene layers [8] in some
cases due to the cost of performing DFT calculations of very large systems. There-
fore, an extensive simulation of Li interaction with graphene materials in experimental
conditions is required to understand the mechanisms that stabilize high Li density
in graphene materials and the suitability of the graphene materials as an alternative
anode for LIB.
In this thesis, an attempt is made to provide atomistic explanation to the exper-
imentally observed high storage of Li+ ions on graphene based anode materials of
lithium ion batteries through extensive simulation of graphene based anode in exper-
imental conditions. The most part of the work is devoted to methods development
required for the study. The thesis is structured as follows: In Chapter 2, we start
with a brief review of the general framework of density functional theory (DFT) and
the approximations to the exchange correlation functional including the extension to
the non-local approximation to the correlation energy that allows to describe the van
der Waals interactions. In Chapter 3, we provide a brief overview of cluster expan-
sion method, Monte Carlo and thermodynamic integration techniques as employed to
study Li adsorption on graphene substrate. In this chapter, we present the results of
Li interaction with graphene both at zero temperature and at finite temperatures with
a bi-dimensional Li adsorption on graphene substrate. This approximation is necessi-
tated by the limitations of the cluster expansion methods. As a result of this limitation,
we adopt a more general, sophisticated and very successful methodology for interatomic
potential construction, the artificial neural network techniques and the detail of the
methods and implementation are discussed in Chapter 4. In Chapter 5, a systematic
procedure to generating accurate neural network potentials (NNP) is proposed. A suc-
cessful application of the proposed method to construct a general purpose interatomic
potential for carbon is presented. Furthermore, in Chapter 6, we present an extension
of the NNP scheme to include long range electrostatics through the charge equilibration
2
scheme, an energy contribution paramount for proper description of Li-C interaction
due to charge transfer from Li to the C host material. The preliminary results obtained
for Li-C interactions with and without the long-range correction are presented. Finally,




In this chapter, we give an overview of the main theoretical framework employed for the
ab-initio studies throughout this work. We start with a brief overview of the general
density functional theory (DFT) framework followed by a short description of the main
approximations to the exchange and correlation energy functional in DFT and finally
review the various treatments of van der Waal (vdW) interactions in DFT.
2.1 Density Functional Theory































| RI −RJ |
(2.1)
H = Te + TN + Vee + VeN + VNN (2.2)
where m and MI are the mass of electrons and nuclei respectively, K = 14πε0 , ε0 is
the permittivity of free space. Te and TN are the kinetic energy operators for the
electrons and nuclei and Vee, VeN and VNN are electron-electron, electron-nucleus and
nucleus-nucleus interaction potential operators respectively.
A closed form solution of this Hamiltonian is not known for more than one electron
systems. In order to describe many electron systems, an approximate solution to
equation 2.1 becomes inevitable. The very fundamental approximation is based on
the fact that the electrons are much lighter than nuclei. This allows the electronic
and nuclear degrees of freedom to be decoupled and the many body wavefunction
therefore can be written as a product of the electronic wavefunctions at fixed nuclei
coordinates, R, and the nuclear wavefunctions. This approximation is referred to
as the Born-Oppenheimer approximation [17]. The approximation gives rise to two
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decoupled equations namely, the electronic equation in which the nuclear coordinates
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]
×
ψ({ri}, {RI}) = E({RI})ψ({ri}, {RI}), (2.3)








Φ({RI}) = εΦ({RI}), (2.4)
where E({RI}) is the electronic energy at fixed nuclear coordinates known as the
potential energy surface (PES).
Despite this simplification, the electronic problem is still not tractable due to the
presence of the electron-electron interaction term. One approach to solve this electronic
problem is Density Functional Theory (DFT) formulated by Hohenberg and Kohn in
1964 [18]. The DFT is based on two theorems which state as follows:
1 For any system of interacting electrons in an external potential Vext(r), there is a
one-to-one correspondence between Vext(r) and the ground state electron density.
2 There exists a universal functional of the density, F [n], such that for any given
external potential, Vext(r), the total ground state energy of the electronic system,
E[n], is given by the minimization of the functional
E[n] = F [n] +
∫
Vext(r)n(r)dr. (2.5)
The universal functional is
F [n(r)] = min
ψ→n
〈ψ|(T + Vee)|ψ〉 = T [n(r)] + Vee[n(r)]
where T [n(r)] is the kinetic energy functional and Vee[n(r)] the electron-electron
interaction functional.
The Hohenberg and Kohn theorems imply that any ground state property of the
electronic system can be expressed as a functional of the ground state density and hence
can be determined once the ground state density is known. However, the prescription
to construct the universal functional is not provided, which renders the Hohenberg and
Kohn formulation impractical. To address this challenge, Kohn and Sham (KS) [19]
proposed a mapping of the interacting many-body particle system unto an auxiliary
system of non-interacting particles in an effective potential, vKS, with the requirement
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that the ground state density of the non-interacting system equates to the density of
the interacting system, leading to a single particle eigenvalue problem. In order to
determine vKS, Kohn and Sham decomposed the Hohenberg-Kohn energy functional
in the following form
EKS[n] = Ts[n] +
∫
Vext(r)n(r)dr + EH [n] + Exc[n], (2.6)
where Ts[n] is the kinetic energy of the non-interacting electrons and it is written in








EH [n] is the part of the electron-electron interaction that can be calculated as the








The Exc[n] term is the so called exchange and correlation (XC) energy functional that
contains all the unknown parts of the energy functional.
The ground state of the KS auxiliary system is obtained by minimizing the KS
energy functional in equation 2.6 with respect to the single particle wavefunctions
subject to the condition of fixed total number of electrons of the system. This gives
rise to the KS equations that reads as follows:
HKSψi(r) = εiψi(r). (2.9)




∇2 + vKS(r), (2.10)





dr′ + υxc(r), (2.11)
where υxc(r) = δExc[n]/δn(r) is the exchange-correlation potential.
Given the external potential, i.e. the atomic positions, the Kohn-Sham equations
(equation. 2.9- 2.11) depend only on the density through the single particle wave-
functions which are the solution of the KS system of equations 2.9 itself. Therefore
these equations must be solved self-consistently. The self-consistency loop starts from
a guessed single particles wavefunction from which the density is computed. This is
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followed by a computation of the KS potential and finally plug in the KS problem to
solve for the single particle orbitals. This procedure is continued until self consistency
is reached. Once the solution is found, the total energy of the interacting electrons




εi − EH [n] + Exc[n]−
∫
vxc(r)n(r)dr (2.12)
It is worthwhile to mention that the independent particle kinetic energy and the
Hartree energy that constitute the majority of the energy have been explicitly factored
out. Therefore, if the exact form of the exchange-correlation functional,Exc[n], were
known, the solution of the KS system would give the exact ground state density and
hence, the total energy of the fully interacting system would be exactly determined.
However, the Exc[n] term is unknown and one has to resort to approximations. Since
the Exc[n] is expected to contribute a small fraction to the total energy, any reasonable
approximation to Exc[n] should give a good estimate of the ground state properties of
the interacting system.
The simplest of these approximations is the local density approximation (LDA) [19],
based on the properties of the homogeneous electron gas in which Exc[n] is defined as the
integral of the energy density per electrons of the homogeneous electron gas evaluated




where εxc(n(r)) is the exchange and correlation energy density per particle whose func-
tional form [20–22] are based on accurate Quantum Monte Carlo (QMC) simulations.
Another popular approximation to the XC functional is the semi-local approxi-
mation referred to as the Generalized Gradient Approximation (GGA). This is an
extension of the LDA to include local variation of the density at a fixed point r. In this
case, the exchange and correlation energy functional now depends also on the gradient




where εx(n(r)) is the exchange energy density per particle of a homogeneous electron
gas and Fxc is an enhancement of the exchange-correlation energy density, εxc. The
dependence of EGGAxc [n] on the variation of the density enters through the enhancement
factor, Fxc. Depending on the modeling of Fxc, different GGA functionals exist. The
most commonly used GGAs are the PBE proposed by Perdew, Burke and Ernzerhof [23]
and BLYP which is a combination of the exchange energy functional expressed by Becke
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in 1988 [24] with the correlation energy functional of Lee, Yang and Parr [25].
The (semi)local approximation so far does not take into account non-local electron
correlations which are important to describe spatially separated fragments such as
dimers, layered materials, biological micromolecules, molecular crystals, physisorption
etc. This missing energy contribution due to density fluctuations are called the van der
Waals (vdW) interactions. In this work, we intend to study systems with significant
inhomogeneity in the charge density distribution such as Li interacting with single layer
and multilayer graphene as well as pure carbon systems. This therefore necessitates
the use of functionals beyond the (semi)local functionals already introduced. In the
following section, we provide a short review of the development of the vdW interaction
correction in DFT up to the revised Vydrov and Van Voorhis (rVV10) [26] functional
that incorporates long-range vdW interactions.
2.2 van der Waals Interactions in DFT
Dispersion interactions are due to correlations between density fluctuations in two
spatially separated fragments (atoms or molecules) in solids. Although the DFT for-
malism is exact and in principle contains all the electron correlations including the long-
range vdW interactions, the widely used (semi)local approximation to the exchange-
correlation functional misses these interactions. The inability of the (semi)local ap-
proximation to describe the dispersion interactions was considered in 1998 by Kohn et
al. [27]. In their work, the electron-electron interaction in the many body Schroedi-
ger equations was split into short- and long-range part, and the long-range parts that
contributes to the vdW energies was expressed in terms of density-density response
functions which is formally derived from the adiabatic connection fluctuation dissipa-
tion formula (ACFD) [28, 29]. It was shown that for two spatially separated spherical
atoms A and B, the asymptotic vdW interactions between the two atoms at separations







and αA and αB are the dipole-dipole polarizability of the isolated atom A and B,
respectively.
Nowadays, the treatments of vdWs interactions in DFT can be classified into two
broad categories, namely: (i) the empirical pair-wise dispersion correction in which
a model description of the long-range vdW energy, mostly R−6 term is added to the
KS total energy, and (ii) the fully nonlocal vdW density functionals that construct a
vdW energy functional of the density in a self-consistent way. In the following two
subsections, we provide a brief description of these categories.
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2.2.1 Empirical Pair-wise vdW Corrections
The first category is based on empirical treatments [30–33]. It involves the addition of










where RAB is the distance between atoms A and B. The function f is a short-range
damping function. Depending on the scheme used to compute the C6,AB coefficient and
the choice of the damping function, several variant of equation 2.16 exist. The first and
most widely used among them being the Grimme DFT-Dn [30–32] series with increas-
ing n, as attempts are made to extend the applicability of the methods to a variety of
systems. In DFT-D1 [30], the fixed atomic C6 coefficients are used for the homonuclear
coefficients, C6,AA while a simple combination rule (C6,AB =
2C6,AC6,B
C6,A+C6,B
) is used to obtain
the heterogeneous coefficients. The damping function in this case was constructed to
avoid the divergence at small interatomic distances and minimize the contribution of
the vdW corrections at close range. In the case of DFT-D2 [31], the combination rule
for the heterogeneous C6 coefficients were modelled with a simple geometric relations as
C6,AB =
√
C6,AC6,B motivated by the observation that light atoms were over-weighted
in the combination rule employed in the DFT-D1 scheme. The modelled C6 coefficients
in DFT-D1 and DFT-D2 are environment independent and therefore pose transferabil-
ity issues. Motivated by these shortcomings, the DFT-D3 came with several modi-
fication including the determination of the C6 coefficients from time-dependent DFT
(TD-DFT) ab initio methods. Other modifications include extension of equation 2.16
to include higher order multipoles (C8 and C10) which are computed recursively and
depend on multipoles-type expectation values based on geometrically averaged atomic
densities, a three-body term and a modified damping function that satisfies the proper
limits at large separation (i.e fdamp(R)→ 1 as R→∞).
Beside the DFT-Dn family, other notable empirical van der Waals correction that
use the electronic structure information of the system have also been devised. Becke
and Johnson [34] developed an approach in which the C6 coefficients of isolated atoms
and molecules are computed based on the instantaneous dipole moment of the exchange
hole. The authors later introduced the decomposition of free-atoms quantities, namely
polarizability and the C6 coefficients, following the Hirshfeld partitioning scheme [35].
In this approach, the isolated atom density is used to define the neighborhood of
each atom in the molecule and on this basis, the polarizability and the C6 coefficients
are rescaled accordingly. Tkatchenko and Scheffler [33] extended this approach by
rescaling, in addition to the polarizability and the C6 coefficients, also the vdW radii
thereby making them electron density dependent. All the aforementioned vdW correc-
tion schemes are done a posteriori upon achieving a convergence in the KS equations.
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This introduce a level of inconsistency in the KS self-consistency scheme.
2.2.2 Fully Nonlocal vdW Density Functional
The fully nonlocal vdW density functionals (vdW-DF) proposed by Langreth and
coworkers [36–39] is a first principles DFT treatment of the vdW of long-ranged in-
teractions via a nonlocal electron correlation of the exchange-correlation functional.
The term "nonlocal" is used to designate the dependence of the integral kernel of the
dispersion energy on two electron coordinates in an inseparable manner as compared to
the (semi)local treatments of the exchange-correlation functional which depends on the
electron coordinate at a single point in space. The nonlocal vdW density functional
depends only on the electronic density and its derivatives. The electron correlation






where E0c takes care of the local correlation energy, a contribution that is well captured
by the (semi)local exchange correlation functional.







dr′ n(r) Φ(r, r′, [n]) n(r′) (2.18)
where Φ(r, r′, [n]) is referred to as the nonlocal vdW correlation kernel. The notation
[n] is used to denote the dependence of the kernel on density and its gradients at r
and r’. The kernel is related to the frequency dependent polarizability at two spatially
separated points and obeys the asymptotic R−6 behavior of the dispersion interactions
between those points.
The first general nonlocal vdW functional, vdW-DF1 was proposed by Dion et
al. [36] in 2004. The vdW-DF1 functional is obtained from the full frequency dependent
electronic polarizability in the exact adiabatic-coupling fluctuation dissipation (ACFD)
theory by expanding the exact functional in powers of S = 1− ε−1 (ε is the dielectric
function) up to second order and assuming that the electronic polarizability depends
only on the local density at point r and its gradient at that point. The resulting kernel,
Φ(r, r′, [n]) has a cumbersome expression with double spatial integrals. However, the
kernel can be cast into a kernel function that depends on r and r′ through auxiliary
variables d and d′ defined as;
d = |r− r′|q0(r) (2.19)
d = |r− r′|q0(r′) (2.20)
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where q0(r) = − 4π3e2
[
εLDAc (r) + ε
LDA
x (r) (1 + γs
2(r))
]
with γ = 0.8491/9 and εx and εc
are the LDA exchange and correlation energy density respectively. s = ∇n
2n4/3(3π2)1/3
is the reduced density gradient. The kernel can be tabulated a priori on a grid of
d and d′ therefore making the evaluation of the kernel values and its derivatives at
d and d′ (i.e at r and r′) very fast and efficient during the self-consistency cycle.
Despite the successes of vdW-DF1 description of non-local correlations in layered ma-
terials and dimers [36,40], a detailed study of the dependence of the functional on the
choice of exchange functional [41] revealed that the revised Perdew–Burke–Ernzerhof
(revPBE) [42] used in the vdW-DF1 systematically underestimate hydrogen bonds.
It is also well known to overestimate equilibrium separations [37, 43]. To address the
aforementioned shortcomings, the vdW-DF2 [44] is proposed in which the revPBE is
replaced with Perdew-Wang (PW86) [45] and the gradient correction to the LDA ex-
change is enhanced through the modification of γ in q0. These modifications lead to
satisfactory description of the equilibrium separations and alleviate the underestima-
tion of the hydrogen-bond strength.
Furthermore, in 2010 [46] Vydrov and Van Voorhis proposed a very simple analytic
functional form for the nonlocal correlation kernel based on their previous works [43,
47–49]. The nonlocal vdW energy functional referred to as the VV10 functional and
reads as follows;








2 + κ(r) (2.22)
g′ = ω0(r
′)R2 + κ(r′) (2.23)














where C is an adjustable parameter to reproduce the C6 coefficients whose optimal





where vF = (3πn)1/3 ~m is the local Fermi velocity and b is another adjustable parameter
that controls the divergence of the R−6 at short range. Its optimal value is b = 5.9.
11
In order to ensure a vanishing long-range correlation energy in the limit of uniform
electron density, the VV10 correlation energy functional is redefined as
EV V 10c = E
c
nl + βNel (2.27)





]2/4 is the negative of the energy density per electron evaluated with
the uniform density limit of ΦV V 10(r, r′) with a0 = ~2/me2 and Nel the number of
electrons.
The evaluation of equation (2.18) with the kernel defined in equation (2.21) is not
computationally tractable in the plane-wave framework in general. A similar problem
existed in the original vdW-DF and was addressed with the introduction of a very
efficient integration scheme by Roman-Perez and Soler(RPS) [50] based on the fact that
the vdW-DF functional depends on the density and its gradients at r and r′ through
an auxiliary function d(r) = d(n(r), |∇n(r)|) and hence allows the interpolation of the
kernel on a 2-dimensional grid of points. The VV10 kernel depends on the density and
its gradients in r and r′ separately and hence does not allow the direct application of
the RPS procedure. Sabatini et al. [26] cast the VV10 functional into a form compatible
with the RPS scheme by rearranging the kernel and setting the ratio κ(r)/κ(r′) as well
as its inverse to unity upon detailed analysis of the ratio. The resulting functional is
referred to as the revised VV10 (designated as rVV10). The rVV10 kernel reads as
follows;




(qR2 + 1)(q′R2 + 1)(qR2 + q′R2 + 2)
(2.28)
where q(r) = ω(n(r), |∇n(r)|)/κ(n(r)) and similarly for r′ with some function of κ
removed from the kernel (see the original Ref. [26] for details). The RPS interpolation
scheme can now be applied directly to the rVV10 kernel in reciprocal space.
The vdW-DF functional has been shown to be sensitive to the choice of the local
exchange and correlation part of the functional [41] and the revPBE functional was
replaced with PW86 since it describes properly the repulsive part of vdW-DF energy.
In the case of the VV10 (and also rVV10), the total exchange correlation functional
comprises of the refitted Perdew-Wang for the exchange functional and the bare PBE






rV V 10 (2.29)
The DFT introduced in this chapter along side the exchange correlation functionals
are implemented in the Quantum ESPRESSO package [51, 52], the software employed
for the first principles studies throughout the thesis. Except for the purpose of com-
parison with standard exchange correlation functionals such as the GGA-PBE, all first
12
principles calculations are performed using the rVV10 functional as implemented.
In summary, we have introduced the general DFT framework and the local and
semilocal approximation to the exchange-correlation functionals and provided some-
what detailed review of the two main classes of the nonlocal van der Waals treatments
in the DFT framework.
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Chapter 3
Lithium Adsorption on Graphene at
Finite Temperature
In this chapter, we present our first principle results on Li interaction with graphene
substrate accounting for the effect of temperatures. The chapter is divided into two
parts. In the first part, we report the computational details and results of Li interaction
with graphene at zero temperature and conclude the part with a brief motivation on
the need to study the effects of temperatures. In the second part, a brief description of
the cluster expansion methods, the grand canonical techniques, the thermodynamics
integration techniques, the generation of fitting data and the fitting procedure are
presented. Then we proceed with the discussion of finite temperature results and then
conclude the chapter with a summary of the main results. See Ref. [53] for the journal
publication of the work. In the subsequent chapters, the attempts we have made to
address the limitations of the cluster expansion methodology are presented.
3.1 Introduction
The need for high energy-density Lithium ion battery (LIB) technology is increasing
with the increasing demand for portable electronic devices and electric vehicles. While
alternatives are being developed, graphite has long been the typical negative electrode
used in LIBs [54–56]. During charging, the Li ions intercalate between the layers of
graphite which, at ambient conditions the most stable phase, reaches a Li to C ratio of
1:6 [57], corresponding to a theoretical specific capacity of 372mAh/g. Graphene, the
single layer of carbon atoms from graphite [58], has also been suggested as potential Li
host by itself [1] due to the presence of large surface area accessible for Li adsorption.
However, an experimental work by Pollak et al. [2] revealed that Li capacity of a single-
layer graphene is less than that of graphite due to strong Coulomb repulsion between
Li ions on either side of the graphene layer. Nevertheless, experimental studies on
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non-graphitic arrangements of large graphene flakes have reported high Li-capacity in
the 540-1500mAh/g range [1, 3–7], surpassing the graphitic anode capacity. These
experimental observations suggest an apparent discrepancy where the building block,
graphene, fails to host significant amount of Li ions while graphene-based materials can
be very promising anode materials, despite a major amount of single-layer graphene
presence within them.
Several theoretical studies based on Density Functional Theory (DFT) [8–16] at-
tempted to elucidate the nature of high Li adsorption on graphene-based systems: Lee
and Persson [8] showed that Li cannot reside on the surface of a defect-free single layer
graphene in equilibrium with bulk Li metal and Li capacity would be lower than that
of graphite. Li adsorption on graphene with defects, vacancies [9,10] and edges [11–13]
has also been investigated and the results revealed that the binding energy of Li de-
creases rapidly as its position moves away from the vicinity of the edges and/or de-
fects, meaning that defects alone would provide a relatively small, local, enhancement
to the adsorption capacity. Hydrogen passivation of defects results in positive binding
energy [10] with respect to bulk Li, similar to that of defect-free graphene, making
the capacity of hydrogen-passivated defective graphene inferior to that of graphite.
Therefore these theoretical studies do not provide a satisfactory explanation for the
experimental observation of high Li uptake of graphene-based systems. It is impor-
tant to note that these works explore single, dilute Li ion adsorption configurations.
However, studies on compact Li clusters show that the energetic stability of Li clusters
on graphene increases with the cluster size [14–16] suggesting that the formation of
compact Li clusters could explain the reported high Li uptake by graphene materi-
als. However, the possibility of high Li uptake due to formation of Li clusters is not
necessarily desired since a continuous growth of clusters on the anode may result in
reduced battery efficiency and compromise safety of the battery. Therefore the desired
mechanism for high Li uptake is a dispersed configuration rather than clustering, es-
pecially if cluster growth is thermodynamically favored. Noting that the theoretical
calculations mentioned so far were done at zero temperature while LIBs operate at
room temperature or above, it is important to investigate whether thermal effects may
favor dispersed Li configurations or may stabilize small cluster sizes.
Thermal effects on the adsorption of Li clusters on graphene were previously esti-
mated in Refs. [15] and [16] by choosing a random configuration as a reference, approx-
imating the entropy through it, and by neglecting the configurational entropy of the
clusters. In these studies, the formation of Li clusters was found to be stable against
random distribution of Li ions for high concentration (1Li:6C) at 300 and 500K; while
at low concentrations (1Li:72C and lower) a disperse configuration was favored. Fur-
thermore, Liu et al. [15] estimated nucleation barriers as high as approximately 15 eV
for a cluster to form in dilute configurations (1Li:162C), suggesting that thermal effects
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may indeed stabilize disperse configurations. However these findings rest on a heavily
approximated description of entropy, which is particularly critical in understanding the
thermal effects.
The rest of the chapter is organized as follows: in Sec. 3.2.1, the computational
details used for the zero temperature studies are presented and the results are presented
in Sec. 3.2.3. The methods employed for finite temperature studies, namely: the
cluster expansion methods, the fitting dataset, the fitting procedure, the Monte Carlo
techniques and the thermodynamic integration, are presented in Sec. 3.3.1, 3.3.2, 3.3.3,
3.3.4 and 3.3.5 respectively. The finite temperature results are discussed in 3.3.6, 3.3.7
and 3.3.8. Finally, we present our conclusions and possible future directions.
3.2 Zero Temperature Calculations
In this section, we start with the presentation of the methodology used for the zero
temperature studies and then proceed with the discussion of the results obtained at
zero temperature and motivate the need for finite temperature studies.
3.2.1 Computational Details
We examined Li adsorption on graphene at zero temperature by means of Density
Functional Theory (DFT) [18, 19] within the planewave-Projector Augmented Wave
(PAW) [59] framework using the Quantum ESPRESSO package [51, 52]. The PAW
pseudopotentials were generated from the pslibrary.1.0.0 [60]. Kinetic-energy cutoffs
of 125Ry and 500Ry were used in the expansion of wavefunctions and charge density
respectively. With these parameters, a total energy convergence of 0.1mRy/atom was
achieved. The revised Vydrov and van Voorhis (rVV10) [26, 46] exchange-correlation
functional was used to account for non-local van der Waals interactions. For compar-
ison, we also performed calculations using generalized gradient approximation in the
Perdew-Burke-Ernzerhof (PBE) parametrization [23]. The total energy calculations of
Li-graphene were done in graphene supercells with dimensions ranging from 2x2 to 8x8
primitive cells. The brillouin zone was sampled uniformly according to the Monkhorst-
Pack [61] procedure with Methfessel-Paxton [62] smearing of 0.02Ry. A 30x30x1 mesh
centered around gamma point was found to be sufficient for 0.1mRy per atom con-
vergence of total energy of graphene primitive unit cell. Calculations with different
supercells were done conserving this sampling density.
The in-plane lattice parameters of pristine graphene were fully optimized while the
spacing between periodic replicas along the perpendicular direction was fixed at 20Å,
a distance at which the effect of periodic replicas are shown to be negligible (See Sec.
3.2.2 for details). In each configuration, all internal coordinates were relaxed until force
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components were reduced below 0.1 mRy/Bohr. The optimized lattice parameter of
graphene with rVV10 functional is 2.470Å (2.466Å with PBE), in good agreement
with previous DFT calculations of 2.463Å [10], 2.45Å [11], 2.47Å [63], 2.46Å [64], as
well as the experimental in-plane lattice parameter of graphite 2.459Å [65].
The stability of Li upon adsorption on graphene was investigated by measuring the
adsorption energy per Li ion, Ead, with respect to bulk Li:
Ead(n) =
E(n)− E(n = 0)− nELi
n
(3.1)
where E(n) is the calculated total energy of the Lithium-adsorbed graphene of a given
supercell size, E(n = 0) is the pristine graphene with the same supercell size and
ELi is the energy per atom in bulk Li in the body centred cubic (bcc) phase. When
indicated as such, we also report adsorption energy with respect to the isolated Li atom
in vacuum for comparison with literature. The energy difference between Li in vacuum
and bulk is the cohesive energy which is calculated as 1.586 eV for rVV10 and 1.561 eV
for PBE.
3.2.2 Effect of Periodic Boundary Conditions
The first principle calculations of Li on graphene were performed at fixed vacuum size
between adjacent plane of graphene of 20Å as mentioned in Sec. 3.2.1. To demon-
strate the impact of this parameter on the adsorption energy, we perform Li adatom
adsorption calculations on a 3x3 graphene supercell while varying the vacuum size, i.e.
graphene layer separation (LS) from 10 to 30Å in a step of 2Å. The single Li adatom
on graphene case has the highest amount of charge transfer, therefore, it is expected to
have the most pronounced long-range electrostatic behaviour between graphene sheets.
Hence the error reported here can be seen as an upper bound to the impact of peri-
odic boundary condition (PBC). This analysis is needed to estimate the error incurred
in making an artificial periodicity along the perpendicular direction to the graphene
plane.
Fig. 3.1 shows the adsorption energy, Ead, referenced to bulk Li as a function of
layer separation (LS). The adsorption energy changes by more than 50meV between
LS=10 and LS=20Å and only less than 10meV between LS=20 and 30Å indicating
that the adsorption energy at LS=20Å is considerably close to its converged value. In
order to estimate the adsorption energy at infinite separation, we fit the DFT data
(red curve of Fig. 3.1) to a simple function of LS and the in-plane distance between Li
adatoms on surface , R:


























Layer separation, LS (Å)
DFT (rVV10)
fit
Figure 3.1: Adsorption energy(Ead) of Li adatom on the hollow site of 3x3 graphene supercell as a
function of layer separation (LS). The infinite layer separation limit, Ead(∞) was obtained via a fit
using Eq.3.2. The parameters of the fit are Ead(∞) = 0.662362, b=-3.04981;c=3.05586. R is the
nearest neighbor Li-Li distance on the plane of graphene, R=3×2.47Å in the case of 3x3 supercell.
The root-mean-square (rms) error of the fit is 0.77 meV.
This functional form mimics the Coulomb interaction of Li adatom and its periodic
images on adjacent graphene layers, as well as the interaction with the periodic images
of its nearest neighbors. Therefore at infinite layer separation, we can approximate the
energy as Ead(∞). The difference in adsorption energy between LS=∞ and LS=20Å is
estimated to be 9.2meV. This value is much smaller than the energy difference between
Li-adatom and Li-cluster phases at 0K (which ranges between 44 and 176meV on a
3x3 supercell and between 149 and 312meV on a 6x6 supercell), therefore the vacuum
size of 20Å is sufficient for an accurate description of the stability of Li adsorption on
graphene at 0K as discussed in the next section. The effects of the PBC on the finite
temperatures energetics will be discussed later.
For comparison, here we mention a few of the layer separation values used in pre-
vious works, namely, Ref. [8], Ref. [15] , Ref. [10], Ref. [9] and Ref. [66] used layer
separations of 15, 15, 14.78, 12 and 20Å respectively. In these calculations, unlike
ours, the non-local van der Waals interactions (which are effective in longer ranges
than standard semilocal functionals) were not included. This may explain their choice
of smaller LS. Indeed, in Ref. [14] and Ref. [67] the van der Waals interactions were
taken into account, and layer separations of 18 and 20Å were used respectively.
Similarly, the planar average of the charge density difference in Fig.3.6 shows that
the charge density profile does not change significantly at layer separations above 16Å
leading to the same conclusion as in the adsorption energy analysis.
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3.2.3 Energetic Stability of Li Adsorption at Zero Temperature
Here, we analyze the energetic stability of the three main binding sites of graphene,
namely the top (T), the bridge (B) and the hollow (H) sites (see Fig. 3.2) and the
results are shown in Table 3.1 and also depicted in Fig. 3.3 (red line). The results in
Figure 3.2: Lithium binding sites on graphene are commonly named as hollow (H), top (T) and bridge
(B) sites. The black lines are used to map the primitive unit cell of graphene.
Table 3.1 show that Li atom binds preferably to the H site, in agreement with previous
DFT calculations [9,11,63,66]. The energy difference, ∆Ead between H site and that of
B and T is beyond a few multiples of kBT at room temperature, and gets significantly
higher at lower concentrations. Therefore at concentrations corresponding to 1Li:8C
(single Li atom in a 2x2 supercell) and lower, Li atoms would be expected to occupy
mainly the H site. These observations allow the adsorption of Li on graphene, to a good
approximation, be restricted to the H-site only. To this end, we limit our investigations
of Li adsorption on graphene to the H site in the rest of the chapter.
We then investigate the energetic stability of small Li-clusters as a function of su-
percell size (see Fig. 3.3). For all the concentrations considered, the adsorption energy
calculated with respect to bulk Li is positive, which suggests that Li may not reside
on the surface of a defect-free single layer graphene in equilibrium with Li-metal, in
agreement with previous DFT calculations [8]. The adsorption energy per Li decreases
with increasing cluster size for a fixed cell size. Similarly, at fixed cluster size, the ad-
sorption energy decreases with increasing inter-cluster distance. The adsorption energy
further decreases going from planer Li adsorption to 3D adsorption which explains the
stability of the Li bulk phase.
A qualitative difference between single adatom and cluster behavior can be ob-
served. For the single Li adatom case, the general trend of the adsorption energy at
different binding sites is the same for rVV10 and PBE functionals (see Table 3.1).
Similarly, both functionals capture the correlation with cell size qualitatively the same
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Table 3.1: The adsorption energy of Li at the hollow site of graphene, Ead, calculated with respect
to bulk Li in bcc phase (values referenced to isolated Li atom are given in parenthesis). ∆Ead is the
adsorption energy difference for bridge and top sites with respect to the hollow site. All energy values
are in eV.
cell size Ead ∆Ead(B) ∆Ead(T )
PBE
2x2 0.712 (-0.849) 0.159 0.167
3x3 0.646 (-0.915) 0.310 0.327
4x4 0.468 (-1.093) 0.317 0.339
6x6 0.301 (-1.260) 0.294 0.316
7x7 0.270 (-1.291) 0.286 0.310
9x9 0.227 (-1.334) 0.283 0.305
rVV10
2x2 0.625 (-0.961) 0.134 0.142
3x3 0.652 (-0.934) 0.241 0.256
4x4 0.485 (-1.101) 0.294 0.314
6x6 0.328 (-1.258) 0.267 0.288
7x7 0.290 (-1.296) 0.268 0.289
9x9 0.253 (-1.333) 0.257 0.280
Literature
PBE [66]
2x2 - (-0.925) - 0.177
3x3 - (-1.025) - 0.341
PBE [63]
4x4 - (-1.096) 0.322 0.342
PBE [9]
6x6 0.315 (-1.290) 0.285 0.308
7x7 0.298 (-1.308) 0.301 0.320
9x9 0.190 (-1.416) 0.356 0.376
LSDA [68]

























































Figure 3.3: Adsorption energy of Li on graphene as a function of graphene cell size with (a) PBE
and (b) rVV10 functionals, referenced to bulk Li in the bcc phase. 1Li is the Li adatom on the
corresponding supercell. 2Li, 3Li, 4Li(2D) and 4Li(3D) represent Li clusters, namely Li-dimer, Li-
trimer, planar Li-tetramer and pyramidal Li-tetramer respectively.
way. The most significant difference between functionals is observed in the Li cluster
configurations where rVV10 functional results in significantly lower (less positive) bind-
ing energies. Comparing our results with the single adatom binding energy analysis of
var der Waals (vdW) functionals in Ref. [67], where a variation of about 100meV/Li
was observed depending on the vdW treatment, it can be argued that details of how
vdW interaction is treated are important for Li-graphene systems at all length scales.
This is likely a combined effect of the use of different vdW schemes and the practice
of adjusting the overall exchange and correlation description when using vdW-aware
functionals.
When fixed concentration is considered, the lower binding energy with rVV10 favors
the formation of Li clusters over homogeneous distribution of Li adatoms. For instance,
the adsorption energy of Li adatom in a 2x2, 3x3, 4x4 supercells are higher than that
of Li-clusters with four atoms in 4x4, 6x6, 8x8 supercells respectively. Same tendency
is observed with PBE, although less consistently. In the rest of the discussion, we refer
to the results obtained with rVV10 functional.
The observation of decreasing adsorption energy with increasing cell size in Fig. 3.3
implies the presence of electrostatic repulsion between adsorbates in adjacent simu-
lation cells. This repulsive interaction is more evident for the single Li adatom case
indicating that the dipole per atom due to charge transfer in Li-graphene system is
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(a) (b) (c) (d) (e)
Figure 3.4: Charge density difference with rVV10 functional upon adsorption of (a) Li adatom (b)
Li-dimer (c) Li-trimer (d) Li-tetramer (planar) and (e) Li-tetramer (pyramidal) on a 6x6 graphene
supercell. Yellow and green spheres represent carbon and lithium atoms respectively. Red and blue
regions indicate respectively the electronic charge depletion and accumulation. The surfaces are
plotted at an isovalue of 0.002 e/(a.u)3.
more pronounced for this configuration.
In order to gain further insight, we compute the charge density difference due to
lithium adsorption:
∆ρ = ρ(graphene+ nLi)− ρ(graphene)− ρ(nLi) (3.3)
where ρ(graphene+nLi), ρ(graphene) and ρ(nLi) are the charge density of Li-graphene
composite, graphene supercell of equal size as in the composite and Li-cluster in the
same optimized position as in the composite system respectively, and n is the cluster
size. The results for different Li configurations on a 6x6 graphene supercell in Fig. 3.4
show significant charge transfer between the Li atoms and graphene. In the case of
Li adatom, the electrons transferred to graphene are localized on the carbon hexagon
upon which the Li atom is adsorbed, creating a net dipole (Fig. 3.4a). In the case of
Li clusters (see Fig. 3.4b-e), the charge distribution is significantly different from that
of Li-adatom since the positive charge is delocalized over the whole cluster, and not
as elevated above the Li level as in the case of Li adatom. We quantify this difference
by analyzing the planar average of the charge density difference per Li, ∆ρp(z), as a
function of the perpendicular direction as shown in figure 3.5. A notably higher ∆ρp(z)
is observed for Li adatom than Li-clusters. The dipole moment per Li is -0.802 eÅ for
Li adatom and -0.247, -0.077, -0.125, -0.119 and -0.096 eÅ for 2, 3, 4, 5 and 6 Li-clusters
respectively. This observation indicates a binary characterization of Li adsorption as
single adatom versus cluster formation categories, which is utilized in the construction
of the interaction potential for Li-graphene system as described in 3.3.1.
The adsorption energy reported in Fig. 3.3 also shows that isolated Li adatoms are
more energetically stable than small Li-clusters at zero temperature and low concentra-
tion. This suggests that entropy may further enhance the stability of Li-adatoms over
compact Li-clusters, offering the disperse Li configuration as a comparatively stable
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alternative to Li clusters in the case of batteries. To this end, it becomes imperative























Figure 3.5: The planar average of the charge density difference per Li, ∆ρp(z) =
∫
∆ρ(x, y, z)dxdy,
for various 2D clusters as a function of the perpendicular distance from the graphene plane (situated
at z = 0Å). The gray region shows the standard deviation of Li-heights around their average (the
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Figure 3.6: The planar average of the charge density difference between pristine graphene and Li-
adsorpbed graphene, ∆ρp(z) =
∫
∆ρ(x, y, z)dxdy, plotted at different graphene layer separations as a
function of the perpendicular distance from the graphene plane (situated at z = 0Å)
23
3.3 Finite Temperatures Calculations
The zero temperature results reported above (see Fig. 3.3) revealed that the Li ad-
sorption at low concentrations are energetically more stable than Li-cluster. This is
a suggestion that configurational entropy which is more pronounced at low concen-
tration than higher one is expected to further enhance the stability of Li adsorption
at low concentration as the temperature effects are switched on. The behaviour of Li
adsorption at finite temperature is particularly important since the LIBs with which
the graphene anode is to be used, operates at least, at room temperature.
The accurate method of choice to simulate condensed matter systems at finite
temperatures is the one developed by Car and Parrinello [69] in which the electrons
dynamics is evolved via a fictitious equation along side the classical Newton equation
for the nuclei whose driving force corresponds to the negative derivative of the total
energy of the electronic problem introduced in chapter 2. This method is very expensive
for large systems and requires ample amount of computer/human resources to sample
the phase space of a system composed of few hundred atoms. The other extreme is the
empirical force-fields which are inexpensive and therefore allow long time molecular
dynamics or long time step Monte Carlo study to be carried out. However, the results
obtained with empirical force-fields are, most time, only qualitatively correct with
respect to accurate quantum mechanical results.
Here, we intend to construct a lithium-graphene interatomic potential, suitable to
carry out an exhaustive sampling of the phase space at finite temperature, that is as
affordable as the empirical force-fields and as accurate as the first principle methods.
For this purpose, we adopt a site based methods called cluster expansion method as
described below. Cluster expansion potentials are particularly suitable to study ad-
sorption problem within the framework of the Grand Canonical Monte Carlo (GCMC)
techniques based on Metropolis algorithm [70].
3.3.1 Cluster Expansion Techniques
The configurational energy was constructed using cluster expansion (CE) method: The
Li adsorption on graphene is mapped into a lattice model that describes the energy of a
given configuration of Li-graphene system as a generalized Ising-like interaction energy.
To simplify the model, we restrict Li adsorption geometry to 2D and the adsorption
site to the hollow site (the hexagon centers), H, of graphene. Occupation of other
sites (the top of a carbon, T and the bridge, B, sites) and 3D Li configurations are
beyond the scope of this chapter. Such a 2D model is compatible with experimental
observations in which limited spacing between graphene sheets is found to prevent
compact 3D Li growth [1, 3, 71]. In chapter 6, we present our preliminary work on the
construction of a general lithium-carbon interaction potential based on artificial neural
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network techniques.
In the present model, a Li occupation number, ci, is assigned to each site i (ci = 0
if site i is empty and ci = 1 if site i is occupied by a Li atom, equivalent to the more
common convention where spin-like variables σi = ±1 are used) and a configuration
is defined as CN = {ci}, with i = 1, ..., N for N lattice sites. The configurational
energy ECE is then written as a linear combination of correlation functions Πf (CN) (a
complete set of basis functions. see Appendix A) with each function describing a figure
f (a cluster of lattice points), the corresponding coefficient in the linear expansion Jf




















3-body figures etc. Therefore, the expansion in Eq. 3.4 has 2N ECI’s, one for each
figure, requiring in principle 2N total energy calculations to determine all the ECI’s
and construct an accurate CE model. Exploiting crystal symmetries (translational
and rotational) and physical arguments of locality of the interaction (short-distance
compact figures are expected to be more important than more-distant or dispersed
ones) the number of figures to be included in the energy expansion can be constrained,
leading to a limited number of independent parameters, thus requiring only a small
number of total energy calculations as reference.
In this work, we include the compact figures up to 4-body (see Fig. 3.7): on-site
term (figure 1), 2-body first, second and third nearest-neighbor terms up to a 2a0
distance, where a0 is the lattice constant of graphene, (figures 2a, 2b and 2c), a 3-body
and a 4-body term (figures 3 and 4, respectively). In addition to these, for two body
interactions beyond 2a0, we include an effective electrostatic dipole-dipole term in the
energy description. This term is set to decay with the third power of Li-Li distance,
truncated for simplicity at 20a0. The final expansion for the total configuration energy
































We use two parameters, Jdd and α, to model the effective electrostatic interaction






Figure 3.7: Figures included in the cluster expansion: (1) the on-site, (2) the 2-body figures between
(2a) first nearest neighbors, (2b) second nearest neighbors, and (2c) third nearest neighbors, (3) the
most compact 3-body figure, (4) the most compact 4-body figure.
electrostatic interaction strength in the case of the isolated atom and the clusters:
αi =
1 if NNi = 0γ if NNi > 0 (3.6)
where γ is an adimensional scalar parameter and NNi is the number of occupied
nearest neighbors to site i. This electrostatic description of the model is motivated by
the electrostatic behavior of Li-graphene interactions analyzed in Sec. 3.2.3.
3.3.2 Fitting Dataset
The interaction energy given by equation 3.5 is fitted to DFT adsorption energies to
obtain all the eight parameters of the model. A total of 25 fully relaxed configurations
were used for the fitting. These configurations cover a variety of Li ion environments
from single Li adatom to small cluster cases. The configurations are Li-adatom in 2x2
to 8x8 supercell, Li-dimer in 3x3 to 7x7 supercells, Li-trimer in 3x3 to 7x7 supercells
and Li-tetramer in 3x3 to 6x6 supercells, the 5- and 6-Li atom clusters in the 4x4
supercell of graphene and those shown in Fig. 3.8 which are mixture of Li-clusters and
adatoms.
3.3.3 Fitting Procedure
The performance of the cluster expansion model was optimized by minimizing the
mean square deviation of the adsorption energies predicted by the model from the
adsorption energies obtained by density functional theory (DFT) methods. In order to
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(a) (b)
Figure 3.8: A pair of generic Li atom configurations in a 4x4 graphene supercell with (a) 4 Li atoms
per unit cell and (b) 7 Li atoms per unit cell.
avoid overfitting and favor locality, a penalty term was added to the cost function as






























and σ2i is the square deviation per Li of the model adsorption energy of configuration
i from DFT one.






















(EDFT − ΠJ)T (EDFT − ΠJ) + tJTMJ. (3.11)
The penalty matrix M is a diagonal matrix which is defined so that the two body
interactions are penalized proportionally to the distance of the interacting pairs; for




This imposed locality constraints to the 2-body terms similar to the one developed in
Ref. [72]. The elements of M corresponding to the three and four body terms are set
to 1.0. We used t = 0.0005 and λ = 1.0. Thus, the extra cost associated with the
locality constraint is minimal and only play a significant role when less configurations
than parameters are fitted.
The fitting was done by adding the configuration with the worst error to the training
dataset starting from an initial configuration. In Fig. A.1 of Appendix A we show
the evolution of the root-mean-square error as the number of training configuration
increases. The complete discussion of the final model is discussed in Sec. 3.3.6.
3.3.4 Grand-canonical Monte Carlo
The finite temperature behaviour of Li interactions with graphene was investigated
via Grand-Canonical Monte Carlo (GCMC) simulations which allow to compute the
thermodynamic properties of the system at any given chemical potential, µ, and tem-
perature, T . The GCMC results in this work were obtained with a 20x20 simulation
cell of graphene containing 800 carbon atoms and 400 H-sites, while finite size effects
were explored on a 25x25 cell.
The configuration space is sampled as follows: i) an adsorption site is selected
at random; ii) an attempt to reverse its state is performed, i.e. adding a Li to the
site if empty or removing it if occupied; iii) the proposed move is accepted according
to Metropolis [70, 73] rule with probability min[1, exp(−β(∆E − µ∆N))], with β =
1/(kBT ), ∆E = Enew − Eold, ∆N = Nnew − Nold, and Enew, Eold, Nnew, Nold are
the configurational energies and number of adsorbed Li atoms of the new and the old
configurations, respectively. Each attempt to add (delete) a Li to (from) a randomly
selected site is considered a Monte Carlo step.
The temperature-chemical potential plane was explored with a series of unidimen-
sional scans. Chemical potential scans were done between -0.2 and 0.2 eV at intervals
of 10meV while temperature scans were carried out between 400 and 4000K at in-
tervals of 50K. In each scan, simulations were performed in sequence so that each
simulation started from the final configuration of the preceding one. Thus, 1.5 million
Monte Carlo equilibration steps were enough to equilibrate the system at each chemi-
cal potential/temperature pair. Statistics were then accumulated over 2 millions steps
and used for the evaluation of the averages. When the simulation approached a phase
transition, Li concentration, x = 〈
∑
i ci〉/N , is observed to display sudden jumps and
caused large uncertainties in the statistical averages calculated.
A few exploratory chemical potential scans at intermediate temperatures allowed us
to identify the relevant phase transitions of the system and the corresponding chemical
potential ranges by monitoring discontinuities in Li concentration. Then we performed
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a careful chemical potential scan at very high temperature (4000K) where all the
phases are connected and no concentration discontinuity is observed. Subsequently,
we perform temperature (annealing) scans at a number of fixed chemical potentials,
which give us access to initial configurations for further chemical-potential scans for the
different phases at various temperatures. In this way each (µ, T ) state of a phase can
be connected to any other (µ′, T ′) state of another phase through a path in µ−T plane
without discontinuous jumps of the relevant conjugate thermodynamical quantities, i.e.
concentration and internal configurational energy. This allows us to compute the free
energy of each phase on a common energy scale and compare their relative stability
through thermodynamic integration.
3.3.5 Thermodynamic Integration








dβ − β x dµ. (3.12)
where β is the inverse temperature 1/kBT .
At constant temperature, the integration of Eq. 3.12 from a reference chemical
potential µ0 to a desired chemical potential µ, gives the grand potential per site Φ(µ, β)
relative to the reference value, Φ(µ0, β), as:




This expression is valid provided the chemical potential interval (µ0,µ) spans a single
phase and the resulting µ → x mapping is invertible. The Helmholtz free energy per
site of the phase under examination can then be obtained from the Legendre transform
F (x, β) = min
µ
{Φ(µ, β) + µx} = Φ(µ(x), β) + µ(x)x. (3.14)
In order to compare the Helmholtz free energy of two phases at a given temper-
ature, the difference between the reference grand potential values of the two phases,
Φ(µ
(1,2)
0 , β), must be determined. This can be achieved by thermodynamic integration
on the path schematically illustrated in Fig. 3.9 that connects phase space point a to d.
Point a corresponds to the reference point (µ(1)0 ,β) of phase 1, and point d corresponds
















Figure 3.9: Thermodynamic integration: The free energy difference between phase 1 in a (µ(1)0 , T )
and phase 2 in d (µ(2)0 , T ) can be obtained using integration along the a→ b→ c→ d path.

























where ∆Φ(1,2)(β) = Φ(µ(2)0 , β) − Φ(µ
(1)
0 , β) is the free energy difference at inverse
temperature β between phase 1 at chemical potentials µ(1)0 and phase 2 at chemical
potentials µ(2)0 and the auxiliary inverse temperature β0 = 1/(kBT0) is such that both
the average energy, 〈E〉, and and the Li concentration, x, vary continuously along the
path connecting the two phases. We found T0 = 4000K to be sufficient for this purpose.
3.3.6 Li-graphene Interaction Potential
The values for parameters of the cluster expansion model are determined by fitting to
the DFT adsorption energies (see Table 3.2). On the fitting set, a root-mean-square
error of 18.0meV/Li (1.6meV/C) is obtained. The cross validation error calculated
via leave-one-out method is found to be 30.2meV/Li (3.4meV/C). This error is signif-
icantly smaller than the root-mean-square deviation of 7meV/C and cross validation
score of 8meV/C reported in Ref. [8]. The on-site ECI gives approximately the ad-
sorption energy of an isolated Li ion, as expected. Among the 2-body interactions,
the nearest neighbor 2-body ECI dominates, and is positive, in line with the strong
electrostatic repulsion between Li ions in nearest hexagons, also in agreement with
the cluster expansion parameters of Li-graphite system reported in Ref. [74]. The re-
maining two-body interaction terms, J2b and J2c, are negative, smaller in magnitude,
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and decrease with increasing range. This supports the assumption that, once the long
range electrostatic interaction is factored out, the cluster expansion can be truncated
at few nearest-neighbor distances. Compact 3- and 4-body terms are found to be sig-
nificant as well for a good description of the Li-graphene interaction. When neglected,
a root-mean-square deviation of 98.3meV/Li (7.5meV/C) was obtained for the fit with
a cross validation error of 158.2meV/Li (21.2meV/C). Similarly, when only the dipole-
dipole long-range terms are neglected the model describes relatively well the Li-dense
configurations, but dilute configurations with Li adatoms in 3x3 to 8x8 are poorly
described indicating the importance of the long-range dipole-dipole interaction term.
The root-mean-square deviation of 70.9meV/Li (5.2meV/C) with a cross validation
error of 91.9meV/Li (8.6meV/C) was obtained. Plots and model parameters of these
different scenarios are presented in Appendix A.3.
Table 3.2: Best fit values for the effective cluster interactions of the model in equation (3.5). All
parameters, except γ, in eV
J1 J2a J2b J2c J3 J4 Jdd γ
ECI 0.287 0.677 -0.109 -0.075 -1.429 0.234 2.086 0.383
3.3.7 Energetics of Lithium-Graphene Interactions
Following the procedure detailed in sections 3.3.5 and 3.3.4, we identify transition be-
tween two stable phases by observing discontinuities in the concentration as a function
of µ at fixed temperature. In Fig. 3.10 we show an example of discontinuous transi-
tion between phases as observed at 800K and at 4000K where a continuous transition
between phases can be observed in the GCMC simulations. Three notable phases are
observed (see Fig. 3.11). These phases are referred in the following as the Li-gas (G)
(Fig. 3.11a), the Li-islands (I) (Fig.3.11b) and the Li-stripes (S) (Fig. 3.11c) phases.
The free energy per site of these phases at 800 K, as determined by thermodynamic
integration, is shown in the upper panel of Figure 3.12. The minimum free energy for
Li-gas phase is negative, lower than the bulk Li reference value, meaning that a small
concentration of Li adatoms can stably reside on clean single layer graphene, contrary
to the prediction of calculations at zero temperature. To examine the entropic origin
of this stability, we compare the potential energy and entropy terms of the free energy
of each phase at its minimum, i.e. at µ = 0, as a function of temperature (see left
panel of Figure 3.13).
At low temperatures, the energy term supersedes the entropic contribution in all
the phases implying that free energy is positive, i.e. Li-graphene system is unstable
with respect to bulk Li, in agreement with zero temperature calculations. At higher































Figure 3.10: Concentration,x as a function of chemical potential, µ: The color codes indicate the
phases. As we scan the chemical potential, we go from one phase (continues x) to another phase
identified with a jump in the x. Here, In Fig. A.7 of Appendix A, we show the results from 800K to
2000K at a step of 200K and include also the plot at 4000K reference where a continues transition
between phases can be observed.
(a) Li-gas (b) Li-island (c) Li-stripe
Figure 3.11: A snapshot of Li ordering on graphene of the dispersed/gas phase, the Li islands, and
the Li-stripes.
respect to bulk Li. In the Li-islands phase, there is a cross-over from an energy-
dominated region (below 1200K) to an entropy-dominated region (above 1200K). In
the stripe phase, energy is always the dominant term in the considered temperature
range, free energy is always positive, therefore this phase is less stable with respect
to bulk Li. We report in the right panel of Figure 3.13 that by allowing a modest
10meV shift in chemical potential the energy-entropy balance in the various phases is
significantly shifted to lower temperatures.
3.3.8 Li-graphene phase diagram
In order to identify the stable phases for a wide range of concentrations and tempera-
tures, we construct the Li-graphene phase diagram using the common tangent construc-
tion. The common tangent construction at 800K and the corresponding phase diagram
boundaries are shown in the upper and lower panels of Figure 3.12, respectively. The
maximum concentration at which the Li-gas phase is stable is about x = 0.05, equiva-
lent to 1Li:40C at 2000K, and it decreases progressively with temperature and becomes
practically zero at 400K. Below 400K, the pure Li-gas phase becomes unstable and
only a mixture of the Li-gas and Li-island exists. The region of coexistence between






















G G+I I I+S S S+IV
Figure 3.12: Free energy per site (upper panel) and the phase diagram of Li adsorption on graphene
(lower panel). G, I, S and IV represent the gas(red), Li-islands(green), Li-stripes(blue) and islands-of-
vacancies respectively. The region between the red and the green is the coexistence between the Li-gas
and the Li-island phase while that between the green and the blue region is the region of coexistence
between the Li-island and Li-stripes phases. The transition from the Li-stripes phase to island of
vacancies as the concentration approaches to 1 is represented by the fading away of the blue region.














































































Figure 3.13: Entropy (red curve) and configurational energy (blue curve) contributions to the free
energy as a function of temperature at chemical potential µ = 0 and µ = 10meV. µ = 0 corresponds
to the minimum of the Helmholtz free energy. G, I and S represent the Li-gas, the Li-island and the
Li-stripe phase respectively.
(≈1Li:7C). Above x = 0.3, the Li-cluster phases are more stable at all temperatures.
The stability of the Li-island phase occurs between Li:C≈1:7 and Li:C≈1:5. Between
Li:C≈1:5 and Li:C≈1:4, the Li-island phase and the Li-stripe phase coexist in equilib-
rium. At about x = 0.5 (1Li:4C), the Li-stripe phase is the most stable.
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The Li-stripe is observed to appear as a result of fusion of large Li-island clusters
of adjacent simulation boxes. The stripe configuration hence reduces the surface of
Li-clusters and provides an energetically more favorable growth path for increasing
concentration, compared to continuous increase in the size of Li-islands. Obviously,
in the thermodynamic limit, i.e. in a simulation box of infinite dimension, the fusion
of two Li-islands would simply result in another Li-island of larger size and not in an
infinitely extended stripe. Thus, in a bigger simulation box, the critical size of Li-island
beyond which the Li-stripe will begin to develop is expected to be larger, while other
phases such as Li-gas may remain largely unaffected by the size. In order to explore
this finite size dependence, we performed simulations similar to the one described so
far in a 25x25 graphene supercell, with 1250 carbon atoms and 625 adsorption sites per
cell. The results are compared in Figure 3.14 where the stability domains determined
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Figure 3.14: Finite size effect on temperature-concentration phase diagram. The solid shaded regions
represent the phase diagram obtained in the 20x20 supercell while the hatched regions correspond to
the one of the 25x25 supercell.
The Li-gas phase stability is found to be independent from the size of the simulation
box implying that above 400K and at very low concentration, Li ions will dispersed
on graphene surface in the thermodynamic limit. We also observed an increase in the
region of stability of Li-island phase with increasing cell size. Considering that in the
bigger cell the same concentration is reached with more Li atoms (see Fig. 3.15), we
see that in the bigger simulation box, bigger islands are stabilized with respect to stripe
phase. This confirms the formation of Li-stripes as an artifact of the assumed periodic
boundary conditions which would eventually disappear as the cell dimension becomes
infinite.
The range of concentration of the phase coexistence regions are also observed to
reduce with increasing cell size. This implies that the energy barrier between phases
is reduced as the simulation box gets bigger and in the thermodynamic limit the 2D













Figure 3.15: Finite size effects: Temperature versus number of Li, NLi phase diagram. The red lines
represent the phase boundaries determined with a 20x20 supercell and the black lines represent those
determined with the 25x25 supercell. The red and green shaded region are the Li-gas and Li-island
phases in a 20x20 cell while the red and green hatch regions corresponds to those obtained with 25x25
supercell. The plot shows the increased dimension of the Li-islands in equilibrium with the Li-stripe
phase as a function of the similation box size.
graphene through the path of gas phase, gas-islands coexistence, Li-island and finally
to complete lithiation respectively as the Li concentration increases.
Other phases such as islands-of-vacancies and gas-of-vacancies in an otherwise com-
pletely Li-covered graphene were also observed, however these phases are found to be
very high in configurational energy. For instance, the energy required to create a sin-
gle vacancy from a fully-lithiated graphene according to our model is 1.672 eV which
is about six times the energy required to add a single Li atom to an empty graphene
sheet, 0.287 eV. We can estimate the temperature needed to stabilize the gas-of-vacancy
phase from the fact that the Li-gas phase is stable at 800K and above. Assuming a
simple proportionality gives a temperature of about 4800K.
3.4 Conclusions
In summary, we have presented a study of the interaction of Li with single layer
graphene at zero temperature by Density Functional Theory (DFT) and found that
Li-graphene interaction is dominated by electrostatics due to charge transfer from Li
to graphene. The trend of the adsorption energy per Li was found to be qualitatively
different for Li adatoms compared to Li-clusters. This difference was found to be mainly
due to a drop in the transferred charge in the case of clusters. Li adatoms and small
clusters considered were found to be unstable against bulk Li metal at zero temper-
ature. Finite temperature effects were studied by a combination of cluster expansion
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techniques and Grand Canonical Monte Carlo methods. We found that thermal effects
are sufficient to prevent phase separation of the Li-graphene system into its constituents
at low concentrations but above the stoichiometry of ≈ LiC6, formation of Li-clusters
is energetically favorable with respect to random distribution of Li atoms at all tem-
peratures.
Our study focuses on 2D adsorption. Our systematic approach predicts two sta-
ble phases (Li-gas and Li-cluster) and the range of concentration (i.e. the chemical
potential) at which the two phases are in equilibrium. This coexistence region, that
could not be captured by previous approximate finite temperature treatments, covers
about one-third of the entire concentration range at low temperatures. Another phase
where Li islands join and form continuous stripes was also observed during Monte Carlo
simulations however, by varying the size of the simulation cell, we show that it is due
to finite size effects and will eventually vanish in the thermodynamic limit. Although
a simulation artifact in the case of an infinite graphene sheet, such a phase can be
speculated to occur at the edges of a graphene flake and seed the lithiation.
While 3D configurations could in principle be considered and were previously theo-
retically shown to be more stable with respect to random distribution of Li atoms both
by zero- [14] and approximate finite-temperature calculations [15, 16], our 2D study
may help interpret some interesting experimental observations such as the evidence
of enhanced Li capacity in spatially constrained graphene materials where Li uptake
positively correlates with the average interlayer distance. For example Ref. [3] reports
that increasing the interlayer distance from 3.6 Å to 4.0 Å increases the capacity from
320 mAh/g, less than graphite, to 784 mAh/g, more than twice of graphite. In such
densely packed, spatially constrained graphene materials, Li coverage model is more
compatible with 2D rather than 3D clustering, and the increase in Li uptake with
increasing interlayer spacing is compatible with a gradual transition from 2D to 3D
cluster formation. Therefore, combined with these experimental observations in the
literature, our results suggest that high Li uptake in dense graphene materials may
be the result of significant 2D Li clustering. The computationally demanding study of
vibrational effects, such as population of flexural phonons of graphene that may further
stabilize Li adsorption, is left for future work.
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Chapter 4
Machine Learning Based Interatomic
Potentials
4.1 Introduction
In chapter 3, we developed and used cluster expansion based interatomic potentials
and grand-canonical Monte Carlo to study Li interaction with graphene at finite tem-
perature. A temperature-concentration phase diagram reveals remarkable results and
provides great insight on the role of temperature on Li graphene interaction as the
concentration of Li increases. In addition, we discussed the compatibility of the results
with experiments.
Due to the limitation of the cluster expansion techniques such as the requirement
of a well defined underlying lattice with unambiguously defined occupation sites, the
cluster expansion method is not suitable to study the interaction of Li with general
carbon host. For instance, to construct a cluster expansion based interatomic poten-
tial to describe Li interaction with different polymorphs of carbon such as graphene,
graphite, amorphous, nanotube, nanoribbon and graphene nanoflakes, an independent
potential must be developed for each of the phases assuming an underlying lattice can
be unambiguously defined for each of the polymorphs. With introduction of defects to
the carbon host, the problem becomes intractable with such site based method. These
limitations necessitate a shift towards a methodology that permits the construction of
an accurate and yet affordable interatomic potential to describe the interaction of Li
with all carbon environments without the necessity to pre-define occupation sites. To
this end, we delve into machine learning techniques which have been demonstrated to
be capable of providing an accurate representation of the energy for a given atomic con-
figuration at a much lower computational cost when compared to ab initio methods. In
this chapter, we start with a brief introduction to machine learning, followed by a review
of the artificial neural networks machine learning models for constructing interatomic
37
potentials. The chapter will be concluded with the discussion of the implementation of
artificial neural network (ANN) in our recently developed machine learning package,
"Properties from Artificial Neural Network Architectures (PANNA)" [75].
4.2 Machine Learning Interatomic Potentials
Machine learning (ML) is a discipline that focuses on the study of computer algorithms
that improve automatically based on experience. ML algorithms construct a mathe-
matical model that learn from data. These algorithms are now widely used in various
applications such as computer vision, voice recognition, fingerprint identification, email
filtering etc.
Nowadays, ML techniques are becoming popular in computational material science
especially in the development of interatomic potentials suitable to study extended
systems [76, 77]. This is due to their capability to approximate the high dimensional
potential energy surface accurately. Basically, given atomic coordinates a ML model
is constructed that maps the atomic coordinates to an energy which is subsequently
fitted to ab initio data.
However, a direct mapping using the atomic coordinates as input is error-prone be-
cause ML algorithms have no knowledge of symmetry and therefore cannot understand
for instance that a rigidly translated molecule should have the same energy as the
untranslated one. Therefore, symmetry compliance representation of atomic system
is paramount. Some examples of such representations in literature are vectors with
respect to local frames [78], symmetry-based descriptors [79–81], graphs [82], matri-
ces [83], list of bonds [84], chemical formulas [85] or molecular structures [86].
Once a representation is chosen, fast and accurate interatomic potential can be con-
structed using machine learning models such as neural networks [87–89] or Gaussian
processes [77,90,91]. In this case, the total energy of a given atomic configuration is ob-
tained from the sum of atomic energy contributions with each atomic energy depending
on the representation of the chemical environment of that atom. This decomposition
was proposed in Ref. [79] by Behler and Parrinello in 2007 where they used artificial
neural networks combined with atom centered symmetry descriptors to approximate
the potential energy surface of bulk silicon. Since then, other ML approaches in liter-
ature include Gaussian Approximation Potential (GAP) [80, 92] in which the atomic
energy of a given environment is written as a linear combination of the Gaussian kernel
between the test environment and all the environments in the training dataset, Spec-
tral Neighbor Analysis Potentials(SNAPs) [93] which is a linearized version of the GAP
method in the descriptors with a recent extension to quadratic dependence [94] and
the Moment Tensor Potentials (MTPs) [95] where the interatomic potential is a lin-
ear combination of some polynomial basis functions of atomic environments which are
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built from a set of moment polynomials etc. A recent work comparing these methods
concludes that GAP methods have the highest accuracy, but also the highest compu-
tational cost, increasing with the size of the training dataset [96]. SNAP and MTP
use lower cost regression strategies to correlate the local atomic environment with its
contribution to the total energy.
In this work, we adopt the ANN approach coupled with the atom centered descrip-
tors of Behler and Parrinello [79] and its modifications [75, 97]. The ANN functions
are flexible and can be computed efficiently. They are continuous and relatively cheap
compared to other approaches highlighted above [80, 92–95]. Its derivatives can also
be computed efficiently.
The rest of the chapter is devoted to the presentation of our recently developed
open-source PANNA package to build atom-centered descriptors, train and test ANN
model. We also provide an example of the capability of the code by reproducing the
results of Ref. [97].
4.3 Properties from Artificial Neural Network Archi-
tectures (PANNA) package
Here we present the philosophy and workflow of our recently developed ANN code,
PANNA: "Properties from Artificial Neural Network Architectures", hosted on gitlab
[98] and recently published in Ref. [75].
The PANNA code is an open-source, user-friendly, ML-based code for interatomic
potentials generation written in python. It takes advantage of the optimization and
hardware flexibility of Tensorflow (TF) [99] engine that allows ANN models to be devel-
oped, using multiple CPU/GPU/TPU, on a large training dataset. The code permits
the construction of different network architectures for each atomic type and allows
different trainability states of layers within a network (i.e the parameters of network
layers can be frozen while the network is trained). Different activation functions are
implemented such as Gaussian, hyperbolic tangent, ReLU, radial basis functions and
linear functions. A variety of cost functions are also permitted. Finally, a LAMMPS
interface is distributed along with the package to allow the application of the model
constructed. Currently, the Behler and Parrinello descriptors are implemented as dis-
cussed in Sec.4.3.2. The general workflow of PANNA code is shown in Fig. 4.1.
4.3.1 Artificial Neural Network Model
Artificial neural network (ANN) is one approach to construct a machine learning model.
It is made up of interconnected neurons (or nodes) that transmit signals among each


















Figure 4.1: PANNA workflow [75]. Top layer (green) corresponds to user intervention in the neural
network potential generation process. Input and network hyperparameters are determined at this
layer. Currently several helper programs (not shown) included in the PANNA package aim to help
users in this intervention. In principle, the hyperparameters are also part of the network optimization
process and can potentially become an automated part of the workflow. Yellow boxes indicate main
programs in PANNA while white boxes stand for the user-owned data in different stages of processing
and the network potential. The interface with the third party codes are established via parser scripts
and patches (not shown) included in the package.
input layer, one or more hidden layers (layers between input and output layers) and
the output layer. The output layer is a single node that returns the prediction of an
atomic energy in our application as shown in Fig. 4.2. Except for the input layer, the
node, j, of a layer, l + 1, receives signals from all the nl nodes of the preceding layer,
l, with a strength determined by the weight parameters, W lij, connecting node j to i
(i = 1, ..., nl) which are then processed (a non-linear function of a linear combination of
inputs) and passed as input to all the nodes of the next layer. This process is continued
until signals are received by the output layer. Thus, the signal generated by a node j












where ali is the ith element of the output from layer l. The activation function for this
node is specified by two parameters, the weight matrix W l+1 and the bias scalar bl+1,
and a non-linear function g.
This multilevel processing of the input layer with high connectivity among consecu-
tive nodes of a fully connected FFNN yields a complex relationship between the input
and the output node and therefore allows a high dimensional potential energy surface
to be constructed.
Here, we adopt the Behler-Parrinello approach to atomistic neural networks [79]






















Figure 4.2: A schematic representation of an ANN with three inputs, two hidden layers and an output
layer that give the atomic energy in this case. Each passing of information between layers l and l+ 1






where Ei is the energy contribution of an atom i, and Gi is its local environment
descriptor vector discussed in Sec. 4.3.2.
To demonstrate how atomic energies are computed given a descriptor of an atom i,
the number of hidden layers (and their width) and the non-linear activation functions,
let us consider a feed-forward all-to-all connected ANN architecture depicted in Fig.4.2
in which the atomic environment of atom i is described by a vector of dimension 3 and
fed to an NN architecture with two hidden layers of 4 and 3 nodes respectively, and an


















where g1 ,g2, g3 are non-linear functions in general called the activation functions.
Once the ANN model is constructed, the weights and biases are determined from
minimization of an objective function that measures the distance between the pre-
dicted value and the reference one provided the non-linear function g in equation 4.1
is differentiable with respect to its argument. In practice, a linear activation function
is conventionally used for the output layer to allow arbitrary shift in the energy while
Gaussian or hyperbolic tangent functions are commonly used for the hidden layers.
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4.3.2 Atomic Environment Descriptors
Currently, two different types of descriptors are implemented in PANNA: atomic en-
vironment descriptors originally proposed by Behler and Parrinello in 2007 [79] and
their modifications proposed in Ref. [75, 97]. Both descriptors represent the chemical
environment of an atom by a fixed-size vector which depends on all other atoms within
a user-defined spherical cutoff.
The functions include a two body and a three-body term, referred to as radial and
angular descriptors respectively.







where η and a set of Gaussian-centers Rs are user-defined parameters of the descriptor.
The sum over j runs over all atoms whose distance Rij from the central atom i is within
the cutoff distance Rc. The cutoff function, fc allows a smooth decay to zero at the














0 Rij > Rc.
(4.5)









The sum runs over all pairs of neighbours of atom i, indexed as j and k, with distances
Rij and Rik within the cutoff radius Rc, forming an angle θijk with it. Here η, ζ, and
the sets of θs and Rs are the user-defined parameters of the descriptor.
We note that the descriptor as written in Eq. 4.6 has discontinuous derivative with
respect to atomic positions when atoms are collinear. To restore the continuity, we




1− cos(θijk)2 + ε sin(θs)2 sin(θs)
1 +
√
1 + ε sin(θs)2
(4.7)
where we introduce a small normalization parameter, ε, such that the expression ap-
proaches cos(θijk − θs) in the limit of ε → 0. In this work, ε = 0.001 was used, while
values between 0.001−0.01 were found to yield stable dynamics and equivalent network
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potentials for any practical purpose.
It is worth to mention that the sum over j in Eq. 4.4 runs through single species
type at a time therefore making the radial part of the descriptors linear in the number of
species. Likewise, the double sum in Eq.4.6 run over pairs of species type. The angular
part of the descriptor scales qadratically with the number of species (i.e ns(ns + 1)/2)
for ns species. The accuracy of a ANN interatomic potential depends strongly on the
description of chemical environments. A good description of chemical environment is
therefore needed to construct a flexible and transferable ANN interatomic potential.
In PANNA, the chemical environment descriptor are pre-computed on the whole
training data before the commencement of training.
4.3.3 Network Architecture
In PANNA, a network is constructed for each atomic species such that for any atomic
configurations atoms of the same type are evaluated with the same network which
takes as input that atomic environment descriptors. In order to address the varying
complexity in the environment of different species in an atomic system, PANNA allows
each species network to be of different size (e.g different number of layers and different
width of layers) . Furthermore, the option to freeze any layer of a species network is also
implemented in PANNA. This is to enable a tighter control of the training dynamics and
allows only a part of the network to be trained. Lastly, different non-linear activation
function g can be chosen for each layer. Currently supported activation functions are:
• Gaussian: g(x) = exp(−x2), as demonstrated in Ref. [97].
• ReLU (rectified linear unit): g(x) = max(0, x).
• Linear: g(x) = x
• Radial Basis Function (RBF) that changes the structure of the layer from the
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.
• Hyperbolic tangent: g(x) = tanh(x).
4.3.4 Training
A ML model in general is trained by minimizing a loss function with respect to the
parameters of the model (weights and biases). The loss function is a measure of the
deviation of the model prediction from the reference value. The minimization of loss
function in the PANNA package is done employing the commonly used Adaptive Mo-
ment Estimation (Adam) [100] algorithm based on stochastic gradient descent as im-
plemented in tensorflow [99]. The loss function is computed on a randomly selected
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subset (minibatch) of the training data at each optimization step which is the main
source of stochasticity.
Let W (t) represent the parameters (weights and biases of all layers) of the ANN
model at minimization time step t and let Oc(W (t)) be the ANN prediction of an
observable for a configuration, c, whose reference value is denoted by Ocref . Let
Lc(W (t)) = L(|Oc(W (t))−Ocref |) denotes the loss function on configuration c (a measure
of the deviation of the ANN prediction for c from the reference). The loss function,





Let us denote gtw = ∇wL(W (t)) as the partial derivative of the loss function with
respect to a given parameter w (weights or biases) and let gt be a vector of the partial
derivatives at time step t, then, the update of each parameter w ∈ W (t) at time step t in
the Adam scheme depends on the previous gradients up to that at time step t. At each
time step, t, an exponential moving average of the gradients, mt, and its uncentered
variance, vt, read as follows
m(t)w = β1m
(t−1)
w + (1− β2)gtw, (4.9)
v(t)w = β2v
(t−1)
w + (1− β2)(gtw)2,
where β1, β2 ∈ [0, 1) are hyper-parameters that control the exponential decay rates of
the moving averages. The smaller they are, the less history dependent the optimization.
The moving averages are initialized to zero which biased the averages towards zero.








The model parameter updates then reads as follows










where α is another hyper-parameter of the optimizer referred to as the learning rate
and ε is a regularizer to prevent division by zero that may leads to stability issues.
The hyper-parameters β1, β2 and α are adjustable parameters. The best values are
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those that allows the minimization of the loss function in few training time steps. In
PANNA package, we allow an exponential decay of the learning rate, α, in the course
of the training to mimic simulation annealing in the parameter space. The learning
rate, αt, at a time step t reads as follows;
α(t) = α(t=0)rt/τ , (4.12)
where α(t=0) = α is the learning rate at step t = 0. The decay rate r and the decay
step τ are used to determine the decay behavior which are chosen by the user.
In order to prevents overfitting, the L1- and L2-norm based regularizations of
the model parameters are permitted in the PANNA package. The L1-norm imposes
sparseness while the L2-norm prevents parameters from becoming excessively large. In
PANNA, user-defined coefficients, γ1 and γ2 respectively for the L1- and L2-norm, are
implemented that allow to scale the contribution of the regularization loss. The total
regularization loss is written as




The PANNA package allows the training of both energy and forces (the derivatives
of the total energy with respect to atomic coordinates). While the training of the total
energy of N atom systems imposes a single global constraints on the ANN model, force
components provides 3N constraints. Therefore, it can be anticipated that training
with force information will lead to a significant improvement in the accuracy of the
model.
In the PANNA code, the prediction of atomic force on atom i, Fi, is computed











where Gjµ is the µ-th element of the descriptor for atom j. The derivative of the
total energy with respect to the descriptors is already required during training for the
update of network parameters (see equation 4.9) and the derivative of the descriptors
with respect to atomic coordinates are pre-computed while the descriptors are being
computed (see section 4.3.2).
The contribution of the force term to the loss function is implemented with a tunable
parameter, cF , that determines the relative importance given to the energy and forces
during the optimization process. If we denote Li,α,Fc (W (t)) as the deviation of the
prediction of force component α of atom i, from the reference one on configuration c
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and LF (W (t)) the loss on a minibatch, then we have







Li,α,Fc (W (t)), (4.15)
where cF is a user-defined coefficient. If cF is set to zero, only the energy is learnt.
4.3.5 Testing
After a model is successfully trained, one way to check the accuracy and transferability
of the model is to evaluate it on independently generated configurations. In PANNA,
the basic evaluation of the ANN model is implemented with the ‘numpy‘ package as
the evaluation of a network requires simple operations mainly matrix multiplication.
In addition, models created with the PANNA package can readily be used, for example,
to perform molecular dynamics in LAMMPS [101].
4.3.6 Programs
The construction and evaluation of ANN model with PANNA package is done with
four main scripts. For each script, a configuration file based on ‘python‘ configparser
package which contains the variable of the script is taken as input. Here, we highlight
the main features and capability of each script.
• gvect_calculator.py
This python script is used to compute the atomic environment descriptors (and
its derivatives with respect to atomic coordinate upon request) of a given config-
uration (referred to example or simulation) as discussed in Sec.4.3.2. The script
stores the output in a single binary data file with the same file name as that of the
example. The example must be written in PANNA-example format in standard
JSON.
• tfr_packer.py
This script is responsible for the collection and conversion of a large number
of descriptor binary files into TFRecord (TFR) format which is ready to be
efficiently processed by TF. The files produced by this script are referred to as
TFData within PANNA. It reduces the I/O overhead, simplifies and speeds up
the dataset management during training.
• train.py
This script performs the task of training the ANN model. It reads the TFData
files, handles the queue management to supply parallel processing of minibatches
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and drives the training procedure with the appropriate TF calls. Among the
parameters read by the script from the user is the maximum number of opti-
mization steps train the model. Most often, there may be need to train the
model for longer time step after the initial specified maximum steps is reached
or due to an interruption of the training. This script stores the information re-
quired to restart the calculation as “checkpoints” during training in TF format
at user-defined intervals. Additionally, the summary of each training is stored in
TF “event” files that can be visualized in TensorBoard [99]
• evaluate.py
The evaluation of the trained ANN model is done with this script. The script
can parse the checkpoints, access the parameters of the network and evaluate
the network prediction for a given input configuration at a user defined interval
of the save checkpoints. It can operate on single binary descriptor files pro-
duced by gvect_calculator.py or bundled TFData files such as the outputs of
tfr_packer.py.
For other technical details such as visualization of training using tensorboard, paral-
lelization and a usage example, the reader is referred to Ref. [75].
4.4 Results: the case of molecules
In this section we present an example to demonstrate the usability of PANNA for
aperiodic systems, with varying amount and quality of data. We report training of
the network architecture previously used in Ref. [97]. The model contains a total of
almost half a million parameters. This is a larger network than the average architecture
employed in the literature. By reproducing the results of Ref. [97], we demonstrate that
the training and testing modules of PANNA can answer the high performance demand
scenarios in machine learning of interatomic potentials.
The dataset [102] used here contains 57462 small organic molecules consisting of
H, C, N and O atoms, with up to 8 heavy atoms (atom species different from hydro-
gen) and corresponding total energy calculated via Density Functional Theory (DFT).
The training dataset is partitioned into three subgroups, labeled as DSmax4, DSmax6
and DSmax8, each including data from molecules with up to 4, 6, or 8 heavy atoms,
respectively.
The modified Behler-Parrinello symmetry functions described in Section 4.3.2 are
used as in the original reference, with 32 Gaussian centers for the radial part, and 8
angular and 8 radial centers for the angular part. This choice of parameters results in
descriptors of size 4× 32 + 4×5
2
× 8× 8 = 768 for each atom. As it is used in Ref. [97],
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the atomic network architecture consists of 3 hidden layers of sizes 128, 128 and 64,
all with Gaussian activation function, followed by a linear activation layer to allow
the arbitrariness in the energy. This gives rise to a model with 123265 parameters
per species and a total of 493060 parameters. With almost half a million parameters,
this is a larger network than the average architecture employed in the literature. By
reproducing the results of Ref. [97], we demonstrate that the training and testing
modules of PANNA can answer the high performance demand scenarios in ML of
interatomic potentials. We note that the dataset contains no force information and
therefore only the energy is trained upon.
Table 4.1 shows the size of datasets used for training and validation.
Table 4.1: The size of datasets obtained from Ref. [102] used for training and validation. As the
dataset is constructed by sampling the normal modes of each molecule, alongside a scaling factor to
reduce the bias towards bigger molecules, it contains a different amount of data for each molecule
type, e.g. 480 examples for N2 and 17280 for C4H10 (butane) and 340 for C8H18(octane). The final
models are benchmarked against 10347 configurations from normal mode sampling of 138 molecules











DSmax4 4 0.656 0.134
DSmax6 6 3.432 0.427
DSmax8 8 17.476 2.182
In Ref. [97], a loss function proportional to the exponential of the square loss was
proposed. In our test of this loss function, very large gradients were found in the early
stages of the training leading to numerical instability. This instability was addressed
by clipping the norm of the weight parameters. In this study a simple quadratic loss in
combination with the capped exponential loss is found to alleviate the problem while





















where EDFTc and Ec(W ) are the reference DFT energy and ANN energy prediction of
configuration c with Nc number of atoms. a = 5 was used.
An initial learning rate of α = 0.001 with a decay rate r = 0.98 and decay step
τ = 3200 is used following Eq. 4.12. In the case of training with DSmax8, the learning
rate decay step is increased to τ = 16000, leading to a slower decay. A fixed batch size
of 1024 examples is used throughout.
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In Figure 4.3 we depicts the evolution of root mean square error (RMSE) on training
and validation datasets during training. For each dataset, three networks with identical
architecture with different random initialization of weight and biases are trained. It can
be seen that the proposed training schedule yields quantitatively reproducible results,
which are consistently in good agreement with those reported in Ref. [97]. As it may
be expected, the bigger the training dataset gets in variability, going from DSmax4 to
DSmax8, the harder the training gets. Hence the training and validation errors increase
steadily from approximately 0.3 to 1.2 kcal/mol per example, while the optimization
steps required goes from approximately one to five million time steps.
The arithmetic average of different instances of trainings can be used to make com-
mittee predictions for each data point. The validation set RMSE resulting from such
committees are 0.25, 0.52, 1.14 for DSmax4, DSmax6, DSmax8 respectively. Note that
these values are very close to the best individual network prediction errors of 0.27, 0.57,
1.19 respectively (See also Fig. 4.3), indicating that energy prediction error of different
networks for each example may be highly correlated. Single network predictions will































Instance 1 - Training
Instance 2 - Training
Instance 3 - Training
Instance 1 - Validation
Instance 2 - Validation



































Instance 1 - Training
Instance 2 - Training
Instance 3 - Training
Instance 1 - Validation
Instance 2 - Validation



































Instance 1 - Training
Instance 2 - Training
Instance 3 - Training
Instance 1 - Validation
Instance 2 - Validation
Instance 3 - Validation
DSmax8
Figure 4.3: The energy RMSE during training and on validation set as a function of optimization steps
for trainings with DSmax4 (left), DSmax6 (middle) and DSmax8 datasets (right). For each dataset,
three instances of training is performed starting from different random initial parameters. The RMSE
calculated at the final step for training (validation) set are 0.24 (0.27), 0.24 (0.28) and 0.24 (0.28) ;
0.54 (0.57), 0.54 (0.57) and 0.53 (0.57); and 1.12 (1.19), 1.18 (1.22) and 1.14 (1.21) in kcal/mol for
trainings with DSmax4, DSmax6 and DSmax8 respectively. For comparison, the results from Ref. [97]
are 1.16 (1.28) kcal/mol training (validation) RMSE for training with DSmax8.
While the analysis so far is based on training and validation sets drawn from the
same distribution, the performance of neural network potentials can be better assessed
based on their performance of configurations prepared from different distributions. To
assess this property, we test networks on test sets of varying complexity. For example,
a network trained on DSmax4 is tested on molecules with 5, 6, 7, 8 and 10 heavy atoms.
In order to compare our results with Ref. [97] in the case of 10 heavy atom test set, the
RMSE is also calculated with respect to the lowest energy structure for each molecule.
RMSE calculated this way is referred as relative RMSE. The summary of the results is
reported in Table 4.2. It can be seen from the energy-capped vs uncapped results that
transferability is better in the low energy structures only compared to the high energy
configurations. The overall network performance reduces as the training and test sets
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** * * *
A.
B.
Figure 4.4: Left: Neural network prediction error compared to DFT energy on GDB-11 set with 10
heavy atoms where total energy is shifted so that the lowest energy structure of each molecule in the
dataset corresponds to 0 kcal/mol. The networks are trained on DSmax8 set (see Fig. 4.3, bottom
panel). Right: Prediction error distribution in log scale for Instance 2. It is noteworthy that all the
marked outliers correspond to configurations of a single molecule shown in the inset where the H atom
bound to O in the ground state configuration (A) is displaced far away, and may even form a bond
with another H atom (B). Without the marked outliers, the RMSE reduces to 1.8 kcal/mol from 2.0
kcal/mol.
become more dissimilar.
Table 4.2: RMSE of energy prediction in kcal/mol for networks trained and tested with datasets of
various molecular complexity. In the first five columns the RMSE is calculated for configurations where
the total energy is within Ecut = 275 kcal/mol of the lowest energy configuration for each molecule.
DS〈N〉 stands for dataset with molecules having 〈N〉 heavy atoms. Additionally for the 10 heavy
atom set, the RMSE for all configurations independent of their energies, and the relative RMSE for
configurations within the lowest Ecut = 300 kcal/mol window is also given respectively. The last two









DSmax4 17.1 23.2 28.3 30.0 24.5 139.2 21.0 26.0
DSmax6 0.5 0.7 13.5 15.5 14.5 138.5 15.5 17.7
DSmax8 0.6 0.7 1.2 1.4 2.1 87.7 2.0 1.8
Comparing the prediction of a network trained on DS8max with the DFT results
per individual simulations shows that the error is larger for higher energy configurations
(see Fig. 4.4). The distribution of error shows exponential decay for small error region
with a visibly fat tail. Further investigations also show that the majority of the outlier
configurations belong to a single molecule, hinting that careful error analysis beyond
RMSE may be required for judging quality of network potentials.
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Chapter 5
A Systematic Approach to Generating
Accurate Neural Network Potentials:
the Case of Carbon
This chapter is devoted to our recently proposed self-consistent approach that is based
on crystal structure prediction formalism guided by unsupervised data analysis, to
construct an accurate, inexpensive and transferable artificial neural network potential.
We demonstrate the capability of this approach by using it to construct an interatomic
potential for highly polymorphic elemental Carbon material and show its ability to
reproduce first principles results on elastic and vibrational properties for diamond,
graphite and graphene, as well as energy ordering and structural properties of a wide
range of crystalline and amorphous phases.
5.1 Introduction
One of the most challenging and yet important step in constructing a general ML-based
interatomic potentials is the training dataset generation. This become so because ML
models learns the physics of the system through data presented to it during parameter
optimization. Most often, training data are generated from known polymorphs of the
systems of interest combined with molecular dynamics (MD) simulations to sample
configurations in the basin of the chosen polymorphs [77, 91, 104, 105]. This approach
strongly relies on a prior knowledge of all possible phases of the system which, in
most cases, is not at our disposal. Elemental carbon is one example of a highly poly-
morphic material in which several different bonding types and structures exist. In
this type of systems, construction of ML-based interatomic potentiasl from predefined
polymorphs will certainly result in non-transferable potentials. This transferabilibity
problem results in many different interaction models, each with limited applicability.
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For example, among the several empirical force fields for carbon, the non-reactive, short
range, bond-order-based Tersoff [106] model can describe dense sp3 carbon structures
while a highly parametric reactive force field (ReaxFF) [107] that explicitly includes
long-range van der Waals interactions and Coulomb energy through charge equilibra-
tion scheme [108] is needed for structures with sp2 hybridization. Furthermore, even
though these empirical force fields give a qualitative understanding of materials prop-
erties, they are quantitatively inaccurate when compared to both ab initio methods
and experiments [91,104,109,110].
As already discussed in chapter 4, interatomic interaction models based on ANNs
do not have a fixed functional form except for the network architecture (that has to be
fixed), and their parameters are fitted to vast amounts of ab initio quantum mechanical
data in the hope of assimilating the physics of the system into the parametrization.
Hence the transferability restraint of classical force fields, that is due to their rigid
form, is traded for a transferability challenge in the case of neural networks due to the
(lack of) variety and completeness in the training dataset. To address this challenge of
generating truly transferable ANN interatomic interaction models, training data must
be obtained from an efficient and thorough sampling of the potential energy landscape.
It should also be devoid of handcrafted initial configurations as much as possible. Such
sampling of the very rugged and high dimensional landscape with ab initio electronic
structure tools is a formidable challenge.
Here, we integrate evolutionary algorithm (EA) with molecular dynamics and clus-
tering techniques in a self-consistent manner to sample the potential energy landscape
and obtain data with high variability. The workflow we introduce extends the training
data iteratively, similar to other active learning approaches that previously appeared in
literature [76,104,111–113]. Unlike these methods that aim at constructing an optimal
dataset for a specified part of the potential energy landscape, our workflow targets an
unbiased training dataset which is necessary for increased transferability expected of
a general purpose potential. Moreover, for reliable materials modelling, it is crucial
to have indicators that signal when the limit of transferability is crossed. We address
this aspect of ANN models by studying the relationship between data variability and
transferability of the trained network via unsupervised data analysis. We demonstrate
the performance of the approach highlighted above on the challenging example of crys-
talline and amorphous Carbon structures.
This study is a continuation of similar efforts in the literature: The first ANN
interaction model for elemental carbon was developed in 2010 by Khaliullin et al. [104]
to study graphite-diamond co-existence. The network was trained on an adaptive
training set, where the starting configurations were manually selected from randomly
distorted graphite and diamond phases, relaxed under a range of external pressures
(from -10 to 200 GPa) at zero temperature. Then, new configurations obtained via
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molecular dynamics simulation using the ANN potential constructed in the previous
iteration step were added to the training data and a refined potential was constructed
upon training on the new dataset. This procedure was continued until a self-consistency
was reached in the prediction error on the new structures.
More recently in 2019, a hybrid model, where an ANN potential for the short-
range interaction was supplemented with a theoretically motivated analytical term to
model long-range dispersion, has been developed in order to address the properties
of monolayer and multilayer graphene, with encouraging results [110]. As we will
demonstrate in this work, ANN models such as these, built on data sampled solely from
a limited part of the potential energy landscape can however be highly non-transferable.
This transferability challenge for Carbon has been observed with kernel-based machine
learning models as well.
Furthermore, a kernel-based model, specifically a Gaussian Approximation Poten-
tial (GAP), was constructed [91] using data from MD melt-quench trajectories of liquid
and amorphous Carbon in 2017, to study amorphous structures. Motivated from its
non-optimal behavior on crystalline phases, authors developed another GAP model
with a specialized training data obtained via MD, for graphene [77]. Most recently,
the same authors have developed yet another GAP interatomic potential for carbon
with the aim to describe accurately all the known polymorphs of carbon with dataset
obtained from different sources [114]. It is worthwhile to note that recently, a strat-
egy combining kernel-based model generation with crystal structure prediction was
suggested by Bernstein et al. [115].
However, since the computational cost for training and evaluation of a kernel-based
model grows with the training set, this approach is suitable for small scale configura-
tion space sampling only. In comparison, computational cost of neural networks are
independent of the size of the training dataset, a feature that is exploited in the current
study for accurate prediction of elastic and vibrational properties.
In this work we use a systematic approach to construct a highly flexible and trans-
ferable neural network potential (NNP) and demonstrate its application to the develop-
ment of a general NNP for Carbon. We compare its performance with respect to other
potential models previously optimized for specific phases and discuss the implications
of our results for the trade-off between transferability and specialization.
5.2 Methods
5.2.1 Evolutionary Algorithm for Configuration Space Search
In iterative schemes, having a good starting point often means that a smaller number
of iterations is needed to reach convergence. In a realistic use case scenario of NNPs, it
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Figure 5.1: Sketch of the self-consistent scheme to generate an accurate and transferable neural
network potential. The initial step to start the process (yellow arrow) can be performed with a
classical force field as shown here, or any comprehensive dataset of structures such as the ones in
Aflowlib [116], Materials Genome Initiative [117] or Nomad [118] repositories can be used to generate
the first neural network potential model (blue triangle) to be refined through the self-consistent cycle.
Once an initial potential model is chosen, Evolutionary Algorithm enables a diverse set of structures
to be sampled. The following clustering-based pruning of structures further ensures that no single
polymorph biases the dataset, i.e. at each step only novel structures (red and blue disks for the
particular step highlighted above) are to be considered, further refined, and added to the dataset.
The subsequent MD simulations sample the potential energy surface of each polymorph. Finally
DFT calculations performed on a subset of MD-sampled structures are added to the ab initio dataset
obtained thus far. The ab initio dataset augmented this way is then used to train the next neural
network potential model (a darker blue triangle), starting the next cycle of the self-consistent scheme
until no new structures are found by the Evolutionary Algorithm.
is reasonable to expect that only a moderately well-fitting potential would be available
as a starting point. To demonstrate this, we start the self consistent cycle using a Li-C
ReaxFF model to generate the initial configurations. This model is fit to DFT results
with van der Waals correction and its details are set to describe well Li-C environments
and defective graphite but not the wide range of solid C polymorphs considered in this
work. We generate the initial configurations with 16 and 24 Carbon atoms per unit
cell at 0, 10, 20, 30, 40 and 50 GPa via EA as implemented in USPEX [119, 120]. At
each pressure, we start with a population of 30 (50) randomly generated structures
for the 16 (24) atoms per unit cell, and evolve it through the following evolutionary
operations with the given ratios: heredity (two parent structures are combined) 50%,
mutation (a distortion matrix is applied to a structure) 25%, or by generating new
random structures 25%.
At each generation, structures are optimized in five successive steps: (a) constant
pressure and temperature molecular dynamics at 0.1GPa and 50K respectively for
0.3 ps with time step of 0.1 fs, (b) relaxation of cell parameters and internal coordinates
until force components are less than 0.26 eV/Å, (c) constant pressure and temperature
molecular dynamics at 0.1GPa and 50K respectively for 0.3 ps with time step of 0.1 fs,
(d) relaxation of cell parameters and internal coordinates until force components are less
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than 0.026 eV/Å, and (e) a final relaxation of cell parameters and internal coordinates
until force components are less than 0.0026 eV/Å.
Only the 70% most energetically stable “parents" were allowed to participate in the
process of creating the new generation. In the heredity step, only sufficiently distinct
structures (whose cosine distance, as defined in the next section, is greater than a
given threshold) are considered as parents. This threshold is fixed at 0.008 in the first
iteration, as it is small enough to allow deformed structures from the same polymorph
to be parents. In order to enhance the diversity of the structures in the subsequent
iterations, the threshold is increased to 0.05 so that the parents can be expected to be
from different polymorphs.
Each structure search is evolved up to a maximum of 50 generations at the first
iterations and 30 in the subsequent ones. The configuration space search performed
this way produces a wide range of sp2, sp3 and mixture of sp2 and sp3 structures,
including defective layered structures.
5.2.2 Clustering
Initially, an unsupervised, bottom-up, distance-based hierarchical clustering approach
with single linkage is used on all structures obtained with EA to identify the unique
polymorphs. In the later iterations, clustering is applied only to those structures where
NNP prediction differs from DFT ground truth energy by more than 5 meV/atom. That
way, polymorphs that are already well described by NNP are not over-sampled. During
clustering, to measure the similarity between structures, we use the fingerprint-based
cosine distance defined in Ref.s [121] and [122]. In the case of a single species in the























where the first sum runs over all atoms i in the unit cell and the second sum runs
over all atoms j within a spherical cutoff radius Rmax, and Rij is the distance between
atoms i and j. The numerator describes the integral of a Gaussian density of width
sigma over a bin of size ∆. N is the number of atoms in the unit cell and V is the unit
cell volume.









The dimension of the F -vector is set to Rmax/∆ = 125 with Rmax = 10Å and ∆ = 0.08
in this work. Two configurations closer to one another than a distance threshold are
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determined to belong to the same cluster. In this work the threshold is tuned to yield
approximately 100-150 clusters at each step, which results in affordable computational
cost for the remaining calculations of the self-consistent cycle.
5.2.3 Molecular Dynamics
We manually select a representative structure from each cluster and perform a 0.5 ns
classical NPT molecular dynamics simulation with Nose-Hoover thermostat and baro-
stat. In these simulations the external conditions of pressure and temperature are
ramped up from -50GPa at 100 K, to 50GPa at 1000K in the course of 0.5 ns. The
characteristic relaxation times of the thermostat and barostat are chosen as 50 fs and
100 fs, respectively. By sampling a snapshot of the dynamics every 5 ps, 100 configura-
tions are selected. All molecular dynamics simulations are performed with LAMMPS
package [123]. In addition, 440 randomly selected graphene atomic configurations from
the libAtoms repository [124] are added to the selection. This set constitutes the set
of structures where ab initio total energy calculations are then performed and added
to the training set.
5.2.4 First Principles Calculations
The first principles calculations performed on all the structures visited during EA
configuration space search and MD refinement described earlier employ the following
parameters: Plane wave basis set kinetic energy cutoff for wavefunctions and charge
density are 80 and 480 Ry respectively. The rVV10 [26] exchange-correlation functional
that incorporates non-local van der Waals correlations is employed. A Brillouin zone
sampling with resolution of 0.034×2π Å−1 for the 3D carbon structures and 0.014×2π
Å−1 for graphene is used. These parameters are found to yield 1mRy/atom preci-
sion on diamond, graphite and graphene. All DFT calculations were performed with
the Quantum ESPRESSO package [51, 52]. Elastic properties are computed through
the thermopw framework [125] while vibrational properties are obtained using PHON
package [126] with forces computed with LAMMPS package [123].
In the first self-consistent iteration, the training set is made up of all generated
structures lying within 10 eV from the lowest energy one. This results in a total of
∼16000 configurations. In the subsequent iterations of the self-consistent procedure,
we use all configurations whose energy per atom is within 1.2 eV of the lowest one, these
are added to the previously selected configurations, amounting to a total of about 30000
configurations in the second and 60000 configurations in the third and final iteration.
From these configurations, 20% was set aside for validation and the remaining 80%
was used in the NNP training.
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5.2.5 Neural Network Architecture
The artificial neural network (ANN) described in chapter 4 is used as implemented in
the PANNA package also summarized in chapter 4. We choose descriptors of dimen-
sion 144 per atomic environment. The contribution of an atom to the total energy is
obtained by feeding its environment descriptor to the feed-forward all-to-all-connected
neural network. Here we build a network with two hidden layers, with 64 and 32
nodes for the first and second layer respectively, both with Gaussian activation func-
tion, and a single-node output layer with linear activation. The resulting network has
a total of 11393 parameters, i.e. (144 × 64) + (64 × 32) + (32 × 1) = 11296 weights
and 64 + 32 + 1 = 97 biases. The energy of each atom is then summed to obtain the
total energy of the configuration. The force on each atom can be obtained analytically
following the description in Sec.4.3.4 of chapter 4.
During training, the weight and bias parameters W , are optimized with the Adam
algorithm [100] using gradients obtained by randomly selected subsets (minibatches)
of data. The loss function of this stochastic optimization problem is defined as the
sum of two contributions: one using the total energy value (Eq. 5.3) and one using the




















where EDFTc is the ground-truth total energy obtained via DFT and Ec is the NN
prediction for total energy of a given configuration c, consisting of Nc atoms in the unit
cell. The second part of this equation exponentially penalizes outliers while keeping
the exponent normalized; a is a constant that allows to tune this penalty; a = 5 is used
in this study. The force contribution to the loss reads as follows:





∣∣FDFTi − Fi∣∣2 , (5.4)
where for any atom i of configuration c, FDFTi is the ground-truth force obtained via
DFT, and Fi is the NN prediction for it. γF is a user-defined parameter that controls
the scale of this loss component. The results reported are obtained with γF equals 0.5.
The relative error loss highlighted in Results section is defined as













where f0 is a regularizer constant, chosen as f0 = 260meV/Å in this work.
An L2-norm regularization term is also added with a small coefficient γR = 10−4 to
prevent weights from becoming spuriously large:




The total loss is thus defined as
L(W ) = LE(W ) + LF (W ) + LR(W ). (5.7)
All models are trained starting from random weights and a starting learning rate
α0 = 0.001. The learning rate is decreased exponentially with optimization step t
following equation 4.12 in Sec.4.3.4 of chapter 4 with decay rate r = 0.96 and the
decay step τ = 3200. A batch size of 128 data points is used throughout the study.
To ensure stability of the angular part of the atomic environment descriptors, a
regularization term was introduced (see Sec.4.3.2 in chapter 4). Based on experience,
values of ε parameter between 0.001 − 0.01 yield stable dynamics. Here, we used
ε = 0.001.
The radial descriptors are parametrized with η = 16.0 Å−2, while 32 equidistant
Gaussian centers, Rs, are distributed between 0.5 Å and 4.6 Å. For the angular part
η = 10.0 Å−2, ζ = 23.0, 8 equidistant Rs are distributed between 0.5 Å and 4.0 Å and
14 θs are chosen between π/28 and 27π/28 with spacing π/14. The cutoff Rc is 4.6 Å
for radial and 4.0 Å for the angular descriptors, respectively. The resulting descriptor
has a total of 32 + 14× 8 = 144 components per atomic environment.
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5.3 Results
5.3.1 Self-Consistent Training and Validation
The neural network potential(NNP) is constructed following the self-consistent ap-
proach sketched in Fig. 5.1. This recursive data-creating and fitting cycle starts with
a trial force field (FF) which is used to generate an initial set of configurations via
evolutionary algorithm. In the absence of an established FF model for a new material,
rough approximations such as Lennard-Jones or low-cost DFT approximations can be
used with small unit cells for the very first iteration. Evolutionary algorithms (EA) are
commonly used in crystal structure prediction studies as they allow efficient sampling
of the configuration space. Their success in thorough sampling is demonstrated by their
ability to predict new crystal structures before the experimental observation [127,128].
As the exploration of the configuration space continues, a single point DFT calculation
is performed on each distinct polymorph generated by EA. These structures are then
clustered using a distance measure. From each cluster, a representative example is
manually selected and a classical molecular dynamics simulation at a given pressure
and temperature range is performed. The additional MD simulation step allows the
sampling of the whole neighborhood of the equilibrium configuration for each poly-
morph, resulting in accurate prediction of structural properties for every polymorph.
The dataset obtained this way is used to train a neural network model. The trained
NNP is then used for starting a new iteration of the self-consistent cycle. This increases
the training set diversity, by preventing the energetically favorable structures that are
easily accessed by EA from dominating the whole training set. The iterative procedure
highlighted above is repeated until no new structures are found.
While iterative expansion of training set is not a new idea, our implementation
pushes its limits in diversity and balance: we use a full EA to sample configurations,
without anchoring the search in any known polymorph or rigid transformations be-
tween polymorphs as in Refs. [112] or [113]. This makes our method applicable to
novel materials with unexplored phase space and prevents any bias towards known
phases. We then use clustering, which allows to achieve a balanced set despite the
tendency of EA to sample stable configurations more often. Finally, starting from a
representative configuration for each cluster, we perform MD simulations so that equi-
librium properties of every polymorph are well described independent of their stability
with respect to the ground state. We refrain from using active learning methods that
depend on network agreement (as in Ref. [76]) as network prediction errors are not
guaranteed to be uncorrelated, e.g. two networks may agree on the wrong result, es-
pecially if under-parameterized. We also refrain from expanding the training set with
structures obtained solely through MD trajectories as in Ref. [129], because of the
risk of missing significant polymorphs that would only be sampled rarely, and with
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decreasing frequency, i.e. requiring longer and longer MD runs to run into significant
additions to the dataset. Instead, a coherent integration of EA, clustering and MD
together yields an unbiased, balanced and diverse dataset.
Table 5.1: Training and Validation RMSE: The training RMSE is the average over the batch RMSE
of the last 2500 training steps, while the validation RMSE is evaluated over the entire validation
set with the NNP obtained at the last training step. The energy (force) mean absolute errors on
the validation set are 4 (0.09), 12(0.12) and 14(0.16)meV/atom (eV/Å) for first, second and third
iteration respectively.
No. of Size of Energy RMSE Force RMSE
iterations data (meV/atom) (eV/Å)
train validation train validation
1 15841 6.8 6.8 0.14 0.14
2 30815 17.1 20.0 0.19 0.22
3 60133 22.0 22.1 0.26 0.27
The performance of an NNP at each self-consistent loop is evaluated during training
via the validation scheme. Fig. 5.2 shows the evolution of NNP energy accuracy on
the training and validation set as a function of training steps at each self-consistent
iteration (first row). The training root-mean-square error (RMSE) corresponds to the
instantaneous RMSE computed on the elements of the batch considered at that training
step while the validation RMSE is computed on all the configurations in the validation
set. The RMSE on the validation set agrees with the training RMSE throughout the
training, an indication that the model does not overfit to the training data set. The
analysis of the force prediction error at different stages of training gives similar results
and are depicted in Fig. 5.3.
The increase in energy and force RMSE from iteration 1 to 3 is a result of the
increase in the diversity of the atomic environments. At each self-consistent iteration
the diversity of the dataset increases as new structures are explored (see Table 5.1),
while the number of parameters of the network, therefore its flexibility, is kept fixed.
It is worthwhile to note that the prediction error for both energy and forces is not
distributed according to a Gaussian distribution function but a fatter-tailed one (see
second row of Fig. 5.2 and 5.3). Therefore, while the RMSE given here is a good
measure to compare training and validation error with one another, it overestimates
the average NNP prediction error in general.
To demonstrate how the general accuracy of the NNPs is changing with each it-
eration, we check their performance on a dataset of 197 distinct carbon structures.
These structures were obtained by Deringer and co-workers [130] via random search
of crystal structure of carbon with a GAP developed for liquid and amorphous carbon
systems [91] and are distributed online [124]. For consistency, their energies are re-
calculated with the same DFT parameters as explained in Methods section. Fig. 5.4
shows the energy ranking as predicted by NNP, GAP, Tersoff and ReaxFF. It can be
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Figure 5.2: Training and validation error in energy. First row: The evolution of error in energy on
training and validation set for potentials trained at first (left), second (middle) and third iteration
(right) of the self-consistent cycle. The blue lines are the RMSE on a given batch of 128 configurations
at the corresponding time step during training. The networks are evaluated during training on all the
validation set of sizes ≈3000, ≈5200 and ≈12000 configurations for first, second and third iterations,
respectively (red dots with lines as guide to eye). Second row: Error distribution for the valida-
tion dataset at first(left), second (middle) and third (right) iteration respectively. The histogram is
constructed such that the area is equal to the number of configurations. The black dashed line is a
normalized Gaussian fit, resulting in a mean µ = 1.19 meV, µ = −1.43 meV, µ = −2.22 meV and
standard deviation per atom of σ = 3.36 meV, σ = 8.94 meV, σ = 11.44 meV, respectively clearly
failing to fit the fat tailed distribution. The green dashed line are the Gaussian distributions ob-
tained with the mean (µ = 0.72 meV, µ = 0.74 meV, µ = −1.02 meV) and standard deviation per
atom (σ = 6.85 meV, σ = 19.92 meV, σ = 22.13 meV) of the error distribution in the validation set
corresponding to distributions with wider spread.
seen that the NNP accuracy gets better with each iteration. The third iteration NNP
accuracy agrees remarkably well with DFT results and performs better than all the
other methods tested. It is noteworthy that the final NNP carries no signature of the
ReaxFF used in the initial step to explore the configuration space. Both classical po-
tentials, Tersoff and ReaxFF, perform very poorly compared to machine learnt ones,
and the NNP outperforms GAP results published in Ref. [91,130], albeit GAP was fit-
ted on ab initio data obtained with LDA exchange correlation functional [132]. For fair
comparison, we train a new NNP, using the same training dataset obtained via the self
consistent procedure, but with LDA functional. This potential, referred as NNP-LDA,
performs similarly to the NNP highlighted in this work, and similarly outperforms all
the other potentials. In the rest of the work, the results denoted with NNP refers to
the potential that is trained with the rVV10 functional unless otherwise specified.
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Table 5.2: Elastic properties of Diamond, Graphite and Graphene. For Diamond (top) all machine
learnt potentials reproduce their reference DFT lattice parameter with less than 1% relative error.
When the comparison extends to elastic constants and bulk modulus, however, only the NNP described
in this work shows a consistently close agreement between DFT and the potential model, < 3% relative
error, the range of variation also observed between two different experiments. For Graphite (middle)
we report the lower bound for the bulk modulus using Reuss average, i.e. 1/B0 ≡ s11 + s22 + s33 +
2(s12+s23+s31). The robust intraplanar structural features of graphite is captured well by all machine
learnt potentials while the weaker interplanar interaction and, in particular, elastic properties that
couple the two, are more challenging to capture. This is true even for the hybrid potential hNN-Gr
of Ref. [110] where the distance dependence of the long range interaction is manually set to r−6 and
the potential is tailor-fit to describe multi-graphene systems. For Graphene (bottom) the 2D elastic
constants were computed with the normalized 3D stress as σ2D(ε) = E(ε)/A0 at a given strain of ε,
where E(ε) is the total energy at ε and A0 =
√
3a2/2 is the area of graphene plane. E is the Young
modulus and ν is Poisson’s ratio. The elastic constant is converted to bulk properties in GPa by
dividing by the interlayer distance c/2 of graphite reported in Table 5.2 or in respective experimental
reference. Both machine learnt potentials similarly overestimate the Poisson’s ratio and underestimate
the Young’s modulus with respect to their DFT references. Differences between DFT references are
of similar magnitude as the differences between NNP and DFT in each case
This work Ref [91] Ref [104] Ref [106]
Diamond NNP DFT GAP DFT NNP DFT Tersoff Exp [133] Exp [134]
a (Å) 3.576 3.584 3.539 3.532 3.569 3.570 3.566 3.567
B0 (GPa) 431 425 438 466 434 439 426 442 445
C11 (GPa) 1054 1044 1090 1101 1016 1056 1074 1079(5) 1080
C12 (GPa) 119 116 112 148 142 130 102 124(5) 127
C44 (GPa) 542 547 594 592 580 567 641 578(2) 576
This work Ref [104] Ref [110]
Graphite NNP DFT NNP DFT hNN-Grx DFT Experiment
a (Å) 2.471 2.471 2.467 2.467 2.467 2.466 2.464b, 2.463c
c (Å) 6.732 6.719 6.688 6.815 6.804 6.800 6.712b, 6.712c
B0 (GPa) 48 40 48 37 - - 36(11)b
C11 (GPa) 1053 1048 1080 1069 978 1080 1060(20)a, 1109(16)b
C12 (GPa) 197 182 179 162 177 162 180(20)a, 139(36)b
C13 (GPa) -23 -5 0 -4 -67 -5 15(5)a, 0(3)b
C33 (GPa) 57 43 52 40 40 33 37(10)a, 39(7)b
C44 (GPa) -5 4 7 5 1.79 3.36 0.27a, 5(3)b
C66 (GPa) 428 433 - - - - 485(11)b
This work Ref [110] Ref [106]
Graphene NNP DFT hNN-Grx DFT Tersoff Experiment
a (Å) 2.470 2.470 2.467 2.466 2.530 2.46d
ν 0.244 0.173 0.197 0.149 -0.158 -
E (GPa) 967 1015 1021 1060 1216 1015(149)e, 2400(400)f
C11(GPa) 1028 1047 1062 1084 1247 -
C12 (GPa) 251 181 209 161 -197 -
Experiments: aRef [135] bRef [136] cRef [137] dRef [138] eRef [139] fRef [140]
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Figure 5.3: Training and validation error in forces. First row: The evolution of error in forces on
training and validation set for potentials trained at first (left), second (middle) and third iteration
(right) of the self-consistent cycle. The blue lines are the RMSE on a given batch of 128 configurations
during training. The networks are evaluated as in Fig. 5.2 and on the same number of configura-
tions.(red dots with lines as guide to eye). Second row: Error distribution for the validation dataset
at first, second and third iteration from left to right for energies (top) and forces (bottom). The
histogram is obtained with 3000, 5200 and 12000 configurations respectively. The histogram is con-
structed such the area is equal to unity. The black dashed line is a normalized Gaussian fit, resulting in
a mean µ = 0.012 eV/Å, µ = 0.011 eV/Å, µ = 0.002 eV/Å and standard deviation of σ = 0.08 eV/Å,
σ = 0.10 eV/Å, σ = 0.12 eV/Å respectively clearly failing to fit the fat tailed distribution. The green
dashed lines are the Gaussian distributions obtained with the zero mean and standard deviation per
atom (σ = 0.14 eV/Å, σ = 0.22 eV/Å, σ = 0.27 eV/Å) of the validation dataset, respectively.
5.3.2 Structural and Elastic Properties
In this section, we discuss the performance of the NNP on the structural and elastic
properties of selected Carbon polymorphs, namely, diamond, graphite and graphene
(See Fig.5.5 and Table 5.2). In Fig.5.5 we show the energy-volume relationship of the
three well known polymorphs of carbon. There is excellent agreement of the NNP
with the reference DFT results. Next, we report in Table 5.2 the prediction of the
elastic properties of these polymorps. The reported equilibrium lattice parameters are
obtained by minimizing the total energy until the force components on each atom are
lower than 26meV/Å for both DFT and NNP simulations. We also include results
obtained with Tersoff potential, as well as other DFT and machine learning studies in
the literature.
In the case of diamond, all machine learning methods agree reasonably well with
the DFT results they were trained with, both for the equilibrium volume and elastic
constants. The largest deviation is seen in C12 prediction in diamond with GAP of
Ref. [91] with 24% relative error. For all properties tested, the predictions of NNP of
the current study is within a relative error of 5% with respect to DFT. It should be



























































Figure 5.4: Energy ordering of the 197 distinct carbon structure reported in Ref. [130]. Top: Perfor-
mance of NNP at different iterations of the self-consistent cycle. Bottom: Performance of GAP [91],
reactive force field (ReaxFF) [131] and Tersoff [106] models compared to the final NNP model (blue
line). For comparison we train a new model with LDA exchange correlation functional, named as
NNP-LDA (red line).
Figure 5.5: Energy as a function of volume with isotropic deformation for diamond, graphite and
graphene, computed with the final NNP model and DFT-rVV10.
tion functionals are larger than the difference between machine learnt models and the
DFT results they are trained to reproduce. Tersoff potential, although it predicts the
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equilibrium volume well, fails to predict the C44.
In the more challenging case of graphite, C11 and C12 relate to the in-plane elastic
properties while C33 probes the relationship between strain and stress between the
planes which are held together by van der Waals interactions. C13 and C44 couple the
strong in-plane interaction with the weak out-of-plane ones, namely C13 can be seen
as a measure of interlayer dilation upon layer compression, and C44 as a measure of
response to shear deformation. The performance of the NNP on prediction of graphite
elastic constants are aligned with this overview: For all potentials reported in the
middle panel of Table 5.2, in-plane lattice parameter and elastic constants are better
predicted than the ones that relate to out of plane interaction, indicating that more
data or better training is needed to describe these more delicate properties. Yet it is
encouraging that the general purpose NNP of the current work performs at least as
well as other NNPs from literature that were developed with a focus on van der Waals
systems such as graphite and multilayer graphene. In section 5.3.5 we discuss how
focusing on particular system could further improve on these predictions.
5.3.3 Vibrational properties
Phonon dispersion relations give a complete picture of the elastic properties of a mate-
rial, and reproduction of the dispersion relations obtained via DFT is a tight accuracy
criterion on model potentials. Here we examine the performance of NNP through its
prediction of phonon dispersion in the case of diamond and graphene, as a function of
lattice parameter, up to a 1% deviation from the equilibrium structure. This is a rele-
vant range for thermal expansion of these materials as, for instance, the change in lattice
parameter of diamond at temperatures up to 2000K is found to be below 1% [141].
Similarly, thermal expansion increases graphene lattice parameter only within 1% at
temperatures up to 2500K [142].
The predictions of NNP for phonon dispersion of diamond and graphene are de-
picted in Fig. 5.6. There is an overall good agreement between NNP and DFT in the
case of diamond. In the case of graphene, there is a slight disagreement for the trans-
verse optical mode around K point. This is the same trend observed in other machine
learnt potentials [77, 110] and likely the result of electronic structural properties asso-
ciated with this special point coupling with the lattice vibration. For both structures,
the predicted phonon frequencies reduce when the crystal expands and increase when it
is compressed, as expected. An exception to this is the soft flexural mode of graphene
close to Γ point. The instability of graphene upon compression can be seen via small
imaginary frequency of this mode (shown as negative). This feature is predicted with
DFT and is successfully reproduced with NNP, pointing at the capacity of NNP in
predicting important structural stability indicators.
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Figure 5.6: Phonon dispersion of diamond (top) and graphene (bottom) along the high symmetry
lines. The value at the top of each graph represent the percentage of expansion (positive) or compres-
sion (negative) of the lattice parameter. The black dotted line is the maximum frequency in THz at
the Γ point at equilibrium lattice parameter.
Phonon dispersion of graphite, shown in Fig. 5.7 displays negative frequencies for
low wave vectors close to Γ, along the perpendicular direction to the graphene plane.
These phonon modes are particularly soft and are very sensitive to the level of accuracy
of the forces predicted by NNP. We verify this hypothesis with an alternative loss
function for NNP training, one that minimizes the relative force error rather than
the absolute one used so far (See Methods section). With a loss function that is
based on relative error, configurations with small forces impact the NNP parameter
optimization more strongly. We retrain the NNP starting from the previously optimized
parameters and report graphite phonon dispersion obtained with the retrained NNP
in Fig. 5.7 (middle panel). It is evident that this approach can improve the NNP
prediction for structures with small forces, e.g. close to equilibrium conditions. Phonon
dispersions for diamond and graphene obtained with this NNP are given in Fig.5.8, and
demonstrate that the general quality of the NNP is slightly modified and mostly for
the high frequency modes. Further tuning of retraining parameters and loss function
can be used as a way to achieve higher accuracy in the desired range of energy and
force distributions.
An alternative approach that is commonly used in literature for improving NNP
prediction is to bias the training set with the configurations for a certain polymorph.
To show the effect of this approach, we train the NNP model from scratch this time
using a biased dataset with structures from the close neighborhoods of diamond and/or
graphite only. The results reported in Fig. 5.7 (bottom panel) show that this approach
indeed allows to reach a better agreement with DFT and there are no imaginary phonon
frequencies. However, as it will be further examined later (see Sec. 5.3.5), while
this NNP model predicts well properties of configurations around its reference, i.e.
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diamond and/or graphite, it is found to be highly non-transferable to other regions of
the potential energy surface of carbon.
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Figure 5.7: Phonon dispersion of graphite along the high symmetry lines for (top) an NNP trained
with the whole dataset at the last iteration, (middle) an NNP retrained with the whole dataset but
with the minimization of the relative error on forces and (bottom) an NNP trained with all the data
within D = 0.05 from diamond and graphite (D12, as described in Sec. 5.3.5). The (small) imaginary
frequencies are lifted by modifying the NNP training loss function, or by training on data close to
graphite in structure.
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Figure 5.8: Phonon dispersion of diamond (left) and graphene (right) obtained with an NNP retrained
with the updated loss function. The lattice constants upon retrain are unchanged, 3.576 Å for diamond
and 2.471 Å for graphene. The phonon dispersion is slightly modified, and mostly for the higher
frequency modes as can be expected.
































































































Figure 5.9: The amorphous phase of carbon: (a) Radial distribution function for liquid (left) and
amorphous (right) carbon, for our NNP and Tersoff potential, at increasing densities (top to bottom).
(b) Percentage of tetrahedrally coordinated atoms in amorphous carbon structures as a function of
density, comparing NNP with rVV10 and LDA-level, and Tersoff potential to results taken from
Ref. [91] for GAP and screened Tersoff potentials, as well as experimental results from Refs. [143]
and [144]. (c) Young Modulus of amorphous carbon as a function of density for NNP at rVV10 level
and Tersoff, compared to results taken from Ref. [91] for GAP and screened Tersoff potentials, as well
as experimental results from Refs. [145] and [146]
68
Furthermore, we test the NNP in its ability to construct amorphous carbon struc-
tures in a range of densities from 1.5 to 3.5 g/cm3 generated via the melt and quench
method following the steps highlighted in Ref. [91]. We start from a 216 atoms simple-
cubic simulation cell and randomized velocities at 9000K and perform molecular dy-
namics simulation first at 9000K with Nose-Hoover thermostat [147] for 4 picoseconds
(ps), followed by another at 5000K for 4 ps, then a fast exponential quench to 300K at
a rate of 10K/fs (total duration ∼0.5 ps), and finally for 4 ps we let the system evolve
with the thermostat fixed at 300K.
The radial distribution function (RDF) of liquid and amorphous phases are given in
Fig. 5.9a. The liquid is less ordered than the amorphous configurations at all densities,
for all potentials considered. In Ref. [91], it was shown that both DFT and GAP have
a non-zero first minimum for the liquid phase at about 1.9Å which is not properly
described by the screened Tersoff potential [148]. Similarly, the NNP of this work
captures the non-zero first minimum in the liquid phase while the original Tersoff
potential does not. In the case of the amorphous phase, historically one of the first
validation cases for the Tersoff potential, the agreement is overall better.
A more detailed comparison of RDF reported in Ref. [91] and experiments is given
in Appendix 5.3.4 and shows NNP can successfully reproduce peak position and width
across the densities considered.
In order to quantify the short-range order of amorphous structures, we calculate
the sp3 concentration by computing the fraction of carbon atoms with at least four
neighbours within a 1.85Å radius. In Fig. 5.9b we show the behavior of this quantity
as a function of density, comparing with the results of Ref. [91] and those obtained
with regular and screened Tersoff potentials [148]. All methods underestimate the
experimental observations yet show a similar general trend with density.
There are quantitative differences among the predictions of theoretical models, in
particular, the difference between NNP and GAP predictions are more significant at
medium and low densities. This may be attributed to the fact that the DFT dataset
used to construct the GAP potential is built with local density approximation (LDA),
while in this study the DFT dataset for NNP is built with an accurate exchange-
correlation functional that includes van der Waals (vdW) interaction from first princi-
ples. In the low density region, vdW interactions allow bonding beyond the typical sp3
bond length, such that low energy configurations can be constructed with less sp3 and
more sp2 bonds; while at high densities and at shorter length scales vdW interactions
are of lesser significance. This is more evident as we compare the sp3 count predicted
with NNP-LDA as it agrees more closely with the GAP result, revealing the role of the
underlying DFT reference in the prediction of the properties of amorphous materials
with machine learnt potential models.
The bonding character between atoms strongly affects the elastic properties of ma-
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terials. Hence, comparing the elastic properties as observed by experiments with those
predicted by theory is another way of assessing the theoretical prediction of sp3 count in
amorphous structures. In order to do that we first find the metastable configurations
closest in the phase space to the amorphous structures examined so far, by further
quenching the dynamics from 300K to 0K, and then performing geometry relaxation
until the force components on atoms are below 1mRy/bohr at fixed volume. Fig. 5.9c
shows the Young’s modulus of these metastable amorphous structures as a function of
density. The agreement with the experiment is remarkable, hinting that the discrep-
ancy in theoretical and experimental sp3 count seen in Fig. 5.9b might stem from an
inconsistency in definitions between theory and experiment, i.e. the neighbor count
within 1.85Å used in theory underestimates the experimentally measured value that
is obtained via comparison of electron energy-loss spectroscopy (EELS) peak area to
graphitized carbon [143,144].
We emphasize that the NNP was not constructed specifically for the description
of amorphous C, nor did it include amorphous or melt structures hand-picked to rep-
resent these configurations. Despite this, the self-consistent approach yields an NNP
which describes these structures well at all volumes considered, validating successful
extrapolation of the potential beyond the training set (See Appendix B.4 for energy
analysis of liquid and amorphous structures compared to the training set)
5.3.5 Transferability of Neural Network Potentials
The accuracy of a neural network model is often measured by the distribution of the
prediction error on a test dataset, in particular via mean and standard deviation of
error. But as is the case with training sets, test sets are also not standardized between
studies. Therefore the accuracy of potentials tested on different datasets cannot be
compared. Here we study the effect of the training and test sets on the apparent
accuracy of networks, and measure the impact of these sets on the transferability of
neural network potentials.
For every configuration in a dataset we first define its Euclidean distance from a
reference atomic environment (e.g. cubic diamond, graphite). The distance between










where g = G|G| with G being a “fingerprint" vector that describes the atomic environ-
ment of all atoms in the unit cell for a given configuration, Natβ is the number of atoms
in configuration β. In this work, for the definition of atomic environment, we use the
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well-established atom-centered symmetry functions of Behler and Parrinello [79], with
modifications by Ref. [97] and [75]. This definition is also used to describe the input
to the neural network architecture.
Then, we construct a dataset by considering only configurations within a given
cutoff distance D from this reference. Following this strategy we build four datasets,
three of which are referenced from cubic diamond with D values of 0.05, 0.10 and
0.15; the fourth one is referenced from either cubic diamond or graphite with D=0.05
(denoted by D12). For each D, 20% of the dataset is set aside for validation and the
remaining 80% is used for training. We train four different NNPs on these four sets
from scratch, and test each on the respective validation datasets.
In the top panel of Fig. 5.10, we report the training and validation RMSE in energy
prediction as the cutoff distanceD from the reference structure increases. We show that
an RMSE as low as 2.4 (2.5) meV/atom for training (validation) can be obtained when
training and validation configurations are very similar, i.e. within a distance of 0.05
from the diamond reference. However, the prediction error of this NNP dramatically
increases as it gets tested on structures farther in the input space, to as high as an
RMSE of 473 meV/atom. This is a confirmation of the common observation that the
prediction error of a neural network is strongly dependent on the similarity of training
and test environments [149]. On the other hand, when the model is trained and tested
using the complete set, a prediction RMSE of 22.1meV/atom is obtained for energy,
while, for the configurations within D = 0.05 from diamond, the prediction RMSE is
still considerably small, 7.7meV/atom. The analysis for forces follows the same trend
as energies. The RMSE values for energies and forces are given in Appendix B.5.
Hence, it can be deduced that, for a fixed network architecture, a trade-off must be
struck between having small error on configurations similar to a reference structure, and
obtaining reliable predictions for general configurations from the full potential energy
surface. The other entries in these tables confirm this analysis: the more diverse the
training set is, the more robust is the resulting potential outside its training basin.
Therefore, for a reliable NNP for multiple C polymorphs, as the one targeted here, a
diverse training set from a wide region of the potential energy surface is necessary.
5.3.6 Conclusion
In summary, we have presented a self-consistent technique for generating an accurate
and transferable neural network potential. Since neural networks encode the physics
of a system into their parametrization through data, the dataset plays a crucial role in
the resulting NNP performance. The method described in this work achieves a com-
prehensive dataset via balanced integration of evolutionary algorithm, unsupervised
machine learning in the form of clustering, and molecular dynamics. As the training
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Figure 5.10: Top: Validation error of networks trained on different datasets as a function of the
distance of the validation set from diamond. Numerical values are given in Appendix B.5 for energies
and forces (not shown here). Middle: Representative structures at given distances from diamond,
the reference structure. The structures at 0.05 or lower are recognizably related to the reference,
while at 0.10 and 0.15 compressed and/or defected layered structures are visible. At 0.30 and above,
configurations with several double bonds and Carbon chains appear. Bottom: Energy per atom
as a function of volume for structures in the dataset, colored according to their distance cutoff D
from diamond. The black dot corresponds to the reference diamond structure. The complete dataset
includes structures with larger volume that are omitted here for clarity. The complete volume range
is given in Fig. B.4 in Appendix B.5
dataset is central to all machine learning models, we believe this generation method
may be adopted by and would be beneficial to other ML approaches as well.
The distance-based analysis also gives an a posteriori measure of the profound
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diversity of the final dataset achieved via the self-consistent method. MD together
with EA and clustering successfully explores a wide range of configurations on equal
footing so that the dataset shown in Fig. 5.10 covers energy and volume landscape
rather homogeneously. This is in line with the observation that at each iteration
dataset diversity increases and validation RMSE may also increase since the network
is tasked with a more complex functional approximation problem.
The presented workflow requires minimum human intervention. As the potential
is iteratively improved, even rough starting models could be utilized for the very first
step, and we have shown that the converged potential does not carry the limitations
of the initial model. Therefore, not only this workflow is ready for high-throughput
automation schemes as envisioned in future of experimentation but it is also robust
with respect to lack of previous information about a system, as is often the case with
novel materials.
Many new materials with practical applications can be expected to be multicom-
ponent systems. As the phase space of possible compounds grows larger and wildly
unexplored, truly automated and unbiased approaches for an efficient exploration will
become essential. We believe that our dataset generation approach (which can be cou-
pled to any other ML approximator with multicomponent capability, e.g. Ref. [150])
would be particularly suited to such systems. The workflow and the underlying neural
network [98] and electronic structure codes are publicly available and are open-source.
The self-consistent NNP generation procedure is entirely system independent and
we demonstrated its successful application to the challenging case of Carbon for which
classical and machine-learnt potentials are abundant in literature. We show that for
diamond, graphite and graphene phases, NNP reported in this work performs consid-
erably better than Tersoff, a classical potential, and overall better than the existing
machine learnt potentials for structural and elastic properties. Recently, a new GAP
model trained on a large dataset with wide range of polymorphs was published [151].
When predicting graphite phonon dispersion, NNP resulted in very good agree-
ment for the majority of the modes, yet predicted instability for the very soft modes
that relate to interlayer interaction. We have traced this behaviour to the accuracy
requirement in predicting such small forces. To increase accuracy using a fixed neural
network architecture, we built the training set only with structures that are in the
vicinity of graphite according to a fingerprint based distance measure. The resulting
potential provided accurate phonon frequencies but it showed poor generalization to a
wider range of structures, compared to a more comprehensive potential trained on the
entire dataset. This example highlights the need for a procedure to standardize the
accuracy measure of NNPs and a more pressing need to build error estimate measures
into the process of generating NNPs.
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Chapter 6
Extension of PANNA to include Long
Range Electrostatic Interactions: the
case of Li-C systems
6.1 Introduction
The limitations of the cluster expansion methods highlighted in chapter 4 prevent the
construction of a site-based interatomic potentials for Li interaction with a generic
carbon host. The experimentally observed high-lithium capacity carbon-based anode
materials are three-dimensional (3D), highly-porous carbon framework composed of
two-dimensional (2D) graphene nanoflakes with a high concentration of defects, va-
cancies and edges [5, 152]. These materials are most often modelled in theoretical
studies with pure and defective single-layer graphene [8–16, 53] as well as pure few-
layer graphene [8] because of the high computational cost of performing both zero and
finite temperatures ab initio calculations. In chapter 3 we presented a simplified model
that enables a detailed study, for the first time, of the finite temperature effects of Li in-
teractions with graphene. In this study, Li-cluster was found to be stable on graphene
substrate at high concentration, an undesirable phase of Li in aqueous environment
that may lead to internal short-circuit of the battery when the graphene technology is
eventually used as the anode of the lithium ion batteries (LIBs). However, considering
the production mechanisms of these high Li density anode carbon-based materials (See
Ref. [5] for example), a combination of various effects such as bending, defects, edges,
vacancies etc., are expected to be present and may enhance the stability of disperse ar-
rangements of Li on these materials even at room temperature. In order to study these
effects at experimental conditions via atomistic simulations, a general Li-C interatomic
potential with ab initio accuracy is necessary.
We are aware of two Li-C interatomic potentials available in literature. The first one
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is the Li-C interatomic potential constructed within the reactive force-fields (ReaxFF)
methods [131] whose parameters were optimized to reproduce ab initio elastic constants
and cohesive energies of Li adatom and small Li-clusters on pure graphene and graphite
configurations. This potential, although constructed to reproduce ab initio data, is less
general and hence is not suitable for the current study. In fact, we have demonstrated in
chapter 5, that this ReaxFF potential perform poorly in ranking pure C configurations
(see Fig. 5.4).
The second potential is the recently developed Gaussian approximation potential
(GAP) [153] for Li-C systems fitted to reproduce a wide range of Li-C configurations.
The training dataset was generated by randomly inserting Li on randomly distorted
24-atom cells of graphene and graphite as well as 64-atom cell of amorphous carbon
obtained from melt and quench procedure. An effective two-body Li-Li potential was
added to the standard GAP model to account for long-range interactions. Although the
GAP potential has been demonstrated to be very accurate [96] and in principle could
describe Li interaction with generic C environments as we demonstrated in chapter 5,
machine learning model fitted on limited dataset suffer from transferability problems.
In this chapter, we present our preliminary results on the construction of a gen-
eral Li-C interaction potential within artificial neural network (ANN) machine learn-
ing formalism following the self-consistent approach proposed in chapter 5. Proper
treatments of electrostatic interaction is incorporated in the existing short-range ANN
potentials implemented in PANNA package via charge equilibration techniques as will
be discussed in Sec. 6.2.1. This techniques of combining standard ANN potential with
long-range electrostatic interaction via charge equilibration is new. A similar approach
had just appeared on arXiv [154] at the time of the writing of this thesis. The similarity
and differences between our current implementation and the one in Ref. [154] will be
highlighted in Sec. 6.2.1.
6.2 Methods
6.2.1 Artificial Neural Network with Long-Range: Theoretical
consideration
The artificial neural network potential (ANNP) based on atom-centered descriptors
[79] neglects long-range interactions beyond a spherical cutoff, Rc. The interaction
in systems mediated by charge transfer (for instance, ionic systems such as sodium-
chloride or Li adsorption in C networks) that decays as 1/r are neglected. Likewise,
systems with significant van der Waals interactions due to non-local fluctuation in
density (for instance, molecular crystals or graphite) are also not properly described
in the cutoff atom-centered scheme. The van der Waals interactions, although very
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important for the stability of some systems, are neglected in the current study. Instead,
the long-range electrostatics interactions are the main contributions that stabilize Li-C
systems as a result of charge transfer from Li to the carbon host.
The absence of long-range electrostatics interactions in ANNP was identified few
years after Behler and Parrinello-proposed atom decomposition, that permits the ap-
plication of ML-based potentials to extended systems, and efforts have been made
to address the problem. One of such efforts dated back to 2012 when Morawietz et
al. [155] constructed interatomic potential for water dimer in which, in addition to the
short-range atomic energies, a long-range electrostatics interactions was incorporated
via environment dependent atomic charges. Separate neural network models were con-
structed for the atomic charges and the parameters of the model were optimized to
reproduce ab initio charges obtained from Hirshfeld charge decomposition scheme [35].
In this scheme, the total energy was trained in two steps: (i) the electrostatic Coulumb
energy was computed from the environment dependent charges trained on Hirshfeld
charges and removed from the total energy, and (ii) the remaining energy assumed to
be short-ranged and trained using short-ranged atomic energies.
Another approach to include long-range electrostatic interactions in artificial neu-
ral network interatomic potentials is through the charge equilibration scheme proposed
by Ghasemi et al. [156]. Although this method was developed to construct a general
ANNP including short-range contributions, it has mostly been successfully applied to
construct ANNP for ionic systems [156–158]. Its main idea is based on the fact that the
environment dependent atomic charges can be obtained from short-ranged environment
dependent atomic electronegativities through a charge equilibration scheme [108]. By
construction, it allows non-local charge redistribution in contrast to the scheme pro-
posed in Ref. [155] in which charges are a function of the local environment only. The
total energy expression is similar to the standard total energy in charge equilibration
scheme (see Ref. [108]) except that the point charge Coulumb energy is replaced with
the Hartree energy of a Gaussian charge density distribution. The procedures to pre-
dict the total energy are as follows: (i) construct a neural network for the environment
dependent electronegativity, χ, (ii) solve a linear systems to obtain the atomic charges,
q. The linear system is a result of the minimization of the total energy subject to
charge neutrality conditions, and (iii) compute the total energy from the χ and q.
In this work, we adopt the charge equilibration scheme for the description of the
long-range electrostatic interaction because of the following advantages :
1 it does not require the decomposition of the ab initio charge density into atomic
components, although the charges can be constrained during the training.
2 charge neutrality is satisfied by construction.
3 long range charge transfer is permitted.
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The total energy of a given configuration is decomposed into two parts: the short
ranged part that is obtained from the standard atomic energy contributions and the
long-range part obtained from the charge equilibration scheme explained above. Thus,
the total energy then reads as:
Etot = ηSRESR + ηLRELR (6.1)
where ESR is the original total energy which is the sum of environment dependent
atomic energies, Ei(G({ri})), ηSR and ηLR are the fraction of the short range and long
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The energy term, ELR, comprises of atom specific terms and a Hartree term (written
for periodic systems) to describe an effective interaction between charge density at r
and r′. χi is an environment dependent atomic electronegativity and Ji is the species
dependent atomic hardness, which for simplicity, is assumed to be independent of
atomic local environment. The sum over R runs through all unit cells in the periodic
solid with Ncell unit cells.
The total charge density is obtained from the superposition of spherical Gaussian
functions centered around each atom i at position ri normalized such that the charge
density integrates to the total number of charge in the system. The atom-centered















where qi is the charge on atom i and αi is the Gaussian width of atom i that defines
the spatial extent of the charge density around atom i.
In aperiodic systems, the Hartree energy can be evaluated analytically in real space.
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For periodic systems instead, the Hartree energy term in this work is evaluated in































































In order to obtain the atomic charges, we minimize the total energy with respect to
qi, subject to the charge conservation rule
∑















qjAij + λ, (6.10)
where
Aij =
Vij if i 6= jJi + Vii if i = j. (6.11)
Given the atomic electronegativity, χi, equation 6.10 combined with the charge
neutrality condition,
∑
i qi = qtol, can be solved to compute the atomic charges for a














































Figure 6.1: PANNA long-range workflow: The red block represent the workflow for the prediction of
atomic electronegativities, computation of charges via charge equilibration and the computation of the
long-range contribution to the total energy. The blue block represent the prediction of atomic energies
and computetaion of the short range contribution to the total energy. The final output is the sum of
the two contributions. The input layer represented by Gi (i = 1, .., N) are list of numbers denoting
the descriptor of the chemical environment of atom i. N is the number of atoms of the configuration
under consideration.
In our implementation, the total energy is computed as follows (see Fig. 6.1 for
illustration):
1 Predict the atomic electronegativity from neural network for each atomic envi-
ronment descriptor
2 Compute the atomic charges by solving the linear system in equation 6.10.
3 Compute ELR by substituting the predicted electronegativity and the computed
charges into equation 6.7.
4 Predict the environment dependent atomic energy, Ei(G({ri})).
5 Finally, the predicted total energy Etot is then obtained via equation 6.1.









The contribution of the short range energy term to the total force is computed via
chain rule as discussed in chapter 4. The long range contribution to total atomic forces
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The derivative of χ with respect to r in equation 6.12 is computed via chain rule similar
to the short-range part while the part of the last term of the equation that depends
on atoms coordinates is precomputed and the sum performed once the charges are
predicted.
In the current implementation, the short range energy contribution is assumed to
be independent of atomic charges and the dependence of forces on local redistribution
of charges is obtained via the change in the atomic electronegativity with respect to
atomic coordinates. Instead, in Ref. [154], the short range contribution depends on the
atomic charges and therefore, the atomic forces depend on the derivatives of atomic
charges with respect to atomic coordinates. This dependence introduced 3N linear
systems of size N +1 for N atom systems similar to the one in equation 6.10. However,
by defining an auxiliary function that introduced atom-dependent Lagrange multiplier
that constraint the solution of equation 6.10, only one linear system is solved, thereby
reducing the computational cost of solving 3N linear systems at each training steps.
As depicted in Fig. 6.1, the parameters of atomic networks for energies and elec-
tronegativities are currently trained concurrently. Only the total energy and/or forces
are required to train the models. As in the case of training of the short range term
in which the model is given the freedom to choose a partition of atomic energies so
that the total reference energy is correctly predicted, we also do not imposed any con-
straint on the partitioning of the energy into long range and short range contributions.
This is at variance with Ref. [154] in which the Hirshfeld partitioning of total charge
density into atom centered densities is used to impose a constrain on the electrostatic
contribution to the total energy.
6.3 Implementation
The workflow shown in Fig. 6.1 is an extension of PANNA to include long-range
electrostatics through charge equilibration. The philosophy is the following: two net-
works are created per species, one for the atomic energy and the other one for atomic
electronegativity. The two networks are trained concurrently.
The matrix elements Vij and Fij in equations 6.8 and 6.14 are precomputed and
saved into a file alongside the atomic environment descriptors as discussed in chapter
80
4.
These new features in PANNA do not introduce additional scripts to the ones
presented in Sec. 4.3.6 of chapter 4 but include new flags (variables) required to
specify the calculation of the long-range terms while building descriptors or training of
electronegativity during parameter optimization. In the following, we highlight these





comma separated values of species Gaussian
width in angstrom. There is no default.
long_range:
boolean to decide whether kernels are saved
Default: False
acc_factor:
float to determine the truncation of the sum in
reciprocal space.
Default:1e-6
We truncate the sum when the next term contributes less than acc_factor to the energy
in absolute value. The default is 10−6
Training
By default, only the electronegativity, χ is trained, the charges computed with equation
6.10 and the energy computed using equation 6.7. In order to train both electronega-
tivity and the atomic energies, the factor ηSR (named SR_factor in the code) must be
greater than zero. The total short range contribution to the total energy is this factor
multiplied by the network prediction. For training, no new section is introduced a few
flags are however added. The new flags/variables are described below.
[DATA_INFORMATION]
atomic_hardness:










Default: 0 implying that there is no
short range prediction.
LR_factor: float.
Default: 1.0 implying that the
electronegativity is predicted.
Testing
Once a network is properly trained, the evaluation is done with "numpy" with the same
script as the one used for the short-range contribution. However, an addition section
has been introduced to instruct the code to evaluate the electronegativity networks.
The section is highlighted below.
[LongRange]
atomic_hardness:
comma separated values of species hardness in eV.
There is no default.
long_range:
True if electronegativity is trained.
SR_factor: float. The default is 0 implying that there is no
no short range prediction.
LR_factor: float. The default is 1.0 implying that the
electronegativity is predicted.
In the current implementation, the linear system in equation 6.10 is solved by
inverting the matrix A in both training as well as during evaluation.
LAMMPS Plugin
We have also implemented a plugin to use the optimized model in LAMMPS. This is
an extension of the LAMMPS plugin implemented for the short range potential. Here,
the energy and forces are evaluated in two parts: in real space and in reciprocal space.
The matrix A and the Hartree energy are computed in reciprocal space adapting the
Ewald summation scheme in LAMMPS. The linear equation is first decomposed into
two linear equations by expanding the charge in powers of the Lagrange multiplier in
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equation 6.10, λ, up to the first order as described in Ref. [159] and summarize as
follows
qi = si − λti. (6.15)













i si − qtot∑
i ti
.
The linear equation is solved iteratively to compute charges using the precondi-
tioned conjugate gradient optimization techniques [159]. The system is initialized by
setting si to the atomic charge of atom i in the previous MD/relaxation step. In
this way, only a few steps are needed to reach convergence during successive steps of
molecular dynamics.
6.4 Training Dataset
As demonstrated in chapter 5, a flexible and transferable ANN potential can be ob-
tained via a self-consistent approach that combines evolutionary algorithm, unsuper-
vised clustering algorithms with training of ANN potential. In the case of adsorption
problem, a careful selection of model concentrations of foreign atoms (lithium) in the
host carbon system network is desirable. The high concentration part of the phase
diagram is of particular interest in this work in order to construct an interatomic po-
tential suitable to simulate the anode materials in experimental conditions. Therefore,
we devote special attention to the high Li density region of the phase diagram. In
Table 6.1, we show the models we based our data generation on. This wide range
of concentrations is believed to span all the important range. The scope of the work
is currently restricted to 3D and 2D during the evolutionary algorithm search. The
work is not expected to reproduce Li adsorption on one dimensional (1D) (e.g carbon
nanotube). We however note that the model can be extended to nanotubes whenever
the need arises.
83
Table 6.1: Model inputs for the evolutionary algorithms (EA): The mark,
√
, indicates that the
corresponding number of Li, NLi, is coupled with the indicated number of carbon, NC. For instance,






























6.4.1 Evolutionary Algorithm for Configuration Space Search
The crystal structure search was carried out with the evolutionary algorithm (EA) as
implemented in USPEX [119]. As mentioned in chapter 5, the number of iteration steps
required to reach self-consistency in our proposed approach depends on the starting
interatomic potential. The final interatomic potential however, carries no signature of
the initial potential. Here, we start with the general potential developed in chapter
5 for C-C interactions coupled with the ReaxFF used as the starting potential in
that chapter to describe Li-Li and Li-C interactions. Since ReaxFF is a many-body
interaction potential, we carefully set all the coefficients of C-C interactions of the
potential required to set the interaction to zero.
At each stoichiometry tabulated in Table 6.1 (also pure Li-atom cells with 4 and 8
atoms, not shown in the table), we start EA with random structures with population
size of 2×Nat for Nat atom unit cells. The population size is set to 50 whenever 2×Nat
is greater than 50. The EA is evolved with the following evolutionary operations: 50%
of structures are generated by heredity, 20% by mutation, 10% by permutation and
20 % are new random configurations.
At each generation, structures are optimized in five successive steps: (a) constant
pressure and temperature molecular dynamics at 0.1GPa and 50K respectively for
0.3 ps with time step of 0.1 fs, (b) relaxation of cell parameters and internal coordinates
until force components are less than 0.26 eV/Å, (c) constant pressure and temperature
molecular dynamics at 0.1GPa and 50K respectively for 0.3 ps with time step of 0.1 fs,
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(d) relaxation of cell parameters and internal coordinates until force components are less
than 0.026 eV/Å, and (e) a final relaxation of cell parameters and internal coordinates
until force components are less than 0.0026 eV/Å.
The EA algorithm was evolved up to a maximum of 20 generations. This procedure
gives rise to a diverse variety of polymorphs.
6.4.2 Clustering
In order to sample around the minimum of each polymorphs within a given stoichiom-
etry (see Table 6.1), we perform , an unsupervised, bottom-up, hierarchical clustering
based on distance measure approach. Instead of the single linkage used in chapter 5
in which two distinct clusters with closest pair of elements are agglomerated, here we
used the complete linkage or farthest neighbour clustering that form a bigger cluster
out of two clusters using the farthest pair as a measure. This latter approach is found
to perform better in grouping configurations with distinct environments. For each sto-
ichiometry, we extract configurations in a stable clusters at a cutoff distance of at least
0.1. The distance measure is based on the cosine distance defined in equation 5.2 of
chapter 5.
A single configuration was selected from each cluster center at random and classical
molecular dynamics was performed for a total time of 50 ps with the Nose-Hoover
thermostat and barostat. In these simulations the external conditions of pressure and
temperature are ramped up from -10GPa at 100 K, to 10GPa at 1000K in the course
of 50 ps. A total of 50 configurations were selected from the 50 ps simulation at an
interval of 1 ps.
In order to avoid to construct an unphysical potential for Li-C interaction in
graphene as Li is moved away from the surface of graphene, we randomly selected
50 configurations from Li:24C 2D configurations obtained from the evolutionary search
and randomly modified the Li position on the 50 configurations to sample long Li-C
distances as follows: given the lattice constant of graphene,a = 2.47Å, for each con-
figuration, choose two random numbers in the interval (0,a/2) and add them to the
current x and y coordinates of the Li atom and sample the z component in a deter-
ministic manner by adding distances −0.8, 0.5, 1.0, 2.0, 2.5 Å to the z component of the
Li position. This procedure became necessary since these configurations are high in
energy and cannot be reached via classical molecular dynamics.
As we aspire to construct an interatomic potential for Li-C applicable to study also
pure Li and pure C configurations, we extracted a total of 5000 configurations out of
the 60000 carbon structures generated in chapter 5. This data reduction was necessary
at this stage to avoid over sampling of the C phase space during training. The C
dataset was extracted in two steps: (i) we randomly select 12000 configurations from
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the whole database (i.e 20%) and perform k-mean clustering on the 12000 data with
50 centers (ii) sample a maximum number of configurations from each cluster such that
on average, no one cluster center dominates the other in the final population.
6.4.3 First Principles Calculations
A single-point ab initio calculation is performed on all the structures visited during
evolutionary algorithm configuration space search and MD refinement. The rVV10
[26] exchange and correlation functional was used and the same kinetic energy and
charge density cutoffs as in chapter 5 are used. The Brillouin zone sampling was done
with resolution of 0.014×2π Å−1 for the all Li-C systems. All DFT calculations were
performed with the Quantum ESPRESSO package [51,52].
6.4.4 Atomic Environment Descriptors
The modified Behler and Parrinello descriptors [75, 97] as implemented in PANNA
and described in chapter 4 are used to described atomic environment. We choose the
same resolution of both radial and angular descriptors used to construct the general
interatomic descriptors for C presented in chapter 5. Instead of the cutoff of 4.6 Å and
4.0 Å in chapter 5, we used a cutoff of 5.0 Å for both radial and angular part of the
descriptors giving rise to 35 radial centers for the radial part and 18 radial centers and
8 angular centers for the angular part per species. Hence, the size of the descriptors
becomes 35× 2 + 2× 3/2× 18× 8 = 502. The cutoff distance of 5.0 Å was chosen to
capture the Li-Li interaction on the surface of graphene sheet up to twice the lattice
constant of graphene, the same as in the short-range part of the cluster expansion
interatomic potential presented in chapter 3.
6.5 Results and Discussion
Here, we present our preliminary results on Li-C potential. This is the first iteration
of the self-consistency cycle proposed in chapter 5 that comprises of a single step
of evolutionary algorithm, clustering, molecular dynamics, ab initio calculations and
neural network potential fitting. The training dataset is composed of 20000 Li-C data
constructed by extracting, for each stoichiometry, configurations within 0.5 eV/atom
from the lowest energy structures of that stoichiometry, 500 configurations of pure Li
configuration with 0.05 eV/atom from the lowest energy configurations (because it is
enough to predict the bulk Li in the body-centered cubic structure of Li) and finally
5000 pure C configurations sampled according to the description in Sec. 6.4.2. This
gives a total of 25500 configurations out of which 20% were set aside for validation
and the remaining 80% of the dataset was used for parameter optimization.
86
The parameters of the neural network models are optimized to reproduce ab initio
total energy and the atomic forces.
6.5.1 Short Range Li-C Potential
We start with the analysis of the dependence of training accuracy on neural network
architectures using the short range model. We examine different neural network archi-
tectures with fixed input vectors size of 502 and a single-node output layer as shown
in Table 6.2. We used hyperbolic tangent as activation functions for the hidden layers
and a linear function for the output layer.
Table 6.2: Training and validation with short range model as a function of increasing number of
parameters. Top: energy root mean square error (RMSE) and mean absolute error (MAE). Bottom:
root mean square error (RMSE) and mean absolute error (MAE) on forces per component. The
columns denoted by Li, C and LiC represent errors evaluated on the test set corresponding to Li, C
and LiC configurations separately, while column denoted by "All" is the error on all the validation
dataset. Only an average training RMSE is reported. It is an average over the last 2500 optimization
steps.
No. of training set test set
NN architectures parameters (meV/atom) (meV/atom)
per species RMSE RMSE MAE
All Li C LiC All Li C LiC All
502:64:32:1 34305 17 ± 3 2 35 21 21 2 24 13 13
502:64:32:16:1 34817 17 ± 3 2 31 19 19 2 21 12 12
502:128:64:32:1 74753 13 ± 2 1 28 16 16 1 17 9 9
502:256:64:32:1 147329 11 ± 3 1 26 15 15 1 16 7 7
502:256:128:64:32:1 172033 9 ± 2 1 28 16 16 1 16 8 8
No. of training set test set
NN architectures parameters (meV/Å) (meV/Å)
per species RMSE RMSE MAE
All Li C LiC All Li C LiC All
502:64:32:1 34305 204 ± 19 10 308 333 332 5 159 185 184
502:64:32:16:1 34817 210 ± 20 9 334 322 332 5 159 185 179
502:128:64:32:1 74753 161 ± 17 6 411 316 315 3 149 151 150
502:256:64:32:1 147329 139 ± 19 6 412 316 315 3 145 142 141
502:256:128:64:32:1 172033 119 ± 16 5 325 272 390 3 142 131 131
Table 6.2 shows the root mean square error (RMSE) and mean absolute error (MAE)
on training and validation dataset. There is a noticeable dependence on the size of
parameters which is more pronounced from the model with 34817 (502:64:32:16:1) to
the model with 74753 (502:128:64:21:1) parameters. The accuracy of the models with
74753 parameters and greater are very similar and shows an overall improvement in
accuracy over those with fewer parameters. This can further be confirmed from Fig.
6.2 where we show the correlation of a local quantity (change in force per component)
between all the trained models and the model with 74753 parameters. From the figure,
the reference model shows a better accuracy with respect to fewer parameters models
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Figure 6.2: Representation of force deviation per component prediction on 2D histogram. All models
are compared with the NNSR model. The axes labels represent the model under consideration.
(first row of Fig. 6.2) while a strong correlation can be observed between the reference
model and those with more parameters (second row of Fig. 6.2). This improvement
in accuracy can be seen both in energy and force predictions. Based on this analysis,
the model architecture with 74753 parameters meets the balance between number of
parameters and accuracy and it is therefore adopted for further analysis. We shall refer
to it as NNSR in the rest of the discussion. Other short-range models will be explicitly
specified whenever the need arises.
Overall, the energy RMSE in the training and validation dataset are of the same
range, hence, there is no overfitting. For C configurations, the final validation RMSE of
35meV/atom for the model 502:64:32:1 is slightly worst than the RMSE of 22meV/atom
reported in chapter 3 for C configurations. This may be related to the fact that some of
the model parameters that were devoted to learn the C chemical environments alone are
now adjusted to also learn the Li environments as well. Despite our expectations that
long range electrostatics interaction may be needed to describe Li-C systems, surpris-
ingly, an average energy RMSE of 14meV/atom is observed, better than the average
RMSE in C configurations that is expected to be well described by the short-range
ANN methods.
In the case of the atomic forces, the overall validation RMSE in Table 6.2 is very
similar to the force RMSE of 270meV/Å observed in chapter 5. There is a noticeable
difference between the training RMSE and the validation RMSE. In order to assess
the source of this difference, we analyze the error distribution of force components on
each component of the validation dataset independently (as done in Table 6.2). Fig.
6.3 shows the cumulative error distribution per force component. In all cases, more
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Figure 6.3: Cumulative error distributions on force components for the NNSR model: each point (x,y)
on the curve signifies that y percent of the validation dataset have an error that is at most x. The
vertical dashed line is the maximum training RMSE (i.e 161+17 meV/Å) while the horizontal dashed
line represent 70% cumulative.
than 70% of the validation dataset have errors well below the training RMSE. Pure
Li configurations are excellently predicted with more than 70% of the configurations
having error below 10meV/Å. This is due to the fact that only very low energy config-
urations are included both in training and validation. The overall difference between
the training and validation RMSE can be identified with the presence of outliers. The
percentage of outliers may be reduced by continuing the self-consistency cycle pro-
posed in chapter 5 (i.e, another step of, crystal structure search, clustering, molecular
dynamics, ab initio calculations and training).
The excellent force prediction of Li-C configurations is even better than for C con-
figurations, below 70% cumulative combined with excellent prediction of energies of
the Li-C configurations may lead to the conclusion that the long range electrostatics
interaction is not required to describe Li-C systems. However, this conclusion is at vari-
ance with our experience from chapter 3 in which the cluster expansion potential with
a pair interaction cutoff at 4.94Å was not sufficient to fit the Li adsorption energy on
graphene especially at low concentrations. A long-range electrostatic interaction cor-
rection was added for an accurate fit to be achieved. In order to assess the description
of the long range effects in the NNSR model, we compare the prediction of adsorption
energy of the Li on graphene substrate given by the NNSR model with the DFT values.
The Li adsorption energy is defined in equation 3.1 of chapter 3 with reference
to the body-centered cubic phase of solid Li. In Table 6.3, we show the Li adsorption
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Table 6.3: Li adsorption energy on graphene as a function of Li density: ∆E is the absolute deviation
of the predicted energy from the DFT reference value computed at the same atomic coordinates. The
prediction error on graphene is, ∆ENNSRC = 3.7meV/atom and on Li is ∆E
NNSR
Li = 1.3meV/atom.
size dLi-Li(Å) ∆E (meV/atom) Binding Energy (eV/Li)
DFT NNPNNSR DFT NNPNNSR
2x2 4.94 0.0 1.1 0.634 0.640
3x3 7.41 0.0 2.9 0.646 0.647
4x4 9.88 0.0 2.5 0.491 0.666
5x5 12.35 0.0 2.2 0.386 0.667
6x6 14.82 0.0 1.0 0.342 0.667
7x7 17.29 0.0 0.3 0.287 0.667
8x8 19.76 0.0 0.3 0.254 0.667
energy per Li as a function of increasing Li-Li distance (or decreasing Li concentration)
as well as the prediction error per atom of the NNSR potential. Interestingly, the
absolute deviation per atom denoted by ∆E on the table is less than 3meV/atom for
Li-C systems with the highest deviation being the pure C configurations with an error
of 3.7meV/atom. However, upon computing the Li adsorption energy, an excellent
agreement can be seen for the 2x2 graphene supercell with a minimum Li-Li distance
of 4.92Å (smaller than the cutoff of 5.0 Å used for the environment descriptors).
Also, the adsorption energy of Li in a 3x3 supercell, although having a minimum Li-Li
distance larger than the cutoff, is still relatively well predicted. This is not surprising
because the angular part of the descriptors permits interactions between atoms up to
twice the cutoff. Indeed, at approximately twice the cutoff and beyond, the adsorption
energy is wrongly predicted and remain constant within 1meV/Li, an indication that
the limit of the NNSR potential has been reached. Hence, confirming the need of a
proper treatment of the long range interactions for accurate description of Li-C systems.
In order to overcome the limitations of the NNSR model, we include the long range
electrostatic treatments as described in Sec. 6.2.1 and implemented in the PANNA
code. We present our preliminary results below.
6.5.2 Short Range with Long Range Li-C Potential
In order to include long-range electrostatics interactions as implemented in PANNA,
we need to choose the Gaussian width of the atomic charge density and the species
dependent atom hardness. Here, we choose Gaussian width as the covalent radius for
Li and C (i.e, 1.28 and 0.76 Å for Li and C respectively). As for the atomic hardess,
we choose 0.272 eV (or 0.1 Hartree) for Li and 0.544 eV (or 0.2 Hartree) for C.
Here, we choose a neural network architecture of 502:64:32:1 for both atomic en-
ergies and atomic electronegativity which gives rise to 68610 parameters per species
which is of the same order as the number of parameters in the 502:128:64:32:1 NN
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analyzed for the short range model. We choose the offsets of atomic electronegativi-
ties as 3.0 eV for Li and 6.3 eV for C corresponding to their atomic values reported in
Ref. [160]. We train both the electronegativities and atomic energy concurrently with
hyperbolic tangent activation functions for the hidden layers and a linear function for
the output layer. This model, henceforth, will be referred to as NNLR1.
Table 6.4: Training and validation with short range with long range electrostatics correction. Top:
energy root mean square error (RMSE) and mean absolute error (MAE). Bottom: root mean square
error (RMSE) and mean absolute error (MAE) on forces per component. The columns denoted by
Li, C and LiC represent errors evaluated on the test set corresponding to Li, C and LiC configuration
separately, while column denoted by All is the error on all validation dataset. Only an average training
error is reported. The average performed over the last 2500 optimization steps. The model names are
written in parenthesis. NNSR and NNLR1 are already introduced as the short and long range models
respectively. NNLR2 model as will be introduced later, corresponds to model similar to NNLR1
except that the output layer of the electronegativity is hyperbolic tangent function instead of a linear
function.
No. of training set test set
NN architectures parameters (meV/atom) (meV/atom)
per species RMSE RMSE MAE
All Li C LiC All Li C LiC All
502:128:64:32:1 (NNSR) 74753 13 ± 2 1 28 15 14 1 17 8 8
502:64:32:1 (NNLR1) 68610 16 ± 3 2 30 20 20 2 22 12 12
502:64:32:1 (NNLR2) 68610 17 ± 3 1 32 19 19 1 20 11 11
No. of training set test set
NN architectures parameters (meV/Å) (meV/Å)
per species RMSE RMSE MAE
All Li C LiC All Li C LiC All
502:128:64:32:1 (NNSR) 74753 161 ± 17 6 411 296 295 3 149 136 135
502:64:32:1 (NNLR1) 68610 186 ± 22 7 409 329 329 4 160 174 174
502:64:32:1 (NNLR2) 68610 182 ± 25 5 342 315 314 3 157 173 172
Figure 6.4: Cumulative error distributions on force components: each point (x,y) on the curve signifies
that y percent of the validation dataset have an error that is at most x. Left: comparison of short
range model with NNLR1 model: the dashed line legends designate the model trained with both long
range and the solid lines correspond to short range model with 74753 parameters reported in Sec.
6.5.1. Right: comparison of NNLR1 and NNLR2 models: the solid lines are the curves for NNLR1
model and the dashed lines for the NNLR2 model.
In Table 6.4 we compare the accuracy of the NNLR1 model with the NNSR model.
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The NNSR model highlighted in Table 6.2 and also reported in Table 6.4 is more
accurate than the NNLR1 model. Similarly, the cumulative error distribution in Fig.
6.4 also confirms this. This superiority of the short range predictions may be due to
difference in the total number of parameters per species between the NNSR model and
the NNLR1 model. Indeed, a careful comparison of the accuracy of NNLR1 model
with the model with architecture 502:64:32:1 with equivalent description for the short
range atomic energies reveal a better agreement in training and validation RMSE.
Next, we examine the performance of the NNLR1 model on the Li adsorption energy
on graphene surface as a function of supercell size. We present these results in Table
6.5 along side the results obtained with the NNSR model. Unlike the NNSR model
that remains constant at large Li-Li distances, the NNLR1 captures the general trends
of the adsorption energy despite having larger prediction error on these configurations.
This is a further confirmation that the long range electrostatic interaction must be
properly included in order to provide accurate description of the adsorption energy of
Li in C materials.
Table 6.5: Li adsorption energy on graphene as a function of Li density: ∆E is the absolute de-
viation of the predicted energy from the DFT reference value computed at the same atomic coor-
dinates. qLi denotes the prediction of Li charge. The short range prediction error on graphene is,
∆ESRC = 3.7meV/atom and on Li is ∆E
SR
Li = 1.3meV/atom. For the NNLR1 model, ∆E
NNLR1
C =
8.3meV/atom and ∆ENNLR1Li = 3.4meV/atom.
size dLi-Li(Å) ∆E (meV/atom) Binding Energy (eV/Li) qLi/e
DFT NNPSR NNPNNLR1 DFT NNPSR NNPNNLR1
2x2 4.92 0.0 1.1 4.2 0.619 0.640 0.644 0.137
3x3 7.41 0.0 2.9 5.3 0.635 0.647 0.681 0.213
4x4 9.88 0.0 2.5 3.0 0.464 0.666 0.627 0.237
5x5 12.35 0.0 2.2 3.2 0.368 0.667 0.618 0.246
6x6 14.82 0.0 1.0 4.2 0.325 0.667 0.615 0.249
7x7 17.29 0.0 0.3 4.8 0.274 0.667 0.613 0.251
8x8 19.76 0.0 0.3 5.3 0.237 0.667 0.612 0.252
In order to understand the origin of the slower decay of the Li adsorption energy
predicted by NNLR1 with respect to DFT, we examine the charges on Li atom. As
shown in the last column of Table 6.5, the general trend of the charges is similar to the
one reported in Ref. [66] as well as our observations in chapter 3. However, the predicted
charges are too small. For example, the charge on Li predicted by the NNLR1 model on
a 4x4 supercell of graphene is 0.237 electrons which is more than twice smaller compared
to a charge of about 0.54 electrons computed based on Hirshfeld charge decomposition
techniques. It is also smaller than the 0.53 electrons based on Voronoi analysis reported
in Ref. [66] or about 0.35 electrons with Löwdin analysis and about 0.9 electrons based
on Bader analysis in Ref. [161]. Based on these evidences, we hypothesize that the
slow decay of the adsorption energy is due to the underestimation of the Li charges by
the NNLR1 model. To verify this hypothesis, we train another model with the same
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number of parameters as NNLR1 model (referred to as NNLR2) where we replaced the
linear activation function of the output layer for the electronegativity with a hyperbolic
tangent. In this new model, the electronegativity prediction can only deviate from
isolated atom value by ±1 since the offset of the electronegativities are set to the
atomic values. In what follows, we compare the performance of the NNLR1 and NNLR2
models on the validation dataset and on the adsorption energy.
The training and validation error in energy and forces of the NNLR1 and NNLR2
models are very similar as shown in Table 6.4. This observations can also be seen from
Fig. 6.4 in which the prediction in C and Li-C systems are basically identical while a
slight difference in the prediction of Li configurations can be noticed. Considering that
the charge on Li in the two models for Li-C systems are completely different (see Table
6.6) and yet a similar energy and force prediction error are achieved in the validation
set is an indication that the long range contribution in Li-C systems may be too small
to be reliably identified from the global RMSE minimization and could be completely
obscured by the short-range model error as seen in Sec. 6.5.1.
Table 6.6: Li adsorption energy on graphene as a function of Li density: ∆E is the absolute deviation
of the predicted energy from the DFT reference value computed at the same atomic coordinates. qLi
denotes the prediction of Li charge. The prediction error for the NNLR1 model on graphene and
Li-bulk are respectively, ∆ENNLR1C = 8.3meV/atom and ∆E
NNLR1
Li = 3.4meV/atom. For NNLR2,
they are ∆ENNLR1C = 4.6meV/atom and ∆E
NNLR1
Li = 1.0meV/atom.
size dLi-Li(Å) ∆E (meV/atom) Binding Energy (eV/Li) qLi/e
DFT NNPNNLR1 NNPNNLR2 DFT NNPNNLR1 NNPNNLR2 NNPNNLR1 NNPNNLR2
2x2 4.92 0.0 4.2 2.7 0.619 0.644 0.608 0.137 0.336
3x3 7.41 0.0 5.3 5.6 0.635 0.681 0.447 0.213 0.532
4x4 9.88 0.0 3.0 1.7 0.464 0.627 0.377 0.237 0.595
5x5 12.35 0.0 3.2 4.0 0.368 0.618 0.343 0.246 0.615
6x6 14.82 0.0 4.2 4.6 0.325 0.615 0.330 0.249 0.623
7x7 17.29 0.0 4.8 5.0 0.274 0.613 0.322 0.251 0.627
8x8 19.76 0.0 5.3 5.2 0.237 0.612 0.319 0.252 0.629
To measure the correlation between charge prediction and the accuracy of the re-
sulting adsorption energy prediction, we investigate the performance of NNLR1 and
NNLR2 models on Li adsorption energy on graphene substrate. Table 6.6 shows the ad-
sorption energy, the prediction error and the predicted charges of the NNLR1 model and
the NNLR2 model. With the constraint imposed on the electronegativity in NNLR2
model, we observed an improvement on the charge prediction towards the Hirshfeld
charge of 0.54 electrons for Li adsorption on 4x4 graphene supercell. The trend in
the adsorption energy is maintained (except from 2x2 to 3x3 supercell) and a better
prediction of the adsorption energy is attained especially at low concentrations (large
Li-Li distances). Remarkably, we see a systematic improvement in the description of
the adsorption energy from NNSR potential with charge, qLi = 0, to NNLR1 potential
with charge, qNNLR1Li , to NNLR2 with charge qNNLR2Li ≈ 3× qNNLR1Li , showing the depen-
dence of the long range description on the accurate prediction of the electronegativities
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and hence of the atomic charges.
The results obtained thus far lead to the conclusion that an accurate description
of Li adsorption energy in graphene (and in general, a generic C environments) is not
based on accurate fit alone but a combination of accurate fit and proper decomposition
of the total energy into long range and short range contributions. This is particu-
larly crucial in Li-C systems since the long range contribution is smaller than a typical
prediction error of the artificial neural network potentials of a few meV/atom and there-
fore, the long range contribution is basically treated as noise during the optimization
process. In order to circumvent this, a proper amplification of this component of the
total energy is needed. This amplification can be achieved by choosing a charge density
decomposition scheme such as the Hirshfeld method [35] and constrain the model pa-
rameters also on the atomic charges in addition to the total energy and atomic forces.
We believe that this constraints on atomic charges may not be necessary to accurately
describe systems with more significant long range electrostatic contributions such as




In the course of this thesis, we have made attempts to elucidate the interactions of Li
with carbon materials that may be responsible for the experimentally observed high
lithium density on carbon materials by developing inexpensive and highly accurate
interatomic potentials to describe such systems. We started with the site-based (cluster
expansion) interatomic potential method that is suitable to describe interactions in well
defined lattice systems and then proceeded to the artificial neural network techniques
that provides a framework to construct an interatomic potentials for generic systems
in its currently used form and then its extension to include long range electrostatic
interactions.
We presented a detailed study of the interaction of Li with single layer graphene
both at zero temperature within Density Functional Theory (DFT) and at finite tem-
perature via a combination of cluster expansion techniques and Grand Canonical Monte
Carlo methods. The energetic stability of Li adatoms (isolated Li atoms) and Li-
clusters on graphene substrate was studied. While at zero temperature, both the Li
adatoms and small Li-clusters were found to be unstable with respect to phase separa-
tion into graphene and Li-bulk, thermal effects were found to be sufficient to prevent
phase separation of the Li-graphene system at low concentrations at finite tempera-
tures. However, above the stoichiometry of ≈ LiC6, we found formation of Li-clusters
to be energetically favorable with respect to random distribution of Li atoms. We pre-
dicted two stable phases of two dimensional (2D) Li adsorption on graphene substrate
(Li-gas and Li-cluster) and the range of concentration (i.e. the chemical potential) at
which the two phases are in equilibrium. This coexistence region was found to span
about one-third of the entire concentration range at low temperatures. Within the
Li-cluster phase, a phase where islands of Li join and form continuous stripes was also
observed which however, by varying the size of the simulation cell, we showed to be due
to finite size effects and would eventually vanish in the thermodynamic limit. Although
a simulation artifact in the case of an infinite graphene sheet, we speculated that such
phase can occur at the edges of a graphene flake and seeds the lithiation.
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Due to the limitations of the cluster expansion method, we adopted the artificial
neural network (ANN) technique that is suitable to construct general purpose inter-
atomic potentials within a machine learning approach. In order to be able to construct
the general interatomic potential for Li-C systems, we implemented an all-to-all fully
connected feed-forward ANN machine learning methods based on Behler and Parrinello
symmetry functions and their modifications in the "Properties from Artificial Neural
Network Architectures" (PANNA) package. We tested its features and capabilities by
constructing an interatomic potential for organic molecules with an ANN architecture
with about half a million parameters, the same architecture used in Ref. [97], based on
large dataset reported in Ref. [102]. Notably, we reproduced the results [97] excellently
well thereby validating the capability of the package.
As the flexibility and transferability of ANN interatomic potentials depend strongly
on the dataset used in their training, we proposed an automated, system-independent,
self-consistent technique that integrates evolutionary algorithm (EA), unsupervised
machine learning in the form of clustering, and molecular dynamics (MD) to gener-
ate a diverse dataset suitable to construct a truly general interatomic potential. We
demonstrated its successful application to the challenging case of carbon for which
classical and machine-learnt potentials are abundant in literature and showed that MD
simulation combined with EA and clustering successfully explore a wide range of con-
figurations on equal footing so that the resulting dataset covers energy and volume
landscape rather homogeneously. The final neural network potential (NNP) was found
to predicts structural and elastic properties of diamond and graphene very accurately
and also ranked accurately, a diverse set of sp3 C configurations. When compared to
classical force-fields such as Tersoff and ReaxFF, our NNP out-performed them and
more interestingly, was found to be better than the existing machine learnt poten-
tials on average. Furthermore, our NNP predicts the majority of the graphite phonon
modes excellently although it predicts instability (imaginary frequencies) for the very
soft modes that are related to interlayer interaction. We have traced this behaviour to
the accuracy requirement in predicting such small forces. We demonstrated two possi-
ble ways to alleviate this problems. The first approach involves training the NNP with
a relative force deviation that weights more small atomic forces during parameter opti-
mization while the second approach was to build the training set only with structures
that are in the vicinity of graphite according to a fingerprint-based distance measure.
Remarkably, the first approach yielded accurate frequencies for the soft phonon modes
with slightly worst prediction of the high frequency modes. However, a further tuning
of training parameters and the loss function can be used to construct a high accuracy
model. The second approach was found to provide accurate phonon frequencies for the
soft modes but showed poor generalization to a wider range of structures, compared
to a more comprehensive potential trained on the entire dataset.
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Finally, we presented our extension of the PANNA package to include the long
range electrostatic interaction through the charge equilibration scheme in which a net-
work learns environment-dependent atomic electronegativities in addition to the local
atomic energies. We presented preliminary results of a general interatomic potential
for Li-C systems using data generated based on our proposed self-consistent approach.
We constructed Li-C interatomic potential with and without long range treatments.
The short range Li-C interatomic potential predicted the total energy and forces rel-
atively accurately but failed to described the general trend of the adsorption energy
of Li adsorbed on graphene substrate. Instead, including the long range electrostat-
ics although less accurate compared to the short-range model, captures the general
trend of the Li-adsorption energy on graphene substrate but decays slowly compared
to DFT values. The lower average accuracy of the long-range model compared to the
short range model was ascribed to the differences in the number of parameters which
is higher in the short-range model than in the long-range model. The slow decay of the
Li-adsorption energy was found to be due to too small charge predictions by the long
range potential in comparison to the DFT values. We verified this by constructing a
second neural network in which we constrained the atomic electronegativity within ±1
from its atomic value thereby leading to larger charges. The second long-range poten-
tial has a similar accuracy as the first one on the validation dataset but predicts both
the Li-adsorption energy as well as the atomic charges more accurately. The results
lead us to conclude that the long-range electrostatic interaction in Li-C systems is com-
parable to the typical overall prediction error attained by the machine learning based
interatomic potential and therefore requires a special amplification strategy to extract
the long-range interaction from the total energy, so as to enhance the signal to noise
ratio for the long range component. The need for the development of an amplification
strategy suitable to accurately extract the long-range components from total energy
necessitates further investigations.
Currently, we are investigating the dependence of the long-range ANN model on
the number of parameters. This investigation is aimed to shed more light on the
dependence of the signal to noise ratio of the long-range component on the flexibility
of the ANN model.
In the short-term, we plan to extend the current long-range PANNA package to con-
strain the ANN model parameters so as to reproduce DFT atomic charges and train
a ANN potential for the Li-C systems to reproduce the Hirshfeld charges in addition
to the current constraints on the energy and the atomic forces. This decomposition
is needed to correctly extract the electrostatic interactions at long distances. Concur-
rently, we will construct an ANN potential for the organic molecules used in chapter 4
with our current long range PANNA package and compare results with the one reported
in chapter 4.
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Once an accurate Li-C potential is constructed, atomistic simulations can be per-
formed to provide hints on several unanswered questions about the high Li density
in graphitic anode materials. In the long-term, we plan to resolve the following open
problems: (i) the combined effects of defects, edges and vacancies in the stability of
high Li-density in graphitic materials, (ii) thermal effects on Li adsorption and inter-
calation in layered C systems, (iii) the combined effects of defects, edges, vacancies
and thermal effects on very large C systems at/or closed to sizes of graphitic flakes
observed in literatures and so on.
In the current model, the explicit dependence of the short range part of equation




Lithium Adsorption on Graphene at
Finite Temperature
A.1 Orthogonality Condition of Basis Functions
The cluster expansion technique is rooted on the fact that a complete basis functions
of occupation, Φf (C) exists such that any function of occupation can be written as a
linear combination of those basis functions. These basis functions are constructed from






where C = {ci}, i = 1, ..., N . The basis functions satisfied the following orthogonality
conditions: ∑
C
Φf (C)Φf ′(C) = 2




′) = 2−NδCC′ . (A.3)
In this work, we choose and equivalent definition where the occupation number of
site i is 1 if the site is occupied by Li and 0 if the site is empty. The total energy of a





where linear coefficients, Jf are called the effective cluster interactions (ECI). There
is one Jf for each cluster (also called figure) which are to be determined via linear
regression. We refer to cluster or figure as a collection of lattice sites.
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A.2 Monitoring the Fitting Procedure
Fitting is performed by adding a configuration with the worst prediction error to the
training set. This means that at each step, a configuration with the most information
needed to improve the fit is added. Indeed after few steps, the root-mean square error
converge and subsequent configurations do not provide information that can signifi-
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Figure A.1: Evolution of the root-mean-square (RMS) error as the number of configurations used
in fitting, i.e. in the training set (TS), increases. In this analysis, we use a total of 25 different
configurations of Li on graphene. Three configurations are set aside as validation set (VS) and are
never included during the training of the model. Therefore, at zeroth step of the training, we have
zero configurations in the training set (TS) and 22 configurations in the remaining set (RS). At each
step of the training the configuration with the largest prediction error is added to TS, reducing the
number of configurations in the RS by one. We continue these training steps until all 22 configurations
in RS have been added to TS. Finally, for analysis purposes we also perform a training including all
25 configurations (magenta asterisk labeled as ALL). The inset shows the zoom of the plot at later
steps of training where RMS error converges for TS.
A.3 Performance of the Model
In Fig. A.2 the deviation of the DFT energy from the energy predicted by the full model
described in the manuscript is shown. The root-mean-square deviation is 18.0meV/Li
(1.6meV/C) with a cross validation error of 30.2meV/Li (3.2meV/C) as already re-
















Figure A.2: Comparison of the model energies with DFT ones using rVV10 functional. The black line
represents perfect agreement while the red points are the actual model predictions.
Table A.1: Best fit values for the effective cluster interactions of the model when 3- and 4-body
interaction terms are neglected. All parameters, except γ, in eV.
J1 J2a J2b J2c J3 J4 Jdd γ
ECI 0.429 0.074 -0.177 0.051 0.000 0.000 1.198 0.559
When 3- and 4-body terms are neglected, the obtained results are similar to the
one reported in Ref. 8: the most influential cluster figure is the point cluster as shown
in table A.1. The resulting root-mean-square deviation is 98.3meV/Li (7.5meV/C)
with a cross validation error of 158.2meV/Li (21.2meV/C). The reduced quality of the
















Figure A.3: Comparison of the model energies with DFT ones using rVV10 functional when 3- and
4-body interaction terms are neglected. The black line represents perfect agreement while the red
points are the actual model predictions.
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Even less accurate results are obtained when in addition, the Jdd term is set to zero.
Results are reported in table A.2. The root-mean-square deviation is 108.3meV/Li
(7.3meV/C) with a cross validation error of 133.9meV/Li (15.3meV/C). The DFT vs
model comparison is shown in Fig. A.4. This is a strong indication that the long-range
dipole-dipole term and the 3- and 4- body interactions are very important for a proper
description of Li adsorption on graphene.
Table A.2: Best fit values for the effective cluster interactions of the model when 3- and 4-body and
long-range interaction terms are neglected. All parameters, except γ, in eV
J1 J2a J2b J2c J3 J4 Jdd γ















Figure A.4: Comparison of the model energies with DFT ones using rVV10 functional when 3- and
4-body and long-range interaction terms are neglected. The black line represents perfect agreement
while the red points are the actual model predictions.
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When only the dipole-dipole long-range terms are neglected the resulting parame-
ters are the ones reported in table A.3 (DFT vs model deviations shown in Fig. A.5).
This model describes relatively well the Li-dense configurations, but dilute configura-
tions with Li adatoms in 3x3 to 8x8 are poorly described indicating the importance of
the long-range dipole-dipole interaction term.
The root-mean-square deviation is 70.9meV/Li (5.2meV/C) with a cross validation
error of 91.9meV/Li (8.6meV/C)
Table A.3: Best fit values for the effective cluster interactions of the model when only the dipole-dipole
long-range terms are neglected. All parameters, except γ, in eV
J1 J2a J2b J2c J3 J4 Jdd γ















Figure A.5: Comparison of the model energies with DFT ones using rVV10 functional when only the
long-range interaction terms are neglected. The black line represents perfect agreement while the red
points are the actual model predictions.
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Figure A.6: The behaviour of the dipole-dipole part of the cluster expansion model obtained via single
Li adatom on various supercell sizes. Note that in all the supercell sizes used, Li ions in adjacent cells
are far enough that the only contributions to the model energy are the onsite term, which constitutes a
constant shift, and the long-range interaction term. The model can be seen to capture the long-range
behaviour observed in the DFT calculations (red squares)
A.5 Thermodynamics Integration in Details
For a given inverse temperature β and the chemical potential µ, the grand canonical
thermodynamics potential per site is given by
Φ(β, µ) = − 1
βNs
log Q(β, µ) (A.5)







exp(−β[E(C)− µN ]) (A.6)
The Helmholtz free energy, F(β, x) per site is the Legendre transform of Φ(β, µ) and
written as F = Φ + µx.
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− µx)dβ − βxdµ (A.7)
The integration of equation A.7 can be performed along a continuous path in the
(β,µ) space. Thus for a fixed β path, Φ is




and along the constant µ path we have,







The values of 〈E〉 and x are easily obtain from a grand canonical Monte Carlo sim-
ulation at any given values of β and µ. Once obtained, the integration of equations
A.8 and A.9 can be performed with any integration method of choice. In this work,
integration along the constant temperature path was performed with trapezoidal in-
tegration scheme. The integrand along the constant µ part contains two fluctuating
variables. To minimize the error in the integration, we approximate the integrand with
a polynomial of degree 3. The Monte Carlo data were fitted to the polynomial to
obtain the coefficients and then perform the integration over the inverse temperature
β. We checked that polynomial of degree 3 was sufficient for the fit by comparing the
result of the fit with polynomial of degree 2 and 4.
In the constant µ path, we write the integrand in equation A.9 as a power series in
the inverse β. The integrand is given by





































To compute the energy difference between two phases, we must integrate equation
A.7 along a continuous path in the (µ, β) space. The energy difference between two
points in the (µ, β) space characterized by (µ1, β1) and (µ2, β2) respectively is given
along continuous path as follows










Integrating equation A.12 gives






































where ∆Φ = Φ(β, µ2)−Φ(β, µ1) is the free energy difference at temperature β between
two phases defined by the chemical potential µ1 and µ2. Using equation A.10, we have
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Thus, the change in Helmholtz free energy per site at a constant temperature between
the concentrations x(µ1) and x(µ2) is given by
∆F (β) = ∆Φ + µ2x(µ2)− µ1x(µ1) (A.16)
A.6 Error Analysis
To estimate the error in free energy, let’s the expand the free energy around β and µ for



























− µx)dβ − βxdµ+ d(βεΦ) (A.18)
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Figure A.7: Concentration,x as a function of chemical potential, µ: The color codes indicate the
phases. As we scan the chemical potential, we go from one phase (x is continues) to another phase
identified with a jump in the x. Here, we show the results from 800K to 2000K at a step of 200K and




B.1 Self consistent exploration of the phase space
Figure B.1: The per atom energy-volume distribution of sampled configurations at each self consistency
iteration (left column); and the corresponding number analysis with respect to the energy range
sampled (right column).
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B.2 Relative loss versus standard loss
Table B.1: Comparison of elastic constants of diamond trained with the quadratic force loss (NNP)
and relative force loss (NNP retrain). See Table II in main text for further details on the method of
calculation.
DIAMOND NNP NNP retrain DFT
a (Å) 3.576 3.576 3.584
B0 (GPa) 431 511 425
C11 (GPa) 1054 1106 1044
C12 (GPa) 119 213 116
C44 (GPa) 542 513 547
GRAPHITE NNP NNP retrain DFT
a (Å) 2.471 2.466 2.471
c (Å) 6.732 6.681 6.719
B0 (GPa) 48 88 40
C11 (GPa) 1053 1016 1048
C12 (GPa) 197 210 182
C13 (GPa) -23 -2 -5
C33 (GPa) 57 103 43
C44 (GPa) -5 4 4
C66 (GPa) 428 403 433
GRAPHENE NNP NNP retrain DFT
a (Å) 2.470 2.471 2.470
ν 0.244 0.209 0.173
E (GPa) 967 923 1015
C11(GPa) 1028 965 1047



























































Figure B.2: Radial distribution function for liquid and amorphous carbon, equivalent to Fig.6a of
the main text, with the addition of results for the GAP potential (digitized from Ref. [91]) and
experimental results from Ref. [162] (blue dashed line-a in the figure, at 2.0 g/cm3) and Ref. [163]
(blue dashed line-b in the figure, at 3.0 g/cm3). Experimental curves were scaled and vertically shifted
to match the large r behaviour, and processed to obtained g(r) as needed in Ref. [162]
111
B.4 Amorphous and Liquid Carbon
Figure B.3: The per atom energy-volume distribution of amorphous (300K) and liquid (5000K)
structures sampled at different densities, compared to the training dataset (gray).
112
B.5 Distance Analysis
Figure B.4: Energy per atom as a function of volume for structures in the dataset, colored with respect
to distance cutoff D from diamond.
Table B.2: RMSE for energy in meV/atom (top) and forces in eV/Å (bottom), for networks trained
and validated on datasets of different distance to the reference phase, cubic diamond. T error is the
average over the batch RMSE of the last 2500 training steps. The largest distance of any structure in
the dataset to the reference phase is D = 0.62.
Train
Validate T error All D D = 0.15 D = 0.10 D = 0.05 D12 = 0.05
All D (D = 0.62) 22.0 22.1 20.9 15.2 7.7 7.3
D = 0.15 18.1 63.6 17.8 12.9 6.1 16.9
D = 0.10 8.7 162.3 52.2 9.4 4.3 76.3
D = 0.05 2.4 473.8 219.0 75.3 2.5 474.2
D12 = 0.05 2.6 174.3 88.3 52.0 2.7 2.6
Train
Validate T error All D D = 0.15 D = 0.10 D = 0.05 D12 = 0.05
All D (D = 0.62) 0.26 0.27 0.27 0.20 0.08 0.08
D = 0.15 0.24 0.49 0.25 0.18 0.08 0.15
D = 0.10 0.14 0.96 0.44 0.15 0.06 0.31
D = 0.05 0.05 1.67 1.05 0.55 0.05 0.31
D12 = 0.05 0.05 0.96 0.89 0.54 0.05 0.05
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