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Abstract
We consider a discrete time biased random walk conditioned to avoid Bernoulli obsta-
cles on Zd (d ≥ 2) up to time N . This model is known to undergo a phase transition: for
a large bias, the walk is ballistic whereas for a small bias, it is sub-ballistic. We prove that
in the sub-ballistic phase, the random walk is contained in a ball of radius O(N1/(d+2)),
which is the same scale as for the unbiased case. As an intermediate step, we also prove
large deviation principles for the endpoint distribution for the unbiased random walk at
scales between N1/(d+2) and o(Nd/(d+2)). These results improve and complement earlier
work by Sznitman [Ann. Sci. E´cole Norm. Sup. (4), 28(3):345–370, 371–390, 1995].
MSC 2000. Primary: 60K37; Secondary: 60K35.
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1 Introduction
1.1 Model and main results
Let (S := (Sn)n≥0,P) be a simple symmetric random walk on Zd starting at the origin and
denote the corresponding expectation by E. When we start the random walk from x ∈ Zd\{0},
we indicate the starting point by subscript as Px or Ex. We place an obstacle at each site
x ∈ Zd independently with probability 1−p for some p ∈ (0, 1) and write O for the set of sites
occupied by the obstacles. Probability and expectation for the random obstacles configuration
will be denoted by P and E, respectively. For a random variable X and an event A, we write
E[X : A] for E[X · 1A], and this convention applies to other probability measures. We are
interested in the behavior of the random walk with bias h ∈ Rd conditioned to avoid O for a
long time, that is, the hitting time τO of O is large.
Definition 1.1. The annealed law with bias h ∈ Rd is defined by
µhN ((S,O) ∈ ·) =
E⊗E[e〈h,SN 〉 : τO > N, (S,O) ∈ ·]
E⊗E[e〈h,SN 〉 : τO > N] . (1.1)
When h = 0, we omit the superscript and write µ0N = µN for simplicity.
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Remark 1.2. In the definition of µhN , we can perform the E-expectation conditionally on the
random walk to get the expression
µhN (S ∈ ·) =
E
[
exp
{
〈h, SN 〉 − |S[0,N ]| log 1p
}
: S ∈ ·
]
E
[
exp
{
〈h, SN 〉 − |S[0,N ]| log 1p
}] , (1.2)
where S[0,N ] = {S0, S1, . . . , SN} is the range of the random walk. This can be viewed as a
model of self-attractive polymer with an external force h.
In the case h = 0, the leading order asymptotics of the partition function was determined
by Donsker–Varadhan [7] as follows:
P⊗P(τO > N) = exp
{
−c(d, p)N dd+2 + o(N dd+2 )
}
with
c(d, p) = inf
U⊂Rd
{
λU + vol(U) log
1
p
} (1.3)
as N →∞, where λU denotes the smallest eigenvalue of the continuum Laplacian − 12d∆ with
the Dirichlet boundary condition outside U ⊂ Rd. Here and in what follows, we use boldface
to denote subsets of Rd and the eigenvalues of continuum Laplacian. For instance, we write
B(x; r) ⊂ Rd for the Euclidean ball with center x and radius r and B(x; r) := B(x; r) ∩ Zd.
By the classical Faber–Krahn inequality, the above infimum is achieved by U = B(0; %1) for
some %1 = %1(d, p) (but in fact the center is arbitrary). This indicates that the best strategy
to achieve {τO > N} is for the random walk to spend most of the time in a vacant (i.e., free
of obstacles) ball of radius
%N = %1N
1/(d+2). (1.4)
Subsequently, more refined picture under µN has been proved in [26, 3, 24, 5, 2]: there exists
a random center
xN (O) ∈ B(0; %N ) (1.5)
such that for any  > 0,
lim
N→∞
µN
(
B(xN ; (1− )%N ) ⊂ S[0,N ] ⊂ B(xN ; (1 + )%N )
)
= 1. (1.6)
Note that the left inclusion in particular implies that the ball B(xN ; (1− )%N ) is vacant.
The model with non-zero bias first appeared in the physics literature [12] where a phase
transition of the asymptotic velocity was discussed. A rigorous proof of this ballisticity tran-
sition was given in [28, 29], as a consequence of a large deviation principle for µN (SN/N ∈ ·).
We shall provide a more detailed overview on related works in Section 1.2.
In this paper, we study the sub-ballistic phase of µhN in detail. In order to state the results,
we need to introduce the so-called Lyapunov exponent (or norm) which measures the cost for
the random walk to make a long crossing among the obstacles. For x = (x1, . . . , xd) ∈ Rd, we
write [x] := (bx1c, . . . , bxdc) ∈ Zd.
Definition 1.3. The annealed Lyapunov exponent β : Rd → [0,∞) is defined by
β(x) = − lim
n→∞
1
n
logP⊗P(τO > τ[nx]), (1.7)
and its dual norm β∗ is defined by
β∗(h) = sup{〈h, x〉 : β(x) = 1}. (1.8)
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The set of critical points hc ∈ Rd for the aforementioned ballisticity transition are charac-
terized by this dual norm as β∗(hc) = 1. The existence of the limit in (1.7) follows from the
subadditive ergodic theorem. It can be further shown that
lim
|x|→∞
1
|x| |β(x) + logP⊗P(τO > τx)| = 0. (1.9)
See [31, Theorem 3.4 on p.244] for the corresponding result in the continuum setting.
Now we are ready to state the first main result of this paper, that is the large deviation
principle under the annealed law without bias in the scale between %N and o(%
d
N ). For scales
between %dN to N , the large deviation principle is proved in [28, 29]. We write B(y; r) ⊂ Zd
for the Euclidean ball centered at y ∈ Rd and radius r > 0, and distβ for the distance with
respect to the Lyapunov norm β(·).
Theorem 1.4. Let d ≥ 2.
1. Let ϕ(N) be such that %N  ϕ(N) %dN . Then for any x ∈ Rd,
µN (SN = [ϕ(N)x]) = exp{−β(x)ϕ(N)(1 + o(1))}, (1.10)
as N →∞.
2. For any x ∈ Rd,
µN (SN = [%Nx]) = exp{−distβ(x,B(0; 2))%N (1 + o(1))}, (1.11)
as N →∞.
The form of the rate functions reflects the following facts. First, we can let the random
walk reach any point y ∈ B(0; 2%N ) with a negligible cost by shifting the center xN of the
vacant ball in (1.6) so that B(xN ; %N ) contains 0 and y. This is why the rate function is zero
inside B(0; 2) in (1.11). Next, when [ϕ(N)x] 6∈ B(0; 2%N ), it turns out that the best strategy
is still to have a vacant ball of radius almost %N . Thus the cost for the random walk to reach
[ϕ(N)x] comes solely from the crossing from B(0; 2%N ) to [ϕ(N)x], and it is measured by the
Lyapunov norm β. This explains the form of rate function in (1.11). In (1.10), the size of
B(0; 2%N ) is negligible compared with ϕ(N) and hence it does not affect the asymptotics.
The second main result in this paper is a detailed description of the behavior of the
random walk under µhN with a sub-critical drift. As µ
h
N is obtained by tilting µN by e
〈h,SN 〉,
the competition between the gain 〈h, SN 〉 and the cost for the displacement in Theorem 1.4
determines the behavior of SN . The following theorem describes not only the endpoint but
also the whole path behavior.
Theorem 1.5. Let d ≥ 2. Suppose β∗(h) < 1. Then for any  > 0,
lim
N→∞
µhN
(
B(%Neh; (1− )%N ) ⊂ S[0,N ] ⊂ B(%Neh; (1 + )%N )
)
= 1, (1.12)
where eh := h/|h|. Furthermore,
lim
N→∞
1
%N
SN = 2eh in µ
h
N -probability, (1.13)
Remark 1.6. With a little more effort, we can replace  in the above theorem by %−cN for
a small c > 0. However, since our argument does not seem to give a good control on c, we
decided not to present the proof of this refinement.
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Remark 1.7. Our argument for Theorem 1.5 provides a proof of (1.12) in the case h = 0 as
well. See Remarks 7.3 and 8.2. In this case, it can be regarded as a combination of the ideas
from [27, 24] and from [3].
The first assertion (1.12) says that the result (1.6) remains true under µhN if β
∗(h) < 1
but the center xN of the ball becomes %Neh. The second assertion (1.13) is natural since this
strategy maximizes the weight e〈h,SN 〉 in (1.1) under the constraint in (1.12).
1.2 Related works
We give a brief overview on the earlier works related to our results. The problem of diffusing
particle among the traps has been discussed in the continuum and discrete settings in parallel
and most of the results hold in both cases without change. For this reason, we often refrain
from indicating in which setting the results are proved.
This type of model with non-zero bias first appeared in the physics literature [12] where
a ballisticity transition was discussed. On the mathematical side, the first result seems to
be [8] where a phase transition for the free energy of µhN is proved. In particular, it is proved
that when d ≥ 2 and the bias is small, the partition function of µhN has the same asymptotics
as (1.3). Then in 1990s, Sznitman studied this model and its quenched counterpart in a series
of works. We summarize some of the results related to this paper. In [28, 29], the annealed
Lyapunov exponent with an additional parameter λ ≥ 0 was defined as follows:
βλ(x) = − lim
n→∞
1
n
logE⊗E
[
e−λτ[nx] : τO > τ[nx]
]
. (1.14)
Then, improving upon earlier results in [26], it is proved for %dN ≤ ϕ(N) ≤ N that the law of
SN/ϕ(N) under µN satisfies a large deviation principle at rate ϕ(N) with rate function
J(x) = sup{βλ(x)− λ : λ ≥ 0} if ϕ(N) = N ([28, (0.2), (0.3)]),
β(x) if %dN  ϕ(N) N ([28, (0.4)]),
β(x) if ϕ(N) = %dN and d ≥ 2 ([29, (0.4)]).
We discuss the case d = 1 and ϕ(N) = %dN later.
By a standard tilting argument (see [9, Theorem II.7.2], for example), the above large
deviation principle can be transferred to those for µhN (SN/ϕ(N) ∈ ·) at the same rate with
rate function
Jh(x) = J(x)− 〈h, x〉 − infy∈Rd{J(y)− 〈h, y〉} if ϕ(N) = N ([29, Theorem 2.1]),
β(x)− 〈h, x〉 if β∗(h) < 1 and %dN  ϕ(N) N,
β(x)− 〈h, x〉 if β∗(h) < 1, d ≥ 2 and ϕ(N) = %dN
([29, Theorem 2.2]).
The first one in particular implies the phase transition of the velocity at β∗(h) = 1 (see [31,
Corollary 4.10 on p.262] for the precise statement). The third one implies that in the subcritical
phase, the endpoint of the walk is of distance o(%dN ) from the origin. This also extends the
result of [8] to the whole subcritical phase. See also [10, 11] for the results in the discrete
setting. Later Ioffe and Velenik studied the ballistic phase in more detail. An interested
reader is referred to [13]. Among other things, it is proved in [15] that the walk is ballistic
at criticality. Thus what has been left open is the precise scaling limit under the subcritical
drift. Theorem 1.5 fills this missing piece and completes the picture.
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Let us also mention that more is known in dimension one. The ballisticity transition follows
from the results in [28]. The results corresponding to Theorems 1.4 and 1.5 are proved in [22]
and [23], respectively, but with some notable differences. First, unlike in our Theorem 1.4,
the rate function in [23] in the scale %N has a vanishing gradient at |x| = 2. The reason for
this singularity in d = 1 is that the costs for τO > N and SN = [%Nx] cannot be separated. In
order for the random walk to reach [%Nx], the interval [0, [%Nx]] must be free of obstacles and
that certainly helps to have τO > N . When d ≥ 2, the size of the vacant ball is essentially
determined by the leading term in (1.3) which is much larger than %N , and hence we can
separate the cost for SN = [%Nx] as we explained after Theorem 1.4. Second, in [22], the path
behavior is studied not only on the macroscopic scale %N but also on the microscopic scale
O(1). On the latter scale, the result roughly says that the walk behaves as if it is conditioned
to stay away from a wall with a random position, which lies at the first obstacle to the left
of the origin. Though the macroscopic scaling result was later extended to the so-called “soft
obstacles” in [25], the microscopic scaling problem remains open in that case. Finally around
the critical bias, the asymptotic speed is proved to be continuous in the hard obstacles case
in [14, Theorem 5.1], whereas [18, Corollary 1.1] implies that it is discontinuous in the case
of soft obstacles. Later in [16], it is proved that the walk with the critical bias among hard
obstacles scales like N1/2.
Remark 1.8. The behavior on the microscopic scale in higher dimensions is a very interesting
open problem. The difficulty in the soft obstacles and higher dimensional cases is that, unlike
in the case of one-dimensional hard obstacles, a single obstacle cannot play the role of a wall.
One needs to understand the geometry of the obstacles configuration around the starting point
of the random walk under the effect of the conditioning on the long time survival.
2 Outline of proofs
In this section, we explain the outline of the proofs and the organization of the rest of this
paper. The main conceptual difficulty is that we are studying events whose probability decay
much slower than the partition functions. This is particularly easy to see in Theorem 1.4:
from (1.3), we know the asymptotics of the partition function
P⊗P(τO > N) = exp
{
−c(d, p)N dd+2 + o
(
N
d
d+2
)}
, (2.1)
but the error term is much larger than the leading terms in Theorem 1.4. Since we have little
further information about the error term, it is difficult to prove Theorem 1.4 by computing
the asymptotics of P ⊗ P(τO > N,SN = x) explicitly. Instead, we will use comparison
arguments to say something about the path measure, comparing different strategies to achieve
{τO > N,SN = x}. Roughly speaking, it turns out that when |x| = o(%dN ), one of the best
strategies for the random walk, which gives the dominant contribution, is to stay in a vacant
ball of radius almost %N for a long time and then go to x during the small time interval near
the end. As a result, the costs for surviving for a long time and reaching x without hitting the
obstacles in P ⊗ P(τO > N,SN = x) can be separated. The former cost counterbalance the
partition function and the latter cost gives the rate function in Theorem 1.4. For a technical
reason, to be explained in Remark 5.12, we will work under a slightly different conditioning:
Let τNx be the first hitting time of x after time N and define
µN,x(·) = P⊗P(· | τO > τNx ). (2.2)
Now let us describe in more detail how the rest of the paper is organized.
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In Section 4, we show the lower bound in Theorem 1.4. In particular, it implies a lower
bound on the partition function of µN,x since {SN = x, τO > N} ⊂ {τO > τNx }. The proof
is based on the construction of a specific strategy to achieve SN = x and τO > N . We first
use (1.6) to find a vacant (i.e., free of obstacles) ball “shifted toward x” and let the random
walk stay there most of the time. Then in the final O(distβ(x,B(0; 2%N ))) time, we let the
random walk go to x. The first part has a probability comparable to P ⊗ P(τO > N), while
the probability of the second part decays exponentially in distβ(x, 2%N ). We use the FKG
inequality to separate these two parts.
In Section 5, we show that under µN,x with |x| = o(%dN ), there exists a vacant ball of
radius almost %N , just as in (1.6). We also show that it is hard for the random walk to survive
outside the vacant ball. For the proofs, we will first use a coarse graining scheme from [6]
(or alternatively the method of enlargement of obstacles in [30]) to show that there exists an
almost vacant ball. Then we use a density dichotomy lemma from [5] to conclude that the
ball is completely vacant.
In Section 6, we show that the random walk under µN,x with |x| = o(%dN ) will spend only
little time outside the vacant ball. More precisely, we first prove that the time spent before
reaching and after leaving the vacant ball cannot be too long. Second, we prove that the
random walk path between the first and last visit to the vacant ball is confined in a slightly
larger and concentric ball. The proofs rely on the results in Section 5 and a path switching
argument in the same spirit as in [5].
In Section 7, we essentially show that the cost for τO > τ
N
x can be separated into three
parts: (i) crossings from the origin to the vacant ball, (ii) staying near the vacant ball, and
(iii) crossing from the vacant ball to x. Due to the confinement proved in Section 6, part (ii)
is independent from other parts and has probability comparable to P ⊗P(τO > N). If parts
(i) and (iii) are nearly independent, then the costs are measured by the distances from the
origin and x to the vacant ball with respect to the Lyapunov norm, respectively. As it is not
easy to control the dependence between (i) and (iii), we will modify them in the proof. See
Proposition 7.1 for the precise formulation. Adapting the same argument, we also prove that
when |x| is close to 2%N , then the whole random walk path is confined in a small neighborhood
of the vacant ball under µN,x.
In Section 8, we prove the upper bound in Theorem 1.4. This follows almost directly from
the first result in Section 7 since {SN = x, τO > N} ⊂ {τO > τNx }.
In Section 9, we prove Theorem 1.5. The law of large numbers (1.13) can be deduced from
Theorem 1.4 and large deviation results in [28, 29] via a standard tilting argument, but we
will present a more direct argument. In order to prove the confinement (1.12), we use (1.13)
to relate µhN to the random walk law conditioned to avoid obstacles up to time N and end
around 2%Neh. By using the results in Section 6, this latter law can further be related to µN,x
with x close to 2%Neh, for which the confinement is proved in Section 7.
3 Notation and preliminaries
We will prove various intermediate propositions with error terms depending on |x|. To simplify
the notation, we define
δN,x = %
−1/5
N ∨ (|x|/%dN ), (3.1)
which goes to zero polynomially fast in N when |x| ≤ %d−ξN for some ξ > 0. The exponent
−1/5 is rather arbitrary and has no significance.
We use c and c′ to denote a positive constant whose value may change from line to line.
When we need to keep the value of a constant within a proof, we use the upper case letters
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C, C1 and C2. We write cX.Y for a constant defined in Theorem/Proposition/Lemma X.Y , if
it is referred to in other places.
Next, we collect some notation and estimates for the simple symmetric random walk on
Zd. For U ⊂ Zd, we denote by λU the smallest Dirichlet eigenvalue of the discrete Laplacian
− 12d∆. Then, we have the following tail estimate for the exit time τUc from U :
Px(τUc > n) ≤ |U |1/2(1− λU )n
≤ |U |1/2 exp{−nλU}.
(3.2)
See [17, (2.21)] for the continuous time analogue. A similar bound with |U |1/2 replaced by
c(1 + nλU )
d/2 also holds, see [31, (1.9) in Section 3]. Combining this with a Faber–Krahn
type inequality λU ≥ c|U |−2/d for the eigenvalue of Laplacian on Zd [19, Remark 3.2.6 and
Theorem 3.2.7], we can deduce that
Px(τUc > n) ≤ c exp
{
−cn|U |−2/d
}
. (3.3)
For U ⊂ Zd, n ≥ 0 and x, y ∈ U , we write pUn (x, y) for the transition probability of the
random walk killed upon exiting from U . Whenever we use this notation, we tacitly assume
that |y|1 has the same parity as n+ |x|1.
Lemma 3.1. There exists c > 0 such that for any R ≥ 2, n ≥ R2/2 and x, y ∈ B(0;R),
pB(0;R)n (x, y) ≥
c
Rd
dR(x)dR(y) exp
{
− n
cR2
}
, (3.4)
where dR(z) = R
−1dist`1(z, ∂B(0;R)). If x = y ∈ B(0;R), the same bound holds for all n ≥ 0.
Proof. When n ∈ [R2/2, R2], this is a consequence of [21, Proposition 6.9.4]. For n ≥ R2, we
use the Chapman–Kolmogorov identity to obtain
pB(0;R)n (x, y) ≥
∑
z∈B(0;R/2)
p
B(0;R)
R2/2
(x, z)p
B(0;R)
n−R2/2(z, y). (3.5)
The second factor is bounded from below by cdR(y)R
−d exp{−c−1nR−2}, uniformly in z ∈
B(0;R/2), by the second part of [21, Proposition 6.9.4] and [21, Corollaries 6.9.5 and 6.9.6].
Then, we use the result for n = R2/2 to obtain∑
z∈B(0;R/2)
pB(0;R)(x, z) ≥ cdR(x). (3.6)
Combining the above two estimates, we obtain (3.4).
Next, let x = y ∈ B(0;R), which forces n ∈ 2N. For n ∈ {0, 2}, the left-hand side
of (3.4) is larger than (2d)−2. For n ∈ [4, R2/2], we can find a ball B(z;√n) such that
dist`1(x, ∂B(z;
√
n)) = dist`1(x, ∂B(0;R)). Applying the first part of [21, Proposition 6.9.4]
to this ball, we obtain (3.4) in this case.
4 Proof of the lower bound in Theorem 1.4
We first show a lower bound on the survival probability with a fixed endpoint, which in
particular implies the lower bounds in Theorem 1.4.
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Figure 1: The strategy to achieve the large deviation lower bound in Proposition 4.1. Since
limN→∞N/n = 1 for n defined in (4.3), the large ball has radius almost %N .
Proposition 4.1. There exists c4.1 > 0 such that when  > 0 is small depending on d and p
and |x| ≤ %dN ,
P⊗P(τO > N,SN = x) ≥ exp{−distβ(x,B(0; 2%N ))− c4.1(|x| ∨ %N )}P⊗P(τO > N) (4.1)
for all sufficiently large N . Furthermore, under the same condition,
P⊗P(τO > τNx ) ≥ exp{−c(d, p)N dd+2 − distβ(x,B(0; 2%N ))− c4.1δN,xN dd+2} (4.2)
for all sufficiently large N , where c(d, p) and δN,x are defined in (2.1) and (3.1), respectively.
Proof. We start by introducing several objects used in this proof. Let us first assume |x| ≥ 2%N
and let y ∈ B(0; (2− 4)%N ) be such that β(x − y) = distβ(x,B(0; (2− 4)%N )). Then for
M > 0 to be chosen later in (4.11) depending only on d and p, define
n = N −M |x− y| − %2N ≥ N − 2M%dN . (4.3)
Roughly speaking, we consider the following strategy: There is a ball of radius %n centered
around 12y which is free of obst cles, and we let the random w lk (i) stay inside that ball up
to time n, (ii) get close to y in the ext %2N steps, (iii) g to x in the remaining M |x− y| steps
(See Figure 1). The cost up to (ii) is comparable to P⊗P(τO > N) while the cost for (iii) is
measured by exp{−β(x− y)}. The following argument makes this outline rigorous.
It is proved in [5] that for xn in (1.6) and any  > 0,
P⊗P(O ∩B(xn; (1− )%n) = ∅ | τO > n)→ 1 (4.4)
as n → ∞. Moreover, we know from [27, 24] that the distribution of %−1n xn converges to
φ1(x)dx, where φ1 is the L
1-normalized principal eigenfunction of the Dirichlet Laplacian in
B(0; 1) ⊂ Rd. Since φ1 is positive and continuous inside B(0; 1), there exists c() > 0 such
that
P⊗P(xn ∈ B(12y; %n) ∣∣ τO > n) ≥ c() (4.5)
for all n ≥ 1. Recall also that [5, Lemma 4.5] shows
P⊗P(Sn ∈ B(xn; (1− 4)%n) | τO > n)→ 1 (4.6)
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as n→∞ and → 0. Summarizing the above considerations, when  > 0 is sufficiently small,
we have
P⊗P(Sn ∈ B(12y; (1− 3)%n),O ∩B(12y; (1− 2)%n) = ∅, τO > n)
≥ c()
2
P⊗P(τO > n)
(4.7)
for all sufficiently large n. On the event on the left-hand side, we further let the random walk
go to y inside B
(
1
2y; (1− 2)%n
)
during the time interval [n, n+ %2N ]. Then using the Markov
property at time n and the random walk estimate (3.4), we obtain
P⊗P
(
Sn+%2N
= y, τO > n+ %
2
N
)
≥ c()
%dn
P⊗P(τO > n) (4.8)
for all sufficiently large n.
Next we let the random walk go from y to x during the time interval [n+ %2N , N ] without
hitting the obstacles. By imposing an extra condition O ∩ B(x;R) = ∅ for R = |x − y|1/2d,
the probability of this last piece is bounded from below by
P⊗Py
(
SM |x−y| = x, τO > M |x− y|
)
≥ E⊗Ey
[
p
B(x;R)
M |x−y|−τx(x, x) : O ∩B(x;R) = ∅, τx < τO ∧M |x− y|
]
≥ p|B(x;R)| min
k∈2Z:0≤k≤M |x−y|
p
B(x;R)
k (x, x)P⊗Py(τx < τO ∧M |x− y|),
(4.9)
where we have applied the FKG inequality to 1{O∩B(x;R)=∅} and Py(τx < τO ∧M |x − y|),
which are decreasing functions in the obstacle field. Due to the random walk estimate (3.4),
the above p
B(x;R)
k (x, x) is bounded from below by cR
−d exp{−c−1M |x−y|/R2}. Since we have
chosen R = |x− y|1/2d, it follows that
p|B(x;R)| min
k∈2Z:k≤M |x−y|
p
B(x;R)
k (x, x) ≥ exp{−cM |x− y|1−1/d}. (4.10)
To bound the third factor in the third line of (4.9), we use a result in [18, Theorem 1.1] which
says that E⊗E[τz | τO > τz] ≤ C|z|. From this and the Markov inequality, it follows that
P⊗Py(τx < τO ∧M |x− y|) ≥ 1
2
P⊗Py(τO > τx)
≥ exp{−(1 + )β(x− y)}
(4.11)
when  is small and M,N are large, where in the second inequality we have used (1.9) and
that |x− y| ≥ c%N for |x| ≥ 2%N .
Finally, since P(Sn+%2N
= y, τO > n) and Py(SN = x, τO > M |x− y|) are both decreasing
in O, we can use the FKG inequality to deduce from (4.8)–(4.11) that
P⊗P(SN = x, τO > N)
≥ E
[
P(Sn+%2N
= y, τO > n+ %
2
N )Py(SM |x−y| = x, τO > M |x− y|)
]
≥ exp{−(1 + )β(x− y)− c(|x| ∨ %N )}P⊗P(τO > n)
(4.12)
for all sufficiently large N . Since β(x− y) ≤ c|x|, this concludes the proof of (4.1) in the case
|x| ≥ 2%N .
Let us turn to the case |x| < 2%N . If we assume a slightly stronger condition |x| ≤
(2− 4)%N , then we have y = x and n = N − %2N and hence (4.8) gives us the desired bound.
9
If (2 − 4)%N ≤ |x| ≤ 2%N , then we set y as before and let n = N − |y − x|1. We follow the
same argument up to (4.8). Then instead of (4.11), we fix a path pi(y, x) connecting y and x
with |y − x|1 steps and use
P⊗Py
(
S|y−x|1 = x,O ∩ pi(y, x) = ∅
)
=
( p
2d
)|y−x|1
≥ exp{−c%N}.
(4.13)
Then following the same argument as above, we obtain (4.1) in this case.
The second assertion (4.2) follows from (4.1) and the bound
P⊗P(τO > N) ≥ exp
{
−c(d, p)N dd+2 − cN d−1d+2
}
(4.14)
proved in [3, Proposition 2.1] by making c4.1 larger.
As a consequence of Proposition 4.1, we have a crude upper bound on τNx , the first hitting
time of x after N :
Corollary 4.2. There exists c4.2 > 0 such that when  > 0 is small depending on d and p and
|x| ≤ %dN ,
µN,x
(
τNx > 2N
) ≤ exp{−c4.2N dd+2} (4.15)
for all sufficiently large N .
Proof. By (1.3),
P⊗P(τO > τNx > 2N) ≤ P⊗P(τO > 2N)
≤ exp
{
−(c(d, p) + o(1))(2N) dd+2
}
,
(4.16)
as N →∞. Comparing this with (4.2), we get (4.15).
Remark 4.3. Due to Corollary 4.2, we may effectively discard the event {τNx > 2N} from
our consideration. Thus in what follows, we will tacitly assume τNx ≤ 2N . Since we are
considering the discrete time random walk, this in particular implies that all the points of Zd
appearing hereafter can be assumed to be in B(0; 2N). In particular, we will replace the set
of obstacles O by O ∪B(0; 2N)c.
5 Existence of a vacant ball
The main result in this section is the existence of a ball of radius almost %N which is free of
obstacles under the measure µN,x with |x| = o(%dN ).
Proposition 5.1. There exist xN (O) ∈ B(0; %N ) and c5.1 > 0 such that when  > 0 is small
depending on d and p and |x| ≤ %dN , the µN,x-probability of the events{
O ∩B
(
xN ; (1− δc5.1N,x)%N
)
= ∅
}
(5.1)
and {
B
(
xN ; (1− δc5.1N,x)%N
)
⊂ S[0,τNx ]
}
(5.2)
are greater than 1−exp{−(logN)2} for all sufficiently large N , where δN,x is defined in (3.1).
10
We deduce Proposition 5.1 from the following two lemmas. The first one asserts that there
is a ball of radius %N which is almost free of obstacles; the second one asserts that every
obstacle is well surrounded by others.
Lemma 5.2. There exists c5.2 > 0 and xN (O) ∈ B(0; %N ) such that when  > 0 is small
depending on d and p and |x| ≤ %dN ,
µN,x
(
|O ∩B(xN ; %N )| ≥ δc5.2N,xN
d
d+2
)
≤ exp
{
−c5.2δN,xN
d
d+2
}
(5.3)
for all sufficiently large N .
Lemma 5.3. For each v ∈ Zd, l > 0 and δ > 0, let
Eδl (v) =
{
v ∈ O and |O ∩B(v; l)||B(v; l)| < δ
}
. (5.4)
Then there exists c5.3 > 0 such that for sufficiently large N ,
µN,x
 ⋃
v∈B(0;2N)
⋃
(logN)3≤l≤%N
Ec5.3l (v)
 ≤ exp{−c5.3(logN)3}. (5.5)
Proof of Proposition 5.1. If there is an obstacle deep inside the ball B(xN ; %N ) found in
Lemma 5.2, then there are in fact many obstacles by Lemma 5.3, which contradicts (5.3). The
other part (5.2) can also be deduced from these lemmas in the same way as [5, Lemma 3.2].
In the proof of (1.12), we need to know that it is hard for the random walk to stay outside
the vacant ball. The next lemma gives us such an estimate. For technical reasons, we will
consider a slightly smaller ball
B−(z) = B
(
z; (1− 2δc5.1N,x)%N
)
,
B− = B−(xN ).
(5.6)
Recall from Remark 4.3 that we enlarged the obstacles to O ∪B(0; 2N)c.
Lemma 5.4. There exists c5.4 > 0 such that when  > 0 is small depending on d and p and
|x| ≤ %dN , for t ≥ δc5.4N,x(logN)2%2N , µN,x-probability of the event (which depends only on O){
sup
y∈B(0;2N)
Py
(
S[0,t] ∩
(
O ∪B−) = ∅) ≤ exp{−δ−c5.4N,x %−2N t}
}
(5.7)
is greater than 1− exp{−(logN)2} for all sufficiently large N .
The proofs of Lemmas 5.2 and 5.4 are given in Section 5.1. In Appendix A, we shall also
provide alternative proofs by adapting the arguments in [24], which are based on the so-called
method of enlargement of obstacles in [30].
Lemma 5.3 is an analogue of [5, Lemma 2.1]. We will provide an outline of the argument
in Section 5.2.
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5.1 Proofs of Lemmas 5.2 and 5.4
We prove Lemmas 5.2 and 5.4 using some concepts and results from the recent paper [6],
which proves a quenched localization result for the random walk conditioned to avoid O. Let
us explain the outline of the proof before delving into the details. Recall that we denote by
λU the smallest Dirichlet eigenvalue of the discrete Laplacian − 12d∆ in U , which is different
from the notation in [6].
For ι, ρ > 0, we introduce a set E(ι, ρ) ⊂ B(0; 2N) in Definition 5.5 which is a collection
of large (but o(%N )) boxes where the density of obstacles is low. We will show that E(ι, ρ) is
close to a ball with radius %N in symmetric difference. Then it follows that the ball is almost
free of obstacles. The purpose of this coarse graining is two-fold: it identifies the regions that
actually contribute to the vacant ball (note that the number of open sites in B(0; 2N) is of
order Nd  %dN ); and it reduces the entropy of the set of obstacle configurations and allows
estimates of the form P(|E(ι, ρ)| = V ) = (1− p)V (1+o(1)), as if there is only one configuration
of E(ι, ρ) with given volume V .
If we could show that E(ι, ρ) correctly identifies where the random walk is localized in the
sense that, the Dirichlet eigenvalue does not change much if we restrict the walk to E(ι, ρ),
namely,
λB(0;2N)\O ∼ λE(ι,ρ), (5.8)
then we could (formally) write
P⊗P(τO > τNx ) . E[exp{−NλB(0;2N)\O}]
.
(4N+1)d∑
V=1
E
[
exp
{−NλE(ι,ρ)} : |E(ι, ρ)| = V ]
≈ sup
U⊂Zd
exp
{
−NλU − |U | log 11−p
}
.
(5.9)
The last approximation is justified by the fact that V can only take O(Nd) many values,
which is of lower order than the exponential asymptotics. We can then apply a quantitative
Faber-Krahn inequality to show that the dominant contribution comes from configurations of
E that are close to a ball with radius %N .
Unfortunately, it is not easy to prove (5.8) directly. Instead, we make a detour by com-
paring E(ι, ρ) with a low level set Ωη of the principal eigenfunction in B(0; 2N) \ O (see
Definition 5.7). It is relatively easy to prove that λΩη well approximates λB(0;2N)\O when η is
small, and it is also relatively easy to prove that the eigenfunction is small on E(ι, ρ), and as
a consequence E(ι, ρ) almost contains Ωη. See Lemma 5.9 for the precise formulation. That
lemma essentially allows us to carry out the argument around (5.9) with E(ι, ρ) replaced by
Ωη.
Now let us turn to the formal proof.
Definition 5.5 (Definition 5.1 in [6]). For ι, ρ > 0, a box of the form
Kbι%N c(x) = x+ [−bι%Nc, bι%Nc)d for x ∈ (2bι%Nc+ 1)Zd (5.10)
is said to be (ι%N , ρ)-empty if
|O ∩Kbι%N c(x)| ≤ ρ|Kbι%N c(x)|. (5.11)
Let E(ι, ρ) denote the intersection between B(0; 2N) and the union of (ι%N , ρ)-empty boxes.
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We will choose ρ > 0 small so that (ι%N , ρ)-empty boxes are rare. As a consequence, we
have a rather good control on the volume of E(ι, ρ).
Lemma 5.6. For any ι, ρ ∈ (0, 1) and V > 0,
P(|E(ι, ρ)| = V ) ≤ exp
{
−V
(
log 1p + 2ρ log ρ−
log(3N)
b2ι%Ncd
)}
. (5.12)
Proof. This can be proved in the same way as [6, Lemma 5.2].
Definition 5.7 (Definition 5.3 in [6]). Let f be the eigenfunction corresponding to λB(0;2N)\O
such that ‖f‖1 = 1. We extend f to Zd by letting f(v) = 0 for v ∈ B(0; 2N)c ∪O and define
Ωη = {v ∈ Zd : f(v) ≥ η|E(ι, ρ)|−1},
where we will fix the parameters
η = 2δN,x, ρ = η
2, ι = η5/2. (5.13)
Our η plays the role of  in [6]. Noting that δN,x ∈ [%−1/5N , ] by (3.1) and the assumptions
of Lemmas 5.2 and 5.4, we have ∣∣∣∣2ρ log ρ− log(3N)b2ι%Ncd
∣∣∣∣ ≤ cη (5.14)
in (5.12) for all sufficiently large N when  is small.
As mentioned before, we are going to prove that Ωη largely coincides with E(ι, ρ). We
start with an a priori bound on the eigenvalue λB(0;2N)\O under µN,x with |x| ≤ %dN , which is
a consequence of Proposition 4.1.
Corollary 5.8. There exists constant c5.8 > 0 such that for all |x| ≤ %dN ,
µN,x(λB(0;2N)\O ≥ c5.8%−2N ) ≤ exp
{
−c−15.8N
d
d+2
}
. (5.15)
Proof. It follows from (3.2) that
P⊗P(λB(0;2N)\O ≥ C%−2N , τO > τNx )
≤ E
[
cNd/2(1− λB(0;2N)\O)N : λB(0;2N)\O ≥ C%−2N
]
≤ cNd/2 exp
{
−C%−21 N
d
d+2
}
.
(5.16)
Comparing this with (4.2) and choosing C > 0 sufficiently large, we obtain the desired result.
In what follows, we often assume the condition
λB(0;2N)\O ≤ c5.8%−2N (5.17)
appearing in Corollary 5.8.
Lemma 5.9 (Lemmas 5.6 and 5.7 in [6]). Assume (5.17). Then there exists c5.9 > 0 such
that
|Ωη2 \ E(ι, ρ)| ≤ c5.9η|E(ι, ρ)|, (5.18)
λΩη ≤ λB(0;2N)\O(1 + c5.9η). (5.19)
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Proof. This can be proved in the same way as [6, Lemmas 5.6 and 5.7].
Lemmas 5.6 and 5.9 provide controls on the volume and eigenvalue of Ωη since Ωη ⊂ Ωη2 .
The reason for considering Ωη2 will be explained shortly. We will show that Ωη is approximately
a ball of radius %N by applying the quantitative Faber–Krahn inequality for the continuum
Laplacian eigenvalue in [4]. In order to apply it in our discrete setting, we need to approximate
Ωη ⊂ Zd by a continuous set in Rd with the volume and eigenvalue controlled. Recall our
convention of using boldface letters to denote a subset of Rd as well as the smallest Dirichlet
eigenvalue of the continuum Laplacian − 12d∆. For the eigenvalue approximation, we use a
classical result about the comparison between discrete and continuum eigenvalues in [20]. To
this end, we need to introduce slightly enlarged sets
Ω+η =
{
v ∈ Zd : min
x∈Ωη
|x− v|∞ < 2
}
, (5.20)
Ω+η =
⋃
v∈Ω+η
(
v + [−12 , 12 ]d
)
. (5.21)
Then [20, (38)] asserts
λΩ+η ≤ λΩη + cλ2Ωη . (5.22)
The passage from Ωη to Ω
+
η is potentially problematic since it can increase the volume
substantially when Ωη has many tiny holes. The following lemma is to solve this problem by
showing that Ω+η is not much larger than a slightly lower level set Ωη2 , for which the volume
bound (5.18) holds.
Lemma 5.10 (Lemma 5.8 in [6]). Assume (5.17). Then there exists c5.10 > 0 such that
|Ω+η \ Ωη2 | ≤ c5.10η|E(ι, ρ)|. (5.23)
Proof. This can be proved in the same way as [6, Lemma 5.8].
Now we are ready to prove Lemmas 5.2 and 5.4.
Proof of Lemma 5.2. In view of Corollary 5.8, we may assume (5.17). The proof is divided
into three steps. The last two steps are similar to the proof of [6, Lemma 5.9] and hence we
omit some technical details.
Step 1: We first prove that |Ω+η | is not much larger than |B(0; %N )|, the volume of the
Euclidean ball B(0; %N ), under µN,x with high probability. To this end, we use (3.2) to obtain
P⊗P(τO > τNx , |E(ι, ρ)| = V )
≤ E
[
CNd/2 exp
{−NλB(0;2N)\O} : |E(ι, ρ)| = V ]. (5.24)
By (5.17), (5.19), (5.22) and the classical Faber–Krahn inequality, when N is sufficiently large,
we have
λB(0;2N)\O ≥ λΩ+η (1− cη)
≥ |Ω+η |−2/dλB(1− cη),
(5.25)
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where B is the ball with unit volume in Rd centered at the origin. Moreover, by Lemmas 5.9
and 5.10 and the fact that |Ω+η | = |Ω+η |, it follows that on {|E(ι, ρ)| = V },
|Ω+η | ≤ |E(ι, ρ)|+ |Ωη2 \ E(ι, ρ)|+ |Ω+η \ Ωη2 |
≤ |V |(1 + cη). (5.26)
Substituting (5.25) and (5.26) into (5.24) and using Lemma 5.6 and (5.14), we find that
P⊗P(τO > τNx , |E(ι, ρ)| = V )
≤ CNd/2 exp
{
−NV −2/dλB(1− cη)
}
P(|E(ι, ρ)| = V )
≤ CNd/2 exp
{
−NV −2/dλB(1− cη) + V (log p+ η)
}
≤ exp
{
−
(
c(d, p)− Cη + c
(
V
|B(0; %N )| − 1
)2)
N
d
d+2
}
,
(5.27)
where we used a second order Taylor expansion for the function V 7→ NV −2/dλB(0;r) +
V log 1p at V = |B(0; %N )|, where it takes its minimal value c(d, p)N
d
d+2 (see the discussion
following (1.3)).
Now if we suppose |Ω+η | ≥ |B(0; %N )| + η1/3%dN and |E(ι, ρ)| = V , then by (5.26) we have
V ≥ |B(0; %N )|+ 12η1/3%dN and hence(
V
|B(0; %N )| − 1
)2
≥ cη2/3. (5.28)
Since the number of possible values of V is bounded by (4N + 1)d and η = 2δN,x, compar-
ing (5.27) with (4.2) shows that
µN,x
(
|Ω+η | ≥ |B(0; %N )|+ η1/3%dN
)
≤
∑
V :(5.28)
P⊗P(τO > τNx , |E(ι, ρ)| = V )
P⊗P(τO > τNx )
≤ (4N + 1)d exp
{
−c(2δN,x)2/3N
d
d+2 + distβ(x,B(0; 2%N )) + δN,xN
d
d+2
}
≤ exp
{
−δN,xN
d
d+2
}
(5.29)
for all sufficiently large N when  > 0 is small. This gives the bound we need on |Ω+η |.
Step 2: Next, we prove that with high probability under µN,x, λΩ+η is not much larger than
λB(0;%N ). As a consequence, we will also see that |Ω+η | is not much smaller than |B(0; %N )|.
If we replace the condition |E(ι, ρ)| = V in (5.24) by λΩ+η ≥ λB(0;%N )(1 + η1/2), then by using
the first line of (5.25), we get
P⊗P
(
τO > τ
N
x ,λΩ+η ≥ λB(0;%N )(1 + η1/2)
)
≤ exp
{
−
(
c(d, p) + 12η
1/2
)
N
d
d+2
}
. (5.30)
Recalling η = 2δN,x and comparing the above with (4.2) again, we conclude that
µN,x
(
λΩ+η ≥ λB(0;%N )(1 + η1/2)
)
≤ exp
{
−δ1/2N,xN
d
d+2
}
(5.31)
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for all sufficiently large N when  > 0 is small. On the complementary event {λΩ+η <
λB(0;%N )(1 + η
1/2)}, the classical Faber–Krahn inequality implies
|Ω+η | ≥ |B(0; %N )|(1− cη1/2), (5.32)
which complements the upper bound in (5.29).
Step 3: We prove that Ω+η is well approximated by a ball of radius almost %N by using the
quantitative Faber–Krahn inequality in [4]. Let us recall that [4, MAIN THEOREM] asserts
inf
{ |B′4Ω|
|B′| : B
′ is any ball with |B′| = |Ω|
}2
≤ c
(
|Ω|2/dλΩ − λB
)
, (5.33)
whereB is the ball with unit volume in Rd centered at the origin (see (5.25)). By (5.29), (5.32)
and (5.31) in the previous steps, we may assume∣∣|Ω+η | − |B(0; %N )|∣∣ ≤ η1/3%dN , (5.34)
λΩ+η ≤ λB(0;%N )(1 + η1/2). (5.35)
In particular, it follows that
|Ω+η |2/dλΩ+η − λB = |Ω+η |2/dλΩ+η − |B(0; %N )|2/dλB(0;%N )
≤ cη1/3.
(5.36)
Substituting this into (5.33), we can find a ball Bη such that |Bη| = |Ω+η | and |Ω+η4Bη| ≤
cη1/6%dN . Setting xN as the center of Bη and using (5.34) again, we find
|B(xN ; %N )4Bη| ≤ cη1/6%dN . (5.37)
Step 4: Finally, we prove that Bη = Bη ∩Zd is almost free of obstacles. To this end, we first
show that
|Bη \ E(ι, ρ)| ≤ |Bη \ Ω+η |+ |Ω+η \ E(ι, ρ)| (5.38)
is small. Recall that (5.29) shows |E(ι, ρ)| ≤ c%dN with µN,x probability greater than 1 −
exp{−δN,xN
d
d+2 }. Under this condition, the second term on the right-hand side is smaller
than cη%dN due to Lemmas 5.9 and 5.10. For the first term, note first that
|Bη \ Ω+η | = |Bη| − |Ω+η |+ |Ω+η \Bη|. (5.39)
Since we know |Bη| = |Ω+η |, |Ω+η | = |Ω+η | and |Bη| ≤ |Bη|+ c%d−1N , we only need to prove that
|Ω+η \Bη| is small. Since Ω+η is a union of cubes {y+[−12 , 12 ]d : y ∈ Ω+η } and |(y+[−12 , 12 ]d)\Bη| ≥
1
2 for any y ∈ Ω+η \Bη, it follows that
|Ω+η \Bη| =
∑
y∈Ω+η \Bη
|y + [−12 , 12 ]d|
≤ 2
∑
y∈Ω+η
|(y + [−12 , 12 ]d) \Bη|
≤ 2|Ω+η \Bη|.
(5.40)
This last line is shown to be bounded by cη1/6%dN in Step 3. Therefore we conclude that (5.38)
is bounded by cη1/6%dN . Recalling (5.37) and Definition 5.5, one can easily check that this
implies (5.3).
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In fact, (5.29) in Step 1 shows that |E(ι, ρ)| is close to |B(0; %N )| and hence by arguing as
in (5.39), we find the following:
Corollary 5.11. Under the same assumption as in Lemma 5.2, there exists c5.11 > 0 such
that for ι, ρ as in (5.13),
µN,x
(
|E(ι, ρ)4B(xN ; %N )| ≥ δc5.11N,x N
d
d+2
)
≤ exp
{
−c5.11δN,xN
d
d+2
}
(5.41)
for all sufficiently large N .
Proof of Lemma 5.4. We only sketch the argument since the proof is almost identical to [6,
Lemma 6.1]. Thanks to Corollary 5.11, it suffices to prove that (5.7) holds on the event{
|E(ι, ρ)4B(xN ; %N )| < δc5.11N,x N
d
d+2
}
. (5.42)
On this event, we have ∣∣E(ι, ρ) \B−∣∣ ≤ δCN,x%dN (5.43)
for some C ∈ (0, 1), where B− is defined in (5.6).
Let us first assume that S[0,t] visits (E(ι, ρ) \ B−)c more than t/4 times, which is natural
since |E(ι, ρ) \ B−| has a small volume by (5.43). Then we can extract at least 14δ−5N,x%−2N t
different times ki’s in [0, t] which satisfy
• Ski 6∈ E(ι, ρ) \B− and
• ki+1 − ki ≥ δ5N,x%2N
for all i ≤ 14δ−5N,x%−2N t − 1. Recalling the definition of E(ι, ρ), one can prove that for each ki,
the probability for the random walk to avoid O ∪ B− until next ki+1 is smaller than 1 − cρ
(see [6, (5.6)]). Therefore we obtain
sup
y∈B(0;2N)
Py
(
S[0,t] visits (E(ι, ρ) \B−)c more than t/4 times and τO∪B− > t
)
≤ (1− cρ) 14 δ−5N,x%−2N t−1
≤ exp
{
−cδ−3N,x%−2N t
} (5.44)
by recalling ρ = (2δN,x)
2.
It remains to show that under the condition (5.43),
sup
y∈B(0;2N)
Py
(
S[0,t] visits (E(ι, ρ) \B−)c less than t/4 times
) ≤ exp{−δ−cN,x%−2N t} (5.45)
for some c > 0. To this end, we divide [0, t] into sub-intervals of size M2δ
2C/d
N,x %
2
N for some
large M > 0 to be determined later. We call a sub-interval successful if the random walk
spends more than half of the time in (E(ι, ρ) \ B−)c. If half of the intervals are successful,
then the random walk visits (E(ι, ρ) \B−)c at least t/4 times.
For any u ≥Mδ2C/dN,x %2N , a well-known bound on the transition probability supy,z∈Zd Pz(Su =
y) ≤ cM−d/2δ−CN,x%−dN and (5.43) imply that
sup
z∈Zd
Pz(Su ∈ E(ι, ρ) \B−) ≤ cM−d/2. (5.46)
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From this and the so-called first moment method (applied to the number of visits to E(ι, ρ) ∪
B−), one can easily deduce that the probability for an interval δ2C/dN,x %
2
N [kM
2, (k+1)M2] to be
successful is more than 1/2 for large M (see [6, Lemma 6.4]). Since there are M−2δ−2C/dN,x %
−2
N t
intervals that intersect [0, t], a simple large deviation estimate yields
sup
z∈Zd
Pz(half of those intervals are not successful) ≤ exp
{
−cM−2δ−2C/dN,x %−2N t
}
. (5.47)
Combining (5.45) and (5.44), we get Lemma 5.4.
5.2 Sketch proof of Lemma 5.3
This is an analogue of [5, Lemma 2.1] and can be proved by almost the same argument. We
recall the outline and indicate where we need an additional argument.
The proof of [5, Lemma 2.1] is based on an environment and path switching argument.
Suppose that v ∈ O and |O ∩B(v; l)| < δ|B(v; l)|. First, if the random walk frequently visits
B(v; l/2), then we simply remove all the obstacles in B(v; l). This causes a cost in P-probability
but not too much since δ is small. On the other hand, we gain a lot in P-probability since
B(v; l/2) is visited frequently and it turns out that the gain beats the cost. It follows that
Eδl (v) ∩ {B(v; l/2) is visited frequently} (5.48)
is much less likely than {O ∩B(v; l) = ∅} under P⊗P and hence µN . Second, if the random
walk rarely visits B(v; l), then we deform the random walk paths to avoid B(v; l/2). This
causes a cost in P-probability but not too much since the random walk visits B(v; l/2) only
rarely. On the other hand, after this operation, we can change the configuration of O∩B(v; l/2)
to a typical one. As we started from an atypical low density configuration, we gain a lot in
P-probability and it turns out that the gain beats the cost. It follows that
Eδl (v) ∩ {B(v; l/2) is visited rarely} (5.49)
is much less likely than {|O ∩B(v; l)| ≥ δ|B(v; l)} under µN .
When 0 ∈ B(v; l/2), the argument in the second case, where the random walk rarely visits
B(v; l), requires a modification since we cannot change the starting point of the random walk.
In this situation, we create a one-dimensional path from 0 to ∂B(0; l/2) free of obstacles and
force the random walk to follow that path. The only difference in the setting of the present
article is that we have the same problem when x ∈ B(v, l/2), since we cannot change the
endpoint. But this can be treated in the same way as the case 0 ∈ B(v; l/2).
Finally, in the following remark, we explain a technical point which forces us to work under
µN,x(·) = P⊗P(· | τO > τNx ) instead of P⊗P(· | τO > N,SN = x).
Remark 5.12. In the case that B(v; l/2) is rarely visited, we deform the random walk path
to avoid B(v; l/2), which may lengthen the path. Therefore the condition SN = x is not
preserved by the above argument but τO > τ
N
x is. This is why we work with µN,x.
6 Time spent outside the vacant ball
In this section, we prove several results concerning the behavior of the random walk outside
the vacant ball B− defined in (5.6). The first one, Proposition 6.1 to be proved in Section 6.1,
shows that the random walk does not spend too much time before the first visit and after the
18
last visit to the ball B−. The second one, Proposition 6.2 to be proved in Section 6.2, shows
that between the first and last visit to B−, the random walk is confined in a slightly larger
ball. By the same argument, we show in Corollary 6.4 that the random walk returns to B−
frequently between the first and the last visit to B−.
Let us write τ←B− for the last visit to B
− before τNx , which is the first hitting time of B−
by the time-reversed random walk.
6.1 First and last visits to the vacant ball
Proposition 6.1. Let δN,x and xN be as in (3.1) and Proposition 5.1, respectively. There
exist c6.1 > 0 such that when  > 0 is small depending on d and p and |x| ≤ %dN ,
µN,x
(
τB− ≥ δc6.1N,x|xN |1%2N
)
≤ exp{−12(logN)2} (6.1)
and
µN,x
(
τNx − τ←B− ≥ δc6.1N,x|x− xN |1%2N
)
≤ exp{−12(logN)2} (6.2)
for all sufficiently large N .
Proof. We give a proof of (6.1). One can prove (6.2) similarly by considering the time-reversed
random walk. Thanks to Proposition 5.1 and Lemma 5.4, we may assume that there exists
z ∈ B(0; 2N) such that
O ∩B
(
z; (1− δc5.1N,x)%N
)
= ∅, (6.3)
Py
(
S[0,t] ∩
(
O ∪B−(z)) = ∅) ≤ exp{−δ−c5.4N,x %−2N t} (6.4)
for all y ∈ B(0; 2N) and t ≥ δc5.4N,x(logN)2%2N . In particular, it follows that
P
(
τO ∧ τB−(z) > N/2
) ≤ exp{−cδ−c5.4N,x N dd+2}. (6.5)
Comparing with Proposition 4.1 and using that lim→0 limN→∞ δN,x = 0, we find that the
random walk hits B−(z) with high probability:
µN,x
(
(6.3), (6.4), τB−(z) > N/2
) ≤ exp{−cδ−c5.4N,x N dd+2} (6.6)
for all sufficiently large N when  is small. Now let us fix c6.1 < c5.4, z ∈ B(0; 2N), y ∈ B−(z)
and n ∈ [δc6.1N,x|z|1%2N , N/2]. To prove (6.1), it suffices to show that
µN,x
(
(6.3), (6.4), τB−(z) = n, Sn = y
) ≤ exp{−(logN)3} (6.7)
since the number of possible choices of (y, z, n) is polynomial in N . We will only consider
|z|1 ≥ %N/2 since otherwise τB−(z) = 0 almost surely under µN,x. By using the Markov
property at time n and (6.4), we find that
P
(
τB−(z) = n, Sn = y, τO > τ
N
x
) ≤ P(τO > τB−(z) = n, Sn = y)Py(τO > τN−nx )
≤ exp
{
−δ−c5.4N,x n%−2N
}
Py
(
τO > τ
N−n
x
)
.
(6.8)
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In order to compare this with the partition function, let us fix a nearest neighbor path
pi(0, z) of length |z|1 connecting 0 and z and consider the events
E1 = {S[0,|z|1] = pi(0, z)}, (6.9)
E2 =
{
S[|z|1,n−%2N ] ⊂ B(z; %N/2)
}
, (6.10)
E3 =
{
S[n−%2N ,n] ⊂ B(z; (1− δ
c5.1
N,x)%N ), Sn = y
}
. (6.11)
Note that on the event {(6.3), O ∩ pi(0, z) = ∅}, we have E1 ∩ E2 ∩ E3 ⊂ {Sn = y, τO > n}.
Therefore by the Markov property and |z|1 ≤ δ−c6.1N,x n%−2N , we get
P
(
τO > τ
N
x
)
≥ P(E1)P(E2 | S|z|1 = z) inf
w∈B(z;%N/2)
P(E3 | Sn−%2N = w)Py
(
τO > τ
N−n
x
)
≥
(
1
2d
)|z|1
exp
{−c(n− %2N − |z|1)%−2N } c
%d+1N
Py
(
τO > τ
N−n
x
)
≥ exp
{
−cδ−c6.1N,x n%−2N
}
Py
(
τO > τ
N−n
x
)
,
(6.12)
where we have used the random walk estimate (3.4) for the second and third factors in the
second line.
Now we use a slight variant of the switching argument in [5]. We first use the Markov
property at time n and (6.8) to obtain
P⊗P((6.3), (6.4), τB−(z) = n, Sn = y, τO > τNx )
≤ exp
{
−cδ−c5.4N,x n%−2N
}
E
[
Py
(
τO > τ
N−n
x
)
: (6.3)
]
.
(6.13)
Then we “switch” a given O satisfying (6.3) by removing the obstacles on pi(0, z). Since
Py
(
τO > τ
N−n
x
)
, (6.3) and {pi(0, z) ∩ O = ∅} are all decreasing in O, we can use the FKG
inequality to obtain
E
[
Py
(
τO > τ
N−n
x
)
: (6.3)
]
≤ p−|z|1E[Py(τO > τN−nx ) : (6.3), O ∩ pi(0, z) = ∅]. (6.14)
Substituting this and (6.12) into (6.13) and recalling c6.1 < c5.4 and |z|1 ≤ δ−c6.1N,x n%−2N again,
we find
P⊗P((6.3), (6.4), τB−(z) = n, Sn = y, τO > τNx )
≤ exp
{
−cδ−c5.4N,x n%−2N
}
E
[
Py
(
τO > τ
N−n
x
)
: (6.3), O ∩ pi(0, z) = ∅].
≤ exp
{
−c′δ−c5.4N,x n%−2N
}
P⊗P(τO > τNx )
(6.15)
for all sufficiently large N . Recalling n ≥ δc6.1N,x|z|1%2N and |z|1 ≥ %N/2, this implies (6.7) and
we are done.
6.2 Confinement between the first and last visits to the vacant ball
Let us introduce a ball concentric to B− with a larger radius by
B+(z) = B
(
z; (1 + δ
c5.4/2
N,x (logN)
3)%N
)
,
B+ = B+(xN ).
(6.16)
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Note that by our definition of δN,x in (3.1), this is much larger than B
−, see (5.6), when |x| is
close to %dN . We will explain the reason in Remark 6.3. In the following proposition, we show
that S[τB− ,τ
←
B− ]
is confined in B+ with high probability under µN,x.
Proposition 6.2. When  > 0 is small depending on d and p and |x| ≤ %dN ,
µN,x
(
S[τB− ,τ
←
B− ]
6⊂ B+
)
≤ exp{−13(logN)2} (6.17)
for all sufficiently large N .
Proof. Throughout this proof, we assume that (5.1) and (5.7) hold, that is, there exists a
vacant ball of radius almost %N and the outside is dangerous for the random walk.
Suppose that S[τB− ,τ
←
B− ]
6⊂ B+. Then since we know 0 ≤ τB− < τ←B < τNO from Proposi-
tion 6.1, there exist [t1, t2] ⊂ [τB− , τ←B− ] such that St1 , St2 ∈ ∂B−,
S[t1,t2] ∩
(
O ∪B−) = ∅ and S[t1,t2] ∩ (B+)c 6= ∅. (6.18)
Therefore, by using the union bound and the Markov property, we have
P
(
S[τB− ,τ
←
B− ]
6⊂ B+, τO > τNx
)
≤
∑
t1,t2,x1,x2
P(St1 = x1, τO > t1)Px1((6.18), St2−t1 = x2)Px2
(
τO > τ
N−t2
x
)
,
(6.19)
where the above sum runs over 0 ≤ t1 < t2 ≤ 2N and x1, x2 ∈ ∂B−. We are going to show
that the middle term on the right-hand side of (6.19) is much smaller than the probability of
S[t1,t2+%2N ]
⊂ B
(
xN ; (1− δc5.1N,x)%N
)
and St2+%2N
= x2. (6.20)
Since we assumed (5.1), this in particular implies S[t1,t2+%2N ]
∩O = ∅. Let us first get a lower
bound on the probability of (6.20). Using (3.4), we obtain
min
x1,x2∈∂B−
Px1((6.20)) ≥
c
%d+2N
exp
{−c−1(t2 − t1)%−2N }. (6.21)
Next we get an upper bound on the probability of (6.18) which splits into two cases.
Case 1: t2 − t1 ≥ δc5.4N,x(logN)2%2N . In this case, we only consider the first condition in (6.18).
Then since we are assuming (5.7), we have
Px1((6.18)) ≤ exp
{
−δ−c5.4N,x %−2N (t2 − t1)
}
≤ exp{−(logN)2}Px1((6.20)) (6.22)
for all sufficiently large N when  is small.
Case 2: t2 − t1 ≤ δc5.4N,x(logN)2%2N . In this case, we only consider the second condition
in (6.18), which implies that the maximal displacement of the random walk on [t1, t2] is larger
than δ
c5.4/2
N,x (logN)
3%N . Then, the Gaussian heat kernel estimate and the reflection principle
yield
Px1((6.18)) ≤ exp
−c(δ
c5.4/2
N,x (logN)
3%N )
2
t2 − t1

≤ exp{−(logN)2}Px1((6.20))
(6.23)
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for all sufficiently large N when  is small.
Substituting (6.22) and (6.23) into (6.19), we find that
P
(
S[τB− ,τ
←
B− ]
6⊂ B+, τO > τNx
)
≤ exp{−(logN)2} ∑
t1,t2,x1,x2
P
(
St1 = x1, St2−t1+%2N = x2, τO > τ
N+%2N
x
)
≤ cN2+2d exp{−(logN)2}P(τO > τNx ),
(6.24)
where in the last line, we have used that t1, t2 ∈ [0, 2N ] and x1, x2 ∈ B(0; 2N) (recall Re-
mark 4.3). Integrating both sides with respect to P, we complete the proof of (6.17).
Remark 6.3. The super-polynomial rate of decay in (6.17) will be used later in the proof of
Theorem 1.5. To achieve this, as well as to counterbalance the factor N2+2d in the last step
of the proof, we had to include (logN)2 factor in the condition for t2− t1 in Case 1 since δN,x
can be as large as . Then in Case 2, we needed an extra (logN)3 factor in the displacement.
This is why we included (logN)3 in (6.16).
By the same argument, we can show that the random walk returns to B− frequently. This
result will be used later to replace our condition {τO > τNx } by {τO > N,SN = x} when x is
close to 2%Neh.
Corollary 6.4. For any |x| ≤ 3%N ,
µN,x
(
∃k ∈ [τB− , τ←B− − %2N ], S[k,k+%2N ] ∩B
− = ∅
)
≤ exp{−13(logN)2} (6.25)
for all sufficiently large N .
Proof. This can be proved in the same way as Proposition 6.2. We again assume that (5.1)
and (5.7) hold. If S[k,k+%2N ]
∩B− = ∅, then we take t1 (and t2) to be the last (resp. first) visit to
B− before k (resp. after k+%2N ). This probability can be bounded by exp{−δ−c5.4N,x %−2N (t2−t1)}
by (5.7). Comparing this with (6.21) and recalling that δN,x = %
−1/5
N when |x| ≤ 3%N , we
obtain (6.25) as before.
7 Cost for the first and last pieces
In this section, we estimate the cost for the random walk to move from 0 to B− and B−
to x. Although it is natural to expect that they are measured by the Lyapunov distances
distβ(0, B
−) and distβ(x,B−), we will formulate the bound under the additional restriction
that xN is fixed to be a generic point and it requires some preparation. The motivation for
this formulation will be clear in Corollary 7.2.
For each |x| ≤ %dN and z ∈ B(0; 2N), we introduce
tout(x, z) = δ
c6.1
N,x(|z|1 + |x− z|1)%2N . (7.1)
and define a good event by
G(z) =
{
O ∩B
(
z; (1− δc5.1N,x)%N
)
= ∅, (7.2)
B−(z) ⊂ S[τB−(z),τ←B−(z)] ⊂ B
+(z) \O, (7.3)
τ←B−(z) − τB−(z) ≥ N − tout(x, z)
}
. (7.4)
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This event G(z) morally corresponds to {xN = z} but is more explicit in the strategy of the
random walk and the obstacle configuration. Thanks to Propositions 5.1, 6.1 and 6.2, we
know that
µN,x
 ⋃
z∈B(0;2N)
G(z)
 ≥ 1− exp{−1
5
(logN)2
}
(7.5)
for all sufficiently large N .
In this section, we are going to find an upper bound on
P⊗P(τO > τNx , G(z) ∣∣ τO > N) (7.6)
by considering the following event that contains {τO > τNx } ∩G(z):{
S[0,τB+(z)] ∩O = ∅
}
∩
{
S[τB−(z),τ
←
B−(z)]
∩O = ∅, (7.3)
}
∩
{
S[τ←
B+(z)
,τNx ]
∩O = ∅
}
, (7.7)
where note that we stop the first piece of random walk and the last reversed walk upon hitting
B+(z), which is before hitting B−(z). If we further specify the times τB−(z) and τ←B−(z) and
locations of the random walk at these times, then the second event is independent of the other
two events and has P ⊗ P-probability not much larger than P ⊗ P(τO > N) by (7.4). If the
first and the third events in (7.7) were independent, then their P⊗P-probabilities would decay
exponentially in distβ(0, B
−) and distβ(x,B−), respectively.
However, the first and the third events in (7.7) are not independent under P since the
corresponding pieces of random walk path may overlap. For this reason, we will consider
shorter pieces of the random walk path so that their survival depend on disjoint parts of
environment. Let us denote the ball with respect to the Lyapunov norm in Definition 1.3 by
B(u; r) =
{
v ∈ Zd : β(u− v) ≤ r
}
(7.8)
and introduce
r(z) = distβ(0, B
+(z)), (7.9)
r(x, z) = distβ(x,B
+(z) ∪ B(0; r(z))). (7.10)
Then by stopping the random walk and the time-reversed walk upon exiting B(0; r(z)) and
B(x; r(x, z)), respectively, we find shortened paths which stay in disjoint sets (see Figure 2).
We are now ready to state the main result of this section.
Proposition 7.1. When  > 0 is small depending on d and p, |x| ≤ %dN and z ∈ B(0; 2N),
P⊗P(τO > τNx , G(z) ∣∣ τO > N)
≤ exp
{
−(1− )(r(z) + r(x, z)) + δc6.1/2N,x (|z|1 + |x− z|1) + (logN)2
} (7.11)
for all sufficiently large N .
Proof. Let us fix k, l ∈ [0, 2N ] satisfying
l − k ≥ N − tout(x, z)
= N − δc6.1N,x(|z|1 + |x− z|1)%2N ,
(7.12)
and define
G(z; k, l) =
{
O ∩B
(
z; (1− δc5.1N,x)%N
)
= ∅, B−(z) ⊂ S[k,l] ⊂ B+(z) \O
}
. (7.13)
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Figure 2: The convex shapes around 0 and x are the balls with respect to the Lyapunov norm
with radius r(0, z) and r(x, z), respectively. The Euclidean ball centered at z is B+(z) that
has radius (1 + δ
c5.4/2
N,x (logN)
3)%N . In the left picture, B(x; r(x, z)) touches B+(z) while in the
right picture it touches B(0; r(z)).
We further introduce x1, x2 ∈ B−(z) and start by rewriting
P⊗P(τO > τNx , τB− = k, Sk = x1, G(z), τ←B− = l, , Sl = x2)
= P⊗P
(
τB−(z) = k, Sk = x1, S[0,k] ∩O = ∅, G(z; k, l),
τ←B−(z) = l, Sl = x2, S[l,τNx ] ∩O = ∅
)
.
(7.14)
We will take a sum over k, l, x1, x2 in the end. We are going to estimate the costs for the three
pieces S[0,τB+(z)], S[k,l] and S[τ←B+(z),τ
N
x ]
to avoid O separately. Noting that τB+(z) > τB(0;r(z))c ,
we have
P
(
τB−(z) = k, Sk = x1, S[0,k] ∩O = ∅
) ≤ P(τO > τB(0;r(z))c) (7.15)
and similarly, by considering the time-reversed random walk,
P
(
τ←B−(z) = l, Sl = x2, S[l,τNx ] ∩O = ∅
)
≤ Px
(
τO > τB(x;r(x,z))c
)
. (7.16)
Since B(x; r), B(0; r(z))) and B+(z) are disjoint, the right-hand sides of the above two in-
equalities and P(G(z; k, l) | Sk = x1, Sl = x2) are independent under P. Therefore it follows
from (7.14) hat
P⊗P(τO > τNx , τB− = k, Sk = x1, G(z), τ←B− = l, , Sl = x2)
≤ P⊗P(τO > τB(0;r(z))c)P⊗P(G(z; k, l) | Sk = x1, Sl = x2)P⊗Px(τO > τB(x;r(x,z))c).
(7.17)
We begin with the first and third factors. From [28, (0.5)] and the union bound, it follows
that for any  ∈ (0, 1),
P⊗P(τO > τB(0;r(z))c) ≤ cNd exp{−(1− )r(z)}, (7.18)
P⊗Px
(
τO > τB(x;r(x,z))c
) ≤ cNd exp{−(1− )r(x, z)}, (7.19)
where cNd is a crude upper bound on |∂B(0; r(z))| and |∂B(x; r(x, z))|. For the second factor
in (7.17), we use (7.12) and the local central limit theorem to obtain
P(G(z; k, l) | Sk = x1, Sl = x2) ≤ Px1(τO > N − tout(x, z) | Sl−k = x2)
≤ N cPx1(τO > N − tout(x, z)).
(7.20)
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We further add a piece of random walk loop satisfying
S0 = Stout(x,z) = x1, S[0,tout(x,z)] ⊂ B
(
z; (1− δc5.1N,x)%N
)
(7.21)
in order to recover τO > N . Due to (7.2), the additional cost can be controlled by the random
walk estimate (3.4) and the right-hand side of (7.20) is bounded by
N c exp
{
cδc6.1N,x(|z|1 + |x− z|1)
}
Px1(τO > N). (7.22)
By the translation invariance of P and the union bound over x1 ∈ B(0; 2N), it follows that
P⊗P(G(z; k, l) | Sk = x1, Sl = x2)
≤ N c exp
{
C1δ
c6.1
N,x(|z|1 + |x− z|1)
}
P⊗P(τO > N).
(7.23)
Substituting (7.18), (7.19) and (7.23) into (7.17), we arrive at
P⊗P(τO > τNx , τB− = k, Sk = x1, G(z), τ←B− = l, , Sl = x2 ∣∣ τO > N)
≤ N c exp
{
−(1− )(r(z) + r(x, z)) + C1δc6.1N,x(|z|1 + |x− z|1)
}
.
(7.24)
Summing over k, l ≤ 2N and x1, x2 ∈ B−(z), and choosing  so small that C1δc6.1N,x ≤ δc6.1/2N,x ,
we obtain (7.11).
Proposition 7.1 measures not only the cost for the random walk to visit B−(z), but also
the cost as z varies. In the following corollary, we use it to show that if |x| is close to 2%N ,
then z must be near 12x. In addition, we show that the whole random walk path is confined
in a ball slightly larger than B+. This will be used in the proof of (1.12).
Corollary 7.2. Let h ∈ Rd and eh = h/|h|. When  > 0 is small depending on d and p and
x ∈ B(2%Neh; %N ),
µN,x
 ⋃
z∈B(%Neh;1/4%N)
G(z) ∩
{
S[0,τNx ] ⊂ B
(
%Neh; (1 + 
1/5)%N
)}
≥ 1− exp{−14(logN)2}
(7.25)
for all sufficiently large N .
Proof. Note first that when x ∈ B(2%Neh; %N ), Proposition 4.1 yields
P⊗P(τO > τNx ∣∣ τO > N) ≥ exp{−c%N}. (7.26)
Let us prove that we can discard G(z) with z not close to %Neh. For any x ∈ B(2%Neh; %N )
and z 6∈ B(%Neh; 1/4%N ), we have
r(z) + r(x, z) ≥ c1/2%N . (7.27)
Substituting this into (7.11) and comparing with (7.26), we find that for any z 6∈ B(%Neh; 1/4%N ),
µN,x(G(z)) ≤ exp
{
−c1/2%N
}
. (7.28)
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Next we prove the confinement part. By Proposition 6.2 and what we have just proved,
we may assume that
G(z) holds for some z ∈ B
(
%Neh; 
1/4%N
)
and S[τB−(z),τ
←
B−(z)]
⊂ B+(z). (7.29)
Therefore, the random walk can exit B(%Neh; (1 + 
1/5)%N ) only during the time interval
[0, τB−(z)] or [τ
←
B−(z), τ
N
x ]. We first consider the former case. In this case, we use the strong
Markov property at the first exit time from B(%Neh; (1 + 
1/5)%N ). Starting from the exit
time, we repeat the proof of Proposition 7.1. Then the cost for the first piece of the random
walk becomes the Lyapunov distance between B(%Neh; (1 + 
1/5)%N )
c and B+(z), which is
larger than c1/5%N . Thus it follows for any z ∈ B(%Neh; 1/4%N ) that
P⊗P
(
τO > τ
N
x , G(z), S[0,τB− ] 6⊂ B
(
%Neh; (1 + 
1/5)%N
) ∣∣∣ τO > N)
≤ exp
{
−c1/5%N
} (7.30)
and comparing with (7.26), we conclude that
µN,x
(
G(z), S[0,τB− ] 6⊂ B
(
%Neh; (1 + 
1/5)%N
))
≤ exp
{
−c1/5%N
}
. (7.31)
By the same argument, we get the same bound for the probability that the random walk exits
from B(%Neh; (1 + 
1/5)%N ) during the time interval [τ
←
B−(z), τ
N
x ] and we are done.
Remark 7.3. As long as |x| ≤ (2 + )%N , we can follow the same argument as above to prove
that the random walk path S[0,N ] is confined in some B(z; (1 + 
1/5)%N ) which contains both
0 and x, and also S[0,N ] covers a slightly smaller ball with the same center.
8 Proof of the upper bound in Theorem 1.4
In this section, we prove the following proposition, which in particular implies the upper bound
in Theorem 1.4. Combined with the lower bound proved in Section 4, it completes the proof
of Theorem 1.4.
Proposition 8.1. There exists c8.1 > 0 such that when  > 0 is small depending on d and p
and (2 + )%N ≤ |x| ≤ %dN ,
P⊗P(SN = x | τO > N) ≤ exp{−(1− c8.1)distβ(x,B(0; 2%N ))} (8.1)
for all sufficiently large N .
Proof. By the fact {SN = x, τO > N} ⊂ {τO > τNx } and (7.5), we have
P⊗P(SN = x, τO > N) ≤ (1 + o(1))P⊗P
τO > τNx , ⋃
z∈B(0;2N)
G(z)
 (8.2)
as N → ∞. Therefore, it suffices to bound P ⊗ P(τO > τNx ,
⋃
z∈B(0;2N)G(z) | τO > N) by
the right-hand side of (8.1). We can bound this probability by using Proposition 7.1 and the
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union bound as follows:
P⊗P
τO > τNx , ⋃
z∈B(0;2N)
G(z)
∣∣∣∣∣∣ τO > N

≤
∑
z∈B(0;2N)
P⊗P(τO > τNx , G(z) ∣∣ τO > N)
≤ cNd exp
{
− inf
z∈B(0;2N)
[
(1− )(r(z) + r(x, z))− δc6.1/2N,x (|z|1 + |x− z|1) + (logN)2
]}
.
(8.3)
Let us first consider the case |x| ≤ %d−1/2N and prove that for any z ∈ B(0; 2N),
r(z) + r(x, z) ≥ distβ(x,B(0; 2%N )) + o(%N ) (8.4)
as N →∞. We may assume that r(x, z) = distβ(x,B+(z)), that is, we are in the situation of
the left picture in Figure 2. Otherwise, we can decrease the left-hand side of (8.4) by moving
z to the point where B(0; r(z)) touches B(x; r(x, z)). Then for any r > 0, we have
min{r(z) + distβ(x,B(z; %N )) : z ∈ B(0; 2N), r(z) = r}
≥ min
{
β(u) + β(x− (u+ v)) : u ∈ ∂B(0; r), v ∈ B
(
0; 2(1 + δ
c5.4/2
N,x (logN)
3))%N
)} (8.5)
by choosing u and u+ v so that β(u) = distβ(0, B
+(z)) and β(x− (u+ v)) = distβ(x,B+(z)),
respectively. Since β(·) is a norm, the above is further bounded from below by
min
{
β(x− v) : v ∈ B
(
0; 2(1 + δ
c5.4/2
N,x (logN)
3)%N
)}
≥ distβ(x,B(0; 2%N )) + o(%N ) (8.6)
as N →∞, in the case |x| ≤ %d−1/2N . Since r > 0 was arbitrary, this proves (8.4).
Next, by the assumption |x| ≥ (2 + )%N and (8.4), we have r(x) + r(x, z) ≥ c|x| and
hence for |z| ≤ 2|x|,
|z|1 + |x− z|1 ≤ c−1(r(z) + r(x, z)). (8.7)
This bound remains valid for |z| > 2|x| since r(z) ≥ c|z| and |z|1 + |x − z|1 ≤ 3|z| in this
case. Substituting (8.7) and (8.4) into (8.3), we obtain the desired bound since in the case
|x| ≤ %d−1/2N , we have limN→∞ δN,x = 0.
In the other case |x| > %d−1/2N , it is easily seen that the size of B+(z) is negligible compared
with r(x) + r(x, z). Then it follows that
r(z) + r(x, z) = (β(z) + β(x− z))(1 + o(1))
= distβ(x,B(0; 2%N ))(1 + o(1))
(8.8)
and that
|z|+ |x− z| ≤ c(r(z) + r(x, z)) (8.9)
as N →∞. Using this bound instead of (8.4), we can complete the proof as before.
Remark 8.2. In the case h = 0, Theorem 1.4 shows that µN (|SN | ≤ (2 + )%N ) → 1 as
N →∞. Combining this with Remark 7.3, we get a proof of (1.6).
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9 Proof of Theorem 1.5
In this section we prove Theorem 1.5.
Proof of Theorem 1.5. Let us start by proving (1.13). We can deduce it from Proposition 8.1
and the large deviation results in [28, 29] by a standard exponential tilting argument [9,
Theorem II.7.2]. But we provide a more direct argument which elucidates the role of the
assumption β∗(h) < 1.
Let us recall that by [29, Theorem 2.2],
lim
N→∞
µhN
(
|SN | ≤ %dN
)
= 1. (9.1)
Choosing x = 2%Neh in (4.1), we find the following lower bound on the partition function of
µhN :
E⊗E
[
e〈h,SN 〉 : τO > N
]
≥ E⊗E
[
e〈h,SN 〉 : τO > N,SN = 2%Neh
]
≥ e(2|h|−c4.1)%NP⊗P(τO > N).
(9.2)
On the other hand, we have
E⊗E
[
e〈h,SN 〉 : τO > N,SN = x
]
≤ e(2|h|−c1/2)%NP⊗P(τO > N) (9.3)
for all sufficiently small  > 0 and x ∈ B(0; 2N) satisfying either of the following conditions:
1. 〈h, x〉 < (2|h| − 1/2)%N , in which case we simply drop the constraints SN = x and
2. |x| > (2 + 1/2)%N , in which case by Proposition 8.1, the subcriticality assumption
β∗(h) < 1, and taking y ∈ B(0; 2%N ) such that β(x− y) = distβ(x,B(0; 2%N )),
〈h, x〉 − distβ(x,B(0; 2%N )) ≤ 2%N |h|+ 〈h, x− y〉 − β(x− y)
≤ 2%N |h|+ β(x− y)(β∗(h)− 1).
(9.4)
Comparing (9.3) with (9.2) and summing over x ∈ B(0; 2N), we obtain
lim
N→∞
µhN
(
〈h, SN 〉 ≥ (2|h| − 1/2)%N and |SN | ≤ (2 + 1/2)%N
)
= 1 (9.5)
for sufficiently small  > 0. Since{
x : 〈h, x〉 ≥ (2|h| − 1/2)%N
}
∩B
(
0; (2 + 1/2)%N
)
⊂ B(2%Neh; c1/4%N ) (9.6)
for small  (see Figure 3), the proof of (1.13) is completed.
Next we turn to the proof of (1.12). Since we have already proved (1.13), we have
µhN (A) =
∑
x∈B(2%Neh;%N )
µhN (SN = x,A) + o(1) (9.7)
for any event A as N →∞. Let us now introduce the pinned measure
µ˜N,x(·) = P⊗P(· | SN = x, τO > N). (9.8)
We assume the following lemma for the moment.
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1
Figure 3: The balls and hyperplane appearing in the proof of (1.13).
Lemma 9.1. There exists c9.1 > 0 such that for any |x| ≤ 3%N and any event A,
µ˜N,x(A) ≤ N c9.1µN,x(A) (9.9)
for all sufficiently large N .
This lemma implies that the summand in (9.7) can be estimated as
µhN (SN = x,A) = e
〈h,x〉µ˜N,x(A)
P⊗P(SN = x, τO > N)
E⊗E[e〈h,SN 〉 : τO > N]
≤ e〈h,x〉µ˜N,x(A) P⊗P(SN = x, τO > N)E⊗E[e〈h,SN 〉 : SN = x, τO > N]
= µ˜N,x(A)
≤ N c9.1µN,x(A).
(9.10)
Now we choose A to be the ev t ⋃
z∈B(%Neh;1/4%N)
G(z) ∩
{
S[0,τNx ] ⊂ B
(
%Neh; (1 + 
1/5)%N
)}
c
(9.11)
Since the µN,x probability of this event decays super-polynomially by Corollary 7.2, so does
the left-hand side of (9.10). Coming back to (9.7) and recalling (7.3) in the definition of G(z),
we conclude that
µhN
(
B
(
%Neh;
(
1− 1/3
)
%N
)
⊂ S[0,N ] ⊂ B
(
%Neh;
(
1 + 1/3
)
%N
))
→ 1 (9.12)
as N →∞. Since this holds for all sufficiently small  > 0, we complete the proof of (1.12).
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Proof of Lemma 9.1. We are going to prove
P⊗P(τO > τNx ) ≤ N cP⊗P(SN = x, τO > N). (9.13)
From this and {SN = x, τO > N} ⊂ {τO > τNx }, we can deduce (9.9). The proof of (9.13)
relies on a path switching argument: we show that a path with τO > τ
N
x can be shortened to
satisfy SN = x and τO > N without paying too much cost. To this end, let us define a good
event by
G′ =
{
O ∩B
(
xN ; (1− δc5.1N,x)%N
)
= ∅, (9.14)
τB− ∨
(
τNx − τ←B−
) ≤ N, (9.15)
S[τB− ,τ
←
B− ]
⊂ B+, (9.16)
∀k ∈ [τB− , τ←B− − %2N ], S[k,k+%2N ] ∩B
− 6= ∅.
}
(9.17)
Under the assumption |x| ≤ %dN , by Propositions 5.1 , 6.1 and 6.2 and Corollary 6.4, we have
P⊗P(τO > τNx ) = (1 + o(1))P⊗P(τO > τNx , G′) (9.18)
as N →∞, and hence it suffices to bound the right-hand side.
Now suppose that τNx = N + l < τO and G
′ holds, where we may assume l ≤ N by
Corollary 4.2. Then from (9.15) and (9.17), it follows that there exists m ∈ [l + %2N , l + 2%2N ]
such that SτB−+m ∈ B−(z). We make a case distinction according to τB− = n (0 ≤ n ≤ N)
and use the Markov property at time n and n+m to obtain
P⊗P(τO > τNx = N + l, G′)
≤
∑
n≤N
∑
m∈[l+%2N ,l+2%2N ]
∑
y,z∈B−
E
[
pZ
d\O
n (0, y)p
B+
m (y, z)p
Zd\O
N+l−m−n(z, x) : (9.14)
]
, (9.19)
where pUn (x, y) stands for the transition probability of the random walk killed upon existing
from U (see below (3.3)). We are going to shorten the time in pB
+
m (y, z). Since p
B+
m (y, z) ≤ 1,
pB
−
m−l(y, z) ≥ c%−d−1N by [21, Proposition 6.9.4], and B− ⊂ Zd \O by (9.14), we have
pB
+
m (y, z) ≤ N cpB
−
m−l(y, z)
≤ N cpZd\Om−l (y, z).
(9.20)
Substituting this into (9.19) and summing over l ≤ N , we obtain
P⊗P(τO > τNx , G′) ≤ N cP⊗P(SN = x, τO > N) (9.21)
and we are done.
A Proof of Lemmas 5.2 and 5.4 by the Method of Enlargement
of Obstacles
If the reader is familiar with the method of enlargement of obstacles developed in [30, 31], or
its discrete version in [1], then it is rather easy to prove Lemmas 5.2 and 5.4 by adapting the
proofs of [24, Proposition 2] and [24, Lemma 1], respectively. In fact, a statement similar to
Lemma 5.2 appeared in [29, Remark 1.4].
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In [24], the method of enlargement of obstacles is used to construct a certain set Ucl which
is almost free from obstacles and also any point outside is well surrounded by obstacles. We
shall recall these properties more precisely in the proofs.
In this alternative argument, we need to change the exponent 1/5 in (3.1) to another χ > 0
depending only on d and p, to be determined later:
δN,x = %
−χ
N ∨ (|x|/%dN ). (A.1)
Remark A.1. When one compares the following argument with that in [24], it is important
to keep in mind that space is scaled by the factor %−1N in [24].
Proof of Lemma 5.2. It is shown in [24, (46), (49), (52) and (56)] that there exist c4 > 1,
α1, α2 > 0 and a random set Ucl ⊂ B(0; 2N) such that
P⊗P
(
|Ucl| log 1p +NλUcl > N
d
d+2
(
c(d, p) + c4N
− α1
d+2
)
, τO > N
)
≤ exp
{
−N dd+2
(
c(d, p) + c4N
− α1
d+2
)
+N
d−α1
d+2
}
,
(A.2)
and
P⊗P
(
|O ∩ Ucl| ≥ t
d−α2
d+2
)
≤ exp
{
−32c(d, p)N
d
d+2
}
. (A.3)
(The parameter α2 corresponds to κ − dα0 in [24].) In (A.2), the term c4N−
α1
d+2 in fact
directly inherits from the first line to the second, and this bound remains valid if we replace
it by 2β(ex)δN,x, and τO > N by τO > τ
N
x , if we choose χ < α1 in (A.1). Then we can repeat
the argument in [24, Proposition 2] to see that on the event{
|Ucl| log 1p +NλUcl ≤ N
d
d+2 (c(d, p) + 2β(ex)δN,x)
}
, (A.4)
there exists a ball B(xN ; %N ) and c5 > 0 such that
|Ucl4B(xN ; %N )| < c5(β(2ex)δN,x)
1
32 %dN (A.5)
by the quantitative Faber–Krahn inequality in [4].
Remark A.2. As in Section 5.1, we need to enlarge Ucl to U
+
cl in order to apply the quan-
titative Faber–Krahn inequality in [4]. But we do not need to worry about the increase of
volume since Ucl is defined as a union of cubes of the form %
1−γ
N (q + [0, 1)
d) with γ ∈ (0, 1)
and q ∈ Zd.
Combining the above consideration with (4.2) and (A.3), we conclude that if c < 132 ∧ α2χ
so that
δcN,x%
d
N ≥ c5(2β(ex)δN,x)
1
32 %dN +N
d−α2
d+2 (A.6)
for sufficiently large N , then
µN,x
(
|O ∩B(xN ; %N )| ≥ δcN,x%dN
)
≤ µN,x
(
|Ucl4B(xN ; %N )| ≥ c5(2β(ex)δN,x)
1
32 %dN
)
< exp
{
β(ex)(|x| − 2%N ) + δN,xN
d
d+2 − 2β(ex)δN,xN
d
d+2
}
< exp
{
−1
2
β(ex)δN,xN
d
d+2
}
,
(A.7)
which implies (5.3).
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Proof of Lemma 5.4. By (A.7), it suffices to prove that on the event (A.5), there exists c > 0
such that
λB(0;2N)\(B−∪O) ≥ δ−cN,x%−2N . (A.8)
Indeed, this and a well-known semigroup bound [17, (2.21)] imply that when N is sufficiently
large, for any y ∈ Zd and δ−c/3N,x %−2N ≤ t ≤ 2N ,
Py
(
S[0,t] ∩
(
O ∪B−) = ∅) ≤ |B(0; 2N)|1/2(1− δ−cN,x%−2N )t
≤ exp
{
−δ−c/2N,x %−2N t
}
.
(A.9)
The proof of (A.8) is almost identical to that of [24, Lemma 1]. We only recall a brief
outline of the argument. The key element is [31, Proposition 2.4 on pp.160–161], which roughly
says that for a set U ⊂ Zd, the eigenvalue λU\O is large if the clearing set Ucl is locally thin
in the following sense:∣∣∣U ∩ Ucl ∩ %N (q + [0, 1]d)∣∣∣ = o(%dN ) for any q ∈ Zd. (A.10)
On (A.5), we know that Ucl largely coincides with B
− and hence B(0; 2N)\(B−∪O) is locally
thin in the above sense.
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