Abstract-The problem of jointly estimating the number, the identities, and the data of active users in a time-varying multiuser environment was examined in a companion paper (IEEE Trans. Information Theory, vol. 53, no. 9, September 2007), at whose core was the use of the theory of finite random sets on countable spaces. Here we extend that theory to encompass the more general problem of estimating unknown continuous parameters of the active-user signals. This problem is solved here by applying the theory of random finite sets constructed on hybrid spaces. We do so deriving Bayesian recursions that describe the evolution with time of a posteriori densities of the unknown parameters and data. Unlike in the above cited paper, wherein one could evaluate the exact multiuser set posterior density, here the continuous-parameter Bayesian recursions do not admit closed-form expressions. To circumvent this difficulty, we develop numerical approximations for the receivers that are based on Sequential Monte Carlo (SMC) methods ("particle filtering"). Simulation results, referring to a code-divisin multiple-access (CDMA) system, are presented to illustrate the theory.
I. INTRODUCTION
T HE estimate of the identities and the parameters of users in a dynamic environment has several applications to communication systems, e.g., user localization in wireless systems, neighbor discovery in ad hoc networks, and power-control strategy optimization. Several approaches for tracking single-user evolution have been proposed in the literature under diverse models [18] , [23] , while in [7] a joint detection-estimation problem is formulated through Bayesian theory and solved by Sequential Monte Carlo (SMC) method, yielding better performance than traditional approaches (most of them based on extended Kalman filtering [17] or sum-of-Gaussian E. Biglieri is with Departament TIC, Universitat Pompeu Fabra, Barcelona, Spain (e-mail: e.biglieri@ieee.org).
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Color approximation [1] ) in a nonlinear, non-Gaussian environment. The present paper aims at presenting a new approach to multiuser tracking in a scenario whereby users may appear and disappear in a random manner from frame to frame, while the parameters of persisting users are themselves time-varying. In this scenario, tracking involves estimating the number of users, their identities, possibly their data, and a number of channel parameters, typically affected by users' mobility. The object of interest is thus the set of parameters of all users. The cardinality of this set varies with time with a known probabilistic law. As in the companion paper [6] , the mathematical tool we use is random-set theory (RST), which provides a natural, flexible, and mathematically consistent framework for the problem under study. The key concept here is to treat the collection of users as a single set-valued state. After introducing appropriate notions of probability density for random sets, known as Finite Sets Statistics (FISST) (see [13] , [19] , [26] , and [22, Ch. 11] ) the multiuser tracking problem can be rigorously formulated as a Bayesian set-valued filtering problem. Unlike [6] , where the Bayesian recursions leading to the optimal detector could be evaluated exactly, here we deal with finite random sets defined on hybrid spaces, and hence an exact solution of this problem is not feasible due to the lack, even for linear-Gaussian problems [4] , of closed-form expressions for the relevant densities. Among the various techniques aimed at approximating the Bayesian recursion, we have chosen here SMC filtering, which achieves asymptotical optimality [10] .
The balance of this paper is organized as follow. Section II defines the signal model and states the problem, while Section III defines optimal set estimators. Section IV describes the SMC approximation of the Bayesian recursive filter. Section V presents an application of our methodology to joint multiuser detection and channel tracking in synchronous direct-sequence code-division multiple-access (DS-CDMA) systems. Some numerical results are also described. Two Appendices are devoted to some technicalities of random-set theory, and to the definition of a model for the evolution of user powers under the effects of motion and fading.
II. CHANNEL MODEL AND STATEMENT OF THE PROBLEM
We assume users transmitting digital data over a common channel. Let denote the signal transmitted by the active user , , at discrete time , . Each signal has in it a number of known parameters, included in the deterministic function , and a number of random parameters, summarized by the vector . The index reflects the identity 0018-9448/$25.00 © 2009 IEEE of the user, and is typically associated with its signature. The observed signal at time is a sum of the signals generated by the users active at time , which are in a random number, and of stationary random noise . We write (1) where is a random set, encapsulating what is unknown about the active users. The set , whose elements are random vectors ( is a random integer denoting the number of active users), is a finite random set defined over a hybrid space (see, e.g., [13] , [22] , [26] and references therein). As stated in [6] , the same problem could be solved by using point-process theory [28] . However, RST, and in particular Mahler's "FISST calculus" [13] , [22] , is advocated here, because it leads to entities (e.g., the belief density) which have immediate counterparts in standard-probability theory (the probability density function), can be manipulated in the same way, and allow one to exploit the engineering intuition developed under the ordinary probability framework.
A finite random set (FRS) defined over a hybrid space , is a map between a sample space and a family of subsets of , where the hybrid space is the Cartesian product consisting of all pairs , with and . contains the values of the real parameters of the active users, and is a discrete set. In our context, we may have, for example, , the set of the identities of the interferers, or , the set of interferers each transmitting binary antipodal data.
Formally, at time the random set that concerns us is given by the union of singleton-or-empty sets where if user is active at time otherwise.
We may consider two distinct situations, namely:
(a) known-data ("trained") systems, where , , and , with a -dimensional random vector; (b) unknown-data ("untrained") systems, where , , with an -ary symbol alphabet, and , the transmitted symbol.
For future use, we introduce the notation to denote the finite discrete random set containing the identities of the users in . This is the projection of the interferer state onto , i.e., the set of indices of the active users. Similarly, is the projection of onto , so that in a trained system, the elements of set have the form , .
A. Measurement Model
With measurement model (1), the receiver observes a superposition of signals. Thus, the random set describing the receiver, denoted is the singleton , where has conditional probability density function (pdf) given by 1 (2) with the pdf of the additive noise.
B. Dynamic Model
The multiuser set can be expressed in the general form
with the set of users surviving from time into time , and the set of newly born users. These two sets are related by and The first condition expresses the fact that no user being active at can migrate to the set of new users; the second states that the surviving users at are a subset of those active at (see Fig. 1 ). Since , and since and are conditionally independent given , for the conditional belief functions (Appendix A) we have (4) We make the assumption that forms a Markov set sequence, i.e., that depends on its past only through , and that the death-and-birth process is governed by a binomial law. More precisely, denote by the probability that a user inactive at time becomes active at time , and by the probability that a user active at epoch survives into epoch . We assume a trained system first.
The conditional belief functions (given ) of surviving and newly born user sets can be written as (5) (6) with [6] if otherwise (7) and if otherwise.
Likewise, assuming that and are independent for , we have (9) (10)
Computing the set derivative of the above (see Appendix A) we obtain, with some notational abuse
The companion case of untrained systems may be dealt with in a very similar way. Indeed, if we denote by the data transmitted by the th user, the Markov assumption on is not violated under either one of the following conditions:
(a) the source data are memoryless; (b) the source data form a first-order Markov chain; in this case, the densities and , are assumed known. Under condition (b), which trivially subsumes (a), (11) generalizes to (13) (14) III. OPTIMAL BAYESIAN SET ESTIMATORS In causal dynamic set estimation, a random set at time is described by its a posteriori belief density given the observations up to time , which we denote . A common method for the evaluation of the above density relies on Bayesian recursions, which in RST take the form: 2 
for
, with , a known initial prior density (the notation indicates that the integral is a "set integral" in the sense of random-set theory).
Once is made available, we are faced with the problem of defining a suitable set estimator. In general, if we assume that an observation is given, and the a posteriori probabilities have been computed, they can be used to generate a Bayesian estimator, i.e., a function that minimizes the risk associated with a given cost function (see, e.g., [25, p. 54 ff.] -[22, p. 63 ff.]), where the expectation is taken with respect to the joint pdf of and . Within RST, the choice of a cost function may not be an obvious task. In fact, while with discrete sets a natural choice is the minimization of error probability (i.e., the probability of choosing an erroneous set of active users and their data), with hybrid sets one must balance the cost of choosing the wrong set of users with the cost of a discrepancy between the estimated and the correct set of continuous parameters. In addition, the cost function chosen should result in an estimator with tractable complexity.
Recall that the hybrid random set has elements , with a random vector, a random variable taking on a finite number of values, and . We have defined as the discrete part of , i.e., the set . Also, we denote with a hat the estimated quantities. Two common cost functions related to hybrid random sets can be found in RST literature. The cost involves only the number of elements in [13, p. 192] .
In our context, this cost function implies that only the choice of the correct number of active users has relevance. The cost function weights the error in the estimate of the continuous part of [13, p. 192] and and otherwise (16) where is a closed ball in . The choice of this function implies that no cost is incurred whenever the number of active users, their identities, and their discrete data are estimated correctly, and in addition there exists an index permutation such that the two -dimensional vectors and are close enough (the size of reflects the definition of "closeness," i.e., the amount of tolerable difference between the two vectors). If any of these conditions is not satisfied, then the cost is . Before commenting on the suitability of in our context, let us observe the structure of the estimators derived from the cost functions above. Minimization of the cost function yields the estimator (whose consistency has not been proved) known as GMAP-I [13, p. 191 (18) where (19) This is a two-step estimator, which first evaluates the number of active users, next their parameters under the assumption that the number of active users is known and coincides with . Minimization of the cost function yields the consistent estimator known as GMAP-II [13, p. 191] , [19] , also called a Joint Multitarget Estimator in [22, p. 497 ff.] (20) where is a small constant reflecting the size of , and hence the accuracy to which the estimate need be performed [22, p. 500] . Unlike GMAP-I, this estimator is based on a single operation, although it can also be realized in two steps as follows [22, We observe now that neither of the above estimators, in spite of their relative simplicity and intuitively satisfactory structure, is perfectly suited to the problem considered in this paper. In fact, GMAP-I does not weight the errors in the continuous parameters, while GMAP-II cost function is not sensitive to large errors in the continuous parameters. A simple family of cost functions appropriate to our problem is .
This assigns cost to any wrong estimate of the set of active users or of their data. If this estimate is correct, the cost depends on a function of the discrepancies between estimated and true continuous parameters. The actual selection of and of reflects the relative weight of an error in the discrete and the continuous parameters. Straightforward modifications of the arguments in [13, pp. 192-193] lead to the risk associated with the cost function
The resulting Bayesian estimator requires the minimization of the sum (22) . Besides the necessity of selecting and (which may not be an obvious task), computation of the minimum may involve an unacceptable complexity. For this reason, we define a suboptimum, simpler version of the estimator, one that minimizes separately the two terms, and is realized with a two-step procedure. The first step minimizes the probability . This is obtained through a maximum a posteriori probability (MAP) estimator of , the set of active users and their data, which maximizes the conditional pdf of by assuming the continuous parameters of as nuisance. In the second step, is minimized. If is a quadratic function, this second minimization yields the conditional expectation (23) We call GMAP-III the resulting estimator. 3 We finally observe that, although the above discussion refers for simplicity to a single observation, we may easily extend it to the estimation of a whole sequence . In this case, if we constrain the estimator to be causal, that is, we have , the derivations in this section apply to the cumulated risk and result into the approximate estimators 3 Observe that, unlike GMAP-I and GMAP-II, estimator GMAP-III relies upon the condition jX X Xj = j(X X X)j. This is the requirement that the discrete elements of the random set X X X be distinct. Now, this condition is obviously met in the multiuser communication scenario of this paper, where each user is uniquely identified, but may not be in multitarget applications [22] , where the discrete elements could identify type or threat level of the target. These equations, along with their counterparts obtained for different cost functions, emphasize the relevance of Bayesian recursions. We hasten to observe that the computational complexity involved by the exact implementation of the proposed estimation rules may be intolerable if the number of potential users is large. As in [6] , joint multiuser detection and parameters estimation yields a complexity of the order for trained systems and for untrained systems, which shows how the complexity of the optimal detector scales exponentially with the number of users. Techniques aimed at reducing the computational burden, and yet retaining reasonable performance at the price of a moderate loss of optimality, are available: see, e.g., [2] .
IV. NUMERICAL APPROXIMATIONS OF BAYESIAN RECURSIONS
We have seen how Bayesian recursive filtering provides a framework for optimal set estimation enabling sequential evaluation of the multiuser set a posteriori density. Now, the main problem with Bayesian recursive filtering for random sets defined over hybrid spaces is the lack of a closed form to implement the inference. In fact, for hybrid stochastic systems, not even the linear-Gaussian case admits a closed form [4] , 4 which calls for approximate methods. The simplest among these use grid-based filters, in which the continuous parameters are discretized into a fixed grid. The main difficulty with this approach is that, for reasonable accuracy, a very dense grid is needed, which may easily result in unmanageable computational burden. A more efficient approach relies on SMC, or "particle filtering," methods (see, e.g., [9] and references therein). Suppose we have a set of random samples , each associated with a weight , such that the sample-weight pairs ("particle") represent the density as (24) where is the " -" measure defined by if otherwise.
SMC methods provide a rule for propagating and updating these samples and weights to obtain a set of new particles representing as (26) Among the various SMC methods, the bootstrap filter [14] has received considerable attention for its simplicity. With this, particles are recursively updated as follows: 4 The only case of hybrid systems that admits an optimum closed expression seems to be the jump-Markov linear-Gaussian system [11] . Yet, this expression is not a recursive one, and the optimum rule has a complexity which grows exponentially with the frame length. (29) The feature that makes the bootstrap filter especially attractive for approximation of the Bayesian recursive filter is its asymptotic optimality [10] . Indeed, as grows to infinity, under weak technical assumptions, [8] proves almost sure convergence to the true ones of the empirical distributions generated by particle filtering.
A common problem with (27) - (29) stems from the degeneracy phenomenon, which causes all but one particle to have negligible weights after a few iterations [10] . A brute-force approach to reducing its effect consists of using a very large , thus increasing the computational effort. To reduce the degeneracy phenomenon with low complexity one could use adaptive resampling. This consists of eliminating particles that have small weights, and concentrating on particles with large weights whenever the degeneracy becomes relevant. An indicator of this relevance is the effective sample size, . Here, , with a small (in practice, smaller than a threshold typically equal to or in most applications) suggesting degeneracy. The resampling step involves generating a new set of particles by resampling (with replacement) times from the approximate posterior density in (26) , computed by (27)- (29), in such a way that (30) The new weights are set to be uniform, i.e.,
. Finally, if resampling is performed, the a posteriori density is set to be (31)
With a representation of in term of particles, the estimators described in Section III can be implemented in a rather straightforward manner.
We would like to point out that the bootstrap filter, in spite of its versatility and simplicity, is not the most efficient way of approximating the Bayesian recursive filter. Indeed, if the system is conditionally linear and Gaussian (a condition that can be granted in our case by assuming that the users amplitude evolves according to a Gauss-Markov model), then a Rao-Blackwellized particle filter (RBPF) can be used. In a nutshell, RBPFs adopt an SMC algorithm to track births and deaths of users, while, conditioned on the particles realizations, their amplitudes are exactly estimated through Kalman filtering [10] . Since the RBPF draws particles from a discrete space, the number of particles required by a the latter is on average much smaller than the number of particles required by the bootstrap filter. RBPF has been previously applied in RST for multitarget tracking [27] and for estimating abruptly time-varying multipath channels in multiple-input, multiple-output (MIMO) systems based on orthogonal frequency-division multiplexing (OFDM) [3] . Since we are mainly concerned with a proof-of-concept rather than with implementation details, here it suffices to add that, since in most of the cases dealt with in this paper linearity and Gaussianity cannot be granted, the bootstrap filter enables the evaluation of the limiting performance.
V. AN APPLICATION: JOINT MULTIUSER DETECTION AND AMPLITUDE ESTIMATION IN CDMA
Following in the footpath of [6] , in this section we apply the methodologies described above to the scenario of an uncoded, synchronous, single-rate DS-CDMA system with a maximum number of users, processing gain , and additive white Gaussian noise. Let us assume coherent detection, while the amplitudes of transmitted signals are unknown. The chip-wise matched-filtered received signal at time has the form is an -dimensional white Gaussian noise vector, where is the power spectral density of the received noise, and denotes the identity matrix. As a consequence, the set consists of a random number of elements, each element containing the active-user identity, the transmitted data, and the received power (in random-set theoretical parlance, the hybrid space is now , with the symbol alphabet). Thus, the measurement model is (34)
We consider a binomial birth-and-death process with parameters and , as in (7)- (8) . Assuming independent, equallylikely symbols, and memoryless modulation, we have, defining 
With this, the set densities in (11) and (13) are fully specified.
A. Trained CDMA
A synchronous, uncoded, single-rate DS-CDMA system with processing gain is assumed in this computer simulation. The maximum number of active users is . Each user is assigned an -sequence of length , and the transmission has duration . Equations (11) and (34) describe the measurement model and the dynamic model, respectively. The birth rate and the persistence probability take values and , respectively. The parameters of the power-evolution model are , , and for all . We assume that the users transmit known symbols (trained system), whereby only the identities and the transmitted powers of active users are to be estimated. In approximating Bayesian recursions, a bootstrap filter is used with particles and threshold . Define the Discrete Set Error Probability (DSEP) as . Since this macro-parameter only measures the system ability to identify the active users, a further performance measure is needed to assess the quality of the power estimates. To this end, we use the standard root-mean square error (RMSE) RMSE (41) which makes sense as long as . Fig. 2 shows the DSEP versus the signal-to-noise ratio (SNR) for the GMAP-I, GMAP-II, and GMAP-III estimators. As a baseline for performance comparisons, we also report the DSEP corresponding to complete channel-state information (labeled CCSI), i.e., perfect knowledge of the channel parameters (in this case, the power). Fig. 3 shows the distance (41) for the GMAP-I, GMAP-II, and GMAP-III estimators.
Notice from Fig. 2 that GMAP-I and GMAP-III perform equivalently in terms of DSEP, both being slightly better than GMAP-II. This behavior can be justified by noticing that both GMAP-I and GMAP-III rely upon a marginalization of the conditional belief density with respect to the continuous parameters of the random sets. Moreover, since GMAP-I estimates only the cardinality of the set of active users, while GMAP-III also estimates their identities, and since an error on necessarily implies an error on (but not vice versa), we argue that the most critical aspect of active-users identification is the estimate of the cardinality of their set. This statement is consistent with observations in [6] , where it has been shown that erroneous set estimation typically occurs due to errors in set cardinality. As far as estimation of continuous parameters is concerned, the advantage of GMAP-III over GMAP-I and GMAP-II is apparent from Fig. 3 , which shows the RMSE for the three estimators examined here. This result is also consistent with standard estimation theory. In fact, the Expected A Posteriori (EAP) estimator, i.e., the second step of the GMAP-III estimator, is the optimal estimator as far as mean-squared error (MSE) is the performance measure.
B. Untrained CDMA
Here the system parameters are the same as in Section V-A, and binary antipodal transmission is assumed . DSEP is now defined as the probability that the estimated set containing the identities and the data of active users differs from the true set in either its cardinality, or its elements, or both. Fig. 4 shows such a DSEP for GMAP-I, GMAP-II, GMAP-III, and CCSI receivers, while Fig. 5 shows the set distance for GMAP-I, GMAP-II, and GMAP-III.
From Fig. 4 , we observe that trained and untrained CDMA perform very similarly as far as DSEP is concerned, and that, as in trained CDMA, GMAP-I and GMAP-III are practically equivalent. This is again consistent with observations in [6] , where it was noticed how errors in joint user identification and data detection are mainly caused by erroneous estimation of the cardinality of the set of active users. Fig. 5 confirms the superiority of GMAP-III in the estimation of the continuous parameters of the active users.
VI. CONCLUSION
We have extended the theory presented in [6] to encompass the study of multiuser detection in an environment where not only the number and the identities of active users, but also their continuous parameters, are unknown and must be estimated. This problem is solved by applying the theory of random finite sets constructed on hybrid spaces. In particular, we have derived Bayesian recursions describing the evolution with time of a posteriori densities of the unknown parameters and data. Unlike in [6] , where the optimal estimator can be expressed in a closed form yielding the limiting performance of multiuser detection with an unknown and time-varying number of users, here, since we deal with joint multiuser detection and continuous-parameter estimation, Bayesian recursions cannot be solved exactly. Among the various approximation techniques, numerical approximations based on SMC methods ("particle filtering") were used, yielding asymptotically optimum set estimators and enabling numerical evaluation of the limiting performances.
APPENDIX COMPUTING BELIEF DENSITIES
In this Appendix we show how belief densities can be computed in the context of the problem described in this paper. For simplicity, we consider a static environment, and the set of random variables modeling the continuous unknown parameters of the potential users, assumed to be independent and equally distributed. We denote by the probability measure of each set, and by the corresponding pdf. Moreover, denote the probability that a user is active.
According to RST, the belief density of the random set , denoted , is defined through the set derivative of the belief function of . Thus, we first need the belief function where denotes one of the subsets of with elements. 5 Next, the belief density is obtained by computing the set derivative of (43) at (44)
As illustrated for example in [13, p. 163] , the value of the belief density specifies the likelihood with which the random set takes the set as its specific realization.
We observe the following.
(1) The belief function of a random vector is just its ordinary probability measure. where is a set function, and
. We obtain .
Applying the above to the belief function (43), we obtain
Here we model the effects of user's mobility and of fading on the power received from user at discrete time , denoted . The superposition of these two effects yields a model for the dynamics of signal-amplitude variations.
We denote by the noiseless part of the signal received from user at time . This is a deterministic function of the random power , so we can write
and hence
For notational simplicity, in the balance of this Appendix we omit the superscript associate with the user.
A. Effect of Fading
Denoting by the reference power, and by the fading amplitude at time , we may write (47) and hence (48) where is the random variable defined as (49)
B. Effect of Motion
We consider two classes of users: one includes stationary users, the other includes users in motion. The latter class experiences a power variation from time to time equal to . Thus, we can write, for the effect of motion (50) where is a random variable taking values with probability with probability with probability (51) where depends on the user's velocity, and may be called the mobility factor of the user.
C. Joint Effects of Fading and Motion
We have (52) where the random variable (53) models the joint effects of fading and motion. Hence (54) and the dynamic modeling problem is reduced to the problem of modeling statistically the random process . Our basic assumptions here are that fast fading and motion are independent, and that the fading process is first-order Markov (see [29] where . The pdf of the ratio is obtained from the general formula which yields Fig. 6 illustrates the behavior of for some values of its parameters.
