Introduction
The study of turbulent flow has been hampered by the lack of adequate measurement techniques which capture the spatially varying nature of these flows. To overcome the limitations of single point measurements, new techniques have been devised which draw from the advantages of flow visualization while providing quantitative information about the spatial structure of the flow.
Streak photography is the oldest and simplest method of experimental multi-point velocity measurements. The flow is seeded by particles and illuminated by sheet lighting to define the plane of motion examined. The fluid velocity as function of time can be measured by tracking the particles through long time exposures, multiple exposure recordings or multiple frame techniques1'23'4. However, velocity measurements using streak photography have a large associated error when the length of the streak is small. Also, when the mean distance between tracers is of the same order of magnitude as the distance a tracer particle travels during the exposure time, streak photography fails to provide accurate results. Thus, the tracer concentration is usually kept small resulting in velocity measurements with poor spatial density.
Pulsed Laser Velocimetry (PLY) is a technique which uses pulsed laser photography of many particles undergoing short displacements in order to extract velocity information from the flow field (Adrian5). PLY has two distinct modes: Laser Speckle Yelocimetry (LSY) and Particle Image Velocimetry (PlY) depending on the seeding density of the scattering sites. In both techniques, the flow is first seeded with small tracer panicles and then illuminated with a sheet of coherent light. The light is scattered by the seeding particles in the illuminating plane provides a moving pattern. When the seeding concentration is large, the images overlap, interfere constructively or destructively and produce a random speckle pattern which moves with the fluid. The fundamental concept underlying (LSY) is that the speckle patterns translate with the scattering sites that created them, so that the measurement of the speckle motion can be correlated to the measurement of the scattering site motion. Particle Image Yelocimetry (PlY) is applied when the scattering sites concentrations are low enough and produce individual particle images rather than laser speckles. The motion of the particles is again recorded photographically. Adrian5 has argued that in most fluid mechanical applica-tions of Ply the scattering concentrations would be low enough to produce individual particle images rather than laser speckles. Examples of use of the double pulsed PlY are described by Lourenco and Whiften6 and Adrian5. The overall accuracy of the technique depends on the accuracies which can be achieved in the photographic procedure and processing techniques. Chang et aL applied PW to study turbulent flow in agitated tanks and observed an error on particle positions in X and Y directions of about 0.4 pixels on the average. Landreth et aL8 report an overall RMS error of 2.4 % and 2.2 % in the two orthogonal directions of the velocity in a solid body rotation flow field.
Objectives
During the development of these techniques for turbulent flow research, there has been little systematic effort to quantify parametrically the influence of the various image and processing parameters governing the techniques. Most analyses of the errors are a qosteriori estimates obtained by indirect comparison with other techniques or by analysis , 8, 9 This is linked to the fact that the exact velocity and position of particles in real flows is not known and errors can only be inferred. Furthermore, researchers usually have little control over the image parameters, although they always strive to obtain the "best" possible images.
The objective of the present research is to address the questions described above. By using synthetic images rather than real ones, all the parameters involved can be controlled and varied as needed in order to systematically study their influence. Furthermore, the use of synthetic images allows an exact quantification of the errors involved since the velocity fields and particle locations, sizes, etc., are known exactly. However, in order to validate the results obtamed by this procedure, the synthetic images must be representatives of a broad class of real images and a large number of images must be processed to obtain reliable statistics of the results. It is imperative that the process be entirely automatic to avoid influencing the results with operator (subjective) decisions. Hence the objectives of the research were to generate "realistic" images with controlled parameters such as contrast, noise, number of particles, partide size distributions, etc.; to develop algorithms for the automatic processing of such images to detect particles and determine their position and velocities; and finally to quantify statistically the influence of the various parameters on the accuiacy of the results.
Formulation

Generation of images
Images were synthesized to represent the digitized output of a hypothetical real picture with particles embedded in some kind of a flow field. For the purpose of this research, the two main variables of the digitization process were chosen to be 256X256 for the resolution and 8 bits per pixel for the pixel depth (256 gray levels). While this resolution is low, the 256X256 image can be considered without any loss of generality to be a subset of an image digitized with a higher resolution. The images can be thought of a certain number of particles randomly sprinkled over a background. In a realistic case, the experimental set up, photographic process, digitizer and even the environment where the picture is taken can be possible sources of noise and this was modelled by gaussian additive noise. illumination and distinct gray level difference between the particles and the background are the major parameters of setting up a "good" contrast. Even though the particles may be of the same size and shape, they can appear in the picture as having different sizes and shapes depending on their orientation on the plane where the picture is taken and the possible existence of shadows due to other particles. For the purpose of this research all the particles generated are circular with a normal distribution of radii. Based on this broad set of assumptions, every image is generated according to a specified set of parameters. These include the number of particles in the image (N ), the mean grey level intensity of the particle pixels (.t, ), the mean grey level intensity of the background pixels (tb )' the mean radius of the particles (p.r )' the standard deviation of the particle radius (Ar ) d the standard deviation of the image noise (A). The difference between (J4 ) and (b ) represents the contrast (C) for that image.
Image processing
The goal of the image processing part of this research was to identify and locate the particles in a digitized image without ambiguities. To meet this goal, the processing used included histograming, smoothing and thresholding.
Histograming. Figure la depicts the histogram of a typical image. This histogram is made of two distinct distributions: the first distribution corresponds to the pixels that belong to the background and the second distribution corresponds to the pixels that belong to the particles. The purpose of calculating the histogram of an image is to identify which intensity levels belong to the background and which belong to the particles. Figure la illustrates the difficulty in dealing with such images. Since the particle density is low, the particles occupy a very small percentage of the total picture area and therefore the amplitude of the distribution of the particle levels is very small compared to that of the background. The relative heights of the two distributions depend on the density and size of the particles and the noise level of the image. As the contrast (C) decreases and the image noise (A) increases, the two distributions overlap and the particles are lost in the noise of the background.
To circumvent these difficulties, an elaborate iterative scheme (Kiritsist0) was designed to perform a curve fit of both distributions and obtain estimates of their controlling parameters, namely their mean p' and their standard deviation '. In short, the procedure involves fitting the background distribution first and subtract its estimate from the total distribution to lessen its overwhelming effect. This, combined with some iterative smoothing of the histogram allows to successfully perform a curve fit on the remaining particle distribution. This procedure is very robust and allows to separate the distributions, even when they overlap substantially.
Smoothing. To further facilitate the separation of the particles and background, a smoothing or filtering operation was applied to the image to reduce the noise. This filtering was performed by convolving the image with a 3 X 3 smoothing filter. Since the noise in the picture tends to be pixel noise rather than low frequency noise, a 3 X 3 neighborhood averaging was chosen as a compromise between the noise reduction and inherent blurring resulting from the use of such filters. The noise in the images is substantially decreased by such a procedure as confirmed by examining the histogram of the smoothed image (Figure ib) . The spread of the probability density curves of the background and particles is decreased, rendering the separation of the background and particles more easy.
Thresholding. The sorting of the image into background and particle pixels is achieved by thresholding. The optimal threshold I is chosen to be the intensity level which separates in the best possible way the two probability density distribution curves, i.e. the gray level which has equal probability of belonging to the background or the particles. Based on the estimated parameters of the histogram, a threshold is calculated for every image. The procedure was extensively tested and yields "reasonable" thresholds without any manual or subjective decisions for all cases where a decision could be made "by eye" and is probably more reliable in the case of mildly overlapping distributions such as the ones shown in Figure 1 . However, it fails (as it should) when the two distributions overlap completely. After the threshold value is picked, the original image is converted into a binary image.
Image analysis
The goal of the image analysis is to identify and locate the particles in the already processed images, match them in pairs between two successive images, calculate their velocities and finally calculate the statistics of the errors in their positions and velocities.
Particle Identification. A fast algorithm was developed to scan the thresholded image line by line and group the pixels into distinct particles. Special care was taken to identify all connected pixels as a single particle regardless of the particle boundary geometry. This search for particles is achieved in one simple sweep through the picture for efficiency. After identifying all the particles, their location is found by calculating their centroid10.
Calculation of the velocity field. The determination of the velocity field involves matching pairs of corresponding particles between the two successive images separated by a small instant of time At . To avoid ambiguities in the matching process, it is desirable to know the expected direction and magnitude of the displacement of each particle. However, to respect the goals of this study, it is imperative to avoid any a priori knowledge of the velocity field or rely on subjective guidance from an operator. Since particles are essentially featureless and cannot be reliably recognized individually, the matching process is very difficult. However, under the assumption of a smoothly varying velocity field, small clusters of randomly spaced particles are recognizable for short periods of time since all particles have similar (but not equal) velocities. In other words, the motion of small clusters of particles is identifyable due to their spatial pattern which is translating with the average velocity of the cluster and distorting due to the non uniformity of the velocity field. The determination of this average velocity can be achieved by cross-correlating two corresponding subregions of the image8. The crosscorrelation is evaluated in the usual manner by calculating the two dimensional Fourier transform of the two subsets by an FFT technique, cross multiplying the results and taking the inverse Fourier transform11. The size of the subregions is constrained on both sides. If the region is too small, there may be no particles or very few particles to form a recognizable spatial pattern leading to an unsuccessful cross-correlation. if the region is too large, the found velocity is an average over a region of possible large velocity variation, the crosscorrelation is poor and the velocity unrepresentative of each individual particle velocity. For this research, the subset size was chosen to be 64X64. Depending on the complexity of the flow field, the average velocity which is calculated using the cross-correlation might not be an accurate estimate for each of the particles in the subset of the image. Hence, a better estimate of the velocity of each particle is then obtained by a bilinear interpolation between the subset velocities. Based on this estimated velocity field, the expected position of a given particle in the first frame can be calculated in the second frame and a search is then initiated around that point. The details of the iterative matching are given by Kiritsis10. An example of a stagnation point flow is shown in Figure 2 to illustrate this overall procedure. The direction of the arrows and their length represent the direction and magnitude of the velocity at every particle. The true field is shown in Figure 2a , the average velocities calculated using the cross correlation technique assigned at the midpoint of every image subset are shown in Figure 2b . Using these velocities and interpolating for every found particle, the estimated velocity field is shown in Figures 2c . Finally, the velocity field calculated from the particle displacements is shown in Figure 2d . A comparison between the calculated and the true velocity field shows the effectiveness of the process. Error analysis. Since the images were synthesized, the real locations and velocities of the particles are known and can be compared to the calculated ones to determine the accuracy of the processing. The errors in position (euclidean distance) and velocity (magnitude) were computed and their statistics evaluated. Specifically, the distribution of errors, its mean and standard deviation were explicitly computed for each case. Morever, due to particle overlap two original particles may be detected as one, small particles may be lost in the background noise and/or spurious particles may be found due to image noise, or matching particles may not be found in pairs for the velocity determination. Hence, the percentage of particles not found in a given frame, the percentage of spurious particles in a given frame and the percentage of particles not matched in pairs across frames were also determined. For each set of image parameters, 50 images were generated and processed to obtain reliable statistical averages of all computed quantities. This number of 50 images was chosen based on preliminary tests of statistical convergence. To evaluate the particle position accuracy a total of 122 different parameter sets were investigated resulting in the processing of a total of 6100 images. The parameters varied were the number of particles, their average size, the contrast between the particles and the background and the noise level in the image. Then a number of different velocity fields were tested (shear flow, vortex, stagnation point flow, etc...) but the systematic evaluation of the velocity error was performed on a Rankine vortex flow. The parameters investigated were the maximum particle displacement between images in combination with the other parameters listed above governing the images themselves. Again, 50pairs of images were generated for every set of parameters, representing a total of 1 800 pairs of images. Figures 4a and 4b illustrate the percentage of particles not found (i.e., real particles not detected) and the percentage of "spurious" particles (i.e., particles detected not corresponding to real particles) as a function of contrast and noise for the same case as Figure 3 . Qualitatively, the trends are similar. The percentage of particles not found or spurious particles remains very low for images with a good contrast, but degrades very rapidly for images with a high noise and a low contrast. These results are representative of the other values of the parameters investigated. Generally, the average error in locating the particles was found to be of the order of 0.5 to 0.7 pixels, i.e., subpixel accuracy is achieved by this processing. Furthermore, the standard deviations of the error distributions around their mean are of the order of 0.8 to 1.2 pixels. Owing to the fact that the errors cannot be negative, this indicates that the error distributions are very skewed with the majority of the particles located within a small 133 Due to the large number of parameters investigated, only a representative subset of the results will be presented here (for more details, see Kiritsist0).
Position accuracy results
Figures 3a and 3b show the effect of the contrast for different noise levels on the mean and standard deviation of the error of the particle locations respectively for N = 100 and a particle size R = 3±1. Each curve represents a different contrast. It can be seen that for images with a good contrast (C 100), the results are insensitive to the noise level in the image. However, as the contrast becomes low with respect to the noise level, the performance degrades very rapidly. fraction of a pixel and a small number of particles located with a large error (of the order of several pixels). To confirm this fact, the probability distribution of the error is shown in Figure 5 . The majority of the particles are located within less than 0. 1 pixel while a few partio.
Error(plxel) Figure 5 -Probability density function of particle location error. des are drastically in error. Those particles associated with a large error correspond to cases of particle overlap, i.e, two or more real particles are detected as one and hence their centers may be off by a distance of the order of the particle radius. This point will be further evidenced in Figure 6 and 7. The results also indicate that the number of undetected particles in the original image is typically about 2% and the percentage of spurious particles found is very close to 0% as long as the contrast is reasonably high with respect to the noise level. Consequently, choosing the "best" threshold value for every image is probably the most important task of the entire process. If the choice of threshold is poor, pixels belonging to the background are identified as particles, hence resulting in a very high number of spurious particles and destroying the accuracy of the overall process. Figures 6a and 6b depict the mean and standard deviation of the error in particle locations as a function of the number of particles and particle size. The percentages of undetected particles and spurious particles for this same case are depicted in Figure 7 . These Figures correspond to a contrast of 50 and an image noise of 10 but are representative of other "reasonably" contrasted images. Figure 6 shows that as the number of particles or the average partide size increases, the average error and the standard deviation of the error increase. The same trends are observed in Figure 7 for the number of particles not found and the number of spurious particles. This error increases with particle size or density is linked to the higher likelyhood of particle overlap. Based on this evidence, it is believed that if particle overlap can be eliminated in a real application of PlY (by using a sharply focused laser light sheet for example), the accuracy of the technique can probably be of the order of 0.1 to 0.2 pixels. This particle overlap is also responsible for the increasing number of particles not found with increasing the number of particles in the image and the particle size. In any case, the number of overlapping particles is of the order of a few percent. In summary, it is clear that the key operation in securing valid results is choosing a correct threshold value, i.e., separating particles from the background. Providing that an appropriate threshold has been selected, the error in locating the particles is in general proportional to the number of particles, the size of the particles and the image noise and is inversely proportional to the image contrast. This also holds true for the percentages of particles not found and spurious particles.
Velocity accuracy results
To test the accuracy of the velocity determination, the flow field of a Rankine vortex was chosen for this investigation because it is a realistic representation of a small portion of a turbulent flow field. In addition to the parameters already investigated, the vortex core size and the maximum particle displacement between frames were also varied. The vortex core size is linked to the spatial resolution with which the velocity field can be resolved, while the particle displacement between frames is linked to the temporal resolution through the framing rate for a given velocity field. Since the contrast and noise level of the images have little impact on the accuracy of the particle positioning (as long as they are "reasonable"), these parameters were not varied for the velocity investigation and an average particle size was chosen (R = 3.5±1). Figure 8a velocity error for the same case. In general, the accuracy of the velocity determination increases with the number of particles. This is probably linked to a better estimate of the velocity field by zonal cross-correlation and hence a better matching between successive frames. The maximum displacement of the particles between frames also increases slightly the accuracy of the velocity. This is consistent with the fact that the velocity is determined as the difference of two particle positions. Hence, the bigger the difference is, the smaller the error of such particle positions is in relative terms. Regardless of the various parameters, the distribution of the error on the velocity follows the distribution of the error of the position, i.e, the majority of the particles have a very small error (smaller than the mean) and a few particles have a large error. Figure 9a represents the percentage of particles found which could not be matched from frame to frame to yield velocity information. This percentage is plotted against the maximum particle displacement for the various number of particles. This percentage increases as the number of particles and their maximum displacement increase but always remains very low (less than 2 %); This is an indication that the cross correlation technique provides reliable estimates of the displacements to guide the particle matching algorithm. Figure lOb shows the overall percentage of particles not matched through the entire process (particle identification in each frame and matching between frames). This percentage is fairly insensitive to the particle displacement between frames but is directly proportional to the number of particles in the image. Once again, the limiting factor is particle overlap in both frames as well as particle convecting out of the first frame or convecting into the second frame. In any case, 80 to 93 % of the actual particles in the first frame result in a velocity determination through the whole process. This could be further improved for larger sequences of images by not relying on the zonal cross-correlation for the velocity estimation, but on a predictorcorrector method based on previous frames12 which could also reduce the loss of information due to particle overlap.
Conclusions
In conclusion, algorithms were developed to perform Particle Image Velocimetry automatically. Particle locations can be determined with true sub-pixel accuracy and their velocity can be determined within a few percent. Hence, the technique presented here is a viable tool to study turbulent flow with a accuracy comparable to single-point measurement methods. v ---N of P't1c1., 150 ., -
