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Abstract 
The scaling of population growth of 
conifer invasions in New Zealand 
 
by 
Rowan Ingram Sprague 
 
In ecology, we often want to answer questions about how populations change at broad spatial scales, 
but we frequently lack data at these scales. To fill this knowledge gap we typically extrapolate from 
small-scale observations, but common methods ignore spatial processes such as the neighbourhood 
effects of density and dispersal which have a large effect on plant populations. In this thesis I will use 
aerial imagery to develop new methods to measure scaling population growth. I will use this approach 
to show that broad scale processes slow population growth of conifer invasions in New Zealand. 
To do this, first I assessed the utility of using aerial imagery for detecting invasive conifers across 
different densities. Using data of trees measured in the field and detected from aerial imagery, I found 
that aerial imagery has a tendency to detect trees inconsistently across densities. However, for the mid-
to-large-sized trees, this detection bias mostly disappeared and the imagery could reliably detect this 
size of trees. Due to this detection bias from density, I then examined the effects of detection bias on 
the estimates of scaling up population growth using simulations. I showed that even though there is a 
detection bias from aerial imagery, I am confident that this bias will not affect the estimates of 
population growth and scaling. Finally, using data collected from aerial imagery of eight conifer 
invasion sites across the South Island of New Zealand, I asked whether spatial processes have a large 
effect on the population growth of alien conifers. I expanded upon existing methodology to enable me 
to account for spatial processes in dynamic, rapidly changing systems. In doing so, I developed the 
method to factor in dispersal and the effects of density using a Bayesian spatial random effects model. 
I found that broad scale spatial processes slow population growth in conifer invasions. 
This study is the first of its kind to link data from aerial imagery to population dynamics models to test 
for the effects of spatial processes. Furthermore, a dataset of this scale, detail, and timespan has never 
before been collected for alien conifer invasions. By the end of this thesis, I will prove that spatial 
processes have a large effect on the population dynamics of invasive conifer trees. I show that when 
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we scale up population growth from a small to broad spatial scale and we ignore the effects of space, 
we will vastly over-estimate the ability of a population to grow. 
 
Keywords: spatial processes, wilding conifers, spatial scale, scale transition theory, mean field 
population growth, aerial imagery, detection bias, observation error, density dependence, intrinsic 
growth rate, spatial structure, landscape demography, in-filling 
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Some of the most pressing ecological issues we face today occur at large spatial scales (Gurevitch, 
Fox, Fowler, & Graham, 2016). With the climate rapidly changing, we want to know how species will 
respond and how these responses might vary globally (Clark, Bell, Hersh, & Nichols, 2011; Cotto et 
al., 2017; Jump & Peñuelas, 2005). Furthermore, as the number of species introductions to new areas 
increases, we want to know which drivers lead to species establishment success and how the local 
communities will respond (Early et al., 2016; Mesgaran et al., 2016; Yokomizo, Takada, Fukaya, & 
Lambrinos, 2017). These large-scale phenomena can have cascading and very varied effects down to 
the local scale (Castorani et al., 2015; Queenborough, Burnet, Sutherland, Watkinson, & Freckleton, 
2011). However, we do not know how population dynamics of species translate between local to 
regional scales (Griffith, Salguero-Gómez, Merow, & McMahon, 2016). 
Scaling up population growth from a small to large scale is difficult because of the potential influence 
of spatial processes (Freckleton & Watkinson, 2002; Griffith et al., 2016; Gurevitch et al., 2016). 
Spatial processes can be defined as those mechanisms or factors which affect a population’s growth 
and vary across space (Tilman, Lehman, & Kareiva, 1997). In this thesis, the main spatial processes of 
concern are dispersal, variation in density, and the effects of density on a population’s growth (Law, 
Murrell, & Dieckmann, 2003; Nathan & Muller-Landau, 2000). Therefore, we need a robust method 
to estimate how spatial processes change population growth.  
Ambiguities due to the scaling of population growth in ecology are well documented (Levin, 1992; 
Levin & Pacala, 1997; Wiens, 1989). Ecologists have long known that a study’s scale of observation 
affects the findings on population growth (Dorken, Freckleton, & Pannell, 2017; Levin, 1992; Paradis, 
Baillie, Sutherland, & Gregory, 1999). While the scale dependence of population growth has been 
recognised, many studies have speculated about scaling up population growth. For example, Bocedi et 
al. (2012) tested what happened to estimates of dispersal and population growth when the plot size 
was increased from a fine to a coarse resolution. The authors found that when they attempted to scale 
up population growth estimates by simply looking at a coarser resolution, they tended to over-estimate 
the population abundance as well as the dispersal distances (Bocedi et al., 2012). In a similar message, 
Turnbull et al. (2007) found that the spatial arrangement of individuals can affect the population 
growth and therefore upscaling population parameter estimates is complicated. Time and time again, 
studies have identified both the importance of scaling up population growth and the complexity of 
doing so (Bocedi et al., 2012; Freckleton & Watkinson, 2002; North & Ovaskainen, 2007; Pagel & 
Schurr, 2012). 
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Few studies have actually attempted to scale up population growth data. Therefore, there is a 
disconnect between the scale at which ecologists often collect data and the scale at which ecologists 
want to study and answer questions about broad-scale phenomena  (Hirt et al., 2018; Sandel & Smith, 
2009). Often because of limited cost and time, most studies are only conducted at a small spatial scale 
(less than one hectare) even when they aspire to be relevant for regional spatial scales (Dunham & 
Beaupre, 2001; Estes et al., 2018; Salguero-Gómez et al., 2015). Additionally there is a growing 
demand for studies examining phenomena occurring over vast spatial scales (Hampton et al., 2013; 
Hogg, Huvenne, Griffiths, & Linse, 2018; Soranno & Schimel, 2014).  
In this thesis, I will address this emerging opportunity of improving the link between broad scale 
demography and local scale population growth. In order to do this, we need to first understand the 
effect of spatial processes on demography. I will focus this introduction on plants because these taxa 
are the focus of the rest of the thesis. As sessile organisms, it is likely that spatial processes could have 
interesting and variable effects on a plant population’s growth (Law & Dieckmann, 2000; Law et al., 
2003). 
1.1 How spatial processes affect the scaling of plant population growth 
The following mechanisms affect the spatial structure and thus the scaling of plant population growth: 
biotic interactions, environmental factors, seed dispersal, and density dependence (Dieckmann, Law, 
& Metz, 2000; Nathan & Muller-Landau, 2000; Turnbull et al., 2007). Biotic interactions, or those 
interactions which occur between species or communities, affect the success of a population through 
the positive (such as mutualist or commensalist) or negative (competition or amensalist) effects 
(Bolker, Pacala, & Neuhauser, 2003; Wisz et al., 2013). Environmental factors such as soil type or 
climate will alter where a population will grow as well as how quickly it will grow (Dale, 1999). Seed 
dispersal is an inherently spatial process and a key component of population growth (Cousens, 
Dytham, & Law, 2008; Dieckmann, O’Hara, & Weisser, 1999). It determines the area where plant 
recruitment will occur, thus influencing the subsequent spatial arrangement of individuals (Nathan & 
Muller-Landau, 2000). Another reason why spatial processes can affect population growth across 
spatial scales is because an individual plant can grow differently in response to its neighbourhood 
density. When a plant’s per-capita growth rate changes with density of surrounding trees or its 
neighbourhood, this is known as density dependence (Peters, 2003; Zhu, Woodall, Monteiro, & Clark, 
2015). Each of these mechanisms acts at different spatial scales, thereby changing the scaling of 
population growth (Gurevitch et al., 2016). 
To simplify the scope of this thesis, I will only focus on single, separate populations and will not focus 
on communities. Therefore, while biotic interactions are an important spatial process which shape 
population growth across spatial scales, I will not include them in this thesis.  The other three 
mechanisms can be organised into two broad categories, dispersal and the effects of density (i.e., 
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nonlinear growth) (Chesson, Donahue, Melbourne, & Sears, 2005; Nathan & Muller-Landau, 2000; 
Svenning et al., 2014). 
As a main component of demography, seed dispersal governs the future growth of a population 
because it shapes a population’s future spatial structure (Beckman & Rogers, 2013; Howe & Miriti, 
2004). Dispersal is a localised process because it depends on the location of the parent plant and the 
surrounding environment (Cousens et al., 2008). Furthermore, dispersal also interacts with local 
competition between individuals to form a trade-off for plants in which if local competition is high, 
then long distance dispersal can be favoured at the risk of less suitable habitat (North & Ovaskainen, 
2007; Starrfelt & Kokko, 2010). However, dispersal can be both short and long distance, thereby 
driving spatial structure at both local and regional scales (Beckman, Bullock, & Salguero-Gómez, 
2018; Fletcher & Westcott, 2013). Dispersal therefore is affected by the current spatial structure of a 
plant population and it shapes the future spatial structure of a population across scales (Beckman & 
Rogers, 2013; Caughlin, Elliott, & Lichstein, 2016). Thus the spatial process of dispersal affects the 
scaling of population growth. 
A major reason that broad scale processes alter population growth is that organisms respond to 
variation in population density (Chesson, 2012; Gravel, Guichard, & Hochberg, 2011). The density of 
a plant population often differs greatly across a region. Environmental variables make some areas 
more suitable for plant growth than others, causing some areas in a landscape to have dense areas of 
plants while others have few or no plants (Dale, 1999).  
The spatial process of density dependence also affects the scaling of population growth.  Density 
dependence can be negative, in which case per-capita growth rate declines at higher densities of other 
individuals. This is often described as intraspecific competition (Casper & Jackson, 1997). Some 
examples of types of negative density dependence are lower rates of seedling establishment close to 
parent trees due to pathogens and pests (Connell, 1971; Janzen, 1970), competition between saplings 
and adults (Hubbell, Condit, & Foster, 1990), and higher rates of adult mortality in denser stands 
(Castagneri, Lingua, Vacchiano, Nola, & Motta, 2010).   
Density dependence can also be positive, in which case per-capita growth increases at higher densities 
of individuals (Holmgren, Scheffer, & Huston, 1997). Some examples of positive density dependence 
are ectomycorrhizal infection increasing the growth of seedlings at intermediate distances from adults 
(Dickie, Schnitzer, Reich, & Hobbie, 2005), frugivorous birds dispersing trees’ seeds in aggregated 
areas (Spiegel & Nathan, 2012), and higher densities of a tropical forest tree attracting more bee 
pollinators to their flowers (Ghazoul, Liston, & Boyle, 1998). These density dependence trends in 
plant growth cause spatial patterns such as aggregation and over-dispersion (Dieckmann et al., 2000). 
These changes in spatial structure can then affect dispersal, feeding into more changes in future spatial 
structure at varying spatial scales.  
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The regional population growth rate is a result of the processes of dispersal, the variation of density, 
and density dependence (Chesson et al., 2005). However, averaging the effects of these processes 
across a region does not necessarily equate to their effect at the broad scale (Chesson, 2012). This is 
because the average is not the same as the components themselves at fine scales (known as the ‘fallacy 
of the averages’ or Jensen’s inequality (Chesson, 1998; Rastetter et al., 1992)). As such, the average 
dispersal and effects of density on an individual would not be the same as they are at a local scale 
(Ovaskainen & Cornell, 2006). This is because averaging density and the effects of density across a 
large area effectively ignores the effect these spatial processes have on population growth (Murrell, 
Dieckmann, & Law, 2004). Therefore we need a way to account for these spatial processes in order to 
properly scale up population growth. 
1.2 Ways to account for spatial processes 
Several methods have been proposed which seek to capture and scale up population growth. One 
method uses mechanistic Individual Based Models (IBMs) scaled between a local and regional scale 
and populated with specific life history data (e.g., (Vance, Steele, & Forrester, 2010)). A similar 
approach uses IBMs and transition matrices with mechanistic data of populations to scale IBMs at a 
fine-scale using transition probability matrices (Cipriotti, Wiegand, Pütz, Bartoloni, & Paruelo, 2016). 
Another method uses patch occupancy models in which patches can be occupied or unoccupied and 
are linked by dispersal (e.g., (Caughlin et al., 2016; Hanski & Ovaskainen, 2003; Ovaskainen, 2002)). 
A fourth method uses moment closure models to approximate the distribution of individuals over 
space, and density dependent effects among these individuals (e.g., (Barraquand & Murrell, 2013; 
Murrell et al., 2004; Ovaskainen & Cornell, 2006; Raghib, Hill, & Dieckmann, 2011)). Table 1.1 











Table 1.1 Examples and limitations of population growth scaling methods. 
Method Examples Limitations 
Mechanistic IBMs Vance et al. (2010) created an 
IBM of density dependent death of 
a coral reef fish species, with the 
model variables based on field 
data 
Dispersal can only occur at a 
low rate; substantial amount of  
life history data or assumptions 
are required (Urban et al., 
2016) 
Transition matrices coupled 
with IBMs  
Cipriotti et al. (2016) simulated 
scaling up the spatiotemporal 
dynamics of a grass species in 
Argentina between a 0.15ha area 
to a 2500ha area 
Requires a substantial amount 
of mechanistic data; method 
does not directly quantify 
density dependence; model has 
not been tested yet using field 
data (Cipriotti et al., 2016)  
Patch occupancy models Ovaskainen (2002) modelled the 
changing occupancy of butterflies 
over time in a heterogeneous 
habitat 
Caughlin et al. (2016) looked at 
how landscape features alter forest 
regeneration 
Only suited for populations 
with metapopulation structure 
and if habitat patch number is 
reasonably large (Ovaskainen, 
2002; Purves, Zavala, Ogle, 
Prieto, & Rey Benayas, 2007); 
method does not explicitly 
account for effects of density 
on growth (i.e., density 
dependence) 
Moment Closure models Law et al. (2003) used an IBM to 
simulate the population dynamics 
of a single-species population and 
examined effects of dispersal and 
competition on population 
dynamics 
Adams, Holland, Law, Plank, & 
Raghib (2013) used birth, growth, 
death IBMs to study scaling 
between individual tree to forest 
stand level 
Barraquand & Murrell (2013) 
modelled predator-prey dynamics 
including functions for movement, 
births, and deaths 
Challenging to implement 
(Purves et al., 2007); involves 
complicated mathematics 
making it difficult to include 
environmental variation 
changing over time (Vance et 
al., 2010) 
 
As shown in Table 1.1, all of these methods have limitations, and furthermore, each of them requires a 
great deal of data, making them difficult to implement (Barraquand & Murrell, 2013; Caughlin et al., 
2016).  
A method developed by Chesson et al. (2005) known as on scale transition theory simplifies the 
problem by focusing on how demographic processes change at broad spatial scales rather than a 
complete description of the mechanisms shaping population growth. A disadvantage of the STT is that 
we cannot tease apart interactions between mechanisms shaping population growth because it does not 
gather data of individuals and complete life histories (Law et al., 2003).  However, this simplification 
makes the methodology of the STT more straight-forward and accessible. The approach of STT uses 
Jensen’s inequality to approximate the difference between broad scale population growth and growth 
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assuming an average density across a region. The result is a series of scale transition terms (STT). The 
most fundamental of these terms (and the one I will focus on) accounts for the spatial variation in 
density and the density dependence of population growth to scale up population growth data (Chesson, 
2012; Chesson et al., 2005; Melbourne & Chesson, 2006).  
By accounting for these factors, spatial processes from density are thereby explained and the fallacy of 
the averages is avoided. Once the components are calculated, the method is not computationally 
demanding and estimating the STT is straightforward. Furthermore, this method can be adapted to a 
range of metapopulation structures (patch models and single populations) (Chesson et al., 2005). In the 
framework of this method, dispersal is only considered to be local, and it is assumed that the mixing 
effects of dispersal cancel out at a regional scale (Melbourne & Chesson, 2006). 
However, this method has not been tested for rapidly changing systems, such as populations which are 
expanding or those which are declining. Therefore, while the findings of previous studies which have 
estimated the STT for stable systems are useful, they cannot be assumed to be valid for systems with 
transient dynamics. This thesis will address this knowledge gap by validating this method in order to 
test how spatial processes influence population growth for unstable systems. 
Many studies have already estimated the components of this scale transition term (see Baguette, 
Blanchet, Legrand, Stevens, & Turlure, (2013); Comita, Muller-Landau, Aguilar, & Hubbell, (2010); 
Wu et al., (2016)). From these studies, we know that we will need to get a substantial amount of data 
on population densities and density dependence across time and space in order to quantify how growth 
changes with scale (Royle, Fuller, & Sutherland, 2018). Therefore to properly estimate the effect of 
spatial processes on population growth, I first need to gather and explore data at a large scale. 
1.3 Using remote sensing imagery to gather large-scale data 
Remote sensing technology offers unexplored opportunities to quantify population growth at multiple 
spatial scales. Remote sensing imagery is collected from instruments such as satellites and aircrafts, 
and these data can be gathered across large regions (i.e., 10s of square kilometers) at fine spatial 
resolutions (under a meter in pixel size) (Warner, Nellis, & Foody, 2009) and over multiple time steps. 
These imagery have spatial and spectral resolutions; spatial resolution refers to pixel size and spectral 
resolution refers to how many spectral bands an image has (relating to the spectrum of light) (Warner 
et al., 2009). 
Aerial photography is a subset of remote sensing imagery in which the imagery data has been gathered 
from an aircraft or type of airborne vehicle such as a drone. Aerial photography often has high spatial 
resolution (pixel sizes are usually one meter or smaller), but it does not have a high spectral resolution 
(Bradley, 2014; Müllerová, Pergl, & Pyšek, 2013). Due to its ability to gather fine-scale data across 
broad areas, its relative low cost, and its availability, it is well suited to study changing systems or 
environments (Brook & Bowman, 2006; Huang & Asner, 2009; Müllerová et al., 2013). Table 1.2 
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summaries several studies which have used aerial photography to estimate and monitor population 
dynamics through time. 
Table 1.2 Example studies which use aerial photography to examine population dynamics. 
Purpose of Study Study and system 
examined 
Type of imagery 
used 
Reference 
Mapping and monitoring 









(Mast, Veblen, & 
Hodgson, 1997 
Pinyon and Juniper 
encroaching in 









Maclean, Smith, & 
Evans, 2014) 
Invasion of Heracleum 









Jarošík, & Pergl, 
2005) 
Estimating the population 
abundances of threatened 
species  
Three tree species in 
Cambodia near the 
Bayon and Baphuon 
temples 
High resolution aerial 
imagery (RGB) 
(Singh, Evans, 
Tan, & Nin, 2015) 
A species of red 
seaweed (Chondrus 





(Sharp et al., 2010) 
Estimating the 
densities/locations of 
individuals for population 













and spread of two 
species invading into 
South African 
shrublands (Acacia 









As seen in the example studies (Table 1.2), aerial imagery is often used for studying dynamic systems 
such as species invasions or declines. Furthermore, remote sensing imagery has been used to estimate 
population parameters such as density dependence (Van Gunst, Weisberg, Yang, & Fan, 2016), 
population growth rate (Lamar & McGraw, 2005), dispersal (Buckley et al., 2005), and spatial patterns 
(Franklin, Michaelsen, Strahler, & Barbara, 1985).  
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However, aerial imagery and other types of big data have not yet been applied to the issue of scaling 
up population growth. Many of the studies listed in Table 1.1 were for a limited number of sites and 
thus did not capture the complexity and intricacy which broad scale datasets contain (Mouquet et al., 
2015). There is much value in using big data to examine the issue of scaling (Hampton et al. 2013; 
Soranno & Schimel, 2014), and aerial imagery offers a method to acquire that data. 
There are still several unknowns with using aerial photography for gathering fine-resolution large-
scale population dynamics data. Because not all individuals in a population are detected when using 
remote sensing imagery (Franklin et al., 1985; Xie, Sha, & Yu, 2008), the limitations of using these 
imagery needed to be determined in order to study the scaling of population dynamics. Additionally, 
we need to be able to accurately quantify the density of individuals across a region and be able to do 
this consistently across different densities as well. I would also like to determine the limitations of 
what age structure aerial photography can detect. Before I can confidently use aerial imagery to study 
scaling population growth, I will first need to confirm that aerial photography can accurately capture 
the density and age structure of a population. 
1.4 Potential error and biases in large-scale datasets 
To leverage the opportunity presented by aerial photography to estimate how population growth 
changes with spatial scale I must first confront some of these data’s shortcomings. When collecting 
large datasets on populations, especially those which occur over large spatial areas, there will be 
inevitable errors in the data (Kellner & Swihart, 2014; Queenborough et al., 2011). Observation or 
detection errors are when individuals in a sampling area are missed and are due to sampling or random 
chance (Ahrestani, Hebblewhite, & Post, 2013; Wright, Irvine, Warren, & Barnett, 2017). These errors 
are common in population abundance and density data (Kéry & Schmidt, 2008; Royle, Nichols, & 
Kéry, 2005), and surveys of plants are not immune to errors in detection (Clarke, Lewis, Brandle, & 
Ostendorf, 2012; Wright et al., 2017). For example, Chen et al. (2013) found that in surveys of plant 
species along transect lines, the season in which the survey was conducted and the elevation of the 
survey could lead to errors in the detection of plant species. Ng and Driscoll (2015) found that a 
common herbaceous weed was more difficult to detect when it was not in flower and when the leaf 
litter height was high. 
While the presence of detection error in plant population surveys is known, we are not sure how these 
errors could propagate and introduce potential biases in parameter estimates, particularly when we are 
scaling up population growth data. Uncertainty and bias can have a large influence on population 
parameter estimates (Clark, 2003; Elderd & Miller, 2016; McCallum, 2008). We need to know the 
variation in population parameter estimates because even small changes in population parameters can 
have big implications for predictions of species (Ludwig, 1996; Ramula & Buckley, 2009). 
Additionally, error in population densities and abundances can in turn lead to incorrectly detecting 
processes such as density dependence (Freckleton, Watkinson, Green, & Sutherland, 2006; Lebreton 
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& Gimenez, 2013). Therefore I will need to assess whether errors in population densities could 
introduce biases in the estimates of population growth across spatial scales. 
1.5 Value of looking at conifer invasions for studying scale issues 
To estimate population growth across spatial scales and understand the effects of detection error on the 
parameter estimates, I need a system where change is rapid enough to be observed across broad scales. 
I also need a system where I could detect individuals and densities using aerial photography.  
An ideal model system for this work is biological invasions, which occur when a species is 
intentionally, accidentally, or self- introduced, and it establishes and spreads at the harm of the local 
environment (Mack et al., 2000; Vitousek, Dantonio, Loope, Rejmánek, & Westbrooks, 1997). Spatial 
processes such as dispersal and biotic interactions are key drivers of biological invasions (Hastings et 
al., 2005; Levine et al., 2003). Invasions also occur over large scales and relatively rapid timespans; 
therefore population dynamics could likely be detected using aerial photography provided the data was 
available at multiple time steps for the region (Bradley, 2014; Vitousek et al., 1997). Additionally, 
biological invasions can harm the surrounding ecological communities and negatively impact 
economies (Hejda, Pyšek, & Jarošík, 2009; Mack et al., 2000; McCary, Mores, Farfan, & Wise, 2016; 
Pimentel et al., 2001). Therefore, a better understanding of population growth across spatial scales 
would contribute to counteracting the harmful effects of invasions and benefit their management 
strategies (Early et al., 2016). 
Wilding conifer invasions in New Zealand exemplify many of the desirable characteristics of 
biological invasions. The term wilding conifers refers to conifers that have naturalised and self-
established from intentionally-planted or self-seeded individuals (Froude, 2011; Ledgard, 2004). 
These invasions affect a large area in New Zealand (Ministry of Primary Industries, 2014), occur over 
rapid timespans (Froude, 2011), and threaten biodiversity and productive land (Dickie et al., 2014; 
Mark & Dickinson, 2008; Pawson, McCarthy, Ledgard, & Didham, 2010; Rundel, Dickie, & 
Richardson, 2014). 
Many species of wilding conifers are highly invasive in New Zealand (Richardson, 1998), with the 
most invasive species identified by the Department of Conservation as the following, in order from 
most invasive to least invasive: Pinus contorta (Lodgepole pine), Pinus sylvestris (Scots pine), Pinus 
mugo subsp mugo (Dwarf mountain pine), Pinus mugo subsp uncinata (Dwarf mountain pine), 
Pseudotsuga menziesii (Douglas fir), Pinus nigra (Corsican pine), Larix decidua (European larch), 
Pinus ponderosa (Ponderosa pine), Pinus muricata (Bishop pine), and Pinus radiata (Radiata or 
Monterey pine) (Froude, 2011; Harding, 2001).  
Both human mediated factors such as forestry use and area planted as well as biogeographic factors 
such as climate match have contributed to the introductions and success of these species (Hunter & 
Douglas, 1984; McGregor, Watt, Hulme, & Duncan, 2012). In part due to their ability to mature early, 
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produce smaller seeds, and have more frequent large seed crops (Richardson, Williams, & Hobbs, 
1994), these wilding conifer species have invaded vast amounts of land in New Zealand. In 2011, an 
estimated 1.1 million hectares of land were found to be affected by wilding conifers (Froude, 2011). In 
2014, these conifers affected over 1.8 million hectares of land and the government now spends $16 
million per year on control efforts (Ministry of Primary Industries, 2014). 
1.5.1 Spatial processes in wilding conifer invasions 
The spatial processes in wilding conifer invasions could likely affect the scaling of population growth. 
Dispersal by wind is a key driver of the areal spread of these species (Froude, 2011). While many 
seeds fall and establish close to the parent trees, seeds can disperse several kilometres in high wind 
events (Hunter & Douglas, 1984). Furthermore, density dependence is suspected to affect the growth 
of conifer populations. The competition from the existing vegetation can hinder or sometimes even aid 
the growth of conifers through sheltered microsites (Ledgard, 2004; Richardson et al., 1994). Pines in 
particular have been found to invade grasslands and shrublands well because in these systems the 
pines can out-compete the surrounding vegetation (Richardson & Bond, 1991; Rundel et al., 2014). 
There have been few studies on the intraspecific competition between individual conifers; however, 
self-thinning has been found in even-aged stands of some pine species (del Río, Montero, & Bravo, 
2001; Kenkel, 1988). The presence of ectomycorrhizal fungi in the soil is also thought to improve the 
growth of individuals once they are inoculated (Davis, Grace, & Horrell, 1996). In fact, it is believed 
that ectomycorrhizal fungi from mature, established conifers can aid the establishment and growth of 
seedlings and saplings as a form of positive density dependence (Dickie, Bolstridge, Cooper, & 
Peltzer, 2010; Nuñez, Horton, & Simberloff, 2009; Rundel et al., 2014). Since the density of these 
trees can vary across a region, the effects of density on the growth of a population are scale-dependent 
and will affect scaling. 
Previous work on conifer invasions points to the importance of spatial processes, although this has 
never been explicitly tested. Dispersal has been found to be a key component of the spread of 
populations (Buckley et al., 2005; Caplat, Nathan, & Buckley, 2012; Hastings et al., 2005). For 
example, (Caplat et al., 2012) developed a mechanistic wind dispersal model and found that seed 
terminal velocity was a significant driver of spread rate. Additionally, there is evidence that density 
dependence could affect the scaling of population growth as well. For example, Schurr, Steinitz, & 
Nathan (2008) found that tree density affects both dispersal and fecundity for an invasion of Pinus 
halepensis. Higgins et al. (2001) found that the density of pine invasions tended to become more 
aggregated over time, implying that spatial processes arising from density could have a stronger effect 
as an invasion progresses. More generally, studies recognise the effects of local density dependence on 
population range expansions and contractions (Svenning et al., 2014; Urban, Tewksbury, & Sheldon, 
2012). While this evidence points to the importance of spatial processes in the population growth of 
conifer invasions, so far in projections of population growth for conifer invasions in New Zealand, 
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spatial processes have not been taken into account. Therefore the findings of this thesis will contribute 
to our understanding of the population growth of conifer invasions. 
1.5.2 Practical reasons why wilding conifers are an exemplar study system 
Due to the vast amount of research and management of these conifers, we know many areas where 
populations are spreading (i.e., the Wilding Conifer Information System (Land Information New 
Zealand, 2018b)). Therefore, the availability of sites will not be a limiting factor for this thesis. 
Additionally, these trees are relatively easy to distinguish using aerial imagery because some species 
often spread into grasslands (Allen & Lee, 1989) which contrast highly against the dark conifer 
foliage. Furthermore, the invasions occur over timespans which are appropriate for using aerial 
imagery (Mast et al., 1997), and there is a substantial amount of aerial imagery available for these 
timespans (see Land Information New Zealand (2018a)). Studies using aerial imagery of conifer 
invasions have been done before as well (Mast et al., 1997; Sahara, Sarr, Van Kirk, & Jules, 2015). 
Dash et al. (2017) used aerial imagery and airborne laser scanning technology to detect wilding 
conifers invading in grasslands and mixed shrub vegetation. These results are promising for using 
aerial imagery to detect densities of these trees. However, the utility of free or low-cost aerial imagery 
has not yet been explored or maximised.   
1.6 Thesis purpose and objectives 
My thesis seeks to understand how spatial processes can affect the scaling of population growth. To do 
this, first I will evaluate the utility of using broad-scale aerial imagery data to detect the densities, age 
structure, and spatial patterns of conifer invasions (Chapter 2). In this assessment, I aim to document 
substantial bias in detecting densities of conifer trees and the effects of this bias on estimating 
population growth across scales was not known. In Chapter 3, I will address this by testing for 
synergistic effects of observation error and detection bias on the estimates of the scaling of population 
growth. Finally in Chapter 4, using insights from the previous chapters, I will extend the methods of 
the scale transition theory to estimate the scaling of growth for broad-scale, dynamic conifer invasions. 
Together, my work highlights the importance of broad scale processes in shaping population growth 
and hence the need to obtain new data sources to estimate its impact. The findings of this thesis will 
not only contribute to the population ecology literature on spatial scales and processes, but they will 
also contribute to the knowledge and management of invasive conifers. 
1.7 Thesis Structure 
Chapters 2-4 are written to be stand-alone publications; therefore there is a small amount of repetition 
between them. Chapter 2 has been submitted to Biological Invasions and is currently being reviewed. I 
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Assessing the utility of aerial imagery to quantify the density, age 
structure and spatial pattern of alien conifer invasions 
2.1 Introduction 
Alien conifer invasions pose a threat to native biodiversity, ecosystem functions, and productive 
agricultural landscapes in the Southern Hemisphere (Higgins & Richardson, 1998; Nuñez et al., 2017; 
Richardson, Williams, & Hobbs, 1994; Simberloff et al., 2010). Conifer trees established in 
plantations and along the edges of pastures have naturalised and spread rapidly to new, and often 
isolated areas (Ledgard 2001; Richardson et al. 2008; Froude 2011). To combat their spread, land 
managers need cost-effective and time-efficient methods to locate sparse trees present across extensive 
landscapes, assess the rate of spread to prioritise management, and quantify the density of the invasion 
to determine appropriate management techniques (e.g., boom-spraying from helicopters vs. on the 
ground tree-felling).  
Free aerial imagery (orthophotography) offers a promising solution to these problems. Aerial imagery 
can acquire data across large spatial scales, be repeated in both time and space, and costs less per unit 
area than field-based methods (Asner, Jones, Martin, Knapp, & Hughes, 2008; Bradley, 2014; Huang 
& Asner, 2009; Visser, Langdon, Pauchard, & Richardson, 2014). Similar low-cost high-resolution 
imagery, such as those data acquired from Google Earth, has been found to be useful for mapping 
canopy cover and monitoring spread of invasive alien trees (Visser et al., 2014). Furthermore, aerial 
imagery often has a high pixel resolution (<0.5m), which is needed to determine the locations of 
individual trees; whereas freely available satellite imagery such as captured by the LandSAT (30m 
resolution) and Sentinel (10m resolution) satellites is too coarse for this purpose (Huang & Asner, 
2009; Ke & Quackenbush, 2011). For these reasons, aerial imagery has previously been used to map 
conifers and woody shrubs encroaching into grasslands and savannahs in the western US (Hulet, 
Roundy, Petersen, Jensen, & Bunting, 2013; Poznanovic, Falkowski, Maclean, Smith, & Evans, 2014; 
Sahara, Sarr, Van Kirk, & Jules, 2015), estimate tree and woody shrub cover and biomass (Madsen, 
Zvirzdin, Davis, Petersen, & Roundy, 2011; Mirik, Chaudhuri, Surber, Ale, & Ansley, 2013), and 
monitor encroachment over time (Mast, Veblen, & Hodgson, 1997).  
Because of its increased use and interest, it is essential to carefully evaluate the accuracy of aerial 
imagery using ground-truthing (Bradley, 2014; Congalton, 1991). In ground-truthing, canopy cover 
and/or the locations of tree species are measured in the field and compared to what was detected from 
the aerial imagery to derive suitable measures of accuracy (Congalton, 1991). However, measures of 
accuracy are likely to be a function of tree density, since at high density, individual trees and size 
classes may be difficult to discern (Carreiras, Pereira, & Pereira, 2006; Strand, Robinson, & Bunting, 
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2007). This poses a considerable challenge in that it is particularly important to distinguish different 
life-stages, especially the mature, reproducing trees since they contribute to spread and are often the 
top priority for management (Buckley et al., 2005; Caplat, Coutts, & Buckley, 2012; Sykes, 2001).  
What is missing from past studies and current ground-truthing protocols is an understanding of how 
well aerial imagery can detect and quantify age structure, densities, and spatial patterns. 
Since the future rate of spread will be determined by current tree density, it is essential to understand 
how density varies from one location to another. Sparse densities of trees spreading well ahead of the 
population invasion front can accelerate the rate of invasion (J. S. Clark, Lewis, & Horvath, 2001; 
Dovčiak, Hrivnák, Ujházy, & Gömöry, 2014; Shigesada, Kawasaki, & Takeda, 1995). Mid-to-high 
densities give rise to spatial patterns such as clustering and over-dispersion (Dieckmann, Law, & 
Metz, 2000; Law & Dieckmann, 2000). These patterns may have a key role in the rate of infilling 
behind the invasion front as they determine the strength of biotic interactions (Bolker & Pacala, 1997; 
Dieckmann et al., 2000), particularly by affecting the individual growth rate of trees through both 
competition and facilitation (Peters, 2003; Zhu, Woodall, Monteiro, & Clark, 2015).  
I have focused this study on conifer invasions in New Zealand. In New Zealand, alien conifer trees 
affect over 1.7 million hectares of land and the government has spent upwards of $16 million (or $11 
million USD) on control efforts (Ministry of Primary Industries, 2014). Given the scale of the problem 
in New Zealand, understanding the detection limitations of using freely available aerial imagery to 
study these conifer invasions is a management priority. In particular it is essential to assess how well 
aerial imagery performs at detecting trees at both low and high density, and the degree that it captures 
the age structure and spatial pattern of an invasion.  This knowledge of the accuracy of aerial imagery 
can then be used to identify under what circumstances such orthophotography might be valuable in 
supporting the management of conifer invasions. 
2.2 Methods 
2.2.1 Study System and Site 
The study site was located at Mt Barker (171°35′15″ E, 43°21′30″ S) in the South Island of New 
Zealand. The predominant species found at the site was Pinus nigra (Corsican pine), but there was 
also some P. contorta (Lodgepole pine), P. sylvestris, P. ponderosa, and Pseudotsuga menziesii 
(Douglas fir). The site (602 ha) was originally a mixture of alien and native grasslands. The alien 
conifers originate from a row of P. nigra planted around 1910, and the invasion has since spread into 
the tussock grasslands following the prevailing northwest winds. The other species arrived by wind 
from other intentionally plantings in the area. The invasion exhibits a wide range of tree densities up to 
over 1 tree/m2 and occupies an area of about 6 km2. 
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2.2.2 Data collection and image classification 
Aerial imagery taken from an aircraft in late summer 2016 was retrieved from the Land Information 
New Zealand (LINZ) archive (Fig. 2.1). The imagery had three spectral bands (Red, Green, and Blue) 
and a pixel size of 0.3m. To identify the point locations of conifer trees, I used an automated, 
unsupervised image classification methodology based on methods used by Gougeon (1995), Wang et 
al. (2004), and Lamar et al. (2005). An automated procedure allowed me to run the image 
classification quickly and without human input, making it easy to run for non-experts. I also chose to 
use an unsupervised method as it did not require training data. 
 
Figure 2.1 Aerial photo (left) of the study site with ground-truthing plots. Dark purple plots 
represent the plots in the sparse density, red plots represent low density, blue plots 
represent mid density, and yellow plots represent high density. The aerial photo was 
taken in late summer 2016 and access to the imagery was provided by Land 
Information New Zealand. The plot with the black outline is zoomed in to show an 
example of a ground-truthing plot in mid density (right two photos). The top right 
photo shows the plot with unclassified aerial imagery, and the bottom right photo 
shows the plot with the points of trees detected overlaid on the imagery. 
The image classification procedure used intensity thresholds of the pixels of the three bands to 
separate the dark-coloured conifer trees from the light-coloured background vegetation (Ke & 
Quackenbush, 2011). I was able to do this because the dark-coloured conifer trees were easily 
distinguished against the light-coloured grassland vegetation, and there were very few other trees or 
shrubs in the area other than the species of interest. Using the distinct conifer tree pixels and the pixels 
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of the conifer shadows, I then applied a watershedding technique (following methods by Komura et al. 
(2004), Wang et al. (2004), and Deng et al. (2016)). This technique delineates objects according to 
changes in pixel colour intensity by following the shadows, or lower intensity areas, to segment 
individual tree-canopy objects. I adjusted the extent of the observation windows to be the smallest 
possible setting on the watershedding function so that it was more sensitive to changes in intensity of 
the pixels. This allowed me to segment and separate more trees in dense areas. All of these steps were 
done using the R package EBImage (Pau, Fuchs, Sklyar, Boutros, & Huber, 2010). Once the 
watershedding method was completed, I converted the resulting objects (trees) into polygons. I 
discarded the polygons which had an area of only one pixel (0.09m2) to decrease the possible pixel 
noise in the imagery (Kelcey & Lucieer, 2012; Tomljenovic, Tiede, & Blaschke, 2016). I then 
converted the polygons to points using the centroid of each polygon, assuming that each polygon 
represented one tree. To do these steps I used the following R packages: raster (Hijmans, 2016), rgdal 
(Bivand, Keitt, & Rowlingson, 2017), and sp (Pebesma & Bivand, 2005). All of the image 
classification was done in R (R Core Team, 2017). 
2.2.3 Field estimates of tree locations across densities 
To ground-truth aerial imagery, forty 20m x 20m plots were distributed across the flat areas of the 
study site in a stratified random design (Congalton, 1991) to locate ten sample plots in each of the 
following densities: sparse density of trees (invasion front), low density, mid density, and high density 
(see Fig. 2.1 for locations of plots). These plots were placed at random within each density stratum at 
the Mt Barker site using the classified aerial imagery, so the groups of sparse, low, mid, and high 
densities were based on the number of trees that were predicted to be present in the plots. The 
coordinates of each of the four corners of the plots were determined, and a high-precision GPS 
(Trimble GeoExplorer 6000 series GeoXH with real-time and post processing differential correction) 
was used to locate the corners and set up the plots in the field. This handheld GPS unit had an average 
horizontal precision of 0.13m in very low density plots and 1.58m in high density plots (overall mean 
was 1.19m).  
Within each plot, the following measurements were recorded on each tree over 0.5m in height: 
maximum size of the tree’s canopy diameter, age class (determined by height), species, and whether 
the tree was coning (similar to methods of Haby, Tunn, & Cameron (2010) and Visser et al. (2014)). 
Additionally, each tree measured had its location recorded with the GPS, one GPS point per tree. The 
age classes were divided as follows: adults were those trees over 3m in height, sub-adults were 2-3m 
in height, old saplings were 1.5-2m in height, saplings were 1-1.5m in height, and young saplings were 
0.5-1m in height. Trees under 0.5m in height were not measured as most of these trees had canopy 
diameters less than the size of the imagery’s pixels (i.e., less than 0.3m in width). 
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2.2.4 Analyses 
Due to the precision error from the GPS, I was not able to match up exactly the trees I measured in the 
field with the trees detected by the aerial imagery. Therefore, I conducted the analyses on a per plot 
basis to examine how many trees were detected in each plot and how many trees were measured in the 
field. This approach relied on the assumption that I was able to detect the largest tree canopies first 
and then progressively detect the smaller canopies. Other studies have found this assumption to be 
valid (Falkowski et al., 2008; Yu, Hyyppä, Vastaranta, Holopainen, & Viitala, 2011). 
Relating canopy diameter size to reproductive stage 
In the analyses assessing the detection of age structure, I focused on examining the mature, 
reproducing trees (coning trees) in the invaded landscape that were recorded from the ground-truthing 
assessment. To relate the canopy diameter size of trees to coning ability, I generated a distribution 
based on the proportion of trees coning at incremental sizes. I calculated the number of trees with 
canopy diameters between 0 – 8m by 0.5m increments (e.g., groups were 0-0.5m, 0.5-1m, 1-1.5m, 
etc.), and for each of these size groups, I calculated the proportion of trees which were coning. From 
these calculations, I fitted a logistic regression model to the proportions of trees coning. I also 
examined whether a tree’s reproductive stage was related to its canopy size and the surrounding 
density using a generalised linear mixed effects regression with field plots as a random effect in the 
model. 
Detection of tree diameter sizes across densities 
I tested the effect of different size thresholds by first subsetting the field data based on canopy 
diameter sizes. The size classes were as follows: canopy diameter 1m and over, 1.5m and over, 2m 
and over, 2.5m and over, and 3m and over. Size classes were nested such that all trees in a particular 
size class included trees in the larger size classes. This approach was taken because I did not estimate 
the canopy diameter of each tree in the image classification of the aerial imagery and nor did I match 
up the tree I detected remotely with the trees I measured in the field due to precision errors with the 
GPS.  
I next examined how the errors of commission and omission varied with canopy diameter size and 
determined the size classes with the lowest total error rates. Errors of commission mean that the aerial 
imagery detected a tree when there was not a tree present (false positive), and errors of omission mean 
that the aerial imagery failed to detect a tree that was recorded in the ground survey (false negative) 
(Congalton, 1991). I also examined how these commission and omission errors changed with density 
by comparing the mean errors at low, mid, and high densities of trees. 
I compared the number of trees in a particular size class in the field plots with the number of trees 
detected per plot by the aerial imagery using linear regressions. By plotting each regression line 
against a 1:1 line with an intercept of zero and slope of one, I determined at which densities I was 
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under- or over-estimating the number of trees of that size class. Additionally, for each regression line, 
I tested if the intercept was different from zero using the offset term in the linear model in R. I also 
tested if the slope was different from one using the offset term in the linear model. An intercept 
significantly greater than zero indicated that particularly at low densities, the aerial imagery over-
estimated the true number of trees in that size class. A slope significantly different from one indicated 
that the aerial imagery did not consistently estimate the true number of trees across densities. 
Spatial patterns 
To compare the spatial patterns of the trees which I detected to the trees which I measured in the field, 
I used Clark and Evans’ indices of spatial randomness. These indices are based on the nearest 
neighbour distances and the density of trees in a plot (Clark & Evans, 1954) (Equation 2.1).  
𝐼𝑛𝑑𝑒𝑥 𝑜𝑓 𝑅𝑎𝑛𝑑𝑜𝑚𝑛𝑒𝑠𝑠 =  
2 ?̅?
√𝜌
  (Equation 2.1) 
Where ?̅? is the mean nearest neighbour distance and ρ is the density of trees/plot 
We can think of these indices as being indicators of the type of spatial pattern within a plot. Indices 
less than one indicate a clustered spatial pattern within a plot, indices equal to one indicate a random 
spatial pattern, and indices larger than one indicate an over-dispersed pattern. Other commonly 
calculated measures of spatial patterns such as Ripley’s K and Pair Correlation Functions were not 
suitable because these methods required a much higher number of trees per plot than I found (Illian, 
Penttinen, Stoyan, & Stoyan, 2008). 
For each plot, first the nearest neighbour distance for each tree was determined from both the aerial 
imagery and ground-truth data. Edge effects were accounted for by not calculating nearest neighbour 
distances for trees which were closer to an edge of a plot than to a neighbouring tree. Once calculated, 
the mean nearest neighbour distances were used to derive an index of spatial randomness for each plot 
for the pre-determined size class of trees. I tested for a difference between the indices of spatial 
randomness for the field and aerial imagery datasets across the plots using a paired t-test. When the 
comparisons yielded a non-significant result, polynomial regressions examining how the mean index 
per plot changed with density were modelled. These indices were plotted across plot densities, and the 
regression curves of these lines were compared to determine whether there was a difference in spatial 
patterns according to density. 
2.3 Results 
A total of 3952 trees over 0.5m in height were measured in the field, 1218 of which were over 1m in 
canopy diameter and 520 of which were over 2.5m in canopy diameter. The analysis of aerial imagery 
detected 802 trees across the plots, approximately only 20% of the trees surveyed in the field. 
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2.3.1 Relating canopy diameter size to reproductive tree stage 
As tree canopy diameter size increased, so did the proportion of trees coning (Fig. 2.2). From the 
cumulative percentages of trees coning for size thresholds, almost 80% of trees with a canopy greater 
than 2.5m were coning compared to only a small proportion of trees (0.5%) below 2m. 
 
Figure 2.2 Proportion of coning trees versus canopy diameter. The black logistic curve 
represents a fitted generalised linear regression. A Hoslem test for goodness of fit on 
the regression found that it was a good fit (p-value > 0.05), meaning that the 
observed and expected values were not significantly different from each other. 
When I examined the presence/absence of trees coning as a function of their canopy diameter and the 
surrounding tree density, I found that density did not have a strong effect on the likelihood of a tree 
coning, compared to canopy diameter (Table 2.1). Without the interaction term, the model found that 
canopy was the only significant variable; density was still not significant. Using a simple goodness of 
fit test by comparing the model’s predicted response to the fitted data, I calculated an R2 value of 0.71, 
indicating a good model fit. As expected, there was a relatively high amount of variation between the 
tree densities of the plots as detected by significant random effects in a Likelihood Ratio Test 




Table 2.1 Results of the generalised linear mixed effects model examining coning as a function 
of canopy diameter and surrounding density. 
Variable Odds Ratio Estimate Standard Error p-value 
Canopy diameter (m) 2.52 0.23 2x10-16 
Density (trees/m2) 0.30 1.5 0.84 
Interaction effects -0.60 0.50 0.23 
 
2.3.2 Detection of tree sizes across densities 
For the small tree sizes there were high commission errors (false positives) at low densities and high 
omission errors (false negatives) at high densities (Fig. 2.3a). The aerial imagery and imagery 
classification technique under-estimated the number of small trees at high densities. The lowest total 
classification error rates were found for trees with canopy diameter > 2m and > 2.5m (total error rates 
= 21% and 23% respectively).  For these largest size classes, high errors of commission were found at 
low tree densities while errors of omission were consistently low across densities (Fig 2.3). This 
suggests that the number of large trees (canopy diameter > 2.5m) was over-estimated at low tree 
density. 
 
Figure 2.3 Error rates for trees over 1m in canopy diameter (a) and trees over 2.5m in canopy 
diameter (b). Commission errors are high at low densities for both size groups of 
trees. Omission errors increase with density for the small size class of trees (a) and 
are low across densities for the large size class of trees (b). 
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There were significant biases irrespective of tree canopy diameter in estimates of tree density (Fig. 
2.4). I was not able to detect small trees well at mid or high densities, although I was able to 
potentially detect these trees at low densities (Fig 2.4a, b). In these cases, both the intercept and slope 
were significantly different than the null expectation such that aerial imagery over-estimated tree 
density at low densities but produced underestimates at higher densities. Most trees with a canopy 
diameter over 2m were detected, although these trees were still under-estimated at high densities (Fig 
2.4c, regression line below the red 1:1 line). I can detect trees with a canopy diameter over 2.5m with 
high confidence since slopes were not significantly different from one. However, all intercepts of the 
size classes departed from zero which indicated a consistent over-estimate of tree density irrespective 
of actual tree density. Because the canopy diameter >2.5m represented the best fit to the 1:1 line and 
had a low error rate, I focused on using this size threshold for spatial analyses. The results of the 
significance tests comparing the slope and intercept values to the null expectation are in Appendix A. 
 
Figure 2.4 Detection of trees across densities. The top left panel shows a guide for interpreting 
the meaning of the regression lines in relation to the 1:1 null line. The other five 
panels show a different size group of trees, starting from the more inclusive group of 
canopy diameter of >1m in the upper middle panel (a) to the trees with the largest 
canopy diameter of >3m in the lower right corner (e). The dashed red line 
represents a 1:1 line.  
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2.3.3 Spatial patterns 
Across all densities, the spatial patterns of the trees detected by aerial imagery data were not 
significantly different from the patterns of trees >2.5m in canopy measured in the field (p-value = 
0.105, mean difference between indices = 0.12, 95% CI = 0.15). Plotting the spatial indices data 
against density (Fig. 2.5), the polynomial term for both of these groups was significant (p-value = 0.02 
for trees over 2.5m; p-value = 0.009 for trees detected). As tree density increased, the spatial 
distribution of trees became more clustered as might be expected.  This trend was found whether the 
aerial imagery data or ground-truthed observations were used, and in general, aerial imagery data 
presented evidence towards greater clustering than the ground-truthed field observations. 
 
Figure 2.5 Spatial indices of each plot graphed against density of the plot. The black points 
represent the data for the trees with a canopy diameter of >2.5m, and the grey 
triangles represent the data for the trees detected by aerial imagery. The light grey 
horizontal line at 1 represents an index of random spatial pattern. The points above 
the light grey line at 1 represent plots that are over-dispersed and the points below 
the light grey line represent plots that are clustered. 
 
2.4 Discussion 
I examined how tree density influenced the ability to detect alien conifers using freely available aerial 
imagery. When I assessed the detection of age structure, I found that while I was not able to detect 
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whether or not a tree was coning, canopy size was the strongest predictor of reproductive stage. I 
found that particularly for small-sized trees, density has a large effect on the ability to detect alien 
conifers when using watershedding classification techniques. For small-sized trees, the results suggest 
that I could detect smaller conifers at lower densities, although at high densities I could not detect 
these small trees with great accuracy. While density seems to heavily influence the detection of small 
trees, the ability to detect large-sized trees does not depend on density as much and I can likely detect 
them across all densities.  
While I found that I could detect smaller trees at low densities, I could detect trees larger than 2.5m in 
canopy diameter across all densities. Additionally, I found that I could reliably measure the spatial 
patterns for trees at this size threshold, but not below. This finding signifies that aerial imagery can be 
used to detect and summarise the spatial patterns of reproductive individuals behind and beyond an 
invasion front. 
While these results were promising, I have identified several limitations in the methodology. First, I 
found that I could not map the exact locations of individual trees accurately at high densities. This was 
due to both the inability to detect all trees at high densities using aerial imagery and also GPS errors at 
high densities. Under dense canopy cover, the GPS had average precision errors of around 1.6m which 
made it difficult to match up tree locations recorded in the field with those detected in the imagery. 
However, as I am able to detect and determine the locations of individual trees at low densities, I am 
more confident in the ability of aerial imagery to map large, sparse trees. The study site also had 
particularly high density areas compared to other studies (Delmas, Delzon, & Lortie, 2011). For 
example, Tomiolo et al. (2016) found densities at around 300 trees/ha for a Pinus contorta invasion in 
New Zealand, and Taylor et al. (2016) predicted densities of conifer invasions to be between 0-2000 
trees/ha for most sites worldwide compared to the upwards of 2500 trees/ha that I measured in the 
field plots. Potentially sites with lower densities could expect to have less detection bias than I found. 
Thus most conifer invasions are likely to reflect densities that I classed as low and would be suitable 
for the application of aerial imagery. 
I also brought to light limitations to using aerial imagery for detecting trees across densities. I could 
not detect all tree size classes equally, and the types of classification errors changed with size class as 
well. Also, detection was sensitive to density, implying that density needs to be accounted for when 
using aerial imagery for detection.  I recommend expanding upon the methodologies of Bradley 
(2014) and Congalton (1991) to include sampling across a range of tree densities in an invasion and 
testing for the effect of density on detection. Furthermore, in this study I could not distinguish between 
different species, and if this is important, hyperspectral imagery would be a better alternative (Andrew 
& Ustin, 2009; He, Rocchini, Neteler, & Nagendra, 2011; Huang & Asner, 2009). If cost is not an 
issue for the study, higher specification imagery could also be used to detect individual trees and 
densities. Airborne Laser Scanning (ALS) and hyperspectral sensors have been proven to accurately 
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detect individual tree canopies, although these types of imagery come at a relatively high cost 
(Dalponte, Ørka, Ene, Gobakken, & Næsset, 2014; Dash, Pearse, Watt, & Paul, 2017; Lawrence, 
Wood, & Sheley, 2006). 
Despite these limitations, this study identified several benefits of using aerial imagery data. The 
imagery was able to detect small trees in low density areas, a capability which managers currently 
need to prevent the spread of an invading population (Yokomizo, Possingham, Thomas, & Buckley, 
2009). Although the imagery is sensitive to tree density, I can still detect high density areas, which 
managers also need to do in order to identify areas of certain control types (i.e., boom spraying by 
helicopter or plane) (Department of Conservation 2018). Large trees can also be detected, and even 
though not all of these large trees are coning, this study’s estimates probably over-estimated the 
number of coning trees. 
Another benefit of aerial imagery is that it could detect the spatial patterns of the mid-to-large sized 
trees. Thus, I would suggest that low-cost aerial imagery could also be used to gain insights into the 
spatial spread patterns of tree invasions, similar to Dovčiak, Hrivnák, Ujházy, & Gömöry (2014). 
Especially since these images are available over large areas and sometimes over multiple time steps, 
examining the spatial patterns over time can assist assessments of invasion risk as well as identifying 
landscape and land use features which facilitate spread (Bradley & Mustard, 2006; He et al., 2011; 
Müllerová, Pyšek, Jarošík, & Pergl, 2005). Low-cost aerial imagery thus enables the study of spatial 
patterns within invasions, with the caveat that only the spread patterns of the mid-to-large sized trees 
can be quantified. 
In addition to these benefits I identified in this study, another bonus of aerial imagery is its widespread 
availability in countries where invasive conifers are a problem. For example, South Africa offers free, 
sub-meter resolution aerial imagery through their National Geo-spatial Information Services 
(Department of Rural Development and Land Reform, 2018). Several states in Australia offer free or 
low-cost historic and recent aerial photography (e.g., Department of Finance, Service and Innovation: 
Spatial Services, 2018; Landgate, 2018). Furthermore, online services such as OpenAerialMap supply 
free, open-license high-resolution imagery acquired from satellites, airplanes, and Unmanned Aerial 
Vehicles (OpenAerialMap, 2018). More generally, many countries such as the United States and 
Canada have free, high-resolution aerial imagery through programmes such as the National 
Agriculture Imagery Program (Mauck, Brown, & Carswell Jr, 2016) and the National Air Photo 
Library (Natural Resources Canada, 2016), and these data could be used to study other tree and woody 
shrub invasions. 
2.4.1 Conclusion 
This study was important both from a management and a methodological perspective. I found that the 
ability to detect conifers changes with density and therefore future studies need to account for density 
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when assessing detection accuracy. In general, the aerial imagery could most accurately detect trees 
over 2.5m in canopy diameter across densities, but it could detect smaller trees at low densities. Aerial 
imagery could also detect the spatial patterns of the mid-to-large sized trees, which suggests that it 
could be a useful tool for studying spread patterns. While I found that low-cost aerial imagery could 
have important uses, scientists and managers must account for the detection bias across densities when 
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Chapter 3                                                                                  
Detection bias affects estimates of the difference between local and 
regional population growth 
3.1 Introduction 
For many species, it is crucial to measure population dynamics at broad spatial scales (Gurevitch, Fox, 
Fowler, & Graham, 2016; Leibold et al., 2004; Levin, 1992; Levin, Grenfell, Hastings, & Perelson, 
1997). This will enable us to respond to large scale challenges such as climate change, biological 
invasions and the spread of pathogens (Gamelon et al., 2017; Hui, Fox, & Gurevitch, 2017; Salguero-
Gómez et al., 2015). Unfortunately, large scale population dynamics are difficult to measure directly 
and must often be extrapolated from observations at small spatial scales usually less than one ha 
(Salguero-Gómez et al., 2015; Sandel & Smith, 2009; Wheatley & Johnson, 2009). Here, I will define 
a population as the individuals of a species of interest in a single location, and population growth (per 
unit area) as the change in density of a population in an area between one time step and the next 
(Gurevitch et al., 2016).  
It is difficult to scale up measurements of population growth because many key ecological factors can 
vary depending on the scale at which they are observed (Allen & Hoekstra, 2015; Huston, 2002; 
Sandel & Smith, 2009; Turner & Gardner, 2015). Examples of these ecological factors include abiotic 
variables, interactions with other species, dispersal, stochastic extinction and environmental 
heterogeneity (Allen and Hoekstra, 2015; Cottenie, 2005; Hanski, 2001). Indeed, the consequences of 
these factors on population growth can also be correlated at large spatial scales, making them difficult 
to distinguish empirically (Gurevitch et al., 2016). Additionally, as a result of these factors and their 
cross-scale correlations, populations can have variable local densities, making the average regional 
density of a population unrepresentative of the individual local scale densities (Murrell, Purves, & 
Law, 2001; Tilman, Lehman, & Kareiva, 1997). What is needed are reliable estimates of how 
population growth depends on scale, and at present it is not clear how much sampling is necessary to 
accomplish this. 
Instead of parameterizing large scale models of population growth, we often settle on using what is 
known as the mean field approximation of population growth (Law & Dieckmann, 2000; Law, 
Murrell, & Dieckmann, 2003). The mean field approximation averages the density of individuals 
across the area a population occupies and then estimates population growth from the average density 
(Morozov & Poggiale, 2012). By doing so, the mean field approximation effectively ignores spatial 
variation such as environmental heterogeneity (Bocedi, Pe’er, Heikkinen, Matsinos, & Travis, 2012; 
Purves & Law, 2002; Stoll & Weiner, 2000).  
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The mean field assumption is unlikely to hold in natural systems. For example Hovanes et al. (2018) 
found that the spatial arrangement of bunchgrasses are likely due to scale-dependent processes. 
Because the bunchgrasses exhibited an over-dispersed pattern rather than a random one, processes 
such as competition likely discouraged grasses from growing close to each other. This finding 
contradicts the mean field assumption that plants care only about density averaged over a broad region   
(Murrell et al., 2001; Ying et al., 2014). While interactions between individuals occur at small spatial 
scales, scaling up these dynamics proves to be difficult because the interactions are not the same at 
broad spatial scales (Murrell et al., 2001; Zenner & Peck, 2018). 
A more realistic understanding of broad scale population dynamics will require us to quantify the 
difference between actual population dynamics and simplified mean field models (Melbourne & 
Chesson, 2006). Chesson pointed out that the spatial processes ignored by the mean field can be boiled 
down into two factors: the effects of local ecological interactions, including intra- and interspecific 
competition and mutualism, and the spatial variation of density (Chesson, 2012; Chesson, Donahue, 
Melbourne, & Sears, 2005). By quantifying these two factors, we can quantify the difference between 
the mean field population growth and the true regional population growth (Chesson et al., 2005).  
Quantifying both the local density dependence and the spatial variation of a population requires a 
repeated observations over space and time (Benedetti-Cecchi et al., 2012; Melbourne & Chesson, 
2006). Local density dependence of a population can be quantified by measuring how population 
growth changes with density (Lewis & Kareiva, 1993; Peters, 2003), and spatial variation of density 
can be quantified by calculating the variance in densities of a population (i.e., from densities measured 
in field plots) (Turner & Gardner, 2015). However, the large datasets required for these methods are 
susceptible a great deal of uncertainty (Kellner & Swihart, 2014).  
Uncertainty in population density can take two forms: one is observation error, which are errors due to 
random or sampling errors from the method used to measure population density (Ahrestani, 
Hebblewhite, & Post, 2013); the other form is detection bias, which is a systematic flaw in the way 
that population density or abundance is observed. Observation errors are well-studied and have been 
documented for a wide range of sampling techniques (Chen, Kéry, Plattner, Ma, & Gardner, 2013; 
Kéry & Schmidt, 2008): spotlighting mammals (Lindenmayer et al., 2001), counting amphibians in 
ponds (Schmidt, 2005), and surveying plants (Chen et al., 2013; Chen, Kéry, Zhang, & Ma, 2009). 
Additionally studies have already examined the effect of observation error on the components of the 
difference between the mean field approximation and regional population growth. Failure to account 
for observation error can lead to an over-estimation of the prevalence of density dependence (Lebreton 
& Gimenez, 2013; Santin-Janin et al., 2014) and biased estimates of the spatial variance of density 
(Royle, Nichols, & Kéry, 2005).  
While observation errors are well-studied, detection bias is not often quantified or documented, nor are 
its effects on scaling up population growth well understood. There are a few studies which have 
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recorded a detection bias due to landscape or environmental heterogeneity. For example, in a survey of 
plants, a flowering herbaceous annual was more difficult to detect in low elevation habitats where it 
was rare (Chen et al., 2013). Additionally, we know that estimates of density dependence can be 
biased by environmental heterogeneity (Gamelon et al., 2017; Zhu, Mi, Ren, & Ma, 2010). In this 
study, while I recognise that detection bias can be due to environmental heterogeneity, I am most 
concerned about detection which is biased because of density. The density of a population affects not 
only the growth of individuals through density dependence, but density is also a key factor in how we 
scale up population growth between the local and regional scales. From previous work in Chapter 2 
and the literature (Yu et al. 2011), I know that density affects the ability to detect individuals and 
population abundance in an area. However, I do not know how this systematic bias in detection affects 
the estimates of the difference between the local and regional population growth. 
The purpose of this study is to determine how detection bias affects the estimates of the difference 
between the local and regional population growth and whether we can still reliably estimate this 
difference when we have systematic detection biases in the data. I will study this question using three 
objectives:  
1. First I will determine analytically the effect of detection bias on the difference between local and 
regional population growth. I will examine its effect without any observation error in order to 
understand the effect of detection bias on its own. I will show that modest detection bias does little to 
interfere with the estimates of the difference between local and regional growth rates. 
2. I will use simulations to test the combined effects of detection bias and observation error on the 
ability to detect the difference between local and regional population growth. I will show that 
observation error leads to substantial uncertainty on its own. Additionally, I will demonstrate that 
under some circumstances observation error acts synergistically with detection bias to impede reliable 
estimates of the difference between local and regional population growth. 
 3. Finally, I will look at an empirical case study in which the detection of individuals was biased due 
to density. I will use this case study to illustrate the effect of detection bias and observation error on 
the difference between local and regional population growth estimates for empirical studies. I show 
that for the mid- to large-sized individuals, detection bias did not affect this study’s estimates and 
therefore did not have a large effect on the study. 
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3.2 Methods and Results 
3.2.1 Estimating the difference between local and regional population growth 
First I need to establish how to calculate the difference between local and regional population growth. 
To do this, I will examine how to calculate local population growth and then examine how to scale up 
this estimate by accounting for large-scale spatial processes. 
Estimating local population growth 
For my model of population growth, I am assuming that for a population at a given site, I can measure 
the density of individuals, for example by setting up field plots across a landscape. I focus this study 
on one of the simplest models of population growth, the Verhulst parameterization of the logistic 
model: 
∆𝑁𝑡,𝑖 =  𝑟𝑁𝑡,𝑖 + 𝑎𝑁𝑡,𝑖
2     (Equation 3.1) 
Nt,i represents initial densities of individuals, and ∆𝑁𝑡,𝑖 represents the change in densities between time 
t and time t+1 (∆𝑁𝑡,𝑖 = 𝑁𝑡+1,𝑖 −𝑁𝑡,𝑖). For the sake of visualisation of these equations, I will think of 
Nt,i as representing the initial densities of individuals in many plots i across a site.  r represents the 
intrinsic growth rate (i.e., birth rate – death rate when the species is rare), and a represents density 
dependence. A value of a close to 0 implies that density dependence is weak and only has a small 
effect on growth rate. A negative value of a implies that density dependence negatively affects growth 
(i.e., higher densities lead to slower growth rates), and a positive value of a implies that density 
dependence positively affects growth. I chose the Verhulst parameterization because it behaves more 
realistically at range margins (Gabriel, Saucy, & Bersier, 2005), unlike the textbook “r-K” 
parametrization (Morin, 1999). This phenomena, called the Ginzburg paradox, results in populations 
with high densities having a positive growth rate even when intrinsic growth (r) is negative (Gabriel et 
al., 2005; Mallet, 2012). In the Verhulst parameterization, carrying capacity is not fixed but instead 
depends on the balance between density dependent and density independent growth K=r/a. 
Although Equation 3.1 will give an estimate of the local population growth, I cannot assume this 
growth is the same at the regional scale because the equation fails to account for spatial processes. 
Therefore I need a way to scale up local population growth to regional population growth. 
Scaling of population growth 
To estimate the difference between local and regional population growth, I need to determine the 
difference between the mean field estimate and regional population growth.  
The regional population growth rate is the difference between the average number of individuals in 
one time step (t) and the average number of individuals in the following time step (t+1). The average 
regional population growth can be represented mathematically as: 
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 𝑓(𝑁𝑡,𝚒)̅̅ ̅̅ ̅̅ ̅̅ ̅ 
In the equation above, f(Nt, i) represents the function to approximate the population growth between Nt 
and Nt+1 across an area comprised of many plots or locations i in which the density of individuals was 
recorded. If a study had recorded the population density across many plots, the value of Nt+1 means 
that the population growth would be approximated for each plot i and then averaged.  However, 
because a population can occur at large spatial scales and it is very time-consuming and expensive to 
measure population densities of an entire population, the mean field approximation is often implicitly 
used to estimate population growth. The mean field approximation, which represents when population 
growth depends only on average population density, can be written mathematically as: 
𝑚𝑒𝑎𝑛 𝑓𝑖𝑒𝑙𝑑 𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑔𝑟𝑜𝑤𝑡ℎ = 𝑓(N𝑡̅̅ ̅) 
Here, the average density is taken first of Nt (the initial densities of plots across a landscape; i.e., the 
mean field) and then this average is applied to the population growth function f(Nt).  
The difference between the mean field approximation for population growth and the regional 
population growth represents the difference between local and regional growth. This difference can be 
expressed mathematically as (Chesson et al., 2005): 
𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑟𝑒𝑔𝑖𝑜𝑛𝑎𝑙 𝑎𝑛𝑑 𝑚𝑒𝑎𝑛𝑓𝑖𝑒𝑙𝑑 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑔𝑟𝑜𝑤𝑡ℎ = 
𝑓(𝑁𝑡)̅̅ ̅̅ ̅̅ ̅̅⏟  
𝑅𝑒𝑔𝑖𝑜𝑛𝑎𝑙
− 𝑓(𝑁𝑡̅̅ ̅)⏟  
𝑀𝑒𝑎𝑛 𝑓𝑖𝑒𝑙𝑑 𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑖𝑜𝑛
 ≈  
1
2
𝑓′′(𝑁𝑡̅̅ ̅)⏟    
𝐷𝑒𝑛𝑠𝑖𝑡𝑦 
𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒 
𝑣𝑎𝑟(𝑁𝑡)⏟    
𝑆𝑝𝑎𝑡𝑖𝑎𝑙 
𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
  (Equation 3.2) 
In Equation 3.2, var(Nt) represents the variance of densities across plots in the landscape. f’’(Nt) is an 
extremely general way to represent density dependence as the second derivative of population growth 




2 = 2𝑎 
When population density can be measured with certainty, I can estimate a empirically by measuring 
the relationship between Nt+1 and Nt using a polynomial regression. The quadratic term in this 
regression is an estimate of a, and this is because Equation 3.1 can be re-arranged into the same form 
as polynomial regression: 
𝑁𝑡+1,𝑖 = (1 + 𝑟)𝑁𝑡,𝑖 + 𝑎𝑁𝑡,𝑖
2
         (Equation 3.3) 
Thus in the regression, the linear coefficient equals (1+r) and the polynomial coefficient equals a. 
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Thus far I have assumed that the estimates of Nt,i and Nt+1,i are unbiased and do not have error. 
However, I know from Chapter 2 and previous studies that there is detection bias due to density in 
studies using population density data (Falkowski et al., 2008; Yu, Hyyppä, Vastaranta, Holopainen, & 
Viitala, 2011). Therefore I will explore how to quantify detection bias due to density in the next 
section. 
Quantifying detection bias 
To account for detection bias in the data and determine how it propagates through the estimates of 
population growth, I must first determine how detection bias affects the observations of the true field 
data. To do this, I can think of detection bias across densities as a linear function relating the true 
density of individuals to the observed density of individuals which was detected. For Nt: 
𝑁𝑏𝑖𝑎𝑠,𝑡,𝑖 = (𝑠𝑙𝑜𝑝𝑒)𝑁𝑡,𝑖 + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 + 𝜀𝑖   (Equation 3.4) 
Slope and intercept describe how the value of densities measured in the field (Nt,i) can vary from the 
observed, biased estimate (Nbias, t, i). The slope term is dependent on density and therefore indicates 
how detection changes with density. For example, often if the slope is below zero, this represents an 
under-estimation of the density of individuals in the field plot. The intercept term is not dependent on 
density and therefore represents how well I can detect individuals regardless of the surrounding 
density. For example, an intercept greater than zero indicates that when the density is very low (i.e., 
there are few or no individuals in a plot), individuals are still detected. The interpretation of the slope 
term depends on the magnitude of the intercept term as well. If the intercept term is significantly 
greater than zero, then even if the slope is less than one, the number of individuals at low densities will 
still be over-estimated. This scenario is depicted in the red line in Figure 3.1. This diagram illustrates 
the meaning of Equation 3.4 when estimating detection bias in which the blue line represents a perfect 
1:1 detection and the red line represents imperfect detection (Fig. 3.1). 
Along with a bias due to density, we also can have observation error (ε) in the data. This error term is 
not dependent on density and is not systematic in the way that detection bias is. This error can be due 
to the sampling method used as well as random effects such as environment and observational 
conditions (Ahrestani et al., 2013; Chen et al., 2013).When the observed densities of individuals are 
modelled against the field-measured densities as in Equation 3.4, I can estimate the observation error 
using the residual uncertainty in the regression (James, Witten, Hastie, & Tibshirani, 2013). 
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Figure 3.1 Schematic of an example of detection bias in a linear regression. The blue line 
represents a perfect detection with a slope of one and intercept of zero. The red line 
has a slope less than one, meaning that the biased density tends to under-estimate 
the true density particularly at high densities. The red line also has an intercept 
greater than zero, meaning that the biased density over-estimates the true density at 
low densities. 
With these general definitions in place, I can proceed to analyse how detection bias affects inferences 
of population growth, particularly the difference between local and regional population growth. 
3.2.2 Determining the effect of detection bias without observation error 
To understand the effect of detection bias on the difference between local and regional population 
growth, I first solved for the analytic solution in which I substituted the observed (biased) densities 
into the equations of population growth.  
It turns out that there is a simple expression for the effect of bias on the estimate of the difference 
between local and regional growth when I ignore observation error (ε).  To find this I substituted the 
expression for biased densities (Nbias) into the equation for population growth (Equation 3.1). I 
calculated the effect of detection bias on density dependence using a polynomial regression of 
Equation 3.3 in which I modelled the biased estimate of population densities at time t+1 as a function 
of the biased estimate of the population densities at time t. I calculated the effect of detection bias on 
the variance of the initial densities by using common identities of variance (Ross, 2010). Once I 
determined the effect of detection bias on the two components of the difference between local and 
regional population growth, I next multiplied these effects to obtain the total effect on this difference.  
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First, to find expected value for density dependence ( f’’(Nt,i,bias) ), I substituted the equation for 
detection bias (Equation 3.4) into the equation for population growth (Equation 3.1). I found that:   
𝑁𝑡+1,𝑡𝑟𝑢𝑒 = (1 + 𝑟 + 2𝑎𝑏𝑖𝑎𝑠𝑒𝑑(𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡))⏞                    
𝑏𝑖𝑎𝑠𝑒𝑑 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 (1+𝑟)
𝑁𝑡,𝑡𝑟𝑢𝑒 + 𝑎𝑏𝑖𝑎𝑠𝑒𝑑(𝑠𝑙𝑜𝑝𝑒)⏞        
𝑏𝑖𝑎𝑠𝑒𝑑 𝑒𝑠𝑡𝑖𝑎𝑚𝑡𝑒 𝑜𝑓 𝑎
𝑁𝑡,𝑡𝑟𝑢𝑒






⏟                            
𝑏𝑖𝑎𝑠𝑒𝑑 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
  (Equation 3.5) 
 
This means that when I use a polynomial regression with biased estimates of Nt and Nt+1 to estimate a 
the estimate will be equal to: 
𝑎𝑏𝑖𝑎𝑠𝑒𝑑 = 𝑎𝑡𝑟𝑢𝑒/𝑠𝑙𝑜𝑝𝑒 
This is because the biased estimate of a equalled abiased multiplied by a factor of the slope of detection 
bias. Again, the intercept term of detection bias did not affect the estimate of a. I should note though 
that as slope approaches zero, abiased approaches negative infinity. Therefore if the slope is close to 
zero, the values of abiased will be incorrect. If the slope is close to zero though, then detection would be 
so poor that the observed densities of a population would be highly unreliable. 
Appendix B.1 has the complete steps to the above solutions and Equation 3.5.  
Next, I determined that the expected value for var(Nbias) is var(slopeNti+intercept). From identities of 
the variance (Ross, 2010), this can be simplified to: 
𝑉𝑎𝑟(𝑁𝑡,𝑖,𝑏𝑖𝑎𝑠) =  𝑠𝑙𝑜𝑝𝑒
2 ∗ 𝑉𝑎𝑟(𝑁𝑡,𝑖) 
Thus, the variance of the biased initial densities differs from the variance of the true initial densities by 
a factor of the slope squared. The bias in variance does not depend on the intercept of the detection 
bias. 
To find the effect of detection bias on the estimate of the difference between local and regional 
population growth, I substituted the solutions for the effect of bias on var(Nbias) and f’’(Nbias) into 
Equation 3.2. The complete steps to this substitution and the below results are in Appendix B3. 
𝐵𝑖𝑎𝑠𝑒𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑙𝑜𝑐𝑎𝑙 𝑎𝑛𝑑 𝑟𝑒𝑔𝑖𝑜𝑛𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑔𝑟𝑜𝑤𝑡ℎ = 
−(𝑠𝑙𝑜𝑝𝑒) (𝑎𝑡𝑟𝑢𝑒𝑉𝑎𝑟(𝑁𝑡,𝑡𝑟𝑢𝑒))⏟            
𝑈𝑛𝑏𝑖𝑎𝑠𝑒𝑑 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒
   (Equation 3.6) 
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When I used biased estimates for Nt and Nt+1, the estimate for the difference between local and 
regional growth rates is equal to the true value multiplied by the slope (Equation 3.6). Note that this 
solution does not depend on the intercept term of detection bias from Equation 3.4. 
Equation 3.6 is surprisingly simple as it depends linearly on slope, while the variance and density 
dependence components both depend non-linearly on slope. These analytic results provide a useful 
starting point for how the slope and intercept interact to affect the estimates. In the next section, I look 
at what happens when I add in observation error (ε) into the detection bias. 
3.2.3 Simulations 
While the above section is useful for determining what the effect of detection bias has on its own, 
datasets of observed densities with detection bias will likely have observation error as well. Since both 
detection bias and observation error occur simultaneously, I will next examine the synergies between 
bias and error using simulations. Additionally, I will determine whether there is a threshold of 
observation error above which I cannot estimate the difference between local and regional growth 
reliably. 
The simulations were set up to systematically change the values of density dependence, initial 
densities of individuals, and the slope and intercept in the detection bias equation (Equation 3.4). The 
following flowchart (Fig. 3.2) illustrates the setup and procedure of the simulations. 
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Figure 3.2 Flow chart of simulation setup. 
Using this general setup, I ran 100 simulations while systematically changing each component of 
detection bias individually (slope and intercept). For both sets of simulations, I kept the following 
elements constant: density dependence, spatial variance of densities, initial densities as they would be 
measured in the field, and the intrinsic growth rate r. I used values similar to what is found in the 
literature (Bahn et al., 2008; Ross, 2009). Additionally I kept the standard deviation of the observation 
error constant and used a normal distribution with a mean of zero to generate error (ε ~ N(0, 3) ) 
(Freckleton, Watkinson, Green, & Sutherland, 2006; Knape, 2008). 
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Several assumptions were made in these simulations. I assumed that the detection bias present in the 
data was from density and not from other sources such as the environment. Furthermore, I also 
assumed that the detection bias was defined by a linear regression (Eqn. 3.4). I modelled the 
population growth of adult individuals and did not include younger life history stages as I wanted to 
keep these results as generalisable as possible. 
I wanted to determine how bias would affect the difference between the local and regional growth 
rates and also the components of this difference (density dependence and spatial variance of densities). 
To do this, first I examined how varying the slope values would affect the components of and the 
difference between the local and regional population growth while keeping the intercept term constant. 
Next I examined how varying the intercept values would affect the components of and the difference 
between local and regional population growth while keeping the slope value constant. I tested slope 
values from 0.4 – 1.3 at intervals of 0.1 and intercept values from -4 – 12 at intervals of four. These 
values represented typical detection biases due to density (Falkowski et al., 2008; Yu et al., 2011). 
Because it was possible to generate negative values of density when the intercept term of detection 
bias was negative, I removed these negative density values as they would not represent a possible 
value of the density in a field plot. I tested for a difference between the expected analytic solutions and 
the estimated values of density dependence, variance of initial densities, and the difference between 
the local and regional population growth using one sample t-tests. Due to the number of comparisons, 
I adjusted the p-values using the Holm method (Holm, 1979). 
Next I examined the effect of the observation error (ε) on values of the difference between local and 
regional population growth to determine the threshold above which the estimates become inaccurate. 
This observation error is from the detection bias regression (Equation 3.4), and it accounts for the 
random uncertainty in the observed data. To vary the observation error, I increased standard deviation 
values of error from one to ten while keeping the mean of the error term constant at zero. I kept the 
slope and intercept values of the detection bias equation constant at 0.5 and 4 respectively, and I kept 
the true value of density dependence constant at -0.01 and the standard deviation of initial densities 
constant as well using values similar to the literature (Bahn et al., 2008; Ross, 2009). I ran each of the 
ten simulations with a different error term 100 times. I compared the simulation results to the analytic 
solutions using one sample t-tests, and adjusted the p-values using the Holm method (Holm, 1979). 
Finally, I investigated how the estimates of the difference between local and regional population 
growth varied when I changed the number of plots examined. I wanted to determine whether there was 
a minimum number of plots that needed to be sampled in order to calculate the correct value of the 
difference between local and regional population growth. I systematically changed the number of plots 
from 20 to 10,000 and ran 100 simulations for each different sample size. While having 10,000 plots is 
unrealistic, I used this high upper limit to check for convergence as sample size increased. Other 
parameters in this simulation were: density dependence = -0.01, standard deviation of initial densities 
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= 5, slope = 0.5, and intercept = 4. From the simulations, I calculated the mean estimates of the 
difference between local and regional population growth when the data had detection bias and 
observation error and when the data was unbiased. 
3.2.4 Simulation results 
As expected by the analytic solutions, the values of density dependence, variance in initial densities, 
and the difference between local and regional population growth varied as the slope values changed 
but not as the intercept values changed (Fig. 3.3a, b, d, e, g, h). When observation error was small (i.e., 






Figure 3.3 The slope of the detection bias equation strongly affected the components of and the 
difference between local and regional population growth itself. The left three panels 
(a, d, and g) show how the values of density dependence, variance of the initial 
densities, and the difference between local and regional population growth change 
with increasing intercept values. The centre three panels (b, e, and h) show how the 
values of density dependence, variance, and difference between local and regional 
population growth change with increasing slope values. The right three panels (c, f, 
and i) show how the values change with increasing the standard deviation of epsilon 
(observation error). The black line on each panel indicates the unbiased estimate 
when there was neither detection bias nor observation error, the blue line indicates 
the analytic value when there was detection bias but not observation error, and the 
red line indicates the biased estimate when there was detection bias and observation 
error in the data. The red areas indicate the standard deviation around the biased 
estimates. This figure shows the results when the true density dependence (black 
line) was set to -0.01, representing a relatively strong negative density dependence. 
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Because the estimates did not change with the intercept values of the detection equation (Fig. 3.3a, d, 
and g), this means that changing the number of false positives (or false negatives) at very low densities 
does not affect the difference between local and regional population growth estimates. However, these 
values all varied with the slope of the detection equation (Fig. 3.3a, e, and h). It is interesting to note 
as well that even though the estimates of the components of the difference between local and regional 
population growth vary non-linearly with slope (Fig. 3.3b and e), the estimates of the difference 
between local and regional population growth did vary linearly with slope (Fig. 3.3h). 
When the standard deviation of the observation error is small, the parameter estimates did not appear 
to differ from what I would expect when observation error is zero (Fig. 3.3c, f, and i). However, as the 
standard deviation of error increases, I found that the simulation parameter values differed 
dramatically from what I would expect when error is zero. In fact, the simulated values of density 
dependence and variance of initial densities with large error (i.e., standard deviation = 10) had very 
different values and trends compared to the analytic results. However, as error increased and the 
deviations of the difference between local and regional population growth components from the 
expected analytic result also increased, these deviations seemed to cancel each other out somewhat as 
the estimated difference between local and regional population growth (Fig. 3.3i) still followed the 
same trend as the expected analytic solution. 
Even when the observation error was small, many of the results were significantly different from what 
was expected when observation error equalled zero (Table 3.1). Therefore, even a relatively small 
amount of uncertainty in detection (here, standard deviation in observation error = 3) can cause values 
of the difference between local and regional population growth to be significantly different from the 
expected estimates. Tables of the simulation values of density dependence and the variance of initial 
densities with changing slope and intercept values are in Appendix C. 
Table 3.1 Values of the difference between local and regional population growth with changing 
slope and intercept values from the analytic results and the simulated estimates. 
Asterisks indicate significance from one-sample t-tests. Observation error for these 
tests was ε ~ N(0, 3). 
Slope values Analytic :: Simulation values 
of the difference between local 
and regional growth 
(± standard deviation) 
Intercept value Analytic :: Simulation values 
of the difference between 
local and regional growth 
(± standard deviation) 
0.4 -0.83  :: -0.67 ± 0.36 *** -4 -1.03 :: -0.90 ± 0.39 *** 
0.6 -1.24 :: -1.19 ± 0.36 *** 0 -1.03 :: -0.87 ± 0.33 *** 
0.8 -1.65 :: -1.59 ± 0.43 *** 4 -1.03 :: -0.93 ± 0.38 *** 
1.0 -2.07 :: -2.01 ± 0.48 *** 8 -1.03 :: -0.93 ± 0.33 *** 
1.2 -2.48 :: -2.44 ± 0.54 *** 12 -1.03 :: -0.86 ± 0.36 *** 
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These values of the difference between local and regional population growth in Table 3.1 are mostly 
around -1 to -2 individuals per time-step per plot. To interpret these values biologically, this means 
that there were one to two less individuals per plot than what was expected from the mean field 
population growth estimate. 
As the number of plots examined increased estimate of the difference between local and regional 
population growth converged (Fig. 3.4). Interestingly, the estimate derived from simulations 
converged to a value slightly closer to 0 than the analytic solution (red line vs blue line in Fig. 3.4). 
 
Figure 3.4 As the sample size increases, the uncertainty around the estimated difference between 
local and regional population growth decreases. The red line represents the biased 
estimate of the difference between local and regional population growth, and the red 
area around the red line represents the standard deviation. The blue line represents 
the expected analytic estimate of the difference between local and regional 
population growth, and the black line represents the unbiased estimate of the 
difference between local and regional population growth. 
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3.2.5 Case study 
Case study methods 
This case study comes from Chapter 2, which used aerial imagery data to detect invasive conifer trees. 
In Chapter 2, the number of trees estimated per plot by aerial imagery was often a biased estimate of 
the true number of trees per plot counted and measured in the field.  The methods to collect aerial 
imagery and field data are summarised below; more details can be found in Chapter 2.  
The aerial imagery and field measurements were taken at Mt Barker (171°35′15″ E, 43°21′30″ S) on 
the South Island of New Zealand. Mt Barker has been invaded by conifer trees comprised mostly of 
Pinus nigra. For this case study, the population only included the adult conifer trees in this area; I did 
not include saplings or seedlings in the definition of the population as I found that the aerial imagery 
data could not reliably detect these trees in Chapter 2. 
The imagery data was retrieved from the Land Information New Zealand (LINZ) archives. The data 
was taken in 2016 and had a 0.3m pixel resolution and 3 spectral brands (RGB). An automated 
imagery classification procedure was then used to detect and identify point locations of individual 
trees. Using methods similar to Deng et al., (2016); Gougeon, (1995); Komura et al., (2004); Lamar et 
al., (2005); and Wang et al., (2004), the image classification separated the dark-coloured conifer tree 
vegetation from the light-coloured background tussock vegetation. Then a watershedding procedure 
delineated individual tree canopies, resulting in a final output of point locations of individual trees. All 
image classification procedures were done in R using the following packages: EBImage (Pau, Fuchs, 
Sklyar, Boutros, & Huber, 2010), raster (Hijmans, 2016), rgdal (Bivand, Keitt, & Rowlingson, 2017), 
and sp (Pebesma & Bivand, 2005) (R Core Team, 2017). 
Forty 20x20m plots were set up in a random stratified design across densities. Within the plots, all 
trees over 50cm in height were measured. For each tree, the maximum canopy diameter and GPS 
location were recorded.  
To assess the accuracy and potential bias of the aerial imagery, I compared the number of trees 
detected in the imagery to the number of trees measured in the field within each plot. While perhaps 
not measured perfectly, I took the trees measured in the field to represent the true, unbiased density of 
trees and examined the detected number of trees for observation error and detection bias. To do this, I 
modelled the relationship between the trees detected and the trees measured as a linear regression. The 
slope and intercept of the regression were compared to one and zero, respectively, as a slope of one 
and intercept of zero would indicate perfect detection (see Fig. 3.1). If the ability of aerial imagery 
data to detect trees varied with density of trees (i.e., detection was not consistent across densities), then 
the detection was biased. 
I also examined how the detection of trees of different diameter sizes changed across densities to 
determine which sizes of trees could be detected across all densities. To do this, I varied the size 
 56 
thresholds of trees modelled using a linear regression. I first modelled the most inclusive size 
threshold of trees greater than 1m in canopy diameter and then systematically increased the size 
threshold to include only the mid- to large-sized trees. The size thresholds of tree canopies I tested 
were as follows: canopies > 1m, canopies > 1.5m, canopies > 2m, canopies > 2.5m, and canopies > 
3m. 
In the analytic and simulations sections, I found that the effect of detection bias on the estimates of the 
difference between local and regional population growth depended on the slope of the detection bias 
regression. Because of this, I tested how the estimates varied with the size thresholds of trees. I first 
calculated the difference between the local and regional population growth from my field data, which I 
assumed to be unbiased. I next calculated the difference between local and regional population growth 
using the aerial imagery data, which I tested for detection biases depending on the size threshold of 
trees examined.  
To determine the uncertainty in the estimates of the difference between local and regional population 
growth, I ran simulations. I kept the values of intrinsic growth rate (r), density dependence (a), and 
initial densities of Nt constant. For growth rate, I used a value of approximately one, as reported in the 
literature for invasive pine trees (Buckley et al., 2005). For density dependence, I used a moderately 
strong, negative value at -0.01, and I used the density of trees detected using aerial imagery as the Nt 
values. I used the slopes and intercepts found for each size threshold; these values are reported in 
Table 3.2. For generating uncertainty in the estimates, I simulated a normal distribution of the error 
term with a mean of zero and a variance from the residual variance reported in the linear regressions of 
each size threshold. Finally, I examined how the estimates from the field data and from the aerial 
imagery data differed from each other for different slopes/size thresholds. 
Case study results 
The aerial imagery detection data was found to be biased due to density. Additionally, the detection 
bias changed with varying size thresholds of trees’ canopy diameters. Table 3.2 below shows the 
results of the linear regressions for each of the size thresholds. 
Table 3.2 Results of linear regressions from Chapter 2. The slope and intercept values of the 
regressions show how the detection bias changes with size threshold of trees. 
Size threshold Detection bias 
Trees >1m 𝑁𝑡,𝑏𝑖𝑎𝑠 = 0.41 ∗ 𝑁𝑡,𝑡𝑟𝑢𝑒 + 8.8 + 𝜀1 
Trees >1.5m 𝑁𝑡,𝑏𝑖𝑎𝑠 = 0.61 ∗ 𝑁𝑡,𝑡𝑟𝑢𝑒 + 8.8 + 𝜀2 
Trees >2m 𝑁𝑡,𝑏𝑖𝑎𝑠 = 0.71 ∗ 𝑁𝑡,𝑡𝑟𝑢𝑒 + 11 + 𝜀3 
Trees >2.5m 𝑁𝑡,𝑏𝑖𝑎𝑠 = 0.88 ∗ 𝑁𝑡,𝑡𝑟𝑢𝑒 + 11.2 + 𝜀4 
Trees >3m 𝑁𝑡,𝑏𝑖𝑎𝑠 = 1.1 ∗ 𝑁𝑡,𝑡𝑟𝑢𝑒 + 11.4 + 𝜀5 
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As shown in Table 3.2, the smaller threshold sizes, for example trees with a canopy diameter of 1m 
and more, were more likely to over-estimate the density of trees at very low densities and under-
estimate the density of trees at high densities. However, the detection bias of mid- to large-sized trees 
was found to be small since the detection was relatively consistent across densities. 
 
Figure 3.5 Estimates of the difference between local and regional growth when detection bias 
and observation error (red line, aerial imagery data) were present in the data were 
lower in magnitude than when detection bias and observation error were not 
present in the data (black line, fieldwork data). The red error areas around the 
estimates with detection bias and observation error are standard deviations. The 
black X’s on the x axis represent where the slope values are for each diameter size 
threshold (trees > 1m, trees > 1.5m, trees > 2m, trees 2.5m, and trees > 3m). 
When I compared the values of the difference between local and regional population growth as 
estimated from fieldwork data and from aerial imagery data, I found that these values were indeed 
different (Fig. 3.5). As expected, as the size threshold increased, the slope values increased as well. 
Additionally, as the slope values increased the difference between the fieldwork (unbiased) and aerial 
imagery (biased) estimates became smaller. However, the estimates from the aerial imagery data were 
always smaller in magnitude than the estimates from the fieldwork data. Therefore, a detection bias 
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from aerial imagery data may be more likely for this study to have more conservative estimates of the 
difference between local and regional population growth than what they actually might be. 
The uncertainty in the values estimated from aerial imagery data was not large. Therefore the 
observation error in the detection bias regressions was not large enough to cause the estimated values 
of the difference between local and regional population growth to be very inaccurate. 
3.3 Discussion 
This study sought to elucidate the effects of detection bias on scaling up population growth from a 
local to regional scale. Using analytic solutions, simulations, and a case study, I found that detection 
bias does affect estimates of the difference between local and regional population growth. In 
particular, I found that the degree to which detection depended on the density of trees had a large 
effect on this study’s estimates. This degree, represented by the slope of the detection bias regression, 
linearly affected the estimates of the difference between local and regional population growth. The 
closer the slope of the regression was to one, the less influence it had on the estimates. The other 
insight gained from this study was that observation error, represented by the residual variance term in 
the detection bias regression, also greatly affected the estimates. If the observation error was large, the 
estimates of the difference between local and regional population growth became very unreliable. 
Because there is a strong synergy between observation error and the slope of the detection bias 
relationship, I would recommend that readers need a strong understanding of detection bias since 
observation error is inherent in many population density studies. 
The most obvious way to remedy the problem of observation error is to increase the sample of plots 
examined. Based on my results from studying the effect of sample size on estimates of the difference 
between local and regional growth, I found that sample sizes above 100 plots started to converge. 
However, I realise that 100 field plots may be unreasonable to survey; therefore, I would recommend 
having at least 40-50 plots as estimates started to converge and have lower standard deviations after 
this sample size. If observation error is low, then 40-50 plots should be sufficient. 
The case study supported the insights gained about the synergies between detection bias and 
observation error. I found that as long as the slope and observation error were close to one and were 
small, respectively, then the estimates of the difference between the local and regional population 
growth were reliable. Since the use of remote sensing data is becoming more prevalent in studies of 
population density and abundance (Pettorelli et al., 2014; Rocchini et al., 2015), these findings will be 
incredibly useful. As long as studies examine the accuracy of their detection data against field data, 
they can determine how reliable their population estimates are.  
For interpreting the magnitude of the difference between local and regional population growth in the 
case study, a value of -1 represents a value of one less individual per plot than what was expected from 
the mean field population growth estimate. Thus, if the difference between local and regional growth 
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is small, then the mean field approximation of population growth is adequate. When the size threshold 
is small (i.e., for detecting trees > 1m canopy diameter), the biased estimate of the difference between 
local and regional population growth is different from the unbiased estimate by over 6 trees/plot/time 
step (Fig. 3.5). While the biased estimate of the difference between local and regional population 
growth implies that the mean field approximation is relatively accurate, the unbiased estimate implies 
that there is a larger difference between the regional and mean field estimates of growth. Therefore the 
smaller size thresholds may result in misleading interpretations of the difference between local and 
regional population growth when using biased observational data.  
While this study is the first of its kind to examine detection bias and scaling up population growth, 
other studies have examined the effects of observation error on estimates of local density dependence 
and spatial variation (such as Chen et al., 2013; Gamelon et al., 2017). For example, Lebreton and 
Gimenez (2013) found that observation error tends to cause the uncertainty in these estimates to 
increase more than might be expected. I found similar results in that as the observation errors 
increased, this study’s estimates of the local density dependence also became very large and thus 
unreliable. Even though observation error may be unavoidable in a dataset, accounting for it in 
population growth estimates is crucial to avoid incorrect estimates (Santin-Janin et al., 2014). 
This study focused on detection bias due to density; however there are other factors which could lead 
to a systematic detection bias in studies of population density. Environmental heterogeneity has been 
shown to influence components of population growth (Gamelon et al., 2017; Zhu et al., 2010). In the 
future, these effects should be studied as well. Similarly, I only focused on the effect of detection bias 
on scaling up population growth. Since I found that detection bias can affect this aspect of growth, 
future work could examine the effects of detection bias on aspects such as demographic traits and 
spread rates of invasive species. 
3.3.1 Conclusion 
As we continue to study large-scale phenomena such as biological invasions, we need reliable 
estimates of how to calculate and scale up population growth between local and regional scales 
(Chave, 2013; Gurevitch et al., 2016). Chesson et al. (2005) suggest a method to do this using 
estimates of local density dependence and spatial variation. As more studies use remote sensing data 
and other large scale datasets to estimate population density, understanding the effect of detection bias 
is needed. In this study, I proved that I could estimate a way to scale up population growth rates 
despite having detection bias in the data. Not only did this study demonstrate a way to calculate the 
difference between local and regional estimates of population growth, but this study also showed when 
these estimates can be trusted and when they cannot. In the future, I would like to see more studies 
examining a way to scale between local and regional scales. I also would like to assess whether there 
are certain environmental factors which affect these estimates. 
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Conifer invasions are constrained by the interaction between 
density dependence and spatial variation of density 
4.1 Introduction 
Ecologists need to understand the processes which shape population dynamics at broad spatial scales 
(Gurevitch, Fox, Fowler, & Graham, 2016; Leibold et al., 2004; Levin, Grenfell, Hastings, & Perelson, 
1997). However the vast majority of studies on population dynamics collect data at a smaller scale. In 
studies of plant ecology for example we often gather data on individual plots, often less than one 
hectare in size (Estes et al., 2018; Salguero-Gómez et al., 2015). We lack a general understanding of 
when plot-scale estimates of population growth lead to errors when we extrapolate to broader scales 
(Miller, Turner, Smithwick, Dent, & Stanley, 2004; Scholes, 2017). Because plot-level estimates may 
be misleading it will be difficult to anticipate the broad scale effects issues such as climate change and 
species invasions (Chave, 2013; Estes et al., 2018; Hui, Fox, & Gurevitch, 2017; Miller et al., 2004).  
As a way around this issue, ecologists need reliable methods scale up population dynamics (Scholes, 
2017). However, scaling up population growth is difficult because population growth is scale 
dependent (Levin, 1992; Sandel, 2015; Steen & Haydon, 2000). This scale dependence is brought 
about by environmental heterogeneity, dispersal, and the effects of density. Environmental 
heterogeneity causes the growth rates of a population to vary across a landscape, and furthermore, the 
amount of environmental heterogeneity can change depending on the observational scale (Allen & 
Hoekstra, 2015; Gurevitch et al., 2016; Tilman, 1994). Dispersal affects the future spatial structure of 
a population through determining the recruitment area, thereby changing its affects with scale 
(Cousens, Dytham, & Law, 2008; Nathan & Muller-Landau, 2000). The effects of density on 
ecological processes such as competition and survival can depend on scale (Gunton & Kunin, 2007). 
Density dependent growth, or the process by which the growth rate of individuals responds differently 
depending on the density of the local neighbourhood, varies with distance and will thus cause the 
observed population growth to change with scale (Condit, Hubbell, & Foster, 1994; Y. Zhu, Mi, Ren, 
& Ma, 2010). Furthermore, density dependent growth is particularly important for plants because they 
cannot move to change their local neighbourhood density (Law et al., 2009; Peters, 2003; Stoll & 
Weiner, 2000). For connecting small to regional spatial scales, local density dependence and its 
variability affect population dynamics at a broad scale but it is difficult to capture this variation when 
simply observing processes at a small scale (Belmaker et al., 2015; Sandel, 2015; Wisz et al., 2013). 
In practice, the most common approach is to ignore scale dependent processes by averaging 
population dynamics over the landscape. When we do so, we revert to what is known as the mean field 
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population growth estimate (Melbourne & Chesson, 2005). The mean field is calculated by averaging 
density and therefore density-dependent effects on population growth across an entire region 
(Dieckmann, Law, & Metz, 2000; Morozov & Poggiale, 2012). This estimate is accurate when density 
and individual growth responses to density do not affect population growth. Since the density of 
individuals varies across a landscape (Turner & Gardner, 2015), we cannot assume that an individual 
has the same local neighbourhood density and therefore grows the same across a landscape in response 
to its neighbourhood effects (Murrell, Purves, & Law, 2001; Ying et al., 2014). As such, many studies 
(ex. (Stoll & Weiner, 2000; Zenner & Peck, 2018)) have not found support for the assumption that the 
effects of density are the same across a region. 
One way to estimate the severity of this scaling problem is to use a Scale Transition Term (STT) to 
scale up population growth (Chesson, 2012; Chesson, Donahue, Melbourne, & Sears, 2005). This 
approach approximates the difference between local and regional population growth rates using 
information on variation in density among plots and density dependence of a population growth within 
plots (Chesson et al., 2005; Melbourne, Sears, Donahue, & Chesson, 2005). In doing so, the STT 
quantifies the effect of spatial processes on population growth, represented by the difference between 
the mean field and the regional estimate of population growth (Melbourne & Chesson, 2006). Because 
this method focuses on population dynamics at the plot level, it requires far less data than other scaling 
approaches that focus on the dynamics of individuals (Adams, Holland, Law, Plank, & Raghib, 2013; 
Cipriotti, Wiegand, Pütz, Bartoloni, & Paruelo, 2016).  
Several studies have empirically estimated the STT (Table 4.1) and all have found that the STT is 
large and negative. This indicates that when we do not account for spatial variation and the effect of 
local neighbourhoods on growth, we over-estimate the ability of a population to grow. However, most 
of these studies examined only small-scale, single site systems to estimate the STT (Benedetti-Cecchi 
et al., 2012; Melbourne & Chesson, 2005, 2006). For example, Melbourne & Chesson (2006) 
examined a stream ecosystem with freshwater organisms at a local scale of individual rocks (100-300 
cm2) and a regional scale of a 5km long stream. Without knowing whether the spatial processes 
quantified in the STT are important for population growth at a broad-scale and for multiple sites, we 
do not know the broad relevance of the STT. While all of the studies estimated the density dependence 
of their study systems, all of the estimates of STT have been made for systems which are stable and 
have a non-varying long-term average growth (Benedetti-Cecchi et al., 2012; Englund & Leonardsson, 
2008; Holt & Chesson, 2016; Melbourne & Chesson, 2006). As such, none of these studies accounted 
for dispersal or recruitment at the regional scale as well, instead assuming that dispersal disappeared at 
a large scale (Melbourne & Chesson, 2006). Therefore, none of these studies statistically accounted 
for dispersal in their models and thus did not capture the spatial effects of dispersal. We still do not 
know whether the mean field estimates hold true for broad-scale dynamic systems where climate 
change and species invasions are most concerning (Gurevitch et al., 2016).
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Table 4.1 Summary of studies which have empirically estimated the STT 
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To broaden our understanding of the relationship between plot level and regional population growth, I 
will examine tree invasions as a dynamic study system. Tree invasions are a massive problem 
worldwide (Rejmánek & Richardson, 2013; Richardson & Rejmánek, 2011). Individual invasions can 
cover tens of kilometres, but often population parameters and growth of these invasions are measured 
at a small scale (i.e., plot scale (Carrillo-Gavilán & Vilà, 2010) or small area of transects (Langdon, 
Pauchard, & Aguayo, 2010; Nuñez & Paritsis, 2018)). Therefore, these systems are extremely suitable 
for studying for the difference between local and regional scale population growth. Furthermore, since 
tree invasions are both expanding and occur at broad regional scales, I will be able to address the gap 
in the literature on the effect of spatial processes on population growth. 
I focus more specifically on invasions of conifers, as they are rapidly spreading species and an issue 
for many countries in the Southern Hemisphere (Higgins and Richardson, 1998; Richardson and 
Rejmanek, 2004). There is evidence that density affects the spread of conifer invasions through both 
facilitation and competition (Dovčiak, Hrivnák, Ujházy, & Gömöry, 2014; Hayward, Horton, 
Pauchard, & Nuñez, 2015; Nuñez, Horton, & Simberloff, 2009; Richardson & Bond, 1991); therefore 
I would expect that spatial processes have a large influence on population growth. However, so far, the 
estimates of the population growth of these invasions have largely ignored spatial processes from 
density (but see Higgins & Richardson (1998) and Higgins, Richardson, & Cowling (2001)). Thus I 
want to test whether we are over-simplifying and over-estimating the population growth of these 
invasions.  
As demonstrated in Chapter 2, remote sensing data provide a means to estimate the populations of 
trees over large areas and several years (Pettorelli et al., 2014; Rocchini et al., 2015). Many of the 
studies which have estimated the STT before have been for small sites or have only been for one site 
(Table 4.1). Using these remote sensing data for multiple sites and over long periods of time, I am 
maximising an underexploited approach to calculate the STT. These data will enable me to expand the 
knowledge of the STT by examining broad-scale and temporal trends in the STT estimates. 
By combining remote sensing imagery data with population dynamic models, I am able estimate the 
STT for a dynamic system at broad spatial scales for the first time. The questions of this study are as 
follows:  
1. How strong are the components of the STT (spatial variation of density and density dependence)? 
2. How large is the STT? In other words, when we ignore the spatial effects of density on population 
growth, how incorrect are the estimates of population growth? 
3. Is the STT consistent across multiple sites and years? 
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4.2 Methods 
To scale up population growth estimates and determine the effect of spatial processes on estimates of 
population growth, I gathered data from eight large-scale invasion sites over several time steps. Time 
steps were dictated by the availability of aerial and satellite images for each of the sites. These 
imagery data have been collected every 2-3 years for the past decade, giving me 1-2 time intervals per 
site. With these data, I divided the sites into one hectare-sized plots and then used these data to 
estimate the difference between the local and regional estimates of population growth. I will first 
provide details of the data collection and then I will show our population growth model. Finally, I will 
describe my methods for calculating the STT. 
4.2.1 Remote Sensing Imagery and Data Processing 
To acquire population density data of conifer invasions to run the population models, I used high 
resolution remote sensing data. I gathered imagery from eight invasion sites across the South Island of 
New Zealand for multiple time steps (2-4 points in time) using a combination of high resolution aerial 
imagery gathered from the Land Information New Zealand (LINZ) archives and high resolution 
satellite imagery downloaded from Google Earth. Sites had to be located in grasslands in order to 
easily detect the invading trees using remote sensing data. Imagery had to be available from multiple 
time steps, separated by at least 2 years and have sub-meter spatial resolution to accurately detect 
trees. To avoid confounding factors, I considered only sites where it was possible to distinguish 
intentionally planted areas of trees and any managed areas where trees were cut down or sprayed with 
herbicide. This way I could determine where the invasion source was, which trees were invading and 
which were intentionally planted, and whether the invasion had been modified. 
The spatial resolution for each site was approximately 0.5m and the spectral resolution was 3 bands 
(Red, Green, and Blue) for a natural colour image. Imagery from LINZ was georeferenced but 
imagery from Google Earth had to be manually geo-referenced. Appendix E summarises the complete 
specifications of the imagery gathered and shows photos of the imagery for each site and time step. 




Figure 4.1 Locations of the eight invasion sites are indicated by the black points. All of the sites 
were located in the Canterbury province on the South Island of New Zealand. 
Prominent lakes in the region (shown in light grey) were added to the map as areas 
of reference. 
To detect conifers, I used an unsupervised, pixel-based classification method. First I thresholded the 
imagery to separate out the dark-coloured trees against the light-coloured background vegetation (Ke 
& Quackenbush, 2011). Then I segmented the pixels identified as trees using a process called 
watershedding in order to delineate the trees’ canopies (Deng, Katoh, Yu, Hyyppä, & Gao, 2016; 
Komura, Kubo, & Muramoto, 2004; Wang, Gong, & Biging, 2004). I extracted the centre point of 
each polygon identified as a tree, and for each site and time step, I generated a file of the point 
locations of every tree detected. More details of this image classification procedure and ground 
truthing can be found in Chapter 2. 
All image classification was conducted in R using the following packages: EBImage (Pau, Fuchs, 
Sklyar, Boutros, & Huber, 2010), rgdal (Bivand, Keitt, & Rowlingson, 2017), raster (Hijmans, 2016), 
and sp (Pebesma & Bivand, 2005) (R Core Team, 2017). 
To prepare the data derived from the image classification and detection methods to be used in the 
population growth models, I first divided each site into a grid of 100 x 100 m or one hectare grid-cells, 
and I counted the number of trees in each cell for each time step. I used one hectare as the cell size 
because this represents the area where most of tree seeds would disperse (Buckley et al., 2005; Caplat, 
Nathan, & Buckley, 2012). I removed the grid-cells with no trees in them in the first time step. This 
was because the population growth models did not account for long-distance dispersal and thus did not 
 71 
account for dispersal into un-adjacent, empty cells between time steps. New trees appearing in empty 
cells would thus bias growth parameter estimates. I also removed any outlier cells in which the 
imagery was either misaligned slightly or the tree locations from the time steps did not precisely align. 
4.2.2 Population Growth Models 
I used the Gompertz population model to estimate the population growth parameters of density 
dependence and density independent growth. The Gompertz model is closely related to the familiar 
logistic model of population growth. Like the logistic, the Gompertz model contains two parameters 
one for density dependent growth and one for density independent growth. However, the parameters in 
the Gompertz model are easier to estimate empirically than those in the logistic (parameters). As a 
result the Gompertz model has been frequently used to estimate density dependence of populations 
(e.g., (Roy, McIntire, & Cumming, 2016; Thorson et al., 2015)).  
The equation for population growth (F(N) ) is expressed in the Gompertz form as: 
𝐹(𝑁𝑡) =  𝑁𝑡+1 = 𝑁𝑡𝑒
𝑎+(𝑏−1)log (𝑁𝑡) 
where Nt is population density at time t, a is density independent growth of the population, and b is the 
degree of density dependence. 
I can simplify this equation to make it straightforward to model and interpret. Taking the natural log of 
both sides of this equation for F(N) results in the Gompertz model in the following form: 
log(𝑁𝑡+1) =  𝑎 + 𝑏 𝑙𝑜𝑔(𝑁𝑡) + 𝜖𝑡   (Equation 4.1) 
A value of b greater than 1 represents exponential growth, a value of b = 1 implies no density 
dependence, a value of b less than but close to 1 represents weak density dependence, and a value of b 
close to 0 represents strong density dependence. The model includes an error term too, εt, which 
represents environmental stochasticity. This model can be fit using linear regression of log(Nt) against 
log(Nt+1), with the intercept serving as an estimate for a and the slope serving as an estimate for b. 
Since the estimates of both a and b were used to calculate the STT, I examined the strength of these 
values and how they varied between and across the invasion sites.  
In the interests of simplifying the models and focusing the scope of this study, I decided to only 
examine the population growth process known as infilling. Infilling can be defined as when the 
spreading population colonises areas within its existing range, and it occurs because of local dispersal 
(L. A. V. Taylor, Hasenkopf, & Cruzan, 2015; Warren, Ursell, Keiser, & Bradford, 2013). Because 
most of the population growth of these tree invasions occurs at short distances (Buckley et al., 2005; 
Nuñez & Paritsis, 2018; K. T. Taylor et al., 2016), I will limit my scope to infilling. 
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To account for spatial autocorrelation due to dispersal at short to intermediate distances and correlated 
environmental conditions in adjacent areas, I added a spatial random effects term to the Gompertz 
equation. I used a Conditional Autoregressive (CAR) model for the spatial random effects term since 
this model was straight forward to set up and is known to perform well with spatial data (Duncan, 
White, & Mengersen, 2017). This auto-regressive model works by accounting for the local 
neighbourhood and effectively smooths over adjacent areas.  
Equal weight (w) was given to each neighbouring plot, so that: 
𝑤𝑖,𝑗 = {
1 ; 𝑖𝑓 𝑎𝑟𝑒𝑎𝑠 𝑖 𝑎𝑛𝑑 𝑖 𝑎𝑟𝑒 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠       
0 ; 𝑖𝑓 𝑎𝑟𝑒𝑎𝑠 𝑖 𝑎𝑛𝑑 𝑗 𝑎𝑟𝑒 𝑛𝑜𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠
 
Since each neighbouring plot had the same weight, the CAR model assumed the datasets were 
isotropic. Therefore, this model must be interpreted with caution because the datasets were potentially 
anisotropic. For each site and set of time-steps examined, I defined a new neighbourhood matrix based 
on the occupied areas in the site. 
I ran the models in a Bayesian framework. I used informative priors based on estimates of density 
dependence and density independent growth for similar Gompertz models in the literature (Dennis, 
Ponciano, Lele, Taper, & Staples, 2006; Thorson et al., 2015). The following prior distributions were 
used: 
𝑎 ~ 𝑁(0, 0.2) 
𝑏 ~ 𝑁(0, 1) 
𝜏 ~ 𝐺(01. , 0.1) 
I used a CAR normal distribution for the prior of the CAR model, with a precision term τsp with a 
gamma distribution.  
I set up and ran a model for each time interval and site. Time intervals were defined as the difference 
between one time step and another, and there were different lengths of time between time steps due to 
which imagery data was available. I ran the models with Markov Chain Monte Carlo (MCMC) 
sampling, implemented in the R package Nimble (de Valpine et al., 2017). I tested whether the spatial 
model improved fit over an aspatial model without the spatial random effects term. To compare the 
spatial and aspatial models, I calculated the Watanabe-Akaike Information Criterion (WAIC) values 
(Watanabe, 2010). WAIC values are recommended to be used instead of Deviance Information 
Criterion (DIC) values according to Vehtari et al. (2016). Each model used 3 chains and ran for 10,000 
iterations with the first 5,000 samples discarded as the burn-in. The initial conditions of each chain 
were randomly generated within the expected parameter range. MCMC samples were not thinned as 
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thinning has been shown to decrease the precision of estimates from MCMC sampling (Link & Eaton, 
2012).  
To check for model convergence, I used the trace plots, posterior densities, and R̂ values from the R 
package shinystan (Gabry, 2018), similar to methods by (Elderd & Miller, 2016). I also examined the 
goodness of fit of the models by plotting their predictive intervals with the observed data to determine 
whether the model could predict all of the observed values (Gelman, Meng, & Stern, 1996). All of the 
models were coded and run in R (R Core Team, 2017), and the model code is shown in Appendix G.1. 
4.2.3 Estimating the Scale Transition Term 
At the local scale, population growth can be described as the following equation: 
𝑁𝑡+1 = 𝐹(𝑁𝑡) 
 where Nt+1 is the population density at time t+1 and F(Nt) is the population growth function of the 
population density at time t (or Nt). 
Chesson et al. (2005) shows that regional population growth rate can be approximated as the mean 
field growth rate plus a correction term representing F(N) approximated by a second-order Taylor 




𝑉𝑎𝑟(𝑁𝑡)𝐹′′(𝑁𝑡̅̅ ̅)   (Equation 4.2) 
Thus, at a regional scale, the population growth will be the function for population growth of the mean 
field plus a correction term (the STT): 




As seen in Equation 4.2 above, the STT depends on the variance in tree densities at the start of the 
observation period (var(N)) and the density dependence of the site’s population (F’’(N)). To calculate 
the variance in densities across a site, I used the population level formula for variance among all plots 
in a given site. In this calculation I excluded sites with a tree density of zero, since these were ignored 
in the population model.  
To calculate the nonlinear growth component of the STT, F’’(N), I took the second derivative of the 
population growth equation with respect to population density. This derivation is solved and explained 
in more details in Appendix F. Because the nonlinear growth term needed the estimates of the density 
independent growth and density dependence, I used the distributions for these parameters estimated 
from the population growth model to calculate F’’(N) for each site and time interval. 
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To calculate the STT, I used the above Eqn 4.2 and my estimates of the components of the STT. I used 
the 95% credible intervals of the STT estimates to determine whether the estimates were significantly 
different from zero for each site examined.  
To determine whether estimates of the STT were consistent across sites, I compared values of the 
STT, paying particular attention to those sites for which I had more than one time interval and 
therefore more than one estimate of the STT for the site. 
I calculated the STT as a percentage of the estimated mean field population growth for each site and 
time interval to put the STT estimates in context. To estimate the mean field population growth, I 
substituted the mean density of the one hectare plots for each site and the estimated parameters values 
from the spatial models into the population growth model. Doing this allowed me to assess the 
magnitude of the STT estimates and in particular determine the overall importance of STT for 
estimating population growth.  
 
4.3 Results 
4.3.1 Sites and Models 
The average size of the invasion sites was 3.0 km2, with the smallest site being 0.24 km2 and the 
largest being over 16 km2. The number of trees detected at the sites ranged from approximately 3,500 
for the small-sized sites to over 200,000 trees for the large sites. Table 4.2 summarises the mean 






































2011  5.15 17 541 1.37 
Ohau LINZ  2014  5.94 65 8554 1.42 
Mt Barker Google 
Earth 
2010  4.84 212 13070 0.54 
Mt Barker LINZ 2016  6.02 412 58726 0.59 
S. Pukaki Google 
Earth 
2006  2.33 64 5066 1.11 
S. Pukaki LINZ  2008  2.54 134 18411 1.01 
S. Pukaki LINZ 2014  2.89 235 58341 1.03 
S. Pukaki Google 
Earth 
2016  3.30 319 121670 1.09 
Shelterbelt 
W. 





2010  0.37 196 23463 0.78 
Shelterbelt 
E. 





2010  0.60 264 73232 1.03 
Shelterbelt 
E. 
LINZ 2014  0.73 355 72678 0.76 
Quailburn LINZ 2008  1.41 211 53667 1.10 
Quailburn LINZ 2014  1.70 388 65350 0.66 
Ohau 
Village 





2011  1.43 298 66700 0.87 
Irishman 
Creek  
LINZ 2008  11.20 40 12209 2.76 
Irishman 
Creek  




I ran models at eight sites, and in 3 sites it was possible to model two time intervals, leading to 11 
models in total. In each case the spatial models better fit the data than the aspatial models which had 
omitted the spatial random effect (see Table G1 in Appendix G of WAIC values). Thus, the parameter 
estimates from the spatial models were used for every site and time interval. Appendix G shows the 
model code and diagnostics for the models. 
4.3.2 Variation in Density and Estimates of Density Dependence 
I found that density did vary greatly across an invasion landscape as shown by the coefficients of 
variation in Table 4.2. Most of the sites and time steps had coefficients of variation which were above 
one, indicating a high degree of variation in densities. The variation of density was not necessarily 
consistent for each site as well, with some sites having similar coefficients of variation between time 
steps (ex. Ohau, S. Pukaki, and Mt Barker) and others having very different coefficients of variation 
(ex. Quailburn, Ohau Village, and Irishman Creek). Figure 4.2 also illustrates the variation of density 
across one of the sites. 
 
 
Figure 4.2 Example of the variation in tree densities at an invasion site. This imagery is of 
Irishman Creek site in 2014 with the grid of one hectare cells overlaid on it. Imagery 





Figure 4.3 a) Estimates of density independent growth were high for all sites examined. These density independent growth values are the a parameter 
estimates from the model, and error bars are 95% credible intervals. b) Most site and time intervals had weak to moderate degrees of density 
dependence. These density dependence values are the b parameter estimates from the model, and error bars are 95% credible intervals. 
Dashed lines at zero in (a) and one in (b) represent when the respective terms equal zero.
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Density independent growth was high, which was expected for these rapidly growing populations (Fig. 
4.3a). There was some variation between sites, but most had a density independent growth of around 
2. This implies that over that time interval, for every one tree in a plot in time t, there were around 6 
more times as many trees in time t+1 (this interpretation was obtained after back-transforming the 
parameter from a log scale). 
Density dependence was negative and present at all sites and time intervals (Fig. 4.3b). For most sites, 
it was weak to moderate in strength, although for one site is was strong, as indicated by a value close 
to 0 for the Quailburn site.  
When running the model diagnostics, I found that the estimates of density independent growth and 
density dependence were positively correlated (see Appendix G). Thus when the intrinsic growth rate 
was high, there was high density dependence as well. This correlation makes sense and did not affect 
the estimates of the STT. 
4.3.3 Estimates of the Scale Transition Term 
The estimates of the STT for all sites were negative, and all of the 95% credible intervals indicated 
that the estimates were significantly less than zero (Fig. 4.4a). For sites where I had multiple time 



















Figure 4.4 a) All estimates of the Scale Transition Term were negative and significantly different from 0. Error bars are 95% credible intervals. b) The 
magnitude of each STT expressed as the percentage of the mean field estimate of population growth.
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To help with interpretation of Fig. 4.4a, a value of -7 (Ohau site) indicates of value of seven fewer 
trees per cell per time interval. Therefore a value of -95 (Irishman Creek site) would mean that there 
would be 95 fewer trees per cell per time interval than expected if population growth was estimated 
using the average density of trees across a landscape. Most sites are between -10 to -50 trees per cell 
per time interval. Since all of the estimates of the STT were significantly negative, this means that 
spatial processes slow population growth.  
In Fig. 4.4b, when the STT estimates were expressed as a percentage of the mean field estimates, they 
were typically 10-25% of the mean-field estimates of population growth. This means that if the effects 
of spatial variation were ignored, estimates of population growth would be inflated by around 10-25% 
for most sites. Because the growth of these invasions can be on the order of magnitude of thousands of 
trees per site, this overestimate represents a large error in growth predictions. The only exception of 
these values was one site and time interval (Irishman Creek 2008-2014) when the STT estimate was 
almost 75% of the mean field estimate.  This means that for this site, the expected population growth 
when spatial effects are ignored would be over-estimated by almost 75%. 
4.4 Discussion 
This study is the first to estimate the Scale Transition Term for multiple, large-scale sites and for a 
system which is rapidly changing. When I estimated the STT, I found that it was large and negative for 
most sites, and that for all sites, it was significantly different from zero. Both of the components of the 
STT, spatial variation of density and nonlinear growth, give insight into the spatial processes which 
cause population growth to differ between spatial scales, and they both contributed equally to the STT. 
I found that there was large spatial variation of density across the sites, and this variation contributed 
greatly to the STT. The nonlinear growth component of the STT was comprised of density 
independent and density dependence growth; therefore while both of these contributed to the STT 
estimates, they did not contribute as much as the spatial variation of density did.  
Examining the estimates of density independence and density dependence more closely, I found that 
density independent growth was positive and high across all sites. These estimates were expected 
given that I already suspected that the growth of these conifer invasions was quite high (Buckley et al., 
2005; Caplat, Coutts, & Buckley, 2012). I found that density dependence was negative and varied in 
magnitude between sites. These estimates were less expected because this is the first time that 
population-level density dependence has been estimated for multiple conifer populations at this scale. 
While I could not compare the density dependence results to studies examining expanding tree 
populations, this study’s estimates of density dependence were consistent when comparing them to 
other forest systems (Brook & Bradshaw, 2006; D. J. Johnson, Beaulieu, Bever, & Clay, 2012; K. 
Zhu, Woodall, Monteiro, & Clark, 2015). This could be because the densities of some sites I examined 
were quite high, potentially similar to that of a natural forest. 
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When I examined the STT estimates across sites, there was some variation of the estimates. While I 
did not collect the data to discern why there was this variation, reasons could have been because there 
was large variation in the densities of grid-cells for some sites and some sites had either small or very 
large mean densities. Taken with previous estimates (Table 4.1) these results help to build an 
emerging picture of how population growth changes over scales. Across the board, estimates of STT 
were large and negative for stable systems (ex. Benedetti-Cecchi et al. (2012); Melbourne & Chesson 
(2006)) and the dynamic one I studied. This means that in general, the mean field estimates of 
population growth vastly over-estimate the regional population growth.  
Thus, these results, taken together with the results of previous studies summarised in Table 4.1, prove 
that the mean field estimates of population growth for both stable and dynamic systems are often 
incorrect. When scaling up population growth data from a local to a regional scale, we must use the 
mean field approach with caution unless we can be certain that the individuals in a population are 
mobile and there is a strong degree of mixing of these individuals (Law, Dieckmann, & Metz, 2000). 
Instead, to properly scale up data, we will need to account for those spatial processes which occur 
because of the variance of density and individuals’ growth response to density. The importance of 
these spatial processes for population growth has been acknowledged before (Chave, 2013; 
Dieckmann et al., 2000; Levin, 1992); however, accounting for these processes will now need to 
become part of the general practices of broad-scale ecology. 
My methods provide a way forward for future studies and research on population growth. High 
resolution aerial imagery enabled me to capture population density data over time, for multiple sites, 
and at a broad spatial scale. The Bayesian population growth models allowed me to account for the 
spatial autocorrelation in the residuals as well as explain population parameters for multiple sites. 
Combining these methods with the methodology to estimate the STT (from Chesson (2012) and 
Chesson et al. (2005)), I was able to effectively scale up population growth estimates between small 
and broad spatial scales. Other studies seeking to study population growth at the broad scale should 
consider using these methods. 
This study was not without its limitations. I only estimated density dependence at the scale of the grid-
cells (100x100m). Other results may be possible using smaller grid cells because positive and negative 
density dependence in conifer invasions has been found to act at different scales (Dovčiak et al., 
2014). This is an exciting possibility but one which will require a nuanced understanding of dispersal, 
which was outside the scope of this study. Additionally, I only looked at the adult life stage of the 
alien conifers. I determined in Chapter 2 that I could only reliably detect the mid-to-large sized trees 
(adults) when using aerial imagery; therefore for this Chapter, I have missed most of the younger sizes 
and life stages of conifer trees. From a management perspective however, this is likely sufficient as we 
mainly are interested in the reproductive individuals since they are responsible for the current spread. 
Furthermore, the adult reproductive life stage inherently captures the results of density dependent 
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growth from previous life stages (Harte, 2011). Another limitation of this study is that I only examined 
infilling population growth, which is when a population spreads into areas within its existing range (L. 
A. V. Taylor et al., 2015; Warren et al., 2013).  Infilling is important and understudied (L. E. Johnson, 
Brawley, & Adey, 2012), but this approach offers fewer insights about another key stage in conifer 
invasions, long-distance dispersal. 
For the management of these invasions, my findings mean that current predictions of population 
growth (Ministry of Primary Industries, 2014) are too high, and the outlook of growth due to infilling 
is perhaps not as bleak as predicted. Additionally, the population growth parameters estimated for each 
site can help with projections of population growth and spread, especially since a study of this kind 
has not been done before in New Zealand. For future research on introduced conifers, this study also 
illustrates an appropriate scale to study conifer invasions. By accounting for dispersal and 
environmental heterogeneity at one-hectare sized plots, I was able to estimate meaningful population 
growth parameters for these invasions. 
In the future it would be interesting to explicitly account for dispersal, and in particular directional 
dispersal as we know that wind-dispersed conifers tend to spread in the direction of the prevailing 
winds. Other studies estimating the STT have accounted for dispersal at a local scale but because their 
systems are not expanding or shrinking, they have assumed that dispersal is not relevant at regional 
scales (Benedetti-Cecchi et al., 2012; Melbourne & Chesson, 2006). Because I am studying an 
expanding system and dispersal is the key process of that expansion, I suspect that dispersal is relevant 
at regional scales for dynamic systems (Loreau, Mouquet, & Holt, 2003; Meynard et al., 2013). The 
model offers a simple representation of dispersal, and in the future it would be desirable to include a 
more mechanistic model of dispersal. By explicitly including dispersal in the population growth 
model, I likely would include more low density cells, causing the spatial variation in densities to 
decrease. Including more low density cells would also cause density independent growth to increase 
and density dependence decrease potentially. Therefore, I would expect that including long distance 
dispersal would cause the STT estimates to decrease, although probably only by a slight amount unless 
there were many long-distance dispersal areas. However, this needs to be studied further to test this 
hypothesis. 
4.4.1 Conclusion 
This study demonstrates that population growth data can be scaled up for broad scale systems which 
are rapidly changing over time. These findings, taken collectively with the findings of previous studies 
on the STT, have proven that the regional scale dynamics are indeed different from the local scale 
dynamics. To move the field forward, my methods presented in this chapter provide the techniques to 
properly scale up population growth. By accounting for the effect of spatial processes on population 
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This thesis estimated the scale dependence of population growth for a rapidly changing system. 
Although previous studies have explored the scaling of population growth, no studies have yet 
explored the scaling of dynamic and expanding systems and nor have they gathered enough data to 
properly tackle this issue. This thesis addressed these shortcomings by using big data to examine the 
scaling of population growth. I gathered large datasets of population growth data over time for many 
sites and examined the limitations for using these data to enhance the robustness of the scaling 
methodology. In doing so, I tested how the biases in the data would influence the estimates of scaling 
up population growth data. Finally, I extended existing scaling methodology to unstable, expanding 
systems and found that spatial processes slowed down the population growth of alien conifer trees. 
These findings will be important not only for future work predicting the growth of invasive species, 
but also for studies examining the scaling of broad-scale phenomena. 
  
5.1 Major findings of the thesis 
5.1.1 Detection using aerial imagery contains biases from density (Chapter 2) 
To examine the scaling of population growth over broad extents and for many sites, I gathered 
population data from aerial imagery. Aerial imagery had been used before to study plant population 
changes over time (see Mast et al. (1997), Roques et al. (2001), and Müllerová et al. (2013) for 
examples). However, robust assessments of the utility and complexity of using aerial imagery source 
of big data have previously been lacking. It was unclear what the detection limitations were for 
assessing the density, age structure, and spatial pattern for invasions. I found that aerial imagery was 
able to detect both the spatial pattern and distribution of trees with canopy diameters greater than 
2.5m. However, it could only detect smaller trees with certainty where they were found at low density, 
thereby introducing a detection bias in the size of trees it could reliably detect. Additionally, I found 
that because aerial imagery could detect the mid-to-large sized trees consistently, then it could likely 
detect the majority of the coning trees. Therefore, while assessments of the overall age-structure will 
under-estimate the number of small trees, the number and spatial pattern of larger reproductive 
individuals can still be adequately captured. 
5.1.2 Detection biases do not have a large effect on the scaling of population 
growth data (Chapter 3) 
Since I found detection biases in the data, my next step was then to test whether the detection bias and 
observation error in the data acquired from aerial imagery would affect my estimates of scaling 
population growth. While errors in estimates of plant abundance are well-documented (see Chen et al. 
 91 
(2013) and Ng and Driscoll (2015)), it was not known how these errors could propagate and affect the 
inferences about the scaling of population growth. I found that with a detection bias that over-
estimated the number of trees at sparse densities, I could still accurately estimate the difference 
between local and regional scale population growth. However, this finding only held true when the 
error was low; therefore the accurate scaling of population growth will rely on low error rates below 
5%. 
5.1.3 Spatial processes significantly influence the scaling of population growth 
(Chapter 4) 
Having proven the sufficiency and robustness of using big data, the final step in my thesis was to 
evaluate the effect of spatial processes on growth. The scaling method I used had only been tested 
before on stable systems (i.e., Melbourne and Chesson (2006) and Benedetti-Cecchi et al. (2012)), and 
none of the previous studies had statistically accounted for dispersal. I extended the methodology to 
apply to dynamic systems with local dispersal. I found that when we ignore spatial processes, we 
drastically over-estimate the population growth of alien conifers. Because of spatial processes from 
density, dispersal, and environmental heterogeneity, the difference between local and regional 
population growth is significant and sometimes large. 
5.2 Contributions to scaling methodology 
By expanding upon and validating the methodology of the Scale Transition Term (STT) theory in this 
thesis, I have provided useful tools (methodology and statistical code) to scale up the dynamics of 
populations between a fine plot-level scale to a broad landscape-level scale. The STT theory offered 
an alternative to existing scaling methods. Rather than relying on detailed life history data or only 
working for particular metapopulation structures (Cipriotti et al., 2016; Purves et al., 2007; Vance et 
al., 2010), the STT approach allowed me to use large datasets over broad extents to examine the 
scaling of population growth (Denny & Benedetti-Cecchi, 2012). 
I extended the relevance of the STT method to be applicable for systems which are expanding due to 
localised dispersal. The STT method has only been used before for stable systems (i.e., (Benedetti-
Cecchi et al., 2012; Melbourne & Chesson, 2006; Melbourne, Sears, Donahue, & Chesson, 2005)). It 
has been difficult to move past analyses of static systems because of technical challenges due to 
dispersal and complexity in the data attributed to being from an uncontrolled real-world environment. 
Since I examined a system that was expanding, I needed to account for the population growth due to 
dispersal. To do that, I developed the method to statistically account for localised dispersal in the 
population growth models. In developing this method further, I also was able to maximise the utility of 
using a large, complicated dataset of population growth data rather than using data collected from a 
controlled experiment. This extension of the STT method will enable it to be applied to a broad range 
of real-world systems in the future. 
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I tested the STT method with two different population growth models: the logistic growth equation in 
Chapter 3 and the Gompertz growth equation in Chapter 4. My results showed that the Gompertz 
model was better than the Logistic model because the Logistic model presented challenges with 
properly accounting for error in both the x and y variables. Additionally, the Gompertz equation could 
deal with error propagation better than the Logistic equation and it was straightforward to use in a 
Bayesian framework. In this thesis I did not incorporate error propagation into the population growth 
models in Chapter 4. There are opportunities to explicitly account for error in a Bayesian framework 
by incorporating error propagation in the future using a Bayesian hierarchical model with detection 
bias as a hyper-prior (similar to methods by Knape et al. (2013); Zipkin et al. (2014)).  This would be 
a significant further advance but time kept me from following up on this insight in Chapter 4. 
Additionally, the case study results in Chapter 3 suggested that the detection bias found in the 
population estimates using aerial imagery data should not dramatically influence estimates of the STT. 
Therefore, I would not expect a large difference in the scaling estimates if I had incorporated error 
propagation in the models. 
This study is the first of its kind to apply the STT theory to big data. Using my extensive collection of 
conifer invasion data for eight different populations over time, I have provided strong evidence that 
the STT method works for dynamic, expanding systems. Therefore, because I have both extended the 
STT method’s relevance to unstable, rapidly changing systems and tested this method using real 
population growth data, I have contributed greatly to the population ecology field. Scaling population 
dynamics between a plot-level to a region-level is not only possible but it is now achievable and 
accessible for a wide range of systems. 
5.3 Contributions to studies of broad-scale population dynamics 
This thesis has profound implications for studies on broad scale population dynamics because it 
extends our knowledge of the uses of aerial imagery, broadens our understanding of spatial processes 
for dynamic systems, and provides avenues to access and use plot-scale data at a broad scale. Other 
studies have found that aerial imagery can be used to study population dynamics (see Franklin et al. 
(1985); Higgins et al. (2001); Müllerová et al. (2005)), and this thesis adds to the knowledge on the 
optimum use of these methods. Additionally, this thesis is the first study to have examined the ability 
and limitations of using aerial imagery to validate the scaling of population growth. Since I found that 
detection bias from using aerial imagery did not affect the scaling estimates, I postulate that we can 
use aerial imagery for population dynamics studies and to test scaling estimates. Furthermore, I was 
able to estimate the components of the STT accurately using aerial imagery and therefore this tool can 
be used to estimate the STT. 
Beyond expanding upon existing methods to scale up population growth estimates, this thesis also 
extends our understanding of spatial processes from stable systems to dynamic ones. We now know 
that spatial processes derived from the effects of density, dispersal, and environmental heterogeneity 
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affect population growth for rapidly expanding systems. Therefore, instead of using the mean field to 
estimate the difference between local and regional population growth, studies of broad scale 
population dynamics will need to take these processes into account. 
By using aerial imagery and examining multiple sites over time, this thesis also offers a first look at 
the consistency of scaling across sites and time. Since I found that the STT estimates were not 
consistent across sites, this means that spatial processes will affect scaling differently depending on 
the site. For the few sites which I had multiple time periods for, the STT was also not consistent, 
meaning that spatial processes are variable across time as well. While these results need to be 
replicated further, the findings of this thesis point to spatial processes being both important and 
variable in broad-scale systems. 
Overall, the findings and methodology developments of this thesis will open doors for using more 
ecological data to study broad-scale phenomena. Many studies collect population growth data at fine 
spatial scales (i.e., less than one hectare) (Estes et al., 2018; Wheatley & Johnson, 2009). Now, 
ecologists can potentially scale up these fine-scale data to be relevant at the scale at which these 
phenomena operate. Using the methods in this thesis, studies on the population growth of species 
invasions can scale up their data to be relevant at broad spatial scales, allowing us to explore questions 
such as the drivers of species success/failure at regional scales (i.e., Early et al. (2016) and Yokomizo 
et al. (2017)).   
5.4 Contributions to the management of alien conifer invasions 
5.4.1 Aerial imagery and remote sensing data 
The findings of this thesis also have specific relevance for the management and future study of alien 
conifer invasions, particularly relating to studying the population dynamics of conifer invasions. Since 
I found that we can use aerial imagery to detect mid- to large- sized mature trees, free imagery will be 
a boon for future work because it could be used to identify new populations and examine invasions at 
the landscape scale. Additionally, other studies have found that high-specification remote sensing 
imagery can detect alien conifers in mixed shrub habitats, making it suitable for use in complex 
environments (Dash, Pearse, Watt, & Paul, 2017). Due to my finding that aerial imagery can detect 
adult, mature trees, aerial imagery can be used for management purposes to prioritise areas where 
there are mature individuals and determine which control strategy to use based on the estimated 
density of trees (Department of Conservation, 2018).  
Given that there are many invasion sites in grasslands in New Zealand and there is available aerial 
imagery over time, future studies can make use of these data to study the growth and spread of alien 
conifers in further detail. Future research could examine spatial patterns over time to determine the 
importance of clusters for spread, similar to work by Nuñez and Paritsis (2018). More work could be 
done to study the change in spatial structure over time, as this knowledge will help better inform 
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management to determine management priority areas and how spatial structure changes with invasion 
stage (Fletcher & Westcott, 2013; Jafari, Phillips, & Pardalos, 2018). 
5.4.2 Importance of spatial processes 
The findings of this thesis pointed to the importance of spatial processes on population growth. 
Therefore, when studying alien conifer invasions, we cannot forget the effects of density as well as 
dispersal and environmental heterogeneity on population growth. To date, few studies have quantified 
density dependence in alien conifer invasions at a population level. Since I found in this thesis that 
density dependence was significantly different from zero at every site examined, I have strong 
evidence that density dependence exists at a population level. Therefore, when the population growth 
and spread is modelled in the future, the effects of density on growth should be taken into account. 
As a thought exercise examining the importance of spatial processes and specifically density 
dependence, I used the population growth parameters to predict what the growth of an invasion might 
be in the future. When I predicted the average growth within a one hectare area without accounting for 
density dependence, the growth would be exponential, increasing from 100 trees/ha to over 10,000 
trees/ha after 10 years, represented by the green dashed line in Figure 5.1. However, when density 
dependence is accounted for but spatial processes such as dispersal and environmental heterogeneity 
are not considered, the growth of a moderately dense hectare of trees (100 trees/ha) would increase to 
about 430 trees/ha, represented by the blue solid line in Figure 5.1. Based on the findings of this thesis, 
if all broad-scale spatial processes were accounted for, then predictions of population growth likely 
would be less than the solid blue line. 
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Figure 5.1 Approximate predictions of growth per hectare of moderately dense trees under two 
different modelling scenarios: one without accounting density dependence; and one 
accounting for density dependence (but not spatial processes such as dispersal). 
Therefore, this thesis contributes greatly to our understanding of predicting the rate of population 
growth of conifer invasions. For management, these findings help strategize future areas of control 
because I found that density slows down growth. Using these findings, managers may decide to target 
sparse density areas before the dense areas because the growth of dense populations is slower. 
Since I found that conifer populations are growing at a slower rate than expected due to density 
dependence and spatial processes, more work is needed to examine what this means for the areal 
spread of these populations. The Ministry of Primary Industries in New Zealand predicts that conifer 
invasions are expanding in area at a rate of 5% per year (Ministry of Primary Industries, 2014). Less 
area would be expected to be affected because the population growth is not as high as predicted, due to 
the findings of this thesis. More work is needed to connect the findings of the thesis on population 
growth with the predictions of areal spread to better inform where and how rapidly new areas will be 
invaded. Since I found that population growth depends on the surrounding density and environmental 
heterogeneity, future work could expand these findings to determine how management affects 
population growth. Would it be most effective to control an entire site rather than removing some 
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trees, lessening the density, and potentially increasing the growth rate? Extending the population 
growth models to examine what happens when some of the trees are removed would help to instruct 
how best to control an invading population. 
For the management of conifer invasions, it would also be beneficial to examine how density 
dependence and intrinsic population growth vary across an invasion site and whether this variation 
changes with time. It has been hypothesised that density dependence is positive on the invasion front 
as evidence suggests that ectomycorrhizal fungi can facilitate the growth of individuals and even an 
invasion (Dickie, Bolstridge, Cooper, & Peltzer, 2010; Hayward, Horton, Pauchard, & Nuñez, 2015; 
Nuñez, Horton, & Simberloff, 2009). This would mean that the density of individuals on the edge of 
an invasion is enabling the spread and therefore should be targeted first for management. While I did 
not find evidence for positive density dependence, I did not estimate how density dependence varied 
spatially across the sites and therefore there could be strong density dependence overriding localised 
positive density dependence. Studying the variation in density dependence of an invasion would 
enable researchers to examine how this variation affects the spread patterns across a site (Walter, 
Johnson, & Haynes, 2017). Additionally, perhaps the intrinsic growth rate of conifers varies across a 
site depending on the suitability of habitats (Englert, Wells, & Norris, 2000; Thuiller et al., 2014). 
Again, this knowledge would assist management for identifying high priority areas for control since 
some areas could then spread faster than others. The work to address this suggested future research 
will build on the foundational findings of this thesis.   
5.5 Limitations of this thesis 
Although this thesis contributed greatly to methodologies for scaling up, studies on broad scale 
phenomena, and the management of wilding conifer invasions, it did have some limitations. The 
ground-truthing fieldwork in Chapter 2 was only done for one site even though in Chapter 4 I used 
aerial imagery for multiple sites without ground-truthing it. I therefore based my confidence in the 
detection ability of aerial and satellite imagery used for all sites on only one site. The surrounding 
vegetation was very similar across all sites (all sites had low-lying tussocks and grasses as the 
background vegetation), making it likely that my findings from the one site would be similar across all 
sites. However, if I repeated this study again, I would complete ground-truthing fieldwork at more 
than one site and at sites with different conifer species present. Additionally, another limitation is that 
I only used aerial imagery in this thesis, meaning that I used a low-specification type of remote 
sensing data. This limited my ability to detect smaller trees as well as differentiate between species. 
While this did not greatly detract from this thesis, in the future other types of imagery and remote 
sensing data should be explored for their relevance to population growth studies. Further on this point, 
using aerial and satellite imagery limited this thesis to only examining the population growth of adult 
trees. Using high specification imagery may allow for the detection and inclusion of saplings in future 
studies of conifer population growth. Finally, I only examined sites which were at a mid-to-late 
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invasion stage, making the findings potentially only valid for these stages. In the future, I would 
recommend expanding this study to include early invasion sites and compare my assessments of aerial 
imagery and estimates of STT across invasion stages. 
5.6 Future directions 
This research has opened many avenues of future invasion research as well as work in broad-scale 
systems. While this thesis examined how detection ability and detection bias/error could affect the 
scaling of population growth, in the future it would be interesting to examine how landscape factors 
such as topography or landscape connectivity could affect population growth across spatial scales 
(extending research such as Morel-Journel et al. (2018)). To examine the effect of topography, a 
detailed Digital Elevation Model (DEM) could be used and elevation over an invasion site could be 
added as a variable in the population growth models (Walter et al., 2015). Environmental factors such 
as land use could be added to the population growth model as well to determine how land use affects 
the growth of populations across an area (Brown, Spector, & Wu, 2008; Theoharides & Dukes, 2007). 
By explicitly accounting for environmental heterogeneity, these assessments would allow researchers 
to examine the varied effects of abiotic factors on localised growth while teasing apart the biotic 
factors of density dependence as well. Some of the next steps of invasion science are understanding 
the complexities of abiotic and biotic factors and how they affect spatial spread of invasions (Grayson 
& Johnson, 2018). 
In the future, it would also be interesting to examine the scaling of systems with different dispersal 
methods such as bird or mammal dispersal of seeds (extending work such as Ramaswami et al. (2016) 
and García et al. (2017)). This would allow us to determine whether the assumption of the mean field 
growth holds for dynamic systems expanding via other dispersal types. I would hypothesize that 
systems which are expanding via bird or mammal dispersal could differ greatly from the mean field 
estimate, although in a different way than systems expanding via passive dispersal. It is likely that bird 
dispersal causes positive density dependence because dense areas attract more birds (Spiegel & 
Nathan, 2012). Therefore, when scaling up population growth of bird/mammal dispersed from a plot 
scale to a regional scale, the mean field growth may be less than what the regional growth rate truly is. 
Additionally, the work in this thesis could be extended by connecting population growth at a regional 
scale to an individual plant scale, following methods suggested by Chesson et al. (2005). Related to 
this extension, it would be interesting to pursue the connection between the methodology of Chesson 
et al. (2005) used in this thesis and the spatial moment methods used by Bolker and Pacala (1997) and 
Law et al. (2003). Connecting these methods would enable researchers to examine how spatial 
processes affect population growth across time and at a finer scale than what was examined in this 
thesis. This would allow for further insights into demographic processes affecting growth across 




In one of the seminal works in ecology, Levin noted that the scaling of population growth would be 
one of the largest issues facing ecologists (Levin, 1992). This paper led to many studies recognising 
the importance of spatial scale in ecology and changed the way ecologists interpret pattern and scale 
(Chave, 2013). My thesis accepts the challenge of spatial scale and pushes the boundaries of our 
knowledge of scaling population growth. Not only does this thesis improve existing methodology to 
scale up population growth data, but this thesis also explores the limitations and consequences of using 
large-scale data when scaling population parameter estimates. Furthermore, I found that spatial 
processes have a large effect on population growth in dynamic systems, thereby dramatically 
influencing estimates across spatial scales. These findings will thus alter the way that population 
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Linear regressions in Chapter 2 
A.1 Slope and intercept values from linear regressions 
In Chapter 2, linear regressions were done to examine how detection changed with density of trees of 
different canopy diameters. Table A1 shows the slope and intercept values from these regressions. The 
p-values are from the one-sample t-tests comparing the slopes and intercepts to the null expectation of 
one and zero, respectively. The bolded slope values represent values which are not significantly 
different from one, meaning that the detection of densities using aerial imagery is not significantly 
different from the densities measured in the field. All of the intercept values were significantly 
different from zero, meaning that aerial imagery consistently over-estimated the number of trees in 
sparse densities. 
Table A1 Slopes and intercepts of regression lines for different tree canopy diameter groups (± 
95% Confidence Intervals). 
Canopy Diameter Slope of regression line Intercept of regression line 
> 1m 0.41 ± 0.10 (p-value = 3.4x10-12) 206 ± 112 (p-value = 0.0010) 
> 1.5m 0.61 ± 0.13 (p-value = 1.6x10-6) 206  ± 102 (p-value = 3.3x10-4) 
> 2m 0.71 ± 0.18 (p-value = 0.0039) 259 ± 114 (p-value = 1.3x10-4) 
> 2.5m 0.88 ± 0.22 (p-value = 0.28) 266 ± 112 (p-value = 7.0x10-5) 




Solving for the analytic solution in Chapter 3  
In Chapter 3, I calculated and examined the results from analytic solutions which included detection 
bias but not observation error. In this Appendix, I will show how I solved for the analytic solution for 
the components of the difference between local and regional growth (density dependence and variance 
of densities) and the difference itself. 
B.1 Detection bias in density dependence term  
I will start by going back to Equation 3.3 in Chapter 3 which I used to estimate population growth. 
𝑁𝑡+1,𝑖 = (1 + 𝑟)𝑁𝑡,𝑖 + 𝑎𝑁𝑡,𝑖
2
        (Equation 3.3, from Chapter 3)  
Substituting biased observations of densities into the Nt and Nt+1 terms, the equation becomes: 
𝑁𝑡+1,𝑏𝑖𝑎𝑠𝑒𝑑 = (1 + 𝑟)𝑁𝑡,𝑏𝑖𝑎𝑠𝑒𝑑 + 𝑎𝑁𝑡,𝑏𝑖𝑎𝑠𝑒𝑑
2  (Equation B1) 
I know from Equation 3.4 in Chapter 3 that Nbiased = (slope) Ntrue + intercept, so I plug this into 
Equation B1. Equation B1 then becomes: 
(𝑁𝑡+1,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)
=  (𝑁𝑡,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡) + 𝑟(𝑁𝑡,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) +  𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)
+ 𝑎(𝑁𝑡,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)
2 
Next I multiplied everything out, and the equation becomes: 
(𝑁𝑡+1,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)
=  (𝑁𝑡,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡) + 𝑟𝑁𝑡,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) + 𝑟(𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)
+ 𝑎𝑁𝑡,𝑡𝑟𝑢𝑒









Then I isolated Nt+1, true on left side of the equation: 
(𝑁𝑡+1,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒))
=  𝑁𝑡,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) + 𝑟𝑁𝑡,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) + 𝑟(𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡) + 𝑎𝑁𝑡,𝑡𝑟𝑢𝑒
2(𝑠𝑙𝑜𝑝𝑒2)
+  2𝑎(𝑠𝑙𝑜𝑝𝑒)(𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)𝑁𝑡,𝑡𝑟𝑢𝑒 +  𝑎(𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
2) 
 
𝑁𝑡+1,𝑡𝑟𝑢𝑒 = 𝑁𝑡,𝑡𝑟𝑢𝑒(1 + 𝑟 + 2𝑎(𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡))⏞                    
𝑏𝑖𝑎𝑠 𝑖𝑛 𝑟
+ 𝑎(𝑠𝑙𝑜𝑝𝑒)𝑁𝑡,𝑡𝑟𝑢𝑒






) +  𝑎(𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡2)/𝑠𝑙𝑜𝑝𝑒
⏟                        
𝑏𝑖𝑎𝑠 𝑖𝑛 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
 
The ‘bias in a’ component of the equation represents the bias in the density dependence term. 
Therefore the biased density dependence term equals the true density dependence divided by the slope 
term. 
 
B.2 Detection bias in variance of densities term  
I will start with substituting the equation for Nt, bias into Var(Nt). 
𝑉𝑎𝑟(𝑁𝑡,𝑏𝑖𝑎𝑠) =  𝑉𝑎𝑟(𝑁𝑡,𝑡𝑟𝑢𝑒(𝑠𝑙𝑜𝑝𝑒) + 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡) 
From identities of the variance function (Ross, 2010), I found that the intercept term disappears and 
the variance function becomes: 
𝑉𝑎𝑟(𝑁𝑡,𝑏𝑖𝑎𝑠) =  (𝑠𝑙𝑜𝑝𝑒
2)𝑉𝑎𝑟(𝑁𝑡,𝑡𝑟𝑢𝑒) 
Therefore the biased variance in densities term equals the true variance in densities multiplied by the 





B.3 Detection bias in the difference between local and regional population 
growth 
To determine the bias in the difference between local and regional population growth, I will plug in 
the analytic solutions of bias in the components. 





This results in: 
𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑏𝑖𝑎𝑠𝑒𝑑 = −(𝑠𝑙𝑜𝑝𝑒) (𝑎𝑡𝑟𝑢𝑒𝑉𝑎𝑟(𝑁𝑡,𝑡𝑟𝑢𝑒))⏟            
𝑡𝑟𝑢𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒
 
Therefore the biased difference between local and regional population growth differs from the true 














Results from one sample t-tests of density dependence and 
variance of initial densities in Chapter 3 
In Chapter 3, the simulation results were compared to the analytic results. Tables C1 and C2 show 
these results comparing the simulation and analytic values for the density dependence and variance in 
densities terms. The analytic values represent the results with detection bias but not observation error. 
The simulation values represent the results with both detection bias and observation error. I compared 
these values for when the slope changed and the intercept term was held constant and again when the 
intercept changed but the slope term was held constant. I did this to test the effects of detection bias 
from the slope or intercept term. 
Table C1 Values of density dependence with changing slope and intercept values from the 
analytic results and the simulated estimates. When estimating density dependence 
for changing slope values, a constant value of 4 was used for the intercept value. 
When estimating density dependence for changing intercept values, a constant value 
of 0.5 was used for the slope. Asterisks indicate significance from one-sample t-tests. 
Slope values Analytic :: Simulation values 
of density dependence 
(± standard deviation) 
Intercept value Analytic :: Simulation 
values of density dependence 
(± standard deviation) 
0.4 -0.025  :: -0.016 ± 0.009 *** -4 -0.020 :: -0.015 ± 0.0066 *** 
0.6 -0.017 :: -0.014 ± 0.0039 *** 0 -0.020 :: -0.015 ± 0.0056 *** 
0.8 -0.013 :: -0.011 ± 0.0026 *** 4 -0.020 :: -0.015 ± 0.0061 *** 
1.0 -0.010 :: -0.094 ± 0.0019 ** 8 -0.020 :: -0.015 ± 0.0054 *** 
1.2 -0.0083 :: -0.0079 ± 0.0013 ** 12 -0.020 :: -0.014 ± 0.0059 *** 
 
In Table C1, as the slope values increased, both the analytic and simulation results increased. As the 
intercept term increased, the analytic and simulation results held constant. This means that when there 
is detection bias, the slope term influences the values of density dependence, but the intercept term 
does not.  
The simulation results were slightly higher than the analytic results, meaning that observation error 
tended to slightly increase the values for density dependence. As indicated by the asterisks in Table 
C1, the difference between the analytic and simulation results was always significant, no matter the 




Table C2 Values of variance of initial densities with changing slope and intercept values from 
the analytic results and the simulated estimates. When estimating the variance for 
changing slope values, a constant value of 4 was used for the intercept value. When 
estimating the variance for changing intercept values, a constant value of 0.5 was 
used for the slope. Asterisks indicate significance from one-sample t-tests. 
Slope values Analytic :: Simulation values 
of variance(N) 
(± standard deviation) 
Intercept value Analytic :: Simulation 
values of variance(N) 
(± standard deviation) 
0.4 82.70  :: 41.05 ± 6.4 *** -4 51.68 :: 60.90 ± 9.14 *** 
0.6 124.04 :: 83.76 ± 12.0 ** 0 51.68 :: 60.34 ± 9.13 *** 
0.8 165.39 :: 141.18 ± 21.1 *** 4 51.68 :: 60.65 ± 9.22 *** 
1.0 206.74 :: 215.16 ± 31.1 ** 8 51.68 :: 60.81 ± 8.59 *** 
1.2 248.09 :: 306.59 ± 44.5 ** 12 51.68 :: 60.56 ± 8.65 *** 
 
In Table C2, as the slope values increased, both the analytic and simulation results of variance 
increased. As the intercept term increased, the analytic and simulation results held constant. This 
means that when there is detection bias, the slope term influences the values of the variance, but the 
intercept term does not.  
When the slope values increased, the simulation results switched from being lower than the analytic 
results to then being higher than them after the slope increased above a value of one. This means that 
observation error affected the values for the variance of densities differently depending on whether the 
slope was less than or greater than one. When the intercept values increased, the simulation results 
were higher than the analytic results, meaning that the observation error tended to increase the value of 
the variance. As indicated by the asterisks in Table C2, the difference between the analytic and 






Results of Case Study in Chapter 3  
In the case study examined in Chapter 3, I used the same values of the slope and intercept of the 
detection bias equations as found in the linear regressions for the tree canopy size threshold groups in 
Chapter 2. Using these values, I estimated the biased difference between local and regional population 
growth excluding and including observation error for different canopy sizes. I compared these results 
to the calculated unbiased values of the difference between local and regional population growth 



















Table D1 Size thresholds and unbiased, analytic, and biased values of the difference between 
local and regional population growth. 






























𝑁𝑏𝑖𝑎𝑠 = 0.41 ∗ 𝑁
+ 8.8
+ 𝜀1 
-9.05 -3.71 -2.45 9.083 
Trees >1.5m 
𝑁𝑏𝑖𝑎𝑠 = 0.61 ∗ 𝑁
+ 8.8
+ 𝜀2 
-4.43 -2.70 -1.66 7.362 
Trees >2m 
𝑁𝑏𝑖𝑎𝑠 = 0.71 ∗ 𝑁
+ 11
+ 𝜀3 
-2.76 -1.96 -1.43 7.943 
Trees >2.5m 
𝑁𝑏𝑖𝑎𝑠
= 0.88 ∗ 𝑁 + 11.2
+ 𝜀4 
-1.801 -1.58 -1.26 7.895 
Trees >3m 
𝑁𝑏𝑖𝑎𝑠
= 1.1 ∗ 𝑁 + 11.4
+ 𝜀5 
-1.10 -1.21 -1.42 8.412 
 
The analytic values in Table D1 represent the effect of detection bias but not observation error on the 
estimate of the difference between local and regional growth. When the slope of the detection bias was 
less than one (i.e., for size thresholds of >1m, >1.5m, >2m, and >2.5m), the analytic results were 
higher than the unbiased values. The biased values of the difference between local and regional growth 
include both detection bias and observation error, and they represent the values estimated by the aerial 
imagery data. Similar to the analytic results, when the slope of the detection bias was less than one, the 




Site Information and Imagery Data for Chapter 4  
In Chapter 4, I used imagery data from eight invasion sites for 2-4 time steps. Here I have listed the 
imagery specifications for each site and time step (Table E1). I also showed the imagery photos for 
each site as well to demonstrate each site’s unique features and location. For each site, I listed the 




















E.1 Site and Imagery specifications 




















1 -44.258 / 
169.972 
515 7,685 
Ohau LINZ  2014 (4 
February) 
0.4 -44.258 / 
169.972 
594 28,798 




1 -43.357 / 
171.610 
484 101,864 
Mt Barker LINZ 2016 (10 
April) 
0.3 -43.357 / 
171.610 
598 209,472 




0.57 -44.207 / 
170.136 
233 13,523 
S. Pukaki LINZ  2008 (19 
March)  
0.75 -44.207 / 
170.136 
230 29,309 
S. Pukaki LINZ 2014 (20 
February) 
0.4 -44.207 / 
170.136 
285 59,504 









LINZ 2006 (31 
March) 









0.4 -44.188 / 
170.038 
37 5,071 
Shelterbelt E. LINZ 2008 (19 
March) 
0.75 -44.195 / 
170.071 
42 5,731 




0.45 -44.195 / 
170.071 
58 11,331 
Shelterbelt E. LINZ 2014 (4 
February) 
0.4 -44.195 / 
170.071 
72 16,905 
Quailburn LINZ 2008 (19 
March) 
0.75 -44.388 / 
169.850 
141 29,598 
Quailburn LINZ 2014 (4 
February) 
0.4 -44.388 / 
169.850 
169 54,926 
Ohau Village LINZ 2006 (31 
March) 
0.75 -44.270 / 
169.838 
128 13,931 









LINZ 2008 (19 
March) 





LINZ 2014 (23 
March) 








E.2 Photos and information of each site and time step 
The extent of each site is outlined in bold black lines. If there were any intentionally planted trees in 
the site such as those trees in a plantation or shelterbelt, the trees were not counted as individuals in 
the population growth models. 
 
Ohau 
Dominant species: Pinus contorta 
Other species known to be present: Pseudotsuga menziesii and Pinus ponderosa 
 


















Dominant species: Pinus nigra 
Other species known to be present: Pseudotsuga menziesii, Pinus contorta, Pinus sylvestris, Pinus 
ponderosa 
 
Management: Some localised removal of conifers occurred in 20x20m plots in the south-eastern part 
of the site. Herbicide trials also were undertaken in localised areas of the site. Trees were removed 
from the middle of the site between 2010-2016 as well. These removal areas were excluded from the 


















Dominant species: Pinus contorta 
Other species known to be present: Pinus nigra and Pinus ponderosa 
 
Management: Some herbicide trials took place between 2014-2016. No trees were removed during this 









































Figure E8 Imagery from Google Earth of the South Pukaki site in 2016. The red-orange areas 












Dominant species: Pinus contorta 
Other species known to be present: Unknown 
 


































Dominant species: Pinus contorta 
Other species known to be present: Unknown 
 
Management: Some trees were removed in the northern and southern ends of the site, but these areas 












































Dominant species: Pinus contorta 
Other species known to be present: Unknown 
 
























Dominant species: Larix decidua 
Other species known to be present: Unknown 
 





















Dominant species: Pinus contorta 
Other species known to be present: Pseudotsuga menziesii, Pinus nigra, Pinus ponderosa 
 
Management: A few trees were removed along the power distribution lines between 2008-2014. 
Management has subsequently taken place in March 2018 through aerial spraying at the northern and 



































Information on estimating the STT for Chapter 4  
In Chapter 4, I used a Scale Transition Term (STT) from Chesson et al. (2005) to estimate the 
difference between local and regional estimates of population growth. Here I show the steps to 
estimate this STT. To do so, I first need to estimate its components. I will start with the equation for 





To estimate the Var(N) term, I need to estimate the variance of densities. This is straightforward 
because I simply need to calculate the variance in densities of the grid-cells across a site.  
Estimating the F”(?̅?) term is less straightforward as I need to take the second derivative of the 
Gompertz population model. I will start with the Gompertz model before having simplified it with 
taking the natural log of both sides: 
𝑁𝑡+1 = 𝑁𝑡𝑒
𝑎+(𝑏−1)log (𝑁𝑡) 
Since F(?̅?) = Nt+1, I will need to take the second derivative of this equation. Taking the second 
derivative will give: 
𝐹′′(𝑁𝑡̅̅ ̅) =  𝑒
𝑎(𝑏 − 1)𝑏𝑁𝑡
𝑏−2 
Thus, to calculate F’’(?̅?), I need parameter estimates for both intrinsic growth rate (a) and degree of 
density dependence (b), as well as the mean density of grid-cells (?̅?). Once these components are 










Model Information and Diagnostics for Chapter 4  
G.1 Model Code 
Below is the code to run the spatial population growth model with the CAR term in R. This code is 
written as a function, making it easy to run for many sites and time periods. The R package Nimble is 
needed to run the following code. 
The following are inputs into the code: 
Sitet1_gridpts_full_log: This is the data of the density of trees within each grid-
cell for the first time step in the model. The grid-cell order is the same for all time steps for a 
site. 
Sitet2_gridpts_full_log: This is the data of the density of trees within each grid-
cell for the second time step in the model.  
grid_Site_full: This is the grid of 100x100m cells for the site. The grid is the same for 
both time steps. 
Nt_mean: This is the mean of the tree densities in the grid-cells for the first time step. This 
mean is used to calculate one of the components of the STT (F’’(N)). 
The code first sets up the model by specifying the distributions of the priors, the CAR term, and the 
likelihoods for the posteriors. I added in an assessment of model fit by estimating the distribution of 
the residuals as well. Then the code specifies the constants in the model. Since the model ran three 
chains, I wrote a function to generate different initial values for the priors for each chain. The code 
runs the three chains using the model code, constants, data, and initial values. The code ends by 
returning the MCMC output from the model. 
 
spatmodel_run <- function(Sitet1_gridpts_full_log, Sitet2_gridpts_full_log, 
grid_Site_full, Nt_mean){ 
   
 
  code_sp1 <- nimbleCode({ 
 
    # priors: 
    alpha ~ dnorm(0, 0.2)  # alpha is density independent growth 
    beta1 ~ dnorm(0, 1)    # beta1 is density dependence 
    tau  ~ dgamma(0.1, 0.1) # tau is the precision term for the observed   
                               (y) posterior distribution 
    tau.sp ~ dgamma(0.1, 0.1) # tau.sp is the precision term for the  
                                spatial random effect term   
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    # Set up CAR term 
    for(k in 1:L) 
      weights[k] <- 1   # weights of adjacent cells are set to 1 
    b[1:N] ~ dcar_normal(adj[1:L], weights[1:L], num[1:N], tau.sp,      
                          zero_mean = 1)  # b = spatial random effect term 
     
     
    # Likelihood for posteriors 
    for (i in 1 : N) { 
      y[i] ~ dnorm(mu[i], tau) 
      mu[i] <- alpha + beta1 * x[i] + b[i]   # Gompertz equation 
    } 
     
    # Assess model fit  
    for (i in 1:N) { 
      predicted[i] <- mu[i]             # Predicted values 
      residual[i] <- y[i]-predicted[i]  # Residuals for observed data                 
    } 
     
    # Estimate non-linear growth rate F’’(N) (2nd Derivative of Gompertz) 
    fpp <- exp(alpha)*(beta1^2 - beta1)*Nt_mean^(beta1-2) 
     
  }) 
 
# set up adjacency matrix for the site – use matrix in model’s CAR term 
nb_Site_full <- poly2nb(grid_Site_full) 
NumCells_Site_full <- length(nb_Site_full) 
num_full <- sapply(nb_Site_full,length) 
adj_full <- unlist(nb_Site_full) 
sumNumNeigh_full <- length(unlist(nb_Site_full)) 
   
   
# Specify the constants in the model (number of grid-cells, length of 
adjacency matrix, mean of Nt) 
constants_sp1 <- list(N = length(Sitet1_gridpts_full_log), L = 
length(adj_full), num = num_full, adj = adj_full, x = 
Sitet1_gridpts_full_log, Nt_mean = Nt_mean) 
data_sp1 <- list(y = Sitet2_gridpts_full_log) 
   
# running three chains - so need to specify 3 sets of initial values 
# Set up function to generate different initial values within expected     
# distribution 
  inits_sp2_fxn <- function() list(alpha = rnorm(1,0,1), beta1 =              
rnorm(1,0.5, 0.2), tau = 1, tau.sp = 1, b = rep(0, length(num_full))) 
   
  inits_sp2 <- inits_sp2_fxn() 
   
 
  # put model together 
  Rmodel_sp2 <- nimbleModel(code_sp1, constants_sp1, data_sp1, inits_sp2) 
  
 
  # run MCMC sampling to estimate parameters 
  mcmc.out_sp <- nimbleMCMC(model = Rmodel_sp2, monitors = c("alpha", 
"beta1", "tau", "tau.sp", "mu", "b", "fpp"), niter = 10000, nchains = 3, 
nburnin = 5000, summary = TRUE, WAIC = TRUE) 
   
 
  # return the output of the model 
  return(mcmc.out_sp) 




To compare the spatial and aspatial models for each site and time period, I used the WAIC values 
(Table G1). The lower of the WAIC values indicates better fit. Therefore the spatial models always fit 
the data better and thus the parameter distributions from the spatial models were always used. 
Table G1 WAIC values to compare the spatial and aspatial models. The lower of the WAIC 
values (indicating better fit) are in bold for each set of models. 
Model Spatial WAIC Value Aspatial WAIC Value 
Ohau 2011-2014 N/A* 1242 
Mt Barker 2010-2016 605 970 
S. Pukaki 2006-2008 444 634 
S. Pukaki 2008-2014 394 597 
S. Pukaki 2014-2016 503 677 
Shelterbelt W. 2006-2010 53 60 
Shelterbelt E. 2008-2010 95 105 
Shelterbelt E. 2010-2014 104 159 
Quailburn 2008-2014 255 350 
Ohau Village 2006-2011 152 321 
Irishman Creek 2008-2014 2690 3059 
 
*The spatial model for the Ohau site could not be run because there were unadjacent plots and thus the 
CAR model could not run. 
 
 
Table G 2 The number of gridcells included in each model. 
Model Number of gridcells 
Ohau 2011-2014 430 
Mt Barker 2010-2016 480 
S. Pukaki 2006-2008 209 
S. Pukaki 2008-2014 226 
S. Pukaki 2014-2016 279 
Shelterbelt W. 2006-2010 24 
Shelterbelt E. 2008-2010 40 
Shelterbelt E. 2010-2014 46 
Quailburn 2008-2014 140 
Ohau Village 2006-2011 128 




G.2 Model diagnostics for example models 
 
The following model diagnostics will be discussed here: correlation between the estimates of density 
independence and density dependence; R̂ statistics; goodness of fit plots; and estimates for the spatial 
random effects terms. Three models were chosen randomly to display these diagnostics to represent 
the work done for all of the models. The correlation and R̂ plots were generated by the R package 
shinystan. 
The three models whose diagnostics are shown here are: the model for the S. Pukaki site between 
2006-2008; the model for the Shelterbelt W. site between 2006-2010; and the model for the Ohau 




S. Pukaki 2006-2008 
 
Figure G1 Estimates of density independent growth (a) and density dependence (b) plotted 
against each other for the model of the S. Pukaki site from 2006-2008. 
These estimates are negatively correlated, meaning that when density independent growth is high, 
density dependence is low (Fig. G1). 
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Figure G2 The R̂ statistics for all of the model parameter estimates for the S. Pukaki site from 
2006-2008. 
None of the R̂ values for the parameters were above 1.1, meaning that all of the parameter estimates 
converged (Fig. G2). 
 
Figure G3 The model predictions for population growth for the S. Pukaki site from 2006-2008 
(light red and red points) match closely with the observed population growth (black 
points). Each point represents the growth in one grid-cell. The light red points 
indicate the 95% credible intervals for the predictions and the red points indicate 
the mean predictions. The red line indicates the line of best fit for the model 
predictions. 
All of the observed data (black points) fall within the range predicted by the model (light red and red 
points), indicating that the population growth model accurately predicted the population growth (Fig. 
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G3). The red line shows the model’s line of best fit through the predicted points.
 
Figure G4 Map of the mean spatial random effects for each grid-cell of the S. Pukaki site from 
2006-2008. 
The grid-cells with the negative spatial random effect values indicate where the growth in those cells 
is less than the other cells. This could mean that the neighbouring cells are dispersing less than 
expected in those negative cells or the environmental conditions are not as favourable, leading to 
lower growth rates than what would be expected. Many of these negative spatial random effects terms 
occurred near the edges of the site (Fig. G4) and therefore could be a result of edge effects. Many of 
the cells in the centre of the invasion exhibited more positive spatial random effects than the other 
cells. This could indicate that more dispersal occurred into these cells or the environmental conditions 
were more suitable for conifers. 
Shelterbelt W. 2006-2010 
 
Figure G5 Estimates of density independent growth (a) and density dependence (b) plotted 
against each other for the model of the Shelterbelt West site from 2006-2010. 
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The estimates for density independent growth and density dependence are negatively correlated (Fig. 
G5). 
 
Figure G6 The R̂ statistics for all of the model parameter estimates for the Shelterbelt West site 
from 2006-2010. 
None of the R̂ values for the parameters were above 1.1, meaning that all of the parameter estimates 
converged (Fig. G6). 
 
Figure G7 The model predictions for population growth for the Shelterbelt West site from 2006-
2010 (light red and red points) align closely with the observed population growth 
(black points). Each point represents the growth in one grid-cell. The light red 
points represent the 95% credible intervals for the predictions and the red points 
represent the mean predicted estimates. The red line indicates the line of best fit for 
the model predictions. 
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All of the observed data (black points) fall within the range predicted by the model (light red and red 
points) (Fig. G7). This signifies that the population growth model accurately predicted the observed 
population growth. The red line shows the model’s line of best fit through the predicted points. 
 
Figure G8 Map of the mean spatial random effects for each grid-cell of the Shelterbelt West site 
from 2006-2010. 
The eastern side of the site had more positive spatial random effects than the western side (Fig. G8). 
This could mean that more dispersal occurred into the eastern side compared to the western side of the 
site or that the environmental conditions were more suitable on the eastern side. The spatial random 
effects terms did not have a large range of variability at this site. 
 
Ohau Village 2006-2011 
 
Figure G9 Estimates of density independent growth (a) and density dependence (b) plotted 
against each other for the model of the Ohau Village site from 2006-2011. 
As with the other sites, the estimates for density independent growth and density dependence are 
negatively correlated (Fig. G9). 
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Figure G10 The R̂ statistics for all of the model parameter estimates for the Ohau Village site 
from 2006-2011. 
None of the R̂ values were above 1.1, meaning that all of the parameter estimates converged (Fig. 
G10). 
 
Figure G11 The model predictions for population growth for the Ohau Village site from 2006-
2011 (light red and red points) align closely with the observed population growth 
(black points). Each point represents the growth in one grid-cell. The light red 
points represent the 95% credible intervals for the predictions and the red points 
represent the mean prediction estimates. The red line indicates the line of best fit for 
the model predictions. 
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All of the observed data (black points) fall within the range predicted by the model (light red and red 
points) (Fig. G11). This signifies that the population growth model accurately predicted the observed 
population growth. The red line shows the model’s line of best fit through the predicted points. 
 
 
Figure G12 Map of the mean spatial random effects for each grid-cell of the Ohau Village site 
from 2006-2011. 
 
Many of the negative spatial random effects terms occurred on the edges of this invasion site (Fig. 
G12), which is possibly due to edge effects. Many of the positive spatial random effects terms 
occurred in the centre of the invasion site. This could potentially indicate that those cells are being 
dispersed into more than other cells. It could also potentially indicate that those cells have more 







Other Model Checks 
I also explored whether the STT estimates were correlated with the area of the site. Plotting the STT 
against site area (Fig. G13), there did not appear to be any strong correlations in the data, only a slight 
trend for larger sites having smaller STT values (closer to zero). 
 
 
Figure G13 Estimates of STT plotted against the site area for each invasion site and time period 
examined. 
 
