Let Φ be a unital positive linear map and let A be a positive invertible operator. We prove that there exist partial isometries U and V such that
introduction
Throughout the paper, let B(H ) stand for the C * -algebra of all bounded linear operators on a Hilbert space H with the identity I. It is identified by the full matrix algebra M n when dim H = n. A capital letter displays an operator in B(H ). The usual (Löwner) order on the real space of all self-adjoint operators is denoted by ≤; in particular, we write A ≥ 0 when A is a positive operator (positive semidefinite matrix). When mI ≤ A ≤ MI, we write m ≤ A ≤ M for simplicity. A map Φ defined on B(H ) is called positive whenever it takes positive operators to positive operators.
In the classical probability theory, the variance of a random variable X is defined by Var(X) = E(X 2 ) − E(X) 2 , where E is the expectation value. One of the basic properties of this quantity is its positivity. As a noncommutative extension, the operator valued map Var(A) = Φ(A 2 ) − Φ(A) 2 is said to be the variance of the self-adjoint operator A, where Φ is a unital positive linear map. The celebrated Kadison inequality asserts that Var(A) is a positive operator, that is,
A continuous real function f defined on an interval J ⊆ R is called operator convex if f (λA + (1 − λ)B) ≤ λf (A) + (1 − λ)f (B) for all self-adjoint operators A and B with spectra in J and all λ ∈ [0, 1]. It is called operator concave whenever −f is operator convex. It can be shown that a continuous function f defined on an interval J is operator convex if and only if the so-called Choi-Davis inequality
holds for all self-adjoint operators A with spectrum in J and for all unital positive linear maps Φ. In fact, Davis [5] proved that (1) holds when f is an operator convex function and Φ is a completely positive linear map. Choi [4] showed that inequality (1) remains true for all positive unital linear maps Φ and all operator convex functions f . If f is convex but not operator convex, it is shown in [1] that the Choi-Davis inequality remains valid for every 2 × 2 Hermitian matrix A. Bourin and Lee in the nice survey [2] gave a variety of Choi-Davis type inequalities for general convex or concave functions. Niezgoda [13] utilized generalized inverses of some linear operators and presented a refinement of the Choi-Davis inequality. The following inequalities are special cases of the Choi-Davis inequality:
Sharma et al. [14] gave a generalization of the Kadison inequality by showing the positivity of the operator matrix
Bourin and Ricard [3] utilized the celebrated Furuta inequality and presented an asymmetric Kadison inequality by showing that if γ ∈ [0, 1], then
holds for every positive operator X. This further implies a noncommutative version of Chebychev's inequality as follows:
for all 0 ≤ α ≤ β. Sharma and Thakur [15] proved that a unital positive linear map Φ on M 2 preserves the commutativity of operators and used this fact to establish some results analogue to (4) 
An extension of (4) was presented by Furuta [8] as follows:
when 0 ≤ α ≤ β and β α+β ≤ γ ≤ 2β α+β . In fact, he gave a result interpolating (4) and the first inequality in (2) . Furthermore, he showed that under the same conditions as above, the inequality
is true. Some further extensions of (5) have been discussed in [16] . The organization of the paper is as follows. In Section 2, we examine possible extensions of the classical Chebyshev inequality and then present some asymmetric Choi-Davis inequalities, which extend inequalities (4) and (6) in some certain directions. More precisely, we prove that if Φ is a unital positive linear map and A is a positive invertible operator, then under some mild operator convex conditions and some positive numbers r, there exist partial isometries U and V such that
In Section 3, we give some counterparts to the asymmetric Choi-Davis inequality and asymmetric Kadison inequality (4) . Among other things, we show that, for every positive invertible operator A and certain real numbers α, β, and γ, there exists a partial isometry W such that
for some Kantorovich type constant K.
Asymmetric Choi-Davis inequality
Assume that {a i } and {b i } (i = 1, . . . , k) are increasing sequences of positive real numbers. The classical Chebyshev inequality asserts that
If one of the sequences is decreasing, then the reverse inequality holds. Assume that Φ is a unital positive linear map. The operator extension
does not hold in general. To see this, assume that the unital positive linear map Φ : Then
Another possible extension is
This is not true in general, too. Using the same unital positive linear map Φ and positive matrices A and B as above, we get
Bourin and Ricard [3] showed that in the case when B := A γ and γ ∈ [0, 1], inequality (8) is valid. They also presented a variant of (9) in the setting of complex matrices M n as
is a pair of matrices with the property that A = h 1 (C) and B = h 2 (C) for some nonnegative, nondecreasing, and continuous functions h 1 and h 2 .
We note that a weaker version of (9) as
is valid in general for all positive operators A and B. This is, a special case of the inequality g(Φ(A), Φ(B)) ≤ Φ(g(A, B)), which holds for every operator perspective function g defined by g(A,
is an operator convex function; see [11] . We need some known properties of operator concave functions. The next lemma can be found in [9] ; see [9, Theorem 1.13 and Corollary 1.14].
is a continuous function. The followings assertions are equivalent:
Our first main result presents a variant of (9). Theorem 2.2. Assume that Φ is a unital positive linear map and that 0 ≤ r ≤ 1/2. If f, g : (0, ∞) → (0, ∞) are operator convex functions, then, for every positive invertible operator A, there exists a partial isometry V such that
t is operator concave. If f, g, and t f (t)g(t) are operator concave, then the reverse inequality holds.
As a special case of Theorem 2.2, assume that f is operator convex and put g(t) = 1. In this case, taking account of Lemma 2.1, the operator concavity of
is automatically satisfied. Note that the following equivalence assertions are derived from Lemma 2.1 and the operator concavity of t → t r :
t is operator concave =⇒ f (t) r t r is operator concave. The last one further implies the operator convexity of the function t r f (t) r . Hence, we obtain the next result. 
for every unital positive linear map Φ and every positive invertible operator A.
Proof of Theorem 2.2. Since f and g are operator convex, the Choi-Davis inequality together with the operator monotonicity of t → t 2r imply that
Therefore
There exists a partial isometry V such that
Moreover, by employing (11), we get
Since t → t r is operator monotone, it follows from Lemma 2.1 that it is operator concave. Hence, if the function t → f (t)g(t)
t is operator concave, then so is t →
. This guarantees the operator convexity of the function t → t r f (t) r g(t) r . Hence, the Choi-Davis inequality yields that
Inequality (10) is deduced by combining (12), (13), (14) , and (15) together.
If f and g are operator concave, then
is operator concave, then the function t r f (t) r g(t) r is also operator concave. A similar argument as in the proof of (10) shows that the reverse inequality of (10) holds.
The following theorem gives a Choi-Davis type asymmetric inequality. Further, it provides a generalization of the asymmetric Kadison inequality (4). Theorem 2.5. Assume that f, g : (0, ∞) → (0, ∞) are continuous functions and that Φ is a unital positive linear map. If f 2 and g 2 are operator concave, then, for every positive invertible operator A, there exist partial isometries U and V such that
holds provided that tf (t)g(t) is operator convex, and
holds provided that t/f (t)g(t) is operator concave.
Proof. The proof is similar to that of Theorem 2.2 and so we omit its details. Just note that the Kadison inequality and the operator concavity of f 2 and g 2 imply that
and
If f 2 (t) is operator concave, then f (t) is also operator concave. Lemma 2.1 concludes that the functions h 1 (t) = tf (t) and h 2 (t) = t f (t) are operator convex and operator concave, respectively. Therefore, if g(t) = 1, then the conditions of Theorem 2.5 are fulfilled automatically. Thus we arrive at the following asymmetric Choi-Davis inequality.
Corollary 2.6. Assume that f : (0, ∞) → (0, ∞) is a continuous function. If f 2 is operator concave, then
for every unital positive linear map Φ and positive invertible operator
Let f (t) = t γ , where 0 ≤ γ ≤ 1/2. Then f 2 is operator concave. Hence, as a consequence of Corollary 2.6, we obtain inequality (3). Proof. Note that the functions t → t r and t → t −2r are operator concave and operator convex, respectively. Therefore, the Choi-Davis inequality implies that
where the last inequality follows from the operator concavity of f 2 . Hence
where h(t) = tf (t) is operator convex by Lemma 2.1. The Choi-Davis inequality and the operator monotonicity of t → t r give
Counterparts to the Choi-Davis inequality
In this section, we present counterparts to some Choi-Davis inequalities. In particular, we give a converse to (18) in the next theorem. First, we recall a result from [10] . 
If f is strictly convex, then
where
The special case when f is the power function reads as follows. Recall that the generalized Kantorovich constant κ(h, p) is defined by 
The next theorem presents a reverse of inequality (18). 
Proof. Assume that f 2 is a concave continuous function. Using Lemma 3.1, we
). In addition, Lemma 3.2 gives
Hence 
Moreover, if the continuous function tf (t) is convex, then an application of Lemma 3.1 yields that
Then (21) and (22) give the desired result.
In the special case when f is the power function, Theorem 3.3 turns to the following corollary. It provides a counterpart to the asymmetric Kadison inequality [3, Theorem 1.1]. In particular, for every 0 ≤ α ≤ β, it follows that
A version of (23) including three parameters, gives a counterpart to [3, Proposition 1.3].
Theorem 3.5. Let Φ be a unital positive linear map. If α, β, γ ≥ 0 with min{α, β} ≤ γ 2 and max{α, β} ≤ γ, then, for every positive invertible operator A with 0 < m ≤ A ≤ M, there exists a partial isometry U such that
Proof. Without loss of generality, we may assume that β ≤ α. First, we assume that γ = 1. We then have from our hypotheses that β ≤ 1/2 and β ≤ α ≤ 1. By virtue of 2β ≤ 1 and
Utilizing the operator monotonicity of t → t 1 2 and (25), we can write
From α ≤ 1 and Lemma 3.2, we conclude that Φ(
The last inequality follows from the Kadison inequality and the operator monotonicity of t → t α . This implies that there exists a partial isometry U such that 
Combining (28) with (26), we deduce that
This proves the desired inequality (24) in the case when γ = 1. If γ = 1, then replace α and β by α/γ and β/γ, respectively, and put A γ instead of A in (29) to get the result.
Remark 3.6. Theorem (3.5) with β = 0 gives (23) of Corollary 3.4.
Next, we use a refinement of the Furuta inequality (see [7, 6] ) to give a sharper inequality than (4) . To this end, we need some lemmas. Lemma 3.7. If Φ is a unital positive linear map, A is a positive operator, and 1/2 ≤ r < 1, then
in which
Proof. Not that, for 1/2 ≤ r < 1, the Choi-Davis inequality ensures that Φ
r for all positive integers n. We use an extension of the Löwner-Heinz inequality presented in [12] : If A > B ≥ 0 and r ∈ [0, 1], then
Utilizing (32) with Φ(A) + 1 n and Φ(A r ) 1 r instead of A and B, respectively, we obtain
Taking the limits as n → ∞, we get
Note that the sequence Φ(A) + 1 n − Φ(A r ) holds for every p, r ≥ 0 and q ≥ 1 with (1 + r)q ≥ p + r.
Our next result provides a refinement of the asymmetric Kadison inequality.
Theorem 3.9. Let Φ be a unital positive linear map. If X is a positive invertible operator, then
for all α, β ≥ 0 with β < α ≤ 2β.
Proof. Assume that β < α ≤ 2β so that β α ∈ [1/2, 1]. Lemma 3.7 then shows that the inequality
is valid for every positive invertible operator X. Substituting X by X α , we reach
Now assume that p = q = 2 and r = 2 α β so that (1 + r)q ≥ p + r. If A = Φ(X α ) β α and B = Φ(X β ), the hypotheses of Lemma 3.8 are satisfied for m = ω(X α , β α ). Since
applying Lemma 3.8, we get the desired result (33).
As a consequence, let γ = β α . Employing X 1 α instead of X, we get the following result. 
It is noted in [12] that inequality (32) is sharp in the sense that when A and B are positive scalars of the identity operator, and then (32) becomes equality. Following the proof of Lemma 3.7, we realize that if Φ(A) = aI and Φ(A r ) 1/r = bI with a > 0 and b > 0, then (30) turns into equality. Therefore inequality (30) is sharp.
