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Ballistic Josephson junctions are studied in the presence of a spin-splitting field and spin-orbit
coupling. A generic expression for the quasi-classical Green’s function is obtained and with its help
we analyze several aspects of the proximity effect between a spin-textured normal metal (N) and
singlet superconductors (S). In particular, we show that the density of states may show a zero-energy
peak which is a generic consequence of the spin-dependent couplings in heterostructures. In addition
we also obtain the spin current and the induced magnetic moment in a SNS structure and discuss
possible coherent manipulation of the magnetization which results from the coupling between the
superconducting phase and the spin degree of freedom. Our theory predicts a spin accumulation
at the S/N interfaces, and transverse spin currents flowing perpendicular to the junction interfaces.
Some of these findings can be understood in the light of a non-Abelian electrostatics.
PACS numbers: 74.50.+r Tunneling phenomena; Josephson effects - 74.78.Na Mesoscopic and nanoscale
systems - 85.25.Cp Josephson devices - 72.25.-b Spin polarized transport
Keywords: Josephson junction ; superconducting heterostructures ; current-phase relation ; spin current
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mesoscopic system ; spin-orbit ; magnetic texture ; zero-energy peak ; transport equation ; gauge-covariant
quasi-classic Green functions
I. INTRODUCTION
There are great hopes that a low dissipative spintronics
might emerge from the combination of superconducting
and magnetic materials [1–3]. In addition, the intrin-
sic coherence associated with superconducting transport
might well lead to important discoveries, ranging from
technological applications in the fields of quantum cir-
cuitry [4] and quantum computation [5, 6], to fundamen-
tal perspectives in the understanding of the interactions
between superconductivity and magnetism [7–9].
Superconducting spintronics applications mainly lie in
the possibility to generate spin-polarized Cooper pairs,
the so-called triplet correlations, in heterostructures com-
bining ferromagnets (F) and superconductors (S) [9],
which have been explored intensively in the last years
[10–17].
Also promising for coherent spintronics applications
are recent proposals for coupling of charge and spin de-
grees of freedom by combining superconductors and ma-
terials with strong spin-orbit (SO) interactions [18, 19].
Of particular interest are the possibilities to generate
phase dependent spin currents [20–24], to manipulate the
magnetization dynamics coherently [25, 26], and to ex-
ploit magneto-electric effects in S/N/S structures [24, 27]
for creating supercurrents polarizing the junctions.
A quantitative description of spin-dependent transport
in superconducting systems necessarily implies an ac-
curate description of the proximity effect between the
magnetic and superconducting elements [8, 9]. This is
accounted for in the so-called quasi-classical formalism,
based on the Eilenberger equation [28, 29].
The quasi-classical approach has been recently general-
ized to describe the coupling between the spin and charge
degrees of freedom in superconducting heterostructures
with intrinsic SO coupling [24, 30–32]. In particular, the
dominant phenomenologies of a ballistic S/N/S Joseph-
son junction with a generic intrinsic spin dependent field
are described by only two parameters: a phase Φ and a
unit vector n [33]. Within the quasi-classical approach
the unit vector n describes the local spin quantization
axis about which the classical spin precesses at a con-
stant latitude while propagating through the junction
along the Andreev-modes trajectories, whereas the angle
Φ measures the mismatch of the precession angle after a
quasiparticle completes the semiclassical loop (Andreev
loop) in the normal metal.
In the present work we use the formalism developed
in Ref. [33] to study the spin and charge observables of
a ballistic Josephson S/N/S junction with arbitrary spin
dependent fields. From the general Eilenberger equation,
that takes into account charge and spin degrees of free-
dom on equal footing (section II), we obtain a generic
expressions for the quasi-classic Green’s function all over
the coherent structure (section III). From its knowledge
we analyze spin and charge current-phase relations in
sections IV-VI, provide several examples of non-trivial
Φ and n quantities, and discuss their connection with
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2charge and spin observables.
We show that the phase Φ completely encrypts the
effect of the spin fields on the charge observables, namely
the charge current-phase relation and the density of state
for a generic magnetic interaction IV. In particular we
demonstrate the presence of a peak at zero-energy in the
density of state, which is a generic consequence of a non
trivial magnetic angle Φ. As examples we analyze the
current-phase relation for an anti-ferromagnetic ordering,
a monodomain ferromagnet with spin-orbit interaction
(section V), and a Bloch domain-wall (section VII).
Spin observables not only depends on the angle Φ but
also on the vector n, as shown in section VI. We discuss
different cases when either Dresselhaus and/or Rashba
spin-orbit interactions are present in the junction. We
show that the spin current disappears when either the
exchange or the spin-orbit interaction vanishes, whereas
the spin polarization survives the absence of a spin-orbit
coupling. In this later case we predict a reversal of this
extra contribution with respect to the temperature and
length for specific values of the superconducting phase
difference ϕ and magnetic angle Φ in section IV.
We finally demonstrate that all spin observables can
be expressed in terms of the SU(2) electric field (sec-
tions VI and VII) and its covariant derivatives. In par-
ticular the spin polarization and spin currents obey a
non-Abelian generalization of the Maxwell equations in
electrostatics. In leading order of the spin fields we rec-
ognize two intriguing effects, namely the accumulation of
the spin polarization at the interfaces between the spin
textured region and the superconducting banks, which
we call the spin capacitor effect, and the generation of
a transverse spin current along the superconducting in-
terfaces, due to some displacement spin currents. All our
predictions can be measured using state-of-the-art exper-
imental techniques and can be seen as precursors of the
actively searched topological effects in superconducting
heterostructures.
II. THE MODEL
In this study we consider a Josephson junction made
of two s-wave superconductors S connected by a normal
region N of length L. The phase difference between the S
electrodes is ϕ. The normal metal hosts spin dependent
fields, both spin-orbit or spin-splitting ones.
The total Hamiltonian of the system reads
H = H0 +WBCS (2.1)
with
H0 =
∫
dr
[
Ψ†
(
p2
2m
− µ− h · σ − A
a
i piσ
a
2m
)
Ψ
]
(2.2)
being the one body Hamiltonian. Here Ψ(r) and Ψ†(r)
are the spinor field operators, µ is the chemical poten-
tial, m is the effective mass, h · σ is the spin-splitting
(exchange or Zeeman) field, and Aai piσa/2 describes the
spin-orbit coupling which is assumed to be linear in mo-
mentum p. Throughout this paper the sum over repeated
indices is implied and the lower (upper) indices denote
spatial (spin) coordinates. The matrices σ1,2,3 are Pauli
matrices spanning the spin algebra. A particular case of
Ayx = −Axy = α, in Eq.~(2.2) corresponds to the Rashba
spin-orbit coupling, whereas Axx = −Ayy = β is the Dres-
selhaus spin-orbit coupling.
The superconducting correlations are described by the
usual BCS interaction term WBCS in the S electrodes,
WBCS =
∫
dr
[
V
2
(
Ψiσ2Ψ
)† (
Ψiσ2Ψ
)]
, (2.3)
which we treat in the standard BCS mean field approxi-
mation. Notice that we assume that the spin-dependent
fields are zero in the S electrodes.
As long as the spin-orbit coupling is linear in momen-
tum one can write the one body Hamiltonian (2.2) as
follows
H0 =
∫
dr
[
Ψ†
(
(p−A)2
2m
− µ˜−A0
)
Ψ
]
. (2.4)
Passing from (2.2) to (2.4) imposes shifting the chemical
potential µ → µ˜ = µ − (Aai )2 /8m, without any phys-
ical consequence. Now the 2× 2 vector-valued matrix
A ≡ Aai σa/2 can be interpreted as a non-Abelian SU(2)
gauge potential in the space sector, and the quantity
A0 ≡ h · σ can be viewed as a gauge potential in the time
sector [34–37]. The understanding of the spin-splitting
and spin-orbit effects in terms of the gauge potential is
appealing, since it allows a straightforward perturbation
scheme to be implemented, with the strong requirement
that any order must be gauge covariant. Then the strat-
egy is to promote the model to be gauge invariant (note
that WBCS is invariant with respect to any spin rotation
since it describes s-wave pairing and hence it is already
SU (2) gauge invariant), and to obtain a set of gauge
invariant observables that one can calculate with any ac-
curacy using a covariant perturbation scheme.
To describe superconducting heterostructures it is con-
venient to employ the so-called quasi-classic method valid
when any characteristic length scale ξ involved in the
problem is much larger than the Fermi wavelength 1/pF
[38–42]. In the lowest order in ξpF the resulting kinetic-
like equation is the so called Eilenberger equation for
the quasi-classical Green’s function gˇ(r). In the presence
of non-Abelian gauge-potentials the Eilenberger equation
reads [24, 30, 31] (we set ~ = 1)
i (v ·D) gˇ + [τ3 (ω +A0) + ∆ˇ, gˇ] = 0 , (2.5)
where Digˇ = ∂igˇ− i [Ai, gˇ] is the covariant derivative and
∆ˇ (x) =
(
0 ∆ (x)
−∆∗ (x) 0
)
(2.6)
3as the mean-field anomalous self energy in the Nambu
space. The superconducting order parameter ∆ (x) is
proportional to the unit matrix in the spin space. In the
equilibrium situation considered here, the quasi-classical
Green’s function depends on the direction of the Fermi
velocity v (|v| = vF ) and on the frequency ω, and has
the following general form
gˇ (x) =
(
g f
TfT−1 −TgT−1
)
, (2.7)
where g and f are matrices in the spin space, and T =
Kiσ2 represents the time-reversal operation with K being
the operation of complex-conjugation supplemented with
reversal of v and the real part of ω, so that T2 = −1.
It is worth noting that the structure of Eq.(2.7) verifies
a particle-hole symmetry {P, gˇ} = 0 with P = Kτ2σ2,
where the τ ’s are Pauli matrices in the particle-hole (or
Nambu) space.
One could include in Eq.(2.5) a collision term due to
scattering at impurities, however here we only consider
the pure ballistic limit. In addition, one can also consider
higher order terms in ξpF and include in Eq. (2.5) the
effect of a non-Abelian Lorentz force due to the SU(2)
magnetic field (see [24, 30, 31]). These terms are respon-
sible for the spin Hall effect and the anomalous Joseph-
son phase ϕ0 [24, 27]. Below we disregard these effects
and study the physics governed by the Eilenberger equa-
tion at the level of the leading quasi-classical order. In
this approximation the spin-orbit field A leads to the
spin precession via the commutator part of the covariant
derivative in Eq.(2.5).
Our goal is to calculate the physical observables,
namely, the charge current
ji (x) = −ipi
2
eN0kBT
∞∑
n=−∞
Tr 〈viτ3gˇ (iωn)〉 , (2.8)
the spin current
Jai (x) = −i
pi
2
N0kBT
∞∑
n=−∞
Tr 〈viσagˇ (iωn)〉 , (2.9)
and the electronic spin density
Sa (x) = −ipi
2
N0kBT
∞∑
n=−∞
Tr 〈σaτ3gˇ (iωn)〉 . (2.10)
in the junction. Here ωn = 2pikBT (n+ 1/2) are the
Matsubara frequencies and 〈· · · 〉 represents the angular
averaging over the Fermi surface and N0 is the density
of states at the Fermi level, in any dimension. It is im-
portant to emphasize that S calculated from the quasi-
classical Green’s function denotes the change of the spin
polarization due to the electrons at the Fermi level and
not the total magnetic moment. The total magnetiza-
tion is obtained by adding to S the Pauli paramagnetic
contribution ∼ N0h [43].
As defined in (2.8), the charge current is conserved
∇ · j = 0 whereas the spin observables are covariantly
conserved DtS + DiJi = 0, provided the gap-parameter
is obtained self-consistently ∆ = −ipi~V N0kBT
∑
n 〈f〉.
In the following and for simplicity we disregard the dif-
ficulty of dealing with the self-consistent condition and
assume that the weak-link does not alter ∆. This as-
sumption works well for short junctions, however for long
junctions, the self-consistency condition should not be ig-
nored, since phase-slips may arise [44–47]. In such a case
we assume that the superconducting gap in the electrodes
is induced by the proximity effect from a large super-
conductor. This describes for example a lateral junction
made by a 2D electron gas with 3D superconducting elec-
trodes deposited on top of the 2D-system. In such a case
the self-consistency can be avoided and the rigidity of ∆
is justified.
III. GENERAL SOLUTION OF THE
EILENBERGER EQUATION
We now solve the Eilenberger equation (2.5) for a
Josephson junction consisting of a normal metal bridge of
length L with magnetic interaction sandwiched between
two superconducting electrodes phase-shifted by ϕ. We
assume that the dimensions perpendicular to the junc-
tion axis are much larger than L, then the problem is
quasi-1D: dgˇ = (v · ∇) gˇds, which transforms (2.5) to
the simple rotation equation
i
dgˇ
ds
+
[
τ3ω + τ3A0 + v ·A+ ∆ˇ, gˇ (s)
]
= 0 (3.1)
where gˇ (s) is a short-hand notation for
gˇ (x (s) , y (s) , · · · ). For any Fermi surface, one can
choose for instance s = x/vx, with the x-axis along the
junction. Using the Ansatz [48, 49]
gˇ (s) = uˇ (s, s0) gˇ (s0) uˇ (s0, s) + gˇ∞ (3.2)
with gˇ (s0) and gˇ∞ some constant matrices, the transport
equation (3.1) reduces to the equation for the propagator
uˇ (s, s0)
i
duˇ (s, s0)
ds
+
(
τ3ω + τ3A0 + v ·A+ ∆ˇ
)
uˇ (s, s0) = 0
(3.3)
with boundary condition uˇ (s0, s0) = 1 and uˇ (s2, s0) =
uˇ (s2, s1) uˇ (s1, s0), in addition to the relation[
τ3ω + τ3A0 + v ·A+ ∆ˇ, gˇ∞
]
= 0 (3.4)
Note that this last commutator-equation can only be ver-
ified when A0, A and ∆ are s-independent, in order for
gˇ∞ to be s-independent. So this equation must be veri-
fied only for large s, or equivalently for bulk systems.
In the following we assume that in the superconducting
electrodes A0 = v ·A = 0 and that ∆ is constant, while
in the normal region ∆ = 0. In this case Eq.(3.3) can be
easily integrated.
4If the superconducting electrodes are located at s ≤ sL
and s ≥ sR, and the phase difference between them is ϕ,
the general solution in superconducting regions can be
written in the form
gˇ (s ≤ sL) = eiτ3
ϕ
4 SL [g1τ+ − τ3]S−1L e−iτ3
ϕ
4
gˇ (s ≥ sR) = e−iτ3
ϕ
4 SR [g2τ− − τ3]S−1R eiτ3
ϕ
4 (3.5)
with
SL,R (s) =
eiη/2 − iτ1e−iη/2√
2 cos η
e∆(s−sL,R)τ3 cos η (3.6)
and sin η = ω/∆. g1,2 are some constant matrices in
the spin-space to be determined by boundary conditions.
The matrices τ± select the physically acceptable evanes-
cent waves in (3.5), whereas the matrix SL (−τ3)S−1L =
SR (−τ3)S−1R represents the bulk solution of the su-
perconductors, far away from the interfaces where the
evanescent waves e±∆(s−sL,R) cos η disappear. We note
that gˇ2 = 1 at any s in (3.5).
The expression (3.5) is for the positive velocity only.
The negative velocity counterpart is found by the substi-
tution e∆(s−sL,R)τ3 cos η → e−∆(s−sL,R)τ3 cos η and τ+ ↔
τ− in (3.5) in order to select the evanescent waves decay-
ing from the interfaces towards the bulk superconductors.
The solution in the normal region is simpler. Since
there is no gap there Eq.(3.3) takes the form[
i
d
ds
+ τ3ω + τ3A0 + v ·A
]
uˇN (s, s0) = 0 , (3.7)
and can be integrated as
uˇN = e
iτ3ωs
(
u 0
0 u¯
)
; u¯ = TuT−1 (3.8)
because A0 and v ·A are matrices in the spin-space only,
and thus they commute with τ3. The remaining spin
propagator u (s, s0) satisfies the equation[
i
d
ds
+A0 + v ·A
]
u (s, s0) = 0 (3.9)
where the gauge potentials A0 and A as well as the ve-
locity v can be s-dependent. One of the interests of
this study is to establish a generic current-phase rela-
tions without any specific assumption about the config-
uration of the spin-dependent fields and the shape of the
Fermi surface. Equation (3.9) can be solved by apply-
ing any usual perturbation scheme, see e.g. [50]. In
the most general case, u (s2, s1) verifies u (s, s) = 1,
u (s1, s2) = u (s2, s1)
†, and can be represented as follows
u (s2, s1) = Pexp
{
i
∫ s2
s1
ds [A0 (s) + v ·A (s)]
}
(3.10)
where Pexp stands for the path-ordered exponential
along the path connecting points s1 to s2. The
operator u (s2, s1) (u¯ (s2, s1)) propagates the electron
(hole) component of the full Green’s function gˇN (s2) =
uˇN (s2, s1) gˇN (s1) uˇN (s1, s2) from the point s1 to the
point s2, both inside the normal region.
We now proceed to construct the quasi-classical
Green’s function in the whole space from s → −∞ to
s → +∞ by matching the solutions (3.5) in the S-
electrodes with the solution in the N-region,
gˇ (sL ≤ s ≤ sR) = uˇN (s, s0) gˇ (s0) uˇN (s0, s) , (3.11)
where uˇN is defined in (3.8) and s0 ∈ [sL, sR] is an arbi-
trary origin of coordinates.
Assuming perfectly transparent interfaces at sL,R =
s (x = ∓L/2), we impose the continuity of the matrix gˇ
(cf. Eqs. (3.11) and (3.5))
eiτ3
ϕ
4 SL (sL) [g1τ+ − τ3]S−1L (sL) e−iτ3
ϕ
4
= uˇN (sL, s0) gˇ (s0) uˇN (s0, sL) (3.12)
e−iτ3
ϕ
4 SR (sR) [g2τ− − τ3]S−1R (sR) eiτ3
ϕ
4
= uˇN (sR, s0) gˇ (s0) uˇN (s0, sR) (3.13)
These equations should uniquely determine the constant
matrices gˇ (s0), g1 and g2. By eliminating gˇ (s0) we get
Q [g1τ+ − τ3] = [g2τ− − τ3]Q (3.14)
Q =
eiη/2 + iτ1e
−iη/2
√
2 cos η
eiτ3ϕ/4×
uˇ (sR, sL) e
iτ3ϕ/4
eiη/2 − iτ1e−iη/2√
2 cos η
(3.15)
Equation (3.14), being a matrix relation, corresponds to
a system of four equations for two 2× 2 matrices, g1 and
g2. However, there are only two linearly independent
equations that allows for uniquely determining g1 and
g2. Once g1 and g2 are obtained, one calculates gˇ (s0)
from Eq.(3.13). Finally, using Eqs.(3.5) and (3.7), and
setting s = x/vx, we find gˇ(x) in the whole space (details
of this calculation can be found in Appendix A).
To calculate the physical observables, Eqs.(2.8)-(2.10),
we need only the electron component g(x) of full Green’s
function in Eq.(2.7). In the N-region at xL < x < xR the
function g (x) takes the form (see Appendix A)
g (x) =
W−1 (x)−W (x)− 2i sin 2χ
2 cos 2χ+ Tr {W} (3.16)
χ =
ωL
|vx| + sgn (vx)
ϕ
2
+ arcsin
ω
∆
(3.17)
where we defined the operator
W (x) ≡ u (x, xL) u¯ (xL, xR)u (xR, x) (3.18)
5Physically the operator W (x) describes the propagation
of an electron from the point x to the right interface xR,
where it is reflected as a hole towards the left interface
xL, and finally converted back to an electron and returns
to the initial point x. Its inverse W−1 (x) corresponds
to the opposite propagation: electron originally moving
from x to xL is converted to a hole there and goes back to
xR, where the hole is converted to an electron again and
return back to x from the opposite side. Therefore we see
that W and W−1 represent the two possible loops made
by the particles trajectories in the junction, according to
the usual picture of Andreev modes [51].
It is interesting to note that the operator of Eq.(3.18)
can be interpreted as a kind of Wilson loop operator
describing a SU(2) holonomy in the effective R × Z2
parameter space spanned by the coordinate x and the
electron-hole index. The operatorW (x) Eq.(3.18) which
mixes the particle u and anti-particle u¯ propagators has
been recently introduced in the context of semiclassical
quantization of spinning Bogoliubov quasiparticles [33].
Here we follow the notation of Ref.[33] and callW (x) the
Andreev-Wilson loop operators.
Since u is a SU(2) rotation matrix, so is the operator
W (x) obtained by a combination of rotations. One can
thus parameterize the Andreev-Wilson loop operator by
a unit vector n and an angle Φ as follows
W (x) = ei(n·σ)Φ = cos Φ + i (n · σ) sin Φ . (3.19)
The parameters n and Φ are related to the spin fields A0
and A via the path-ordered representation, Eq.(3.10), of
the propagators u and u¯ in Eq.(3.18). Importantly, n and
Φ encode all physical effects of spin interactions (Zeeman
and spin orbit) as the latter enter the Green’s function
g(x) only via the Andreev-Wilson loop operator.
By taking a trace of Eqs.(3.18) and (3.19) we find that
∆e−iϕ/2 ∆eiϕ/2
n (x)
Φ
Figure 1. Sketch of the Josephson junction, with ϕ the phase-
difference between the two superconducting electrodes (in
grey). The white part corresponds to the normal region,
with a spin texture giving rise to the Andreev-Wilson loop
W (x) at point x, see Eq.(3.18). The electron spin precesses
at a constant latitude around the local vector n when travel-
ling along the junction (n evolves according to the equation
(3.31)). Blue and red colors refer to a precession axis for elec-
trons and holes, respectively. After completing the loop, the
spin rotates an angle Φ between the initial and final states.
the quantity
2 cos Φ = Tr {W (x)} = Tr {u¯ (xL, xR)u (xR, xL)}
(3.20)
appearing in the denominator of (3.16) is position inde-
pendent. Therefore the angle Φ is a x-independent global
parameter and only n may depend on the position x in
(3.19). The unit vector n (x) determines the local spin
quantization axis. Semiclassically it can be viewed as an
axis about which the spin precesses at a constant lati-
tude. The angle Φ records the phase accumulated by the
electron wave function after one cycle along the Andreev
loop (see Fig. 1). This is nothing but the holonomy as-
sociated to the equation (3.9) for u along the Andreev
loop. The physical significance of the Andreev-Wilson
loop operator is illustrated on Fig.1. When an electron
travels from the left to the right electrode inside the nor-
mal region, its spin precesses at a constant latitude about
a position dependent axis n (x). At the right interface it
is converted into a hole according to the scheme of An-
dreev reflection [52]. The spin of the resulting hole, mov-
ing from the right to the left electrode, precesses about
the time-reversal conjugate of n. At the left interface an-
other Andreev reflection transforms the hole back to an
electron-like particle with the spin precessing again about
the direction of n. When returning to its original posi-
tion, the electron spinor accumulates an extra “magnetic”
phase Φ according to the Andreev-Wilson loop operator
W (x) in (3.19). The phase Φ is nothing but the angle
between the initial and final directions of the electron
spin [33].
By substituting W (x) of Eq.(3.19) into Eq.(3.16) and
using the trigonometric identity
tan (a+ b) + tan (a− b) = 2 sin 2a
cos 2a+ cos 2b
(3.21)
we find the following explicit representation for the quasi-
classical Green’s function in the normal region xL ≤ x ≤
xR
g (x) = − i
2
∑
β=±
(1 + βn (x) ·σ)T+β (ω) Θ (vx)
− i
2
∑
β=±
(1− βn (x) ·σ)T−β (ω) Θ (−vx) (3.22)
Tαβ (ω) = tan
(
ωL
|vx| + arcsin
ω
∆
+ α
ϕ
2
+ β
Φ
2
)
(3.23)
The function Tαβ(ω) in (3.22) is a constant in space,
and represents the spectrum of the electronic states above
and below the energy gap. Above the gap, one has to
analytically continue the function arcsin (ω/∆) such that
g → 1 when ω →∞. This spectral function contains the
phase shift Φ due to the spin precession when the electron
and hole propagate along an Andreev loop in the normal
6region. In addition, the complete spin structure of the
Green function appears as the Pauli matrix n · σ which
can be position dependent, as we will explore in section
VI.
The electron Green’s function in the superconductors
reads
g (x ≥ xR) = −iω√
∆2 − ω2
(
1− e−2
x−xR
|vx|
√
∆2−ω2
)
+ e−2
x−xR
|vx|
√
∆2−ω2g (xR) (3.24)
g (x ≤ xL) = −iω√
∆2 − ω2
(
1− e2
x−xL
|vx|
√
∆2−ω2
)
+ e2
x−xL
|vx|
√
∆2−ω2g (xL) (3.25)
with g (xL,R) given by Eq.(3.22). As expected physically
the spin dependent component of the solution decays ex-
ponentially from the S/N interfaces with characteristic
length ~vF /
√
∆2 − ω2 at a given energy, so that g(x) con-
verges to the bulk solution g∞ = −iω/
√
∆2 − ω2 when
x→ ±∞.
Given the electronic Green’s function we can compute
the observables (2.8)-(2.10). In the normal region one
obtains the following final results
jx = −epi
2
N0kBT
∞∑
n=0
∑
α,β=±
〈|vx|αTαβ (iωn)〉 (3.26)
Sa (x) = −pi
2
N0kBT
×
∞∑
n=0
∑
α,β=±
〈sgn (vx) na (x)βTαβ (iωn)〉 (3.27)
Jai (x) = −
pi
2
N0kBT
×
∞∑
n=0
∑
α,β=±
〈vi sgn (vx) na (x)βTαβ (iωn)〉 (3.28)
where Tαβ (ω) in Eq.(3.23) is analytically continued to
imaginary axis and evaluated at the Matsubara frequen-
cies.
The expressions (3.26)-(3.28) represent the central re-
sult of the present paper. They are valid for any length,
temperature and spin dependent interaction encoded in
the definitions of Φ and n in (3.19). They are also inde-
pendent of the explicit form of the Fermi surface, which
is hidden in the angular averaging 〈· · · 〉. In a general case
these expressions can only be evaluated numerically. No-
tice that for a ballistic S/N/S junction, when there is no
magnetic interaction in N one simply has u = u¯ = 1 and
thus Φ = 0, n = 0 and Eq. (3.26) gives the well known
current-phase relation
jSNSx = −eN0kBT
∞∑
n=0
∑
α=±
×〈
|vx|α tan
(
iωnL
|vx| + arcsin
iωn
∆
+ α
ϕ
2
)〉
(3.29)
which has been studied intensively in the literature, see
e.g. [53, 54] and references therein. A finite spin-orbit
coupling in the S/N/S does not change the current-phase
relation since it will lead to the symmetry u = u¯ and
hence W = 1, which implies Φ = 0, see (3.19).
From the equation of motion (3.9) for the u’s and the
definition (3.18) for W one has
i
dW
ds
+ [A0 + v ·A,W ] = 0 (3.30)
dna
ds
+ 2εabc
(
Ab0 + viA
b
i
)
nc = 0 (3.31)
where we have used (3.19) for the second expression. One
sees from these equations that the spin quantities (3.27)
and (3.28) are covariantly conserved D0S + DiJi = 0
because [A0 + v ·A,n · σ]a = 2iεabc
(
Ab0 + viA
b
i
)
ncσc.
According to Eq. (3.26), the charge current is only
odd in phase (it is odd in the sum over α), a generic
statement from a problem when the SU (2) magnetic field
is neglected, as discussed in details in [24]. In contrary,
the spin-observables (3.27) and (3.28) are even in phase
(even in the α-summation), and so the spin observables
may be finite even if the supercurrent is zero and ϕ = 0.
Simplification of equations (3.26)-(3.28) can be readily
obtained for the observables for temperatures close to the
critical temperature Tc (equivalently when ∆/kBTc  1)
in the long junction limit L/ξT  1 with the thermal
length ξT = ~vF /2pikBTc
lim
T→Tc
jx = −N0
pi
e
∆2
kBTc
sinϕ
×
〈
e−LvF /ξT |vx| |vx| cos Φ
〉
(3.32)
lim
T→Tc
Sa = −N0
pi
∆2
kBTc
cosϕ
×
〈
e−LvF /ξT |vx| sgn (vx) na sin Φ
〉
(3.33)
lim
T→Tc
Jai = −
N0
pi
∆2
kBTc
cosϕ
×
〈
e−LvF /ξT |vx|vi sgn (vx) na sin Φ
〉
(3.34)
where na and Φ contain some angular properties.
7Another compact expression for (3.26) can be obtained
in the short-junction limit where contributions of order
ωL/ |vx| ∼ L/ξT  1 are neglected (see Appendix B)
lim
L/ξT→0
jx
j0
=
∑
α=±
〈 |vx|
vF
Kα (ϕ,Φ)
〉
(3.35)
Kα = sin
ϕ+ αΦ
2
tanh
(
∆
2kBT
cos
ϕ+ αΦ
2
)
(3.36)
where j0 = −epivFN0∆/4. One has to keep in mind
that the short junction limit L ξT has no influence on
the ratio between some magnetic length and the length
of the junction, so it is justified to keep the full depen-
dency in Φ ∼ L/`pr (for instance the precession length
`pr = 2h/~vF for a monodomain ferromagnet with ex-
change field h [55]). The current-phase expression (3.35)
generalizes well known expressions for the supercurrent
in ballistic systems, in all dimensions (see e.g. [56] and
references therein for the S/F/S case). The expressions
for the spin observables (3.28) and (3.27) become in the
limit L ξT :
lim
L/ξT→0
Sa
S0
=
∑
α=±
〈α sgn (vx) naKα〉 (3.37)
lim
L/ξT→0
Jai
S0
=
∑
α=±
〈αvi sgn (vx) naKα〉 (3.38)
with S0 = −piN0∆/4.
Finally, in the long junction limit one has (see Ap-
pendix B)
lim
L/ξT→∞
jx = −epi
2
N0kBT
〈
|vx| cos Φ
sinh
piTL
|vx|
〉
sinϕ (3.39)
lim
L/ξT→∞
Sa = −pi
2
N0kBT
〈
sgn (vx) n
a (x) sin Φ
sinh
piTL
|vx|
〉
cosϕ
(3.40)
lim
L/ξT→∞
Jai = −
pi
2
N0kBT
〈
vi sgn (vx) n
a (x) sin Φ
sinh
piTL
|vx|
〉
cosϕ .
(3.41)
In the rest of this work we analyze the physical con-
sequences of the above general solution for the ballistic
S/N/S Josephson junction with generic spin-dependent
fields. In particular we explore the behavior of the spin-
resolved density of states, the distribution of the spin
polarization, the spin and the charge currents for various
configurations of the spin fields.
IV. DENSITY OF STATES
Let us start from the analysis of the density of states
in the N bridge, in particular its dependence on the mag-
netic phase shift Φ.
From the expression for the Green’s function (3.22),
one sees that the local matrix structure n · σ can be di-
agonalized at any given point x. The quantities
g↑(ω) = − i
2
(T++ (ω) Θ (vx) + T−+ (ω) Θ (−vx)) (4.1)
and
g↓(ω) = − i
2
(T+− (ω) Θ (vx) + T−− (ω) Θ (−vx)) (4.2)
represent Green’s functions for the spin up and down
with respect to the local axis n(x) , with the function
Tαβ(ω) defined in Eq. (3.23). Then the density of states
(DOS) per unit energy and per unit spin is calculated as
follows
N↑,↓ (ω)
N (0)
= lim
→0
< 〈g↑,↓ (ω + i)〉
pi
(4.3)
ω/∆
N(ω/∆)
N0
, ϕ = 0
ω/∆
N(ω/∆)
N0
, ϕ = π4
ω/∆
N(ω/∆)
N0
, ϕ = π2
ω/∆
N(ω/∆)
N0
, ϕ = π
Figure 2. Density of state with respect to the energy ω/∆
from the expression (4.3) for Φ = 0. In each panel different
lengths of the junction are represented: L/ξ0 = {0, 1, 2, 3, 4}
(ξ0 = ~vF /∆ is the coherence length), with a constant offset of
each curve from the previous one for commodity, and an alter-
nance of plain and dashed curves. Top-left panel: ϕ = 0, top-
right panel: ϕ = pi/4, bottom-left panel: ϕ = pi/2, bottom-
right panel: ϕ = pi. One sees that increasing the length of
the junction allows the opening of new Andreev modes, which
eventually goes to zero energy when ϕ approach pi. Longer
and longer junctions allow for more and more Andreev modes
to appear.
8The total DOS is given by N↑+N↓ whereas the spectral
spin density will be proportional to N↑ −N↓. These two
quantities can be in principle measured by spin-polarized
near-field spectroscopy.
The DOS is plotted on Fig.2 for different ratios of L/ξ0
with ξ0 = ~vF /∆ the coherence length, and for several
values of ϕ at Φ = 0. The increase of the junction length
leads to an increase of the number of Andreev channels.
A zero energy peaks in the DOS appear for ϕ ≈ pi.
When Φ 6= 0, a peak at zero-energy can be generated
each time Φ±ϕ = pi. For instance when ϕ = pi/4, a zero-
energy peak appears for Φ = 3pi/4 and for Φ = 5pi/4.
The spectral weight of the Andreev channels depend on
the precise value of the total phase (ϕ ± Φ plus the
length contribution ωL/vF ) accumulated along the junc-
tion, and the zero-energy peaks tend to decrease and be-
come broader for longer junction, see Fig.3. Importantly,
the zero-energy peak seems to be a generic feature of the
presence of magnetic interaction in the ballistic bridge.
Zero bias peaks were also obtained in diffusive Josephson
systems [57, 58] or in S/F/F systems [59].
The Andreev bound-states are now routinely measured
in state-of-the-art experiments [60, 61]. They are ob-
tained from the poles of the denominator in Eq.(4.3).
Specifically the energies Eα,β with α, β = {±} of the
bound states verify the following quasi-classic quantiza-
tion condition
Eα,βL
vx
− arccos Eα,β
∆
+ α
ϕ
2
+ β
Φ
2
= npi ; n ∈ Z . (4.4)
The two bound states characterized by the energy Eα+
and Eα− correspond to the spin degree of freedom, and
Φ
N↑(ω=0)+N↓(ω=0)
N(0) ,
L
ξ0
= 4
ϕ = 0
ϕ = π/4
ϕ = π/2
ϕ = 3π/4
ϕ = π
Figure 3. Density of state at zero energy from the expression
(4.3) with respect to Φ. Different phase-difference of the junc-
tion are represented: ϕ = {0, 1, 2, 3, 4}×pi/4, with a constant
offset of each curve from the previous one for commodity,
and an alternance of plain and dashed curves. The plot is
for L/ξ0 = 4, but any length displays the same zero-energy
peaks, namely when Φ± ϕ = pi, generally broader for longer
junctions. Note that the possible length-dependency of the
parameter Φ has not been taken into account for this check.
so a spin-resolved spectroscopy of the Andreev bound
states with respect to the phase at a given length and
temperature (∆ fixed) would determine Φ. The bound
states are double degenerate when Φ = 2npi, ∀n ∈ Z ;
in these cases the quantization condition (4.4) has been
first established by Kulik in the pure semi-classic limit,
i.e. when E/∆ → 0 and so arccos (E/∆) → pi/2, the
Maslov index being 1/2 in this case [51, 62].
When L/ξ0 = 0, there are four branches with expres-
sions
Eσ (ϕ)
∆
= ±
√
cos2
ϕ+ σΦ
2
(4.5)
as plotted in Fig.4. They are at least double degenerate
at the value Eα± = 0 when ϕ = ±Φ. When Φ = 0 or
Φ = pi, the two curves in the upper half-plane are spin de-
generate, as well as the two curves in the lower half-plane.
Similar result has been obtained in [63, 64], eventually
generalized to the case of a point-contact with spin-active
interfaces. One sees that the zero-energy DOS obtained
in Fig.3 are in fact associated to the anti-crossing of
the Andreev bound states (at least in the short-junction
limit).
We should emphasize that the zero-energy Andreev
states obtained here are a generic consequence of prox-
imity effect under spin interactions and that they also
exist for finite transparency, as shown in our previous
work [33]. These zero energy states are not related to
zero-energy Majorana modes, which are absent of our
analysis. Our zero-energy crossings do not describe any
topological phase transition since they occur only at cer-
tain values of the spin-splitting field encoded in Φ.
V. MAGNETIC MOMENT IN A S/F/S
JUNCTION
In this section we calculate the spin polarization of con-
duction electrons in a S/F/S structure in the simplest
Φ = π4 ; Z = 0
ϕ
E
∆
Φ = π2 ; Z = 0
ϕ
E
∆
Figure 4. Energy E (ϕ) /∆ of the Andreev bound states
with respect to the phase difference ϕ for a short junction
L/ξ0 → 0, from the expression (4.5). Φ = pi/4 (left panel),
and Φ = pi/2 (right panel). At the value ϕ = pi and ϕ =
pi ± Φ, the curves are spin degenerate in the upper or lower
half planes.
9non-trivial situation with Φ 6= 0 and a constant vector
n. This is, nevertheless, a generalization of the results
for the magnetic moment induced in S/F bilayers stud-
ied in earlier works [9, 43, 65–70]. The case of a Bloch
domain wall, which implies a position dependent n, will
be discussed in section VII.
For definiteness, we choose n (x) = zˆ, the unit vec-
tor along the z-axis. This situation corresponds to a
variable exchange-field directed along the z-axis only
A0 = h (x)σz/~, but with arbitrary spatial dependence.
In this case Φ = 2
∫ L/2
−L/2 h (x) dx/vx is the exchange field
integrated over the junction. When h is constant along
the junction, then Φ = 2hL/vx and we recover the usual
oscillations of the critical current with respect to the
length and/or exchange field of the junction [8, 9, 56].
For an anti-ferromagnetic ordering, say for example two
equal domains with up and down magnetization, Φ = 0
and there is no signature of the magnetic proximity ef-
fect, as has been obtained after a long calculation in [71].
In contrast, our method provides a simple and clear way
to understand this issue immediately.
The charge current (3.26) in the junction reduces in
ϕ
Sz(ϕ)
Sz(0)
Φ = π4
T ≈ Tc
T ≪ Tc
ϕ
Sz(ϕ)
Sz(0)
Φ = π2
T ≈ Tc
T ≪ Tc
ϕ
Sz(ϕ)
Sz(0)
Φ = 3π4
T ≈ Tc
T ≪ Tc
Figure 5. Spin-polarization Sz (ϕ) /Sz (0) in 1D mon-
odomain S/F/S Josephson-junction from Eq.(5.3) with re-
spect to the phase-difference ϕ and for different values of the
temperature t = T/Tc = 0.99 (plain/red), 0.5 (blue/dotted),
0.1 (green/dashed) and 0.01 (blue/dotted-dashed) showing
steeper and steeper curves as the temperature is decreased.
Left panel: Φ = 2hL/vF = pi/4. Middle panel: Φ = pi/2.
Right panel: Φ = 3pi/4.
this case to the form
jSFSx = −e
pi
2
N0kBT
∞∑
n=0
∑
α,β=±
×
〈
|vx|α tan
(
iωnL
|vx| + arcsin
iωn
∆
+ α
ϕ
2
+ β
Φ
2
)〉
(5.1)
Such a current-phase relation has been thoroughly inves-
tigated in the past, see e.g. [8, 9, 56, 72]
In addition to the charge current, an S/F/S junction is
expected to host a finite spin polarization, which can be
calculated from Eq.(3.27). When A0 = h (x)σz/~, only
Sz survives, and we get
Sz = −pi
2
N0kBT
∞∑
n=0
∑
α,β=±
〈sgn (vx)βTαβ (iωn)〉 (5.2)
for arbitrary length or
lim
LξT
Sz
S0
=
∑
α=±
〈α sgn (vx)Kα〉 (5.3)
Sz
S0
(
T
Tc
)
T/Tc
ϕ = 0
Φ = π/4
Φ = π/2
Φ
=
3π/4
Φ
=
5π/6
Sz
S0
(
T
Tc
)
T/Tc
ϕ = π/2
Φ = π/2
Φ
=
5π
/6
Φ
=
3π
/4
Φ
=
π/4
Sz
S0
(
T
Tc
)
T/Tc
ϕ = π/4
Φ = π/4
Φ = 3π/4
Φ = 5π/6
Φ
=
π/2
E/∆
N↑(E/∆)
N(0)
N↓(E/∆)
N(0)
Figure 6. Spin-polarization Sz in 1D monodomain S/F/S
Josephson-junction from Eq.(5.3) with respect to the tem-
perature T/Tc for different values of Φ = 2hL/vF = pi/4
(red/plain), pi/2 (blue/dotted), 3pi/4 (green/dashed), 5pi/6
(blue/dotted-dashed), at zero-phase-difference ϕ = 0 (upper
left panel), pi/2 (upper right panel) and pi/4 (lower left panel).
The diamagnetic magnetization saturates at low temperatures
and vanishes for T → Tc. A reversal of the spin polarization is
predicted in the bottom panel. This is understood when plot-
ting the density of state for ϕ = pi/4 and Φ = 5pi/6 (lower
right panel), when one superimposes a Fermi distribution law,
since the heights of the different peaks are similar.
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in the short-junction limit, with Tαβ given in Eq. (3.23)
and Kα in (3.36). Since we are considering a constant n,
the spin-polarization is position independent inside the
bridge and vanishes for Φ = {0, pi}.
We show in Fig.5 the spin-polarization in a short 1D
junction (vx = ±vF ) versus the phase difference ϕ and
in Fig.6 as a function of the temperature T/Tc. For the
computation we use the interpolation formula ∆ (T ) ≈
1.764Tc tanh
(
1.74
√
Tc/T − 1
)
for the superconducting
gap.
It is clear from Fig.6 that the induced correction to
the spin-polarization is a consequence of the proximity
effect and vanishes at temperatures larger than the criti-
cal temperature. For certain values of ϕ and Φ the spin-
polarization can change its sign as a function of temper-
ature, as shown, for example, in the right panel of Fig.6
for Φ = 5pi/6 and ϕ = pi/4. This behavior can be ex-
plained by the thermal occupancy of the Andreev levels
induced in the F region. In Fig.6 we show the spin polar-
ized density of state (DOS) for Φ = 5pi/6 and ϕ = pi/4.
One sees that the peaks in the DOS for up and down
electrons have different height. The spin-polarization is
obtained by multiplying the DOS by the occupancy of
the levels, i.e the equilibrium Fermi distribution func-
tion, and integrating over energies. At low temperatures
the dominant peak is the left-most one, which is ↑-spin
polarized, resulting in a negative spin polarization. How-
ever for higher enough temperatures, the higher peak be-
ing ↓-polarized starts to become more populated, and
at T → Tc its height dominates over the ↑-peak, i.e.
the surface under the Fermi distribution favors the ↓-
polarization, then making an overall spin polarization of
positive sign.
VI. SPIN POLARIZATION AND SPIN
CURRENTS IN JUNCTIONS WITH SPIN-ORBIT
COUPLING
In this section we discuss the spin dependent effects in
a junction with both spin-splitting and spin-orbit effects.
We calculate the spin density and the spin current in the
normal region of the junction. Experimental interests in
these quantities grew up recently [18, 19].
To remain on analytically accessible ground, we con-
sider the situations when both A0 and v ·A are position
independent. In that case, we can integrate (3.9) ex-
actly. Firstly, due to the translational invariance in the
N-region the spin propagators depend only on the differ-
ence of coordinates: u (s2, s1) = u (s1 − s2) and the spin
propagator reduces to a simple exponential,
u (s) = ei(A0+v·A)s ≡ exp [i (Aa0 + vjAaj )σas] .
Therefore the general expression of Eq.(3.18) for the
Andreew-Wilson loop operator simplifies as follows
W (x) = e
i
vx
(A0+v·A)(x+L/2)
× e ivx (A0−v·A)Le ivx (A0+v·A)(L/2−x) . (6.1)
It is important to notice that W is a covariant object
since it determines all observables. In particular W can
be written in terms of the SU(2) electric field F0k =
−i [A0, Ak] and combinations of its covariant derivatives
DkF0j = −i [Ak, F0j ]. To simplify further the discussion,
we focus on the T → Tc limits of the spin density (3.33)
and spin current (3.34). We also restrict the analysis
to the 1D and 2D situations, which are relevant experi-
mentally. We thus consider only Rashba (Ayx = −Axy) or
Dresselhaus (Axx = −Ayy) cases. According to (3.33) and
(3.34) the spin density and spin current are determined
by n (x) sin Φ which is the spin non-trivial part ofW . By
performing an expansion of (6.1) with respect to LAi/vx
one can show that the spin density reads:
S = −N0
pi
∆2
kBTc
cosϕ
〈
e−LvF /ξT |vx| sgn (vx)
[
2L
vx
A0 +
2xL
v2x
vkF0k − 4L
3
3v3x
A30 −
L
v3x
vjDjF0kvk
(
L2
12
+ x2
)
+ · · ·
]〉
(6.2)
whereas the spin current takes the form
Ji = −N0
pi
∆2
kBTc
cosϕ
〈
e−LvF /ξT |vx|vi sgn (vx)
[(
L
v3x
D0F0kvk − 2
3
xL
v4x
D0vjDjF0kvk
)(
L2
4
− x2
)
+ · · ·
]〉
(6.3)
We now discuss the physical meaning of (6.2) and (6.3).
For a short enough junction, the surviving term is the
S ∝ A0L, which is nothing but the polarization caused
by the spin-splitting field in S/F/S system, see section
V.
In addition to the S/F/S phenomenology, there are ex-
tra phenomenologies mixing spin-orbit and spin-splitting
effects, all proportional to the electric field F0kvk. For
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instance the second order term is proportional to the
electric field xLF0x (after angular averaging, only F0x
survives). In addition it is odd in space, therefore the
spin density will present different signs at the two in-
terfaces. Thus the term S ∝ xLF0x can be seen as the
analog to the capacitor effect in electrostatics, here in
a S/N/S junction: the existence of a finite electric field
in the N region separates “charges” which in this case
translate into spin densities with different signs. In other
words, in the S/N/S structure the accumulation of charge
corresponds to an accumulation of the spin polarization
at the boundaries between the normal and the supercon-
ducting regions. For this reason we denote this effect the
spin capacitor effect. It is illustrated on Fig.7 for a 2D
Rashba system.
The spin current has in the leading order a contribu-
tion of the type (see Eq.(6.3)) : Ji ∼
(
L2/4− x2)D0F0i
(angular averaging evaluated). This resembles the ex-
pression for the displacements currents in electrostat-
ics as the time derivative of the electric field, and one
calls them the displacement spin currents. For either
a Rashba or a Dresselhaus coupling, there are poten-
tially two components of the electric field F0x ∝ [A0, Ax]
and F0y ∝ [A0, Ay]. Each of these allow for a displace-
ment current along the junction or perpendicular to it,
see Fig.7 for an illustration of Jyx and Jxy in the case of
Rashba coupling, when Az0, Ayx and Axy are present.
At first sight one may think that the spin density and
spin currents may obey equations equivalent to those in
electrostatics. However this is not always true. Higher
order terms in Eq. (6.3) clearly show that the expres-
sions for the spin density and spin current also contains
higher order covariant derivatives of the electric field that
eventually leads to creation of other components of both
quantities as discussed below. For instance the fourth
order term in the expansion Eq. (6.3) after angular av-
eraging for a 2D gas reads
J(4)x ∝ D0 (2DxFx0 +DyFy0)
J(4)y ∝ D0 (DyFx0 +DxFy0) . (6.4)
In the case of Rashba SOC when the Zeeman term
points toward the x-axis, the only surviving term is
J
(4)
y ∝ D0DyFx0 → Jzy. When the Zeeman effect is
present through Ay0 only, J
(4)
y ∝ D0DxFy0 and there are
two contributions Jzy and Jxy . These situations are illus-
trated on Fig.8 which, as discussed below, is obtained
form the exact expression. The component of the spin
current Jxy in the upper panel of this figure would require
even higher order terms in the expansion (6.3).
We now go beyond the above expansion and write ex-
plicitly W by combining Eq. (6.1) with the represen-
tation Eq.(3.19). In particular we obtain the following
equations which determine the local spin quantization
axis n (x) and the magnetic phase shift Φ
cos Φ = cos
κ+L
vx
cos
κ−L
vx
− κ+ · κ−
κ+κ−
sin
κ+L
vx
sin
κ−L
vx
, (6.5)
n (x) sin Φ = −κ+
κ+
(
sin
κ+L
vx
cos
κ−L
vx
+
κ+ · κ−
κ+κ−
cos
κ+L
vx
sin
κ−L
vx
)
+
[(
κ+
κ+
κ+ · κ−
κ+κ−
− κ−
κ−
)
cos
2κ+x
vx
− κ+ × κ−
κ+κ−
sin
2κ+x
vx
]
sin
κ−L
vx
(6.6)
where κ± are the vectors with the components
κa± = A
a
0 ±
3∑
i=1
viA
a
i (6.7)
and the norm κ± =
√
κ± · κ±. In the special case when
κ+ = κ− = κ we get Φ = 2κL/vx and n (x) = κ/κ (a
constant), which corresponds to a pure exchange field,
A0 6= 0 and Aai = 0, discussed in Sec.V. A generic situa-
tion will exhibit a space dependent precession axis n (x),
as can be seen from the second line of Eq.(6.6). In par-
ticular, the function n(x) has both odd and even contri-
butions with respect to the center of the junction. Notice
that both the components of S and the current can be
explained for this particular case in terms of the spin
capacitor effect and displacement currents.
We now focus on the Rashba and Dresselhaus SOC
that we parametrize using two parameters r and γ. The
Rashba coupling enters as Ayx = −Axy = r cos γ whereas
the Dresselhaus coupling reads Axx = −Ayy = r sin γ. In
addition to the spin-orbit couplings we assume a spin-
splitting field parameterized by the coordinates hx,y,z .
One then obtains
κ± =
 hx ∓ vF r sin (φ− γ)hy ± vF r cos (φ+ γ)
hz
 (6.8)
for a circular Fermi level parameterized by v =
vF (cosφ, sinφ) in a 2D system. We substitute this κ±
in (6.6) in order to evaluate the spin polarizations (3.33)
and the spin currents (3.34) close to the critical tem-
perature. Fig.7 shows the result for a Rashba spin-orbit
coupling, i.e. γ = 0 in (6.8). If one chooses a Dresselhaus
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coupling instead (with γ = pi/2), the curves are similar,
except Sy (γ = pi/2) = −Sx (γ = 0), Sz (pi/2) = Sz (0),
Jxx (pi/2) = J
y
x (0), Jyy (pi/2) = Jxy (0), all the other spin
observables being zero when hx = hy = 0. For this reason
we do not show the case of a Dresselhaus coupling.
As expected from our previous perturbative analysis
the spin density has in both cases two contributions: the
one due to the Zeeman polarization, Sz and those due
to the capacitor effect, S
x
for Rashba and Sy for Dres-
selhaus. Other contributions parallel to the field com-
ponent F0y vanish due to the velocity average (cf. Eq.
6.2). Also in Fig.7 the currents can be explained from
the lowest term in the expansion Eq.(6.3) as displace-
ment currents induced by electric field component F0x,
Jyx for the Rashba case and Jyy in the Dresselhaus SOC.
There are also displacements currents induced by F0y
component of the field which are Jxy in the Rashba case
(see Fig. 7 bottom panel) and Jyy in the Dresselhaus case
L
2−L2
Sz
Sx
L
2−L2
Jxy
Jyx
Figure 7. The upper panel shows the spatial dependence of
the spin polarizations Sx (plain curve) and Sz (dashed curve)
for a Rashba SOC and an exchange field in z-direction. Lower
panel shows the spatial dependence of the spin currents Jyx
(plain curve) and Jxy (dotted curve) in the same situation.
with Ji ∝ D0F0i in analogy with a displacement current, see
(6.3). The spin capacitor effect is illustrated by the Sx curve,
being odd in space and originating from the term S ∝ DiFi0
in (6.2). We have chosen h = (0, 0, 5) ~vF /ξT , ξT r = 3,
L/ξT = 1, and the curves are normalized by the quantity
2N0∆
2 cosϕ/pikBTc. For a Dresselhaus SOC (γ = pi/2), one
obtains similar curves by making the changes Sx → −Sy,
Sz → Sz, Jyx → Jxx and Jxy → Jyy.
(not shown).
All the previous spin densities and currents can be ex-
plained again in terms of the spin capacitor effect and
displacement currents, and their symmetry with respect
to x is determined by the leading terms in the expansions
Eqs.(6.2)-(6.3). When the spin-splitting field is applied
in x or y direction also higher order terms in Eq. (6.3)
contribute to the spin currents and generates additional
components. As an example we show the transverse cur-
rents for different directions of A0 in Fig. 8.
VII. NON-HOMOGENOUES EXCHANGE
FIELD
For completeness in this section we briefly discuss the
effect of a inhomogeneous magnetization. In particular
we consider a Bloch domain wall, characterized by a x-
L
2−L2
Jxy
Jzy
Ax0
L
2−L2
Jxy
Jzy
Ay0
Figure 8. Illustration of the transverse spin current Jz,xy
(plain/dashed curves respectively) along the axis perpendic-
ular to the junction for a Rashba spin-orbit effect with re-
spect to the junction length. We choose L/ξT = 1, ξT r =
3, ξThx = 5~vF (upper panel) and ξThy = 5~vF (lower
panel) in Eqs.(3.33)-(3.34) after injection of n from (6.6) and
(6.8). The antisymmetric Jzy comes from the contribution
〈vi sgn (vx)D0vjDjF0kvk〉 in (6.3). The vertical axis is in unit
of 2N0∆2 cosϕ/pikBTc. When hx = hy = 0 but hz 6= 0 this
term is zero, and no asymmetric spin current is flowing, see
Fig.7. The current Jxy stems for higher order terms in the
expansion (6.3).
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dependent exchange field
A0 = h
[
σ2 sin qx+ σ3 cos qx
]
(7.1)
which could be included in (3.9) in order to obtain
u (x). Nevertheless, one can take advantage of the gauge-
covariant formalism, and show that the Bloch domain
wall is in fact gauge-equivalent to a situation with a con-
stant exchange field Az0 = h in addition to a spin-orbit
interaction Axx = −q/2 [30], for which (3.9) reduces to
i
du
ds
+
(
hσ3 − vx q
2
σ1
)
u (s) = 0 (7.2)
and can be easily integrated. Since Φ is gauge-invariant,
one has
cos Φ = cos2
(√
1 + κ2
hL
vx
)
−
− 1− κ
2
1 + κ2
sin2
(√
1 + κ2
hL
vx
)
(7.3)
from (6.5), with κ = vxq/2h. Expression (7.3) is plotted
on Fig.9. For a monodomain, κ → 0 and Φ → 2hL/vx,
as usual for a S/F/S junction, see section V. For larger κ,
Φ takes only limited values (see Fig.9), and for κ → ∞
one has Φ → 0, recovering a pure S/N system. This
later situation corresponds to the situation described in
section V, when the alternance of domains with opposite
spin orientations reduces the characteristic oscillations
hL
vx
cosΦ
Figure 9. Magnetic interaction cos Φ for a Bloch domain
wall with respect to the parameter hL/ |vx|, from (7.3), and
for different values of κ = vxq/2h. Plain line: κ = 0. Dotted
line κ = 1.5. Dashed line κ = 3.
of the S/F proximity effect, eventually destroying these
oscillations in ballistic systems when the magnetization
averaged along the junction vanishes. Since the domain
wave-length q = −2Axx is equivalent to a spin-orbit ef-
fect, a large κ is equivalent to a large spin-orbit effect, or
equivalently a vanishing exchange field.
In a junction with a Bloch domain wall, there are the
generation of spin current polarized along the junction
axis, as can be drawn from the conclusions of section VI
when Az0 and Axx are present. In the lowest order in the
fields, the spin capacitor effect is present with a contri-
bution Sy ∝ ∂xF y0x odd in space, and the displacement
spin current Jxx ∝ (D0F0x)x ∝ Az0F y0x [σz, σy] shows up.
VIII. CONCLUSION
Ballistic S/N/S Josephson systems when the normal
region N exhibits generic spin-dependent fields have been
investigated. We propose a systematic approach to study
systems exhibiting both spin-splitting and spin-orbit in-
teractions, provided the latter is linear-in-momentum
and the magnetic interaction is weak, such that the quasi-
classical approximation is valid (section II).
We have shown that the magnetic interactions appears
in all observables as a global phase accumulation Φ (see
(3.20)) and a space dependent unit vector n (see (3.19)).
With the help of the derived compact expression for the
quasi-classic Green’s function, Eq.(3.22), we studied dif-
ferent spin-dependent fields and their effects on the prop-
erties of the junction.
In particular we have demonstrated that the density
of states may show a zero-energy peak which is a generic
consequence of a finite Φ.
We have also shown how such fields in the N region
generate finite changes of the spin-polarization and finite
spin currents. We identify the possibility for the accu-
mulation of the spin at the interfaces between the normal
and superconducting regions, an effect reminiscent to the
charge accumulation at the plates of a capacitor. Hence
we call this phenomenon the spin capacitor effect. In ad-
dition, we predict the generation of spin currents flowing
along the superconducting interfaces. Both these effects
can be understood in a convenient way using an SU (2)
electrostatics, which generalizes the Maxwell electrostat-
ics to the non-Abelian case.
Effects like the spin capacitor, or the predicted spec-
tral features can be experimentally verified in supercon-
ducting heterostructures which are being fabricated in
the present, and attract more and more interest recently.
The measurement of the spin polarization and charge
current can serve as a powerful characterization of the
symmetries of the spin texture. The tunability of the
superconducting condensate via voltage or current bias
allow for a coherent manipulation of the spin polariza-
tion and currents. Reciprocally, the manipulation of the
spin quantities allow for the manipulation of the super-
conducting coherent states. Research along these lines
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are promising in addition to the search for topological
effects in spin textured superconducting systems.
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Appendix A: Green’s functions
We fix positive velocities in this appendix. Let us write
(3.14) in its explicit form(
Q11 Q12
Q21 Q22
)( −1 g1
0 1
)
=
( −1 0
g2 1
)(
Q11 Q12
Q21 Q22
)
(A1)
in the Nambu space, where the quantities Qij are ma-
trices in the spin space, as well as the g1,2, and can be
easilly obtained from the definition (3.15). Component
by component, one gets
Q11 = Q11
Q11g1 +Q12 = −Q12
−Q21 = g2Q11 +Q21
Q21g1 +Q22 = g2Q12 +Q22 (A2)
and one sees that the solutions of the two intermediary
equations g1 = −2Q−111 Q12 and g2 = −2Q21Q−111 auto-
matically verifies the last one, which can be thought as
a consistency equation. To get g1 or g2, we now want to
invert Q11, which is a 2× 2 matrix. Defining
χ˜ = arcsin
ω
∆
+
ϕ
2
+ ω (sR − sL) (A3)
one has
2Q11 cos arcsin
ω
∆
= eiχ˜u (sR, sL) + e
−iχ˜u¯ (sR, sL) (A4)
for the matrix Q11 defined in (3.15). The inverse Q−111 is
obtained using the property
(
eiχ˜u (sR, sL) + e
−iχ˜u¯ (sR, sL)
) (
eiχ˜u (sL, sR) + e
−iχ˜u¯ (sL, sR)
)
= 2 cos 2χ˜+ Tr {u (sR, sL) u¯ (sL, sR)} (A5)
since the u’s are 2× 2 unitary matrices and thus reads u = 1√
|α|2 + |β|2
(
α β
−β∗ α∗
)
for α, β ∈ C. They thus verify
u+ u† = ITr {u} with I the identity matrix. It is clear that u (sR, sL) u¯ (sL, sR) is unitary as well. One has thus
Q−111 =
(
eiχ˜u (sL, sR) + e
−iχ˜u¯ (sL, sR)
) 2 cos arcsin ω∆
2 cos 2χ˜+ Tr {u (sR, sL) u¯ (sL, sR)} (A6)
and finally one obtains
g1 = 2i
e−i arcsin
ω
∆ u¯ (sL, sR)u (sR, sL)− ei arcsin ω∆u (sL, sR) u¯ (sR, sL) + 2i sin
(
2ω (sR − sL) + ϕ+ arcsin ω
∆
)
2 cos
(
2ω (sR − sL) + ϕ+ 2 arcsin ω
∆
)
+ Tr {u (sR, sL) u¯ (sL, sR)}
(A7)
g2 = −2i
e−i arcsin
ω
∆u (sR, sL) u¯ (sL, sR)− ei arcsin ω∆ u¯ (sR, sL)u (sL, sR) + 2i sin
(
2ω (sR − sL) + ϕ+ arcsin ω
∆
)
2 cos
(
2ω (sR − sL) + ϕ+ 2 arcsin ω
∆
)
+ Tr {u (sR, sL) u¯ (sL, sR)}
(A8)
then g (s0) is obtained as (3.16) for vx > 0, after injection of g1 or g2 in (3.13). One gets
2g (s0) cos arcsin
ω
∆
= −2i sin arcsin ω
∆
+ iu (s0, sL) g1u (sL, s0) (A9)
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for the particle component (i.e. the component 11 of the gˇ matrix) of eq.(3.13) and one evaluates
g (s0) =
u (s0, sR) u¯ (sR, sL)u (sL, s0)− u (s0, sL) u¯ (sL, sR)u (sR, s0)− 2i sin
(
2ω (sR − sL) + ϕ+ arcsin ω
∆
)
2 cos
(
2ω (sR − sL) + ϕ+ arcsin ω
∆
)
+ Tr {u (sR, sL) u¯ (sL, sR)}
(A10)
straightforwardly. The case vx < 0 is obtained by the solutions in the superconducting electrodes
gˇ (s ≤ sL) = eiτ3ϕ/4 e
iη/2 − iτ1eiη/2√
2 cos η
e−τ3∆(s−sL)τ3 cos η [g3τ− − τ3] eτ3∆(s−sL)τ3 cos η e
iη/2 + iτ1e
−iη/2
√
2 cos η
eiτ3ϕ/4
gˇ (s ≥ sR) = e−iτ3ϕ/4 e
iη/2 − iτ1eiη/2√
2 cos η
e−τ3∆(s−sR)τ3 cos η [g4τ+ − τ3] eτ3∆(s−sL)τ3 cos η e
iη/2 + iτ1e
−iη/2
√
2 cos η
e−iτ3ϕ/4 (A11)
instead of (3.13). It gives Q−1 [g4τ+ − τ3] = [g3τ− − τ3]Q−1 instead of (3.14), with Q−1 (ϕ, sL, sR) = Q (−ϕ, sR, sL).
One has thus g4,3 (ϕ, sL, sR) = g1,2 (−ϕ, sR, sL). Since s = x/vx one has, sR − sL = L/vx when vx > 0 and
sL − sR = L/ |vx| for vx < 0 when choosing sR,L = ±L/vx. One finally obtains (3.16) independent of the sign of the
velocity.
The f0 matrix reads (we do not use this expression here, but it is required to calculate perturbations, see e.g. [24])
f (s) = −2ie
−2iω(sL−s)ei
ϕ
2 ei arcsin
ω
∆u (s, sR) u¯ (sR, s) + e
−2iω(sR−s)e−i
ϕ
2 e−i arcsin
ω
∆u (s, sL) u¯ (sL, s)
2 cos
(
2ω (sR − sL) + ϕ+ 2 arcsin ω
∆
)
+ Tr {u (sR, sL) u¯ (sL, sR)}
(A12)
at the point s ∈ [sL, sR]. Eq.(A12) is given for positive
velocity only vx > 0. The contribution vx < 0 is obtained
by the substitution (ϕ, sL, sR)→ (−ϕ, sR, sL) as before.
One can calculate f¯ (s) = Tf (s)T−1 and g¯ = TgT−1, the
time-reversals of f and g, and then verify that gˇ2 = 1
straightforwardly.
Appendix B: Short and long junction limits
To understand how to get the short junction limit
(3.35), one writes∑
α,β=±
αTαβ (ω)
=
∑
α,β=±
tan
(
ϕ+ αΦ
2
+ β
ωL
|vx| + β arcsin
ω
∆
)
=
∑
α=±
2 sin (ϕ+ αΦ)
cos (ϕ+ αΦ) + cos 2
(
ωL
|vx| + arcsin
ω
∆
) (B1)
with Tαβ in (3.23), and playing with the parity of the
tangent, the sums over α and β and finally using the
formula (3.21) in order to isolate the terms in ω.
The short junction verifies ωL/vF ∝ L/ξT  1 and so
one gets
lim
L/ξT1
∑
α,β=±
αTαβ =
∑
α=±
2 sin (ϕ+ αΦ)
2 cos2
ϕ+ ατ
2
− ω
2
∆2
(B2)
which can be converted to Matsubara frequencies ω =
iωn = ipikBT (2n+ 1) and then sum over n. One obtains∑
n≥0
lim
L/ξT1
∑
α,β=±
αTαβ =
∑
α=±
∆
2kBT
sin
ϕ+ αΦ
2
tanh
(
∆
2kBT
cos
ϕ+ αΦ
2
)
(B3)
using usual tricks to evaluate the sum
∞∑
n=0
1
α2 + β2 (n+ 1/2)
2 =
pi
2αβ
tanh
piα
β
; α, β ∈ R
(B4)
see e.g. [73]. This is directly proportional to (the sum
over α of) Kα in (3.36).
For the spin observables, one uses the following tricks∑
α,β=±
βTαβ (ω)
=
∑
α,β=±
tan
(
αϕ+ Φ
2
+ β
ωL
|vx| + β arcsin
ω
∆
)
=
∑
α,β=±
α tan
(
ϕ+ αΦ
2
+ β
ωL
|vx| + β arcsin
ω
∆
)
(B5)
and so the sum is now odd in α, which subsists in the
expressions for the spin density (3.37) and the spin cur-
rent (3.38) in the short junction limit. The sum over the
Matsubara frequencies is the same as before and can be
performed irrespective of the presence of α, hence one
gets
∑
α αKα in (3.37) and (3.38).
In the long junction limit, one starts again with either
(B1) or (B5) but we apply this time ωL/vF ∝ L/ξT  1
16
such that
lim
L/ξT1
∑
α,β=±
αTαβ =
∑
α=±
2 sin (ϕ+ αΦ)
cos (ϕ+ αΦ) + cos
2ωL
|vx|
(B6)
from (B1). Thus we have
lim
L/ξT1
∑
α,β=±
αTαβ = 2 sinϕ cos Φe
−2ωnL/|vx| (B7)
and so ∑
n≥0
lim
L/ξT1
∑
α,β=±
αTαβ =
sinϕ cos Φ
sinh
piTL
|vx|
(B8)
∑
n≥0
lim
L/ξT1
∑
α,β=±
βTαβ =
cosϕ sin Φ
sinh
piTL
|vx|
(B9)
since the sum over the Matsubara frequencies can be per-
formed easily
∞∑
n=0
e−α(n+1/2) =
1
2 sinh
α
2
; α ∈ R+ (B10)
as a geometric progression. In the long junction limit,
the trajectories vx with large angles from the junction
axis are killed exponentially (say the trajectories vx =
vF cosφ with φ ≈ pi/2 for a circular Fermi surface) and
do not participate to the transport. In the long junction
limit, the Andreev bound states are equally spaced, and
we recover the effective action of a harmonic oscillator.
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