Abstract: This paper proposes a complexity management methodology for fuzzy systems with feedforward rule bases. The methodology is based on formal methods for presentation, manipulation and transformation of fuzzy rule bases. First, Boolean matrices are used for formal presentation of rule bases. Then, binary merging operations are used for formal manipulation of rule bases. Finally, repetitive merging operations are used for formal transformation of rule bases. The formal methods facilitate the understanding and modelling of fuzzy systems in terms of interacting subsystems. In particular, the methods reduce the qualitative complexity in fuzzy systems by improving the transparency of the rule bases.
Introduction
Fuzzy systems are usually good at capturing the qualitative complexity of a wide range of problems by means of their linguistic modeling and approximate reasoning capabilities.
However, this comes at a price because the associated operations during fuzzification, inference and defuzzification increase the quantitative complexity of the solution to these problems. This price gets even higher as the amount of fuzzy operations increases as a result of the increased number of rules in the fuzzy system.
The number of rules in a fuzzy system is often an exponential function of the number of inputs to the system and the number of linguistic values that these inputs can take [1] [2] [3] [4] . This exponential function has been used as a main indicator for the quantitative complexity of the associated fuzzy system.
There has been a growing interest recently in complexity issues of fuzzy systems [5] [6] [7] [8] .
This is due to the fact that fuzzy systems are already more widely used in large-scale applications where their quantitative complexity becomes more obvious. In particular, many methods have been developed for reducing this quantitative complexity. These are known as complexity reduction methods as they reduce the number of rules by reducing the number of inputs or the number of linguistic values that these inputs can take. The main objective in this case is to suppress the associated exponential function. These methods are classified into six groups and discussed below.
The first group of methods are aimed at removing less significant or merging similar linguistic values [9] [10] [11] . From these two strands, the one based on removal of linguistic values is more straightforward but it involves a higher risk as a result of the removal of the associated fuzzy set. On the other hand, the strand based on merging of linguistic values is more difficult for application due to the necessity to define a new fuzzy set for each of the merged linguistic values.
The second group of methods are aimed at removing less significant or merging similar inputs [12] [13] [14] . From these two strands, the one based on removal of inputs is more straightforward but it involves a higher risk as a result of the removal of the associated physical variable. On the other hand, the strand based on merging of inputs is more difficult for application due to the necessity to justify physically the merging of the associated variables.
The third group of methods are based on singular value decomposition of the matrix representing the crisp values of the output from a fuzzy system [15] [16] [17] . As a result of this decomposition, the number of linguistic values for the inputs to the system is reduced.
Although this group of methods can be quite effective in reducing the number of rules in a fuzzy system, they are applicable mainly for systems with two inputs. In the case of more inputs, the singular value decomposition process becomes quite complex as the dimension of the space in which the associated matrix is defined increases significantly.
The fourth group of methods are based on conversion of the intersection rule configuration of a fuzzy system into a union rule configuration with a smaller number of rules [18] [19] [20] . This group of methods can be quite effective in reducing the number of rules in a fuzzy system but they can only be applied to a special class of problems called 'additively separable'. For problems that do not belong to this class, the conversion of the intersection rule configuration into a union rule configuration is not possible.
The fifth group of methods convert a fuzzy system into spatially decomposed subsystems as a result of which the overall number of rules is reduced [21] [22] [23] [24] [25] [26] [27] . In this case, the interactions among the subsystems are partially compensated and the resulting decomposed system has a decoupled structure. Although this group of methods have been widely used recently, the success of their application depends on the strength of interactions among the subsystems and the level of their compensation.
The sixth group of methods rearrange the inputs in a fuzzy system in a way that leads to the reduction of the number of rules [28] [29] [30] [31] [32] [33] [34] . In this case, the fuzzy system is decomposed into a multilayer hierarchical structure such that each layer has only two inputs and one output. Although these methods have become quite popular recently, they don't offer clear interpretation of the intermediate variables between the first and the last layer. Besides this, only two inputs are taken into account in each layer while all other inputs are ignored.
The above complexity reduction methodology for fuzzy systems has some drawbacks such as empirical nature and limited scope. The empirical nature of the methods in groups 1-2 and 5-6 assumes the use of a 'trial and error' approach that can be unreliable. Besides this, the limited scope of the methods in groups 3-4 makes them inapplicable some fuzzy systems.
And finally, all methods in groups 1-6 do not reduce the qualitative complexity in terms of the opaqueness of rules. Table 1 below shows a detailed comparison of complexity reduction methods for fuzzy rule based systems. This comparison summarises the attributes of the six groups of methods considered above in terms of their nature, scope and capability for reducing the qualitative complexity in fuzzy systems. This paper addresses the above drawbacks of the current complexity reduction methodology for fuzzy systems by proposing a novel complexity management methodology.
The main advantages of this novel methodology are its systematic nature, universal scope and capability for reducing the qualitative complexity in fuzzy systems.
The underlying philosophy of this novel methodology deals with complexity related issues in fuzzy systems from a wider perspective. This perspective takes into account mainly factors that affect the qualitative complexity of the fuzzy system, e.g. the way in which the rule bases are handled. For this reason, the more general term 'complexity management' is used here instead of the relatively specific term 'complexity reduction'.
The remaining part of this paper is structured as follows. Section 2 introduces some theoretical preliminaries for fuzzy systems. Sections 3-5 describe the complexity management methodology for fuzzy systems in terms of formal methods for presentation, manipulation and transformation of rule bases. Section 6 illustrates this methodology for a feedforward fuzzy rule based network. Section 7 summarises the main advantages of the methodology and highlights future research directions.
Theoretical Preliminaries
A fuzzy system can be represented by the following rule base
If i1 is vi11 and … and im is vim1 then o1 is vo11 and … and on is von1

……………………………………………………………………
If i1 is vi1r and … and im is vimr then o1 is vo1r and … and on is vonr
where m is the number of inputs, n is the number of outputs and r is the number of rules [35] [36] A fuzzy system operates in three main stages -fuzzification, inference and defuzzification [37] . The inference stage includes three substages -application, implication and aggregation.
In multiple-output fuzzy systems, each output is considered separately and in relation to the same set of inputs. Therefore, the three main stages above are applied repetitively for each output.
The maximum number of rules r in a fuzzy system is an exponential function of the number of inputs m and the number of linguistic values w that each input can take. If this number is a constant, the maximum number of rules is given by
where v is the number of linguistic values per input.
However, if the number of linguistic values that each input can take is not a constant, the maximum number of rules in a fuzzy system is given by
where wp, p=1,..,m is the number of linguistic values that the p-th input can take.
Fuzzy rule bases have some important properties [38] . These properties describe the extent These definitions make use of logical equivalence, i.e. a property is present when the corresponding condition holds and vice versa. This logical equivalence also implies that a property is absent when the corresponding condition does not hold and vice versa. The aim of the proposed complexity management methodology for fuzzy systems is to provide formal methods for presentation, manipulation and transformation of rule bases.
These methods facilitate the understanding and modelling of fuzzy systems in terms of interacting subsystems. In particular, the methods reduce the qualitative complexity in fuzzy systems by improving the transparency of the rule bases.
Formal Presentation of Fuzzy Systems
Fuzzy systems can be presented formally by Boolean matrices. The latter have been studied thoroughly by mathematicians and applied successfully by engineers in many areas.
Some basic definitions for Boolean matrices are given below.
Definition 5:
An m x n null Boolean matrix is a matrix with m rows and n columns all of whose elements are equal to 0.
Definition 6:
An m x n universal Boolean matrix is a matrix with m rows and n columns all of whose elements are equal to 1.
Definition 7:
A Boolean matrix is square if and only if the number of its rows is equal to the number of its columns.
Definition 8: A Boolean matrix is homogenous if and only if its row and column labels
are of the same type.
The basic operations that can be applied to elements of Boolean matrices are 'addition'
and 'multiplication'. They are both binary operations as they can only be applied to two operands. In the case of more than two elements, each of the two operations can be applied in a sequential manner, i.e. only two elements are considered at each step and the result from the current step becomes an operand in the next step. The 'addition' operation has the effect of taking the 'maximum' of the elements whereas the 'multiplication' operation has the effect of taking the 'minimum' of the elements. Both operations are commutative, i.e. the result is not affected if the positions of the two elements are swapped.
In terms of the values of the first and the second element, there are four different permutations for the 'addition' operation which are described by the following equations:
Similarly, there are four different permutations for the 'multiplication' operation which are described by the following equations:
Boolean matrices are multiplied in almost the same way as conventional matrices, i.e. matrices whose elements can take any values. Each element in a Boolean matrix product A*B can be obtained by multiplying each row from the first matrix A with its counterpart column from the second matrix B. In this case, the row index of an element A*B is the same as the index of the corresponding row from the matrix A whereas the column index of an element in A*B is the same as the index of the corresponding column from the matrix B.
The multiplication compatibility rule for Boolean matrices is the same as the rule for conventional matrices, i.e. the number of columns in the first matrix must be equal to the number of rows in the second matrix. The only difference is that instead of applying the arithmetic 'addition' and 'multiplication' operations on elements of the matrices, we apply the 'maximum' and 'minimum' operations, respectively. . y n elements. Table 2 below shows in a simplified context how the number of elements in the Boolean matrix for a rule base increases with the increase of the number of inputs to / outputs from this rule base and the number of linguistic values that these inputs / outputs can take. The formal presentation of a fuzzy rule base by a Boolean matrix is described by Algorithm 1 and illustrated by Examples 1-3. 5. Go through all the elements of the Boolean matrix and set each element equal to 1 or 0 using steps 6 and 7.
6. If an element of the Boolean matrix reflects an existing mapping from an input onto an output permutation, set it equal to 1.
7. If an element of the Boolean matrix reflects a non-existing mapping from an input onto an output permutation, set it equal to 0.
Example 1:
A single-input-single-output fuzzy system is considered whereby the input i and the output o can take the linguistic values S (small), M (medium) and B (big). This system is described by the following rule base:
If i is S then o is B (12)
If i is M then o is M If i is B then o is S
The linguistic values S, M, and B can be substituted by the integers 1, 2 and 3, respectively. In this case, the rule base can be presented by the following Boolean matrix:
Example 2:
A two-input-two-output fuzzy system is considered whereby the inputs i1, i2 and the outputs o1, o2 can take the linguistic values S (small), M (medium) and B (big). This system is described by the following rule base:
If i1 is S and i2 is S then o1 is B and o2 is B (14)
If i1 is S and i2 is M then o1 is B and o2 is M If i1 is S and i2 is B then o1 is B and o2 is S If i1 is M and i2 is S then o1 is M and o2 is B If i1 is M and i2 is M then o1 is M and o2 is M If i1 is M and i2 is B then o1 is M and o2 is S If i1 is B and i2 is S then o1 is S and o2 is B If i1 is B and i2 is M then o1 is S and o2 is M If i1 is B and i2 is B then o1 is S and o2 is S
The linguistic values S, M, and B can be substituted by the integers 1, 2 and 3, respectively. In this case, the rule base can be presented by the following Boolean matrix: A three-input-three-output fuzzy system is considered whereby the inputs i1, i2, i3 and the outputs o1, o2, o3 can take the linguistic values S (small) and B (big). This system is described by the following rule base:
If i1 is S and i2 is S and i3 is S then o1 is B and o2 is B and o3 is B (16)
If i1 is S and i2 is S and i3 is B then o1 is B and o2 is B and o3 is S If i1 is S and i2 is B and i3 is S then o1 is B and o2 is S and o3 is B If i1 is S and i2 is B and i3 is B then o1 is B and o2 is S and o3 is S If i1 is B and i2 is S and i3 is S then o1 is S and o2 is B and o3 is B If i1 is B and i2 is S and i3 is B then o1 is S and o2 is B and o3 is S If i1 is B and i2 is B and i3 is S then o1 is S and o2 is S and o3 is B If i1 is B and i2 is B and i3 is B then o1 is S and o2 is S and o3 is S
The linguistic values S and B can be substituted by the integers 1 and 2, respectively. In this case, the rule base can be presented by the following Boolean matrix: 
Formal Manipulation of Fuzzy Systems
Fuzzy systems can be manipulated formally using Boolean matrices. In this case, pairs of individual rule bases in a multiple rule based fuzzy system can be merged either horizontally, vertically or with respect to common inputs. The specific type of manipulation is chosen on the basis of the location of the corresponding rule bases with respect to each other. The remaining part of this section describes in detail three different methods for formal manipulation of fuzzy rule bases.
The process of merging two fuzzy rule bases in sequence into a single fuzzy rule base is called 'horizontal merging' and it is shown in Figure 1 . base has n2 outputs taking y2 linguistic values each, then the Boolean matrix for the product rule base will have x1 m1 rows and y2 n2 columns, i.e. it will have x1 m1 . y2 n2 elements. Table 3 below shows in a simplified context how the number of elements in the Boolean matrix for the product rule base in horizontal merging increases with the increase of the number of inputs to the first operand rule base, the number of outputs from the second operand rule base and the number of linguistic values that these inputs and outputs can take. The application of the horizontal composition operation to Boolean matrices is described by Algorithm 2 and illustrated by Example 4.
Algorithm 2:
1. Label the rows of the product matrix with the row labels vips, p=1,..,m, s=1,..,r from the first operand matrix.
2. Label the columns of the product matrix with the column labels voqs, q=1,..,n, s=1,..,r from the second operand matrix.
3. Set each element of the product matrix equal to 1 or 0 by mapping it from the corresponding row in the first operand matrix and the corresponding column in the second operand matrix, as described in step 4.
4. Find the product matrix by multiplying the operand matrices using the operations for 'addition' and 'multiplication' of elements, as defined by Equations (4)-(11).
Example 4:
The operand rule bases RB1 and RB2 are presented by the following Boolean matrices:
RB2: z1/o1 1 2 3
The horizontal merging of RB1 and RB2 into a product rule base RB will be denoted by RB1*RB2=RB where RB will be presented by the following Boolean matrix:
The process of merging two fuzzy rule bases in parallel into a single fuzzy rule base is called 'vertical merging' and it is shown in Figure 2 . elements. Table 4 The application of the vertical composition operation to Boolean matrices is described by 5. Go through all the elements of the operand matrices and set each element of the product matrix equal to 1 or 0, as described in steps 6 and 7.
6. If an element of the product matrix is mapped from a pair of non-zero elements in the product matrices, set this element equal to 1 in accordance with Equations (8)- (11). 7. If an element of the product matrix is mapped from a pair of elements in the product matrices at least one of which is zero, set this element equal to 0 in accordance with
Equations (8)- (11).
Example 5:
RB2: i2/o2 1 2 3
The vertical merging of RB1 and RB2 into a product rule base RB will be denoted by RB1+RB2=RB where RB will be presented by the following Boolean matrix: The application of the output composition operation to Boolean matrices is described by Algorithm 4 and illustrated by Example 6.
Algorithm 4:
1. Label the rows of the product matrix with the common row labels vips, p=1,..,m, s=1,..,r of the two operand matrices.
2. Label the columns of the product matrix with the sorted permutations of the column labels voqs, q=1,..,n, s=1,..,r of the two operand matrices.
3. Go through all the elements of the operand matrices and set each element of the product matrix equal to 1 or 0, as described in steps 4 and 5.
4. If an element of the product matrix is mapped from two non-zero elements in the operand matrices, set this element equal to 1 in accordance with Equations (8)- (11).
5. If an element of the product matrix is mapped from two elements in the operand matrices such that at least one of them is zero, set this element equal to 0 in accordance with
Example 6:
RB2:
i1/o2 1 2 3
The output merging of RB1 and RB2 into a product rule base RB will be denoted by RB1;RB2=RB where RB will be presented by the following Boolean matrix: 
Formal Transformation of Fuzzy Systems
Fuzzy systems can be transformed formally using Boolean matrices. In this case, three or more individual rule bases in a multiple rule based fuzzy system can be merged either horizontally, vertically or with respect to common inputs. The specific type of manipulation is chosen on the basis of the location of the corresponding rule bases with respect to each other. The remaining part of this section describes in detail three different methods for formal transformation of fuzzy rule bases.
As all three merging operations are associative, it is possible to change the order of operations on three or more operand rule bases in the case of repetitive merging. Therefore, the changing of the order of operations for any three or more operand rule bases will not affect the product rule base.
The associativity property of the horizontal composition operation is illustrated by Example 7.
Example 7:
The rule bases in sequence RB1, RB2 and RB3 are presented by the Boolean matrices in
Equations (27)- (29) . 
The associativity of horizontal merging of rule bases RB1, RB2 and RB3 is described by Figure 4 and Equation (30) . In this case, the horizontal merging of rule bases RB1, RB2 and RB3 from left to right will give the same result as their horizontal merging from right to left and the product rule base will be presented by the following Boolean matrix:
The associativity property of the vertical composition operation is illustrated by Example 8. The rule bases in parallel RB1, RB2 and RB3 are presented by the Boolean matrices in
Equations (32)- (34) .
RB1:
i1/o1 1 2
RB3:
The associativity of vertical merging of rule bases RB1, RB2 and RB3 is described by Figure 5 and Equation (35) . The associativity property of the output composition operation is illustrated by Example 9.
Example 9:
The rule bases in parallel RB1, RB2 and RB3 are presented by the Boolean matrices in
Equations (37)-(39).
RB1:
i/o1 1 2
The associativity of vertical merging of rule bases RB1, RB2 and RB3 is described by Figure 6 and Equation (40). 
Application to Feedforward Fuzzy Systems
The proposed complexity management methodology is applied to the modelling of a feedforward fuzzy system with four rule bases and is evaluated comparatively in terms of model transparency. This type of system is like an initial fuzzy network that is shown in Figure 7 . The connections between the rule bases in the initial fuzzy network are presented by a similar grid structure as follows:
level/layer layer 1 layer 2
The feedforward connections o12=i41 and o31=i22 in the initial fuzzy network are crossing their paths in a complex way. In this case, it is not possible to merge horizontally the rule bases in the first layer RB1 and RB3 with the rule bases in the second layer RB1 and RB3.
Therefore, it is necessary to convert the initial fuzzy network into a final fuzzy network with no crossing of the connections. Algorithm 5 describes the process of this conversion.
Algorithm 5:
1. Find rule bases RB11 and RB12 such that RB1 = RB11;RB12.
2. Find rule bases RB31 and RB32 such that RB3 = RB31;RB32.
3. Find a rule base RBE1 such that (RB11+RB31)*RB2 = RBE1.
4. Find a rule base RBE2 such that (RB12+RB32)*RB4 = RBE2.
5. Find the rule base RBE such that RBE1;RBE2 = RBE.
In the above algorithm, RBE is the equivalent rule base for the initial fuzzy network from Equations (42)-(43) whereas RBE1 and RBE1 are the equivalent rule bases for the two fuzzy sub-networks of the final fuzzy network that is shown in Figure 8 . In particular, steps 1-2 illustrate the output merging of the two pairs of rule bases (RB11, RB12) and (RB31, RB32) from the final network into the rule bases RB1 and RB3 from the initial network, respectively. The feedforward connections o12=i41 and o31=i22 in the final fuzzy network are crossing their paths in a simple way. In this case, it is possible to merge vertically the rule bases in each of the two pairs of rule bases in the first layer (RB11, RB31), (RB12, RB32) and then to merge the two product rule bases (RB11+RB31), (RB12+RB32) horizontally with the rule bases in the second layer RB2 and RB4, respectively, in accordance with steps 3-4 in Algorithm 5. It is also possible to merge the outputs of the equivalent rule bases RBE1 and RBE2 for the two fuzzy sub-networks of the final fuzzy network into an equivalent rule base RBE for the initial fuzzy network in accordance with step 5 in Algorithm 5.
The proposed complexity management methodology is evaluated comparatively in terms of model transparency for the initial and the final fuzzy network. These two fuzzy network models are also compared to a general fuzzy system model that represents the current complexity reduction methodology.
The model transparency index used is given by the formula
where s is the number of subsystems, z is the number of connections, m is the number of inputs and n is the number of outputs. The formula implies that the model transparency increases with the increase in the number of subsystems and connections or with the decrease in the number of inputs and outputs.
The transparency figures obtained for the fuzzy system, the initial fuzzy network and the final fuzzy network are 0.25, 2.00 and 2.50, respectively. This shows that the two fuzzy networks are between 8 and 10 times superior to the fuzzy system in terms of modelling transparency and capability for reducing qualitative complexity. For more complex cases, this superiority would be even bigger as the number of subsystems and connections usually increases more significantly in comparison to the increase of the number of inputs and outputs, i.e. the numerator in Equation (46) grows at a higher rate than the denominator. 
Conclusion
The proposed complexity management methodology for feedforward fuzzy rule based systems improves the transparency of the models used. This allows the structure of a fairly complex process in terms of interacting sub-processes to be reflected explicitly in the model.
As a result, any complex process can be modelled by a fuzzy network in a more transparent way than by a fuzzy system due to the better visibility inside the process. This also leads to better understanding of the modelled process.
The proposed methodology is based on formal methods for presentation, manipulation and transformation of fuzzy rule bases. These methods make use of Boolean matrices for formal presentation of rule bases, binary merging operations for formal manipulation of rule bases and repetitive merging operations for formal transformation of rule bases.
The proposed methodology is illustrated for feedforward fuzzy networks with a fairly small number of sub-networks, connections, inputs and outputs. However, it can be easily extended to feedback fuzzy networks with an arbitrarily large number of sub-networks, connections, inputs and outputs. In this case, all binary merging operations presented can be applied repetitively in a flexible way by using the associativity property. This would lead only to a linear increase of the associated quantitative complexity.
