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Abstract 
Biological surveys and environmental impact assessments are central to the successful 
conservation of biodiversity.  The default assumption of many environmental impact assessments 
is that a species that is present at a site will be detected during a survey of that site.  However 
there is now evidence that a range of species have detection probabilities of less than one during 
biological surveys.  Failure of biodiversity conservation policies to recognise this fact may lead to 
poor management decisions and an increased risk of extinction, and there is a need for 
conservation policy to acknowledge imperfect detection in biological surveys and to address this 
through the specification of survey requirements.  A number of methods exist for characterising 
species’ detectability and determining the number of repeat visits to a site necessary to ensure an 
acceptably high probability that a resident species will be detected.  However, no such method 
exists for determining the survey duration necessary in a single visit to ensure a reasonable 
probability of detecting a plant species that is present at a site. 
In this thesis a new method for estimating the time required to detect a plant species during a 
flora survey is proposed.  This method is based on failure time, or survival analysis techniques.  
Although these techniques have a long history of use in the medical and engineering fields, some 
modification is needed in order to apply them to plant detectability problems.  The estimating 
capacity of the modified detection time model is tested in a number of simulation studies.  The 
exponential detection time model presented in this study is demonstrated to be a reliable 
estimator of the average time to detection of a plant species under a range of simulated scenarios.  
However, the model produces biased estimates when the underlying detection times are not 
distributed exponentially and where the occupancy rate of the species is low. 
Two groups of plant species for which estimates of detectability are of interest are threatened 
species and invasive weeds.  The consequences of failing to detect these species during a 
biological survey may potentially be very high.  Erroneously assuming that a threatened species is 
absent from a site may increase the risk of local extinction for that species, and failing to detect 
an invasive weed can incur significant economic and environmental costs.  Using the exponential 
detection time model introduced in this thesis, the detectability of two threatened plant species 
(Pimelea spinescens and Dianella amoena) and two invasive weeds (Nassella neesiana and N. trichotoma) 
are investigated.  Data was collected in a multi-site, multi-observer field study in Western (Basalt) 
Plains Grassland, a threatened vegetation community located on the western fringes of 
Melbourne, Australia.  
xx 
Imperfect detection is demonstrated for all four species.  Even at sites where the species are 
known to exist, detection rates range from 0.46 to 0.86.  On average, detection rates are lower for 
the threatened species than for the invasive species studied.  A number of observer and 
environmental factors that influence detectability of these species are identified.  In particular, it 
is demonstrated that the experience of the observer influences detection, with experienced 
observers detecting each species more quickly than their less experienced counterparts.  Other 
variables that affect detectability include the search method used and the cover of the dominant 
grass species at the site.  Temporal variation in detection rates is also evident. 
Under conditions considered favourable for detecting the species investigated in this study, 
predicted average detection times range from 26 (P. spinescens) to 41 (D. amoena) minutes per 
hectare.  Under these conditions, estimates of the survey effort required to achieve a probability 
of 0.80 that the target species will be detected if it is present are between 42 and 66 minutes per 
hectare.  These figures increase to between one and two hours if a 0.95 probability of detection is 
required.  As with other detectability studies, the findings of this research demonstrate that the 
survey effort required to detect these species increases substantially under suboptimal survey 
conditions. 
There are many threatened and invasive species and it is unlikely that detection time models can 
be built for them all in the short term.  Here it is proposed that, in the absence of a species-
specific estimate of detectability, it may be useful to utilise what is known about the detectability 
of similar species.  A multi-species model is developed that characterises the average time to 
detection of Western (Basalt) Plains Grassland species according to plant traits and 
characteristics.  Variables shown to influence detectability in this model include factors relating 
the lifeform and rarity of the plant, its flower and leaf characteristics and whether it is native or 
exotic.  While not being able to provide precise and accurate estimates of individual species’ 
detection probabilities, this model may be used to bound survey effort requirements where no 
other information exists. 
The findings of this thesis have important implications for conservation policy and practice in 
Australia and internationally.  In particular, they may be used to inform survey recommendations, 
including minimum survey effort requirements, for environmental impact assessments and weed 
surveillance.  A number of recommendations for a more effective handling of imperfect 
detection in conservation policy are made. 
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Plate 1.1  Western (Basalt) Plains Grassland, Laverton, 2006 
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1.1 Uncertainty as a Challenge to Conservation 
It is now estimated that current extinction rates are 100 to 1000 times higher than the natural 
‘background’ levels of extinction and that as many as 30% of the world’s species are considered 
threatened (Wilson, 2001; Lindenmayer, 2007).  In recognition of the seriousness of the issue, 
168 nations are now signatory to the Convention on Biological Diversity, a legally-binding 
document that outlines commitments for maintaining biodiversity and ecological systems 
(Secretariate of the Convention on Biological Diversity, 2009).  Signatories to the Convention are 
required, among other things, to “promote the protection of ecosystems, natural habitats and the 
maintenance of viable populations of species in natural surroundings” and “prevent the 
introduction of, control or eradicate those alien species which threaten ecosystems, habitats or 
species” (Articles 8d and 8h, Secretariat of the Convention on Biological Diversity, 2001: p. 7) 
through the integration of biodiversity conservation into relevant programs and policies. 
A key challenge for biodiversity conservation is dealing with ecological uncertainty.  Ecological 
research produces outputs that are notoriously uncertain.  This uncertainty may be a result of 
natural variation in the system, limitations associated with analytical tools or equipment, or a 
simple lack of information (data) on the study system (See Regan et al (2002)).  Unfortunately, 
there is real evidence to suggest that ecological uncertainty contributes to a problematic 
disconnect between conservation science and the implementation of conservation policy (Knight 
et al., 2006; Srebotnjak, 2007).  This uncertainty is not consistent with demands for certainty 
within land use planning systems (Gleeson and Low, 2000) and creates problems for decision-
makers and scientists trying predict environmental impacts (Regan et al., 2002; Burgman, 2005).  
Scientific uncertainty presents a number of obstacles to threatened species management and 
biodiversity conservation, including an incomplete knowledge and understanding of the 
ecological relationships between the species and their environment (Nichols et al., 1995), 
uncertainty about the impact of an action on the environment (Buckley, 1991; Jones, 2007), 
doubt surrounding the veracity of threatened species lists (Burgman, 2002; Prato, 2005) and 
uncertainty regarding the presence of a species at a site (McArdle, 1990; Kery and Schmid, 2004; 
Wintle et al., 2004).  While there have been attempts to address issues of scientific uncertainty and 
incorporate these ideas into environmental legislation through the introduction of concepts such 
as the Precautionary Principle (Peel, 2005) and adaptive management (Walters, 1986; Wilhere, 
2002), it remains a problem for environmental regulation (Jones, 2007).   
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1.1.1 Imperfect Detectability as a source of Uncertainty 
One important element of ecological uncertainty in biodiversity conservation is imperfect 
detectability during biological surveys.  Environmental impact assessments are key to the success 
of conservation strategies and policies, ensuring that human activities do not result in significant 
or unacceptable environmental damage (Thomas and Elliott, 2005).  In the context of threatened 
species and biodiversity conservation, assessing the potential impact of a proposed action will 
usually involve a biological survey, in which the flora and fauna at a site is identified and assessed.  
It is the default assumption of many environmental impact assessments that a species that is 
present at a site will be detected during a biological survey of that site (Kery and Schmid, 2004; 
Wintle et al., 2005b).  However, a significant body of evidence now suggests that this is rarely the 
case (Read and Moseby, 2001; Field et al., 2002; Kery, 2002; Kery and Gregg, 2003; Slade et al., 
2003; Bailey et al., 2004; de Solla et al., 2005; Wintle et al., 2005b; MacKenzie et al., 2006).  In any 
biological survey, there is a possibility that a species that occupies a site will not be detected 
during a survey of that site.  In other words, that species has a detection probability of less than 
one.   
Issues of detectability are rarely recognised or considered in threatened species regulations.  In 
addition, the burden of proof does not often rest with the proponent to show that a proposed 
action will not have an impact on the environment.  Instead, it rests with the regulatory authority 
or interested third party to prove that the action is likely to have an impact (Possingham et al., 
2002).  It is rare for authorities to specify standards for the survey effort that must be achieved 
during flora and fauna surveys or to require the level of uncertainty in results to be reported.  
Hence, those conducting the surveys are not required to sample in a way that minimizes the 
chances of recording false absences or to report on the statistical reliability of absence 
observations.   
There is a need to investigate and quantify the detection probabilities of species during flora and 
fauna surveys and to incorporate this information into environmental impact assessment 
guidelines and threatened species regulations.  In this chapter, I introduce the concept of 
imperfect detectability and discuss the implications of this uncertainty for conservation policy.  
Following this, I describe the methods that have been used to deal with imperfect detectability 
during biological surveys and present a review of detectability studies for a range of plants and 
animals.  This chapter concludes with a brief description of biodiversity conservation policy and 
the challenges to conservation in Australia, followed by an outline of this thesis. 
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1.2 Issues of Imperfect Detectability 
1.2.1 What is imperfect detectability? 
In any ecological survey, there is a possibility that the observer will fail to detect a species that is 
present at a particular survey location.  Such observations are known as false absences (or false 
negatives).  The probability that a false absence (FA) will arise in a single survey single survey is 
defined as: 
Pr(FA) = 1 – d, 
where d is the single-visit detection probability of the particular species (Wintle et al., 2005b).  The 
parameter d may be thought of as the probability of a ‘true positive’ observation for any given 
visit to a survey location that is occupied by the species of interest.  The detectability of flora and 
fauna species is determined by a number of factors that vary between species.  Research into the 
detectability of fauna species has shown that it is possible to quantify the rate of false absences 
when conducting surveys under a range of different survey conditions and that detection 
probabilities of less than one are not uncommon (Read and Moseby, 2001; Field et al., 2002; 
Kery, 2002; Bailey et al., 2004; de Solla et al., 2005; Wintle et al., 2005b; MacKenzie et al., 2006).  
Similarly, perfect detectability cannot be assumed during flora surveys (Kery and Gregg, 2003). 
 
1.2.2 Why is imperfect detectability a problem? 
Failure to acknowledge or account for imperfect detectability may have a number of implications.  
In demographic studies of populations of species, imperfect detectability can introduce bias in 
statistics such as abundance, recruitment and mortality and lead to misleading conclusions about 
the state of the population (Kery and Gregg, 2003; Slade et al., 2003).  Similarly, failing to account 
for detectability during monitoring and occupancy studies can lead to underestimates of site 
occupancy, biased estimates of local colonisation and extinction and an inability to accurately 
detect spatial population trends (MacKenzie et al., 2002; MacKenzie et al., 2005; Vittoz and 
Guisan, 2007).  By erroneously assuming that failing to observe a species at a site is equivalent to 
the absence of the species from that site, conservation managers may fail to recognise the need 
for conservation measures, or enact conservation strategies that are inadequate to manage or 
protect the species (Kery, 2002; MacKenzie et al., 2005; Wintle et al., 2005b).  Finally, failure to 
acknowledge imperfect detectability may lead to increased risk of local extinction of a threatened 
species (Kery, 2002; Wintle et al., 2005b). 
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1.2.3. How can we deal with imperfect detectability? 
Historically, imperfect detectability of plants and animals during ecological surveys has been 
largely ignored or unrealised (Stauffer et al., 2002).  In 1990, McArdle raised the issue in the 
context of determining when a rare species was truly absent from a site.  Acknowledgement of 
the issue is surprisingly recent, considering that environmental impact assessment processes were 
formalised in legislation - such as the United States of America’s National Environmental Policy Act 
1970 and Australia’s Environment Protection (Impact of Proposals) Act 1974 - in the 1970s (Thomas and 
Elliott, 2005).  Now that the risks associated with failing to account for imperfect detectability are 
better understood, it is no longer defensible to fail to acknowledge this issue. 
Allowances may be made for imperfect detectability by increasing survey effort or using more 
caution in the interpretation of results.  The success of this approach relies on the ability of 
botanists and other experts to accurately estimate the scale of the detectability issue and the 
increase in survey effort required to offset any decrease in the probability that the species will be 
detected.  However, biases are known to occur in expert judgment, which may be a result of the 
way in which a question is framed, political or other distorting influences, or expert 
overconfidence (Burgman, 2004).  In a study of the survey effort required to detect 95% of the 
perennial, vascular plant species in a patch of sclerophyll forest, 16 out of 22 botanists surveyed 
underestimated the necessary survey effort - most of them substantially so (Baran, 2001). 
An alternative, but more data-intensive, approach is to explicitly model the probability of 
detecting a species during an ecological survey in relation to environmental and observer 
covariates.  A number of methods now exist for estimating detectability for a range of plant and 
animal species.  These are discussed in the following section. 
 
1.3 Estimating Detection Probabilities 
A range of statistical methods exist that either account for or estimate the probability of detecting 
a species during ecological surveys.  Three broad groups of models – mark-recapture, N-mixture 
and zero-inflated binomial models – are described here. 
1.3.1 Mark-Recapture & Occupancy Models  
Mark-recapture (or capture-recapture) models enable the estimation of population abundance 
from individual presence/absence data collected during multiple survey occasions (Otis et al., 
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1978).  Each time an individual is ‘captured’, it is marked and returned to its population.  On 
subsequent surveys, the proportion of marked individuals in the captured sample can be used to 
estimate the probability of capture (probability of detection) and make inference about the true 
population size.  For example, if the proportion of recaptured individuals is low, capture 
probability is assumed to be low and population size is assumed to be much larger than the 
marked sample (Alexander et al., 1997).   Mark-recapture models have been shown to be useful in 
demographic studies concerned with estimating the population abundance, survival rates and 
individual detection probabilities of animals and, more recently, plants (Otis et al., 1978; Lebreton 
et al., 1992; Alexander et al., 1997; Shefferson et al., 2001; Slade et al., 2003; Bailey et al., 2004; 
Alexander et al., 2009).  The application of the mark-recapture technique to plant populations 
involves conducting multiple surveys over a number of occasions and marking each observed 
individual with a tag or distinguishing feature.  The proportion of ‘tagged’ individuals can then be 
used to estimate the true population size, as in animal studies (Alexander et al., 1997). 
MacKenzie et al. (2002) and MacKenzie et al. (2003) describe a method for estimating the 
probability that a species occupies a site that parallels the methods of mark-recapture modelling.  
Under this model, the detection history of a species over multiple visits to a number of sites is 
used to estimate the detection probability of the species (denoted p) and the probability that each 
site is occupied by the species (denoted φ).  This model is equivalent to the zero-inflated binomial 
model (see below) under particular assumptions about variability in occupancy and detectability 
probabilities relating to environmental and observer covariates. 
1.3.2 N-mixture Models 
N-mixture models are similar to mark-recapture models in that they produce estimates of 
abundance from data collected during repeat surveys.  These models simultaneously model the 
probability of detection of individuals within a population and the abundance of the population 
(Royle, 2004).  However, where mark-recapture models estimate site-specific abundance from 
individual presence/absence data, N-mixture models estimate the average abundance over a 
number of locations from point count data.  N-mixture models assume that the observed 
number of individuals at site ,  , can be viewed as binomial random variables: 
~Binomial, , (1.1) 
where  is the true abundance of the species at site , and  is the individual probability of 
detection.   is assumed to have been drawn from a prior distribution, such as the Poisson, 
which has a mean and standard deviation equal to : 
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 ~ Poisson (1.2) 
Covariate effects on  and  can then be modelled according to: 
log        , 
logit      !  ! , 
(1.3) 
(1.4) 
where  and ! are  covariates at site  for the prior mean, , and detection probability, , 
respectively (Royle, 2004; Royle et al., 2005). 
Application of N-mixture models to field data has been demonstrated by Royle (2004), Royle and 
Link (2005), Royle et al. (2005) and Joseph et al. (2009). 
1.3.3 Zero-Inflated Binomial Models 
Zero-inflated binomial (ZIB) modelling methods were described by Hall (2000) and are useful for 
modelling upper-bounded count data with excess zeros, which are common in occupancy 
surveys.  In fitting ZIB models to data collected for birds and arboreal mammals in Australia, 
Tyre et al. (2003) and Wintle et al. (Wintle et al., 2005b) describe species detection as a realisation 
of two binomial processes: occupancy and detection.  In these models,  is the probability that 
the site is occupied by the species over a relatively long time period, and " is the probability that 
the species is detected in a particular visit (or survey) to a site at which it is present.  The ZIB 
model is a finite mixture distribution describing the outcome of these two processes over a 
survey period of 2, 3, … , # visits (Hall, 2000).  When the species is present at the site and 
detected, the number of observations is drawn from a binomial distribution.  However, there are 
two possible explanations when a species is not detected in # visits to the site.  Either the species 
is truly absent from the site or it is present but remains undetected in all visits (Wintle et al., 
2005b).  Given that a true absence occurs with probability 1 %  and the probability of failing to 
detect a resident species in all # visits is 1 % "&, the ZIB model is given as (Wintle et al., 
2005b): 
Pr()  0+   1 %   1 % "&,                    
Pr()  ,+    -#,."
&1 % "&/0,     , 1 1 
 
(1.5) 
where , is the number of detections in # visits to a site, and  and " are as above.  The effect of 
covariates on  and " can be modelled using the logit link (Agresti, 1996: Eq. 1.4).   
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Application of ZIB models for estimating detection probabilities of bird and animal species is 
demonstrated by Tyre et al. (2003) and Wintle et al. (2005b). 
1.3.4 Existing Detectability Studies 
Numerous studies have investigated the detectability of a range of flora and fauna around the 
world.  In many of these studies, estimates of the probability of detecting species in a single visit 
to a site are presented, as well as factors that influence probability of detection.  A summary of 
existing detectability studies is presented in Table 1.1. 
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Table 1.1. A summary of studies that estimate detection probabilities or account for imperfect detection when determining appropriate survey effort for a number of flora and 
fauna species. 
Taxa & Location Reference Analysis Detection Estimates 
Factors that Influence 
Detection 
Amphibians 
Forest-dwelling 
frogs, 
Southeast 
Queensland, 
Australia 
(Parris et al., 
1999) 
 
 
 
 
 
 
(Tyre et al., 
2003) 
The performance of three sampling techniques (nocturnal 
stream searches, pitfall traps and tape recording was 
compared.  Survey data was used to estimate the probability 
of not detecting a species at a site in one night of survey and, 
subsequently to determine the number of nights of survey 
necessary to yield a small probability (< 0.05) that a false 
absence will be recorded for that species. 
 
Tyre et al. (2003) subsequently used ZIB models to estimate 
the single-visit detection probability, d, for two species 
(great-barred frog, Mixophyes fasciolatus, and cascade 
treefrog, Litoria pearsoniana). 
On average, four nights of survey are required 
to detect the full range of amphibian species 
at a site using stream searches. 
 
 
 
 
 
Estimates of d for the great barred frog were 
0.41 (nocturnal searches) and 0.34 (call 
recorder).  For the cascade treefrog, 
estimates of d were 0.51 (nocturnal searches) 
and 0.50 (call recorder). 
Sampling technique 
 
Anurans 
Maryland 
Wetlands, USA 
(MacKenzie et 
al., 2002) 
Analysis was performed on two species over 29 sites. 
Observations of presence were noted as detected, and no 
recorded observation as undetected. This paper introduces 
the occupancy model described in Section 1.3.1 occupancy 
rate, Ψ, when detection probability <1. 
 
Detection probability, d < 1 (American toad) 
 
 
Temperature 
Terrestrial 
salamanders. 
Great Smoky 
Mountains 
National Park, 
USA. 
(Bailey et al., 
2004) 
Single-visit detection probability, p, and the proportion of 
sites occupied, Ψ, estimated using PRESENCE computer 
package 
(see www.mbr-psrc.usgs.gov/software/presence.html). 
Species detection probabilities, d, varied 
between 0.3 and 0.9. 
 
 
Time 
Space 
Sampling method 
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Table 1.1. Continued 
Taxa & Location Reference Analysis Detection Estimates 
Factors that Influence 
Detection 
Anurans, 
Ontario, Canada 
(de Solla et al., 
2005) 
Data from the Ontario Backyard Frog survey were resampled 
and a simulation conducted to determine species richness 
and detectability. From this, the minimum sampling effort 
required to adequately detect frog communities was 
determined 
Detection rates ranged from 0.60 (northern 
leopard frog) to 0.90 (spring peepers). 
 
12 and 24 randomly sampled nights were 
required to detect 80% and 90% of anuran 
species richness, respectively. 
 
Birds 
Birds,  
USA 
(Boulinier et al., 
1998) 
Capture-recapture models were used to estimate the 
detection probabilities of birds across four states, and to 
investigate the effect of detectability on species richness 
estimates. 
 
For details of the CAPTURE computer program used in this 
study see (Rexstad and Burnham, 1991) 
Overall average species detectability varied 
across states from 0.71 to 0.82. 
 
Observer experience 
Marbled Murrelet, 
Brachyramphus 
marmoratus, 
California, USA 
(Stauffer et al., 
2002; Stauffer 
et al., 2004) 
Analysis was undertaken using presence-absence data from 
over 3,200 visits to 863 sites between 1992 and 1997. 
Estimates of occupancy, P, and detection probability, d, were 
obtained using an adjusted binomial model. 
Estimates of single-visit detection probability, 
d, ranged from 0.29 to 0.86. 
 
 
 
Woodland birds, 
Mt Lofty Ranges, 
Australia 
(Tyre et al., 
2003) 
Zero-inflated binomial (ZIB) models were used to estimate d, 
the single-visit detection probability, and p, the probability of 
occupancy for each species. 
 
Estimates of d ranged from approximately 0.3 
to 0.9 for individual bird species in the region. 
 
Owls & arboreal 
marsupials, New 
South Wales, 
Australia 
Wintle et al., 
2005) 
ZIB models were used to estimate d, the single-visit detection 
probability, and p, the probability that the species occupies 
the site.  Estimates of d can be used to determine necessary 
survey effort for detecting the species with pre-specified 
confidence. 
Estimates of the single-visit detectability 
ranged from 0.14 for the powerful owl to 0.55 
for the sugar glider. 
 
To achieve a probability of detection of 0.90 
requires 18 visits for the powerful owl and 
three visits for the sugar glider. 
Site & Weather 
variables 
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Table 1.1. Continued 
Taxa & Location Reference Analysis Detection Estimates 
Factors that Influence 
Detection 
Waterfowls, 
Sth Dakota, USA 
(Pagano and 
Arnold, 2009) 
Closed-population mark-recapture modelling as implemented 
in the program MARK (White and Burnham., 1999) to 
estimate population abundance and detection probability. 
Detection probability averaged 0.851.  
Experienced observer had detection 
probabilities from 0.866 to 0.944, compared 
to 0.537 to 0.890 for inexperienced observer. 
 
Observer experience 
Invertebrates 
Mound-spring 
invertebrates,  
Central Australia 
(Tyre et al., 
2003) 
ZIB modelling used to determine the probability that each 
species is utilising the site over a longer time period, p, and 
the probability that the species is present and detected at a 
site it utilises at the time of sampling, d. 
 
Estimates of q ranged from 0.66 (amphipod) 
to 0.96 (isopod). 
 
 
Mahoenui Giant 
Weta, New 
Zealand 
(MacKenzie et 
al., 2006) 
The probability of occupancy (ψ) and detection probability (p) 
of weta in each plot are simultaneously estimated using 
PRESENCE 2.0. Detection probability is allowed to vary by day 
and observer. 
 
PRESENCE computer software package available online at 
www.mbr-psrc.usgs.gov/software 
/presence.html 
Estimates of daily detection probabilities 
range between 0.10 and 0.69. 
 
Accounting for imperfect detectability 
resulted in estimates of occupancy that were 
30% higher than the naïve presence/absence 
occupancy estimates. 
 
Estimates suggest that false absences are 
recorded at one in five occupied plots. 
 
Mammals 
Foxes, 
Eyre Peninsula, 
South Australia 
 
(Field et al., 
2005b) 
ZIB modelling used to determine occupancy, p, and detection 
probability, d. 
 
Detection probability ranged from 0.06 to 
0.18. 
Season 
Roadside vegetation 
  
12 
Table 1.1. Continued 
Taxa & Location Reference Analysis Detection Estimates 
Factors that Influence 
Detection 
Plants 
Perennial plant, 
Mead’s Milkweed, 
Asclepias meadii), 
Central USA 
(Alexander et 
al., 1997; Slade 
et al., 2003) 
Capture-recapture and maximum likelihood analyses were 
used to determine the population size, survival and detection 
probabilities for milkweeds. Implemented in CAPTURE 
(Rexstad and Burnham, 1991) 
Estimated detection probabilities ranged 
from 0.039 (previously undetected, no burn) 
to 0.910 (previously detected, spring burn). 
 
Burn history 
Detection history 
Terrestrial orchid, 
Cleistes bifaria, 
Southeast USA 
(Kery and 
Gregg, 2003) 
Closed population capture-recapture models were used to 
estimate p, the detectability of an individual of the species, 
according to a number of observer and plant variables. 
p averaged 0.82 for vegetative plants, but was 
close to 1 for flowering plants. 
Life stage of the plant 
Shrubs & trees, 
East China 
(Chen et al., 
2009) 
Generalised linear mixed models were used to determine the 
relationship between detectability and species, observer, 
survey effort and patch size. 
Detection probabilities in occupied quadrats 
ranged from 0.09 to 0.34 on average across 
the six species. 
Detection probabilities increased to 0.95 as 
survey effort and species coverage 
approached 20% of the site 
Survey Effort 
Species abundance 
Reptiles 
Small reptiles and 
mammals, 
South Australia 
Moseby and 
Read, 2001; 
Read and 
Moseby, 2001) 
Generalised linear models were used to determine the effect 
of weather and moon phase on species capture, using data 
from the ‘Pitgrid’ site (Read and Moseby, 2001).  ANOVAs 
were used to investigate the influence of trapping period, 
number of sites and drift fences on capture rates across all 
site types (Moseby and Read, 2001). 
The optimal number of trap nights for reptiles 
is 5, with proportion of species captured 
increasing from 30% for 1 site to 73% for 10 
sites. Necessary survey effort is larger for 
mammals. 
Temperature 
Fenced vs. unfenced 
pits 
Snakes, 
France and 
Switzerland 
(Kery, 2002) The probability of detection, p for each species was 
estimated empirically using generalised linear mixed models 
based on explanatory environmental variables.  The 
minimum number of visits necessary to conclude a site is 
unoccupied calculated using McArdle’s (1990) equation. 
Estimates of p ranged from 0.09 to 0.70 
across the three species.  
 
The number of visits necessary to conclude 
absence from a site with 95% confidence 
ranged from three (p = 0.70) to 34 (p = 0.09). 
Population size 
Season 
Habitat type 
Year 
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1.4 Detectability & Survey Effort 
It is clear from the studies summarised in Table 1.1 that many species of plants and animals have 
detection probabilities of less than one; hence it is no longer acceptable for environmental impact 
assessment and other conservation policies to continue to ignore this issue (Pagano and Arnold, 
2009).  The specification of favourable survey conditions or minimum survey effort requirements 
represents a practical framework for accounting for imperfect detectability in conservation and 
environmental impact assessment policy.  By specifying minimum standards for survey effort 
under environmental impact assessments and threatened species legislation, the burden of proof 
is placed upon the proponent to demonstrate sufficient power to detect threatened species if they 
exist at a site.  Many of the studies described in Table 1.1 identified site- and occasion-specific 
covariates that influenced detectability, such as sampling technique (Parris et al., 1999), observer 
experience (Pagano and Arnold, 2009) and land management history (Alexander et al., 1997; Slade 
et al., 2003), which might be used to set desirable survey conditions for target species.   
Detectability curves may be used to determine necessary survey effort where a single-visit 
detection probability, ", has been estimated for a species.  These curves plot the probability that 
that species will be detected if it occupies the site, 2, against the number of visits made to the 
site, # (Figure 1.1: Wintle et al., 2005b): 
2  1 % 1 % "& (1.6) 
While this provides a useful way to estimate the survey effort required to detect animal species, it 
is less appropriate for determining the necessary survey effort for most plant species.  Repeat visit 
methods are designed for species that may move in and out of a site, or disappear from the site, 
over the duration of a survey period.  In such cases, it is useful to make repeat visits to the site to 
increase the overall probability of detecting a species.  For many plant species there may be no be 
advantage in increasing the number of times locations are surveyed, especially when there are 
travel costs and other overheads associated with repeat visits.  In such circumstances, the 
probability that a species is detected at a location it occupies will depend on the amount of time 
spent at the survey location.  Therefore, it may be more efficient to increase the amount of time 
spent at survey locations rather than to increase the number of times a location is surveyed 
(Brown et al., 2004).  
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Figure 1.1.  Examples of detectability curves for species with mean single visit detection probabilities of 0.13 
(+), 0.40 (×) and 0.88 (). Detectability curves enable the user to determine the probability of detecting a 
species based on the number of visits made to a site, or vice versa, to determine how many visits to a site are 
needed to achieve a reasonable probability of detecting the species if it is present at the site. For example, for a 
species with a single visit detection probability of 0.13, 12 visits must be made to the site to achieve a 
probability of detection of 0.80.  To achieve a 0.95 probability of detection the species if it is present at the site, 
22 or more visits are required.  For a species that has a single visit detection probability of 0.88, the same 
certainty of detection can be achieved in one and two visits respectively. 
 
 
A number of important plant detectability studies are documented in the literature (see Alexander 
et al., 1997; Shefferson et al., 2001; Kery and Gregg, 2003; Slade et al., 2003; Bailey et al., 2004; 
Brown et al., 2004), however none offer methods to determine the time spent at a survey location 
necessary to be reasonably certain of detecting a plant species that is present at a site.  A new 
method is required to estimate the amount of survey time required to achieve a pre-specified 
confidence that a plant species will be detected at a site if it is present.   
In this thesis, I propose a new method for estimating the time necessary to detect a plant species 
during a flora survey.  The models presented in this thesis are constructed in WinBUGS, a 
Bayesian statistical analysis package.  I use the Western (Basalt) Plains Grassland community as a 
case study ecosystem throughout.  This is a nationally threatened ecosystem located in the urban 
fringe areas to the west of Melbourne, one of Australia’s largest cities.  A brief description of 
biodiversity conservation policy in Australia is therefore provided below, followed by an 
introduction to the philosophy underlying Bayesian statistics.  Finally, an outline of this thesis 
concludes the chapter. 
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1.5 Conservation Policy in Australia 
In Australia, the number of extinctions per capita is higher than any other country on earth 
(Lindenmayer, 2007), and there are currently 370 animal species, 1,276 plant species and 46 
ecological communities considered to be nationally-threatened (See DEWHA, 2009e).  Current 
threats to biodiversity in Australia include land clearing, poor natural resource management, land 
degradation and salinity, introduced species, altered fire regimes, climate change and urbanisation 
(Lindenmayer, 2007).  Australia is a signatory to the Convention on Biological Diversity, and has 
therefore pledged to protect threatened species.  The primary mechanism for protecting 
biodiversity in Australia is the Federal Environment Protection and Biodiversity Conservation (EPBC) Act 
1999.  The objectives of the EPBC Act are to:  
 provide for the protection of the environment, especially matters of national environmental significance; 
 conserve Australian biodiversity; 
 provide a streamlined national environmental assessment and approvals process; 
 enhance the protection and management of important natural and cultural places; 
 control the international movement of wildlife, wildlife specimens and products made or derived from wildlife; 
and 
 promote ecologically sustainable development through the conservation and ecologically sustainable use of 
natural resources (Australian Government, 2007a), 
where matters of national environmental significance are: World Heritage properties; National 
Heritage places; wetlands of international significance; threatened species and ecological 
communities; migratory species; Commonwealth marine areas; and nuclear actions (including 
Uranium mining) (Australian Government, 2007a). 
Under the EPBC Act, any person who wishes to undertake an action that may have a significant 
impact on a matter of national environmental significance (such as a threatened species) must 
seek and attain government approval.  Assessment decisions about proposed actions are 
ultimately made by the Federal Minister for the Environment and, as such, the EPBC Act is 
critical for the implementation of environmental impact assessment processes at the national 
level.   
In addition to the Federal EPBC Act, a number of threatened species and biodiversity 
conservation policies and legislation are in place at the State level in Australia, including Victoria’s 
Flora and Fauna Guarantee (FFG) Act 1988, and New South Wales’ Threatened Species Conservation Act 
1995.   
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1.5.1 Limitations to Biodiversity Conservation Policy 
There is evidence to suggest that important pieces of conservation legislation in Australia and 
internationally are failing to meet their environmental potential, despite clear objectives for the 
promotion of biodiversity conservation (Walker, 2003; Macintosh and Wilkinson, 2005; Ferraro et 
al., 2007).  Without jurisdiction over actions that might affect threatened flora on private land, the 
Victorian FFG Act has limited power to protect biodiversity, and it has been labelled a ‘toothless’ 
piece of conservation legislation (Walker, 2003).  There is also concern that the Federal 
Government has demonstrated a reluctance to harness the full power of the EPBC Act.  To date, 
of the 2,696 referrals received since the enactment of the EPBC Act in 2000, the formal 
assessment process was deemed necessary for only 603.  Of these, total of just 249 approval 
decisions have been handed down, and in only seven instances have the Government not granted 
approval (DEWHA, 2008a).  Furthermore, the vast majority of decisions are made based solely 
on the preliminary documentation provided in the initial referral, despite the fact that more 
rigorous assessment procedures are available (DEWHA, 2008a).  Such statistics have led analysts 
to question the strength of the assessment and approval process of the EPBC Act (Macintosh, 
2004; Godden and Peel, 2007).  Suggestions for improvement to the Act have included the 
introduction of more rigid decision guidelines (Macintosh and Wilkinson, 2005) and an increase 
in resources available for assessment and enforcement (The Senate Standing Committee on 
Environment; Communications and the Arts, 2009).  Minimum survey effort requirements may 
provide an important mechanism for developing a more rigid and transparent assessment process 
under threatened species legislation and other biodiversity conservation policy. 
Concern regarding the success and implementation of threatened species policy is not limited to 
Australia.  In the United States of America, for example, it has been argued by some that the low 
incidence of delisting of threatened species under the Endangered Species Act indicates a failure 
of that legislation to protect threatened species (Ferraro et al., 2007).  It has also been suggested 
that the Endangered Species Act has limited ability to conserve species on private land (Polasky 
and Doremus, 1998), and that the way in which science is used to inform recovery plans for listed 
species should be improved (Clark et al., 2002).  In addition, there are doubts regarding the ability 
of conservation and other protected areas, set up as part of national biodiversity strategies, to 
provide protection for threatened plant species in Spain and Finland (Laguna et al., 2004; Vähä-
Piikkiö et al., 2004).   
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1.5.2 Biodiversity Conservation in the Urban Fringe 
The challenges to biodiversity and threatened species conservation are particularly evident in 
urban and peri-urban regions.  Over the last one hundred years, cities around the world have 
dramatically increased in size (Global Urban Observatory and Statistics Unit, 1999).  Impacts of 
this urban expansion on the natural environment include the loss of natural habitats and 
fragmentation of the landscape, introduction of pests and weeds, modification and pollution of 
natural waterways and increased roads and traffic (Bekessy and Gordon, 2007).  Urban and peri-
urban areas are generally located in regions of regular rainfall and fertile soil, which are also often 
areas of high biodiversity (Yencken and Wilkinson, 2000).  Therefore the biodiversity value of 
remnant patches in these areas is often highly significant.  In Australia over 40% of nationally-
listed threatened ecological communities (Newton et al., 2001)and more than 50% of threatened 
species occur in urban fringe areas (Yencken and Wilkinson, 2000).  For these reasons, 
urbanisation is now considered one of the greatest current threats to biodiversity (Beeton et al., 
2006) and there is an urgent need to improve conservation planning in peri-urban regions. 
Conserving biodiversity on the fringes of cities where development pressures are often fierce is a 
significant challenge for land planners.  Biodiversity is unlikely to be adequately conserved if 
difficult decisions are left until landholders are committed to a particular project (Fallding, 2004).  
However, threatened species legislation is typically triggered when sites are assessed for 
development and, given the consequences of erroneously assuming a species is absent from a site 
in these regions, it is particularly important that surveys are sufficient to detect threatened species 
if they are present. 
 
1.6 Bayesian Statistical Inference 
Throughout this thesis I use WinBUGS (Lunn et al., 2000), a Bayesian statistical modelling 
program, to develop plant detectability models.  I do not intend to provide an in-depth 
description or analysis of Bayesian methods here: an excellent review and introduction to 
Bayesian statistics is provided by McCarthy (2007).  However, a brief description of some 
fundamental points will help those who are unfamiliar with Bayesian methods to interpret the 
modelling results presented in later chapters.  A basic premise of the Bayesian approach to 
statistical inference is that both prior knowledge of a system and new data about the system can 
be used to update our belief in that system.  To do this, Bayesian methods combine four 
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components of knowledge such that new data is combined in a model with relevant prior 
information to produce a posterior estimate (McCarthy, 2007): 
343  "565 789:;<===>  4?6@343 
(reproduced from McCarthy (2007)). 
Results for model parameters and other estimates are summarised by a probability distribution 
(the posterior distribution) with a mean and a 95% credible interval, within which there is a 95% 
chance that the true value lies (Gelman et al., 2004; McCarthy, 2007).  The ability to take into 
account prior information is one of the benefits of Bayesian methods for ecological problems, 
enabling ecologists to take advantage of vast amounts of accumulated knowledge (McCarthy and 
Masters, 2005).  Where no prior information exists, an uninformative prior is specified, and the 
posterior mean and 95% credible interval provided by the Bayesian analysis will be equivalent to 
the mean and 95% confidence interval obtained by a frequentist analysis (McCarthy, 2007).   
A key difference between Bayesian and traditional frequentist approaches to statistical inference 
is that where frequentist approaches ask the question: “What is the probability of observing the 
data given that the hypothesis is true?”, Bayesian methods ask “What is the probability that the 
hypothesis is true given the data that has been observed?” (Ellison, 2004; McCarthy, 2007).  This 
question is answered using Bayes’ rule (Bayes, 1763), which calculates the probability of 
hypothesis  given the data PrA|2 based on the prior probabilities of the complete set of 
hypotheses PrCADE and the probability of obtaining the data given the hypotheses CPrC2FADEE: 
PrA|2   Pr
A  G  Pr2|A
∑ PrCADE  G D PrC2FADE 
Solving the denominator of this equation is complex and Bayesian statistical methods have 
therefore only become widely available with the development of computer packages (such as 
WinBUGS) that avoid calculating the denominator by using Markov chains to sample from the 
posterior distribution (McCarthy, 2007). 
The relative merits of different statistical methods will not be discussed here (See Ellison (2004), 
Clark (2005) and McCarthy (2007) for further discussion).  Bayesian methods have been chosen 
here because they represent a statistical framework for analysing complex models (Clark, 2005; 
McCarthy, 2007).  Although prior information is not incorporated into the models presented in 
this thesis, developing the models using Bayesian statistics means that they could be easily 
updated should additional information become available in the future.  
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1.7 Thesis Outline 
In this thesis, I propose a new method for characterising the relationship between the probability 
of detecting plant species and the time spent searching at a site based on failure-time, or survival, 
analysis (Cox and Oakes, 1984; Parmar and Machin, 1995; Harrell, 2000).  I use this method to 
estimate detection rates for a number of threatened and invasive plant species in Melbourne’s 
Western (Basalt) Plains Grassland.  In particular, I aim to address the following questions: 
1. How can the probability of detecting a resident plant species be statistically linked to the duration of a 
single flora survey? 
2. What environmental and observer characteristics influence the rate of detection of threatened and invasive 
species in Western (Basalt) Plains Grassland? 
3. What is the survey effort necessary to achieve an acceptable probability of detection of threatened and 
invasive species in Western (Basalt) Plains Grassland? 
4. Is it possible to build a general model of plant detectability that estimates detection times for multiple 
species according to plant traits? 
5. How can this information be used to inform conservation practice?  
 
The threatened Western (Basalt) Plains Grassland community to the west of Melbourne, 
Australia, is described as a case study in Chapter 2.  This vegetation community is listed as 
critically endangered under the Federal Environment Protection and Biodiversity Conservation Act 1999 
and, because of its location near to or within areas designated for urban development, is subject 
to a high intensity of environmental impact assessments.  Four species for which detectability will 
be investigated are described: Pimelea spinescens subsp. spinescens and Dianella amoena are listed under 
the EPBC Act (DEWHA, 2008c), and Nassella neesiana and N. trichotoma are invasive Weeds of 
National Significance (Thorp and Lynch, 2000). 
In Chapter 3, I introduce a new model for estimating the average time to detection of plant 
species and investigate this model using simulated data.  The application of the detection time 
model to real data is demonstrated in Chapters 4 and 5. 
In Chapter 4, I describe the field methods used to collect data for building detection time models 
for the case study species and construct detection time models for two critically endangered 
native plant species, P. spinescens and D. amoena.  In this study, the environmental and observer 
characteristics that influence detection rates of these species are identified and the average time 
necessary to detect them if they are present is estimated.  I conclude this chapter with a 
discussion of the implications of this research for threatened species policy in Australia. 
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The impact of invasive weeds on Australian ecosystems and productive landscapes is severe and 
significant resources are allocated to the management of these species every year.  Chilean needle-
grass, N. neesiana, and serrated tussock, N. trichotoma, present serious threats to remnant native 
grasslands in Melbourne and are responsible for heavy agricultural losses across Australia.  In 
Chapter 5, I investigate the factors that influence detection of these species, and determine the 
survey effort necessary to detect them if they are present at a grassland site.  The specific 
implications and applications of the findings for invasive species management are discussed. 
The data and computing requirements of the detection time models presented in Chapters 3 to 5 
are not trivial and, as such, it is unlikely that detection time models will be constructed for all (or 
most) threatened and invasive species.  In Chapter 6, I investigate the potential for general 
models of plant detectability that utilise what is known about similar species to estimate detection 
times for plants where no species-specific model exists.  Using the data collected by experienced 
observers in the Western (Basalt) Plains Grassland field study, a multi-species model is 
constructed that predicts the average time to detection as a function of plant traits and 
characteristics.  The ability to construct these models has important implications for the 
management of threatened and invasive plant species in Australia and internationally. 
Chapter 7 concludes my thesis and draws together the findings of this research study.  In this 
chapter I discuss the results of previous chapters in the context of the five research questions I 
aim to address and conclude with a number of recommendations for the inclusion of detectability 
research in conservation policy. 
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Chapter 2 
 
Western (Basalt) Plains Grassland 
as a Case Study 
 
Vegetation community information and 
description of study sites 
 
 
 
Plate 2.1. Themeda triandra, Mt Derrimut Grassland 2006 
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2.1 Introduction 
The Western (Basalt) Plains Grassland community is an endangered native vegetation community 
that once covered large areas of the volcanic plains in western Victoria, Australia.  In the years 
since European settlement, it has been extensively cleared or converted to non-native pasture and 
less than one per cent remains as high quality grassland (Barlow and Ross, 2001).  This vegetation 
community is a compelling case study ecosystem for a number of reasons.  Firstly, it is a 
nationally endangered ecosystem, recently listed (under the broad name of Natural Temperate 
Grasslands of the Victorian Volcanic Plain) as critically endangered under the EPBC Act (DEWHA, 
2008b).  Further research into threatened ecological communities will improve our understanding 
of such systems and how to manage them.  Secondly, many grassland remnants are located in the 
urban fringe areas to the north and west of Melbourne.  These areas are characterised by multiple 
land uses and often the existing remnants occur on or near to areas designated for development 
under Melbourne’s primary planning document, Melbourne 2030 (State Government of Victoria, 
2005).  Western (Basalt) Plains Grassland are currently the focus of regional strategic impact 
assessment under the EPBC Act as part of the Victorian Government’s plans to expand 
Melbourne’s urban growth boundary (DPCD, 2009; DSE, 2009a) and it is therefore important 
that uncertainty is minimised and decisions are based on sound science.  Finally, the 
characteristics and species composition of this vegetation community make it interesting for 
detectability studies. 
There is a range of reasons why detectability issues are important in Western (Basalt) Plains 
Grassland.  It is a diverse native ecosystem and species richness can be quite high at large scales.  
However, many species occur only sparsely (Lunt, 2003), and it can be difficult to be certain of 
true species’ absences during field surveys.  In addition, this community provides habitat for a 
number of nationally endangered species, including the spiny rice-flower, Pimelea spinescens subsp.  
spinescens (critically endangered, EPBC Act) and matted flax-lily, Dianella amoena (endangered, 
EPBC Act) (DEWHA, 2008c).  Under Australia’s threatened species protection regulations, the 
presence of an endangered species will trigger the environmental impact assessment and approval 
process of the Federal EPBC Act, even where an action is to take place on private land (Thomas 
and Elliott, 2005).  It is therefore important that decision-makers are aware of the survey effort 
required to detect these species if they are present at a site.  Furthermore, a number of invasive 
weed species occur in Western (Basalt) Plains Grassland, some of which are similar in appearance 
to native species.  Early detection of invasive weeds in native ecosystems is essential for their 
successful management (Timmins and Braithwaite, 2002) and, thus, it is desirable to know the 
survey effort required to detect them during monitoring and surveillance activities. 
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This chapter will begin with a description of Western (Basalt) Plains Grassland, followed by a 
discussion of the conservation significance of, and threats to, this vegetation community.  A 
number of species will be described, including nationally endangered species and invasive weeds.  
These are examples of species for which it is useful to characterise detectability and make 
recommendations as to the minimum survey effort required to detect them.  The chapter will 
conclude with a description of 16 Western (Basalt) Plains Grassland study sites located in urban 
fringe areas to the north and west of Melbourne.   
2.2 Community Description 
Western (Basalt) Plains Grasslands are lowland temperate grasslands of the Victorian volcanic 
plains.  Temperate grasslands occur on all habited continents, and represent one of world’s major 
ecosystems (Scurlock and Hall, 1998).  These grasslands commonly occur in mild climates on 
fertile soil and, because they are easy to exploit, have been cleared at a rapid rate when compared 
to other ecosystem types (Williams, 2007).  Remnants of Western (Basalt) Plains Grassland are 
located in the Victorian Volcanic Plains bioregion within 23,000 km2 of flat or undulating basalt 
plains (See Figure 2.1).  Western (Basalt) Plains Grassland falls under the ecological vegetation 
class (EVC) 132 Plains Grassland (DSE, 2003; DSE, 2008b). 
Western (Basalt) Plains Grassland is found on heavy grey or red cracking clay soils, characterised 
by occasional exposed layers of ironstone ‘buckshot’ and scattered rocky outcrops (McDougall et 
al., 1994).  The vegetation community itself is predominantly open treeless grassland, dominated 
by native grass species.  In the wetter areas, kangaroo grass, Themeda triandra, dominates, while 
wallaby grasses (Austrodanthonia species), spear grasses (Austrostipa species) and tussock grasses 
(Poa species) may be dominant in drier patches (DSE, 2003).  Woody species are generally absent, 
however trees and shrubs may occasionally be present in areas of higher moisture (DSE, 2003). 
While native tussock forming grasses dominate, an important feature of Western (Basalt) Plains 
Grassland is the variety of perennial herbs that occupy the inter-tussock spaces (Williams et al., 
2005b).  These perennials contribute significantly to the overall species diversity of the grasslands 
and include sheep’s burr, Acaena echinata, lemon beauty-heads, Calocephalus citreus, common 
everlasting, Chrysocephalum apiculatum, pink bindweed, Convolvulus angustissimus, blue devil, Eryngium 
ovinum, scaly buttons, Leptorhyncos squamatus, and common bog-rush, Schoenus apogon (See Plate 2.2).  
Vegetative regeneration is the most common form of plant reproduction, and is the means by 
which most plants will recover from fire or other disturbances.  Seedling recruitment is rare and 
soil seed banks tend to be small and short-lived (DSE, 2003).  
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 a) 
 
b) 
Figure 2.1.  (a)  Historical distribution of native grasslands of the Victorian Volcanic Plain, including Western 
(Basalt) Plains Grasslands (reproduced from DEWHA (2009f)).  (b) Probable occurrence of remnant native 
grasslands around Melbourne as modelled by DSE (DSE, Unpublished data).  Darker shades of green represent a 
higher probability that remnant native grasslands occur.  This is a dynamic region, and it is likely that grassland 
extent has been reduced since these data were generated. 
  
Melbourne 
AUSTRALIA 
VICTORIA 
Melbourne 
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a)  
b)  
c)  
d)  e)  
f)  
 
Plate 2.2  Some common perennial plant species of 
Western (Basalt) Plains Grassland: 
a) Kangaroo Grass, Themeda triandra 
b) Lemon Beauty-heads, Calocephalus citreus 
c) Blue Devil, Eryngium ovinum 
d) Pink Bindweed, Convolvulus angustissimus 
e) Common Everlasting, Chrysocephalum apiculatum 
f) Scaly Buttons, Leptorhyncos squamatus 
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2.3 Threats and Conservation Significance 
The Victorian lowland grasslands and grassy woodlands are more severely depleted than any 
other ecological community in the state.  Open grasslands were once thought to have covered up 
to 1,000,000 hectares of the Victorian volcanic (basalt) plains (See Figure 2.1).  However in 2002 
this figure had been reduced to 5,000-6,000 hectares, of which less than 1,000 hectares consisted 
of high-quality, species-rich, weed-free grasslands (Barlow and Ross, 2001; DSE, 2003).  More 
recent figures indicate that loss of this vegetation community continues (Williams, 2007).  
Despite these figures, Western (Basalt) Plains Grassland is extremely poorly represented in 
reserves; most of the remaining grassland exists on private land and there are few remnants on 
public land (Barlow, 1998). 
Historically, the grasslands of Victoria’s basalt plains have been heavily grazed by cattle and 
sheep.  While the ecological values of the grasslands can be maintained for a long time under low 
stocking rates, most have been grazed beyond their carrying capacity in this region (DSE, 2003).  
In the absence of soil disturbance, Western (Basalt) Plains Grassland has a high resistance to 
invasion by exotic species.  However the introduction of hoofed animals, along with exotic 
pasture and the application of fertiliser have all contributed to the loss of native species and an 
increase in the number of weeds (DSE, 2003).  Native grassland species are threatened not only 
by invasive species, but also by competition from dominant native grasses.  Prior to European 
settlement, fires started by local indigenous people and lightning strikes were important for 
maintaining and reducing above-ground plant biomass (DSE, 2003).  Without regular biomass 
removal, kangaroo grass can form dense swards that overshadow and suppress the germination 
and growth of the inter-tussock forbs (Morgan and Lunt, 1999; Lunt, 2003).  In the absence of an 
appropriate biomass removal regime, such as ecological burning, it is suggested Western (Basalt) 
Plains Grassland can become almost completely degraded in less than 10 years (DSE, 2003). 
Current threats to Western (Basalt) Plains Grassland, as listed by the DSE (2003), include: 
inadequate biomass removal, weed invasion and poor weed control practices, broad scale 
application of herbicides, road and infrastructure development, clearing for agriculture and 
cropping, overgrazing and illegal grazing, conflicting advice to private landholders, inability to 
carry out ecological burns, and lack of recruitment of native herb species. The proximity to of 
remnant grasslands to Melbourne’s urban growth boundary (see Figure 2.1) is likely to present an 
additional threat to native grasslands in the peri-urban zone, where both urban development and 
grazing are common (Buxton et al., 2006).  Williams et al. (2005a) showed that significant areas of 
remnant grassland on the basalt plains to the west and north of Melbourne were destroyed by 
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residential and industrial development in the 15 years to 2005.  Furthermore, of the remnants that 
were not cleared for development by 2000, many had been degraded to non-native grassland 
(Williams et al., 2005b).  In light of the many continuing threats to Western (Basalt) Plains 
Grassland, and the small number of existing high quality remnants, this vegetation community is 
of high conservation significance.  It is listed as a threatened ecological community under the 
State Government’s Flora and Fauna Guarantee (FFG) Act 1998 (DSE, 2003) and has been recently 
listed as critically endangered under the EPBC Act (DEWHA, 2008b).  
There are a number of nationally endangered flora and fauna species found in Western (Basalt) 
Plains Grassland.  Threatened fauna include the striped legless lizard (Delma impar; Pygopodidae; 
vulnerable, EPBC Act), grassland earless dragon (Tympanocryptis pinguicolla; Agamidae; endangered, 
EPBC Act), eastern barred bandicoot (Perameles gunnii: Peramelidae; vulnerable, EPBC Act), and 
plains-wanderer (Pedionomus torquatus; Pedionomidae; vulnerable, EPBC Act) (DSE, 2003).  
Threatened flora of the Western (Basalt) Plains Grassland are spiny rice-flower (Pimelea spinescens 
subs. spinescens; Thymelaeceae; critically endangered, EPBC Act), matted flax-lily (Dianella amoena, 
Phormiaceae; endangered, EPBC Act), large-fruit groundsel (Senecio macrocarpus; Asteraceae; 
vulnerable, EPBC Act), button wrinklewort (Rutidosis leptorrhynchoides; Asteraceae; endangered, 
EPBC Act), sunshine diuris (Diuris fragrantissima; Orchidaceae; endangered, EPBC Act), small 
golden moths (Diuris basaltica; Orchidaceae; endangered, EPBC Act), basalt greenhood (Pterostylis 
basaltica; Orchidaceae; endangered, EPBC Act), small milkwort (Comesperma polygaloides; 
Polygalaceae), clover glycine (Glycine latrobeana; Fabaceae), swollen swamp wallaby grass 
(Amphibromus pithogastrus; Poaceae; threatened, FFG Act), tough scurf-pea (Cullen tenax; Fabaceae), 
and adamson’s blown-grass (Lachnagrostis adamsonii; Poaceae) (DSE, 2003). 
The presence of exotic species is now considered the ‘norm’ in native grasslands of the Victorian 
volcanic plains.  Even in a good quality grassland, exotic species account for up to one third of 
the species richness (Platt, 1999).  Weed invasion by exotic species, such as phalaris (Phalaris 
aquatic), wild oats (Avena species) and gorse (Ulex europaeus), remains a threat to this community 
(DSE, 2003).  Of particular concern in Western (Basalt) Plains Grassland are Chilean needle-grass 
(Nassella neesiana) and serrated tussock (Nassella trichotoma), both of which are included in the 
Australian Government’s list of twenty Weeds of National Significance (Thorp and Lynch, 2000; 
Australian Government, 2007c). 
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2.4 Species Descriptions 
Western (Basalt) Plains Grassland is a diverse plant community, and contains a number of species 
for which it is especially valuable to have an understanding of the survey effort required to ensure 
their detection.  The first group of plants of interest are those listed under the EPBC Act, as this 
is one of the major regulatory mechanisms for protecting biodiversity.  Two species listed under 
the EPBC Act are discussed here: spiny rice-flower, Pimelea spinescens subsp. spinescens (critically 
endangered), and matted flax-lily, Dianella amoena (endangered).  Another group of plant species 
for which is it useful to have information on the required survey effort is invasive weeds.  Two 
particularly invasive weeds found in Western (Basalt) Plains Grassland are Chilean needle-grass, 
Nassella neesiana, and serrated tussock, Nassella trichotoma.  These species are described below. 
2.4.1 Pimelea spinescens subsp. spinescens, Spiny Rice-flower 
Description 
The spiny rice-flower, Pimelea spinescens Rye subsp. spinescens (hereafter Pimelea spinescens or P. 
spinescens), is a small native shrub of 5 – 30 cm in height.  It has small green leaves (10 mm x 3 
mm) and spine-tipped stems.  It flowers in winter between April and August, producing small 
creamy yellow flowers (See Plate 2.3a) followed by dry, rice-shaped fruit.  This species is endemic 
to Victoria, most commonly occurring on the basalt plains to the west of Melbourne.  P. spinescens 
is found on a range of soil types and prefers grasslands with gilgai depressions or grassy 
woodlands with a ‘Box' Eucalypt overstorey (DSE, 2005b).  Other populations occur in North 
Central Victoria.  Although this ‘northern form’ of the species is more robust, it is thought to 
have undergone more severe decline than the populations closer to Melbourne (Carter and 
Walsh, 2006). 
Conservation Significance and Threats 
In addition to its listing under the EPBC Act, Pimelea spinescens is listed as endangered under the 
FFG Act.  The decline of and continuing threat to this species is a direct result of habitat loss and 
fragmentation, as well as pressure and competition from exotic species (DSE, 2005b; Carter and 
Walsh, 2006).  At the time of its listing as Critically Endangered under the EPBC Act in 2003, the 
population size of the species was estimated to have declined by around 30% since 1980, and the 
total area of occupancy was thought to be between 5.7 km2 (570 ha) and 10 km2 (1000 ha) 
(Threatened Species Scientific Committee, 2003). 
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Detectability Issues 
This species is quite easily differentiated from other species in the genus and is unlikely to be 
confused with any other species in Western (Basalt) Plains Grassland.  It has been stated that 
Pimelea spinescens is easily visible in the grasslands; in winter, because it is one of the only plant 
species to flower in that season, and in summer because the green foliage stands out against the 
drier grasses (DSE, 2005b).  Having said this, detection of this species may be hampered by high 
densities of surrounding grasses (see Plate 2.3b) and small individual plant sizes. 
 
a) b) 
Plate 2.3.  Pimelea spinescens subsp. spinescens a) flowering; and b) in dense Themeda triandra. 
 
2.4.2 Dianella amoena, Matted Flax-lily 
Description 
Dianella amoena G.W. Carr & P.F. Horsfall (matted flax-lily,) is a perennial lily found across 
southern Victoria in vegetation types dominated by native grasses.  It is rhizomatous and forms 
mats up to five m wide.  It has narrow, linear, grey-green leaves, 4-12 mm wide and 43 cm long. 
Small, irregularly-spaced teeth are found on the leaf blades, sheaths and midribs.  From October 
to April large, star-shaped flowers droop from arching stems, 20 - 90 cm high.  The petals range 
from pale to deep blue and bend backwards towards the stem.  Flowers have six stamens, each 
with an orange swelling before a lime-yellow anther.  Following pollination, seven mm round 
purple berries form where flowers were located (DSE, 2005a). 
Conservation Significance & Threats 
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This species is listed as Endangered under the EPBC Act (Environment Australia, 2008).  
Although its distribution was once thought to have stretched to Tasmania, it is now considered 
extinct in that state.  D. amoena  was only relatively recently described (Carr and Horsfall, 1995) 
and, as such, there may be some confusion regarding historical records of the species.  
Recruitment is now thought to be non-existent, indicating that current populations are remnant 
fragments of historically much larger populations (Carr and Horsfall, 1995).  Today, the species is 
threatened by loss and degradation of habitat, mainly attributed to land clearing, grazing pressure, 
urban development and fragmentation (DSE, 2005a). 
Detectability Issues 
Although the blue flowers of Dianella species are distinctive, there are a number of detectability 
issues associated with this species. Dianella amoena is similar to other Dianella species, particularly 
Dianella longifolia (See Plate 2.4).  Dianella species may differ in stamen colour, leaf colour and size, 
and the height of flowering stems (DSE, 2005a).  It can therefore be difficult to identify these 
species without visible flowers.  In addition, this species may become deciduous during the 
summer months or when water stressed, leaving little above-ground evidence of its presence 
(Carr and Horsfall, 1995; DSE, 2005a). 
 
a) b) 
 
Plate 2.4.  Flowers and growth habit of a) Dianella amoena  and b) D. longifolia.  D. amoena images reproduced 
from Department of Sustainability and Environment (DSE, 2005a) and D. longifolia images reproduced from 
Royal Botanic Gardens and Domain Trust (2009).  
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2.4.3 Nassella neesiana, Chilean Needle-grass 
Description 
Chilean needle-grass (Nassella neesiana (Trin. & Rupr.) Barkworth) is a perennial tussock-forming 
grass that can grow to heights of one m and form dense clumps.  The flat adult leaves are one to 
five mm wide and strongly ribbed on the upper surface.  Leaf edges are rough (CRCAWM, 
2003a). This species flowers between September and December and produces sharply pointed 
seeds around a month later.  It is a long-lived and hardy plant.  In addition to the normal flower 
seeds, it produces seeds hidden in the nodes and bases of the flowering stems.  These seeds are 
self-fertilised and enable the plant to reproduce even when slashed, grazed or burnt (CRCAWM, 
2003a; McLaren et al., 2004). 
Potential Distribution and Threat 
Chilean needle-grass is considered one of the worst weeds in Australia because of its 
invasiveness, potential for spread and environmental and economic impacts, and it is a Weed of 
National Significance (Thorp and Lynch, 2000).  It out-competes native species and reduces 
biodiversity in native grasslands across south-eastern Australia and can reduce farm productivity 
by as much as 50% if established in sown pasture (CRCAWM, 2003a; Fox et al., 2009).  Well 
established infestations are found in large areas of New South Wales, Australian Capital Territory 
and Victoria (McLaren et al., 2004), however isolated populations have been found in Tasmania 
and throughout an area that extends from southern Queensland, along the Great Dividing Range 
and into south-eastern South Australia (CRCAWM, 2003a; Obst and How, 2004) . 
Detectability Issues 
Chilean needle-grass is similar in appearance to several native grass species.  In particular, it is 
very like the native spear grasses of the Austrostipa genus.  Close inspection of the seeds reveals a 
corona on the Chilean needle-grass seed between the seed and the awn, a feature that makes it 
distinguishable from spear grasses (See Plate 2.5).  Prior to flowering, N. neesiana can appear 
similar to other winter green grass species, such as the native wallaby grasses, Austrodanthonia  
species (CRCAWM, 2003a). 
Plate 2.5.  Close up view of the seeds of N. 
neesiana (top) and a native Austrostipa  species 
(bottom).  The corona on between the seed and 
the awn on the N. neesiana is an important 
distinguishing feature.  Picture reproduced from 
CRCAWM (2003a).  
  
seed awn 
corona 
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2.4.4 Nassella trichotoma, Serrated Tussock 
Description 
Serrated tussock (Nassella trichotoma (Nees) Hack. ex Arechav) is a perennial, tussock-forming 
exotic grass, widespread in south-eastern Australia.  It has a deep fibrous root system and can live 
for more than 20 years and can grow to a height of approximately 50 cm.  The thin, tightly rolled 
leaves have small serrations along their length (CRCAWM, 2003b; McLaren et al., 2004).  These 
serrations are easily felt when running the fingers down the leaves and are an important 
distinguishing feature of the species.  Flowering generally occurs in spring or early summer, 
followed by seed drop two to three months later.  Both the flower and seedling heads are dark 
purple in colour (CRCAWM, 2003b). 
Potential Distribution and Threat 
Like N. neesiana, N. trichotoma is regarded as one of the worst weeds in Australia and is described 
as a Weed of National Significance (Thorp and Lynch, 2000). Infestations result in a significant 
decrease (up to 95% in heavily infested areas) in livestock production, and it has been estimated 
that this weed is responsible for more than $45 million per year in lost production in New South 
Wales and Victoria (CRCAWM, 2003b; McLaren et al., 2004).  Because it is invasive and 
unpalatable, serrated tussock tends to dominate other species and reduces biodiversity in native 
grasslands. 
Serrated tussock spreads mostly by wind-blown seed. Mature plants can produce over 140,000 
seeds every year, some of which are blown up to 20 km away, and others stored in the soil for 
periods of decades before germinating (CRCAWM, 2003b).  It is estimated that infestations of 
serrated tussock cover more than 1.1 million ha in south-eastern Australia, however more than 30 
million ha of land in this area is classed as climatically suitable for this species (CRCAWM, 2003b; 
McLaren et al., 2004).  Because of its tolerance to drought, poor soil conditions, fire and grazing, 
it is feared that this species could increase its range, even to areas of southern and south-western 
Western Australia (CRCAWM, 2003b). 
Detectability Issues 
When flowering, this species is unlikely to be confused with any other, as the flower and seed 
heads are quite distinctive.  At other times of the year, serrated tussock can be similar in general 
appearance to native tussock forming grass species (CRCAWM, 2003b).  Distinguishing features 
of the species include the aforementioned serrations along each leaf, and the white, hairless ligule 
at the junction of the leaf blade and leaf sheath. 
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2.5 Site Descriptions 
Sixteen sites were chosen from Western (Basalt) Plains Grassland remnants around Melbourne 
for this study (See Figure 2.2).  The grasslands were of varying quality and had varied disturbance 
histories, but all were characterised by the dominance of the native grass species T. triandra or 
Austrodanthonia species and fell within Ecological Vegetation Community (EVC) 132 Plains 
Grassland (See DSE, 2008b).  The names, locations, management authorities and disturbance 
histories of the 16 sites are presented in Figure 2.2 and Table 2.1. 
 
 
 
 
Figure 2.2. Map of the greater north-west Melbourne region, showing the location of the 16 study sites.  
Numbers correspond to sites described in Table 2.1.  The area inside the urban growth boundary is shown to 
enable comparison with Figure 2.1.  Black lines show local council boundaries. 
Melbourne 
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Table 2.1. Management and disturbance histories of the 16 study sites. 
  
Name 
Managed 
By 
 
Gilgais
1 
Grazing 
History
2 
Time since 
fire 
(2006)
2 
Time since 
fire 
(2007)
2 
Other 
Comments
3 
1 Derrimut Parks Victoria N Y 5* <1 year Grazed until 1985. 
Fenced 
2 Mt Derrimut 
(1) 
Parks Victoria Y Y <1 year <2 years Fenced; historically 
grazed; acquired by 
Parks Victoria circa 
2001. 
3 Mt Derrimut 
(2) 
Parks Victoria Y Y 5* <1 year Fenced; historically 
grazed; acquired by 
Parks Victoria circa 
2001. 
4 William Angliss Parks Victoria Y Y 1.5 <1 year Temporary fencing 
– not secure 
5 Gilbertsons Parks Victoria Y Y <1 year <2 years Fenced 
6 Harcourt Rd Parks Victoria Y Y 5* <1 year Fenced, not secure 
7 Isabella 
Williams 
Brimbank City 
Council 
Y Y <2 yrs* 
(arson 
common) 
<1 year Reserve fenced for 
6 years.  Mown for 
a long time 
previous to this.  
Arson evident. 
Fenced, not secure. 
8 Mulla Mulla 
Grassland 
Shire of 
Melton 
N Y <1 year <2 years Grazed until 
purchased by 
Melton Shire 
Council in 1997.  
Some light grazing 
continues? 
Fenced. 
9 Mt Cottrell Private N Y 5* 5* Light grazing 
ongoing 
10 McCorkell’s Rd Shire of 
Melton 
N N <1 <2 Roadside reserve 
Not fenced. 
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Table 2.1 (cont.). Management and disturbance histories of the 16 study sites. 
  
Name 
Managed 
By 
 
Gilgais
1 
Grazing 
History
2 
Time 
since fire 
(2006)
2 
Time since 
fire 
(2007)
2 
Other 
Comments
3 
11 Evans St Hume City 
Council 
N N <2 <3 Rail reserve 
Fenced – not 
secure. 
12 Banchory 
Grove 
Parks Victoria N N <2 years <3 years Fenced. 
13 Pioneer Park Brimbank City 
Council 
N Y 5 <1 year Not grazed for 30 
years.  Historically 
low fire frequency, 
mostly arson. 
Fenced 
14 Maygar Hume City 
Council 
Y U <3* <4* Fenced, arson 
evident 
15 Cooper St Parks Victoria N Y <3* <4* Reserved for a long 
period of time. 
Fenced – not 
secure. 
16 Central Creek Merri Creek 
Management 
Committee; 
Darebin City 
Council 
N U <3 <1 year Fenced – not 
secure. 
1
 Presence of gilgais assessed visually at each site.  Gilgais are depressions in the soil surface known to be 
preferred by P. spinescens – See Appendix C. 
2 
Information on grazing and fire history is often poorly known or documented for these sites.  For some sites, 
very little is known about the history of the site prior to its acquisition by the current managing body.  
Information was therefore gathered from a number of sources.  Information on Parks Victoria sites was 
gathered using limited unofficial resources at the Parks Victoria office at Organ Pipes National Park, and cross-
checked against advice given by Gerry Sansico, a Parks Victoria Ranger (Sansico, 2008, pers. comm.) and 
historical records (Stuwe, 1986);  Information on Brimbank City Council sites were gathered in discussion with 
Conservation Officer Zoe Thomson (Thomson, 2007, pers. comm.);  Information on Central Creek Grassland was 
gathered from the Merri Creek Management Committee (Bush et al., 2003; Jericho, 2008); Information on 
Mulla Mulla Grassland gathered was from the Pinkerton Landcare and Environment Group website (Pinkerton 
Landcare and Environment Group, 2008).  Road and rail reserves were assumed to have never been grazed.  
There were a number of sites for which it was very obvious that a burn had occurred less than a year prior to 
the first surveys in 2006 and 2007.  Where fire history was unknown, the time since the last fire was estimated 
visually – this is marked by an asterisk next to the burn history for individual sites.  The maximum time since 
last fire was capped at 5 years. 
3
 Accessibility assessed visually at each site. 
* Indicates that fire history is unknown and was estimated visually.  
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2.6 Western (Basalt) Plains Grassland & 
Environmental Impact Assessment 
The flat, basalt plains to the west of Melbourne were historically seen as undesirable places to live 
and, as a result, urban development in Melbourne has been skewed to the east and south east of 
the city (Presland, 2008).  More recently, predictions of increasing population and rising land 
prices have seen the Victorian Government look to the northern and western fringes of 
Melbourne for major urban growth corridors (DPCD, 2009).  Because of the location of Western 
(Basalt) Plains Grassland remnants near to, or within, the urban growth boundary, this ecosystem 
is now subject to a high concentration of environmental impact assessments, undertaken as part 
of the development process.  It is difficult to obtain information on the survey effort expended 
during these assessments, as they are generally undertaken by consultants for private companies.  
However, a review of available environmental impact assessment reports undertaken within 
grassland communities of the Victorian volcanic plains in the last 20 years suggests that the effort 
allocated to biological surveys during impact assessments is quite variable (Table 2.2).  
Furthermore, the standard of survey effort reporting is generally poor; rarely is enough 
information provided to allow survey effort to be explicitly calculated.  However, there is some 
evidence to suggest that the reporting of limitations associated with imperfect detectability has 
improved since the late 1980s. 
A strategic approach 
The biodiversity of Melbourne’s urban fringe is currently the focus of a regional strategic impact 
assessment undertaken by the Victorian Government in order to satisfy the requirements of a 
strategic development proposal under the EPBC Act.  The Victorian Government is promoting 
amendments to the land use zones in the region to the west of the city that would see large areas 
of Western (Basalt) Plains Grassland fast-tracked for urban development (DSE, 2009a).  Potential 
grassland losses under this proposal total 7,000 hectares, some of which are to be offset by the 
establishment of two large reserves (DSE, 2009a).  This strategic impact assessment is the first of 
its kind to be assessed under the EPBC Act and, as such, may set the standard for regional 
strategic impact assessment processes in Australia.  Key to the success of regional strategic 
planning for biodiversity and development is a sound knowledge of the state of the environment 
and the location of threatened species and communities (Abaza et al., 2004) and this assessment 
represents an important opportunity for the state and federal governments to explicitly 
acknowledge the importance of detectability and adequate survey effort in biodiversity 
conservation and land use planning policy.
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Table 2.2  A summary of survey effort reporting from a sample of thirty-three flora and fauna assessments undertaken by a range of consultants in grasslands of Victoria’s 
volcanic plain between 1987 and 2009.  Reports 1 to 17 were sourced from publicly available material on the Australian Government’s EPBC Act Referrals List (DEWHA, 
2009d).  Reports 18 to 33 were sourced from a private collection at the Australian Research Centre for Urban Ecology.  Individual reports have not been cited to avoid 
critique of individuals or companies: the aim is to demonstrate the overall standard of reporting in ecological impact assessment reports. 
 
Report 
# 
Report 
Date 
Survey Effort Reporting
1 
Limitations
5 
Specified? 
Retrievable 
Survey Effort?
6 Site Size 
Specified? 
Man Hours
2 
Specified? 
Days
3 
Specified? 
Date
4 
Specified? 
Survey 
Method 
Quadrat 
#/size? 
1 2009     Traverse na   
2 2009     Traverse na  42.7 mins/ha 
3 2009     Traverse na   
4 2009      na  44.7 mins/ha 
5 2008     Traverse na  41.1 mins/ha 
6 2008 
7 
   Traverse na  28.2 mins/ha 
7 2008      na  80.0 mins/ha 
8 2008     Traverse na  83.5 mins/ha 
9 2008 
7 
   Traverse na  80 hours/ha
8 
10 2008         
11 2008     Parallel 
Transects 
na   
12 2008        127 mins/ha 
13 2007        1.2 mins/ha 
14 2006     Random 
Meander 
na  120 mins/ha 
15 2005     Traverse na  10.1 mins/ha 
16 2005     
Traverse & 
Quadrats 
  
24.0 mins/ha  
(full site) 
18.0 hours/ha 
(quadrats) 
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Table 2.2 Continued. 
Report 
# 
Report 
Date 
Survey Effort Reporting
1 
Limitations
5 
Specified? 
Retrievable 
Survey Effort?
6 Site Size 
Specified? 
Man Hours
2 
Specified? 
Days
3 
Specified? 
Date
4 
Specified? 
Survey 
Method 
Quadrat 
#/size? 
17 2005     Traverse & 
Quadrats 
   17.5 mins/ha 
(full site) 
28.6 hours/ha 
(quadrats) 
18 2000     Traverse na  38.4 mins/ha 
19 1999     Traverse & 
Quadrats 
   
20 1997     Traverse & 
Quadrats 
  ` 
21 1997     Traverse & 
Quadrats 
   
22 1997     Traverse & 
Grid Pointing 
na  8 hours/ha 
23 1997     Traverse na   
24 1997     Quadrats   12.0 mins/ha 
(full site) 
25 1996     Traverse na  4 – 8 hours/ha 
26 1995     Quadrats    
27 1994     Quadrats    
28 1993     Quadrats   
3.81 mins/ha 
(full site) 
29.6 hours/ha 
(quadrats) 
29 1992     Traverse na   
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Table 2.2 Continued. 
 
 
 
 
 
 
 
1
 Survey Effort Reporting refers to the way factors relating to survey effort are reported in each assessment. 
2
 A  requires reporters to have specified how many people undertook surveys each day. 
3
 A  requires reporters to have specified the number of days on which surveys took place. 
4 
Specific date or month is required. 
5 
Do authors report the limitations associated with their survey method, such as decreased detectability due to drought, short duration of survey, or small scale of survey 
coverage?  : authors report on a single detectability limitation; : authors report multiple detectability limitations; : authors report multiple detectability 
limitations and limitations associated with specific survey technique. 
6
 Survey effort estimated based on following assumptions: 1 day = 8 hours; single observer only unless specified otherwise.  Where quadrats and traverse on foot are used 
during survey, survey effort estimates may be calculated for the entire site (full site) or quadrats only (quadrats). 
7
 Site area not explicitly stated, but could be estimated from site description. 
8
 Survey effort does not account for travel between multiple sites in this example. 
 
Report 
# 
Report 
Date 
Survey Effort Reporting
1 
Limitations
5 
Specified? 
Retrievable 
Survey Effort?
6 Site Size 
Specified? 
Man Hours
2 
Specified? 
Days
3 
Specified? 
Date
4 
Specified? 
Survey 
Method 
Quadrat 
#/size? 
30 1992     
Traverse & 
Quadrats 
   
31 1992     
Traverse & 
Quadrats 
   
32 1988      na   
33 1987      na   
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Chapter 3 
 
A New Statistical Method for 
Characterising Plant Detectability 
 
Introducing an exponential detection time model 
 
 
 
Plate 3.1.  Lemon beauty-heads, Calocephalus citreus, Evans Street Grassland, Sunbury 2008. 
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3.1 Introduction 
In Chapter 1, I introduced the concept of imperfect detectability and presented a summary of the 
growing body of literature documenting methods for estimating the detectability of plants and 
animals under a range of conditions.  Numerous studies have demonstrated that many species of 
plants and animals have detection probabilities of less than one and can remain undetected at a 
site when they are present (McArdle, 1990; Kery, 2002; , 2003; Slade et al., 2003; Tyre et al., 2003; 
Bailey et al., 2004; Wintle et al., 2004; de Solla et al., 2005; Wintle et al., 2005b).  However, it is still 
the default assumption of most environmental impact assessment processes that if a species is 
present, it will be detected.  Failure of threatened species legislation and environmental regulators 
to recognise imperfect detectability could lead to poor management decisions and increased risk 
of extinction of rare and threatened species. 
There is a need to investigate and quantify the detection probabilities of species during flora and 
fauna surveys and to incorporate this information into the design of surveys and reporting of 
survey results.  Recently, a number of studies have shown that it is possible to estimate the 
detection probability of fauna species using zero-inflated binomial (ZIB) models (Hall, 2000).  
Tyre et al. (2003) modelled the detectability of woodland bird species in the Mount Lofty Ranges, 
South Australia.  Estimates of single-visit detection probabilities ranged from 0.3 to 0.9 (See 
Table 1.1).  Similarly, Wintle et al. (2005b) used ZIB models to estimate the detectability of owls 
and arboreal mammals in the Eden region of south-eastern New South Wales.  In this study, 
single-visit detection probability estimates ranged from 0.14 for the powerful owl to 0.55 for the 
sugar glider (See Table 1.1).  This type of information can be used to determine the minimum 
sampling effort required to be sufficiently confident in absence observations using a detectability 
curve that plots the probability of detecting a resident species against the number of visits made 
to the site (Figure 1.1).   
While the methods used by Tyre et al. (2003) and Wintle et al. (2005b) provide a useful way to 
estimate the detectability of animal species during a fauna survey, they are unsuitable for 
estimating detectability and necessary survey effort for most plant species.  Repeat visit methods 
are designed for species that may move in and out of a site or disappear from the site over the 
duration of a survey period.  In such cases, it is useful to make repeat visits to the site to increase 
the overall probability of detecting a species.  For many plant species there may be no be 
advantage to increasing the number of times locations are surveyed, especially when surveys are 
undertaken during the peak growth season.  This is an important consideration when there are 
travel costs and other overheads associated with repeat visits.  In such circumstances, the 
probability that a species is detected at a location it occupies will depend on the amount of time 
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spent at the survey location.  Therefore, it may be more efficient to increase the amount of time 
spent at survey locations rather than to increase the number of times a location is surveyed 
(Brown et al., 2004).  In this chapter, a new method for determining the survey effort required to 
detect plant species is introduced.  This method measures survey effort as the time spent 
searching at a site and is based on ‘failure-time’ modelling techniques (Cox and Oakes, 1984).   
 
3.2 Estimating Survey Effort for Detecting Plants 
While a number of important plant detectability studies are documented in the literature 
(Alexander et al., 1997; Shefferson et al., 2001; Kery and Gregg, 2003; Slade et al., 2003; Bailey et 
al., 2004; Brown et al., 2004), none offer methods to determine the time spent at a survey location 
necessary to be reasonably certain of detecting a plant species that is present at a site.  Studies 
have shown that mark-recapture models are useful in demographic studies of plants with 
unobservable life stages.  Mark-recapture methods are useful for detailed studies of populations 
and life-history attributes, though they do not represent a practical approach to estimating the 
survey effort required to detect particular species of plants under a range of survey conditions.  A 
new method is required to estimate the amount of survey time required to achieve a pre-specified 
confidence that a plant species will be detected at a site if it is present.    
Determining the appropriate amount of time to spend at survey locations (as distinct from the 
appropriate number of repeat visits) requires a modification to the repeat survey and ZIB 
estimation methods described in the existing fauna detection literature (Tyre et al., 2003).  A new 
method, based on failure-time, or survival, analysis (Cox and Oakes, 1984; Parmar and Machin, 
1995; Harrell, 2000) is presented in this thesis that characterises the relationship between 
probability of detection and time spent at survey locations for a given species. 
 
3.2.1 An exponential detection time model 
A feature of failure-time analysis is a defined point event (failure) that occurs after a length of 
time (failure time) (Cox and Oakes, 1984).  In the new model presented here, this point event is 
the detection of the first individual of a species at a given survey location and the time at which 
this occurs is referred to as the detection time of that species.  The model assumes that detection 
times are exponentially distributed and that the rate at which a species undetected at time t is 
discovered is constant for a given species in a given survey (by a given observer).  This detection 
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rate (λ) is equivalent to the ‘hazard rate’ in failure-time analysis.  In a flora survey, the chance of 
detecting a species is unaffected by the amount of time that has passed.  In each new increment 
of time spent searching, the chance of finding a particular plant species remains the same.  For a 
given search area, plants do not become more or less detectable within the duration of an 
individual survey.  Based on these assumptions, the mean time to detection (1/λ) may be 
modelled as a function of site and survey covariates, such as time of year, vegetation density or 
observer experience. 
This model is analogous to the basic exponential failure-time model used extensively in medical 
and engineering fields and more recently in other ecological applications (Muenchow, 1986; Pyke 
and Thompson, 1986; He and Alfaro, 2000; Dungan et al., 2003).  However, direct application of 
the failure-time model does not adequately address the plant detection problem identified in this 
thesis.  Under classical failure-time analysis, individual failure times are either observed or 
unobserved (known as “censored”) and the modelling assumption is that all individuals will 
eventually ‘fail’.  In plant surveys, this amounts to assuming that all survey locations will 
eventually yield all species or, in other words, that every species will eventually be detected at 
every site.  This assumption is untenable in most environments and there is a non-negligible 
probability that some (or most) species are truly absent from some (or most) survey locations.  
Under a traditional exponential failure time model, the likelihood for an observed failure time, 6, 
given a constant hazard rate, λ, is given as: 
I6|   . @/KL, 0 M 6 M N  
I6|   @/KL, 6 O 0, 6 O N (3.1) 
where λ is the rate at which failure events occur over time, 6, N is the duration of the study, and 
@/KL is equivalent to the probability that the event does not occur before time 6 (the survival 
function). 
To allow for the probability of true absences in this study, the traditional failure time model 
likelihood was modified to include the probability that the species is present: 
I6|,    . @/KL, 0 M 6 P N  
I6|,    . @/KL  1 % , 6 O 0, 6 O N (3.2) 
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where 6 is now the observed time to detection,  is the probability of occupancy of a species at a 
site, λ is now the rate at which a species, undetected at time 6, is detected and N is the duration of 
the survey. 
 The WinBUGS code for estimating the parameters of this model is given in Appendix A. 
 
3.2.3 Estimating survey effort 
Estimates of mean time to detection (or detection rate, λ) may be used to construct detectability 
curves and provide guidance on the survey time required to detect species with a pre-specified 
degree of confidence (Fig. 3.1).  Based on estimates of λ,  2L the probability that a species would 
be detected given it is present at a site after a survey of duration t may be determined: 
     2L  1 % @/KL     (3.3) 
            1 –  R3?@S@? T"@6@S6@" 56 6U@ 6 
 
Figure 3.1.  Detectability curves for species with detection rates (λ) of: a) 0.001; b) 0.005; c) 0.01; d) 0.05; e) 
0.1; and f) 0.5.  Curves like these can be used to determine the length of time an observer would need to spend 
looking for a species to achieve a specified level of certainty of detecting it if it is present at a site.  For example, 
for a species which has an average detection time t  = 100 (λ = 0.01, curve c), an observer would need to spend 
around 165 time steps to achieve a probability of detection of 0.80. 
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3.3 Testing the model with simulated data 
3.3.1 Generating simulated data 
In order to evaluate the model’s estimation bias, data were generated that are characteristic of 
data that might be used to estimate mean detection times for a single species.  Exponentially 
distributed detection times for a ‘virtual species’ were generated, with the mean detection time, 6V, 
varying according to a linear model based on one normally distributed random variable (x): 
     6V   K  @WXYZ     (3.4) 
Where x ~ dnorm(0, 1), α is the intercept of the linear predictor (α = 2.5), and β is the coefficient 
of the explanatory variable (β  = 1.25).   
Initially, the probability of occupancy, , of the ‘virtual species’ at each site was set arbitrarily at 
0.4.   The presence or absence of the species at each site was drawn from a Bernoulli distribution 
with an event parameter = 0.4.  For the sake of simplicity, the event probability was initially held 
constant across sites, however it is reasonable to expect that the probability of occupancy will 
vary with site and environmental variables.  This type of variation may be incorporated into the 
model using a logistic model (Eq 3.5) that relates , the probability that the species occupies site 
, to explanatory variables, xin, using the logit link (Agresti, 1996): 
    inni
inni
xx
xx
ip ϕϕκ
ϕϕκ
+++
+++
+
=
...
...
11
11
exp1
exp
    (3.5) 
where [ are variable coefficients. 
A range of realistic sampling schemes were simulated with sample sizes (number of locations) N 
= 10, 20, 30,…, 100.  For each of the 10 sample sizes, 1000 sets of data were generated with a 
true underlying occurrence rate of    0.4.  N Bernoulli trials (with event probability ) 
simulated the number of occupied locations in each iteration of the simulation.  Observations in 
which 6 O  100 and observations where the Bernoulli simulation of occupancy was 0 were 
labelled as ‘unobserved’, and were considered to be censored.  Data were generated in R (The R 
Development Core Team, 2008: see www.r-project.com) and parameters estimated in WinBUGS 
(Lunn et al., 2000: see http://www.mrc-bsu.cam.ac.uk/bugs/) using the R2WinBUGS package 
(Sturtz et al., 2005).  An example of the data generated for a single sample size is shown in Table 
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3.1 and both the R-code and WinBUGS model can be found in Appendix A.  The resulting 
estimates of ],  and  were recorded and used to determine the robustness of the binomial-
exponential mixture model as an unbiased estimator of mean detection times and the influence of 
covariates on those detection times. 
Table 3.1.   An example of the parameter estimate, x, and detection time data generated for a single sample 
size in the simulation study.  Censored observations are assigned a detection time of 999.  Each estimate of x is 
randomly drawn from a normal distribution with a mean of zero and standard deviation of one.  Detection 
times are generated according to Equation 3.4:  values of 999 indicate censored observations which may be the 
result of the species absence (according to p = 0.4) or an estimated detection time greater than T (in this 
example, T =100 timesteps).  The fourth column shows the censoring time for each individual: 0 if species 
detected and 100 if observation is censored.  The true occupancy is shown in the final column.  Note that a 
censored observation does not always represent a true absence (samples 4 and 10).  The species is present in 
these samples, but the detection time was greater than the duration of the survey. 
Sample x Detection time Censoring time Occupancy 
1 0.218 35.587 0 1 
2 0.182 999 100 0 
3 -1.625 999 100 0 
4 -1.204 999 100 1 
5 0.430 999 100 0 
6 0.296 42.845 0 1 
7 1.595 50.039 0 1 
8 0.319 21.671 0 1 
9 0.170 999 100 0 
10 -1.419 999 100 1 
. . . . . 
. . . . . 
. . . . . 
N -0.259 999 100 0 
 
In order to test the robustness of the model to different values of , we repeated the simulated 
sampling process for a constant sampling size (   80) and p ranging from zero to one.  We 
also tested the effect of extending the length of the survey from 100 time steps to 800 time steps 
at a low probability of occupancy (   0.1). 
 
3.3.2 Simulation Results 
The results of the initial simulation suggest that, although there is evidence for bias at small 
sample sizes, the exponential-binomial mixture model is a good estimator of mean detection 
times (Figure 3.2, Table 3.2).    
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a)   
b)   
c) 
 
Figure 3.2.  Boxplots showing the estimated values of a) α, b) β and c) logit(p) from 1000 runs for each of ten 
sample sizes (N).  True values are shown with a dotted line.  Charts on the left show all values, while those on 
the right are cropped to allow closer inspection of the range of values at larger sample sizes.  Average values of 
p for each sample size (converted from the logit(p) values monitored in the model) can be seen in Table 3.2. 
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Table 3.2.  Average estimated values of α, β and p obtained from 1000 iterations of each sample size.  Standard 
deviations are shown in brackets.  True values are α = 2.50, β = 1.25 and p = 0.40.  The final column shows the 
estimated detection time, tˆ , (in timesteps) associated with the predicted values of α and β.  Detection times 
are estimated from 1000 iterations from 10 samples.  The true mean detection time using this simulation is 
26.26 timesteps. 
Sample Size _` ab Logit(c`) c` d 
10 4.25 (3.79) 1.21 (4.93) 7.09 (8.14) 0.85 143.08 
20 2.95 (0.89) 1.21 (0.99) 2.15 (4.31) 0.65 39.55 
30 2.68 (0.55) 1.34 (0.58) 0.11 (2.00) 0.47 35.71 
40 2.59 (0.40) 1.31 (0.43) -0.24 (1.02) 0.43 31.97 
50 2.56 (0.31) 1.30 (0.35) -0.37 (0.43) 0.41 30.18 
60 2.54 (0.27) 1.28 (0.31) -0.39 (0.29) 0.41 28.74 
70 2.53 (0.24) 1.27 (0.27) -0.39 (0.27) 0.41 28.08 
80 2.54 (0.23) 1.29 (0.25) -0.39 (0.30) 0.41 28.92 
90 2.53 (0.21) 1.27 (0.24) -0.40 (0.24) 0.40 28.08 
100 2.52 (0.19) 1.27 (0.22) -0.40 (0.22) 0.40 27.25 
 
 
 
The performance of the model under a range of occupancy rates is shown in Table 3.3 and 
Figure 3.3.  These results indicate that, while the model is robust to values of  as low as 0.2, 
there is considerable variation around the median value when    0.1.  The boxplot for this 
value of  (Fig 3.3a) shows a positive bias, and the mean of the estimates of logit(p) is 
considerably higher than the true value (Table 3.3).  It is not uncommon for there to be difficulty 
estimating the parameters of rare events (Glasserman et al., 1999; King and Zeng, 2001), and in 
this example, this bias may be due to the fact that a very low probability of occupancy will result 
in a high proportion of censored observations.  It is possible to reduce this effect by increasing 
the duration of the virtual survey in order to ‘catch’ some observations with detection times 
greater than T that would otherwise have been recorded as unobserved.  The results shown in 
Table 3.4 and Figure 3.4 do suggest that this is the case.  As the duration of the simulated survey 
was increased from 100 to 800 time steps, estimates of the parameters under low p centred more 
closely around the true values (Figure 3.4), although there is evidence of a slight bias in the 
estimates of α and β even at large values of T (Table 3.4). 
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a) p = 0.1 b) p = 0.2 
c) p = 0.4 d) p = 0.6 
e) p = 0.8 
 
Figure 3.3.  Boxplots showing the estimated values of logit(p) from 1000 iterations of each of five different 
values of p when detection times greater than 100 time steps are censored: a) p = 0.1; b) p = 0.2; c) p = 0.4; d) p 
= 0.6; and e) p = 0.8.  True values are indicated by a dotted line. 
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Table 3.3.  Average estimated values of α, β and p obtained from 1000 iterations for a range of values of 
probability of occupancy, p, for a sample size of 80, and a survey duration of 100 time steps.  Standard 
deviations are shown in brackets.  True values are α = 2.50, β = 1.25.   Again, the final column shows the 
estimated detection time, tˆ , (in timesteps) associated with the predicted values of α and β, and the true mean 
detection time is 26.26 timesteps. 
True Probability of 
Occupancy 
 
_` 
 
ab 
 
Logit(c`) 
 
c` 
 
d 
0.80 2.51 (0.14) 1.26 (0.16) 1.48( 0.35) 0.81 27.19 
0.60 2.52 (0.18) 1.27 (0.20) 0.43 (0.25) 0.61 27.25 
0.40 2.54 (0.23) 1.29 (0.25) -0.39 (0.30) 0.41 28.92 
0.20 2.59 (0.40) 1.28 (0.43) -1.30 (1.18) 0.21 29.92 
0.10 3.05 (1.43) 1.20 (1.36) -0.38 (4.30) 0.41 42.95 
 
 
 
Table 3.4.  Average estimated values of α, β and p obtained from 1000 iterations for a species with a low 
probability of occupancy (p = 0.10).  Estimates were calculated for surveys ranging in duration from 100 to 800 
time steps, each with a sample size of 80.  Standard deviations are shown in brackets.  True values are α = 2.50, 
β = 1.25 and p = 0.10.  Again, the final column shows the estimated detection time, tˆ , (in timesteps) 
associated with the predicted values of α and β, and the true mean detection time is 26.26 timesteps. 
Duration of Survey, T 
(Time steps) 
_` ab Logit(c`) c` d 
100 3.05 (1.43) 1.20 (1.36) -0.38 (4.30) 0.41 42.95 
150 2.85 (1.19) 1.32 (1.21) -1.39 (2.76) 0.20 41.32 
200 2.85 (1.40) 1.19 (1.46) -1.56 (2.75) 0.17 35.47 
400 2.67 (1.35) 1.39 (1.42) -2.13 (1.18) 0.11 38.19 
800 2.62 (1.40) 1.35 (1.38) -2.24 (0.61) 0.10 34.14 
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a) 
 
b) 
 
c)  
Figure 3.4.  Boxplots showing the estimated values of a) α, b) β and c) logit(p) from 1000 runs for each of five 
survey durations, ranging from 100 to 800 time steps.  In this simulation, probability of occupancy was low (0.1) 
and sample size was 80.  True values are shown with a dotted line.  Charts on the left show all values, while 
those on the right are cropped to allow closer inspection of the range around the true value.  Average values of 
p for each sample size (converted from the logit(p) values monitored in the model) can be seen in Table 3.4. 
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3.4 Simulating more complex scenarios 
The basic simulation presented in Section 3.4 represents a scenario where a single observation is 
recorded at N sites, but does not account for the extra information that may be gained when 
multiple observations are recorded at a single site.  For example, a censored observation has two 
plausible explanations if it is the only observation recorded at that site: either the target species is 
present at the site and the time needed to detect it is greater than the allocated survey time, or the 
species is truly absent from the site.  However, if a censored observation is recorded by one 
observer (observer A) at a site where the target species was recorded as present by another 
observer, there is only one possible explanation: that the target species is present at the site, and 
that the time needed for observer A to detect it is greater than the allocated survey time. 
To account for this added information, the likelihoods presented in Equation 3.1 have been 
modified such that the likelihood of observing a detection time 6 varies with observer, e, and site, 
: 
I6f|,    g. exp/KLkl
f
fm
nklexp/KLkl/nkl  , opf
f
1 0  
I6f|,    gexp/KLkl
f
fm
  1 %  , opf
f
 0 (3.6) 
where  is the probability of the species occurring at site ,  is the detection rate, 6f is the 
detection time recorded by observer e at site , and δik is an indicator of whether the species was 
detected by observer e at site : δik = 1 if detected and δik = 0 if not detected.  At sites where at 
least one detection is made this is equivalent to the probability that the species is present at the 
site multiplied by the product of the individual observation probabilities (as given in Eq. 3.2).  At 
sites where no detections were made, the likelihood function is equivalent to the probability that 
the species was present at the site and all observers failed to detect it (∏ exp/KLklfZm ) plus 
the probability that the species was truly absent from the site (1 % ). 
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3.4.1 Generating simulated data 
Data were generated to represent detection times for a ‘virtual species’ collected by 10 observers 
at 16 sites.  Again, detection times were generated from an exponential distribution, with the 
mean detection time varying according to a linear model of the form given in Equation 3.4.  
These data were generated for two scenarios.  In the first scenario, the average detection time 
varied according to a linear model with two normally-distributed explanatory variables, , (Eq. 
3.7).  This scenario is designed to represent a situation in which detection times are influenced by 
two continuous variables, such as plant size or surrounding vegetation cover.  
     6V   K  @WXYrZrXYsZs  ,    (3.7) 
where  and t~ dnorm(0, 1), α is the intercept of the linear predictor (α = 2.5), and β1 and β2 
are the coefficients of the explanatory variables (β1 = 1.5, β2 = 0.5).  
In the second scenario, average detection times varied according to one normally distributed 
variable and one binary variable (Eq. 3.8).  In this scenario, the binary variable represents an 
influential variable that may take one of two values, such as observer experience (experienced or 
not), or search method (systematic or random). 
     6V   K  @WXYrZrXYsZs    (3.8) 
Where x1 ~ dnorm(0, 1),  x2 is a binary variable (0 or 1: proportions 0.58 and 0.42 respectively), α 
is the intercept of the linear predictor (α = 4.0), and β1 and β2 are the coefficients of the 
explanatory variables (β1 = 0.02, β2 = -1.15).  
Again the probability of occupancy for the species was held constant across the 16 sites, and in 
this case, is equivalent to the proportion of sites at which the species exists.  For each of five 
occupancy rates ( = 0.2, 0.4, 0.6, 0.8, 1.0), 1000 sets of data were generated to simulate 10 
observations at each of the 16 sites (total observations = 160).  16 Bernoulli trials (with event 
probability ) determined the number of occupied sites at each iteration of the simulation.  As 
described in Section 3.3.1, observations in which 6 O  100 and observations where the Bernoulli 
simulation of site occupancy was 0 were considered to be censored.  As in Section 3.4, data were 
generated in R and parameters α, β and p were estimated in WinBUGS.  The R-code and 
WinBUGS model can be found in Appendix A. 
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3.4.2 Simulation results 
 
Scenario 1 
The performance of the modified model under a range of occupancy probabilities is shown in 
Figure 3.5 and Table 3.5.  The boxplots for each parameter are centred around the true value 
across all occupancy levels.  However a number of extreme values have influenced the mean 
estimate for α where p = 0.2 and this has a significant effect on the predicted average detection 
time.  Discarding these values results in a mean estimate for α of 2.51 with a standard deviation 
of 0.24, and an estimate of the average detection time, 6̂, of 42.13 timesteps.  The prediction of 
extreme values at low occupancies suggests that some caution is required when modelling the 
detection time of species with low (≤ 0.2) occupancy rates.  In practice, the presence of extreme 
predictions may be identified by comparing the mean and median values of the posterior 
parameter estimates.  A large difference may indicate that the mean is being influenced by 
extreme values. 
 
 
Scenario 2 
The performance of the modified model where detection times are a function of one normally 
distributed variable and one binary variable are shown in Figure 3.6 and Table 3.6.  Again, the 
majority of predictions for each parameter are centred around the true values (Fig 3.6), indicating 
that the model is estimating reasonably well.  However, as in Scenario 1, the mean of the 
estimated values at low levels of occupancy are affected by a number of extreme values, further 
confirming that caution should be applied when modelling detection times of species with an 
occupancy rate of 0.2 or lower.  
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a)  b)  
c)  d)  
Figure 3.5. Boxplots showing the estimated values of a) α, b) β1, c) β2 and d) p from 1000 runs for simulations 
with five occupancy probabilities: Scenario 1 (two normally distributed variables). In this simulation, the 
number of sites was 16 and the number of observations made at each site was 10. True values are shown with 
a dotted line.  Asterisks indicate the presence of additional extreme values:  on chart (a) * represents 32 
predictions with estimated values between 51.84 and 68.31; and on chart (c) * represents one prediction with a 
value of -5.63. 
 
Table 3.5. Average estimated values of α, β and p obtained from 1000 iterations for Scenario 1. True values are 
α = 2.50, β1 = 1.5 and β2 = 0.50. The final column shows the estimated average detection time, tˆ , (in 
timesteps) associated with the predicted values of α and β, with the true mean detection time equal to 42.44 
timesteps.  Estimates of average detection time are based on the results from 500,000 simulations of Equation 
3.7.  Values in grey are those where the extreme values indicated in Figure 3.5 have been removed. 
True Probability 
of Occupancy 
_` ab1 ab2 c` d 
0.20 4.40 (10.39) 
2.51   (0.24) 
1.50   (0.50) 0.46   (0.48) 0.24   (0.09) 278.35 
42.13 
0.40 2.51   (0.15) 1.51   (0.17) 0.51   (0.16) 0.41   (0.11) 43.74 
0.60 2.50   (0.12) 1.50   (0.13) 0.51   (0.11) 0.59   (0.11) 42.66 
0.80 2.51 (0.096) 1.50 (0.099) 0.50 (0.095) 0.76 (0.086) 42.87 
1.00 2.50 (0.089) 1.50 (0.094) 0.50 (0.086) 0.94 (<0.0001) 42.44 
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a)  b)  
c)  d)  
Figure 3.6. Boxplots showing the estimated values of a) α, b) β1, c) β2 and d) p from 1000 runs for simulations 
with five occupancy probabilities: Scenario 2 (one normally distributed and one binary variable). Again, the 
number of sites was 16 and the number of observations made at each site was 10. True values are shown with 
a dotted line.  Asterisks and plus signs indicate the presence of additional extreme values:  on chart (a) * 
represents 40 predictions with estimated values between 8.10 and 50.40; on chart (b) * represents 34 
predictions between 71.00 and 80.99 and 
+
 represents one prediction with an estimated value of 78.97; and on 
chart (c) * represents 28 observations between 6.53 and 79.16 and 
+
 represents seven values between -75.38 
and -5.38. 
Table 3.6. Average estimated values of α, β and p obtained from 1000 iterations for Scenario 2.  Standard 
deviations are shown in brackets. True values are α = 4.00, β1 = 0.02 and β2 = -1.15. The final column shows the 
estimated average detection time, tˆ , (in timesteps) associated with the predicted values of α and β, with the 
true mean detection time equal to 124.47 timesteps.  Estimates of average detection time are based on the 
results from 500,000 simulations of Equation 3.8.  Values in grey are those where the extreme values in Figure 
3.6 have been removed. 
True Probability 
of Occupancy 
_` ab1 ab2 c` d 
0.20 5.22   (6.17) 
4.04   (0.67) 
2.59   (13.7) 
0.023   (0.014) 
-0.86  (4.30) 
-1.23 (0.78) 
0.24  (0.091) > 1.65E100 
155.98 
0.40 4.07   (0.98) 0.10   (2.50) 
0.021 (6.8E-3) 
-1.18  (0.56) 0.41   (0.11) 91.76E3 
141.82 
0.60 4.01   (0.27) 0.021 (4.7E-3) -1.16  (0.27) 0.59   (0.11) 134.06 
0.80 4.01   (0.23) 0.020 (4.2E-3) -1.16  (0.23) 0.77 (0.090) 125.49 
1.00 4.01   (0.21) 0.020 (3.7E-3) -1.16  (0.20) 0.94 (<1.0E-4) 124.49 
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3.5 Exploring violation of the exponential 
assumption 
A key assumption of the exponential detection time model is that detection times are distributed 
exponentially with a constant detection (or ‘hazard’) rate, λ.  While historically the exponential 
was a popular distribution in survival analysis, this ‘ageless’ quality is now seen to be too 
restrictive in health and industrial applications (Cox and Oakes, 1984; Klein and Moeschberger, 
1997).  Consideration of the nature of survival analyses in these fields reveals why this is the case.  
Kleinbaum (1996) describes a medical survival analysis example that attempts to determine how 
long patients survive after receiving a heart transplant.  In this example, the event of interest is 
the death of the patient.  It is clear that the instantaneous potential for a patient to die in a given 
timestep (the hazard rate) is not independent of the elapsed time of the survey.  The chance of a 
person dying will increase over time purely because that person is aging.  Similarly, Cox and 
Oakes (1984) present the time to failure of springs as an industrial example of the use of failure 
time analysis.  In this example, the event of interest is the failure of a spring exposed to a given 
stress level, and the ‘time’ to the event is a measure of the number of repeated loading cycles to 
which the spring is subjected.  Again, it is clear that the hazard rate is not independent of time in 
this study.  A spring that has been subjected to 10,000 loading cycles will be more likely to fail 
than a spring that has been subjected to only 10 cycles because the material that the spring is 
made of will fatigue. 
The constant hazard rate of the exponential distribution is clearly limiting in the survival analysis 
examples presented above.  However, it does not present the same limitations when determining 
the time to detection of plant species during a flora survey.  There is little reason to believe that 
the instantaneous potential for a species to be detected in the next timestep should change with 
time, particularly over the short duration (90 minutes) of the surveys described in the next 
chapter.  For this assumption to be violated, the detectability of the species would need to be 
dependent on the elapsed time of the survey.  I believe the assumption of a constant detection 
rate is logical and defensible in this study.  Having said this, it is possible to examine the 
sensitivity of the exponential detection time models to violation of this assumption by attempting 
to fit the model to detection time data generated from a different distribution. 
The Weibull is a two-parameter continuous probability distribution under which the rate at which 
events occur is a function of the time since the last event.  Because it can accommodate 
increasing, decreasing and constant hazard rates, the Weibull is a popular parametric survival 
model in health and industrial applications (Klein and Moeschberger, 1997).  The two parameters 
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of the Weibull are known as the scale parameter, v, and the shape parameter, κ.  The hazard rate 
(at time 6) of the Weibull is given as (McCarthy, 2007): 
     w6   vx6y/     (3.9) 
When κ > 1, the hazard rate increases with time, and when κ < 1, the hazard rate decreases with 
time.  The exponential distribution represents a special case of the Weibull where κ = 1 (Klein 
and Moeschberger, 1997; McCarthy, 2007). 
In the final scenario tested in this simulation study, detection times were generated from a 
Weibull distribution with a mean that varied according to two normally-distributed variables as 
given by Equation 3.7, and fitted using the exponential detection time model as in previous 
simulations.  Simulations were undertaken as described in Section 3.4 (1000 sets of data, 10 sites, 
16 observations at each site).  However, in this scenario, the probability of occupancy was set to 
0.6, and data were generated for 5 values of κ (κ = 0.8, 0.9, 1.0, 1.1, 1.2).  Data were generated in 
R and parameters α, β and  were estimated in WinBUGS.  The R-code and WinBUGS model 
can be found in Appendix A. 
 
3.5.1 Simulation results 
The results suggest that the exponential detection time model produces biased parameter 
estimates when detection times are distributed according to a Weibull distribution with κ ≠ 1 
(Figure 3.7, Table 3.7).  When κ = 1, the Weibull is equivalent to an exponential distribution and 
the exponential detection time model produces accurate parameter estimates.  When the rate of 
detection (or hazard rate) decreases with time (κ < 1), parameter estimates are negatively biased, 
leading to an underestimate of the average detection time of the species.  Conversely, for 
detection rates that increase with time (κ > 1), parameter estimates and average detection times 
are inflated.  
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a)  b)  
c)  d)  
Figure 3.7. Boxplots showing the estimated values of a) α, b) β1, c) β2 and d) p from 1000 runs for simulations 
with 5 different underlying detection time distributions.  All were Weibull distributions with a constant scale 
parameter, but the shape parameter varied: κ = 0.8, 0.9, 1.0, 1.1, 1.2.  Again, the number of sites was 16 and 
the number of observations made at each site was 10. True values are shown with a dotted line. 
 
Table 3.7. Average estimated values of α, β and p obtained from 1000 iterations for simulations using Weibull-
distributed detection times.  Standard deviations are shown in brackets. True values are α = 2.50, β1 = 1.50 and 
β2 = 0.50.  The final column shows the estimated average detection time, tˆ , (in timesteps) associated with the 
predicted values of α and β, with the true mean detection time equal to 42.06 timesteps.  Estimates of average 
detection time are based on the results from 500,000 simulations of Equation 3.7.   
True Weibull 
Shape Parameter, 
κ 
_` ab1 ab2 c` d 
0.80 2.01   (0.13) 1.19   (0.14) 0.39   (0.14) 0.59   (0.11) 16.24 
0.90 2.25   (0.12) 1.34   (0.13) 0.44   (0.13) 0.59   (0.11) 25.43 
1.00 2.51   (0.11) 1.51   (0.13) 0.50   (0.12) 0.59   (0.11) 43.11 
1.10 2.78   (0.11) 1.68   (0.13) 0.56   (0.11) 0.59   (0.11) 76.22 
1.20 3.07   (0.11) 1.86   (0.12) 0.61   (0.11) 0.59   (0.11) 143.59 
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3.6 Discussion 
Rigorous quantitative tools for estimating the detectability of species during flora and fauna 
surveys are needed to inform the development of minimum standards for environmental impact 
assessment and monitoring.  There already exists a modest body of literature on the survey effort 
required to detect animal species (see Azuma et al. (1990); MacKenzie and Royle (2005); Wintle et 
al. (2005b)), however, no such methods exist for determining the survey effort necessary to detect 
plant species.  The model presented here allows users to interpret imperfect survey data and 
estimate detection rates for plant species.  Estimates of detection rates may be used to determine 
the survey effort necessary to detect a plant species at occupied locations with a pre-specified 
level of certainty.  
 
3.6.1 Estimating Detectability and Survey Effort for Plants 
Exponential detection time model 
In this chapter, it is proposed that the average time required to detect a plant species during a 
survey can be estimated using a modified failure time analysis model.  Failure time, or survival, 
modelling has a significant precedent in studies where the time until an event occurs is of interest.  
The simple truncated exponential model has a long history in failure time and survival analysis, so 
its performance as an unbiased estimator is not really in question.  However, the modification 
necessary to allow for the situation where the species is truly absent from a site is unique to this 
study.  In this chapter, the performance of this exponential detection time model was tested using 
simulated data. 
Initial testing on simulated data showed that the model performed well when estimating three 
unknown parameters (α, β, and p).  Subsequent testing revealed that the model provided robust 
estimation across a range of occupancy rates.  There is evidence of some bias in the model when 
sample size is small and where occupancy is low.  In studies where the probability of the species 
occupying a site is low (p < 0.2) attention should be paid to the time at which observations are 
censored.  For example, in the simulations in Section 3.3 the true mean detection time, as 
calculated in Equation 3.4, was around 26 time steps, however for survey durations of less than 
400 time steps, the model produced biased estimates of p.  This suggests that, for species with 
low occupancy rates, the duration of the survey will need to be significantly longer than that of a 
more common but otherwise similar species if meaningful estimates of survey effort are to be 
produced.  Extra resources may be needed to determine a realistic sampling time in these cases.  
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Although the initial simulated scenarios were quite simple, the modelling framework presented 
here is flexible enough to model influences on both the mean detection time and occupancy rate 
estimates. 
Simulation of more complex scenarios indicates that the detection time model estimates 
unknown parameters well when modified to account for multiple observations at multiple sites 
(Figure 3.5), and for a combination of normally-distributed and binary variables (Figure 3.6).  
Again, there is some evidence of bias in the mean parameter estimates at low probabilities of 
occupancy (Tables 3.5 & 3.6), however this bias can be attributed largely to a number of extreme 
values.  Because of the log-linear relationship between average detection time and the linear 
predictor (See Equation 3.3), even relatively small errors in parameter estimates can cause large 
biases in estimates of average detection time. 
A key assumption of the exponential detection time model presented here is that detection times 
are distributed exponentially and that the rate of detection of a species is constant over the 
duration of the survey.  While the exponential distribution has limited application in survival 
studies where ‘aging’ is an issue, I find no reason to believe that the instantaneous potential for a 
species to be detected will change over the duration of a single survey.  However, simulations 
suggest that the performance of the model is sensitive to violation of this assumption, and that 
where detection rates vary with time, estimates of mean detection time will be incorrect.   
Estimated detection times may be sensitive to estimates of occupancy rate.  The model generally 
performs well when occupancy rates are greater than 0.2.  However there is evidence that low 
occupancy rates lead to difficulties in parameter estimation (Tables 3.3, 3.5 & 3.6).  Where the 
occupancy rate is overestimated, the model may assume that some censored observations that 
represent true absence observations are actually false absences.  This will have the effect of 
inflating estimated detection times.  Conversely, where occupancy rate is underestimated, the 
model may assume an erroneously high proportion of true absences, and detection times will be 
underestimated.  The reliability of detection time estimate will depend, at least in part, on the 
degree to which influences on occupancy can be characterised. 
False positive observations 
It may be necessary to consider the likelihood of false positive observations in detectability 
studies for species that are not visually distinctive and which can therefore be confused with 
other species (Royle and Link, 2006).  False positives occur when a species that is absent from 
the site is incorrectly recorded as present during a survey.  Where it was the only recorded 
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detection of the species, a false positive observation would serve to artificially inflate estimated 
mean detection time.  
There are several approaches that may be taken to account for false positives in detectability 
studies.  The risk of recording false positives would be minimised by taking a conservative 
approach to species identification.  Having said this, the conservative approach would also 
increase the chance of recording false negative observations, thereby inflating the estimate of 
mean detection time and reducing the occupancy estimates.  It is possible to explicitly model false 
positives, however this would increase the complexity of the modelling process to a level that is 
beyond the scope of this thesis.  A method for modelling false positives in occupancy surveys is 
presented by Royle and Link (2006).  Future studies that modify the exponential-binomial 
mixture model to include false positives will be a valuable addition to the detectability literature.  
 
3.6.2 Allocating effort in ecological surveys 
An important note about allocating effort in ecological surveys is that, in many cases, a trade-off 
must be made between minimising the chance of false absences and maximising the efficiency of 
the survey given budgetary or time constraints (Field et al., 2005a).  The weights given to each 
side of this trade-off depend on the objective of the study and the costs of the associated errors.  
MacKenzie and Royle (2005) found that when designing an occupancy study for common 
species, it is more efficient to intensively survey a small number of sampling units, while for rare 
species it is most efficient to survey more sites with less intensity to avoid expending a lot of 
effort surveying unoccupied sites.  This is appropriate for multi-site occupancy studies; however, 
it is easy to imagine situations where the trade-off may be approached differently.  Where the 
cost of a false absence is high – for example, where development will result in the clearing of 
potential habitat of an endangered flora species – one might wish to be very certain that the 
species would be detected if it was present at the site.  In these circumstances, the exponential-
binomial model presented here would allow the user to determine the survey effort necessary to 
achieve the desired level of certainty of detection.  
 
3.6.3 Modelling detectability of cryptic plants 
Some plants are cryptic in that they ‘disappear’ from and ‘reappear’ on a site over short time 
periods.  For example, many orchid species can remain underground or inconspicuous at a site 
for long periods of time and only flower for very short periods.  If the orchid is present and 
64 
flowering, it is likely to be identified and, thus, there is benefit in spending increased survey effort 
on repeat visits.  In these situations, repeat observer, repeat visit surveys and ZIB modelling are 
more appropriate.  Failure time modelling may be used as a complementary method for 
determining appropriate flora survey time. 
 
3.6.4 Implications 
Methods for estimating the survey effort required to detect species have a number of important 
applications.  Specification of the survey effort necessary to detect plant and animal species 
during a survey could be included in the requirements of environmental impact assessments and 
in the implementation of threatened species legislation.  Detectability estimates will also be useful 
in the subsequent monitoring and management of threatened species.  The same principles could 
also be applied in the detection of invasive weeds and other pests.  Methods for estimating 
detectability help to characterise and deal with the uncertainty that is common in environmental 
management. 
 
3.7 Conclusions 
In this chapter, a new method for determining the survey duration necessary to detect a plant 
species during a flora survey has been introduced.  The exponential detection time model was 
shown to be a reliable estimator of the average detection time of a plant species when underlying 
detection times are exponentially distributed and occupancy rate of the species is not very low. 
In the following chapters, this exponential detection time model is used to characterise 
detectability rates and estimated average detection times for threatened and invasive species of 
the Western (Basalt) Plains Grassland community.  Average detection times for four species (two 
threatened and two invasive) are modelled as a function of observer and environmental 
characteristics.  Estimates of average detection time are then used to determine the survey effort 
necessary to detect each species if it is present at a site. 
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Chapter 4 
 
Single Species Models of Plant Detectability 
 
Determining necessary sampling effort to detect 
threatened grassland plant species 
 
 
 
 
 
 Plate 4.1. Pimelea spinescens subs. spinescens in flower, Mt Derrimut Grassland 2006 
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4.1 Introduction 
In Chapter 3, a novel method for determining the survey effort necessary to detect a plant species 
if it is present at site was presented.  Here, the application of this modelling method is 
demonstrated for two threatened species of the Western (Basalt) Plains Grassland community, 
Pimelea spinescens ssp. spinescens (hereafter P. spinescens) and Dianella amoena (D. amoena), using data 
collected in a multi-site, multi-observer field study.  As described in Chapter 2, both species are 
listed as threatened under the Australian Environment Protection and Biodiversity Conservation Act 1999 
(EPBC Act) and the Victorian Flora and Fauna Guarantee Act 1987 (FFG Act).  The detection of a 
nationally-listed species such as P. spinescens or D. amoena may act as a trigger for the undertaking 
of a federally-administered environmental assessment and approval process under the EPBC Act 
1999 (Thomas and Elliott, 2005).  As such, they are likely to represent species of special interest 
during an environmental impact assessment or ecological survey and it is therefore important that 
the factors affecting their detectability are understood, and that survey effort guidelines are 
informed by the best available science. 
The consequences of failing to detect a threatened species at a site at which it is present are 
potentially serious.  If unaccounted for, detection issues may lead to a failure to identify sites of 
significance for a threatened species, poor decisions regarding the planning and use of occupied 
land and an increased risk of extinction.  Much of the remaining habitat for P. spinescens and D. 
amoena is found in the peri-urban region to the west of Melbourne; an area that is characterised by 
a diverse range of land uses, a high proportion of private land ownership and an increasingly high 
pressure for urban development (Buxton et al., 2006).  Land use decisions in such regions often 
have irreversible outcomes (for example, a decision to allow residential or industrial development 
at a site may involve extensive clearing of the site) and it is therefore important that decisions are 
based on sound information that recognises and accounts for ecological uncertainty.   
To date, only a small number of studies on a handful of species have explicitly investigated plant 
detectability during field surveys (Alexander et al., 1997; Shefferson et al., 2001; Kery and Gregg, 
2003; Slade et al., 2003; Brown et al., 2004), in which a number of factors influencing the 
detectability of plant species have been shown or suggested.  These factors include the size, life-
state and phenologic stage of the plant, the recent fire history at the site, the detection and 
marking history of individual plants, the individual observer conducting the survey, the time 
spent searching and the search method used, and temporal variability, in the form of seasonal 
variability as well as variation in light conditions or the surrounding vegetation. 
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In this chapter, detection time models are constructed for P. spinescens and D. amoena using data 
collected during exhaustive vegetation surveys of 16 Western (Basalt) Plains Grassland sites 
around Melbourne.  In so doing, the variables that influence detection of these species are 
examined, and optimal (or, alternatively, undesirable) survey conditions are identified.  The 
chapter begins with a description of the data collection and field methods, followed by an 
explanation of the specific modelling methods.  In the presentation of the modelling results, 
those variables that are shown to influence detection times are identified and later discussed.  In 
addition, estimates of average detection time are used to determine appropriate survey effort to 
ensure that these species are detected with a pre-specified level of certainty if they are present at a 
site.  In concluding the chapter, the implications of this study for biodiversity conservation and 
policy are discussed. 
4.2 Data Collection & Field Methods  
The data used in the following analyses were collected in a multi-site, multi-observer field study.  
Data were collected over two field seasons in Spring 2006 and Spring 2007.  Surveys were 
undertaken from late-October to mid-November to coincide with the time of year in which the 
majority of Western (Basalt) Plains Grassland species are flowering (Groves, 1965).  The object 
of the field component of the research was to collect time to detection data for all species in each 
grassland plot, as well as information on other variables that might affect the detectability of 
plants during a survey.  The data collected in these comprehensive flora surveys is used to 
construct the single species time to detection models presented in this and the following chapter, 
as well as the multi-species model presented in Chapter 6. 
4.2.1 Survey Plots 
The 16 grassland sites used in this study were described in Chapter 2.  At each site, a one hectare 
plot was marked out.  Where possible, plots were square (100 m x 100 m) and aligned in a North-
South, East-West orientation.  If this was not possible, the proportions or orientation of the plot 
were altered as necessary, however the plot was always one hectare in size.  Plots were placed in 
areas where vegetation appeared homogeneous.  In particular, care was initially taken to ensure 
that plots did not cover areas with multiple recent fire histories.  The boundaries of the plots 
were marked at each corner and at regular intervals (≤ 50 m apart) along each edge (See Plate 
4.2).  To minimise disruption to the soil and plants, markers were constructed from thin wire 
topped with bright marking tape.  The location of each plot was recorded on a global positioning 
system so that plots could be set up for repeat surveys in following years. 
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Plate 4.2.  Looking south from near the northeast corner of the survey plot at William Angliss Grassland Reserve. 
Pink plot markers can be seen at distances of 50 m and 100 m along the eastern edge of the plot.  
 
4.2.2 Observers 
Observers were categorised into three experience levels: novice, intermediate and expert.  Novice 
observers had very little experience with botanical surveys and little or no knowledge of grassland 
plants.  Intermediate observers had experience in botanical surveys and were familiar with the 
broader families of plants present in Western (Basalt) Plains Grassland.  Expert observers were 
those who had professional experience undertaking ecological surveys in and/or were very 
familiar with the flora species of the Western (Basalt) Plains Grassland community.  There are 
some limitations associated with using less experienced observers, such as an increased chance of 
identification error and larger variation in detection times.  However, the most important 
objective of the surveys was that observers recognised when a species was different to all other 
species they had previously recorded at a site, so it was possible to minimise the chance of 
misidentification through the use of more experienced ‘chaperones’ and photo-identification 
post-survey.  In total, novice, intermediate and experienced observers conducted 32, 91 and 66 
surveys, respectively (novice observers were not used in 2007 – see Section 4.4.2). 
Because many of the observers used in this field study were unpaid volunteers, it was necessary to 
be somewhat opportunistic when allocating dates and sites for survey, while maintaining 
important survey design features.  As a result, some observers conducted surveys at only three 
sites, while others surveyed all 16 sites.  No observer surveyed the same site more than once 
within a single survey season.  It was more difficult to ensure that observers did not survey sites 
in 2007 that they had visited in 2006, however observers were asked to identify sites where they 
had a particular recollection of the presence or location of rare or threatened species.  Where this 
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was the case, observers did not participate in surveys of that site in 2007.  Each site was surveyed 
between eight and 12 times over the course of the two–season survey period. 
4.2.3 Survey Methods & Candidate Explanatory Variables 
Data were collected during 90 minute surveys of the one hectare plots.  Appropriate survey 
duration was determined following informal discussions with a grassland survey expert (Williams, 
2006: Pers. Comm.).  The 90 minutes allowed in these surveys was considered to be above what 
was necessary to survey a one hectare site and is within the range of survey durations suggested 
by Goff et al. (1982) for timed meander searches.  Observers were randomly assigned a starting 
location along the boundary of the plot to avoid bias towards species located near a common 
start point.  Observers were instructed to perform a walking survey of the plot using one of two 
methods: systematic or unrestricted walk.  Systematic searches required observers to walk in a 
regular pattern, such as linear transects up and down the plot, while in an unrestricted walk, 
observers were permitted to survey the site using any path they wished in a similar fashion to the 
‘meander’ search strategy outlined by Goff et al. (1982).  Regardless of search method, observers 
were instructed to cover as much of the one hectare plot as possible during the allotted time.  
During each survey, observers recorded the presence of each new species found in the plot, and 
the time at which it was first detected.  Observers were not aware that detection time models 
were to be constructed for individual species and, in theory, did not place any special importance 
on the detection of any individual species.  In the instance that a new species was detected but 
remained unidentified, observers were instructed to make a note of the time of detection, as for 
other species.  In addition, they were to record a brief description of the plant and take photos, 
where possible, to assist with later identification.  Because of the concentrated nature of the 
surveys in an extremely threatened ecological community, observers were instructed not to 
collect plant specimens in this field study. 
Variables that may affect the probability of detecting plants during a grassland survey were 
recorded at the time of survey.  To document temporal variation, the date on which the survey 
was undertaken was recorded.  The time of day of the survey and the weather conditions 
experienced were recorded, as these may potentially affect the light conditions and visibility 
during surveys (Kery and Gregg, 2003).  The density of the surrounding vegetation may also 
affect the probability that a species is detected in a flora survey (Brown et al., 2004; Kery, 2004).  
Therefore, a measure of the cover of Themedra triandra at each site was recorded.  It was assumed 
that as T. triandra cover increased, the detectability of other plant species at the site would 
decrease.  Estimates of the percentage cover of T. triandra present in a one m2 quadrat were made 
at the centre of each plot and at points 10 m from each corner.   
70 
In Western (Basalt) Plains Grassland, fire performs an important role in maintaining sufficiently 
low densities of T. triandra biomass such that there is space and resources for herbs and other 
grass species to grow (DSE, 2003).  The time since the site was last burnt may therefore provide a 
reasonable measure of surrounding vegetation density, which is likely to affect visibility of other 
species during surveys.  Information on the time since the site had last been burnt was collected 
from management agencies and is presented in Chapter 2.  Where the fire history was not known, 
the time since the site had last been burnt was estimated visually.  It is possible that there are 
other management practices, such as mowing and grazing, which have the same effect of 
maintaining T. triandra density within the grassland sites (Morgan and Lunt, 1999; Mueck, 2000; 
Lunt, 2003), however such histories are difficult to source and could not be included in this 
study.   
A full list of candidate observer and environmental variables included in the analysis and the 
rationale for their inclusion is presented in Table 4.1.   
Table 4.1.  Candidate observer and environmental variables for single species detection time models.   
Variable 
Name 
Description Rationale 
cover Continuous variable indicating the percentage 
cover of the dominant grass species, Themeda 
triandra. 
Species are naturally harder to detect where the 
surrounding vegetation density is high (Brown et al., 
2004).  Relationship to detection time is likely to be 
positive. 
burn Continuous variable indicating the time elapsed 
since the site was last burnt. 
Fire is important in reducing dominant grass cover and 
maintaining species diversity in Western (Basalt) Plains 
Grassland (Morgan and Lunt, 1999; DSE, 2003).  Plant 
detection rates can be different in years following 
burning (Slade et al., 2003).  Relationship to detection 
times is likely to positive. 
date Continuous variable indicating the date on which 
the survey was undertaken. Date measured as the 
number of days after October 1
st
. 
Species detectability may be affected by intra-season 
temporal variation. Relationship to detection time may 
be either positive or negative. 
exper Categorical variable indicating level of experience 
of each observer. Novice, intermediate or 
experienced (See Section 4.2.2) 
Observer experience is likely to affect the detection 
probability of plant species (Kery and Gregg, 2003).   
search Binary variable for the search route used to cover 
the site.  Systematic or unrestricted. 
It is a common assumption that systematic surveys are 
the most effective search route (eg. Brown et al., 2004), 
however this doesn’t allow observers to prioritise 
favourable locations. 
timeday Categorical variable indicating time at which each 
survey started.  Morning (09:00-11;59), midday 
(12:00-14:59) or afternoon (15:00- 17:59). 
Observers may show a preference for certain times of 
day. The angle and intensity of the sun varies over the 
course of the day, and may affect visibility. 
weather Categorical variable indicating the weather 
conditions at the time of survey. Categories are 
sunny, sunny with clouds, overcast and raining. 
Weather conditions may affect lighting and visibility of 
species. Adverse conditions may affect enthusiasm and 
concentration of the observer. 
yr Binary variable indicating whether observation is 
from the 2006 or 2007 survey season. 
Visibility and detection of plants can vary between years 
(Slade et al., 2003). 
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4.3  Modelling Methods 
4.3.1 Test for exponentially-distributed detection times 
A key assumption of the exponential detection time model is that detection times are distributed 
exponentially and the rate of detection, λ, is constant.  Within the survival analysis literature, this 
feature of the exponential distribution has led to it being described as ‘ageless’ or lacking in 
memory (Klein and Moeschberger, 1997; Harrell, 2000).  The rate of detection can be described 
as the instantaneous potential for a species, undetected at time 6, to be detected by time 6   1 
(after Kleinbaum, 1996).  Within a 90-minute flora survey, there is no reason to believe that this 
rate should vary for a target plant species, however it is possible to test for exponentially-
distributed detection times.  If detection times are exponentially distributed, the plot of the 
estimated cumulative hazard rate at time t, Ab(t), vs t should be roughly linear (Klein and 
Moeschberger, 1997).  The cumulative hazard can be determined up to the largest observed time 
using the Nelson-Aalen estimator (Klein and Moeschberger, 1997): 
Ab6   o ")LkzL
  ,          { 6 P 6  , (4.1) 
where " is the number of detections occurring at time i, and ) is a count of the number of 
observations still at risk of detection just prior to 6.  The determination of ) requires knowledge 
of the total number of expected detections, N, for each species, which can be approximated by: 
  ̂|, (4.2) 
where ̂ is the estimated probability of occupancy for the species and | is the total number of 
surveys.  If   is the number of detections made prior to 6, it follows that: 
)   %   (4.3) 
Plots of the cumulative hazard rate, Ab(t), vs t were constructed for each species, using estimates 
of ̂ obtained during the modelling of detection times. 
 
4.3.2 Average Time to Detection 
Detection times of Pimelea spinescens and Dianella amoena were modelled using the exponential 
detection time model presented in Chapter 3 (Garrard et al., 2008).  As described in the previous 
chapter, this model assumes that detection times for each species are distributed exponentially 
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with a constant rate parameter, .   is modelled as a function of observer and environmental 
features, !: 
  16V  @
WXYr}rXXY~}~, (4.4) 
where 6V is the average time to detection and  are the covariate coefficients. 
The likelihood of observing a detection time 6 is a function of observer, e, and site, , and is 
given as: 
I6f|,    g. exp/KLkl
f
fm
nklexp/KLkl/nkl  , opf
f
1 1  
I6f|,    gexp/KLkl
f
fm
  1 %  , opf
f
 0 (4.5) 
where pi is the probability of the species occurring at site i, λ is the detection rate of the species, tik 
is the detection time recorded by observer k at site i, and δik is an indicator of whether the species 
was detected by observer k at site i: δik = 1 if detected and δik = 0 if not detected.  Models were 
run in the Bayesian statistical freeware program WinBUGS (Lunn et al., 2000).  The WinBUGS 
code for the exponential detection time model for single species can be found in Appendix B.  In 
the absence of prior information about parameter estimates, uninformative Bayesian prior 
distributions were specified for ], D and , such that: 
] ~ "43U0, 0.0001 
D ~ "43U0, 0.0001 
 ~ "T{0, 1 
 
4.3.3 Probability of Occupancy 
The simplest way to model the probability of occupancy, , for a single species is to assume that 
it is constant across all sites (Eq. 4.6).  Under this scenario,  is estimated as a single variable in 
the WinBUGS model, and is equivalent to the proportion of sites occupied by the species.   
   , (4.6) 
where  is a constant with an uniform prior distribution as described above. 
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It is also possible that the probability of occupancy varies according to site-level physical and 
historical variables as discussed in Chapter 3.  This type of variation may be incorporated into the 
model using a logistic model (Eq 4.7) that relates , the probability that the species occupies site 
, to explanatory variables, , using the logit link (Agresti, 1996): 
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exp1
exp
             (4.7) 
where [ are variable coefficients. 
Initially, both options for estimating probability of occupancy were included in the candidate 
detection time models.  However, models where probability of occupancy varied according to 
site characteristics (Eq. 4.7) were slow to converge, with high autocorrelation (See Appendix C) 
and, as such, these models were eliminated from the list of candidate models. 
 
4.3.4 Variable Shape & Form 
Candidate explanatory variables were presented in Section 4.2.3 (See Table 4.1).  The form in 
which continuous variables are included in a model need not be linear; indeed there is often 
reasonable grounds for considering non-linear responses such as second and third order 
polynomials (Wintle et al. 2005a).  However, choosing which functional forms to use in a 
regression analysis must also consider the number of degrees of freedom required to fit more 
complex shapes in relation to the number of truly independent data points available (Wintle et al. 
2005a).  Model development in this study is restricted by the number of sites at which species 
were detected and I chose to introduce candidate variables in the linear form to enable me to test 
a few candidate variables of interest without over-fitting the models.  As such, all three 
continuous variables in this study were included as linear functions in all of the competing 
models considered. 
Collinearity and interactions between variables 
A test for correlations between candidate variables was conducted.  This revealed a relatively high 
correlation between the time since the site had last been burnt and the cover of Themeda triandra 
at the site (r = 0.41).  As such, these variables were not included simultaneously in candidate 
models.  It was observed in the field that the effect of sunlight reflecting on the dominant grass 
T. triandra appeared to have an effect on the visibility of some species.  The photos in Plate 4.3 
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illustrate this phenomenon.  As such, interactions between the cover of T. triandra and variables 
that may represent changes in sunlight (weath, timeday) were considered in candidate models of 
detection time.  Because of their accumulated knowledge, it is reasonable to assume that 
experienced observers are potentially more likely to benefit from an unrestricted search pattern 
than less experienced observers.  An interaction between observer experience and search method 
was therefore considered in candidate models. 
  
Plate 4.3.  Photos of the same P. spinescens plant surrounded by dense T. triandra in shade (left) and in sun 
(right).  Photos were taken in the early afternoon on a mostly sunny day.   
 
4.3.5 Sampling Hierarchy & Random Effects 
As with all ecological studies, there are some issues associated with the hierarchy of replication in 
this study (Hurlbert, 1984).  In the detection time models presented in this thesis, observations 
are assumed to be independent replicates, irrespective of site or observer, but it is possible that 
both site and observer may influence detection rates.  Survey design necessarily involves trade-
offs between rigour, sampling effort and cost and resource constraints (Keith, 2000), and 
replication limitations are common in ecological studies (Oksanen, 2001).  If unaccounted for, 
replication issues can introduce bias in ecological models and reduce confidence in inference and 
prediction.  Replication hierarchy can be addressed through the addition of random effect terms 
to fixed effects models (Buckley et al., 2003; Gillies et al., 2006).  Random effect terms have the 
advantage that they do not use up as many degrees of freedom as fixed effects with many levels 
(Buckley et al., 2003).  Nonetheless, they do add to the number of parameters that must be 
estimated by the model, which may be a limiting factor where data is restricted. 
In order to investigate the influence of site and observer on detection times in this study, random 
effect terms for both variables were added to the nominal best 5 models for each species.  The 
influence of random effects was assessed qualitatively by monitoring the rank order of models 
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and the significance of predictor variables.  If the addition of a random effect changes the rank 
order of models or the rank order of significance of the predictor variables, then the inference 
made from that model will be qualitatively different, and the random effect is assumed to be 
influential. 
4.3.6 Model Selection 
Candidate exponential detection time models were run in WinBUGS.  Model fit and parsimony 
was assessed using the Deviance Information Criterion (DIC: Spiegelhalter et al., 2002).  The 
Bayesian equivalent of the Akaike Information Criterion (AIC: Akaike, 1973), DIC is a statistic 
that may be used to compare competing statistical models, by measuring the fit and complexity of 
the model.  Models that fit the data well are favoured, but increasing complexity is penalised.  
Model fit is measured as 2,  the posterior mean of the deviance, and model complexity is 
estimated by , the effective number of parameters in the model.  DIC is calculated such that: 
DIC   2    (4.8) 
Models with lower DIC values are preferred over those with higher values. 
A number of methods are available for variable selection and the most appropriate method will 
be determined to some degree by the sample size, the number of candidate models and variables, 
the complexity of the models and the computational capacity or structure of the statistical 
package (Olden and Jackson, 2000).  Methods available for variable selection include forward 
selection, backward elimination and stepwise selection, in which variables are added or removed 
one at a time according to some significance threshold (Olden and Jackson, 2000; Miller, 2002).  
It is also possible to conduct an exhaustive, or all-subsets, search in which all possible 
combinations of predictor variables are examined in the search for the best model (Olden and 
Jackson, 2000).  This approach is only plausible where the model specification process can be 
completely automated, particularly where there is a large number of candidate variables.  
Burnham and Anderson (2002) argue that the best approach is for modellers to use ecological 
knowledge to select a smaller subset of likely models a priori. 
Automation of the model selection process is not a trivial undertaking for models run in 
WinBUGS.  The model specification procedure requires that each model be written in full and 
that the data supplied contains only those variables included in the model.  It is possible to set up 
an automated process run through R using the R2WinBUGS package, however examples of this 
are rare (see, for example, Thomson et al. (2007)) and the code required to set up such a process 
is of a complexity that is beyond the scope of this thesis.  
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In this study, model selection was achieved through a manual backward selection process, which 
began by running the full model with all parameters for each species.  Estimated values (and 
credible intervals) and posterior density distributions of the variable coefficients were assessed 
visually to determine which variables were likely to make a negligible contribution to explanation 
of variation in detection times.  For example, a variable with a wide posterior distribution (or 
credible interval) centred over zero (Fig 4.1a) is likely to contribute less to the variation in 
detection times than a variable with a narrow posterior distribution (or credible interval) that does 
not include zero (Fig 4.1b).  The variable least likely to explain detection times was then removed 
and the model run again.  If the DIC of the new model decreased, the variable was removed 
from the model permanently, and if the DIC increased, the variable was replaced and another 
variable removed.  This process was repeated until it was not possible to improve the DIC by 
removing another variable.  The model at this point was considered to be the ‘best’ model for 
that species. 
 
a)   
 
b)   
Figure 4.1 Examples of posterior density distributions for theoretical parameters a) A and b) B as estimated by 
WinBUGS after 200,000 iterations.  Distribution A is wider and more closely centred over zero than B, and is 
therefore less likely to contribute significantly to the explanation of variation in the observed detection times. 
 
In a simulated comparison of model selection methods in regression analysis, Olden and Jackson 
(2000) concluded that backward elimination methods performed well in comparison with 
forward, stepwise and exhaustive search methods, selecting the correct model at least 75% of the 
time.  However, determination of the size of the reduction in DIC necessary to justify excluding a 
variable from the candidate model set can be subjective, particularly where the difference in DIC 
between the ‘best’ model and the full model is relatively small, as was the case for some species in 
this study.  In general, it is considered safe to exclude variables where the decrease in DIC is 
greater than two units (McCarthy, 2007).  Where the exclusion of no single variable yielded 
changes of this magnitude early in the backward elimination process, a decision was made in this 
study to eliminate variables that resulted in much smaller DIC reductions (in the order of 0.5).  
There is a risk using this approach that variables may be incorrectly removed from the candidate 
model set.  It is also possible that variables that do not appear to explain much variation in 
detection times in the full model may actually be important when the number of parameters is 
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reduced.  Such parameters may be erroneously excluded early in the backward elimination 
process.  The results of the simulation study undertaken by Olden and Jackson (2000) indicate 
that errors in model selection when using backward elimination were far more likely to be due to 
the inclusion of extra variables than omitting variables.  This can be used to justify an approach 
that tends toward excluding variables where DIC selection is ambiguous. The risk erroneously 
excluding variables was minimised in this study by adding excluded variables one at a time to the 
‘best’ model and reassessing DIC for those models.  The sequence of variable selection is 
presented in Appendix C. 
Visual assessment of trace histories (time series), posterior densities and autocorrelation plots was 
used to confirm that the WinBUGs simulation had converged and that the parameter estimates 
were drawn from smooth posterior distributions (See Best et al., 1995; Spiegelhalter et al., 2003). 
Uncertainty surrounding the selection of the ‘best’ model in any given situation is a substantial 
issue, and an in-depth coverage is beyond the scope of this thesis.  Model averaging techniques, 
including Bayesian model averaging (Hoeting et al., 1999), can be used to make inferences and 
predictions using a set of competing models, rather than assuming that one model is superior to 
other candidate models (Burnham and Anderson, 2002).   I acknowledge that model selection 
uncertainty is a substantial issue in this study and present a range of competitive models for each 
species.  Model-averaged predictions about detection times for each species could be developed 
using the DIC values presented here, though I have chosen to use the DIC-best model to predict 
average detection times and build detectability curves for the range of conditions encountered in 
this study. 
 
4.3.7 Estimating Survey Effort 
Species-specific estimates of detection rate, , and the average time needed to detect the species 
if it is present at a site can be used to construct a detectability curve for each species.  
Detectability curves plot the probability that a target species will be detected at a site where it is 
present against the effort expended in searching for it, and can be used to determine the 
minimum survey effort necessary to detect a target species if it is present with a pre-specified 
level of confidence (Wintle et al., 2005b).  Where detectability has been estimated as , the 
probability of detecting a species in a single visit to a site, survey effort is measured in the number 
of visits, #, to the site, and detectability curves are constructed using: 
2  1 % 1 % &                   (Wintle et al., 2005b) (4.9) 
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In this thesis, the survey effort necessary to detect a target species if it is present at a site is 
measured as the time spent searching at that site, and the probability of detection, D is estimated 
as described in Equation 3.3 and Figure 3.1: 
  
4.3.8 Model Evaluation 
Explicit evaluation of the detection time models presented in this thesis presents a number of 
challenges.  The underlying problem driving most detectability studies is an understanding that a 
species that is present at a site may not always be detected in a survey of that site (Tyre et al., 
2003; Wintle et al., 2004; MacKenzie et al., 2006) and, as such, there is an explicit recognition in 
detectability modelling that the ‘truth’ is often unknown.  Where a species is detected at a site, we 
feel confident that we understand the true occupancy of that site.  However each absence 
observation has two possible ‘truths’: the species is either truly absent from the site or it is 
present and has remained undetected.  In other ecological modelling fields, such as wildlife 
habitat modelling, the discrimination and predictive ability of a model is assessed by comparing 
predictions from the model with an independent or bootstrapped dataset which is assumed to 
represent the true state (Wintle et al., 2005a).  The true value of censored observations in survival 
analysis is unknown and this makes evaluation of any form of survival model difficult (Hosmer 
Jnr. et al., 1999).   
In the absence of explicit evaluation of these models, it is possible to compare the observed 
proportion of detections of a species at a given time to the detectability curve for that species as 
estimated by the model.  For any single species, the proportion of possible detections (R42) 
made by time, 6, can be approximated by: 
R42L 
∑"L
̂|  , 
(4.10) 
where " is the proportion of detections made at each site, , at time 6, ̂ is probability of 
occupancy of the species predicted by the detection time model and | is the total number of 
sites.  Because ̂ is estimated as a constant across sites, it is equivalent to the proportion of sites 
occupied by species .  Where a species is detected perfectly at all sites at which it is present (̂|), 
R42 will equal one.  Data limitations mean that R42 is not calculated for specific survey 
conditions, rather it is computed once across the full range of survey conditions experienced 
during the data collection period. 
The probability that a species will be detected after a survey duration t is given by Equation 3.3.   
If the model is estimating well, predictions of 2L should be comparable to R42L . 
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4.4 Results 
4.4.1 Exponential Detection Times 
Plots of the cumulative hazard rates versus time for each species were roughly linear (Figure 4.2), 
indicating the assumption of exponentially-distributed detection times is justified. 
a) b) 
Figure 4.2  Estimated cumulative hazard rates Ab6 vs. time 6 for (a) Pimelea spinescens and (b) Dianella 
amoena. 
  
4.4.2 Detection Rates 
Observer Experience 
Analysis of the detection rates for each species following the 2006 field season suggested that 
experienced and, in the case of P. spinescens, intermediated observers were more likely to detect 
these species if they are present (Table 4.2).  Detection rates for novice observers were lowest for 
both species.  However, the data collected by novice observers was deemed inappropriate for 
inclusion in detection time models, as these observers were extremely slow at identifying species 
and did not cover a large enough proportion of each site during the allocated survey time.  As 
such, a decision was made not to employ novice observers during the 2007 field season and to 
exclude the 2006 novice results from the modelling process.  In total, 157 observations were 
recorded for each species by experienced and intermediate observers during the 2006 and 2007 
field seasons. 
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Table 4.2.  Detection information for P. spinescens and D. amoena by observer experience in the 2006 field 
survey season.   
Species 
Observer 
Experience 
Total Possible 
Detections* 
Observed 
Detections 
Detection Rate 
P. spinescens Novice 11 3 0.27 
 Intermediate 11 8 0.73 
 Experienced 10 6 0.60 
D. amoena Novice 9 2 0.22 
 Intermediate 6 2 0.33 
 Experienced 4 3 0.75 
*Total possible number of detections is equal to the number of surveys undertaken by observers of each 
experience level at sites where the species was detected in 2006. 
 
During the 2006 field season, Pimelea spinescens was detected in 5 of the 16 plots surveyed, and 
observations outside of the designated survey times indicated that it was present in at least 2 
other plots (Table 4.3).  In 2007, this species was found at 8 sites; the 5 sites where it was 
detected in 2006, the two sites where its presence was known, but it remained undetected, and 
another site where it was not seen in the previous year.  Dianella amoena was detected in 3 of the 
16 plots in 2006 and 5 plots in 2007.  
 
Naïve Detection Rates 
By assuming that the observed detection information for each species represents the true species 
occupancy at each site, and that the species is truly absent from sites where it was not detected, a 
naïve estimate of detection probability, ", can be calculated: 
 "   (4.11) 
where  is the number of detections and  is the total number of surveys undertaken at sites 
where detections were made.  Those sites where no detection was recorded are not included in 
the calculation.  Such estimates are deemed naïve-high detection rates, as they will naïvely 
overestimate detection rates in situations where the species is truly present at sites where it 
remained undetected (Wintle et al., 2004).  Nonetheless, they are useful here to demonstrate 
imperfect detection even at sites where the species is known to exist.  Naïve-high detection rate 
estimates for P. spinescens (assuming presence at sites where species was not detected in 2006, but 
was detected in 2007) were 42% in 2006, 57% in 2007 and 51% over both years.  Similarly, naïve-
high detection rates for D. amoena were 33% in 2006, 41% in 2007 and 38% over both years. 
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Table 4.3.  Detection information for P. spinescens and D. amoena in the 2006 and 2007 field seasons.  Results 
from surveys undertaken by novice observers in 2006 are not included. 
 Pimelea spinescens subsp. spinescens Dianella amoena 
Site Detected1 Proportion detected2 Detected1 Proportion detected2 
 2006 2007 2006 2007 2006 2007 2006 2007 
1 N N 0 0 N Y 0(/3) 1/5 
2 N N 0 0 N Y 0(/3) 1/5 
3 N N 0 0 N N 0 0 
4 N N 0 0 Y Y 2/5 6/7 
5 N* Y 0(/4) 3/4 N N 0 0 
6 N Y 0 1/6 N N 0 0 
7 N N 0 0 Y Y 2/4 3/6 
8 N N 0 0 N N 0 0 
9 Y Y 2/3 5/6 Y Y 2/3 1/6 
10 N N 0 0 N N 0 0 
11 Y Y 4/6 2/4 N N 0 0 
12 Y Y 2/6 3/5 N N 0 0 
13 Y Y 4/6 3/6 N N 0 0 
14 Y Y 2/3 4/6 N N 0 0 
15 N N 0 0 N N 0 0 
16 N* Y 0(/5) 2/4 N N 0 0 
1 
 Indicates whether the species was detected at the plot.  Y: species was detected; N: species wasn’t detected 
during surveys; N*: species was detected in plot, but not during surveys.  
2
  Indicates the number of observers who detected the species as a proportion of the total number of observers 
who surveyed the site.  Where the species was not detected in 2006, but was detected in 2007 at the same 
site, the species is assumed to have been present in 2006, and the total number of surveys undertaken is 
shown in parentheses. 
 
4.4.3 Models of Detection Time 
Pimelea spinescens 
The best model for P. spinescens is the one that models detection time as a function of the 
experience of the observer, the cover of T. triandra at the site and the date on which the survey 
was undertaken (Table 4.4).  The posterior estimates for parameters included in this model are 
presented in Table 4.5.  Average detection times are lower for experienced observers than for 
observers with intermediate experience, and as the cover of T. triandra increases, the average time 
to detection also increases.  The 95% credibility intervals for these parameter estimates do not 
include zero, indicating a clear influence of observer and T. triandra cover detection times.  
Detection times are also predicted to be lower on dates later in the survey period, however the 
95% credibility interval for this parameter does include zero and there is therefore a small chance 
that this variable does not truly influence detection.  The effect of each variable on average 
detection time estimates under average survey conditions is presented in Figure 4.3. 
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There is also substantial support for a number of other candidate models, each of which has a 
DIC value within two units of the best model (Table 4.4).  A difference in DIC of less than two 
would generally indicate that there is considerable level of support for these models (McCarthy, 
2007).  Models for which there is considerable support include a model that does not include date 
as a predictor variable, as well as models that include an interaction between T. triandra cover and 
the time of day, the year in which the survey was undertaken, the weather conditions at the time 
of survey and the search method used.  Estimates of average detection time predicted by the best 
five models for this species are presented in Table 4.10 and the inference made from models with 
DIC values close to that of the best model will be qualitatively discussed in Section 4.5.1.  Unless 
otherwise stated, predictions of detection time and required survey effort presented in this 
section are those for the nominal best model for this species (Model 1, Table 4.4). 
 
Table 4.4.  Differences in Deviance Information Criterion (∆DIC) between the best detection time model for P. 
spinescens and other candidate models.  The effective number of estimated parameters (pD) is also shown. 
 Model pD ∆DIC 
1 6V ~ exp(α + exper + cover + date) 4.85 0 
2 6V ~ exp(α + exper + cover) 3.87 0.610 
3 6V ~ exp(α + exper + cover + date + cover*timeday) 6.76 0.706 
4 6V ~ exp(α + exper + cover + date + yr) 5.85 1.604 
5 6V ~ exp(α + exper + cover + date + weather) 6.74 1.692 
6 6V ~ exp(α + exper + cover + date + search) 5.78 1.812 
7 6V ~ exp(α + exper + cover + date + timeday) 6.73 2.408 
8 6V ~ exp(α + exper + cover + date + obsr*search) 6.64 2.440 
9 6V ~ exp(α + exper + cover + date + cover*weather) 6.71 3.072 
10 6V ~ exp(α + exper + cover + date + weather + search) 7.69 3.633 
 
 
 
Table 4.5.  Parameter estimates for the best detection time model for P. spinescens (Model 1 in Table 4.2) after 
100,000 iterations. 
Node Mean 95% C.I. 
p 0.50 (0.28, 0.73) 
α 5.29 (4.06, 6.54) 
experienced -1.16 (-1.83, -0.51) 
cover 2.18E-2 (8.64E-3, 3.61E-2) 
date -0.23 (-5.19E-2, 6.84E-3) 
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Figure 4.3.  Effect of a) Themeda triandra cover, b) date and c) observer experience on average detection time 
estimates for P. spinescens under otherwise average conditions for the best model (Model 1) in Table 4.3.  The 
average conditions are equivalent to a survey undertaken by an intermediate observer on the 31
st
 of October 
at a site with 35% cover of Themeda triandra.  Dots show the mean of the posterior estimate for average 
detection time, and the dashes represent the 95% credible interval.  
 
 
Dianella amoena  
The detection time model with the lowest DIC value for D. amoena is one where the average time 
to detection is modelled as a function of observer experience, T. triandra cover and the search 
method used by the observer (Table 4.6).  Again, there are a number of competing models for 
which there is considerable support, and there are less than 7 DIC units between the best model 
and the model containing all candidate variables for this species.  Again, estimates of average 
detection times predicted by the best 5 models for this species are shown in Table 4.10 and, 
unless otherwise stated, the predictions of detection time and survey effort presented in this 
section are those from the best model (Model 1, Table 4.6). 
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Table 4.7 presents parameter estimates for the best model for D. amoena.  As with P. spinescens, 
observer experience has a negative relationship to average detection times, and the cover of 
Themeda triandra a positive one.  The 95% credible intervals for these variables do not include 
zero, which suggests these effects are meaningful.  Observers who were unconstrained in their 
search pattern tended to require less time to detect D. amoena than those who were forced to 
follow a systematic route, however the 95% credible interval for this variable includes zero, 
indicating that there is a chance that this variable has no true effect on detection times. 
The effect of each variable on average detection time estimates under average survey conditions 
is presented in Figure 4.5.  There is considerably more variation in average detection time 
estimates for D. amoena than for P. spinescens (Figure 4.3), for which the observed detection rates 
presented in Table 4.3 may offer some explanation.  D. amoena was detected at only 5 of the 16 
sites surveyed and naïve detection rates at those sites were less than 50% over both survey 
seasons.  The result of this detection history is that there is a very large proportion (87%) of 
censored observations, which contain only partial information.  Precise estimates are unlikely 
given such data. 
Table 4.6.  Differences in Deviance Information Criterion (∆DIC) between the best detection time model for D. 
amoena and other candidate models.  The effective number of estimated parameters (pD) is also shown. 
 Model pD ∆DIC 
1 6V ~ exp(α + exper + cover + search) 4.67 0 
2 6V ~ exp(α + exper + cover) 3.76 1.076 
3 6V ~ exp(α + exper + cover + search + date) 5.63 1.425 
4 6V ~ exp(α + exper + cover + search + timeday) 6.40 1.520 
5 6V ~ exp(α + exper + cover + search + cover*weather) 6.39 1.699 
6 6V ~ exp(α + exper + cover + search + yr) 5.59 1.875 
7 6V ~ exp(α + exper + cover + search + weather) 6.43 2.295 
8 6V ~ exp(α + exper + cover + search + cover*timeday) 6.36 2.780 
9 6V ~ exp(α + cover + search) 3.75 3.024 
10 6V ~ exp(α + exper + cover + search + timeday + weather) 8.04 3.749 
 
 
Table 4.7.  Parameter estimates for the best detection time model for D. amoena (Model 1 in Table 5.3) after 
100,000 iterations. 
Node Mean 2.5% 
p 0.37 (0.16, 0.64) 
α 5.09 (3.84, 6.54) 
experienced -1.13 (-2.17, -0.13) 
cover 4.98E-2 (1.12E-2, 9,37E-2) 
unresistricted search -0.87 (-1.87, 0.13) 
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b) 
 
c) 
 
Figure 4.4.  Effect of a) Themeda triandra cover, b) search and c) observer experience on average detection 
time estimates for D. amoena under otherwise average conditions for the best model (Model 1) in Table 4.6.  
The average conditions are equivalent to a systematic survey undertaken by an intermediate observer at a site 
with 35% cover of Themeda triandra.  Estimates are not shown for T. triandra cover greater than 50% as no 
detections of this species were made at sites with greater than 45% cover.  Dots show the mean of the 
posterior estimate for average detection time, and the dashes represent the 95% credible interval.  
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Site and Observer Influence 
The best five models for each species have DIC values with two units of each other, indicating 
that each model is essentially as good as the others (Tables 4.4 and 4.6).  The influence of site and 
observer were tested by adding random effects for both variables separately and together to the 
nominal best five models for each species.  As expected, the addition of random effects resulted 
in a widening of the credibility intervals around estimates for individual predictors and average 
detection times.  The addition of random effects did not affect the rank order of significance of 
individual predictors included in the models and, for P. spinescens, there was no real change in the 
rank order of the models according to DIC (See Table 4.8).  However, there was some evidence 
of change in the rank ordering of models with a preference for model five when site (and, to a 
lesser extent, observer) was added as a random effect to D. amoena models (Table 4.8), indicating 
that both site and observer are potentially influencing detection rates for this species.  Having 
said this, the addition of random effects increased the number of parameters that must be 
estimated by the model (from 6.4 to more than 10 in the case of D. amoena).  D. amoena was one 
of the rarest species in this study - found on average by less than 50% of observers at only five 
sites – and models for this species are built on only 21 detection observations.  As such, 
overfitting is a legitimate concern for this species. 
For all D. amoena models in which random effects were tested the addition of the site random 
effect resulted in an increase in the estimated probability of occupancy from 0.37 to over 0.50.  
This species was found at five of 16 sites (31% of sites) and estimates of occupancy probability, 
, greater than 0.50 seem inflated.  Inspection of the posterior densities for  revealed influence 
of the prior distribution over the posterior estimate in this case (Figure 4.5).  This is indicative of 
insufficient data and a decision was made to proceed with the presentation of results without the 
inclusion of random effects.  This is likely to have some implications for model inference in that 
the overall variance of the model may be underestimated, leading to an overestimation of the 
significance of individual predictor variables (Rodriguez and Goldman, 1995; Okamura et al., 
2008).  However, such trade-offs are common and necessary in ecological studies (Oksanen, 
2001).  This issue may be avoided in future studies by increasing the ratio of detection time 
observations to the number of sites and/or observers. 
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Table 4.8.  The rank order (according to DIC), difference in DIC (∆DIC)  and effective number of estimated 
parameters (pD) for the 5 best models for each species with no random effects, site effect, observer effect and 
site and observer effects.  The influence of site and observer is assessed qualitatively by comparing the rank 
order of models with and without random effects.  Where there is a clear change in the rank order of models, 
the random effect is deemed influential.  The difference in DIC between the top model and all other models 
(∆DIC) can be used to assess whether the change in rank order of models is clear.   
Species/ 
Best 5 Models
1
 
No Random 
Effects 
Site 
Effect 
Observer 
Effect 
Site & Observer 
Effect 
Rank 
∆DIC
2
/ 
pD 
Rank 
∆DIC
2
/ 
pD 
Rank 
∆DIC
2
/ 
pD 
Rank 
∆DIC
2
/ 
pD 
P.spinescens         
Model 1 1 0.00/4.8 1 0.00/8.3 1 0.00/9.3 2 0.30/12.1 
Model 2 2 0.61/3.9 2 0.13/7.2 3 0.58/8.3 1 0.00/11.3 
Model 3 3 0.71/6.8 4 2.10/9.5 2 0.31/10.9 5 2.07/13.1 
Model 4 4 1.60/5.8 3 1.51/9.0 5 1.10/10.2 4 1.25/12.8 
Model 5 5 1.69/6.7 5 2.26/9.6 4 0.97/11.2 3 1.21/13.4 
D. amoena         
Model 1 1 0.00/4.7 4 0.77/8.2 3 1.93/8.5 4 2.27/15.3 
Model 2 2 1.08/3.8 2 0.31/11.6 4 3.02/7.8 2 1.78/13.4 
Model 3 3 1.43/5.6 3 0.59/10.5 5 3.34/9.6 3 2.21/15.8 
Model 4 4 1.52/6.4 4 3.86/11.3 2 1.53/11.9 5 2.98/18.2 
Model 5 5 1.70/6.4 1 0.00/10.2 1 0.00/12.9 1 0.00/14.7 
1
 As presented in Tables 4.2 and 4.3 
2
 ∆DIC is measured as the difference in DIC of that model relative to the number 1 ranked model for a given 
random effect column. 
 
 
 
Figure 4.5.  Examples of prior and posterior distributions for the probability of occupancy estimate in Dianella 
amoena models.  The uninformative uniform prior distribution (dunif(0,1)) is shown in (a).  (b) shows the 
posterior density in the fixed effects model and (c) shows the posterior density as estimated by a model with a 
site random effect added.  In the site random effect model, there is evidence of influence of the prior in the 
right tail of the posterior distribution. 
 
a) b) c) 
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4.4.4 Determining necessary survey effort to detect threatened 
species in Western (Basalt) Plains Grassland 
Under the average conditions experienced during the survey period (an intermediate observer 
conducting a survey at a site with 35% T. triandra cover on the 31st of October), the average time 
needed to detect P. spinescens if it is present is 218.7 (sd: 61.1) minutes per hectare.  Under the 
same conditions, a more experienced observer would need, on average, 68.0 (sd: 15.4) minutes 
per hectare.  The average time to detection for D. amoena under average conditions (intermediate 
observer, 35% T. triandra cover, systematic search route) is 1,122 (sd: 765.0) minutes per hectare, 
however this figure is reduced to 349.1 (sd: 221.6) minutes/hectare if experienced observers are 
undertaking the survey. 
Table 4.9 presents estimates of average detection times under ‘good’, ‘bad’ and ‘average’ survey 
conditions for each species.  There is considerable variation around the detection time estimates 
under less than optimal conditions.  Again, this is likely to be driven by the incomplete 
information contained in censored observations.  For example, of the known false negative 
observations recorded for P. spinescens, 75.6% were made by the less experienced observers, and 
would contain only partial information about detection times.  Predicted detection time estimates 
for surveys undertaken by intermediate observers are therefore less precise than those predicted 
for experienced observers. 
Table 4.9.  Estimates of 6V,the average time needed to detect P. spinescens and D. amoena if they are present in 
a Western (Basalt) Plains Grassland site under ‘good’, ‘bad’ and ‘average’ conditions.  For P. spinescens, ‘good’ 
conditions are equivalent to a survey conducted by an experienced observer late in the Spring season (20
th
 of 
November) at a site with low (10%) cover of T. triandra), ‘bad’ conditions are equivalent to a survey conducted 
by an intermediate observer on the 11
th
 of October at a site with 95% T. triandra cover and ‘average’ 
conditions are intermediate observer, 31
st
 October, 35% T. triandra cover.  For D. amoena, ‘good’ conditions 
are considered here to be a survey conducted at a site with 10% T. triandra cover by an experienced observer 
who is unrestricted in search route, and ‘average’ conditions are intermediate observer, 35% T. triandra cover 
and systematic search route.  The ‘average’ conditions experienced during the survey period would be 
considered ‘bad’ for detecting D. amoena. 
 
 
  
Conditions Species 
d 
(mins/ha) 
95% Credible 
Interval 
Good Pimelea spinescens 26.07 (12.00, 53.36) 
 Dianella amoena 41.35 (15.03, 103.5) 
Average Pimelea spinescens 218.70 (129.8, 366.9) 
 Dianella amoena 1122.0 (320.8, 3091.0) 
Bad Pimelea spinescens 1466.0 (430.0, 3919.0) 
 Dianella amoena 1122.0 (320.8, 3091.0) 
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Detectability curves constructed for each species according to Equation 3.3 show that, under 
favourable (‘good’) survey conditions, the survey duration required achieve a 0.80 probability of 
detection if the species is present is around 42 minutes per hectare for P. spinescens and 67 minutes 
per hectare for D. amoena (Table 4.10, Figure 4.6).  These figures increase to approximately 78 and 
124 minutes per hectare to achieve a level of certainty of 0.95. 
The survey effort required to achieve a reasonable level of certainty of detection increases under 
less favourable conditions according to the change in detection rate, λ.  Estimates of the survey 
effort required to detect P. spinescens and D. amoena with 80 or 95% certainty under the average 
conditions experienced during the survey period are significantly larger than those estimated 
under favourable conditions (Table 4.10).  Detectability curves for a range of suboptimal survey 
conditions for each species are presented in Figure 4.7. 
Table 4.10.  Comparison of estimates from models within 2 DIC units of the ‘best’ models for P. spinescens and 
D. amoena (See Tables 4.4 and 4.6).  The average time to detection for each species is presented under good 
and average survey conditions, along with the associated survey effort (minutes/hectare) required to achieve a 
probability of detection of 0.80 and 0.95 given the species’ presence.  95% credible intervals are shown in 
brackets.  For P. spinescens, ‘good’ conditions are equivalent to a survey conducted by an experienced observer 
late in the Spring season (20
th
 of November) at a site with low (10%) cover of T. triandra) and ‘average’ 
conditions are intermediate observer, 35% T. triandra, 31
st
 October.  For D. amoena, ‘good’ conditions are 
experienced observer, unrestricted search route, 10% T. triandra and ‘average’ conditions are intermediate 
observer, restricted search route, 35% T. triandra cover.  Where the time since last burn is included in the best 
model, estimates are based on 2 years since the site was last burnt. 
Model 
Time to Detection (mins/ha) Required Effort (mins/ha) 
Pr(detect) = 0.80 
Required Effort (mins/ha) 
Pr(detect) = 0.95 
 Good cond’ns Ave. cond’ns Good cond’ns Ave. cond’ns Good cond’ns Ave. cond’ns 
P. 
spinescens 
      
Model 1 26.07 
(12.00, 53.36) 
218.7 
(129.8, 366.9) 
41.96 
(19.32, 85.88) 
351.9 
(209.0, 590.5) 
78.10 
(35.96, 159.8) 
655.0 
(388.9, 1099.0) 
Model 2 38.93 
(22.25, 65.90) 
214.9 
(127.3, 359.3) 
62.65 
(35.81, 106.1) 
345.9 
(204.8, 578.3) 
116.6 
(66.55, 197.4) 
643.8 
(381.3, 1076.0) 
Model 3 22.86 
(10.4, 47.01) 
346.7 
(162.0, 711.8) 
36.79 
(16.73, 75.67) 
557.9 
(260.8, 1146.0) 
68.48 
(31.14, 140.8) 
1039.0 
(485.5, 2132.0) 
Model 4 22.14 
(6.98, 55.89) 
256.3 
(131.8, 478.7) 
35.63 
(11.23, 89.95) 
412.5 
(212.2, 770.4) 
66.33 
(20.91, 167.4) 
767.9 
(395.0, 1434.0) 
Model 5 19.17 
(6.14, 48.58) 
222.9 
(119.2, 407.1) 
30.85 
(9.89, 78.18) 
358.8 
(191.8, 655.1) 
57.41 
(18.41, 145.5) 
667.8 
(357.0, 1219.0) 
D. amoena       
Model 1 41.35 
(15.03, 103.5) 
1112.0 
(320.8, 3091.0) 
66.55 
(24.19, 166.7) 
1790.0 
(516.3, 4975.0) 
123.9 
(45.02, 310.2) 
3331.0 
(961.0, 9260.0) 
Model 2 69.64 
(29.83, 151.0) 
644.1 
(229.8, 1637.0) 
112.1 
(48.00, 243.1) 
1037.0 
(369.8, 2634.0) 
208.6 
(89.35, 452.5) 
1930.0 
(688.3, 4903.0) 
Model 3 40.04 
(14.06, 101.3) 
1263.0 
(347.0, 3654.0) 
64.45 
(22.63, 163.1) 
2032 
(558.4, 5880.0) 
120.0 
(42.12, 303.5) 
3783.0 
(1039.0, 10950.0) 
Model 4 28.37 
(4.904, 92.97) 
1409.0 
(227.6, 5472.0) 
45.66 
(7.893, 149.6) 
2268.0 
(366.4, 8806.0) 
84.99 
(14.69, 278.5) 
4221.0 
(681.9, 16390.0) 
Model 5 39.17 
(5.186, 148.6) 
1089.0 
(209.0, 4077.0) 
63.48 
(8.583, 241.0) 
1650.0 
(323.7, 6257.0) 
118.2 
(15.95, 448.5) 
3071.0 
(602.5, 11650.0) 
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a) 
b)  
Figure 4.6.  Detectability curves for (a) P. spinescens and (b) D. amoena under favourable (blue) and average 
(black) survey conditions.  Favourable survey conditions here are: experienced observer, 10% T. triandra cover 
(both species) and 20
th
 November (P. spinescens only) or unrestricted search route (D. amoena only).  Average 
conditions are: intermediate observer, 35% T. Triandra cover, 30
th
 October or systematic search route.  Given 
the species is present at a site, the survey effort required to achieve a probability of detection of 0.80 under 
favourable survey conditions is 42 minutes per hectare for P. spinescens and 67 minutes per hectare for D. 
amoena.  These figures increase to 352 and 1,790 minutes per hectare under average conditions.  Dots 
represent the mean of the posterior distribution for each estimate and dashes show the 95% credible intervals.  
Note difference in scale on x-axes. 
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a) b) 
  
  
Figure 4.7.  Effect of less favourable survey conditions on detectability curves for (a) P. spinescens and (b) D. 
amoena.  Black curves are detectability curves (with 95% credible intervals) under favourable conditions for 
each species, as in Figure 4.6.  Grey curves show the effect of changing a single parameter.  For P. spinescens, 
detectability curves are shown for a less experienced observer (top), 50% cover of T. triandra (middle) and 30
th
 
October (bottom).  Similarly, detectability curves for D. amoena show the effect of a less experienced observer 
(top), 35% T. triandra cover (middle) and a systematic search route (bottom).  Dots are the mean of the 
posterior estimate and dashes are 95% credible intervals.  
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4.4.5 Comparison of observed detections and predicted 
probability of detection 
The construction of detectability curves allows for the comparison of the predicted probability 
that the species will be detected at a site where it is present after a survey of duration 6 with the 
proportion of total possible detections observed in the field at time 6 (See Section 4.3.8).  These 
plots are shown in Figure 4.8.  For each species, the observed proportion of detections sits 
between the good and average detectability curves, just outside the 95% credibility intervals for 
detection probability under average conditions.  This is to be expected, as the observed 
proportion of detections includes all of the detection observations collected in the field under the 
full range of survey conditions.  It is therefore unreasonable to expect that the observed 
proportion of detections will correspond exactly with the detectability curve for any particular set 
of survey conditions. 
 
a) b) 
Figure 4.8 Comparison of observed proportion of detections () with detectability curves as predicted by the 
best models for a) P. spinescens and b) D. amoena under average () and favourable () survey conditions.  
Dashes show the 95% credible intervals around the predicted mean detection probability under average (black) 
and favourable (grey) survey conditions for each species.  For both species, the observed proportion of 
detections sits between the favourable and average detectability curves.  
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4.5 Discussion 
4.5.1 Factors affecting detection 
Two factors clearly influenced detection times for both species in this study: the experience of 
the person conducting the survey and the cover of the dominant grass, Themeda triandra. Both 
factors are included in all of the ‘best’ detection time models for both P. spinescens and D. amoena 
(Tables 4.4 & 4.6).  That the average time needed to detect threatened species increases with 
increasing cover of the dominant grass species is logical.  It naturally becomes more difficult to 
detect individuals of a less dominant species as the cover of surrounding vegetation increases.  
While observer experience has not been shown to have an impact on detection rates of plants in 
previous studies (Kery and Gregg (2003) found no difference in orchid detectability estimates for 
two observers of varying experience, and Chen et al. (2009) similarly found no difference in 
detectability for two observers of varying experience when searching for trees and shrubs), 
increased detection rates for experienced observers have been demonstrated in bird surveillance 
studies (Boulinier et al., 1998; Pagano and Arnold, 2009), and aerial surveillance for cetaceans 
(Laake et al., 1997).  In my study, the data collected by inexperienced observers was discarded 
prior to detection time modelling.  These observers spent a large amount of time identifying 
species and were simply unable to cover the one hectare plots in the allocated 90 minutes.  In the 
two previously mentioned studies that found no influence of observer experience on 
detectability, surveys were targeted towards particular species.  Kery and Gregg (2003) were 
looking for only one species and Chen et al. (2009) were searching for six tree and shrub species.  
Here, surveys were designed to be similar in nature and objective to those undertaken as part of 
environmental impact assessments, where a complete species list is compiled for the site.  
Western (Basalt) Plains Grasslands are diverse native communities with many small and 
inconspicuous species and a large number of exotic species.  It is reasonable to expect that the 
differences in survey speed and detection rates of experienced and novice observers may be 
exacerbated when every species must be identified. 
A number of other potentially significant impacts on detection time were identified in this study.  
The date on which the survey was undertaken is included in most of the best detection time 
models for P. spinescens, with coefficient estimates suggesting that average detection times 
decrease as the spring season progresses.  Similarly, there is evidence of the same relationship in 
one of the best models for D. amoena (Model 6, Table 4.6).  It is possible that the decrease in 
detection times reflects an improvement in each observer’s ability to detect the species as the 
survey period advances; it is reasonable to expect that as observers conduct more surveys and ‘get 
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their eye in’ for the species, they detect the species more easily and quickly.  This type of 
variation, whereby observers gain experience as the survey season progresses, was noted by Kirby 
et al. (1986) in British woodlands.  Late-autumn to early-winter is generally considered to be the 
optimal time to search for P. spinescens as it is during this time that the species is in flower 
(DEWHA, 2009b).  It is therefore unlikely that the species itself becomes more obvious during 
the October-November sampling period used here.  However grasslands, like all ecosystems, 
display temporal variation and it is possible that changes in the surrounding vegetation influence 
detection rates over the course of the survey period.  Extremely hot and dry conditions were 
experienced in both survey years, which may have contributed to a more rapid change (eg. short 
flowering periods and rapid desiccation) in the surrounding vegetation than is normally expected.  
Future studies with a more consistent observer resource might allow the effects of observer 
improvement and temporal changes in vegetation to be further separated and explained. 
For D. amoena, modelling results also suggest that the search method employed has an important 
impact on detection rates, with detection times lower during surveys where search route was 
unrestricted than during systematic surveys.  This result is likely to reflect the ability of the 
observer to use intuition and previously accumulated knowledge regarding likely habitat when 
conducting detection surveys.  Where the objective of a survey is to thoroughly cover and 
document the vegetation at a site, systematic surveys represent the most effective method of 
searching that site (Cacho et al., 2006).  However, this study suggests that when determining the 
presence or absence of a threatened species at a site, there is value in allowing observers freedom 
in the route that they follow when conducting a survey.  This is discussed further in the following 
chapter (Section 5.4.1). 
For both species, there were a number of models that had a DIC value within two units of the 
nominal best model (See Tables 4.4 and 4.6).  Such a small difference in DIC would generally 
indicate a significant level of support for these models (McCarthy, 2007).  There are some 
differences in the average detection times and required survey efforts predicted by the top-ranked 
models for each species (Table 4.10).  However, the variation around these estimates is large and 
these differences cannot be considered meaningful without further investigation.  Differences in 
these top models are attributed to the addition or removal of single candidate variables.  It should 
be noted that most of the 95% credibility intervals around parameter estimates for these variables 
include zero and the influence of these variables is therefore less certain than those that have 
already been discussed.  Nonetheless, it is worth considering explanations for their influence on 
detection times and these are discussed below. 
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There is some evidence that detection times of plants in Western (Basalt) Plains Grasslands may 
be influenced by an interaction between the cover of T. triandra and the light conditions 
experienced at the time of survey.  An interaction between cover and the time of day was 
included in the best models for P. spinescens and an interaction between cover and the weather 
conditions in the best models for D. amoena.  These interactions were included to test an 
observed change in visibility when sunlight reflects off dense grass cover (See Plate 4.3).  For P. 
spinescens, predicted average detection times were marginally higher during the middle of the day 
than in the morning or afternoon, which might be explained by the phenomenon noted above.  
The D. amoena detection time model that includes the cover:weather interaction (Model 5: Table 
4.6) predicts that detection times are significantly longer during wet conditions, however this is 
likely to be attributed to the fact that no detections of this species were made in the rain.  
Similarly, there is evidence that detection times for P. spinescens are significantly higher in wet 
conditions when weather is included independently of cover (Model 5: Table 4.2) but again, no 
detections of this species were made during wet conditions and further research is necessary to 
confirm this relationship. 
Finally, within the top-ranked models for each species is a model that includes the year in which 
the survey was undertaken, indicating that there may be some inter-annual variation in detection 
times for both species.  Possible causes of such variation include changes in the appearance of 
the species or the surrounding vegetation, and a change in the overall abundance of the species.  
To date, no published studies have explicitly investigated the influence of abundance on plant 
detection rates, although it is logical to assume that detection times will be lower at sites where 
the species is more abundant (Vittoz and Guisan, 2007).  The relationship between species rarity 
and detection times is investigated in the general model of detectability presented in Chapter 6.  
In contrast to the findings for invasive species in the following chapter, detection times for both 
P. spinescens and D. amoena were marginally lower in 2007, the second year of survey.  It is possible 
in this case that the decrease in detection times may represent an improvement in an observer’s 
ability to detect these species over time, particularly where that observer participated in both field 
seasons.   
4.5.2 Threatened species detectability and the urban context 
Much of the remaining habitat for P. spinescens and D. amoena now exists as remnant grasslands on 
Melbourne’s urban fringe.  This urban context is of particular relevance to this study for a 
number of reasons.  Firstly, while any action or process that affects threatened species may have 
an impact on the survival of that species, the impacts associated with urban development can be 
particularly severe.  Where a species is incorrectly determined to be absent from a site, land 
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clearance for development results in an irreversible loss of habitat and individuals of that species.  
In addition, urbanisation may be accompanied by other threats, such as introduced species, 
habitat fragmentation and changes to fire regimes (Williams et al., 2005a; Buxton et al., 2006).  In 
Melbourne, there is now significant pressure for the development of new urban settlements and a 
new urban growth zone that fast-tracks the development process on greenfield sites has recently 
been introduced (Growth Areas Authority, 2008).  Once land has been zoned for development, it 
is too late to adequately assess and manage for biodiversity conservation (Fallding, 2004).  The 
Victorian Government is currently preparing a Strategic Impact Assessment (to be assessed 
under the EPBC Act) that will identify and designate land for development and conservation at a 
regional scale in Melbourne’s western urban fringe (DSE, 2009a).  Any strategic environmental 
assessment requires a comprehensive understanding of the environmental resource in question 
(Abaza et al., 2004), and it is important that the location and extent of threatened species be 
understood before decisions regarding land use are made.  The quality and accuracy of threatened 
species mapping will depend on knowledge of species’ detection rates and the adequacy of the 
survey effort for detecting those species. 
Secondly, the history of land use in the urban fringe is likely to impact on the survey effort 
required to detect threatened species.  As is common in peri-urban regions, Melbourne’s western 
urban fringe is characterised by multiple land uses (Buxton et al., 2006).  Private land ownership is 
high and threatened ecosystems such as Western (Basalt) Plains Grassland are poorly represented 
by conservation zoning in this region (Buxton and Choy, 2007).  It is therefore unlikely that 
remnant native grassland has been managed for conservation purposes.  Without an appropriate 
fire regime or other means to remove biomass, the cover of Themeda triandra is known to increase 
(Morgan and Lunt, 1999).  In this study, detection times for both P. spinescens and D. amoena were 
shown to increase significantly with Themeda cover and, as such, the survey effort required to 
detect these species at poorly managed sites in the urban fringe may be very high. 
Finally, the pressure to fast-track development or assessment decisions in the urban fringe may 
result in difficulties in ensuring that ecological impact assessment field surveys are undertaken at 
times favourable for detecting threatened species.  In this study, field work was undertaken 
during spring – the peak flowering season for most grassland species – because it was assumed 
that ecological impact assessment surveys would also occur at this time of year.  Under a fast-
tracked development scenario, it is unlikely that this will be the case.  It has been demonstrated 
here that the survey effort required to detect threatened Western (Basalt) Plains Grassland species 
during spring may increase significantly under sub-optimal survey conditions.  Furthermore, 
because the field component of this study was specifically designed to coincide with the peak 
flowering period, the effect of seasonality on detection rates was not investigated.  D. amoena is 
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known to become deciduous during very hot, dry conditions and, unlike most grassland plant 
species, P. spinescens experiences its peak flowering period in winter when many other species are 
dormant or much-reduced (DSE, 2005a; DSE, 2008a).  As such, the survey effort required to 
detect P. spinescens and D. amoena is likely to vary with season, and surveys conducted at sub-
optimal times are likely to have a lower detection probabilities. 
4.5.3 Implications for threatened species management and 
environmental impact assessment 
Historically, it has been the default assumption of environmental impact assessment that a 
species that is present at a site will be detected during a survey of that site (Wintle et al., 2005a; 
Garrard et al., 2008).  This study has identified that nationally threatened plant species can have 
detection probabilities of much less than one, even at sites where they are known to exist.  Naïve-
high detection rate estimates were 0.51 for Pimelea spinescens and 0.38 for Dianella amoena when 
conducting 90-minute surveys in one-hectare plots.  It is therefore critical for the successful 
management of these species that imperfect detectability is recognised and accounted for in 
environmental impact assessment policies.  A logical way for conservation management policies 
to account for imperfect detectability is to regulate the effort allocated to environmental impact 
assessment surveys, such that the probability of detecting a threatened species is acceptable. 
Regulation of survey effort could be achieved by setting minimum survey requirements, which 
may be qualitative or quantitative.  Qualitative survey standards might include the specification of 
optimal survey conditions or, conversely, survey conditions that are to be avoided.  Based on the 
results of this study, it would be reasonable to specify that surveys for P. spinescens and/or D. 
amoena be undertaken by observers who are well-experienced in conducting grassland surveys and 
that extra effort is allocated at sites where the cover of T. triandra is high.  Where surveys cannot 
be undertaken under favourable conditions, the burden should be placed in the proponent to 
demonstrate that survey effort has been increased to accommodate the decrease in detection 
probability associated with suboptimal survey conditions. 
Estimates of the average detection time and detection rates can be used to determine the 
minimum survey effort required to achieve an acceptable probability of detecting the species if it 
is present.  For example, under favourable conditions, the survey effort required to achieve a 
probability of detection of 0.80 is around 42 minutes per hectare for P. spinescens and 67 minutes 
per hectare for D. amoena.  These figures increase to 78 and 124 minutes per hectare, respectively, 
if a 0.95 probability of detection is required.  This level of survey effort is well above many of the 
estimates of survey effort retrievable from a review of ecological impact assessments undertaken 
98 
in the region over the last 20 years (See Table 2.1) and is significantly greater than the effort that 
was expended for the Victorian Government’s recent Strategic Impact Assessment (DSE, 2009a).  
Again, the burden must be on the proponent to demonstrate an adequate increase in survey 
effort under suboptimal conditions.  The increase in survey effort necessary to detect these 
species under poorer survey conditions can be greater by orders of magnitude (See Tables 4.9 and 
4.10). 
It is important to note that the single species models presented in this chapter were constructed 
using data collected in exhaustive flora surveys, rather than data collected during surveys targeted 
towards detecting individual species.  Compiling information for all species detected at a site may 
result in inflated detection times for species detected later in the survey and exacerbate the 
differences between experienced and non-experienced observers.  Indeed, the data collected by 
novice observers in this study was deemed inappropriate for use because these surveyors spent 
too much time identifying species.  It is probable that novice observers would have provided 
usable data were they only looking to detect one or two species, especially if they had received 
preparatory training.  The use of exhaustive survey data for developing single species models in 
this thesis was necessitated by limited resources and the need for efficiency in data collection, and 
it is likely that average detection times and required survey effort will be lower during surveys 
where observers are required to look for only one or two species. 
Definition of what is considered an ‘acceptable’ probability of detecting a species if it is present is 
likely to vary according to a number of factors specific to the location and species.  For example, 
where a species is very threatened, it may be appropriate to request a very high level of certainty 
be achieved.  Similarly, a high level of certainty might be desirable at locations where impact 
assessment surveys are followed by actions that result in irreversible loss, such as clearance for 
urban development.  Regardless of the level of certainty considered necessary, threatened species 
detectability curves provide decision-makers with a tool that enables them to make a transparent 
assessment of the adequacy of the information provided by the proponent, based on the survey 
effort expended. 
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4.5.4 Model assumptions and opportunities for further investigation 
Model Assumptions 
Two important assumptions have been made in the construction of detection time models for 
threatened plant species in Western (Basalt) Plains Grassland: 
1. The exponential detection time model assumes a constant detection rate, λ.  This means 
that the probability of detecting the species at time t is independent of the survey time 
already expired.  In other words, the species does not become any more or less detectable 
over the duration of the survey.  The rationale supporting this assumption was presented 
in detail in the previous chapter (Section 3.5) and these species do not possess any 
characteristics, such as heliotropism (Kevan, 1972), that would cause changes in their 
appearance over short time periods.  Plots of the cumulative hazard rates for each species 
indicate that the assumption of exponential detection times has been met here. 
2. All surveys undertaken at a site are considered to be replicate observations at that site, 
independent of year.  As such, it is assumed that community composition at individual 
sites is closed to emigration or immigration, and that no species becomes extinct or 
colonises a site from one year to the next.  Given the threatened nature of these species, 
it is more probable that they would become locally extinct at a site than colonise a new 
site.  However, both species were detected at sites in 2007 that they were not found at in 
the previous year (Table 4.2).  If this represented a true change in occupancy at these 
sites, violation of this assumption in this way would result in artificially inflated predicted 
average detection times.  Having said this, naïve-high detection rates for both species 
were low and these species have a poor record of regenerating from seed in the wild 
(Mueck, 2000; DSE, 2006).  It is therefore more likely that they were falsely recorded as 
absent in the first year of survey.   
The difficulties associated with evaluating detection time models was discussed earlier in this 
chapter (Section 4.3.8).  The performance of the exponential detection time model was 
investigated in a simulation study presented in the previous chapter and the results suggest that 
the model is an unbiased estimator under most conditions.  In the absence of an explicit 
evaluation statistic, a comparison of the observed proportion of detections and the predicted 
probability that the species will be detected if it is present is provided for survey durations less 
than or equal to the duration for which data was collected (See Figure 4.8).  For each species, 
plots of the observed proportion of detections sit between the ‘best’ and ‘average’ detectability 
curves.  This is a favourable result; the observed proportion of detections curve is constructed 
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using detection observations collected under the full range of survey conditions experienced 
during the field study.  It is therefore unlikely that this curve would compare especially well to 
any detectability curve constructed for a single set of survey conditions.  Future studies that focus 
on developing methods for explicitly evaluating detection time models across a larger range of 
survey durations will make a significant contribution to detectability research. 
The variation around estimates of average detection time, detection probability and 
recommended survey effort is quite large, particularly under sub-optimal survey conditions.  This 
scale of variation is common in ecological studies as data is notoriously noisy (Regan et al., 2002).  
Neither species modelled in this study have occupancy probabilities low enough to warrant 
concern regarding the estimating capability of the model, however variation in estimates can be 
expected to be higher where there is a large proportion of censored observations for a species.  
Future investigations in which the number of detections is increased by undertaking surveys of a 
longer duration may help to reduce the variation in detection time and required survey effort 
estimates. 
The 90-minute survey duration used in this study was chosen as it was thought long enough to 
allow a reasonable coverage of a one-hectare plots, but was short enough to ensure that observers 
did not tire dramatically over the course of the survey.  Many observers failed to detect species 
that were present in the allocated time, and it is reasonable to expect that estimated detection 
times will be above 90 minutes under suboptimal conditions.  Because they are influenced by the 
incomplete information provided by censored observations, estimates of detection times that are 
greater than 90 minutes per hectare are more uncertain that those based on detections made 
within the allocated 90 minutes.  It is impossible to evaluate the accuracy of predictions greater 
than 90 minutes per hectare using the technique presented in this study and further investigation 
of this issue is warranted.  Furthermore, it is important to note that observers are likely to tire 
during long surveys, and this may affect rate of detection which, in this study, is assumed to be 
constant.  To avoid violating this assumption in practical application of this research, observers 
should be given opportunity for rest at least every 90 minutes. 
This study has characterised detection rates for two nationally-endangered plant species in 
Western (Basalt) Plains Grassland.  There are currently more than 1,200 plant species listed as 
threatened under the EPBC Act (DEWHA, 2009e) and a great many more considered to be 
threatened at more localised geographic scales.  The detection time modelling methods presented 
in this thesis are not restricted to the species presented here and may be applied to any threatened 
species for which data on detection times exists.  Governments should now begin to accumulate 
knowledge about detection rates of other threatened plant species, and should specify appropriate 
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survey conditions and, where possible, minimum survey effort requirements within management 
and recovery schedules for these species.  Examples of schedules in which survey 
recommendations and standards should be specified include Recovery Plans and Significant 
Impact Guidelines for species listed under the EPBC Act and Action Statements for species 
listed under Victoria’s FFG Act. 
 
4.6 Conclusion 
This study demonstrates imperfect detectability of two nationally threatened grassland species 
and quantifies survey effort required to detect the species under a range of conditions.  Even at 
sites where the species were known to exist, detection rates for Pimelea spinescens and Dianella 
amoena during 90-minute surveys of one-hectare plots were 0.51 and 0.38, respectively.  
Environment and observer characteristics that influence detection of these species have been 
identified and the average time needed to detect them if they are present at a site has been 
estimated.  Observer experience and the cover of the dominant grass species, Themeda triandra, are 
important determinants of average detection time for both species.  Other variables, such as the 
date of survey and the search route used to search a site, also appear influential.  Under 
favourable survey conditions, the predicted average detection times are around 25 minutes per 
hectare for P. spinescens and 42 minutes per hectare for D. amoena.  Detectability curves have been 
used to demonstrate that, under these conditions, to achieve a 0.80 probability of detecting these 
species during a survey of a grassland site where they are present requires a survey duration of 39 
minutes per hectare for P. spinescens and 64 minutes per hectare for D. amoena.  Importantly, it was 
demonstrated that estimates of average detection time and required survey effort increase 
significantly under less favourable survey conditions.  Such information can inform scientifically-
based survey standards for each species under threatened species legislation and other ecological 
assessment procedures. 
  
102 
  
103 
 
Chapter 5 
 
Detectability of Invasive Weeds 
 
Building detection time models for the invasive weed 
species Nassella neesiana and Nassella trichotoma in 
native grasslands 
 
 
 
 Plate 5.1. An infestation of Chilean Needle Grass, Nassella neesiana, in  a native grassland, Deer Park. 
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5.1 Introduction 
There is no denying the scale of the impact of exotic species on native ecosystems.  Worldwide 
biodiversity losses attributed to invasive exotic species are second only to the losses associated 
with land clearing and habitat destruction (Groves et al., 2001), and may soon surpass these to 
become the main cause of global ecological destruction (Clout and Veitch, 2002).  Annual 
economic losses in the order of tens of billions US dollars are attributed to invasion by weed 
species in many countries (Pimentel et al., 2001).  Invasive weed species pose a serious threat to 
native ecosystems, where they out-compete native plant species and alter the structure and 
function of native vegetation communities (Hobbs and Humphries, 1995; Williams and West, 
2000).  In Australia, invasive weeds constitute one of the most serious threats to the natural 
environment and primary production and considerable budgets are allocated to weed 
management projects every year (Australian Government, 2007b). 
There are clear financial and productivity incentives to manage and eradicate invasive weeds in 
Australia.  In the agricultural industry, it is estimated that annual weed management costs 
Australian farmers around $1.4 billion.  A further $2.2 billion is attributed to productivity losses 
every year (Sinden et al., 2004).  In addition, as a signatory to the Convention on Biological 
Diversity, Australia is required to “...prevent the introduction of, control or eradicate those alien 
species which threaten habitats, ecosystems or species...” (Convention on Biological Diversity, 
1992: Article 8h).  The most effective method of weed management is to prevent the 
introduction and establishment of exotic species.  Where this is not possible, early detection and 
eradication of the species is critical (Rejmanek, 2000; Australian Government, 2007b).  Early 
detection of invasive species increases the chances of successful eradication and reduces potential 
impacts on native systems and costs of management (Timmins and Braithwaite, 2002). 
It is important that those responsible for managing invasive weeds understand the factors 
influencing detection rates during surveys of native vegetation communities.  The factors 
contributing to the imperfect detectability of threatened native species may also be relevant to 
invasive weed species, particularly in the early stages of invasion, when individual numbers and 
density are low.  Aside from a few notable exceptions (See Brown et al. (2004)), plant detectability 
studies have, to date, focussed on native species in natural environments.  Reference to weed 
detectability has largely been made in relation to the interval between repeat surveys (Brown et al., 
2004) and, more recently, as a factor in decision-theoretic weed management strategies (Cacho et 
al., 2006; Regan et al., 2006; Fox et al., 2009; Hauser and McCarthy, 2009; Rout et al., 2009).  There 
have not yet been attempts to model the detectability of individual weed species in a single visit 
to a site. 
105 
Because they enable and, in fact, require the incorporation of uncertainty around parameter 
estimates, decision-theoretic methods are increasingly popular in environmental management 
research (Possingham, 2001).  Recent applications of decision theory to invasive weed problems 
have demonstrated methods for determining optimal surveillance investment (Regan et al., 2006; 
Mehta et al., 2007; Fox et al., 2009; Hauser and McCarthy, 2009; Rout et al., 2009), whereby the 
most efficient allocation of resources is identified as the surveillance strategy with the lowest net 
expected cost.  This approach involves a trade off between the costs of surveillance and the cost 
incurred if the species remains undetected and escapes (Rout et al., 2009).  A key component in 
determining the optimal investment in surveillance is an estimate of the probability that the target 
species will be detected during a given surveillance strategy, however to date no studies have 
explicitly modelled this parameter using field data.   
Chilean needle-grass (Nassella neesiana) and serrated tussock (Nassella trichotoma) are considered 
two of the worst invasive weeds in Australia because of their invasiveness, potential to spread 
and economic and environmental impacts (CRCAWM, 2003b; CRCAWM, 2003a: see Section 
2.4).  Both species are included on the list of Weeds of National Significance, a list of 20 invasive 
weeds targeted for co-ordinated management across all Australian jurisdictions (Thorp and 
Lynch, 2000; Weeds Australia, 2008).  Weed invasion by exotic perennial grasses, including 
Nassella species, is regarded as a significant threat to the surviving remnants of Western (Basalt) 
Plains Grassland (DSE, 2003).  In this chapter, the detection time model developed in Chapter 3 
is used to explore the detectability of N. neesiana and N. trichotoma in Western (Basalt) Plains 
Grassland.  The factors deemed important for determining average detection time for each 
species are discussed, as are the implications of this research for invasive weed management. 
 
5.2 Data Collection & Modelling Methods 
Detection time data for N. neesiana and N. trichotoma were collected during multi-observer, multi-
site surveys as described in Section 4.2, and single species models of detection time were 
constructed for each species using the methods outlined in Section 4.3.  The candidate 
explanatory variables for average detection time are the same as those offered for the threatened 
species detection time models in Chapter 4 (See Table 4.1).  To avoid the difficulties associated 
with site-level modelling of occupancy probability (see Section 4.3.3), the probability of 
occupancy of each species was modelled as a constant across sites and, as such, no site-level 
explanatory variables were necessary in this analysis.  The best models for each species were 
selected using DIC.  An example of the model code can be found in Appendix B. 
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5.3 Results 
5.3.1 Detection Rates  
N. neesiana was detected at 12 out of 16 sites in 2006, and 13 sites in 2007.  N. trichotoma was 
found in 15 of 16 sites in 2006 and 12 sites in 2007 (Table 5.1).  Detection rates for both species 
were variable; at some sites, a high proportion of observers detected the species, while at others 
detection rates were low.  By assuming that each species is truly absent from sites where it was 
not detected, estimates of detection rate can be calculated (naïve-high detection rate, see Section 
4.4.2).  Naïve-high detection rate estimates for N. neesiana were 59% in 2006, 42% in 2007 and 
50% over both years.  Similarly, naïve-high detection rates for N. trichotoma were 72% in 2006, 
59% in 2007 and 65% over both years. 
Table 5.1  Detection information for N. neesiana and N. trichotoma in the 2006 and 2007 field seasons.   
Information collected by novice observers in 2006 is not included. 
 Nassella neesiana Nassella trichotoma 
Site Detected1 Proportion detected2 Detected1 Proportion detected2 
 2006 2007 2006 2007 2006 2007 2006 2007 
1 Y Y 1/3 2/5 Y Y 2/3 3/5 
2 Y Y 3/3 3/5 Y N 2/3 0(/5) 
3 Y Y 1/3 1/5 Y Y 1/3 4/5 
4 N Y 0(/5) 2/7 Y N 4/5 0(/7) 
5 Y Y 2/4 2/4 Y Y 3/4 4/4 
6 Y Y 4/4 5/6 Y Y 4/4 6/6 
7 N Y 0(/4) 1/6 N N 0 0 
8 Y Y 4/5 5/6 Y Y 4/5 5/6 
9 Y Y 1/3 2/6 Y Y 3/3 5/6 
10 Y N 2/3 0(/7) Y Y 2/3 2/7 
11 Y Y 1/6 2/4 Y Y 5/6 2/4 
12 Y Y 5/6 2/5 Y Y 5/6 5/5 
13 Y Y 6/6 1/6 Y Y 4/6 5/6 
14 N N 0 0 Y Y 2/3 5/6 
15 Y Y 6/6 3/6 Y Y 4/6 3/6 
16 N N 0 0 Y N 2/5 0(/4) 
1 
 Indicates whether the species was detected at the plot.  Y: species was detected; N: species wasn’t detected.  
2
  Indicates the number of presence observations as a proportion of the total observations at the site.  Species 
detected at a site in one year were assumed to have been present at that site in both years, regardless of 
detection history.  Where species is not detected at a site where it is assumed to have been present, the total 
number of surveys is shown in parentheses. 
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5.3.2 Models of Detection Time 
The best model for N. neesiana is one where the average detection time is modelled as a function 
of observer experience, weather conditions at the time of survey and the year in which the survey 
was undertaken (Model 1, Table 5.2).  There is also considerable support for the models that 
include the time since the site was last burnt, Themeda triandra cover, search method and date, 
which all have DIC values within 2.5 units of the best model (Model 2: Table 5.2).  The estimated 
values of the variable coefficients under the best model are shown in Table 5.3.  As with the 
native species modelled in the previous chapter, detection times are lower when the survey is 
undertaken by a more experienced observer.  The time taken to detect the species was higher in 
2007 than in 2006.  Weather has a varying effect, however the most favourable weather 
conditions are overcast days.  The node estimate for rainy days is extremely high and highly 
variable.  This weather category had the lowest representation, and no detections were made for 
this species in rainy conditions. 
The average detection time for N. neesiana under the most favourable survey conditions 
(experienced observer, overcast day, 2006) is 27.6 (sd: 9.2) minutes per hectare (Figure 5.1).  This 
figure increases under less favourable survey conditions (Figure 5.1, Table 5.4).  Under the 
average conditions experienced during the survey period (intermediate observer, sunny day, 
2007), the average detection time for N. neesiana was 347.9 minutes per hectare.  Average 
detection times as predicted by the top five candidate models for N. neesiana can be seen in Table 
5.9. 
Table 5.2.  Differences in Deviance Information Criterion (∆DIC) between the best detection time model for N. 
neesiana and other candidate models.  Models with ∆DIC values greater than 10 are not shown as there is little 
support for models with DIC values more than 10 units greater than the best model (McCarthy, 2007).  .  The 
effective number of estimated parameters (pD) is also shown. 
 Model pD ∆DIC 
1 6V ~ exp(α + exper + weather +  yr) 5.77 0 
2 6V ~ exp(α + exper + weather + yr + burn) 6.60 0.082 
3 6V ~ exp(α + exper + weather + yr + cover) 6.73 1.58 
4 6V ~ exp(α + exper + weather + yr + burn + search) 7.64 2.01 
5 6V ~ exp(α + exper + weather + yr + burn + date) 7.73 2.18 
6 6V ~ exp(α + exper + weather + yr + burn + weather*cover) 8.49 2.58 
7 6V ~ exp(α + exper + weather + yr + burn + timeday*cover) 8.53 3.23 
8 6V ~ exp(α + exper + weather + yr + burn + exper*search) 8.65 3.33 
9 6V ~ exp(α + exper + weather + yr + burn + timeday) 8.61 4.02 
10 6V ~ exp(α + exper + weather + yr + burn + timeday +date) 9.63 5.88 
11 6V ~ exp(α + exper + weather + yr + burn + timeday + date + search) 10.47 7.56 
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Table 5.3.  Parameter estimates for the best detection time model for N. neesiana (Model 1, above) after 
100,000 iterations. 
Node Mean 
95% 
Credible Interval 
p 0.83 (0.64, 0.96) 
α 4.87 (4.43, 5.36) 
exper 
  intermediate 
  experienced 
 
- 
-1.15 
 
- 
(-1.65, -0.65) 
weather 
  sunny 
  sunny w clouds 
 
- 
0.020 
 
- 
(-0.40, 0.83) 
  overcast -0.45 (-1.08, 0.17) 
  raining 80.55 (5.41, 223.0) 
year 
  2006 
  2007 
 
- 
0.94 
 
- 
(0.41, 1.47) 
 
 
 
 
Figure 5.1.  Average estimated detection times () and 95% credible intervals (-) for N. neesiana for 
experienced and intermediate observers under otherwise favourable (overcast day in 2006) survey conditions. 
 
 
Table 5.4.  Effect of less favourable survey conditions on mean detection times of N. neesiana.  Mean detection 
times are shown for an experienced observer, overcast weather conditions, in the year 2006 in row 1.  The 
effect of altering a single variable is shown in the rows below.   
Altered Variable 
Average Detection 
Time (mins/ha) 
95% Credible 
Interval 
None 27.62 (14.24, 49.72) 
Intermediate observer 87.74 (43.68, 163.1) 
2007 68.95 (42.39, 110.0) 
Sunny 42.66 (25.56, 69.84) 
Sunny with cloudy breaks 52.33 (30.49, 87.69) 
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The best model for N. trichotoma is one that models the average detection time as a function of 
the experience of the observer, the search method, the date of the survey and the year in which 
the survey was undertaken (See Table 5.5).  Node estimates for the best model are shown in 
Table 5.6.  As with N. neesiana, detection times for N. trichotoma are lower for experienced 
observers and in 2006.  In addition, detection times are shorter towards the end of the spring 
survey season and during surveys when the observer is unrestricted in search route.  There is also 
substantial support for models that include the cover of T. triandra or the time since the site was 
last burnt, as well as the model that does not include the year in which the survey was 
undertaken.  Each of these models is within 2 DIC units of the best model.  The average 
detection times estimated by these models under favourable and average survey conditions are 
presented in Table 5.9. 
For the best model, the predicted average detection times across a range of dates for N. trichotoma 
are shown in Figure 5.2.  Under the most favourable conditions (experienced observer, 
unrestricted search route, 2006), average detection times range from 12.7 (sd: 5.5) mins/ha in 
surveys undertaken at the end of November, to 67.0 (sd: 21.9) mins/ha in surveys undertaken in 
early October.  These estimates increase to between 52.44 (sd: 20.46) and 294.9 (sd: 98.82) 
mins/ha on the same dates under the average conditions experienced at the time of survey 
(intermediate observer, systematic search, 2007).  The effect of less favourable survey conditions 
on average detection times of N. trichotoma is shown in Table 5.7. 
Table 5.5.  Differences in Deviance Information Criterion (∆DIC) between the best detection time model for N. 
trichotoma and other candidate models. Models with ∆DIC values greater than 10 are not shown as there is 
little support for models with DIC values more than 10 units greater than the best model (McCarthy, 2007).  .  
The effective number of estimated parameters (pD) is also shown. 
 Model pD ∆DIC 
1 6V ~ exp(α + exper + search + date + yr) 5.66 0 
2 6V ~ exp(α + exper + search + date + yr + cover) 6.47 1.08 
3 6V ~ exp(α + exper + search + date + yr + burn) 6.56 1.36 
4 6V ~ exp(α + exper + search + date) 4.55 1.68 
5 6V ~ exp(α + exper + search + date + yr + weather) 8.56 2.35 
6 6V ~ exp(α + search + date + yr) 4.61 2.99 
7 6V ~ exp(α + exper + search + date + yr + cover + cover*timeday) 8.43 3.26 
8 6V ~ exp(α + exper + search + date + yr + timeday) 7.53 3.33 
9 6V ~ exp(α + exper + search + date + yr + exper*search) 7.45 3.41 
10 6V ~ exp(α + exper + date + yr) 4.58 4.00 
11 6V ~ exp(α + exper + search + date + yr + cover + cover*weather) 9.39 4.26 
12 6V ~ exp(α + exper + search + yr) 4.60 7.74 
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Table 5.6.  Parameter estimates for the best model detection time model for N. trichotoma (Model 1, above) 
after 100,000 iterations. 
Node Mean 
95% 
Credible Interval 
p 0.89 (0.71, 0.99) 
α 5.53 (4.72, 6.35) 
date -0.034 (-0.055, -0.013) 
exper 
  intermediate 
  experienced 
 
- 
-0.49 
 
- 
(-0.91, -0.059) 
search 
  systematic 
  unrestricted 
 
- 
-0.54 
 
- 
(-0.98, -0.11) 
year 
  2006 
  2007 
 
- 
0.41 
 
- 
(0.0057, 0.80) 
 
 
 
 
Figure 5.2.  Average estimated detection times () and 95% credible intervals (-)  for N. trichotoma across a 
range of dates for best survey conditions (surveys undertaken by an experienced observer using an 
unrestricted search method in 2006). 
 
 
Table 5.7.  Effect of less favourable survey conditions on average detection times of N. trichotoma.  Average 
detection times are shown for an experienced observer, unrestricted search route, 2006 and 31
st
 October.  The 
effect of altering a single variable is shown in the rows below.  Note that the effect of varying the date of 
survey is not displayed here, as it can be seen in Figure 5.2.   
Altered Variable 
Average Detection 
Time (mins/ha) 
95% Credible 
Interval 
None 33.21 (20.76, 51.71) 
Intermediate observer 53.39 (36.31, 77.63) 
2007 50.00 (31.56, 16.95) 
Systematic survey 56.63 (37.93, 83.54) 
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Site and Observer Influence 
The best 5 models for each species have DIC values within 2.5 units of each other, indicating 
that each model is essentially as good as the others (Tables 5.2 and 5.5).  As in the previous 
chapter, the influence of site and observer were tested by adding random effects for both 
variables separately and together to the nominal best five models for each species.  As expected, 
the addition of random effects resulted in a widening of the credibility intervals around estimates 
for individual predictors and average detection times.  With the exception of the 5th best model 
for N. trichotoma, the addition of random effects did not affect the rank order of significance of 
individual predictors included in the models and, for N. neesiana, there was no real change in the 
rank order of the models according to DIC (See Table 5.8).  There was, however, a clear change 
in the rank ordering of models when observer (and, to a lesser extent, site) was added as a 
random effect to N. trichotoma models (Table 5.8), indicating that observer is potentially having a 
strong influence on detection rates for this species.  Having said this, the addition of random 
effects significantly increased the number of parameters that must be estimated by the model 
(from 8.6 to 19.9 in this case).  There are less than 160 detection time observations available for 
each species - too few to support the estimation of almost 20 parameters – and a decision was 
made to proceed with the presentation of results without the inclusion of random effects.  This is 
likely to have some implications for model inference in that the overall variance of the model 
may be underestimated, leading to an overestimation of the significance of individual predictor 
variables (Rodriguez and Goldman, 1995; Okamura et al., 2008).  However, such trade-offs are 
common and necessary in ecological studies (Oksanen, 2001).  This issue may be avoided in 
future studies by increasing the ratio of detection time observations to the number of sites 
and/or observers. 
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Table 5.8.  The rank order (according to DIC), difference in DIC (∆DIC)  and effective number of estimated 
parameters (pD) for the five best models for each species with no random effects, site effect, observer effect 
and site and observer effects.  The influence of site and observer is assessed qualitatively by comparing the 
rank order of models with and without random effects.  Where there is a clear change in the rank order of 
models, the random effect is influential.  The difference in DIC between the top model and all other models 
(∆DIC) can be used to assess whether the change in rank order of models is clear.  For example, while there are 
minor changes in the rank order of models for N. neesiana under different random effects modelling scenarios, 
there is very little alteration in ∆DIC, and so no clear influence of site or observer can be concluded.  For N. 
trichotoma, observer and, to a lesser degree, site are influencing detection times, however this is accompanied 
by a significant increase in estimated parameters compared to the models run without random effects. 
Species/ 
Best 5 Models
1
 
No Random 
Effects 
Site 
Effect 
Observer 
Effect 
Site & Observer 
Effect 
Rank 
∆DIC
2
/ 
pD 
Rank 
∆DIC
2
/ 
pD 
Rank 
∆DIC
2
/ 
pD 
Rank 
∆DIC
2
/ 
pD 
Nassella neesiana         
Model 1 1 0.00/5.8 1 0.00/14.6 1 0.00/8.2 1 0.00/18.3 
Model 2 2 0.08/6.6 3 1.85/15.4 2 0.40/9.8 3 1.19/19.7 
Model 3 3 1.58/6.7 2 1.23/15.7 3 1.40/9.2 2 0.51/20.2 
Model 4 4 2.01/7.6 5 3.32/16.1 4 2.03/10.8 5 2.93/20.7 
Model 5 5 2.18/7.7 4 2.89/16.3 5 2.65/10.9 4 2.03/20.6 
Nassella 
trichotoma 
        
Model 1 1 0.00/5.7 4 3.43/15.8 2 7.68/15.7 4 2.93/26.7 
Model 2 2 1.08/6.5 2 0.16/16.7 4 9.68/16.7 2 0.48/27.4 
Model 3 3 1.36/6.6 1 0.00/16.7 3 8.59/16.9 3 0.53/27.5 
Model 4 4 1.68/4.6 3 2.36/15.0 5 13.27/14.9 5 6.15/25.9 
Model 5 5 2.35/8.6 5 7.63/18.5 1 0.00/19.9 1 0.00/30.2 
1
 As presented in Tables 5.2 and 5.5 
2
 ∆DIC is measured as the difference in DIC of that model relative to the number one ranked model for a given 
random effect column. 
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5.3.3 Determining necessary survey effort to detect Nassella 
species in Western (Basalt) Plains Grassland 
As with the threatened grassland species in the previous chapter, it is possible to determine the 
survey duration necessary to achieve a pre-specified level of confidence that Nassella species will 
be detected if they are present at a grassland site.  The probability that the species will be 
detected, D, is related to the average detection time and, therefore, to the detection rate of the 
species according to Equation 3.3. 
Detectability curves for N. neesiana and N. trichotoma under average and favourable survey 
conditions are shown in Figure 5.3 and estimates of the survey effort required to detect each 
species with probabilities of 0.80 and 0.95 are presented in Table 5.9.  Under favourable 
conditions (experienced observer, overcast weather, 2006, 2 years since last burn), the survey 
duration required to achieve a probability of 0.80 that N. neesiana will be detected if it is present is 
44.5 minutes per hectare.  To achieve a 0.95 probability of detection under the same conditions 
requires 82.8 minutes per hectare.  Similarly, to achieve probabilities of detection of 0.80 and 0.95 
for N. trichotoma at sites where it is present under favourable conditions (experienced observer, 
unrestricted search route, 2006, 31st October), requires surveys of duration 53.5 and 99.5 minutes 
per hectare respectively.  The average conditions experienced during the period of data collection 
were quite unfavourable for detecting these species.  Under these conditions, the survey duration 
required to achieve a probability of detection of 0.80 is around nine hours for N. neesiana, and 
almost four hours for N. trichotoma. 
 
5.3.4 Comparison of observed detections and predicted 
probability of detection 
In Figure 5.4, the observed proportion of possible detections is compared to the predicted 
detectability curves under favourable and average survey conditions for each species (See Section 
4.3.8).  As for the threatened species in Chapter 4, the observed proportion of detections for 
each species sits between the good and average detectability curves.  This is to be expected, as the 
observed proportion of detections includes all of the detection observations collected in the field 
under the full range of survey conditions and cannot be expected to correspond with the 
detectability curve for any particular set of survey conditions. 
  
114 
Table 5.9.  Comparison of estimates from models within two DIC units of the ‘best’ models for N. neesiana and 
N. trichotoma (See Tables 5.2 and 5.5).  The average time to detection for each species is presented under good 
and average survey conditions, along with the associated survey effort (minutes/hectare) required to achieve a 
probability of detection of 0.80 and 0.95 given the species’ presence.  95% credible intervals are shown in 
brackets.  For N. neesiana, good conditions are experienced observer, overcast day, 2006, and average 
conditions are intermediate observer, sunny day, 2007.  For N. trichotoma, good conditions are experienced 
observer, unrestricted search route, 31
st
 October, 2006 and average conditions are intermediate observer, 
restricted search route, 31
st
 October, 2007.  Where Themeda cover is included, estimates are based on 35% 
cover.  Where the time since last burn is included, estimates are based on 2 years since the site was last burnt. 
 Time to Detection (mins/ha) Required Effort (mins/ha) 
Pr(detect) = 0.80 
Required Effort (mins/ha) 
Pr(detect) = 0.95 
Model Good cond’ns Ave. cond’ns Good cond’ns Ave. cond’ns Good cond’ns Ave. cond’ns 
N. neesiana        
Model 1 27.62 
(14.24, 49.72) 
347.9 
(191.0, 612.4) 
44.46 
(22.91, 80.02) 
559.9 
(307.4, 985.7) 
82.75 
(42.65, 148.9) 
1042.0 
(572.2, 1835.0) 
Model 2 23.44 
(11.69, 43.40) 
404.4 
(210.3, 737.0) 
37.72 
(18.82, 69.85) 
650.9 
(338.5, 1186) 
70.21 
(35.03, 130.0) 
1212.0 
(630.1, 2208.0) 
Model 3 26.58 
(13.48, 48.50) 
370.9 
(197.0, 666.8) 
42.79 
(21.70, 78.07) 
596.9 
(317.1, 1073) 
79.64 
(40.38, 145.3) 
1111 
(590.3, 1998.0) 
N. trichotoma       
Model 1 33.21 
(20.76, 51.71) 
139.2 
(87.70, 214.3) 
53.46 
(33.42, 83.23) 
224.0 
(141.1, 344.9) 
99.50 
(62.21, 154.9) 
417.0 
(262.7, 641.9) 
Model 2 32.35 
(20.08, 50.54) 
143.2 
(90.08, 220.1) 
52.06 
(32.32, 81.35) 
230.5 
(145.0, 354.3) 
96.91 
(60.15, 151.4) 
429.1 
(269.9, 659.5) 
Model 3 32.67 
(20.35, 50.67) 
141.9 
(89.80, 218.9) 
52.58 
(32.75, 81.56) 
228.3 
(144.5, 352.2) 
97.87 
(60.96, 151.8) 
425.0 
(269.0, 655.6) 
Model 4 41.63 
(27.64, 61.35) 
114.2 
(72.4, 168.2) 
67.00 
(44.48, 98.74) 
183.9 
(124.6, 270.7) 
124.7 
(82.79, 183.8) 
342.3 
(231.9, 503.9) 
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a)  
 
b)  
Figure 5.3.  Detectability curves for a) N. neesiana and b) N. trichotoma under favourable (blue) and average 
(black) survey conditions.  For a given level of survey effort (mins/ha), dots show the average probability of 
detecting the species if it is present at a site and dashes show the 95% credible intervals.  Under favourable 
conditions, the probability of detecting these species during 90 minute surveys as undertaken in this study is 
high: 0.95 for N. neesiana  and 0.93 for N. trichotoma. 
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a)  
 
b)  
Figure 5.4.  Comparison of observed proportion of detections () with detectability curves as predicted by the 
best models for a) N. neesiana and b) N. trichotoma under average () and favourable () survey conditions.  
Dashes show the 95% credible intervals around the predicted mean detection probability under average (black) 
and favourable (grey) survey conditions for each species.  For both species, the observed proportion of 
detections sits between the favourable and average detectability curves. 
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5.4 Discussion 
This study represents the first attempt to characterise the detectability of invasive species in 
native ecosystems using field data, and has demonstrated imperfect detection of two invasive 
weed species in the native Western (Basalt) Plains Grassland community.  Even when the 
assumption is made that the Nassella species studied were absent at sites where they were not 
detected, detection rates were below one during 90-minute surveys of plots one hectare in size.   
5.4.1 Factors affecting detection time of invasive Nassella species 
A number of factors that affect the detectability of Nassella species in native grassland 
communities around Melbourne have been identified.  As with the threatened species 
investigated in Chapter 4, the experience of the observer had an important impact on detection 
times of both species: observers with experience in grassland surveys had much lower detection 
times than those without.  It is interesting to note that the effect of observer experience is greater 
for N. neesiana than it is for N. trichotoma, indicating that intermediate observers find it more 
difficult to detect N. neesiana than they do N. trichotoma.  This may be due to the fact that the 
serrated edges of the leaves of N. trichotoma make it relatively simple to identify even when it is 
not flowering, whereas confident identification of N. neesiana may require inspection of the seed 
(See Plate 2.5). 
The year in which the survey was undertaken was also important for both species, indicating that 
there may be a significant amount of inter-annual variation in detectability of Nassella species.  
Factors that may explain such variation include changes in the appearance of either the 
surrounding vegetation or the modelled species themselves, or variation in the average density of 
each species across all sites (see Section 5.4.3 for further discussion of potential sources of 
interannual variation).  Phenological features, such as the date at which flowering occurs, are 
likely to be influenced by climatic conditions (Cleland et al., 2006), which naturally vary from year 
to year.  A precautionary approach may be necessary to account for such variation until the exact 
causes are understood. 
The results also suggest that for N. trichotoma, the search method used to conduct the surveys and 
the date on which the surveys are undertaken can affect the probability of detecting the species.  
As for Dianella amoena, observers who were unconstrained in their search method had lower 
detection times than those who were forced to follow a more systematic search route.  In the 
past, studies investigating optimal weed surveillance strategies have assumed a systematic search 
pattern when estimating detection probabilities of target species (Brown et al., 2004; Cacho et al., 
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2006).  The assumption is that this is most efficient method for searching a site, as random 
searches could result in situations where some areas are covered multiple times and others not at 
all.  However, the ability of a person to follow a truly random route without assistance from 
technology is questionable.  In reality, it is more likely that observers use intuition or previously 
accumulated knowledge when conducting a survey.  For example, they may be attracted by 
different colours or appearance in the vegetation, or decide to walk towards an area of the site 
that is geographically different.  Such decisions may explain why an unconstrained search pattern 
could lead to lower initial detection times.  Where the aim of a study is to detect all individuals of 
a target species, systematic searches are appropriate, however the results of this study indicate 
that this is not necessarily the most efficient way to detect the presence of an invasive species in a 
native vegetation community and that, for some species, there is value in allowing observers 
freedom in search route.   
As with P. spinescens, average detection times for N. trichotoma were lower in late November than 
in early October.  This may represent a change in the appearance of the target species or the 
surrounding vegetation, or it may be explained by gradual improvement in each observer’s ability 
to detect the species over time.  The peak flowering period for N. trichotoma is October-
November and it is possible that the species becomes easier to distinguish from other grass 
species as the flowering season progresses (CRCAWM, 2003b).  Effort was made in this study to 
minimise the impact of temporal variation on species’ detection rates: surveys were conducted 
over a relatively short period of time during the peak flowering season for Western (Basalt) Plains 
Grassland.  However, eliminating temporal variation is impossible and it is likely to have had 
some impact in this study.  Future studies that investigate the variability in detection time 
attributed to seasonal to variation are warranted.  Until the influence of seasonal variation is 
understood, caution should be used when conducting surveys outside of the peak spring 
flowering period. 
For N. neesiana, detection times were lowest on overcast days, with rainy days showing highest 
detection times by orders of magnitude.  The weather conditions at the time of survey may affect 
the visibility of species or the ability of observers to operate efficiently.  The confusing effect of 
sunlight on Themeda triandra was discussed in Chapter 4 (Section 4.3.2; Plate 4.3).  This effect may 
explain why overcast conditions are the most favourable for detecting N. neesiana.  It can be 
unpleasant conducting surveys in wet conditions, especially where observers are required to 
manage writing equipment and reference material, as in this study.  Hence, it is reasonable to 
expect that detection times will be high on rainy days.  However, further investigation may be 
necessary to confirm this relationship because, although there was opportunity for detection 
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during rain, all observations for this species in wet conditions were censored and detection time 
estimates are therefore potentially inflated.   
Finally, for both species, there was substantial support for models that included the time since 
fire or T. triandra cover (Tables 5.2 and 5.5).  Parameter estimates suggest that detection times for 
both species are longer with increasing T. triandra cover and time since the site was last burnt.  
However, the 95% credible intervals for these relationships include zero.  Where the cover the 
dominant grass species is high, it is reasonable to expect that a target species will be more 
difficult to detect (Brown et al., 2004; Kery, 2004).  Burning is an accepted management technique 
in Western (Basalt) Plains Grasslands, considered necessary to prevent complete cover 
dominance by T. triandra and to maintain species diversity (Morgan and Lunt, 1999).  Burning 
may affect detection times by creating an opportunity for establishment of exotic species through 
the reduction in T. triandra canopy (Morgan, 1998) or increasing the ability of observers to see 
Nassella species through a reduction in the aboveground Themeda biomass.   
Tables 5.2 & 5.5 indicate that for each species there are a number of models within 2 DIC units 
of the ‘best’ model for each species.  As a general rule, such a small difference in DIC would 
indicate a significant level of support for these models (McCarthy, 2007) and it is therefore 
important to consider the results of those models.  In this study, these models are very similar to 
those recognised as the ‘best’ model for each species: differences are attributable to the addition 
or removal of a single variable.  There is little variation in the average detection times predicted 
by the highest-ranked candidate models for each species under favourable conditions (Table 5.9).  
While there does appear to be variation in the detection time estimates produced by competing 
models under average survey conditions, the credible intervals around these estimates are wide.  
As such, there is a possibility that there is no true difference in the predicted detection times for 
either species under competing models. 
5.4.2 Implications for invasive species management 
This research has a number of implications for invasive species management.  The two Nassella 
species used in this study are listed nationally as Weeds of National Significance (Thorp and Lynch, 
2000), and are declared weeds in all Australian states and territories (Australian Government, 
2009a; Australian Government, 2009b).  As such, public and private land managers in most 
regions of Australia are likely to be responsible for managing these species where they occur 
(CRCAWM, 2003b; CRCAWM, 2003a).  In Victoria, for example, landholders and public land 
managers are required under Section 20 of the Catchment and Land Protection Act 1994 (Vic) to take 
all reasonable steps to eradicate regionally prohibited weeds and to prevent the growth and 
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spread of regionally controlled weeds.  While ideas of detectability and survey effort are 
acknowledged within published Nassella management studies (Obst and How, 2004; Fox et al., 
2009), no surveillance recommendations are suggested in the national weed management 
guidelines for either species (CRCAWM, 2003b; CRCAWM, 2003a).  There is a need to 
incorporate scientifically-rigorous survey standards into the management strategies of these, and 
other, invasive weeds. 
The findings of this study can be used to inform surveillance strategies in a number of ways.  For 
each species, a set of optimal survey conditions has been identified that can be incorporated into 
weed management strategies as recommendations for desirable survey conditions.  Information 
could also be included on survey conditions that should be avoided.  Specifications might be 
simple: for example, recommending that when surveying for serrated tussock in native grasslands, 
surveys should be done by an experienced observer using an unconstrained search route, with a 
preference for dates late in November over early October.  Detectability curves can be used to 
determine the scale of the increase in effort required to offset the decrease in detection rates 
associated with sub-optimal conditions.  Alternatively, for a given set of environmental and 
observer characteristics, the average detection time of each species can be estimated, and 
detectability curves used to determine the survey effort necessary to achieve an acceptable 
probability of detection where the species is present.  Such specifications might include the 
minimum level of survey effort required during surveillance activities under a range of survey 
conditions. 
The findings of this study suggest that the minimum survey duration required to achieve a 0.8 
probability that Nassella species will be detected if they are present ranges from 37 to 67 minutes 
per hectare under good survey conditions (Table 5.9).  (However, again, detection times and 
required survey effort are likely to be lower during surveys targeted towards detecting this 
species.)  These figures are below the standard search effort assumed in some studies of weed 
eradication (1 hour 52 minutes to 7 hours per person per hectare: Panetta and Timmins (2004)), 
but well above that assumed as standard in surveys where the target species is present in low 
numbers (12 minutes per person per hectare: Harris et al. (2001)).  An important distinction of 
the methods presented in this study is that the times recommended using the detection time 
model are those necessary to make the initial detection of the species at a site: any subsequent 
detections are not modelled using this method.  During demographic and eradication surveys, 
where there may be many individuals, the search effort required to detect all individuals will be 
much greater.  The novel application of the methods demonstrated here is in determining 
appropriate survey effort when searching for new incursions of a target species in previously 
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uninvaded sites or when monitoring for re-invasion in sites where some form of weed 
management action has taken place. 
For both N. neesiana and N. trichotoma, there was variation associated with the year in which the 
survey was undertaken.  Without understanding the cause(s) of this variation, it is difficult to 
make predictions of the average detection times outside of the 2006 and 2007 spring survey 
seasons.  Because the consequences of failing to detect the species are potentially large, a 
defensible approach would be to exercise caution and determine average detection times for the 
worst of the two years: 2007.  Under otherwise favourable conditions, this has the effect of 
increasing the average detection time of N. neesiana by 173% to 69.0 minutes per hectare and the 
average detection time of N. trichotoma by 51% to 50.0 minutes per hectare.  Alternatively, it may 
be justifiable to consider estimates of detection time resulting from a model for which the 
influences of all variables are understood.  For N. trichotoma, there is one model for which there is 
a high level support (∆DIC < 2) that does not include the year of survey.  Under favourable 
conditions, the average detection time estimated by this model is 41.6 minutes per hectare, 
compared to 33.2 minutes per hectare as estimated by the ‘best’ model (Table 5.9). 
By providing a method for estimating detection of invasive species in native vegetation 
communities and specifying the uncertainty around these estimates, the exponential detection 
time model presented in this thesis has clear application in decision-theoretic studies investigating 
optimal surveillance investment (Cacho et al., 2006; Regan et al., 2006; Rout et al., 2009).  While 
the detection time estimates presented in this chapter are specific to Nassella neesiana and Nassella 
trichotoma in Western (Basalt) Plains Grassland, the implications are more generally applicable.  
For example, when surveying for these species in other native Australian grassland communities 
for which no models of detection time exist, it may be defensible to use the detection estimates 
determined in this study as prior estimates to guide survey effort, rather than to assume perfect 
detection.  Additionally, the Nassella  species investigated in this study are weeds of concern in 
other countries and regions, including New Zealand, South Africa, Northern America and parts 
of Europe (McLaren et al., 2004).  The results of this study could be used to inform baseline 
monitoring requirements in grasslands in these regions.  Of course, a precautionary approach 
should be taken when using the results of a detectability study in one vegetation community to 
inform survey standards in a different community, particularly where the consequences of 
underestimating survey effort may be severe.  Extra precaution may be achieved by increasing the 
required probability of detection and/or by using the upper estimate of the 95% credible interval 
around required survey effort presented in Table 5.9. 
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The methods used to determine detection time are not restricted by species or community: 
detection time models can potentially be built for any species in any community.  The data and 
computing requirements of these modelling methods may prevent the construction of detection 
time models for many invasive species; however a method for modelling detection time across 
many species is presented in Chapter 6 of this thesis. 
5.4.3 Model assumptions and evaluation 
Model Assumptions 
As in the previous chapter, detection time models for Nassella species in Western (Basalt) Plains 
Grassland are subject to the assumptions that detection times are exponentially distributed and 
that sites are closed to species extinction or establishment over the survey period.  The 
assumption of exponentially distributed detection times has been discussed extensively in 
previous chapters and is not discussed further here.  The second assumption warrants further 
consideration.  These species are highly invasive and it is possible that Nassella species were able 
to colonise uninvaded sites between surveys, especially where fire or other disturbance may have 
created an opportunity for establishment (Morgan, 1998; Colautti et al., 2006; Catford et al., 2009).  
At only two of the sites surveyed was there evidence that this may have occurred (N. neesiana was 
detected at two sites in 2007 where it was not seen in 2006: see Table 5.1).  However, neither of 
these sites experienced disturbance between the two field seasons and, given the high rate of 
occupancy of this species, I believe it is more likely that the absence observations recorded in 
2006 were false.  Likewise, the management difficulties associated with the persistent seed bank 
of Nassella species (CRCAWM, 2003b; CRCAWM, 2003a) mean that it is unlikely to have been 
successfully eradicated from sites within a single year. 
Evaluation of Detection Time Models 
Again, the difficulties associated with evaluating detection time models has been discussed in 
earlier chapters.  In the absence of explicit evaluation technique, two methods were used to assess 
the validity of the models presented in this chapter.  The performance of the exponential 
detection time model was investigated using simulated data in Chapter 3 and was shown to be an 
unbiased estimator (Garrard et al., 2008).  Plots of the observed proportion of detections 
compare well with the expected detection probability for survey durations within the range under 
which data was collected (Figure 5.4).   
 
  
123 
5.5 Conclusion 
Detection probabilities for two highly invasive Nassella species during 90-minute surveys of one-
hectare plots have been shown to be less than one in this chapter.  Detection rates for the two 
species were characterised using the exponential detection time model presented in earlier 
chapters (Garrard et al., 2008).  As with the threatened species in the previous chapter, observer 
experience has a clear influence on detection times for these species.  There is also evidence that 
detection times are influenced by characteristics such as the date of survey, weather conditions 
and the search method employed.  In addition, it appears that there is interannual variation in the 
detection rates of Nassella species. 
Under favourable survey conditions, the predicted average detection times are in the order of 30 
minutes per hectare for Nassella species in native grasslands.  Detectability curves have been used 
to demonstrate that, under these conditions, to achieve a 0.80 probability of detecting these 
species during a survey of a grassland site where they are present requires a survey duration of 44 
minutes per hectare for N. neesiana and 53 minutes per hectare for N. trichotoma.  As for 
threatened species, it was shown that estimates of average detection time and required survey 
effort increase significantly under less favourable survey conditions.  Such information should 
now be used to inform scientifically-based survey standards for each species in invasive species 
management policies.  This research can be used to inform decisions regarding the optimal 
investment in surveillance for invasive species in native grassland communities. 
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Chapter 6 
 
A General Model of Plant Detection 
 
Modelling plant detection time 
as a function of plant traits 
 
 
 
 
 
 
Plate 6.1  Pelargonium rodneyanum (foreground) at Evans Street Grassland Reserve, Sunbury, 2007 
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6.1 Introduction 
The detection time modelling method presented in the preceding chapters characterises the 
detectability of a single species according to environmental and observer characteristics, and 
enables the user to determine the survey time necessary to detect that species if it is present at a 
site.  Although this represents a new method for characterising detectability and determining 
appropriate survey effort, it is similar to existing detectability estimation methods in that 
detection probability models are species-specific (Azuma et al., 1990; Alexander et al., 1997; Parris 
et al., 1999; Field et al., 2002; Kery, 2002; MacKenzie et al., 2002; Kery and Gregg, 2003; Slade et 
al., 2003; Bailey et al., 2004; Wintle et al., 2005b; MacKenzie et al., 2006; Garrard et al., 2008).  
Ideally, species-specific models of detection time would be developed for all threatened and 
invasive species.  However, the estimation of species’ detection times can be onerous and 
requires a relatively large investment in data collection.  There are currently more than 1,300 plant 
species listed as threatened in Australia, 604 of which are considered to be endangered or 
critically endangered (DEWHA, 2008c) and it is unlikely in the short-term that species-specific 
detection time models will be built for all threatened species across a range of native vegetation 
communities.  Further, invasive weed species may be unknown or new to an area, and it is 
unlikely that data collection would be able to keep pace with the rate of new invasions.  Given 
the large number of species for which detectability estimates are important, it may be useful to 
utilise what is known about the detectability of a species with similar traits, rather than to assume 
perfect detection in the absence of a species-specific model.  This requires the construction of 
general models of detectability for groups of plants. 
Classification of plants according to plant traits enables researchers to investigate relationships 
between general characteristics of species and their responses to ecological patterns and/or 
processes.  An extensive body of literature describes relationships between plant traits and 
evolutionary development (Reich et al., 1997), functional effects and response to environmental 
change (Lavorel and Garnier, 2002; Lavorel et al., 2007), reproductive success and behaviour 
(Mitchell, 1994; Wright and Westoby, 1999), rarity (Bevill and Louda, 1999; Murray et al., 2002; 
Pandit, 2006), invasiveness (Rejmanek and Richardson, 1996; Reichard and Hamilton, 1997; Lake 
and Leishman, 2004; Muth and Pigliucci, 2006; Richardson and Pysek, 2006; Hastwell et al., 2008; 
Godoy et al., 2009) and extinction risk (Williams et al., 2005b; van Kleunen and Richardson, 
2007).   
In this study, I aim to determine the traits and characteristics that affect the detectability of plant 
species.  I approach the problem by: 1) developing a model of plant detectability that generalises 
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the individual species detectability models presented in previous chapters; and 2) demonstrating 
the application of the generalised model using a case study in Western (Basalt) Plains Grassland. 
This chapter begins with a description of the modifications necessary to enable the construction 
of a multi-species exponential detection time model.  Following this, the application of the model 
to real data is demonstrated through the construction of a trait-based model of detection time for 
plants in the Western (Basalt) Plains Grassland community.  The traits that influence detection of 
species in this community are identified and discussed and the chapter concludes with a 
discussion of the implications that general models of detection time may have for threatened and 
invasive species management. 
 
6.2 Methods 
6.2.1 A General Model of Plant Detectability 
As with the single-species detection time models, this model assumes that detection times are 
distributed exponentially with a constant rate parameter, , and that the average time to 
detection, 6V can be linked to explanatory covariates, !D : 
  16V  @
WXYr}rXXY}, (6.1) 
However, in order to develop a general model of plant detectability, it is necessary to modify the 
likelihood for the single species model (Eq.4.5) such that the probability of observing a detection 
time, 6, for species  at site  is given as: 
I 6e,   gexp%6e
e
e1
peexp%6e1%pe  , opDf
f
1 1  
I 6e,   gexp%6e
e
e1
  1%  , opDf
f
 0 (6.2) 
where D is the probability of species  occurring at site , 6Df is the detection time for species  
recorded by observer e at site , D  is the detection rate for species j, and δDf is an indicator of 
whether the species was detected by observer e at site : δDf  = 1 if detected and δDf  = 0 if not 
detected.   
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6.2.2 Case Study Data 
Detection time data for the general model of plant detection time were compiled from data 
collected during the 2006 season of the multi-site, multi-observer field study described in Chapter 
4 (Section 4.2).  Constructing the model for multiple species provides an increase in the number 
of observations available for inclusion in the general detection time model.  In total, 69 detection 
time observations were recorded for 117 species by intermediate and experienced observers 
across the 16 sites in 2006, providing a total number of observations of 8,073. 
Preliminary modelling on this dataset revealed a large deviance and significant variation in 
predicted detection times.  To reduce the influence of unmodelled variation, a subset of the 
original dataset was selected for further modelling.  Firstly, trees were removed from the dataset.  
Trees are likely to be quickly detected in grasslands, however they are uncommon and under-
represented and estimated detection times may therefore be inflated.  Secondly, only observations 
made by experienced observers were included.  Significant variation in detection times was 
attributed to observer experience in the single-species detection time models presented in the 
preceding chapters.  In 2006, experienced observers conducted a total of 24 surveys across 14 
sites.  Finally, only those species that were detected on at least two occasions by experienced 
observers were included to reduce the impact of unmodelled variation in the data caused by false 
positive observations.  The final subset of data consisted of 24 observations for 91 species by 
experienced observers across 14 sites.  10 species, chosen to be representative of a range of traits 
included as candidate explanatory variables (see Section 6.2.3), were withheld from the training 
dataset as test species.  The total number of observations to which candidate models were fit was 
1,944. 
 
6.2.3 Candidate Explanatory Variables 
The time taken to detect a plant species is likely to be affected by characteristics of the plant 
which affect its visibility and identification during a survey.  Such characteristics might include 
the size or life-stage of the plant (Kery and Gregg, 2003; Slade et al., 2003; Brown et al., 2004), the 
presence of flowers or other conspicuous features (Kery and Gregg, 2003; Burrows, 2004) and 
the rarity or local population size of the species (Batianoff and Burgess, 1993; Kery, 2004).  A set 
of plant traits and characteristics that are likely to influence the time required to detect a plant 
during a flora survey were identified as candidate explanatory variables for the general model of 
detection time (See Table 6.1).  Trait information was not collected at the time of survey; rather it 
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was compiled from a range of reference materials after the detection time data had been 
collected.   
In order to capture some of the variability associated with the physical size and form of a plant 
species, information was compiled on the average height of each plant species in the modelling 
dataset, as well as the growth form and life form of each species, as described by Cornelissen et al. 
(2003).  The assumption is that larger and more conspicuous species will be easier to detect 
during a flora survey (Kery and Gregg, 2003).  It was also assumed that those species with large 
or conspicuous flowers might be more identifiable or easily detected than those without (Kery 
and Gregg, 2003; Burrows, 2004).  As such, information was collected regarding the colour and 
size of flowers for each species.  Because some species produce an inflorescence with multiple 
flowers, a measure of the size of the inflorescence (flower size G number of flowers) was also 
included.  Most species within Western (Basalt) Plains Grassland were in their peak flowering 
season at the time of survey (Groves, 1965), however a measure of the likelihood of flowers 
being present was provided by including a variable that indicated the time difference (in months) 
between the peak flowering period for a species and the time at which the survey was undertaken.  
Although variation in leaf size and colour has not been discussed in the literature in the context 
of plant detectability, variables describing the size, colour and shape of leaves for each species 
were also included, as these might affect the potential for a plant to be seen or identified during a 
survey.  Identification to species level is likely to be more difficult if the species is not unique 
within a system, and an estimate of the uniqueness of the species was provided by the number of 
species of the same genus that could potentially exist within the grassland community. 
A species with a small local population size is less likely to be detected during a plant survey than 
one that is locally common (Kery, 2004; Vittoz and Guisan, 2007).  Detailed information on the 
local abundance of each species was not available in this study.  However, each species was 
assigned a classification of rarity as described by Rabinowitz (1981).  This classification assigns a 
measure of rarity according to the geographic range, habitat specificity and local population size 
of the species.  Species with a smaller geographic range, narrower habitat specificity and smaller 
population size are rarer.  This information was compiled from the Flora of Victoria (Walsh and 
Entwisle, 1994; Walsh and Entwisle, 1996; Walsh and Entwisle, 1999). 
Finally, exotic species may be detected at a different rate to native species, as they tend to look 
different, or out of place, in the native grassland community.  As such, a binary variable was 
included to specify whether or not each species was exotic.  A full list of candidate variables can 
be seen in Table 6.1.  Where candidate variables were variations on a single trait (such as leaf 
width and leaf size), they were not included in the model together, but were tested separately for 
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their influence on detection times.  Interactions between flower colour and flower size variables 
(fl.sz and infl.sz) were tested. 
Table 6.1.  Candidate plant trait variables used in the development of a general model of detection time for 
plant species in the Western (Basalt) Plains Grassland community.  Trait data was compiled from a range of 
sources, including Groves (1965), Rabinowitz (1981),Carr and Horsfall (1995), Cornelissen et al. (2003), Meers 
(2006), Flora of Melbourne (Australian Plants Society Maroondah Inc., 2001), Flora of Victoria (Walsh and 
Entwisle, 1994; Walsh and Entwisle, 1996; Walsh and Entwisle, 1999) and Victoria’s Flora Information System. 
Candidate Variable Description 
Rarity (rare) Categorical variable assigning rarity according to Rabinowitz’s (1981) 
classification of plant rarity. 
Growth form (GF) Categorical variable assigning growth form, as described in Cornelissen 
et al. (2003). 
Lifeform (LF) Categorical variable assigning lifeform, as described in Cornelissen et al. 
(2003). 
Plant height (pl.ht) Continuous variable; typical height of species in metres. 
Exotic (exotic) Binary variable; indicates whether species is exotic or not. 
Peak flowering (pk.fl) Continuous variable; number of months from peak flowering month at 
time of survey. 
Flower colour (fl.col) Categorical variable assigning flower colour. 
Flower size (fl.sz) Continuous variable for size of individual flowers in centimetres. 
Inflorescence (infl) Binary variable; indicates presence of inflorescence or not. 
Number of flowers (no.fl) Continuous variable indicating maximum number of flowers in 
inflorescence. no.fl = 1 if no inflorescence. 
Inflorescence size (infl.sz) Continuous variable.  fl.sz x no.fl. 
Leaf colour (lf.col) Categorical variable assigning leaf colour. 
Leaf length (lf.len) Continuous variable for length of leaves in centimetres. 
Leaf width (lf.wid) Continuous variable for width of leaves in centimetres. 
Leaf size (lf.sz) Continuous variable; lf.len x no.fl. 
Leaf shape (lf.shp) Categorical variable assigning leaf shape according to Victoria’s Flora 
Information System. 
Number similar species (no.sp) Continuous variable indicating number of species in the same genus 
that occur in grasslands. 
Spinescence (spines) Binary variable; indicates presence or spines or not. 
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6.2.4 Model Fitting 
The likelihood modification described in Section 6.2.1 required the introduction of a new outer 
loop to model across multiple species in the WinBUGS code.  The full WinBUGS code for this 
model is presented in Appendix D.  As with the single species models presented in earlier 
chapters, the probability of occupancy was modelled as a constant across sites and the prior 
distributions for probability of occupancy and variable coefficients were specified as 
uninformative.  There were a large number of candidate variables in this study and, as in the 
single species models, a decision was made to assume a linear relationship between continuous 
variables and detection times.  This may have implications where the relationship between the 
predictor and the response cannot be approximated by a linear relationship (for example, where 
the relationship sinusoidal).  However I believe it is unlikely that such complex relationships exist 
between detection times and continuous variables in this study.  Model selection was achieved 
using the backward elimination process described in Section 4.3.6 and candidate models were 
assessed using Deviance Information Criterion (DIC: Spiegelhalter et al., 2002). 
The effects of site and observer were investigated by adding random effects to the nominal best 
model in this study.  Site and observer random effects were included both individually and 
together.  As described in previous chapters, the influence of random effects was assessed 
qualitatively by monitoring the significance of predictor variables.  If the addition of a random 
effect changed the rank order of significance of the predictor variables, then the inference made 
from that model will be qualitatively different, and the influence of the random effect cannot be 
overlooked. 
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6.2.5 Model Evaluation 
Because the true value of censored observations is unknown, evaluation of time to event models 
is difficult (Hosmer Jnr. et al., 1999).  However, as with the single species models presented in 
previous chapters, it is possible to compare the observed proportion of detections of a species at 
any given time to the detectability curve for that species as estimated by the model.  The 
proportion of possible detections (R42) made by time, 6, for species  is approximated by: 
R42DL 
∑"L
̂D|  , 
(6.3) 
where "L is the proportion of detections made at each site, i, at time 6, ̂D is the occupancy rate 
of species  predicted by the detection time model and | is the total number of sites.  Because ̂D 
is estimated as a constant across sites, it is equivalent to the proportion of sites occupied by 
species .  Where no estimate of ̂D is available (for example, for species withheld from the model 
selection process), the proportion of sites at which the species was detected is used. 
The probability that species  will be detected after a survey duration t is given by: 
 2DL  1 % @/KL, (6.4) 
where D is the detection rate for species  as described in Equation 6.1.  If the model is 
estimating well, predictions of 2DL should be comparable to R42DL . 
6.2.6 Model Assumptions 
As with the single species detection time models presented in the preceding chapters, the general 
detection time model is subject to the assumptions that detection times are exponentially 
distributed and that sites are closed to species extinction or establishment over the survey period.  
The assumption of exponential detection times has been discussed extensively in previous 
chapters.  The detection data used in this analysis is a combination of detection times for 
individual species and, as was discussed for single species detection time models, it is reasonable 
to assume that detection times are exponentially distributed.  The detection time data used in the 
construction of the model were collected over the course of one month during the spring of 2006 
and it was considered unlikely that species would appear or disappear from sites during this time. 
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6.3 Results 
6.3.1 Detection time models 
The model with the lowest DIC value is the one that models detection time as a function of 
rarity, lifeform, leaf colour, the number of similar species, the peak flowering month, whether or 
not the species is exotic, and an interaction between flower colour and inflorescence size (See 
Table 6.2).  There is also significant support for the model that includes flower size instead of 
inflorescence size, however there is very little difference between the predictions from the two 
models (See Appendix E). 
Table 6.2.  Differences in Deviance Information Criterion (∆DIC) between the best general detection time 
model and other candidate models.   
 Model ∆DIC 
1 6V ~ exp(α + rare + LF + lf.col + no.sp + pk.fl + exotic + fl.col*infl.sz) 0.00 
2 6V ~ exp(α + rare + LF + lf.col + no.sp + pk.fl + exotic + fl.col*fl.sz) 0.80 
3 6V ~ exp(α + rare + LF + no.sp + pk.fl + exotic + fl.col*infl.sz) 3.24 
4 6V ~ exp(α + rare + LF + lf.col + no.sp + pk.fl + exotic + fl.col*infl.sz + lf.shp) 4.70 
5 6V ~ exp(α + rare + LF + lf.col + no.sp + pk.fl + fl.col*infl.sz) 9.61 
6 6V ~ exp(α + rare + LF + lf.col + no.sp + exotic + fl.col*infl.sz) 14.82 
7 6V ~ exp(α + rare + lf.col + no.sp + pk.fl + exotic + fl.col*infl.sz) 20.22 
8 6V ~ exp(α + rare + LF + lf.col + pk.fl + exotic + fl.col*infl.sz) 27.25 
9 6V ~ exp(α + LF + lf.col + no.sp + pk.fl + exotic + fl.col*infl.sz) 27.94 
10 6V ~ exp(α + rare + LF + lf.col + no.sp + pk.fl + exotic) 34.61 
 
Parameter estimates for the best model are shown in Table 6.3.  These results suggest that 
detection times are higher for species that are similar to a large number of other grassland 
species, and for species whose peak flowering month is far from the time of survey.  In addition, 
detection times increase with increasing rarity of the plant, and are higher for native species than 
exotics.  Geophytes (species that experience annual reduction of shoots to underground storage 
organs) are detected more quickly than other lifeforms if they are present at the site.  This is 
counter-intuitive, and possible explanations for this relationship are discussed in Section 6.4.1.  
The results also suggest that the colour of flowers and leaves can have an impact on detectability 
of grassland plant species.  Plants with grey-green leaves appear to be easier to detect than those 
with blue-green, bright green or green leaves and species with brown or black flowers tend to 
have the lowest detection times.  Node estimates for the 2nd best model are presented in 
Appendix E. 
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The effect of each explanatory variable included in the final model on detection time is shown in 
Table 6.4.  The lifeform, origin (native or exotic) and rarity of the species have a significant effect 
on predicted average detection times. 
 
Table 6.3.  Parameter estimates after 40,000 iterations for the best general model of detection time for 
Western (Basalt) Plains Grassland species.  Negative values result in a decrease in the estimated average time 
to detection.  
Parameter Mean 95% Credible Interval 
α 3.52 (2.39, 4.61) 
Lifeform 
- phanerophytes 
- chamaeophytes 
- hemicryptophytes 
- geophytes 
- therophytes 
 
0 
-0.85 
-0.67 
-1.59 
-0.69 
 
(0,0) 
(-2.04, 0.34) 
(-1.72, 0.50) 
(-2.67, -0.42) 
(-1.82, 0.46) 
Leaf colour 
- grey-green 
- blue-green 
- dark green 
- light/dull green 
- bright green 
- other green 
 
0 
-0.67 
-0.0085 
-0.56 
-0.34 
-0.77 
 
(0,0) 
(-1.20, -0.15) 
(-0.58, 0.55) 
(-1.47, 0.35) 
(-0.74, 0.014) 
(-1.33, -0.25) 
Number of species 0.060 (0.036, 0.083) 
Peak flowering 0.34 (0.17, 0.51) 
Exotic 
- exotic 
- native 
 
0 
0.62 
 
(0,0) 
(0.29, 0.96) 
Flower colour: 
inflorescence size 
- cream 
- yellow 
- green 
- blue/purple 
- pink/red 
- brown/black 
 
 
0 
0.018 
0.0059 
-0.0089 
0.031 
-0.090 
 
 
(0,0) 
(-0.0095, 0.047) 
(-0.018, 0.035) 
(-0.030, 0.012) 
(0.013, 0.049) 
(-0.12, -0.062) 
Rarity* 
-LWL 
-LNL 
-LWS 
-LNS 
-SNS 
 
0 
0.21 
0.52 
0.95 
1.44 
 
(0,0) 
(-0.24, 0.69) 
(0.24, 0.80) 
(0.51, 1.34) 
(0.39, 2.56) 
 
*Rabinowitz rarity categories.  LWL: large geographic range, wide habitat specificity, large local population; 
LNL: large geographic range, narrow habitat specificity, large local population; LWS: large geographic range, 
wide habitat specificity, small local population; LNS: large geographic range, narrow habitat specificity, small 
local population; SNS: small geographic range, narrow habitat specificity, small local population. 
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Table 6.4.  Effect sizes of variables included in the best general model of plant detection time in Western 
(Basalt) Plains Grassland.  The effect of changing the value of a single variable is shown under otherwise 
average conditions (native species, LWS, seven similar species, within one month of peak flowering month, 
hemicryptophyte, yellow flowers, bright green leaves, and inflorescence size = 11.4 cm). 
 
Variable 
Estimated Average 
Detection Time 
(mins/ha) 
95% 
Credible Interval 
Exotic/Native 
Native 
Exotic 
 
145.8 
78.8 
 
(98.1, 211.0) 
(48.5, 123.0) 
Rarity 
LWL 
LNL 
LWS 
LNS 
SNS 
 
87.1 
108.9 
145.8 
225.8 
424.3 
 
(55.2, 131.1) 
(62.8, 176.9) 
(98.1, 211.0) 
(140.5, 349.6) 
(119.4, 1128.0) 
No. Similar Species 
1 
4 
9 
 
102.3 
122.1 
164.7 
 
(68.4, 148.6) 
(83.6, 176.5) 
(110.2, 240.6) 
Peak Flowering 
Month of peak flowering 
1 mth from peak flowering 
2 mths from peak flowering 
3 mths from peak flowering 
 
103.4 
145.8 
207.0 
296.3 
 
(72.4, 145.5) 
(98.1, 211.0) 
(125.1, 325.7) 
(154.5, 520.4) 
Lifeform 
Phanerophytes 
Chamaeophytes 
Hemicryptophytes 
Geophytes 
Therophytes 
 
333.0 
127.4 
145.8 
58.6 
143.6 
 
(81.4, 879.5) 
(56.3, 248.7) 
(98.1, 211.0) 
(35.4, 91.7) 
(86.1, 227.7) 
Leaf Colour 
Grey-green 
Blue-green 
Dark green 
Light/dull green 
Bright green 
Other green 
 
206.3 
106.5 
207.0 
128.4 
145.8 
96.7 
 
(132.8, 311.9) 
(62.8, 170.5) 
(118.7, 339.0) 
(45.3, 293.0) 
(98.1, 211.0) 
(54.0, 162.6) 
Flower Colour 
Cream 
Yellow 
Green 
Blue/purple 
Pink/red 
Brown/black 
 
118.3 
145.8 
127.9 
107.3 
168.1 
42.8 
 
(84.0, 163.1) 
(98.1, 211.0) 
(82.2, 197.2) 
(73.1, 153.0) 
(116.1, 236.7) 
(27.3, 64.4) 
Inflorescence Size 
Yellow flowers 
5 cm 
15 cm 
25 cm 
Brown/black flowers 
5 cm 
15 cm 
25 cm 
 
 
129.2 
156.5 
193.5 
 
107.7 
52.65 
13.06 
 
 
(93.2, 176.1) 
(98.0, 240.0) 
(94.2, 362.2) 
 
(76.69, 148.6) 
(35.15, 76.18) 
(5.99, 25.29) 
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6.3.2 Site and Observer Influence on Detection Times 
Even without the inclusion of random effects, the general model of detection time is a large 
model with many parameters to be estimated.  The addition of the random effects results in a 
complex model that is cumbersome to run and fitting mixed effects models for all combinations 
of predictor variables would not be a trivial task.  As such, the influence of site and observer on 
detection times was tested by adding random effects to the best nominal model only in this study.  
The addition of random effects to the nominal best model resulted in no qualitative change in the 
rank order of predictors included in the model (Table 6.5 & Appendix E).  Similarly, estimates of 
average detection time predicted by fixed and mixed effects models for the 10 test species are not 
statistically different (Table 6.6).  Because the addition of random effects results in no qualitative 
change in model inference, model results and predictions will be discussed without the inclusion 
of random effects in this study.  As was discussed in the previous chapters, this may have 
implications for model inference such as an underestimation of the overall variance and an 
overestimation of the significance of individual predictors (Rodriguez and Goldman, 1995; 
Okamura et al., 2008). 
 
 
Table 6.5.  Rank order of the significance of predictors included in the best general detection time model with 
and without site and observer random effects.  Predictors with a higher absolute value are assumed to have a 
greater influence over detection times. Where variables are categorical, rank is determined by the largest 
absolute value for a category coefficient.  Asterisks indicate a small change in the rank order of categories 
within a single variable. See Appendix E for all parameter estimates for mixed effects models. 
Predictor Variable 
Rank Order of Predictor 
Fixed 
Effect 
Observer Random 
Effect 
Site Random 
Effect 
Observer & Site 
Random Effects 
Lifeform 1 1* 1 1 
Rarity 2 2 2 2 
Leaf colour 3 3 3* 3* 
Native/exotic 4 4 4 4 
Peak flowering 5 5 5 5 
Inflorescence size/colour 6 6 6 6 
Number similar species 7 7 7 7 
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Table 6.6.  Average detection times for the 10 test species as predicted by the best general detection time 
model without (fixed effects) and with random effects for site and observer.  95% credibility intervals are 
shown in brackets.  An asterisk (*) indicates that the species is exotic. 
Species 
Predicted Average Detection Time (mins/ha) 
Fixed 
Effect 
Observer Random 
Effect 
Site Random 
Effect 
Observer & Site 
Random Effects 
*Anagalis arvense 26.62 (19.77, 35.18) 29.74 (15.71, 28.02) 21.16 (13.48, 31.2) 27.33 (12.89, 63.98) 
*Bromus hordaceous 66.53 (39.57, 105.6) 68.01 (31.34, 134.5) 58.23 (31.49, 99.51) 74.44 (30.52, 182.9) 
Burchardia umbellata 12.61 (3.85, 30.92) 13.07 (3.64, 34.49) 9.34 (2.70, 23.77) 9.89 (2.43, 29.08) 
Dianella amoena 476.9 (146.0, 1207.0) 493.7 (127.9, 1366.0) 548.0 (152.6, 1414.0) 725.6 (168.1, 2261.0) 
Linum marginale 26.47 (15.8, 41.7) 27.61 (12.99, 53.93) 20.33 (10.76, 34.49) 24.35 (9.91, 60.37) 
*Nassella neesiana 16.71 (6.12, 37.73) 21.08 (6.45, 52.89) 14.30 (4.64, 33.87) 19.53 (4.76, 59.89) 
*Nassella trichotoma 12.53 (5.59, 24.68) 14.73 (5.39, 32.98) 10.15 (4.02, 21.16) 13.27 (3.97, 37.57) 
Pimelea spinescens 1499.0 (353.9, 4823.0) 1819.0 (363.5, 5650.0) 1619.0 (337.1, 4804.0) 2347.0 (408.3, 8141.0) 
Plantago 
guadichaudii 291.6 (172.2, 468.1) 332.1 (147.0, 681.1) 250.3 (134.0, 428.9) 340.0 (138.6, 814.9) 
*Rosa rubiginosa 72.69 (18.25, 198.7) 122.4 (20.21, 359.1) 89.24 (18.35, 245.4) 173.3 (22.35, 772.5) 
 
6.3.3 Survey Effort Predictions & Comparison with Observed Data 
Average detection times for the 10 test species that were held out of the modelling dataset, as 
predicted by the best model, are shown in Table 6.7.  Estimates of average detection time, and 
the associated estimates of detection rate (Eq. 6.1), can be used to construct detectability curves 
according to Equation 6.4.  Detectability curves for a range of species, including test species 
withheld from the modelling process, are compared with the observed proportion of detections 
(Eq. 6.3) in Figure 6.1.  These curves indicate that, while the predicted detection times are 
inflated for some species (eg. Plantago gaudichaudii), detection curves indicate that the model is 
generally predicting well when compared to observed detections for species that were (Fig 6.1b) 
and were not (Fig 6.1a) included in the modelling dataset. 
Table 6.7.  Estimates of average detection time for test species.  Also shown is the minimum survey effort 
required to detect the species if it is present at a site with 80% and 95% certainty.  * indicates an exotic species. 
Species 
Average 
Detection Time 
95% 
Minimum Survey Effort Required to Detect 
Species if Present (mins/ha) 
 (mins/ha) C.I. 80% 90% 
*Anagalis arvense 26.62 (19.77, 35.18) 42.84 79.75 
*Bromus hordaceous 66.53 (39.57, 105.6) 107.1 199.3 
Burchardia umbellata 12.61 (3.845, 30.92) 20.30 37.78 
Dianella amoena 476.9 (146.0, 1207.0) 767.5 1428.7 
Linum marginale 26.47 (15.8, 41.7) 42.60 79.30 
*Nassella neesiana 16.71 (6.106, 37.73) 26.89 50.06 
*Nassella trichotoma 12.53 (5.589, 24.68) 20.17 37.54 
Pimelea spinescens 1499.0 (353.9, 4823.0) 2412.5 4490.6 
Plantago guadichaudii 291.6 (172.2, 468.1) 469.31 873.6 
*Rosa rubiginosa 72.69 (18.25, 198.7) 117.0 217. 8 
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Survey Duration (mins/ha) 
Figure 6.1a.  Comparison of detectability curves estimated by the best general detection time model and the 
observed proportion of detections for eight test species withheld from the model selection process.  Blue curves 
show the mean () and 95% credible intervals (-) of the posterior distributions estimated by the model.  Red dots 
represent the proportion of detections observed during field surveys after given survey durations (Eq. 6.3). 
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Survey Duration (mins/ha) 
Figure 6.1b.  Comparison of detectability curves estimated by the best general detection time model and the 
observed proportion of detections for eight species included in the model selection process.  Blue curves show 
the mean () and 95% credible intervals (-) of the posterior distributions estimated by the model.  Red dots 
represent the proportion of detections observed during field surveys after given survey durations (Eq. 6.2). 
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Detectability curves can be used to determine the difference in survey effort necessary to detect 
groups of species with particular traits.  For example, in this study, exotic species had, on average, 
lower detection times than native species.  Therefore, to achieve the same probability of 
detection requires a longer survey duration for natives than is required for exotic species (Figure 
6.2a).  For example, to achieve a probability of detection of 0.80 requires, on average, a survey 
effort of around 130 minutes per hectare for exotic species, but the required survey effort to 
detect native species with the same confidence is over 230 minutes per hectare.  Similarly, the 
survey effort required to detect rare species is more than double that required to detect common 
species (Figures 6.2b and 6.2c). 
 
  
a) 
 
b) 
 
 
Figure 6.2.  Detectability curves showing the 
difference in survey effort required to detect (a) 
native and exotic species; and (b & c) ‘rare’ and 
‘common’ species in Western (Basalt) Plains 
Grassland.  Solid dots are the average estimates and 
dashes are 95% credibility intervals.  In chart (a) 
curves for native species are blue and curves for 
exotics are red.  Chart (b) shows detectability curves 
for native species: the lighter shade is for common 
species (LWL) and the darker shade, rarer species 
(LNS).  Similarly, the light red curves in chart (c) are 
for common (LWL) exotic species and the darker red 
for rarer (LNS) exotic species  Unless otherwise 
specified, curves are shown for the average 
conditions described in the caption for Table 6.4. 
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6.4 Discussion 
6.4.1 Factors that affect detection time 
The best general model of detectability for plants in Western (Basalt) Plains Grasslands is the one 
that models detection time as a function of rarity, lifeform, leaf colour, the number of similar 
species, the peak flowering month, whether or not the species is exotic, and an interaction 
between flower colour and inflorescence size.  There is also significant support for the model that 
includes flower size instead of inflorescence size (Table 6.2) and the model that includes random 
effects for observer and site, however there is very little difference between the coefficient 
estimates and predictions from these models (see Appendix E). 
Many of these relationships are ecologically sensible.  Species that are very abundant on a site will 
naturally be detected more quickly than those that are present in small numbers.  Rabinowitz’s 
(1981) categories provide a coarse way to classify species’ abundance by considering the 
geographical distribution, habitat specificity and the local population size.  Using Rabinowitz’s 
(1981) rarity categories, the general model predicts that those species with small, non-dominant 
local populations have higher detection times than those with larger local population sizes.  
Precise abundance estimates would require a detailed quadrat field study that is beyond the scope 
of this project, but future studies that investigate the influence of abundance on detection will be 
valuable.   
The model also predicts that species that appear similar to many other species will have longer 
detection times than those that are more unique within the grassland community.  Identifying a 
species with certainty can be complicated if there are a number of very similar ‘potential’ species.  
In a situation where there are a number of similar species, an observer might wait to observe and 
compare particular characteristics before assigning a formal identification. 
The general model predicts that exotic species will be easier to detect than natives.  This may be 
explained by the fact that invasive species tend to look different and sometimes out of place in 
native vegetation.  Within the invasive species literature, a number of theories are based around 
the idea that species that are functionally or phylogenetically novel or that possess traits 
previously unrepresented in an ecological community may be more likely to invade that 
community (Mack, 2003; Callaway and Ridenour, 2004; Hierro et al., 2005; Catford et al., 2009).  
A separate theory relating to propagule pressure suggests that the pool of species that become 
invasive is not a random sample; rather it is biased towards species that are selected for particular 
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traits (Colautti et al., 2006).  It is possible that the features that make a species novel (eg. lifeform) 
or more likely to be introduced (eg. showy flowers) may also make it more detectable.   
Other factors that affect the visibility of a plant species were also recognised as important 
determinants of detection time.  For example, plants with green or blue-green leaves tend to have 
lower detection times than those species with grey-green leaves and plants tend to be detected 
more quickly if surveys are undertaken at a time close to their peak flowering month.  This 
indicates that the presence of flowers, buds or fruit may increase the detectability of a plant, 
which is logical.   
The relationship between flower colour and detection time is less interpretable.  This study found 
that species with red flowers have the longest detection times, while those with brown or black 
flowers are detected more quickly than other plants.  In addition, the model predicts that the 
impact of inflorescence size varies with flower colour (Table 6.3).  Where a species has brown or 
black flowers, the estimated detection time will decrease as the size of the inflorescence increases.  
However, for species with yellow or red flowers, the model predicts that estimated detection 
times will increase with increasing inflorescence size (Tables 6.3 and 6.4).  This relationship is 
counter-intuitive, as brightly coloured flowers and large inflorescence sizes should make a species 
more detectable.  It is possible that this relationship may be driven by the low representation of 
plant species with red or pink flowers and the local abundance of Themeda triandra, a very 
common and abundant species with brown/black flowers and a relatively large inflorescence (20 
cm).  To confirm this effect, the same model was run with Themeda triandra data removed from 
the dataset (see Appendix E).  When this species is removed from the dataset, the estimated 
model coefficients show that species with brown or black flowers have, on average, longer 
detection times than all other species.  While the removal of this species has an impact on the 
coefficient estimates for some traits, such as brown/black flowers and dark green leaves, there is 
little effect on the estimates for other coefficients and the overall trend of the relationships 
between traits and detection times remains unchanged.  Ideally, the impact of covariates would 
not be significantly influenced by a single species.  Nonetheless, the results suggest that the 
general model of detection time - with Themeda included - is predicting detection probability per 
survey effort reasonably well (see Section 6.4.2, below).  The collection of detailed local 
abundance data in the future will help to clarify this relationship and minimise the impact of 
unmodelled variation. 
Finally, the model predicts that geophytes, species whose aboveground parts annually die back to 
underground storage organs during non-growth periods, have lower detection times than species 
that do not die back.  In Victoria, this classification of plants includes many of the orchid and lily-
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like species (Parsons, 2000).  While no orchid species were detected in this study, other geophytes 
and geophyte-like species present in Western (Basalt) Plains Grassland include a number species 
with bold, noticeable flowers, such as Tricoryne elatior , Caesia calliantha and Convolvulus species 
(Plate 6.2), which may explain the low predicted detection times.  Because they die back during 
the off-season, geophytes must necessarily regrow all or most above ground parts during the 
growth season.  It is possible that this fresh regrowth makes these species easier to detect during 
spring surveys than other species that may consist of a combination of old and new growth.  In 
addition, they tend to invest resources into flowering quickly and, as such, when they are visible 
above ground, flowers or reproductive organs are often present.  It is critical to note here that 
surveys for this study were undertaken in spring, the peak season for geophytes in Western 
(Basalt) Plains Grassland.  Plant detectability is likely to vary with season (Burrows, 2004).  While 
geophytes have low detection times during this season, it is not likely that they will be so easy to 
detect during other seasons when they may be completely reduced to below-ground organs.  The 
lifeforms phanerophytes and chamaeophytes are poorly represented in the Western (Basalt) 
Plains Grassland community.  This is evident in the wide credible intervals around predictions for 
these groups of species.  Hemicryptophytes (species that periodically die back to storage organs 
near the shoot surface) account for the vast majority of species in the modelling dataset. 
A summary of the plant traits and characteristics considered to contribute to low detection 
probabilities in Western (Basalt) Plains Grassland is presented in Table 6.8. 
 
Plate 6.2. Examples of geophytes and geophyte-like species in Western (Basalt) Plains Grassland. 
L to R: Blue grass-lily, Caesia calliantha; Pink bindweed, Convolvulus erubescens; 
and Yellow rush-lily, Tricoryne elatior 
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6.4.2 Model Evaluation 
Aside from a notable exception (Pimelea spinescens), the average detection times predicted for test 
species by the general model in this study are within a range that would be considered reasonable 
(Table 6.7).  Comparison of estimated detectability curves with the observed proportion of 
detections suggests that the general detection time model is estimating the rate of detections 
reasonably well for a range of native and introduced species (Figure 6.1).  Aside from the use of 
test species, evaluation of detection time models is difficult because of the explicit recognition 
that the true value of censored observations is unknown, (see Section 4.3.8).  High average 
detection times might indicate a species that has low false absence rates and is consistently 
difficult to detect, but a species with low observed detection times and a high rate of false 
absences will also have a high predicted average detection time.  Conversely, low average 
detection times will be predicted for species with low false absence rates and short observed 
detection times.  Therefore, without knowledge of the true false absence rate, it is impossible to 
formally evaluate the results of these models with any certainty.  Future studies investigating 
rigorous methods for evaluating detection time models are warranted. 
While the times predicted for Nassella species by the general model are optimistic, the 95% 
credible intervals include the values predicted by the species specific models under the most 
favourable conditions (Chapter 5).  Similarly, the estimated detection time for Dianella amoena is 
within the range predicted by a single-species model under average survey conditions (Chapter 4).  
The predicted detection time for P. spinescens is inflated, however a number of the trait values and 
classifications (lifeform, number of similar species, month of peak flowering and rarity) assigned 
to this species are extreme or poorly represented within the training dataset.  Similarly, the 
comparison of observed and predicted detections presented in Figure 6.2 reveals that the model 
is predicting longer detection times for some species than is evident in the observed data (eg. A. 
echinata, C. citreus).  As in any natural system, there is considerable variation in the plant species 
found in the Western (Basalt) Plains Grassland community, and it is impossible to ensure that the 
features of all species are well represented in the model building and selection process.  Estimates 
of detection rates for species that possess a set of traits that is poorly represented in the training 
dataset may therefore be imprecise and caution should be used these cases (See Table 6.8). 
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Table 6.8.  Plant traits and characteristics that contribute to low detection probability in native grasslands, or 
were poorly represented in the study dataset. 
Plant traits or characteristics that contribute to low 
detectability in native grasslands 
Trait or characteristics that are poorly represented in 
the study dataset 
Native species 
Small local population size (LNS, SNS: Rabinowitz, 
1981) 
Species with many similar species in surveyed 
community 
Species that are unlikely to be flowering at time of 
survey 
Phanerophytes  
 – plants that grow to heights > 0.50m, shoots do 
not die back 
Dark green or grey-green leaves 
Red/pink flowers, large inflorescence 
Black/brown flowers, small inflorescence 
 
Small geographic range, narrow habitat specificity, 
small local population size (SNS: Rabinowitz, 1981) 
 
Phanerophytes 
Chamaeophytes 
- plants whose shoots die back to height < 0.50m 
Light green leaves 
Brown or black flowers 
 
 
6.4.3 Implications and opportunities for further research 
Because they can be used to generate estimates of detection rates for species where no species-
specific detection time model exists, general models of plant detection have important 
implications for threatened and invasive species management and policies.  They can be used to 
identify plant traits or characteristics that contribute to low detectability rates (See Table 6.8), 
which can be used to flag situations where caution should be applied in setting survey standards.  
In addition, general models of detectability can be used to determine the survey effort necessary 
to detect threatened or invasive species with a pre-specified level of certainty.  This information 
can be estimated for individual species, groups of species or species within a vegetation 
community. 
In the model developed here, reasonable estimates of the survey effort required to achieve a 
species-specific probability of detection of 0.80 range from 20 minutes per hectare (Nassella 
trichotoma) to over 400 minutes per hectare (Dianella amoena, Plantago gaudichaudii).  The required 
survey effort to achieve this level of certainty for an average exotic species is 127 minutes per 
hectare, or 235 minutes per hectare for an average native species (Figure 6.2a).  Alternatively, 
general detection time models might be used to determine the survey effort required to achieve a 
reasonable level of certainty of detecting a certain proportion of species within a community.  For 
example, in a 1 hectare area, ½ the test species presented in Table 6.5 would be detected with a 
probability of 0.80 after a survey of 43 minutes, but detecting 70% of the species with the same 
certainty requires almost 120 minutes, and to detect 80% of the species requires over 400 
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minutes.  This application of a general detection time model has implications for ecological 
surveys where it is important to detect a suite of species, such as those undertaken during the 
identification of Ecological Vegetation Classes under Victoria’s native vegetation management 
framework (DSE, 2002; DSE, 2004) 
The general model of detection time in Western (Basalt) Plains Grasslands suggests that, on 
average, mean detection times of native species are much higher than those of exotic species 
(Table 6.4, Figure 6.2a).  In addition, detection times are longer for species that have a small 
geographic range or small local population size (Figure 6.2b).  This has implications for 
threatened species legislation and other biodiversity conservation policy.  Many endangered 
species are threatened by loss of habitat or diminishing local populations (Mace and Lande, 
1991).  This research suggests that detecting native species with small populations is likely to 
require a higher than average level of survey effort; a fact that should be recognised in threatened 
species policy. 
That invasive species have shorter average detection times than native species is a finding that 
links well with the invasion theory literature relating invasiveness to novelty.  The importance of 
detectability and survey effort for invasive species surveillance and monitoring has been discussed 
in detail in Chapter 5, however the effect of species rarity on detection times identified in this 
chapter can also help to inform invasive species surveillance.  As the local population size of an 
invasive species declines, that species will take longer to detect during a survey (Table 6.4, Figure 
6.2c).  This means that as an invasive species population is successfully managed, the survey 
effort required to detect any remaining individuals in further surveillance will increase.  The 
difficulties associated with declaring an invasive species eradicated at a site have been extensively 
discussed within the eradication and surveillance literature (Panetta and Timmins, 2004; Regan et 
al., 2006; Panetta, 2007; Rout et al., 2009).  By beginning to quantify the increase in survey effort 
necessary to detect smaller local population sizes, this research can aide those developing invasive 
species surveillance strategies.  The costs associated with incorrectly declaring the eradication of 
an invasive species, or erroneously assuming a threatened species is absent from a site are 
potentially significant, and further investigation of the effect of abundance on detection times 
and survey effort is warranted. 
While the model developed in this study is specific to species occurring in Western (Basalt) Plains 
Grassland, the methods presented are generally applicable and could be used to develop models 
of detection time in other native vegetation communities.  A compilation of general models of 
detection time for a range of vegetation communities would be a significant resource for land 
managers, ecological consultants and others undertaking field surveys, providing prior 
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information on detection rates and survey effort where no other information exists.  While not 
being able to provide precise and accurate predictions of individual species’ detection 
probabilities, the general model may help to bound survey effort design problems.  Construction 
of general detection time models requires information on the time at which each species is first 
detected during a field survey, as well as species trait information.  Trait information can be 
compiled during desktop studies from botanical reference material, meaning that only detection 
time data must be collected in the field.  It is possible that such information could be routinely 
collected during environmental impact assessments with only a small modification to current 
practices.  For example, where an ecological study or assessment involves the compilation of a 
comprehensive species list at a site, it is a relatively simple addition to record the time to initial 
detection of each species.  Environmental impact assessments and ecological reports undertaken 
by environmental consultants now account for a significant proportion of the collected ecological 
data (McDonnell et al., 1999).  If such assessments were to include the collection of detection 
time data, it is possible that general models of detection time could be constructed for a range of 
ecological communities with relatively little effort. 
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6.5 Conclusion 
Until now, detectability models – for both plants and animals – have been constructed for single 
species or individuals of a species.  These models provide valuable information about detection 
rates and required survey effort, however inference from them is restricted to the species for 
which they were developed.  There is a large number of species for which knowledge of 
detectability and appropriate survey effort is important, and it is unlikely that species-specific 
detectability models can be built for all of them in the short-term.  In this chapter, I have 
presented a general, multi-species model of detection time for plants of the Western (Basalt) 
Plains Grassland community in which the average time to detection of a species is modelled as a 
function of the characteristics of the species.  Traits and characteristics shown to influence the 
detection time of grassland plant species include lifeform, rarity, flower colour and size, leaf 
colour, phenology, uniqueness and origin. 
The development of a multi-species detectability model represents a novel approach to estimating 
detection rates where no species-specific estimate is available, and the results of this study have a 
number of implications for threatened and invasive species management in native grasslands.  
Importantly, while inference from this study is specific to Western (Basalt) Plains Grassland, the 
modelling methods presented here are generally applicable.  The data requirements for such 
models may be considered to be significant when the construction of detection time models is 
the sole reason for data collection.  However, the recording of detection time data would require 
only a small alteration to some existing ecological assessment practices.  If data were collected in 
this way, general models of detection time could be constructed for a range of vegetation 
communities with relatively little effort. 
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Synthesis & Conclusions 
 
 
 
 
 
 
 
 
Plate 7.1  Rumex dumosis, Maygar Grasslands, Broadmeadows, 2007 
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7.1 Introduction 
This thesis has investigated issues of imperfect detection in biological surveys for native grassland 
management.  In the past, failure of threatened species legislation and ecological impact 
assessment policy to acknowledge and account for issues of imperfect detectability has meant 
that the default assumption of many of these policies was that a species that is present at a site 
will be detected during a survey of that site.  There is now a significant body of evidence to 
suggest that this is not always the case.  Numerous studies have demonstrated that many species 
of plants and animals have detection probabilities of less than one and can remain undetected at a 
site when they are present (McArdle, 1990; Kery, 2002; MacKenzie et al., 2002; Kery and Gregg, 
2003; Slade et al., 2003; Tyre et al., 2003; Bailey et al., 2004; Wintle et al., 2004; de Solla et al., 2005; 
Wintle et al., 2005b; MacKenzie et al., 2006).  The failure of threatened species legislation and 
other biodiversity conservation policies to recognise this may lead to poor management decisions 
and an increased risk of extinction of rare and threatened species.  There is a now need for 
conservation policy to acknowledge imperfect detection in flora and fauna surveys and to address 
this problem through the specification of survey standards such as minimum survey effort 
requirements or recommended survey conditions. 
A number of methods exist for characterising detection probability.  These methods can be 
broadly categorised as those that enable the estimation of the true population size of a species by 
characterising the probability of detecting an individual of a species (eg. mark-recapture, N-
mixture models), and those that estimate the occupancy of a site by characterising the probability 
that the species will be detected if it is present at that site (eg. zero-inflated binomial (ZIB), 
occupancy models).  Where a modelling method enables the estimation of a single-visit detection 
probability, as with ZIB models, it is possible to determine the probability that a species that 
occupies a site will be detected after a specified number of visits to that site (See Equation 1.6, 
Figure 1.1).  The plot of this relationship enables the user to determine the survey effort required 
(measured in number of visits) to achieve a pre-specified probability that the species will be 
detected if it is present. 
The relationship between detection probability and survey effort represents a logical way for 
imperfect detectability to be incorporated into threatened species legislation and other 
environmental impact assessment policies.  Detectability curves enable decision makers to assess 
the adequacy of the survey effort expended for detecting species of interest in environmental 
assessments.   Where necessary, the increase in survey effort required to offset less desirable 
survey conditions can be estimated.  Survey effort can be measured in terms of number of visits 
to a site for animal species that move in and out of a site or for cryptic plant species such as 
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orchids that exhibit periods of dormancy.  However, for many plant species, it is more relevant to 
measure the time spent searching for the species in a single visit to a site. 
This thesis has investigated methods for characterising the time to detection of plant species in 
Western (Basalt) Plains Grasslands, a threatened native grassland community that exists on the 
northern and western fringes of the city of Melbourne, Australia.  In particular, the research in 
this study has focused on 5 research questions: 
1. How can the probability of detecting a resident plant species be statistically linked to the duration of a 
single flora survey? 
2. What environmental and observer characteristics influence the rate of detection of threatened and invasive 
species in Western (Basalt) Plains Grassland? 
3. What is the survey effort necessary to achieve an acceptable probability of detection of threatened and 
invasive species in Western (Basalt) Plains Grassland? 
4. Is it possible to build a general model of plant detectability that estimates detection times for multiple 
species according to plant traits? 
5. How can this information be used to inform conservation practice?  
The relevance of the findings of this thesis to each of these questions is discussed below.  
Following this, a number of recommendations relating to the incorporation of detectability into 
conservation policy are presented. 
 
7.2 Plant Detectability and Survey Effort 
Research Question 1 
How can the probability of detecting a resident plant species be statistically linked to the duration of a single flora 
survey? 
The initial aim of this thesis was to develop a modelling method that enabled the probability of 
detecting a plant species that is present at a site to be statistically linked to the time spent 
searching at the site.  Survival analysis (or failure-time, or time-to-event) modelling methods (Cox 
and Oakes, 1984) provides a logical framework for achieving this.  Chapter 3 introduced an 
exponential detection time model, in which the average time to the initial detection of a species is 
modelled as a function of environmental and observer characteristics.  The application of survival 
analysis methods to the problem of detecting plant species during a flora survey required that the 
traditional likelihoods be modified to accommodate the possibility that the species is truly absent 
from the site.  Estimates of the average detection time, and the associated detection rate of a 
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species can be used to construct a detectability curve that plots the probability of detecting the 
plant species if it is present against the time spent surveying the site (See Figure 3.1). 
The performance of the exponential detection time model as an unbiased estimator was tested in 
a number of simulation studies in Chapter 3.  The results suggest that the model estimates well 
for a range of sample sizes and occupancy rates, under scenarios where single observations are 
made at multiple sites as well as those that simulate multiple observations at multiple sites.  There 
is evidence of bias in the ability of the model to estimate known parameters under small (< 30) 
sample sizes, and where the probability of occupancy of the species is low (≤ 0.2).  The 
assumption of exponential detection times is also critical to the accuracy of model estimates. 
The exponential detection time model introduced in this thesis represents a novel approach to 
estimating the survey effort required to detect plant species of interest in an ecological survey.  
The modelling method may be applied to almost any species for which detection time data exists, 
however care should be taken where the probability of occupancy of the species is very low.   
 
7.3 Factors that Influence Detection in Native 
Grasslands 
Research Question 2 
What environmental and observer characteristics influence the rate of detection of threatened and invasive species in 
Western (Basalt) Plains Grassland? 
In Chapters 4 and 5, detection time models were constructed for a number of threatened and 
invasive species in Western (Basalt) Plains Grassland.  In so doing, the environmental and 
observer characteristics that influence detection rates of those species were identified.  While 
there was some variation in the factors that affect detection for individual species, a number of 
variables were identified that consistently influenced detectability.  The experience of the 
observer was included in the best detection time models for all species.  In all cases, experienced 
observers detected the species more quickly than their less-experienced counterparts.  The size of 
this effect is variable across the species modelled, however detection times for less experienced 
observers tend to be more than double those estimated for experienced observers under 
otherwise similar survey conditions.  While the benefit associated with using experienced 
observers has been demonstrated in animal detection studies (Laake et al., 1997; Boulinier et al., 
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1998; Pagano and Arnold, 2009), this is the first time this relationship has been identified as 
influential on plant detectability. 
The cover of the dominant grass species, Themeda triandra, was included in the best detection time 
models for threatened grassland species.  In both cases, the time needed to detect the species 
increased with increasing Themeda cover.  Estimates of average detection time for species at sites 
where Themeda cover is high are significantly higher than those at sites with low cover, and 
estimates are also much more variable.  This has implications for surveys conducted at sites that 
have not been burned recently or otherwise managed for biodiversity conservation that may have 
a very high cover of Themeda.   
A number of other variables were recognised as influential on detection rates.  The findings of 
this study suggest that allowing observers some freedom in the way in which they move about a 
site can increase the rate at which they will detect some species.  This has implications where a 
surveillance protocol assumes a systematic search pattern (Cacho et al., 2006) or specifies transect 
searches (DEC, 2004).  It is reasonable to expect that detection rates for some species will be 
reduced under such scenarios.  Finally, there was some evidence of temporal influences on 
detectability, with detection rates varying within the spring survey season and across years for 
some species.  An attempt was made to reduce the influence of temporal factors in this study, 
and these findings highlight the importance of investigating detectability over mulitple seasons 
and years.  
7.4 How hard should we look? 
Research Question 3 
What is the survey effort necessary to achieve an acceptable probability of detection of threatened and invasive species 
in Western (Basalt) Plains Grassland? 
Once the average detection time for each species has been determined, estimates of the 
associated detection rate can be used to determine the probability that a species that is present at 
site will be detected after a survey of specified duration.  Under favourable survey conditions, 
estimates of the average time to detection for the four species presented in this study ranged 
between 26 and 41 minutes per hectare.  Under these conditions, estimates of the survey effort 
required to achieve a probability of 0.80 that threatened species will be detected if they are 
present was between 42 and 66 minutes per hectare.  The required survey effort increases to 
between 1 and 2 hours if a 95% probability of detection is required.  These figures are slightly 
lower for the invasive Nassella species investigated in Chapter 5. 
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The estimates of survey duration required to achieve a reasonable level of certainty that 
threatened species will be detected under favourable survey conditions are within the range of the 
survey efforts reported in environmental impact assessments undertaken in the Victorian 
Volcanic Plains bioregion (See Table 2.2).  Nonetheless, many environmental impact assessments 
– including a very recent Strategic Impact Assessment prepared by the Victorian Government 
(DSE, 2009a) – report survey efforts much lower than this, meaning that they will possibly fail to 
detect threatened species such as Pimelea spinescens and Dianella amoena.  Similarly, estimates of the 
survey effort required to detect invasive Nassella species in native grasslands fall within the range 
assumed by a number of weed surveillance and eradication studies (Harris et al., 2001; Panetta 
and Timmins, 2004). 
In their study of owl and arboreal marsupial detectability, Wintle et al. (2005b) highlighted the 
importance of conducting surveys under favourable conditions.  This statement is supported by 
the findings of this thesis.  The results of detection time modelling presented in Chapters 4 & 5 
demonstrate that the increase in survey effort necessary to compensate for sub-optimal survey 
conditions can be substantial.  Estimated detection times under the average conditions 
experienced during the survey period are between three (Nassella trichotoma) and 27 (Dianella 
amoena) times those predicted under favourable survey conditions.  To achieve a probability of 
detection of 0.80 under these conditions requires a survey effort of between six and 30 hours per 
hectare for threatened species and between four and nine hours per hectare for invasive species.  
Much of the increase in detection times in this study can be attributed to the influence of 
intermediate observers under average survey conditions, and may therefore be minimised by 
using experienced observers.  Nonetheless, Wintle et al. (2005b) noted a similar increase in the 
scale of survey effort required to detected resident species under suboptimal conditions.  This 
level of survey effort is well above that reported in environmental impact assessments or assumed 
by weed surveillance studies (Table 2.2). 
In this study, no attempt has been made to determine what is an ’acceptable’ probability of 
detection.  For each species, the average time to detection has been presented, along with 
estimates of the survey effort required to achieve probabilities of detection or 0.80 and 0.95, 
given presence of the species.  These figures were determined arbitrarily to represent what I 
believe to be moderate and high probabilities of detection.  In practice, the level of certainty 
required will be determined by the species, the costs of survey and the consequences of a false 
absence observation.  For example, when conducting surveillance for an exotic species that has 
little ecological or economic impact, regulators may be happy to accept a probability of detection 
of 0.80 or lower, particularly if the costs associated with surveillance are high.  However, where a 
species is highly threatened or invasive, or the post-survey actions are irreversible, a more 
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precautionary approach would be warranted.  Extra precaution may be achieved by increasing the 
required probability of detection and/or by using the lower estimate of the 95% credible interval 
around detection probability to set survey effort requirements. 
 
7.5 Estimating Detectability using Plant Traits 
Research Question 4 
Is it possible to build a general model of plant detectability that estimates detection times for multiple species 
according to plant traits? 
In Chapter 6, a general model of plant detectability, in which average detection time is modelled 
as a function of plant traits and characteristics, was introduced.  This study represents the first 
attempt to model detectability across multiple species with the aim of estimating detectability by 
drawing on knowledge of the detection rates of similar species.  The findings suggest that the 
detection time of plant species within Western (Basalt) Plains Grassland is influenced by a 
number of factors relating to the lifeform and rarity of the plant, its flower and leaf characteristics 
and whether it is native or exotic.  Predictions of detection times for species withheld from the 
modelling dataset indicate that the general model of detectability is estimating reasonably well, 
however more rigorous methods for evaluating detection time methods may be necessary to 
confirm this. 
The development of general models of plant detection has a number of important applications.  
They can be used to determine detection rates and appropriate survey effort for species for which 
no species-specific detection time model exists.  There are currently more than 1,200 plant 
species currently listed as nationally-threatened under the EPBC Act (DEWHA, 2009e), and 
more than 460 weed species recognised in Australia, including 20 Weeds of National Significance 
(Natural Resource Management Ministerial Council, 2007), and it is unlikely that detection time 
models will be constructed for all of them.  General models of detection time may be used to 
estimate survey effort requirements in the absence of more detailed studies. 
In addition, general detectability models may be used to determine baseline survey effort 
requirements for detecting specific groups of plants.  For example, the general model of 
detection time for species of the Western (Basalt) Plains Grassland community suggests that the 
survey effort required to detect native species with a reasonable degree of certainty is almost 
double than that required to detect exotic species, and that the survey effort required to detect 
80% of the species with a probability of 0.8 is over 400 minutes per hectare.  This type of 
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information will potentially be very useful at setting baseline survey standards where set lists of 
species must be identified, such as is required for the identification of Ecological Vegetation 
Classes in Victoria (DSE, 2009b). 
The modelling methods presented in Chapter 6 are not restricted to Western (Basalt) Plains 
Grassland and may be applied to any vegetation community for which detection time data exists.  
Unlike the single species models presented in Chapters 4 & 5, the general model of detection 
time does not require data relating to the specific survey conditions experienced at the time of 
data collection.  The only field data required to construct these models is the time to initial 
detection of each species; trait information may be compiled during desk-top searches.  With only 
a small alteration to the way in which data is now collected during environmental impact 
assessment surveys, it is possible that detection time data could be generated quite easily.  This 
would allow for general models of plant detection time to be constructed for a wide range of 
vegetation types. 
While general models of detection will be useful in setting baseline survey standards and 
requirements, it is important to note that single-species detection time models will still be 
required, particularly where a species is critically-endangered and/or likely to be significantly 
impacted by development or other disturbance.  In a natural system, it is unlikely that all traits 
will be equally represented.  Where a species exhibits a set of traits that are not well represented 
in the modelling dataset, it is unreasonable to expect that the detectability of this species will be 
accurately predicted by a general model.  This was evident in the predictions for P. spinescens made 
by the general model in Chapter 6.  Where the risk associated with erroneously declaring a species 
absent from a site is high (such as for a highly threatened or particularly invasive species), effort 
should be invested into the development of a species-specific detectability model. 
 
7.6 Implications for Conservation Practice 
Research Question 5 
How can this information be used to inform conservation practice?  
This thesis has demonstrated that detection rates for threatened and invasive species in native 
grasslands can be significantly less than one, even at sites where they are known to occur.  This is 
a phenomenon now acknowledged for a wide range of species (See Table 1.1) and it is 
unacceptable for ecological impact assessment and conservation policy to fail to acknowledge the 
issue of imperfect detectability.  A logical framework for incorporating imperfect detection into 
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conservation practice is for governing bodies to regulate the requirements for surveys undertaken 
as part of ecological impact assessments and monitoring. 
Survey effort may be regulated qualitatively through the specification of favourable survey 
conditions for individual species, or quantitatively by identifying the minimum survey effort 
required to detect each species if they are present at the site.  Detectability curves can be used to 
determine the increase in survey effort necessary to offset the decrease in detection rate 
associated with sub-optimal conditions.  For example, a qualitative regulation of survey effort for 
threatened species in native grassland would suggest that surveys should be undertaken by 
observers with experience in grassland surveys and that extra caution should be applied where the 
cover of Themeda triandra is high.  Where Themeda cover is very high, or the observer has only a 
general knowledge of grassland plant families, the burden should be on the proponent to 
demonstrate that survey effort has been increased adequately.  
Regulators could alternatively specify quantitative standards, for example, that the survey effort 
allocated to ecological surveys for P. spinescens be at least 42 minutes per hectare under favourable 
survey conditions.  This would ensure a 0.80 probability of detecting the species if it was present 
at the site.  At sites where the consequences of failing to detect the species are particularly severe 
(eg. where the site is to be completely cleared), the regulatory authority may specify that a higher 
probability of detection is necessary, thereby increasing the minimum survey effort requirement.  
Again, where favourable survey conditions for detecting the species are not observed, the 
proponent should demonstrate that the decrease in detection probability has been offset by a 
greater allocation in survey effort. 
There is some evidence to suggest that the approach to handling issues of imperfect detection 
and survey effort is improving in Australia.  In New South Wales, the draft guidelines for 
threatened biodiversity assessment state that surveys must be undertaken by a professional with 
suitable experience during a season appropriate for detecting all taxa.  Minimum survey effort 
requirements are also specified.  For example, at a site less than two hectares, surveys for 
threatened plants must include a single transect search of 100 metres and a single 400 m2 quadrat 
search.  A minimum of 30 minutes should be allowed per quadrat (equivalent to 750 minutes per 
hectare) (DEC, 2004), however there is no requirement to search the entire site.  These 
recommendations are not species- or taxa-specific.  Proponents are required to give consideration 
to issues of imperfect detectability when conducting surveys for environmental impact 
assessments in NSW and must justify any deviations from the survey effort requirements (DEC, 
2009). 
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At the Federal level, the recent draft guidelines for determining the likelihood of significant 
impact on Pimelea spinescens under the EPBC Act contains a section dedicated to survey guidelines 
in which the difficulties associated with detecting the species are highlighted and some specific 
recommendations about appropriate survey procedure are made (DEWHA, 2009b).  In 
particular, it is suggested that surveys be undertaken by a suitably qualified person; that transect 
surveys be undertaken during the peak flowering period at sites with suitable habitat; that 
multiple surveys might be required to account for low detection rates; and that adequate post-
disturbance time frames be observed to allow regeneration of the species (DEWHA, 2009b).  
The precautionary principle is to apply where surveys must occur outside the recommended 
conditions, and “...survey methods and effort should be adjusted to compensate for the 
decreased likelihood of detecting the species” (DEWHA, 2009b: p. 3).  The inclusion of survey 
effort recommendations in the Significant Impact Guidelines for P. spinescens is a positive 
development for threatened species management in Australia.  The qualitative suggestions made 
in the guidelines could be further improved by incorporating the quantitative findings of this 
study.  However, P. spinescens is one of many threatened plant species listed under the EPBC Act, 
and it is currently the only one for which such recommendations are published.  Governments at 
all levels should continue to investigate detection rates for other species and incorporate that 
information into management guidelines and recovery plans.   
The adequacy of survey effort expended during ecological surveys can only be determined when 
that survey effort is explicitly documented.  A review of a sample of flora and fauna assessments 
undertaken within Victoria’s volcanic plain bioregion revealed that the positive change in the 
Federal approach to detectability and survey effort appears to have been accompanied by 
improvements in the reporting of these issues in environmental impact assessments.  Of the 12 
impact assessments reviewed from 2008 and 2009, estimates of survey effort were retrievable 
from 8 (67%) reports, and detection limitations were discussed in the same number.  By 
comparison, of the 13 reports reviewed from the 1990s, survey effort estimates could only be 
retrieved from 4 (31%) and detectability limitations were identified in just 5 (38%: See Table 2.2).  
Nonetheless, current reporting standards for ecological impact assessments undertaken in the 
Victorian Volcanic Plain bioregion are often insufficient to obtain accurate estimates of survey 
effort (See Table 2.2).  For the positive changes demonstrated by the Australian Government to 
have a meaningful effect, they must be accompanied by an improvement in the way in which 
survey effort is reported.  
Any survey effort recommendations or regulations must be accompanied by the political will to 
enforce them.  In the past, the Government will to enforce threatened species legislation in 
Australia has been criticised and neither the EPBC Act nor the FFG Act are considered to be 
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reaching their full potential to protect biodiversity (Walker, 2003; Macintosh, 2006; Godden and 
Peel, 2007).  The rigour with which the Federal Government is prepared to enforce the new 
survey effort recommendations for P. spinescens is still unknown, but is likely to be tested during 
its assessment of the Strategic Impact Assessment Report detailing the Victorian Government’s 
proposal to expand Melbourne’s urban growth boundary and fast-track development approval in 
the western region of the city.  Although the survey effort guidelines for P. spinescens and a 
number of endangered fauna species (See EPBC Act Policy Statements 3.11, 3.12 and 3.14 
(DEWHA, 2009b; DEWHA, 2009a; DEWHA, 2009c)) are now quite prescriptive, the survey 
effort reported in the draft impact assessment report was insufficient to meet even the most 
conservative interpretations of those recommendations.  In some cases, the draft report referred 
to the use of outdated data and desktop searches where field studies were not undertaken and no 
targeted searches for threatened plant species were conducted (DSE, 2009a).  If this report is 
deemed adequate by the Federal Government, it will be the first strategic assessment completed 
under the EPBC Act and will set a disappointing precedent for nationally-assessed strategic 
impact assessment in Australia.  It is therefore critical that the Government demonstrate 
willingness to enforce the survey effort recommendations recently implemented in Schedules of 
the Act. 
The results of this study can also be used to inform survey requirements for surveillance of 
invasive weeds in the same way as was discussed for threatened species.  Invasive weeds pose a 
significant threat to biodiversity around the world, but they are now pervasive in many natural 
ecosystems and, once established, can be costly to control or eradicate.  The importance of early 
detection of these species is clear (Rejmanek, 2000), and the detectability information presented 
in this thesis may be used to set baseline monitoring standards in uninvaded sites where it is a 
priority to detect and eradicate these species before they become established.  However, although 
eradication is desirable, in many cases invasive species control is now concerned with trading-off 
the threats posed by those species against the costs associated with managing them (Panetta and 
Timmins, 2004; Regan et al., 2006; Hauser and McCarthy, 2009; Rout et al., 2009).  Determining 
the optimal investment in surveillance for invasive species requires an understanding of how the 
probability of detecting a target species varies with the effort allocated to surveys for a given 
surveillance strategy.  The research presented in Chapter 5 of this thesis represents the first 
attempt to characterise the detectability of invasive weeds as a function of observer and 
environmental variables.  This information, along with estimates of the uncertainty in detection 
rates, can be used to better inform eradication and surveillance strategies. 
The findings of this research have been discussed largely within the context of Australian 
threatened species legislation and invasive species management policies, however the results and 
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recommendations may be applied more widely.  Natural temperate grasslands are threatened in all 
habited continents (Henwood, 1998) and, in the absence of further detectability modelling, the 
results of this study may be used to set baseline survey and monitoring standards.  For example, 
the Nassella species investigated here are of concern in other regions around the world, including 
New Zealand, South Africa, North America and Europe (McLaren et al., 2004).  Until such time 
as more specific models of detectability can be developed, it may be defensible to use the findings 
of this study when setting surveillance standards for Nassella species in native grasslands in these 
regions. 
Similarly, concern regarding the failure of conservation policy to acknowledge imperfect 
detection has not been limited to Australia (Kery and Gregg, 2003; MacKenzie et al., 2003; Kery 
and Schmid, 2004).  The specification of minimum survey standards may be applied to any 
situation where a biological survey is to take place as part of an environmental impact assessment 
or invasive species management plan.  168 countries around the world have now committed to 
protecting endangered species and managing or eradicating invasive species under the 
Convention on Biological Diversity (Secretariat of the Convention on Biological Diversity, 2006).  
Given the range of species for which imperfect detection has been demonstrated (Table 1.1), it is 
likely that some acknowledgement of imperfect detectability will be required in the conservation 
policies of signatory countries.  The schedules and policy statements into which detectability 
information could be incorporated will vary according to the specific biodiversity legislation in 
question.  However, detection probability and minimum survey standards may be relevant in 
common features of international threatened species legislation such as the designation of critical 
habitat, and the preparation of recovery and management plans (See, for example, the 
Endangered Species Act (USA: http://www.fws.gov/Endangered/), the Species at Risk Act 
(Canada: http://www.sararegistry.gc.ca/) and the EPBC Act (Australia: www.deh.gov.au/epbc/). 
Confidence in the quantitative estimates of detection times presented in this thesis may depend 
on the extent to which the exponential detection time model can be evaluated in the future 
(Rykiel, 1996).  In the simulation studies presented in Chapter 3, the exponential detection time 
model was shown to be a good estimator of known parameters under a range of sample sizes and 
occupancy rates (> 0.2) and for normally-distributed and binary explanatory variables.  In 
Chapters 4, 5 & 6, the predicted probability of detection generally compared well with the 
observed proportion of detections made in the field, indicating that the estimates of detection 
time (and the associated detection rate) predicted by the exponential detection time model are 
within range of the true values.  However, there are a number of difficulties associated with 
explicitly validating these models, which have been discussed in the body of the thesis.  The 
development of statistical validation techniques for new models is not a trivial process (Rykiel, 
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1996) and it is beyond the scope of this thesis to do so for the models presented here. 
Nonetheless, this thesis clearly demonstrates the problem of imperfect detectability for 
threatened flora species, and presents a way forward for the development of policy to deal with 
the problem.  
 
7.7 Recommendations & Future Opportunities  
Based on the findings of this research, a number of recommendations can be made that will 
contribute to a more effective handling of imperfect detection issues in biodiversity conservation. 
1. Identify and specify favourable survey conditions for threatened species & 
invasive weeds. 
It is clear from this study that unfavourable survey conditions can have a significant 
impact on detection rates of both threatened and invasive plant species.  This has only 
very recently been acknowledged in threatened species legislation.  Those conducting 
flora surveys should be experienced botanists who are very familiar with the ecological 
community being surveyed.  Further, a precautionary approach should be taken during 
surveys for threatened species in native grassland sites with very high levels of grass 
cover.  Governments must begin to compile information on favourable survey conditions 
for threatened and invasive species and incorporate this into the requirements for 
environmental impact assessments and weed surveillance policy.  Ecological assessment 
practitioners, natural resource managers and the proponents of development proposals 
should be aware that the increase in survey effort necessary to achieve an acceptable 
probability of detection of target species may be significantly greater under suboptimal 
conditions. 
 
 
2. Develop detection time models for priority threatened and invasive species 
Detection time models have been constructed for two threatened and two invasive 
species in this thesis.  There are currently more than 1,200 plant species threatened at the 
national level and over 460 recognised weeds in Australia.  Governments and regulatory 
authorities should continue to investigate detection rates and minimum survey effort 
requirements for these species.  Because of the relatively large number of plants for which 
information on detection rates is required, this is unlikely to happen quickly.  General 
models of detection time may be used to estimate baseline survey requirements in the 
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absence of single species detection rates, however, it is recommended that construction 
of single-species detection time models be prioritised for those species that are critically 
endangered or extremely invasive.  
 
3. Develop general models of detection time for priority ecological communities. 
General models of detection time will be important in informing baseline detection rates 
and monitoring requirements for ecological communities, especially where single-species 
models are yet to be developed.  Governments should begin compiling detection time 
data to construct these models for a range of ecological communities.  Again, priority 
should be given to those communities that are either threatened in their own right or that 
contain a number of significant species.  The construction of general detection time 
models requires only detection time data to be collected in the field, and it is possible that 
ecological assessment practitioners may be able to contribute significantly to the collation 
of this information during ecological impact assessment surveys. 
 
4. Specify minimum survey effort requirements in threatened species legislation 
schedules and weed management plans. 
The specification of minimum survey effort requirements would enable regulatory 
authorities to make more transparent and consistent decisions during environmental 
impact assessment processes.  Survey effort guidelines should be included in threatened 
species legislation and policy schedules that govern the impact assessment and referral 
processes, as well as those that outline recovery plans for threatened species.  In addition, 
they should be specified in the management plans for invasive weeds.  Minimum survey 
requirements may take the form of recommended survey conditions or the duration of 
survey required to achieve a pre-specified level of the certainty that the species is 
detected.  The responsibility must be on the proponent to demonstrate that the survey 
effort expended is adequate to detect the species in question.   
 
5. Introduce more rigid survey effort reporting requirements in environmental 
impact assessment. 
It is impossible to assess the sufficiency of surveys for detecting species without explicit 
reporting of survey effort.  There is evidence to suggest that current reporting of survey 
effort under Australian threatened species legislation is not adequate for the regulatory 
authority to make an informed decision regarding the probability that a threatened species 
would have been detected if it was present.  Any improvement to the regulation in survey 
standards must be accompanied by more rigid survey effort reporting requirements. 
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This thesis represents the first attempt to estimate the probability that a plant species will be 
detected if it is present, based on the duration of the survey.  However, the characterisation of 
plant species detectability is still a relatively new field of ecological study and there are a number 
of important opportunities for further research in this area. 
 
1. Investigate the influence of abundance and season on detection rates. 
The overall objective of this study was to determine how long we should search at a site 
to ensure that if a target plant species is present we have a reasonable chance of finding it.  
It was important that the findings could be used to inform survey requirements at sites 
where the presence of the target species is unknown and, as such, explanatory variables 
used in this study included those that could be assessed at the time of survey but did not 
require knowledge of the species history or demographics at the site.  However, it is 
reasonable to assume that the abundance of the species at a site will influence 
detectability (Kery, 2004; Vittoz and Guisan, 2007); detection times will, on average, be 
lower at sites where the abundance of the species is high.  Future investigation of the 
effect of abundance on detection times will help to determine the range of detection 
times that could reasonably be expected for a single species. 
Data collection for this study was specifically timed to coincide with peak flowering 
season for the grasslands of the Victorian volcanic plain as it was assumed that this is the 
most common time of year for environmental impact assessment surveys to be 
undertaken.  However, seasonal variation is likely to contribute to changes in detectability 
of plant species (Burrows, 2004).  Although this has not been investigated in this study, it 
is probable that the survey effort required to detect species will be higher in non-peak 
times.  This will vary for individual species.  Furthermore, the influence of explanatory 
variables may also vary across seasons.  For example, in the general model presented in 
this thesis (Chapter 6), geophytes were found to have the lowest detection times of all 
plant lifeforms exhibited in grasslands.  While geophytes may be easy to detect during the 
peak flowering season, this is not likely to be the case during non-flowering periods when 
the above-ground parts of these species are much-reduced or completely absent.  
Investigation of the influence of seasonality on plant detection rates will contribute to a 
more thorough understanding of detectability issues in flora surveys. 
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2. Investigate the potential benefits provided by detailed habitat identification and 
mapping. 
In this study, the probability of occupancy was modelled as a constant across sites, 
representing the proportion of sites at which the target species is likely to be present.  
However, predicted detection times may be biased where occupancy is not accurately 
estimated (See Section 3.6.1).  Further investigation of the benefits associated with 
incorporating detailed habitat suitability modelling techniques (Guisan and Zimmerman, 
2000; Wintle et al., 2005a; Randin et al., 2009) into models of detection time is warranted. 
 
3. Develop evaluation techniques for detectability models where the truth is not 
known. 
The uncertain nature of censored observations presents some challenges to evaluating 
detection time models.  A censored observation represents one of two site occupancy 
states; the species may be present and have remained undetected or it may truly be 
absent.  This challenge is not unique to the detection time models presented in this thesis; 
any detectability model where the true state of occupancy is unknown will be difficult to 
evaluate using traditional methods.  Furthermore, where a censored observation is 
recorded at a site where the species is known to exist, the state of occupancy is known, 
but the effort needed to detect the species is not; all that is certain in this case is that the 
detection time is greater than the duration of the survey.  This feature of survival 
modelling has always presented difficulties for evaluating time to event models (Hosmer 
Jnr. et al., 1999).  Future research is required to develop statistical techniques for 
evaluating detectability models in the absence of certain occupancy and detection time 
data. 
 
4. Investigate optimal allocation of resources in biological surveys 
This thesis has presented a method for determining the probability that a present plant 
species will be detected during a survey of specified duration.  Ideally, the effort invested 
in biological surveys would always be adequate to achieve a high probability of detection.  
However, this is unlikely to be the case, particularly where surveillance costs are high.  
The probability of detection that is considered acceptable will depend on a number of 
factors including the cost of survey and the consequences of failing to detect the species 
where it is present.  Investigation of this trade-off in a formal decision analysis (see Field 
et al. (2005a)) is warranted.  
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7.8 Final Comments 
The characterisation of species’ detection rates is a relatively young field of research in ecology.  
However, there is now sufficient evidence of imperfect detectability for a range of plant and 
animal species to warrant the incorporation of this uncertainty into conservation policy and 
environmental impact assessment procedures.  The specification of minimum survey effort 
requirements provides a logical framework for incorporating knowledge of species’ detection 
rates into these policies.  Determining the minimum survey effort requirements for biological 
surveys is a subjective process, as regulatory authorities must determine what probability of 
detection is considered to be ‘acceptable’.  This is likely to vary according to the significance of 
the species, the risks and consequences associated with failing to detect it, and the socio-
economic context in which the assessment is undertaken. 
In the case of threatened species that exist in urban fringe regions, the application of minimum 
survey standards may be particularly challenging.  The consequences of false negative 
observations during impact assessments are potentially very high, as any land designated for 
development is likely to be changed irreversibly without further assessment.  On the other hand, 
the pressure to develop in these regions is likely to be significant, particularly where the 
desirability of the natural environment is perceived to be quite low as with native grasslands.  
There is some evidence to suggest that the Australian Government is beginning to incorporate 
the findings of this and other detectability research by acknowledging the significance of 
detection issues and making recommendations about survey conditions for threatened grassland 
species.  This regulatory change has been accompanied by a marked improvement in the 
reporting of survey effort in flora and fauna assessments.  However, with increasing pressure for 
development within regions occupied by remnant Western (Basalt) Plains Grassland, it remains 
to be seen whether this positive change has been implemented in time to improve the outlook for 
these species.  It is my hope that ongoing research will contribute to a significant improvement in 
the way that imperfect detectability is accounted for in conservation policy in Australia and 
internationally. 
  
166 
 
 
 
 
 
 
Plate 7.2.  Native bluebell, Wahlenbergia communis 
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Appendix A 
R-code and WinBUGS models used in simulations, Chapter 3 
A1 Simulation of scenario with N sites (Section 3.4) 
# Data simulation in R 
 
# Load R2WinBUGS package.  This can be downloaded from www.r-project.com 
library(R2WinBUGS) 
 
N <- 10   # 10 sample sizes:  Sample size = n*10 
X <- 1000   # 1000 iterations for each sample size 
 
# Set up results tables for estimates of alpha (α = 2.5), beta (β = 1.25) and theta (p = 0.40) 
alpha.est.mat <- matrix(-9999, nrow = X, ncol = 1) 
beta.est.mat <- matrix(-9999, nrow = X, ncol = 1) 
theta.est.mat <- matrix(-9999, nrow = X, ncol = 1) 
dev.est.mat <- matrix(-9999, nrow = X, ncol = 1) 
 
# Generate data 
for (n in 1:N)  
{ 
for(i in 1:X) 
{ 
 # Simulate presence 
propocc = 0.4     # The probability that the species is present at each site is 0.4 
procc <- rbinom(n*10,1,propocc) # n*10 binomial realisations of propocc. 0: absent, 1: present 
 
# Simulate average detection time based on a single normally distributed explanatory variable 
var.test.r <- rnorm(n*10, 0, 1) #n*10 values drawn from a normal distribution with mean 0 and st dev 1 
mu.test.r <- exp(2.5 + 1.25*var.test.r)  #average detection time 
 
# Simulate ‘observed’ detection times: drawn from an exponential distribution with mean = 1/mu.test.r if  procc = 
1,  
# censored at 101 if procc = 0 
ft.test.r <- rexp(n*10,1/mu.test.r)*procc + (1-procc)*101  
  
# Detection times censored at 100 
ft.test.cen <- replace(ft.test.r, ft.test.r > 100, 999) 
tcen.test.x <- replace(ft.test.r, ft.test.r > 100, 100) 
tcen.test <- replace(tcen.test.x, tcen.test.x < 100, 0) 
 
 # Set up generated data into a form suitable for input into WinBUGS 
dat.test <- data.frame (ft.test.cen, var.test.r, tcen.test) 
names(dat.test) <- c(“ft.test”, “var.test”, “tcen.test”) 
 
# Data inputs to bugs() function 
K <- nrow(dat.test) 
ft.test <- dat.test$ft.test 
var.test <- dat.test$var.test 
tcen.test <- dat.test$tcen.test 
data <- list(“K”, “ft.test”, “var.test”, “tcen.test”) 
 
# Specify initial values for input to bugs() function 
init1 <- list(alpha = 0, beta = 0, theta=0) 
initials = list(get(“init1”)) 
 
 # R code to call BUGS model 
ftime.sim <- bugs(data, model.file = “ftimemodpa.bug”, parameters = c(“alpha”, “beta”,”theta”), inits = initials, 
n.chains = 1, n.iter = 60000, n.thin = 2, bugs.directory = “C:/Program Files/WinBUGS14/”) 
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# Write estimates to results tables 
alpha.est.mat[i,1] <- ftime.sim$mean$alpha 
beta.est.mat[i,1] <- ftime.sim$mean$beta 
theta.est.mat[i,1] <- ftime.sim$mean$theta 
 
} 
 
} 
 
# WinBUGS exponential detection time model for estimate values of alpha, beta and theta 
# Note:  This model needs to be saved in the R working directory as the model file name specified in the R code above. 
# It must have a ‘.bug’ extension 
 
model 
{ 
for(k in 1:K) 
 { 
 # Probability of occupancy is constant across sites 
logit(procc[k]) <- theta 
  
 # Likelihood where species is detected 
pp[k] <- procc[k]*lambda.test[k]*exp(-lambda.test[k]*ft.test[k]) 
  
# Likelihood where species is not detected 
pn[k] <- procc[k]*exp(-lambda.test[k]*tcen.test.[k]) + (1-procc[k]) 
  
 # Select correct likelihood 
d[k] <- step(50 – tcen.test[k]) #d[k] = 1 where detected, d[k]= 0 where not detected 
 po[k] <- d[k]*pp[k] + (1-d[k])* pn[k] 
  
Y[k] <- 1 
Y[k] ~dbern(po[k])   # Ones trick 
  
 # Lambda is detection rate 
lambda.test[k] <- 1/mu.test[k] 
  
 # Average detection time (mu.test[k]) as function of explanatory variable var.test[k] 
mu.test[k] <- exp(alpha + beta*var.test[k]) 
 } 
# Prior distributions, uninformative normal 
alpha ~ dnorm(0.0.0001) 
beta ~ dnorm(0.0.0001) 
theta ~ dnorm(0.0.0001) 
 
} 
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A2 Multiple Sites, Multiple Observers (Section 3.5, Scenarios 1 and 2) 
 
# Data simulation in R 
# Grey text shows necessary changes for Scenario 2, where variable 2 is binary 
 
# Load R2WinBUGS package.  This can be downloaded from www.r-project.com 
library(R2WinBUGS) 
 
P <- 5   # 5 occupancy probabilities 
X <- 1000   # 1000 iterations 
 
# Set up results tables for estimates of alpha (α = 2.5), beta (β1 = 1.5), gamma (= β2 = 0.5) and theta (p = 0.20, 0.40, 0.60, 
0.80, 1.00) 
alpha.est.mat <- matrix(-9999, nrow = X, ncol = P) 
beta1.est.mat <- matrix(-9999, nrow = X, ncol = P) 
beta2.est.mat <- matrix(-9999, nrow = X, ncol = P) 
theta.est.mat <- matrix(-9999, nrow = X, ncol = P) 
 
for(p in 1:P)  
{ 
 
for(n in 1:X)   
 { 
 
 # Simulate presence 
probocc <- p*0.2   # Probability of occupancy = 0.2, 0.4, 0.6, 0.8, 1.0 
procc <- rbinom(16,1,probocc) # Generate vector of occupancies 16 values long: 16 = number of sites 
  
 # Generate occupancy for each observation 
procc.test.r <- rep(99,160)  # 160 observations in total (16 sites x 10 replicate observations) 
k <- 1 
  for(i in 1:16)   # 16 sites 
      { 
       for(j in 1:10)   # 10 replicate observations at each site 
        { 
        procc.test.r[k] <- procc[i] 
        k <- k+1  
        } 
       } 
 
# Simulate average detection time based on explanatory variables 
 # Grey code shows code for Scenario 2, where variable 2 is binary 
var1.test.r <- rnorm(160, 0, 1) # Variable 1 normally distributed (0,1) 
var2.test.r <- rnorm(160, 0, 1) # Variable 2 normally distributed (0,1) – Scenario 1 
  
# var2.test.r <- sample (c(1,2), num.obs, replace = TRUE, prob = c(prop.inter, prop.expert)) 
  # Variable 2 binomial variable (observer experience) – Scenario 2.   
# prop.inter = proportion of observers with intermediate experience, 
  # prop.expert = proportion of observers who are experts 
# var2.test.r.as.0.1 <- var2.test.r.as.1.2 – 1  
 # Average detect time – Scenario 2 
# mu.test.r <- exp(4.0 + (0.02 * var1.test.r) - (1.15 * var2.test.r.as.1.2)) 
 
# Average detect times – Scenario 1 
mu.test.r <- exp(2.5 + 1.5*var1.test.r + 0.5*var2.test.r) 
 
 
# Simulate ‘observed’ detection times: drawn from an exponential distribution with mean = 1/mu.test.r if  procc = 
1,  
# censored at 101 if procc = 0 
ft.test.r <- rexp(160,1/mu.test.r)*procc.test.r + (1-procc.test.r)*101 
 
# Detection times censored at 100 
ft.test.cen <- replace(ft.test.r, ft.test.r > 100, 999) 
tcen.test.x <- replace(ft.test.r, ft.test.r > 100, 100) 
tcen.test <- replace(tcen.test.x, tcen.test.x < 100, 0) 
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 # Set up generated data into a form suitable for input into WinBUGS 
dat.test <- data.frame (ft.test.cen, var1.test.r, var2.test.r, tcen.test) 
names(dat.test) <- c("ft.test", "var1.test", "var2.test", "tcen.test") 
 
# Data inputs to bugs() function 
ft.test <- dat.test$ft.test 
var1.test <- dat.test$var1.test 
var2.test <- dat.test$var2.test 
tcen.test <- dat.test$tcen.test 
offset <- c(1,11,21,31,41,51,61,71,81,91,101,111,121,131,141,151,161)  
# ‘offset’ necessary for uneven datasets in WinBUGS 
data <- list("offset", "ft.test", "var1.test", "var2.test", "tcen.test") 
 
# Specify initial values for input to bugs() function 
init1 <- list(alpha = 0, beta1 = 0, beta2 = 0, theta = 0.5) 
initials = list(get("init1")) 
 
 # R code to call BUGS model 
ftime.sim <- bugs(data, model.file = "ftimemodcomp.bug", parameters = c("alpha", "beta1", "theta", "beta2"), 
inits = initials, n.chains = 1, n.iter = 60000, n.thin = 2, bugs.directory = "C:/Program Files/WinBUGS14/") 
 
# Write estimates to results tables 
alpha.est.mat[n,p] <- ftime.sim$mean$alpha 
beta1.est.mat[n,p] <- ftime.sim$mean$beta1 
beta2.est.mat[n,p] <- ftime.sim$mean$beta2 
theta.est.mat[n,p] <- ftime.sim$mean$theta 
 
} 
 
} 
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# WinBUGS exponential detection time model for estimate values of alpha, beta, gamma and theta 
# Code in grey shows necessary changes for Scenario 2 
 
model 
{ 
 
for (i in 1:16)   # 16 sites 
{ 
     procc[i] <- theta     # Probability of occupancy is constant across sites 
} 
 
for(i in 1:16) 
{ 
     for(k in offset[i]:(offset[i+1] -1))    # Offset notation allows handling of unbalanced 
datasets 
{ 
        dd[k] <- step(50-tcen.test[k])   
      } 
 
d[i] <- step(sum(dd[offset[i]:(offset[i+1] -1)]) - 0.5)  # Indicates whether species was seen at site i 
} 
 
for(i in 1:16) 
{ 
    for(k in offset[i]:(offset[i+1] -1))  
{ 
pp1[k] <- lambda[k]*exp(-lambda[k]*ft.test[k]) # likelihood if seen at the site (by anyone) and by the 
observer 
pp2[k] <- exp(-lambda[k]*tcen.test[k])           # likelihood if seen at the site (by anyone), but not by the 
observer 
pp[k] <- dd[k]*pp1[k] + (1-dd[k])*pp2[k] 
pn[k] <- exp(-lambda[k]*tcen.test[k])     # likelihood if not seen (by anyone) 
lambda[k] <- 1/mu[k]    # lambda is detection rate 
# average detection time (mu) modelled as function of explanatory variables     
mu[k] <- exp(alpha + beta1*var1.test[k]+ beta2*var2.test[k])   # Scenario 1 
# mu[k] <- exp(alpha + beta*var1.test[k]+ beta2[var2.test[k]])  # Scenario 2 
} 
psite[i] <- d[i] * procc[i] * prod(pp[offset[i]:(offset[i+1] -1)]) + (1-d[i]) * (procc[i]*prod(pn[offset[i]:(offset[i+1] -1)]) 
+ 1 - procc[i])  # Likelihood at the site level 
 
Y[i] <- 1  # Ones trick 
Y[i] ~ dbern(psite[i]) 
} 
 
# Specify prior distributions 
alpha ~ dnorm(0.0, 0.0001) 
beta1 ~ dnorm(0,0.0001) 
beta2 ~ dnorm(0,0.0001) # Scenario 1 
#beta2[1] <- 0  #Scenario 2 
#beta2[2] ~ dnorm(0.0.0001) 
theta ~ dunif(0,1) 
 
} 
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A3 Multiple Sites, Multiple Observers, Weibull-Distributed Detection Times (Section 
3.6) 
 
# Load R2WinBUGS package.  This can be downloaded from www.r-project.com 
library(R2WinBUGS) 
 
S <- 5   # 5 occupancy probabilities 
X <- 1000   # 1000 iterations 
 
# Set up results tables for estimates of alpha (α = 2.5), beta1 (β1 = 1.5), beta2 (= β2 = 0.5) and theta (p = 0.20, 0.40, 0.60, 
0.80, 1.00) 
alpha.est.mat <- matrix(-9999, nrow = X, ncol = P) 
beta1.est.mat <- matrix(-9999, nrow = X, ncol = P) 
beta2.est.mat <- matrix(-9999, nrow = X, ncol = P) 
theta.est.mat <- matrix(-9999, nrow = X, ncol = P) 
 
for(s in 1:S)  
{ 
 
for(n in 1:X)   
 { 
  
 # For shape = 0.8, 0.9, 1.0, 1.1, 1.2 
 k = 0.7 + s*0.1 
 
 # Simulate presence 
probocc <- 0.6   # Probability of occupancy = 0.6 
procc <- rbinom(16,1,probocc) # Generate vector of occupancies 16 values long: 16 = number of sites 
  
 # Generate occupancy for each observation 
procc.test.r <- rep(99,160)  # 160 observations in total (16 sites x 10 replicate observations) 
n <- 1 
  for(i in 1:16)   # 16 sites 
      { 
       for(j in 1:10)   # 10 replicate observations at each site 
        { 
        procc.test.r[n] <- procc[i] 
        n <- n+1  
        } 
       } 
 
# Simulate average detection time based on explanatory variables 
var1.test.r <- rnorm(160, 0, 1) # Variable 1 normally distributed (0,1) 
var2.test.r <- rnorm(160, 0, 1) # Variable 2 normally distributed (0,1) – Scenario 1 
 
# Average detect times – Scenario 1 
mu.test.r <- exp(2.5 + 1.5*var1.test.r + 0.5*var2.test.r) 
 
# Simulate ‘observed’ detection times: drawn from a Weibull distribution with shape = k and rate = 
Xrl
7.L:L.l if  
procc = 1,  
# censored at 101 if procc = 0 
ft.test.r <- rweibull(160, shape = k, scale = 1/((gamma(1+(1/k))/mu.test.r)^k))*procc.test.r + (1-procc.test.r)*101 
 # (R notation for drawing random numbers from the Weibull specifies that scale = 1/rate) 
 
# Detection times censored at 100 
ft.test.cen <- replace(ft.test.r, ft.test.r > 100, 999) 
tcen.test.x <- replace(ft.test.r, ft.test.r > 100, 100) 
tcen.test <- replace(tcen.test.x, tcen.test.x < 100, 0) 
 
 # Set up generated data into a form suitable for input into WinBUGS 
dat.test <- data.frame (ft.test.cen, var1.test.r, var2.test.r, tcen.test) 
names(dat.test) <- c("ft.test", "var1.test", "var2.test", "tcen.test") 
 
# Data inputs to bugs() function 
ft.test <- dat.test$ft.test 
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var1.test <- dat.test$var1.test 
var2.test <- dat.test$var2.test 
tcen.test <- dat.test$tcen.test 
offset <- c(1,11,21,31,41,51,61,71,81,91,101,111,121,131,141,151,161)  
# ‘offset’ necessary for uneven datasets in WinBUGS 
data <- list("offset", "ft.test", "var1.test", "var2.test", "tcen.test") 
 
# Specify initial values for input to bugs() function 
init1 <- list(alpha = 0, beta1 = 0, beta2 = 0, theta = 0.5) 
initials = list(get("init1")) 
 
 # R code to call BUGS model 
ftime.sim <- bugs(data, model.file = "ftimemodcomp.bug", parameters = c("alpha", "beta1", "theta", "beta2"), 
inits = initials, n.chains = 1, n.iter = 60000, n.thin = 2, bugs.directory = "C:/Program Files/WinBUGS14/") 
 
# Write estimates to results tables 
alpha.est.mat[n,p] <- ftime.sim$mean$alpha 
beta1.est.mat[n,p] <- ftime.sim$mean$beta1 
beta2.est.mat[n,p] <- ftime.sim$mean$beta2 
theta.est.mat[n,p] <- ftime.sim$mean$theta 
 
} 
 
} 
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# WinBUGS exponential detection time model for estimate values of alpha, beta, gamma and theta 
 
model 
{ 
 
for (i in 1:16)   # 16 sites 
{ 
     procc[i] <- theta     # Probability of occupancy is constant across sites 
} 
 
for(i in 1:16) 
{ 
     for(k in offset[i]:(offset[i+1] -1))    # Offset notation allows handling of unbalanced 
datasets 
{ 
        dd[k] <- step(50-tcen.test[k])   
      } 
 
d[i] <- step(sum(dd[offset[i]:(offset[i+1] -1)]) - 0.5)  # Indicates whether species was seen at site i 
} 
 
for(i in 1:16) 
{ 
    for(k in offset[i]:(offset[i+1] -1))  
{ 
pp1[k] <- lambda[k]*exp(-lambda[k]*ft.test[k]) # likelihood if seen at the site (by anyone) and by the 
observer 
pp2[k] <- exp(-lambda[k]*tcen.test[k])           # likelihood if seen at the site (by anyone), but not by the 
observer 
pp[k] <- dd[k]*pp1[k] + (1-dd[k])*pp2[k] 
pn[k] <- exp(-lambda[k]*tcen.test[k])     # likelihood if not seen (by anyone) 
lambda[k] <- 1/mu[k]    # lambda is detection rate 
# average detection time (mu) modelled as function of explanatory variables     
mu[k] <- exp(alpha + beta1*var1.test[k]+ beta2*var2.test[k])    
} 
psite[i] <- d[i] * procc[i] * prod(pp[offset[i]:(offset[i+1] -1)]) + (1-d[i]) * (procc[i]*prod(pn[offset[i]:(offset[i+1] -1)]) 
+ 1 - procc[i])  # Likelihood at the site level 
 
Y[i] <- 1  # Ones trick 
Y[i] ~ dbern(psite[i]) 
} 
 
# Specify prior distributions 
alpha ~ dnorm(0.0, 0.0001) 
beta1 ~ dnorm(0,0.0001) 
beta2 ~ dnorm(0,0.0001)  
theta ~ dunif(0,1) 
 
} 
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Appendix B 
WinBUGS Code: Single species’ models, Chapters 4 & 5 
Below is an example of the WinBUGS code for modelling detection time of a single species 
according to the exponential detection time model described in Chapter 4.  Descriptive 
comments are shown in blue text and the additions necessary to include random effects are in red 
text. 
 
model 
{ 
 
for (i in 1:16)    # number of sites 
{ 
    procc[i] <- p       # probability of occupancy is constant across sites 
} 
 
for(i in 1:16){ 
    for(k in offset[i]:(offset[i+1] -1)) { 
      dd[k] <- step(50-tcen[k])   
    } 
    d[i] <- step(sum(dd[offset[i]:(offset[i+1] -1)]) - 0.5) # d[i] indicates whether species was seen at site i 
    } 
 
  for(i in 1:16){ 
    for(k in offset[i]:(offset[i+1] -1)) { # offset notation allows handling of uneven datasets  - see WinBUGS User 
Manual #(Spiegelhalter et al., 2003)>Section “Tricks: Advanced Use of the 
BUGS #Language> Handling unbalanced datasets 
    pp1[k] <- lambda[k]*exp(-lambda[k]*ft[k])       # likelihood if seen at the site (by anyone) and by the observer 
    pp2[k] <- exp(-lambda[k]*tcen[k])       # likelihood if seen at the site (by anyone), but not by the observer - censored 
    pp[k] <- dd[k]*pp1[k] + (1-dd[k])*pp2[k] 
    pn[k] <- exp(-lambda[k]*tcen[k])     # likelihood if not seen (by anyone) 
    lambda[k] <- 1/mu[k]   # lambda is detection rate 
     
    # average detection time (mu) modelled as function of explanatory variables     
    mu[k] <- exp(alpha + exper[obsr.exp[k]] + yr[year[k]] +weather[weath[k]] + burn*fire[k] + re_s[site[k]] + re_o[observer[k]]) 
    } 
    psite[i] <- d[i] * procc[i] * prod(pp[offset[i]:(offset[i+1] -1)]) + (1-d[i]) * (procc[i]*prod(pn[offset[i]:(offset[i+1] -1)]) + 1 - procc[i]) 
          # likelihood at the site level 
    Y[i] <- 1 
    Y[i] ~ dbern(psite[i]) 
  } 
 
#  for (i in 1:19)     # for each observer 
#  { 
#    re_o[i] ~ dnorm(0.0, tau_o) 
#  } 
 
#  for (i in 1:16)     # for each site 
#  { 
#   re_s[i] ~ dnorm(0.0, tau_s) 
#  } 
 
 
# Estimating average detection time under favourable conditions 
predmu[1] <- exp(alpha + exper[2] + yr[1] +weather[3] + burn*2) 
 
 
# Specify prior distributions 
p ~ dunif(0, 1)   # uninformative uniform distribution 
exper[1] <- 0 
exper[2] ~ dnorm(0, 0.0001) # uninformative normal distribution (mean = 0, precision = 0.0001 (precision = 1/variance) ) 
alpha ~ dnorm(0.0, 0.0001) 
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yr[1] <- 0 
yr[2] ~ dnorm(0.0, 0.0001) 
weather[1] <- 0 
weather[2] ~ dnorm(0.0, 0.0001) 
weather[3] ~ dnorm(0.0, 0.0001) 
weather[4] ~ dnorm(0.0, 0.0001) 
burn ~ dnorm(0.0, 0.0001) 
# sd_s ~ dunif(0, 100)   # uninformative standard deviation, variation  among sites  
# sd_o ~ dunif(0,100)  # variation among observers 
# tau_s <- 1 / (sd_s * sd_s)  # convert standard deviation to precision 
# tau_o <- 1 / (sd_o * sd_o) 
 
} 
 
# Specify initial values 
Inits 
list(alpha = 0, yr = c(NA,0), p = 0.5, weather = c(NA,0,0,0), burn = 0, exper = c(NA,0), sd_s = 0.5, sd_o = 0.5) 
 
 
# Enter data: detection time (ft[]), censored time (tcen[]), explanatory variables (year[], weath[], fire[], obsr.exp[]), offset[] 
Data 
 
ft[] tcen[] year[] weath[] fire[] obsr.exp[]  #observation level variables [k] 
999 90 1 1 2.5 1  
28 0 1 2 2.5 1 
999 90 1 2 2.5 2 
999 90 2 1 0.5 1 
84 0 2 1 0.5 2 
999 90 2 2 0.5 2 
999 90 2 2 0.5 1 
61 0 2 2 0.5 2 
13 0 1 2 2.5 1 
2 0 1 2 2.5 1 
9 0 1 1 2.5 2 
999 90 2 1 3.5 1 
25 0 2 1 3.5 2 
999 90 2 2 3.5 2 
52 0 2 2 3.5 1 
0 0 2 2 3.5 2 
999 90 1 1 2.5 1 
999 90 1 2 2.5 1 
14 0 1 3 2.5 2 
. . . . . . 
. . . . . . 
. . . . . .  
ft[k] tcen[k] year[k] weath[k] fire[k] obsr[k] 
END 
 
offset[] # offset variable must be length i +1 
1 
9 
17 
25 
37 
45 
55 
65 
76 
85 
95 
105 
116 
128 
137 
149 
158 
END 
 
 
# random site and observer effects data 
 
site[] observer[] # observation level variables, must be length k 
1 1 
1 2 
. . 
. . 
. . 
site[k] observer[k] 
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Appendix C 
Modelling Probability of Occupancy, Chapter 4 
Initial detection time modelling for the threatened species presented in Chapter 4 allowed for 
variation in the estimated probability of occupancy across sites as given by Equation 4.7.  
Candidate variables offered to explain variability in occupancy were the grazing history at the site, 
the management level of the site and the presence or absence of gilgais, depressions in the soil 
surface known to be preferred by P. spinescens.  These variables are described in Table C1. 
 
Table C1.  Candidate explanatory variables offered to explain variability in occupancy across sites. 
Variable Description Rationale 
gilgai A binary variable indicating the presence or absence of 
gilgais at each site. A gilgai is a micro-relief depression in the 
soil surface (Paton, 1974). 
P. spinescens is known to occur in grasslands 
where gilgai depressions are present (DSE, 
2005b).  Not relevant for D. amoena. 
grazing A categorical variable for grazing history at the site. 
Categories are grazed, ungrazed and unknown. Most sites 
have a history of grazing and categories are not evenly 
represented. 
Grazing is known to place pressure on D. 
amoena (DSE, 2005a). P. spinescens is more 
likely to persist at sites with a history of light 
grazing (DSE, 2005b) 
mngt A categorical variable that describes the level of ongoing 
(and recent historical) management at each site. Categories 
roughly correspond to good, average and poor, however no 
judgement of management organisations is implied. 
Disturbance, loss and decline in quality of 
habitat is threat to both species (DSE, 2005b; 
DSE, 2005a) 
 
 
When modelling detection times for P. spinescens, models where probability of occupancy was 
modelled as a function of the grazing history of the site had DIC values around 9 units less than 
those where probability of occupancy was modelled as a constant.  A difference in DIC values of 
this magnitude would generally indicate little support for the latter group of models (McCarthy, 
2007), however inspection of the time series and posterior density plots for κ and the grazing 
coefficients revealed some irregularities (See Figure C1a).  After 150,000 iterations, posterior 
densities are lumpy and there is evidence of strong autocorrelation between individual iterations 
in the κ and grazing[3] plots.  These patterns remain after 500,000 iterations.  Strong 
autocorrelation usually implies slow mixing and convergence of Markov chains for the monitored 
variables in WinBUGS (Best et al., 1995).  The slow ‘snaking’ of the times series plots observed 
for these variables (see Figure C1a) is characteristic of such highly autocorrelated chains (Best et 
al., 1995).  Thinning the output of the Gibbs sampler before calculating summary statistics and 
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density estimates can help to address this problem (Best et al., 1995).  Increasing the thinning 
interval to keep every 20th sample improved the times series plots and the shape of the posterior 
densities (Figure C1b), but autocorrelation remained high and the running time of the models 
increased significantly (in the order of 1.5 to 2 hours). 
 
While the plots in Figure C1a are of some concern, the equivalent plots for the posterior 
distribution of the probability of occupancy at each site are themselves largely normal (Figure 
C2).  Given that it is these posterior estimates of probability of occupancy that are used in the 
modelling of detection times, it may be justifiable to continue using this model structure to 
estimate detection times for each species.  However, preliminary investigation of average 
detection time estimates revealed very little difference between the detection times predicted by 
models where p is modelled as a constant across sites, and otherwise identical models that include 
the more complex modelling of p using site-level variables.  With this in mind, models that 
allowed probability of occupancy to vary across sites were eliminated from the list of candidate 
models and only those that considered occupancy to be constant across sites were considered. 
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     a)               Time Series 
site[3]
iteration
20001 50000 100000 150000
    0.0
   50.0
  100.0
  150.0
  200.0
 
                         Density 
site[3] sample: 150000
  -50.0     0.0    50.0   150.0
    0.0
  0.005
   0.01
  0.015
   0.02
 
                         Autocorrelation 
site[3]
lag
0 20 40
   -1.0
   -0.5
    0.0
    0.5
    1.0
 
b)                     Time Series 
site[3]
iteration
20001 50000 100000 150000
 -100.0
    0.0
  100.0
  200.0
  300.0
 
                         Density 
site[3] sample: 150000
 -100.0     0.0   100.0   200.0
    0.0
  0.005
   0.01
  0.015
 
                         Autocorrelation 
site[3]
lag
0 20 40
   -1.0
   -0.5
    0.0
    0.5
    1.0
 
Figure C1.  Examples of times series, density and autocorrelation plots from samples of the posterior 
distributions of grazing[3] (a) before and (b) after thinning (every 20
th
 sample is kept).   
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a) 
procc[1] sample: 150000
  -0.25     0.0    0.25     0.5    0.75
    0.0
  200.0
  400.0
  600.0
 
 
procc[5] sample: 150000
    0.0    0.25     0.5    0.75     1.0
    0.0
    1.0
    2.0
    3.0
 
 
b) 
procc[1]
lag
0 20 40
   -1.0
   -0.5
    0.0
    0.5
    1.0
 
 
procc[5]
lag
0 20 40
   -1.0
   -0.5
    0.0
    0.5
    1.0
 
c) 
procc[1]
iteration
20001 50000 100000 150000
    0.0
   0.25
    0.5
   0.75
    1.0
 
procc[5]
iteration
20001 50000 100000 150000
    0.0
   0.25
    0.5
   0.75
    1.0
 
Figure C2.  Examples of (a) density, (b) autocorrelation and (c) time series plots from samples of the posterior 
distributions of probability of occupancy at sites 1 and 5.  Thinning interval is 1, as in Figure C1a.  There is some 
autocorrelation evident in the plot for site 1, however this was evident in the samples for only 2 sites.  The vast 
majority of sites (14 of 16) had autocorrelation pl
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Sequence of variable selection, Chapter 4 
Model selection in this thesis was achieved through a manual backward selection process.  This 
process, described in Section 4.3.6, begins with a full model, including all candidate variables.  
Variables are gradually removed from the model and their importance assessed using DIC.  If  the 
DIC increases, the removed variable is replaced, and if  the DIC decreases, the variable is 
eliminated.  The sequence by which variable selection was achieved for the threatened species 
detection time models presented in Chapter 4 is presented in Tables C1 and C2. 
Table C1.  Variable selection process for Pimelea spinescens.  Red text highlights the DIC-best model.   
Model DIC Decision/Comment 
exper + burn + date + time + weather + search + yr 458.16  
exper + cover + date + time + weather + search + yr 450.975 Themeda cover a better variable than burn.  
Remove year (yr) 
exper + cover + date + time + weather + search 449.246 Decrease in DIC.  Leave yr out 
Remove time of day (time) 
exper + cover + date + weather + search 446.622 Decrease in DIC.  Leave time out. 
Remove search method. 
exper + cover + date + weather 444.681 Decrease in DIC.  Leave search out 
Remove weather. 
exper + cover + date 442.989 Decrease in DIC.  Leave weather out. 
Remove date 
exper + cover  443.599 Increase in DIC.  Replace date. 
Remove Themeda cover 
exper + date 452.29 Increase in DIC.  Replace cover. 
Remove observer experience (exper) 
cover + date+ 452.955 Increase in DIC.  Replace exper 
Add variables eliminated early in process. 
exper + cover + date + yr 444.593 Increase in DIC.  Remove yr 
exper + cover + date + time 445.397 Increase in DIC.  Remove time 
exper + cover + date + search 444.801 Increase in DIC.  Remove search 
Add interactions with cover 
exper + cover + date + cover*time 443.695 Slight increase in DIC.  Remove 
exper + cover + date + cover*weather 446.061 Increase in DIC.  Remove. 
Add interaction with experience 
exper + cover  + date + exper*search 445.429 Increase in DIC .  Remove interaction 
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Table C2.  Variable selection process for Dianella amoena.  Red text highlights the DIC-best model.   
Model DIC Decision/Comment 
exper + burn + date + time + weather + search + yr 237.092  
exper + cover + date + time + weather + search + yr 236.112 Themeda cover a better variable than burn.  
Remove year (yr) 
exper + cover + date + time + weather + search 234.659 Decrease in DIC.  Leave yr out 
Remove date 
exper + cover + time + weather + search 234.337 Decrease in DIC.  Leave date out. 
Remove weather. 
exper + cover + time + search 232.108 Decrease in DIC.  Leave weather out. 
Remove time of day. 
exper + cover + search 230.588 Decrease in DIC.  Leave time of day out. 
Remove search 
exper + cover  231.664 Increase in DIC.  Replace search. 
Remove Themeda cover 
exper + search 234.591 Increase in DIC.  Replace cover. 
Remove observer experience (exper) 
cover + search 233.612 Increase in DIC.  Replace exper 
Add variables eliminated early in process. 
exper + cover + search + yr 232.463 Increase in DIC.  Remove yr 
exper + cover + search + date 232.013 Increase in DIC.  Remove time 
exper + cover + search + weather 232.883 Increase in DIC.  Remove search 
Add interactions with cover 
exper + cover + search + cover*time 233.368 Increase in DIC.  Remove 
exper + cover + search + cover*weather 232.287 Increase in DIC.  Remove. 
Add interaction with experience 
exper + cover  + search + exper*search  Model would not converge; responses not 
ecologically sensible 
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Appendix D 
WinBUGS code for general detection time model, Chapter 6 
Descriptive comments are presented in blue text and red text shows additions necessary for 
investigation of random effects. 
model 
{ 
 
for (n in 1:81)   # 81 species 
{ 
 
for (i in 1:14)   # 14 sites surveyed by expert observers 
{ 
     
    procc[n,i] <- p[n]     # probability of occupancy is constant across sites but varies with species 
     
} 
 
for(i in 1:14){ 
    for(k in offset[i]:(offset[i+1] -1)) {   # ‘k’ is observation level variable 
      dd[n,k] <- step(50-tcen[n,k])                                # dd[k] = 0 if observation k censored 
    } 
    d[n,i] <- step(sum(dd[n,offset[i]:(offset[i+1] -1)]) - 0.5 
    } 
 
  for(i in 1:14){ 
    for(k in offset[i]:(offset[i+1] -1)) { 
    pp1[n,k] <- lambda[n,k]*exp(-lambda[n,k]*ft[n,k])           # likelihood if seen at the site (by anyone) and by the observer 
    pp2[n,k] <- exp(-lambda[n,k]*tcen[n,k])                # likelihood if seen at the site (by anyone), but not by the 
# observer - censored 
    pp[n,k] <- dd[n,k]*pp1[n,k] + (1-dd[n,k])*pp2[n,k] 
 
    pn[n,k] <- exp(-lambda[n,k]*tcen[n,k])                      # likelihood if not seen (by anyone) 
    lambda[n,k] <- 1/mu[n,k] 
    mu[n,k] <- exp(alpha + beta[exotic[n]] + gamma[LF[n]] + theta[1]*pk.fl[n] + theta[2]*no.spp[n] + leaf[lf.col[n]] +        
          flower[fl.col[n]]*infl.sz[n] + rare[rarity[n]] + re_s[site[k]])     #average detection time, mu 
    } 
    psite[n,i] <- d[n,i] * procc[n,i] * prod(pp[n,offset[i]:(offset[i+1] -1)]) + (1-d[n,i]) * (procc[n,i]*prod(pn[n,offset[i]:(offset[i+1] -1)]) + 1 
- procc[n,i])    # likelihood at the site level 
     
    Y[n,i] <- 1   # ones trick  
    Y[n,i] ~ dbern(psite[n,i]) 
  } 
  } 
 
for (i in 1:14)    # for each site 
  { 
    re_s[i] ~ dnorm(0.0, prec_s) 
 } 
 
 
# predicting to a new species 
pred.them <- exp(alpha + beta[2] + gamma[3] + theta[1]*1 + theta[2]*1 + leaf[6] + flower[6]*20 + rare[1]) 
 
# specify prior distributions 
for(n in 1:81){ 
p[n]~ dunif(0, 1)    # uninformative uniform distribution 
} 
alpha ~ dnorm(0.0, 0.0001) # uninformative normal distribution 
beta[1] <- 0 
beta[2] ~ dnorm(0.0,0.0001) 
theta[1] ~ dnorm(0.0,0.0001) 
theta[2] ~ dnorm(0.0,0.0001) 
gamma[1] <- 0 
gamma[2] ~dnorm(0.0, 0.0001) 
gamma[3] ~dnorm(0.0, 0.0001) 
gamma[4] ~dnorm(0.0, 0.0001) 
gamma[5] ~dnorm(0.0, 0.0001) 
leaf[1] <- 0 
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leaf[2] ~dnorm(0.0, 0.0001) 
leaf[3] ~dnorm(0.0, 0.0001) 
leaf[4] ~dnorm(0.0, 0.0001) 
leaf[5] ~dnorm(0.0, 0.0001) 
leaf[6] ~dnorm(0.0, 0.0001) 
flower[1] <- 0 
flower[2] ~dnorm(0.0, 0.0001) 
flower[3] ~dnorm(0.0, 0.0001) 
flower[4] ~dnorm(0.0, 0.0001) 
flower[5] ~dnorm(0.0, 0.0001) 
flower[6] ~dnorm(0.0, 0.0001) 
rare[1] <- 0 
rare[2] ~dnorm(0.0, 0.0001) 
rare[3] ~dnorm(0.0, 0.0001) 
rare[4] ~dnorm(0.0, 0.0001) 
rare[5] ~dnorm(0.0, 0.0001) 
prec_s <- 1 / (sd_s * sd_s) 
sd_s ~ dunif(0, 100) 
 
 
} 
 
# specify initial values 
Inits 
list(sd_s = 0.1, beta = c(NA,0), flower = c(NA,0,0,0,0,0), rare = c(NA,0,0,0,0), leaf = c(NA,0,0,0,0,0), gamma = c(NA,0,0,0,0), 
theta = c(0,0), alpha = 0, p = 
c(0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0
.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,
0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5)) 
 
# specify data 
Data 
# Data needs to contain explanatory variables …[k], detect time: ft[k], censored time: tcen[k], and offset[i+1] (and site[k] 
 
***************************************** 
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Appendix E 
Additional Results, Chapter 6 
E1 Node estimates and detection times for second-best model  
The second ranked general detection time model is within 0.5 DIC unit of the best model (Table 
6.2).  Such a small difference indicates that there is a significant amount of support of the second 
model, in which inflorescence size is replaced by flower size.  Here, the node estimates from the 
second model are presented, along with a comparison of detection times predicted by the two 
models. 
Table E1.  Node estimates for second-ranked general detection time model presented in Table 6.2. 
Node Mean 95% Credible Interval 
Α 3.75 (2.60, 4.95) 
Lifeform 
- phanerophytes 
- chamaeophytes 
- hemicryptophytes 
- geophytes 
- therophytes 
 
0 
-1.12 
-0.87 
-1.75 
-0.89 
 
(0,0) 
(-2.38, 0.11) 
(-2.01, 0.25) 
(-2.90, -0.61) 
(-2.06, 0.24) 
Leaf colour 
- grey-green 
- blue-green 
- dark green 
- light/dull green 
- bright green 
- green 
 
0 
-0.77 
-0.060 
-0.64 
-0.39 
-0.83 
 
(0,0) 
(-1.30, -0.23) 
(-0.64, 0.52) 
(-1.55, 0.31) 
(-0.78, 0.018) 
(-1.39, -0.27) 
Number of species 0.057 (0.034, 0.079) 
Peak flowering 0.36 (0.17, 0.53) 
Exotic 
- exotic 
- native 
 
0 
0.65 
 
(0,0) 
(0.30, 0.98) 
Flower colour: 
flower size 
- cream 
- yellow 
- green 
- blue/purple 
- pink/red 
- brown/black 
 
 
0 
0.019 
0.0076 
-0.0078 
0.033 
-0.090 
 
 
(0,0) 
(-0.043, 0.082) 
(-0.016, 0.037) 
(-0.031, 0.016) 
(0.013, 0.054) 
(-0.12, -0.062) 
Rarity* 
-LWL 
-LNL 
-LWS 
-LNS 
-SNS 
 
0 
0.19 
0.55 
0.96 
1.45 
 
(0,0) 
(-0.26, 0.69) 
(0.27, 0.84) 
(0.59, 1.35) 
(0.35, 2.59) 
*Rabinowitz rarity categories.  LWL: large geographic range, wide habitat specificity, large local population; LNL: large 
geographic range, narrow habitat specificity, large local population; LWS: large geographic range, wide habitat specificity, 
small local population; LNS: large geographic range, narrow habitat specificity, small local population; SNS: small geographic 
range, narrow habitat specificity, small local population. 
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Table E2.  Comparison of average detection times estimated by the best, and second best, general detection 
time models. 
 
Average 
Detection Time 
(best model) 
95% 
Average Detection 
Time (2
nd
 best 
model) 
95% 
 (mins/ha) C.I. (mins/ha) C.I. 
Single Species     
*Anagalis arvense 26.62 (19.77, 35.18) 26.76 (19.84, 35.58) 
*Bromus hordaceous 66.53 (39.57, 105.6) 67.88 (40.22, 109.6) 
Burchardia umbellata 12.61 (3.845, 30.92) 13.13 (4.25, 32.12) 
Dianella amoena 476.9 (146.0, 1207.0) 590.1 (147.1, 1659.0) 
Linum marginale 26.47 (15.8, 41.7) 25.36 (15.42, 39.96) 
*Nassella neesiana 16.71 (6.106, 37.73) 17.06 (5.786, 38.83) 
*Nassella trichotoma 12.53 (5.589, 24.68) 12.44 (5.302, 24.68) 
Pimelea spinescens 1499.0 (353.9, 4823.0) 1399.0 (318.0, 4148.0) 
Plantago guadichaudii 291.6 (172.2, 468.1) 315.6 (137.3, 636.8) 
*Rosa rubiginosa 72.69 (18.25, 198.7) 87.97 (21.52, 247.7) 
Groups of species     
Exotic 78.80 (48.50, 123.0) 84.80 (39.39, 162.90) 
Native 145.8 (91.10, 211.0) 162.6 (75.54, 310.20) 
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E2 Node estimates for the best model with random effects added 
The influence of site and observer on the nominal best general detection time model was 
investigated through the addition of random effects.  The node estimates for models with 
random effects for observer, site and both observer and site are presented in Tables E4 to E6. 
Table E3.  Node estimates after 40,000 iterations for best general detection time model presented in Table 6.2 
with an additional random effect for observer.  Figures in grey show the values for the original, fixed effects, 
best model. Categories highlighted in bold are those where there has been a minor change to the rank order of 
individual predictor coefficients. 
Node Mean 95% Credible Interval 
Α 3.98 (3.52) (2.35, 5.14) (2.39, 4.61)  
Lifeform 
- phanerophytes 
- chamaeophytes 
- hemicryptophytes 
- geophytes 
- therophytes 
 
0 (0) 
-1.04 (-0.85) 
-1.01 (-0.67) 
-1.95 (-1.59) 
-1.05 (-0.69) 
 
(0,0) (0,0) 
(-2.32, 0.34) (-2.04, 0.34) 
(-2.15, 0.28) (-1.72, 0.50) 
(-3.13, -0.61) (-2.67, -0.42) 
(-2.23, 0.30) (-1.82, 0.46) 
Leaf colour 
- grey-green 
- blue-green 
- dark green 
- light/dull green 
- bright green 
- green 
 
0 (0) 
-0.74(-0.67) 
-0.13 (-0.0085) 
-0.60 (-0.56) 
-0.31 (-0.34) 
-0.88 (-0.77) 
 
(0,0) (0,0) 
(-1.25, -0.23) (-1.30, -0.23) 
(-0.69, -0.42) (-0.58, 0.55) 
(-1.51, 0.33) (-1.47, 0.35) 
(-0.66, 0.036) (-0.74, 0.014) 
(-1.40, -0.37) (-1.33, -0.25) 
Number of species 0.056 (0.060) (0.032, 0.080) (0.036, 0.083) 
Peak flowering 0.34 (0.34) (0.17, 0.52) (0.17, 0.51) 
Exotic 
- exotic 
- native 
 
0 (0) 
0.64 (0.62) 
 
(0,0) (0,0) 
(0.27, 0.99) (0.29, 0.96) 
Flower colour: 
flower size 
- cream 
- yellow 
- green 
- blue/purple 
- pink/red 
- brown/black 
 
 
0 (0) 
0.020 (0.018) 
0.015 (0.0059) 
-0.0022 (-0.0089) 
0.034 (0.031) 
-0.075 (-0.090) 
 
 
(0,0) (0,0) 
(-0.0070, 0.049) (-0.0095, 0.047) 
(-0.010, 0.045) (-0.018, 0.035) 
(-0.024, 0.019) (-0.030, 0.012) 
(0.016, 0.053) (0.013, 0.049) 
(-0.10, -0.046) (-0.12, -0.062) 
Rarity* 
-LWL 
-LNL 
-LWS 
-LNS 
-SNS 
 
0 (0) 
0.046 (0.21) 
0.58 (0.52) 
0.95 (0.95) 
1.41 (1.44) 
 
(0,0) (0,0) 
(-0.39, 0.52) (-0.24, 0.69) 
(0.29, 0.86) (0.24, 0.80) 
(0.58, 1.33) (0.51, 1.34) 
(0.32, 2.49) (0.39, 2.56) 
*Rabinowitz rarity categories.  LWL: large geographic range, wide habitat specificity, large local population; LNL: large 
geographic range, narrow habitat specificity, large local population; LWS: large geographic range, wide habitat specificity, 
small local population; LNS: large geographic range, narrow habitat specificity, small local population; SNS: small geographic 
range, narrow habitat specificity, small local population. 
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Table E4.  Node estimates after 40,000 iterations for best general detection time model presented in Table 6.2 
with an additional random effect for site.  Figures in grey show the values for the original, fixed effects, best 
model. Categories highlighted in bold are those where there has been a minor change to the rank order of 
individual predictor coefficients. 
Node Mean 95% Credible Interval 
Α 3.47 (3.52) (2.02, 4.67) (2.39, 4.61)  
Lifeform 
- phanerophytes 
- chamaeophytes 
- hemicryptophytes 
- geophytes 
- therophytes 
 
0 (0) 
-1.19 (-0.85) 
-1.02 (-0.67) 
-1.86 (-1.59) 
-1.09 (-0.69) 
 
(0,0) (0,0) 
(-2.47, 0.21) (-2.04, 0.34) 
(-2.16, 0.19) (-1.72, 0.50) 
(-3.04, -0.62) (-2.67, -0.42) 
(-2.27, 0.17) (-1.82, 0.46) 
Leaf colour 
- grey-green 
- blue-green 
- dark green 
- light/dull green 
- bright green 
- green 
 
0 (0) 
-0.62 (-0.67) 
0.17 (-0.0085) 
-0.63 (-0.56) 
-0.24 (-0.34) 
-0.65 (-0.77) 
 
(0,0) (0,0) 
(-1.17, -0.05) (-1.30, -0.23) 
(-0.41, 0.74) (-0.58, 0.55) 
(-1.59, 0.37) (-1.47, 0.35) 
(-0.64, 0.16) (-0.74, 0.014) 
(-1.21, -0.11) (-1.33, -0.25) 
Number of species 0.062 (0.060) (0.038, 0.085) (0.036, 0.083) 
Peak flowering 0.39 (0.34) (0.22, 0.56) (0.17, 0.51) 
Exotic 
- exotic 
- native 
 
0 (0) 
0.65 (0.62) 
 
(0,0) (0,0) 
(0.29, 1.01) (0.29, 0.96) 
Flower colour: 
flower size 
- cream 
- yellow 
- green 
- blue/purple 
- pink/red 
- brown/black 
 
 
0 (0) 
0.014 (0.018) 
0.0078 (0.0059) 
-0.0089 (-0.0089) 
0.032 (0.031) 
-0.096 (-0.090) 
 
 
(0,0) (0,0) 
(-0.014, 0.043) (-0.0095, 0.047) 
(-0.017, 0.039) (-0.018, 0.035) 
(-0.032, 0.013) (-0.030, 0.012) 
(0.013, 0.051) (0.013, 0.049) 
(-0.12, -0.068) (-0.12, -0.062) 
Rarity* 
-LWL 
-LNL 
-LWS 
-LNS 
-SNS 
 
0 (0) 
0.34 (0.21) 
0.65 (0.52) 
1.00 (0.95) 
1.65 (1.44) 
 
(0,0) (0,0) 
(-0.11, 0.84) (-0.24, 0.69) 
(0.36, 0.94) (0.24, 0.80) 
(0.63, 1.39) (0.51, 1.34) 
(0.53, 2.78) (0.39, 2.56) 
*Rabinowitz rarity categories.  LWL: large geographic range, wide habitat specificity, large local population; LNL: large 
geographic range, narrow habitat specificity, large local population; LWS: large geographic range, wide habitat specificity, 
small local population; LNS: large geographic range, narrow habitat specificity, small local population; SNS: small geographic 
range, narrow habitat specificity, small local population. 
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Table E5.  Node estimates after 40,000 iterations for best general detection time model presented in Table 6.2 
with additional random effects for site and observer.  Figures in grey show the values for the original, fixed 
effects, best model. Categories highlighted in bold are those where there has been a minor change to the rank 
order of individual predictor coefficients. 
Node Mean 95% Credible Interval 
Α 3.86 (3.52) (2.24, 5.80) (2.39, 4.61)  
Lifeform 
- phanerophytes 
- chamaeophytes 
- hemicryptophytes 
- geophytes 
- therophytes 
 
0 (0) 
-1.37 (-0.85) 
-1.26 (-0.67) 
-2.16 (-1.59) 
-1.35 (-0.69) 
 
(0,0) (0,0) 
(-2.74, 0.062) (-2.04, 0.34) 
(-2.49, 0.031) (-1.72, 0.50) 
(-3.45, -0.82) (-2.67, -0.42) 
(-2.65, 0.012) (-1.82, 0.46) 
Leaf colour 
- grey-green 
- blue-green 
- dark green 
- light/dull green 
- bright green 
- green 
 
0 (0) 
-0.67 (-0.67) 
0.12 (-0.0085) 
-0.72 (-0.56) 
-0.22 (-0.34) 
-0.69 (-0.77) 
 
(0,0) (0,0) 
(-1.18, -0.12) (-1.30, -0.23) 
(-0.45, 0.72) (-0.58, 0.55) 
(-1.66, 0.28) (-1.47, 0.35) 
(-0.63, 0.15) (-0.74, 0.014) 
(-1.26, -0.14) (-1.33, -0.25) 
Number of species 0.060 (0.060) (0.036, 0.084) (0.036, 0.083) 
Peak flowering 0.41 (0.34) (0.23, 0.58) (0.17, 0.51) 
Exotic 
- exotic 
- native 
 
0 (0) 
0.65 (0.62) 
 
(0,0) (0,0) 
(0.27, 1.01) (0.29, 0.96) 
Flower colour: 
flower size 
- cream 
- yellow 
- green 
- blue/purple 
- pink/red 
- brown/black 
 
 
0 (0) 
0.014 (0.018) 
0.011 (0.0059) 
-0.0068 (-0.0089) 
0.033 (0.031) 
-0.089 (-0.090) 
 
 
(0,0) (0,0) 
(-0.013, 0.045) (-0.0095, 0.047) 
(-0.014, 0.043) (-0.018, 0.035) 
(-0.029, 0.016) (-0.030, 0.012) 
(0.014, 0.051) (0.013, 0.049) 
(-0.12, -0.060) (-0.12, -0.062) 
Rarity* 
-LWL 
-LNL 
-LWS 
-LNS 
-SNS 
 
0 (0) 
0.29 (0.21) 
0.68 (0.52) 
1.04 (0.95) 
1.70 (1.44) 
 
(0,0) (0,0) 
(-0.17, 0.77) (-0.24, 0.69) 
(0.38, 0.98) (0.24, 0.80) 
(0.66, 1.43) (0.51, 1.34) 
(0.59, 2.82) (0.39, 2.56) 
*Rabinowitz rarity categories.  LWL: large geographic range, wide habitat specificity, large local population; LNL: large 
geographic range, narrow habitat specificity, large local population; LWS: large geographic range, wide habitat specificity, 
small local population; LNS: large geographic range, narrow habitat specificity, small local population; SNS: small geographic 
range, narrow habitat specificity, small local population. 
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E3 Node estimates for best model with Themeda triandra removed from dataset  
The results of the best model suggest that species with brown or black flowers have, on average, 
shorter detection times than those with more brightly coloured flowers.  It was thought that this 
relationship was being driven by the very dominant grass species, Themeda triandra.  To investigate 
this effect, the best model was run with T. triandra removed from the dataset and the resulting 
coefficient estimates compared to those estimated by the same model with T. triandra  included 
(Table E3).  Removing Themeda triandra from the dataset does have a large impact some 
coefficients.  For example, species with brown/black flowers have the highest, rather than the 
lowest, detection times and the influence of the number of similar species and time to peak 
flowering is not as great. 
Table E6.  Node estimates for best general detection time model presented in Table 6.2 after removing 
Themeda triandra from the dataset.  Figures in grey show the results for the same model with T. triandra 
included. 
Node Mean 95% Credible Interval 
Α 4.14 (3.52) (2.86, 5.22) (2.39, 4.61)  
Lifeform 
- phanerophytes 
- chamaeophytes 
- hemicryptophytes 
- geophytes 
- therophytes 
 
0 (0) 
-1.14 (-0.85) 
-0.65 (-0.67) 
-1.65 (-1.59) 
-0.73 (-0.69) 
 
(0,0) (0,0) 
(-2.25, 0.043) (-2.04, 0.34) 
(-1.61, 0.34) (-1.72, 0.50) 
(-2.63, -0.60) (-2.67, -0.42) 
(-1.73, 0.29) (-1.82, 0.46) 
Leaf colour 
- grey-green 
- blue-green 
- dark green 
- light/dull green 
- bright green 
- green 
 
0 (0) 
-1.06 (-0.67) 
-0.95 (-0.0085) 
-0.45 (-0.56) 
-0.63 (-0.34) 
-0.40 (-0.77) 
 
(0,0) (0,0) 
(-1.64, -0.46) (-1.30, -0.23) 
(-1.55, -0.33) (-0.58, 0.55) 
(-1.37, 0.48) (-1.47, 0.35) 
(-1.04, -0.21) (-0.74, 0.014) 
(-1.03, 0.23) (-1.33, -0.25) 
Number of species 0.022 (0.060) (-0.0023, 0.049) (0.036, 0.083) 
Peak flowering 0.14 (0.34) (-0.030, 0.31) (0.17, 0.51) 
Exotic 
- exotic 
- native 
 
0 (0) 
0.86 (0.62) 
 
(0,0) (0,0) 
(0.53, 1.19) (0.29, 0.96) 
Flower colour: 
flower size 
- cream 
- yellow 
- green 
- blue/purple 
- pink/red 
- brown/black 
 
 
0 (0) 
0.015 (0.018) 
-0.0029 (0.0059) 
0.00027 (-0.0089) 
0.027 (0.031) 
0.12 (-0.090) 
 
 
(0,0) (0,0) 
(-0.013, 0.044) (-0.0095, 0.047) 
(-0.024, 0.023) (-0.018, 0.035) 
(-0.022, 0.022) (-0.030, 0.012) 
(0.0091, 0.047) (0.013, 0.049) 
(0.027, 0.19) (-0.12, -0.062) 
Rarity* 
-LWL 
-LNL 
-LWS 
-LNS 
-SNS 
 
0 (0) 
0.25 (0.21) 
0.55 (0.52) 
0.89 (0.95) 
1.31 (1.44) 
 
(0,0) (0,0) 
(-0.22, 0.73) (-0.24, 0.69) 
(0.23, 0.86) (0.24, 0.80) 
(0.53, 1.26) (0.51, 1.34) 
(0.21, 2.43) (0.39, 2.56) 
*Rabinowitz rarity categories.  LWL: large geographic range, wide habitat specificity, large local population; LNL: large 
geographic range, narrow habitat specificity, large local population; LWS: large geographic range, wide habitat specificity, 
small local population; LNS: large geographic range, narrow habitat specificity, small local population; SNS: small geographic 
range, narrow habitat specificity, small local population. 
 
