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1. Introduction
Carathéodory differential equations (CDEs) are differential equations of the form
x˙ = f (t, x), x(0) = x0, (1)
where x0 ∈ Rd and the vector field f is only measurable in t instead of being continuous or even continuously differentiable.
During the last five decades, these equations became a powerful tool formodellingmany phenomena. CDEs appear in partic-
ular in control systems, see e.g. [14], and in random ordinary differential equations (RODEs), see e.g. [2,1]. RODEs themselves
are useful for modelling dynamical systems in physics, biology and engineering, see for example [21,15,19,13,20].
Since the vector field is only measurable in its first argument, traditional numerical schemes do not converge in general
for such equations. Nevertheless, it is still possible to approximate such equations using the idea ofMonte–Carlo integration.
To illustrate this, consider the Euler method
x¯(0) = x0,
x¯(ti+1) = x¯(ti)+ Tn f (ti, x¯(ti)), i = 0, . . . , n− 1
for Eq. (1) based on an equidistant discretisation ti = iT/n, i = 0, . . . , n, of the interval [0, T ]. Clearly, this scheme does not
converge in general, if f is only measurable in t . The Euler-type method
x˜(0) = x0
x˜(ti+1) = x˜(ti)+
∫ ti+1
ti
f (τ , x˜(ti))dτ , i = 0, . . . , n− 1
converges with order 1, if f is bounded and Lipschitz continuous in x, but this method requires the exact computation of the
integrals
∫ ti+1
ti
f (τ , x˜(ti))dτ , which is not feasible, unless f has a particular structure, e.g. linear or affine. For affine vector
fields f the approximation of Eq. (1) has been studied in detail in [5,10,6].
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However, in the general case it is still possible to replace
∫ ti+1
ti
f (τ , x˜(ti))dτ by its Monte–Carlo approximation
1
m
T
n
m∑
j=1
f (τj, x˜(ti)),
where τ1, . . . , τn are independent random variables, which are uniformly distributed on [ti, ti+1].
The corresponding approximation scheme, which was first proposed in [16], will be called random Euler scheme, in what
follows. In this article, we will give a precise error analysis of this scheme:
If f is bounded and globally Lipschitz in the state space variable, then we obtain
• that the error in the p-th mean is of order 1/n+ 1/√nm,
• that it is optimal to choose n (the number of the subintervals of the discretisation) proportional tom (the number of the
random numbers used in each subinterval), if the error is measured in terms of the computational cost. This choice yields
in turn that the error in the p-th mean is of order 1/
√
N , where N denotes the computational cost of the scheme.
Thus our random Euler scheme recovers the classical convergence rate for Monte–Carlo methods.
Moreover, weakening the above global assumptions, we still obtain a convergence result. Under minimal smoothness
assumptions, the random Euler scheme with m equal to n satisfies the following error bound: for all ε > 0 the error is of
order 1/N1/2−ε with probability one. Here N denotes again the computational cost of the scheme. (See Section 3 for precise
statements.)
Such Monte–Carlo type approximation schemes have been considered in [16,17]. While in [16] a class of Runge–Kutta-
type methods is proposed for the approximation of Eq. (1), in [17] an approximation scheme akin to a randomised Heun
scheme is considered in detail and a probabilistic error bound is derived. In Section 4, we will give a brief survey of these
results, and will compare them to ours.
The structure of this article is as follows: in Section 2,we recall somebasic facts about Carathéodory differential equations.
The random Euler scheme is introduced in Section 3, and the main convergence results of this article are stated there.
In Section 4, we compare our approximation scheme with the existing Monte–Carlo approximation schemes for CDEs. In
Section 5, we will study a numerical example, while the proofs are postponed to Section 6.
2. Carathéodory differential equations
Let I ⊂ R be a non-empty compact interval and U ⊂ Rd a non-empty open set. A mapping f : I × U → Rd is called a
Carathéodory function, if
(i) for every t ∈ I the mapping f (t, ·) : U → Rd is continuous and
(ii) for every x ∈ U the mapping f (·, x) : I → Rd is measurable.
Throughout this article, we will use the following assumptions for a Carathéodory function:
(A1) f is locally Lipschitz in the state variable, i.e. for every (tˆ, xˆ) ∈ I × U there is a neighbourhood V ⊂ I × U of (tˆ, xˆ) and
a real number l1 > 0 such that
|f (t, x)− f (t, y)| ≤ l1|x− y|
for all (t, x), (t, y) ∈ V .
(A2) f is locally bounded, i.e. for every (tˆ, xˆ) ∈ I×U there is a neighbourhoodW ⊂ I×U of (tˆ, xˆ) and a real number l2 > 0
such that
|f (t, x)| ≤ l2
for all (t, x) ∈ W .
We will also work with the following (stronger) assumptions: let K ⊂ I × U . We say that f : I × U → Rd satisfies (B1)
on K respectively (B2) on K , if:
(B1) f is Lipschitz on K in the state variable, i.e. there is a real number L1 > 0 such that
|f (t, x)− f (t, y)| ≤ L1|x− y|
for all (t, x), (t, y) ∈ K .
(B2) f is bounded on K , i.e. there is a real number L2 > 0 such that
|f (t, x)| ≤ L2
for all (t, x) ∈ K .
If f : I × U → Rd is a Carathéodory function, then a system of equations of the form
x˙(t) = f (t, x(t)), x(t0) = x0 (2)
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with t0 ∈ I, x0 ∈ U is called a Carathéodory initial value problem (Carathéodory differential equation), see [3, Chapter XI]
or [12, Definition 1.9]. A continuous function
x : J → Rd,
where J ⊂ I is a non-empty interval such that t0 ∈ J , is called a solution to the initial value problem (2) on the interval J , if
(i) im(x) ⊂ U ,
(ii) the mapping f (·, x(·)) is locally integrable
(iii) and
x(t) = x0 +
∫ t
t0
f (u, x(u))du
holds for all t ∈ J .
Under the assumptions (A1) and (A2) it is well known, see e.g. [12, Remark 1.14], that Eq. (2) admits a local solution,
which is unique on its interval of existence. Moreover, if the stronger assumptions (B1) and (B2), are satisfied on I×Rd, then
the Carathéodory differential equation (2) has a global unique solution.
Without loss of generality, we will assume in the following that the interval J is of the form J = [0, T ] with T > 0 and
that t0 = 0.
3. Random Euler scheme
From now on, let (Ω,A, P) be a complete probability space. Moreover, define for n,m ∈ N the random variables
Zn,mi,l : Ω → R, i = 0, . . . , n− 1, l = 1, . . . ,m,
where the Zn,mi,l are independent, and uniformly distributed on [0, Tn ].
Using these random variables, we can define our random Euler scheme. Suppose that a Carathéodory function f :
[0, T ] × U → Rd,U ⊂ Rd, and an initial value x0 ∈ U are given and moreover consider an equidistant discretization
0 = t0 < t1 < · · · < tn = T where ti = iT/n for i = 0, . . . , n.
Then, the random Euler scheme for the corresponding Eq. (2) is given by
xn,m(0) = x0, (3)
and
xn,m(ti+1) = xn,m(ti)+ 1m
T
n
m∑
l=1
f˜
(
ti + Zn,mi,l , xn,m(ti)
)
(4)
for i = 0, . . . , n− 1. Here the function f˜ : [0, T ] × Rd → Rd is defined by
f˜ (t, y) :=
{
f (t, y) if y ∈ U,
0 else
for t ∈ [0, T ] and y ∈ Rd. Finally, set
xn,m(t) = xn,m(ti), t ∈ (ti, ti+1)
for i = 0, . . . , n− 1. Then xn,m : [0, T ] ×Ω → Rd defines a progressively measurable stochastic process with càdlàg paths,
see Theorem 3 in Section 6. A function is continue à droite limite à gauche (càdlàg), if it is right-continuous, with finite
left-hand limits (see [8, Chapter 1]). The measurability of xn,m is required to give sense to quantities as
E sup
0≤s≤T
|x(s)− xn,m(s)|p,
which we will study in our error analysis of this approximation scheme.
If the Carathéodory function is bounded, and satisfies a global Lipschitz condition in the state variable, we obtain the
following result:
Theorem 1. Let f : [0, T ] × Rd → Rd satisfy assumptions (B1) and (B2) on [0, T ] × Rd and let x0 ∈ Rd. Then for every
p ∈ [1,∞) we have(
E sup
0≤s≤T
|x(s)− xn,m(s)|p
)1/p
≤ C1 · 1n + C2 ·
1√
n
1√
m
for every n,m ∈ N. The constants C1 and C2 are given by
C1 =
(
L1L2T 2
2
+ TL2
)
exp(L1T ), C2 =
36L2Tp
2
p− 1 exp(L1T ), p ≥ 2,
144L2T exp(L1T ), 1 ≤ p ≤ 2.
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The first term in the above error bound is to due to the Euler discretisation of the CDE, the second term arises from the
statistical error of the Monte–Carlo integration.
The computation of the randomEuler scheme xn,m requiresO(nm) evaluations of the vector field,O(nm) randomnumbers
and also O(nm) arithmetic operations, thus it has a computational cost cost(xn,m) = O(nm). (The computational cost of
a random algorithm we define here as the sum of the required arithmetic operations, the number of required function
evaluations and the number of required random numbers.) Minimising the error bound in Theorem 1 with respect to the
computational cost yields that it is optimal to choose m proportional to n, e.g. m = n. For the corresponding random Euler
scheme xn,n we have the following:
Corollary 1. Let f : [0, T ] × Rd → Rd satisfy assumptions (B1) and (B2) on [0, T ] × Rd and let x0 ∈ Rd. Then, for every
p ∈ [1,∞) we have(
E sup
0≤s≤T
|x(s)− xn,n(s)|p
)1/p
= O
(
1√
cost(xn,n)
)
.
Thus, we recover the classical square root convergence rate of Monte–Carlo methods for our random Euler scheme.
Note that for m = 1, we would obtain the same error bound as in Corollary 1. However, such a choice would leave the
error contributions unbalanced, i.e. the error, which is due to the Euler discretisation, and the statistical error, which arises
from the Monte–Carlo integration, would be of different order.
The above results use the global assumptions (B1) and (B2) and give Lp-convergence. However, we still obtain a
convergence result under more general assumptions. For this, we will consider here only the ‘‘optimised’’ random Euler
method xn,n.
Theorem 2. Let f : [0, T ]×U → Rd, U ⊂ Rd, be a Carathéodory function that satisfies assumptions (A1) and (A2). Let x0 ∈ U,
and suppose that the corresponding Carathéodory initial value problem has a global unique solution x : [0, T ] → Rd. Then, for
all ε > 0, there exists a finite and non-negative random variable Cε such that
sup
0≤s≤T
|x(s)− xn,n(s)| ≤ Cε · 1n1−ε
holds for every n ∈ N with probability one.
The above theorem assures convergence of the random Euler method under almost minimal assumptions. Besides the
existence of the solution, we only require local boundedness of the vector field f in the time variable and local Lipschitz
continuity of f in the state space variable.
Relating the error of the scheme to its computational cost yields in this situation:
Corollary 2. Let f : [0, T ]×U → Rd, U ⊂ Rd, be a Carathéodory function that satisfies assumptions (A1) and (A2). Let x0 ∈ U
and suppose that the corresponding Carathéodory initial value problem has a global unique solution x : [0, T ] → Rd. Then, for
all ε > 0 and almost all ω ∈ Ω , we have
sup
0≤s≤T
|x(s)− xn,n(s, ω)| = O
(
1
cost(xn,n(ω))1/2−ε
)
.
4. Other approximation schemes for CDEs
The random Euler method, which we consider here, was introduced by Stengle in [16] along with other Runge–Kutta
Monte–Carlo approximation schemes. While in [16] the error of the Monte–Carlo simulation was neglected and only the
discretisation error was considered, in [17] an error analysis is given for the following approximation scheme:
yn,m(0) = x0,
yn,m(tk+1) = yn,m(tk)+ 12m
T
n
m∑
j=1
f
(
tk + TnU
k
j , yn,m(tk)+
T
n
f
(
tk + Tn u
k
j , yn,m(tk)
))
+ 1
2m
T
n
m∑
j=1
f
(
tk + Tn u
k
j , yn,m(tk)
)
(5)
for k = 0, . . . , n− 1, where
Ukj = max{T k1,j, T k2,j}, ukj = min{T k1,j, T k2,j}
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and T k1,j, T
k
2,j, j = 1, . . . ,m, k = 0, . . . , n− 1 are independent random variables, which are uniformly distributed on [0, 1].
Under the assumptions that the considered equation has a unique solution on the interval [0, T ] and that f is locally bounded,
and twice continuously differentiable with respect to the state space variable in a neighbourhood of the solution curve
{(t, x(t)), t ∈ [0, T ]}, Stengle obtains the following probabilistic error bound: There exists a constant C > 0 such that for
all β > 0
sup
k=0,...,n
|x(tk)− yn,m(tk)| ≤ C
(
1
n2
+ 1√
β
1√
n
1√
m
)
holds with probability 1− β for n,m sufficiently large.
Note that the approximation scheme (5) has a computational cost of size O(nm). Thus minimising the above error bound
with respect to the computational cost yields that it is optimal to choosem proportional to n3. For this choice we have
sup
k=0,...,n
|x(tk)− yn,m(tk)| = O
(
1/
√
cost(yn,m)
)
with probability 1− β . Hence this scheme has actually the same convergence rate as the random Euler method considered
in Section 3, but under more restrictive smoothness assumptions.
If the vectorfield f in the CDE has bounded variation, it is possible to use Quasi-Monte–Carlo methods for the
approximation of the integrals∫ ti+1
ti
f (τ , x˜(ti))dτ , i = 0, . . . , n− 1
to improve the convergence rate. The error of a Quasi-Monte–Carlo method is of order (log(N))d−1 /N for a d-dimensional
integration problem, instead of order 1/
√
N for a general Monte–Carlo method. Here N denotes again the computational
cost of the scheme. Such approximation schemes for CDEs were studied in [4,11]. See also [7] for an analysis in the case of
delay differential equations. In particular, the error of the Quasi-Monte Carlo Euler method was analysed in [11]. Note that
also the classical Euler method converges, if the vectorfield f has bounded variation.
5. Examples
Consider the following Carathéodory initial value problem
x˙ = g(ζ (t), x), x(0) = −1
2
(6)
on the time interval [0, 10]with
g : [−1, 1] × R→ R, g(w, x) = g1(x) ·
(
w + 1
2
)
+ g2(x) ·
(
1− w
2
)
for allw ∈ [−1, 1], x ∈ R and
g1, g2 : R→ R, g1(x) = −x− 12 , g2(x) =
−x+ 1
2
.
Moreover, let be
ζ : [0, 10] → {−1, 1} ,
given by
ζ (t) = 2
∞∑
i=1
1[τ2i−1,τ2i)(t)− 1, t ∈ [0, 10]
with
τ0 = 0 and τi+1 = τi + 10
(
−3−
⌊(
i
103
)1/5⌋)
(7)
for i = 0, 1, 2, . . ..
Eq. (6) is a switching system: here one switches between the two differential equations x˙ = g1(x) and x˙ = g2(x) by the
control function ζ . If ζ (t) = 1, then the solution follows the dynamics of the vector field g1, if ζ (t) = −1, then the solutions
follows the dynamics of g2. The switching times are given by (7). Note that the function ζ is of unbounded variation, thus
the standard Euler method, and also the Quasi-Monte–Carlo Euler methods cannot be applied in this situation. Moreover,
the switches are faster and faster for increasing t , hence an Euler-method, whose discretisation is based on the switching
times would be computationally inefficient.
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Fig. 1. Eq. (6): Exact solution, classical Euler scheme xn with n = 10.000 and ‘‘optimised’’ random Euler scheme x√n,√n with n = 10.000.
Fig. 2. Eq. (6): Maximal error in the discretisation points vs. n for the classical Euler scheme xn and two realisations of the random Euler scheme x√n,√n .
The exact solution of Eq. (6) is given by
x(t) = −1
2
exp
(
− t
2
)(∫ t
0
exp
( s
2
)
ζ (s)ds+ 1
)
, t ∈ [0, 10].
In all the following numerical calculations, the above integral is approximated by Riemann sums with a very high accuracy.
Fig. 1 shows the exact solution, the classical Euler approximation xn with n = 10.000 and a trajectory of the ‘‘optimised’’
random Euler scheme x√n,√n with n = 10.000, i.e. in each subinterval 100 random numbers are used. Here, the classical
Euler scheme is ‘‘far away’’ from the exact solution, but the trajectory of the random Euler scheme is close to the the exact
solution.
Fig. 2 shows the maximal error in the discretisation points for both the classical Euler scheme xn and for the random
Euler scheme x√n,√n versus n for Eq. (6). Both figures are in log-log coordinates, and the dotted line corresponds to the
convergence order 1/2, thus the Random Euler scheme converges with its predicted order for this equation.
It remains to study the statistical properties of the random Euler scheme. We will consider the empirical standard
deviation of the ‘‘optimised’’ random Euler scheme at time T , i.e.
σN(T ) =
√√√√ 1
N − 1
N∑
i=1
(
x(i)√n,√n(T )− µN(T )
)2
where
µN(T ) = 1N
N∑
i=1
x(i)√n,√n(T )
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Fig. 3. Eq. (6): σN (T ) for N = 1000 and T = 10 vs. n.
Fig. 4. Eq. (6): Standardised empirical distribution for n = 10.000, T = 10 and N = 10.000.
is the empirical mean with N ∈ N. Here x(i)√n,√n(T ), i = 1, 2, . . . are independent replications of x√n,√n(T ).
The empirical standard deviation σN(T ) for N = 1000 and T = 10 vs. n is displayed in Fig. 3 and corresponds to the
predicted convergence rate 1/
√
n. (For x√n,√n the statistical error and the error due to the discretisation are proportional
by construction.)
Finally, the histogram in Fig. 4 shows the standardised empirical distribution of x√n,√n(T ) for n = 10.000 and T = 10.
Here N = 10.000 samples were used and µN(T ) = 0.7834, σN(T ) = 0.0034.
6. Proofs
6.1. Measurability
We first show the measurability of the random Euler method. For this define
i(t) = sup{i = 0, . . . , n : iT/n ≤ t}, t ∈ [0, T ]
and
η(t) = i(t)T
n
, t ∈ [0, T ].
The following theorem states that the random Euler method is progressively measurable with respect to a ‘‘natural’’
filtration.
Theorem 3. Suppose that a Carathéodory function f : [0, T ] × U → Rd,U ⊂ Rd, and an initial value x0 ∈ U are given. For
n,m ∈ N we define the filtration F n,m = (F n,mt )t∈[0,T ] by
F n,mt := σ
(
Zn,mj,l , l = 1, . . . , n, 0 ≤ j ≤ i(t)− 1,N
)
, t ∈ [0, T ], (8)
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where σ(·) denotes the by (·) generated σ -algebra and
N := {N ∈ A | P(N) = 0}
is the set of all P-null sets. Then, for every t ∈ [0, T ] the mapping
xn,m|[0,t]×Ω : [0, t] ×Ω → Rd, (s, ω) 7→ xn,m(s, ω) (9)
is measurable with respect to the σ -algebrasB([0, t])⊗ F n,mt andB(Rd) for every n,m ∈ N.
It is easy to see that (F n,mt )t∈[0,T ] is in fact a filtration and moreover satisfies the usual conditions, i.e. it is right
continuous and (Ω,A, P)-complete (see e.g. [8, Definition 2.25] for details). Thus (Ω,A, (F n,mt )t∈[0,T ], P) is a complete
filtered probability space.
For the proof of Theorem 3 we need two lemmata.
Lemma 1. Let f : [0, T ] × U → Rd be a Carathéodory function with U ⊂ Rd. Furthermore, let (M,M) be a measurable space
and X : M → [0, T ], Y : M → U two measurable mappings (with respect toM and the Borel σ -algebras of [0, T ] respectively
U). Then the mapping
f (X, Y ) : M → Rd
is measurable with respect toM andB(Rd).
Proof. We distinguish between two cases. First, suppose that Y is an elementary function, i.e. there are measurable sets
A1, . . . , Ak ∈M and real vectors α1, . . . , αk ∈ U with k ∈ N such that
Y =
k∑
j=1
αj1Aj .
Hence, we have
f (X, Y ) =
k∑
j=1
f (X, αj)1Aj ,
which is a measurable mapping, since f (·, αj) : [0, T ] → Rd is measurable for j = 1, . . . , k.
In the general case, where Y is an arbitrary measurable function, there exists a sequence Y1, Y2, . . . : M → U of
elementary functions, which converges pointwise to Y . Because of the continuity of f (t, ·) : U → Rd for every t ∈ [0, T ],
we have that
f (X, Yn)→ f (X, Y ), n→∞
and hence f (X, Y ) is measurable in the general case. 
Now, we state a version of the above lemma for the mapping f˜ .
Lemma 2. Let f : [0, T ] × U → Rd be a Carathéodory function with U ⊂ Rd. Furthermore, let (M,M) be a measurable space
and X : M → [0, T ], Y : M → Rd two measurable mappings (with respect toM and the Borel σ -algebras of [0, T ] respectively
Rd). Then the mapping
f˜ (X, Y ) : M → Rd
is measurable with respect toM andB(Rd), where f˜ : [0, T ] × Rd → Rd is given by f˜ (t, y) = 1U(y) · f (t, y).
Proof. Choose u0 ∈ U arbitrary. Then, we define the mapping
Y˜ : M → U, Y˜ = 1Y−1(U) · Y + 1Y−1(Uc ) · u0.
Of course, Y˜ is measurable and we have
f˜ (X, Y ) = f (X, Y˜ ) · 1Y−1(U).
Because of Lemma 1 the right hand side of the above equation is measurable. Hence, the assertion follows. 
Now, we show Theorem 3.
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Proof. Since the sample paths of the random Euler scheme xn,m are càdlàg functions, it is sufficient to show that xn,m is
adapted, i.e. that for every t ∈ [0, T ] the mapping
xn,m(t, ·) : Ω → Rd
is F n,mt -measurable. See e.g. Proposition 1.13 in [8]. Since xn,m(t, ·) = xn,m(η(t), ·), and F n,ms ⊆ F n,mt for s ≤ t we have
only to show that xn,m(ti, ·) is F n,mti -measurable for every i = 0, 1, . . . , n.
For this, we will proceed by induction. First of all, it is clear that xn,m(0, ·) = x0 is F n,m0 -measurable. Now, suppose that
xn,m(ti, ·) is F n,mti -measurable with i ∈ {0, 1, . . . , n− 1}. By definition of the random Euler method, we have
xn,m(ti+1, ·) = xn,m(ti, ·)+ 1m
T
n
m∑
l=1
f˜ (ti + Zn,mi,l (·), xn,m(ti, ·))
and hence xn(ti+1, ·) is F n,mti+1 -measurable due to Lemma 2 and the definition of F n,m. 
6.2. Proof of Theorem 1
Here we need the following special form of Burkholder’s inequality (see e.g. Theorem 6.3.10 in [18]):
Theorem 4. Let (Xn)n∈N be a sequence of independent random variables, which are centred and bounded by a constant C > 0.
Then for every p ∈ (1,∞) we have(
E sup
1≤i≤n
∣∣∣∣∣ i∑
j=1
Xj
∣∣∣∣∣
p) 1p
≤ 18p
2
p− 1C
√
n.
Applying Jensen’s inequality and optimising with respect to p yields to the following Corollary.
Corollary 3. Let (Xn)n∈N be a sequence of independent random variables, which are centred and bounded by a constant C > 0.
Then for every p ∈ [1,∞) we have(
E sup
1≤i≤n
∣∣∣∣∣ i∑
j=1
Xj
∣∣∣∣∣
p) 1p
≤

18p2
p− 1C
√
n, p ≥ 2,
72C
√
n, 1 ≤ p ≤ 2.
The next Lemma can be shown by straightforward calculations.
Lemma 3. We have
0 ≤
∫ t
0
(u− η(u)) du ≤ t
2
· T
n
for t ∈ [0, T ].
Now, we show Theorem 1.
Proof. Clearly, for every s ∈ [0, T ]we have
xn,m(s) = x0 + 1m
T
n
(
i(s)−1∑
j=0
m∑
l=1
f
(
tj + Zn,mj,l , xn,m(tj)
))
and
x(s) = x0 +
∫ s
0
f (u, x(u))du.
We want to estimate the quantity
e(t) := sup
0≤s≤t
|x(s)− xn,m(s)|
for t ∈ [0, T ]. For fixed s ∈ [0, t]we obtain
|x(s)− xn,m(s)| ≤ E1(s)+ E2(s)+ E3(s)
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with
E1(s) =
∫ η(s)
0
|f (u, x(u))− f (u, x(η(u)))| du+
∫ s
η(s)
|f (u, x(u))| du,
E2(s) =
∣∣∣∣∣i(s)−1∑
j=0
(∫ tj+1
tj
f (u, x(η(u)))du− 1
m
T
n
m∑
l=1
f
(
tj + Zn,mj,l , x(tj)
))∣∣∣∣∣
and
E3(s) = 1m
T
n
(
i(s)−1∑
j=0
m∑
l=1
∣∣f (tj + Zn,mj,l , x(tj))− f (tj + Zn,mj,l , xn,m(tj))∣∣
)
.
Let L1, L2 > 0 be the constants of the assumptions (B1) and (B2). Then by Lemma 3, we have
E1(s) ≤ L1
∫ η(s)
0
|x(u)− x(η(u))| du+ L2(s− η(s))
≤ L1L2
∫ η(s)
0
(u− η(u)) du+ L2(s− η(s))
≤ L1L2 Tn
η(s)
2
+ L2(s− η(s))
≤ L2T
2n
(L1s+ 2)
and
E3(s) ≤
i(s)−1∑
j=0
L1
∣∣x(tj)− xn,m(tj)∣∣ Tn ≤ L1
∫ s
0
e(u)du.
Combining the estimates for E1 and E3 gives
e(t) ≤ L2T
2n
(L1t + 2)+ sup
0≤s≤T
E2(s)+ L1
∫ t
0
e(u)du, t ∈ [0, T ],
and Gronwall’s Lemma now yields
e(t) ≤
(
TL2
2n
(L1t + 2)+ sup
0≤s≤T
E2(s)
)
exp(L1t)
≤ C1 1n +
(
sup
0≤s≤T
E2(s)
)
exp(L1T ), t ∈ [0, T ]. (10)
Now it remains to consider the term E2. Therefore, we write
E2(s) = 1m
T
n
∣∣∣∣∣i(s)−1∑
j=0
m∑
l=1
Y jl
∣∣∣∣∣
with the random variables
Y jl =
n
T
(∫ tj+1
tj
f (u, x(η(u)))du
)
− f (tj + Zn,mj,l , x(tj))
for j = 0, . . . , n− 1 and l = 1, . . . ,m. Hence, we have
sup
0≤s≤T
E2(s) = 1m
T
n
sup
0≤i≤n
∣∣∣∣∣ i−1∑
j=0
m∑
l=1
Y jl
∣∣∣∣∣ .
Obviously, the Y jl are independent random variables, which are centred and bounded by 2L2. Therefore, we can apply
Corollary 3 and obtain(
E sup
0≤i≤n
∣∣∣∣∣ i−1∑
j=0
m∑
l=1
Y jl
∣∣∣∣∣
p)1/p
≤

36L2p2
p− 1
√
nm, p ≥ 2,
144L2
√
nm, 1 ≤ p ≤ 2.
356 A. Jentzen, A. Neuenkirch / Journal of Computational and Applied Mathematics 224 (2009) 346–359
Inserting this into (10) yields(
Ee(t)p
)1/p ≤ C1 1n + C2 1√nm for all t ∈ [0, T ],
which is the assertion. 
6.3. Proof of Theorem 2
Before we can show Theorem 2, we need some preparations.
If a sequence (Xn)n∈N of random variables converges to zero in the Lp-sense, with order γ ∈ (0,∞) for all p ∈ N, then
this sequence converges also almost surely to zero with order γ − ε for an arbitrary small ε > 0, see e.g. [9]. Therefore, we
obtain a pathwise version of Theorem 1.
Corollary 4. Let f : [0, T ] × Rd → Rd be a Carathéodory function satisfying assumptions (B1) and (B2) on [0, T ] × Rd and let
x0 ∈ Rd. Then for every ε > 0, there is a finite and non-negative random variable Cε such that
sup
0≤s≤T
|x(s)− xn,n(s, ω)| ≤ Cε(ω) ·
(
1
n
)(1−ε)
holds for every n ∈ N and for almost all ω ∈ Ω .
We will also use the following notation: for two sets A, B ⊂ Rl, l ∈ Nwe write
dist(A, B) :=
{
inf
a∈A,b∈B |a− b| if A, B 6= ∅,
∞ if A = ∅ or B = ∅
and
dist(a, B) := dist({a} , B).
In Theorem 2, we assumed (A1) and (A2). Local properties such as (A1) and (A2) can be generalised to global properties
on compact sets, which is stated in the following lemma. Its proof is standard and thus we omit it.
Lemma 4. Let f : D→ Rd be a Carathéodory function with D ⊂ Rd+1. Moreover, let K ⊂ D be a compact subset of D. Then, if
f satisfies the assumptions (A1) and (A2), it also satisfies (B1) and (B2) on K .
Now, we will prove Theorem 2 by applying a localisation procedure to the Carathéodory differential equation and to the
corresponding random Euler scheme.
Proof. For every q ∈ Nwe define
Uq :=
{
x ∈ Rd | dist(x,U c) > 1
q
, |x| < q
}
.
Obviously, Uq ⊂ U is an open and bounded set, so relatively compact. One also notes that
Uq ⊂
{
x ∈ Rd | dist(x,U c) ≥ 1
q
, |x| ≤ q
}
⊂ Uq+1.
Now, Uq is a compact subset of the open set Uq+1. Thus, for every q ∈ N there exists a function φq ∈ C∞(Rd;R)with
0 ≤ φq ≤ 1, φq(x) =
{
1 if x ∈ Uq,
0 if x ∈ U cq+1.
(i) Now, we show that the truncations of f , given by
fq : [0, T ] × Rd → Rd, fq(t, x) :=
{
f (t, x) · φq(x) if x ∈ Uq+1,
0 else (11)
are Carathéodory functions, which satisfy (B1) and (B2) on [0, T ] × Rd.
First note that for every q ∈ N there exist (due to Lemma 4) constants L(q)1 , L(q)2 such that we have
|fq(t, x)− fq(t, y)| ≤ L(q)1 |x− y|, |fq(t, x)| ≤ L(q)2
for every (t, x), (t, y) ∈ [0, T ] × Uq.
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Let (t, x), (t, y) be in [0, T ] × Rd. If x and y are both in U cq+1 we have
|fq(t, x)− fq(t, y)| = 0 and |fq(t, x)| = 0.
So let w.l.o.g. x ∈ Uq+1. Then we have
|fq(t, x)| = |f (t, x)||φq(t, x)| ≤ |f (t, x)| ≤ L(q+1)2
and
|fq(t, x)− fq(t, y)| ≤ |f (t, x)φq(t, x)− f (t, x)φq(t, y)| + |f (t, x)φq(t, y)− fq(t, y)|
≤ |f (t, x)||φq(t, x)− φq(t, y)| + L(q+1)1 |x− y|
≤
(
L(q+1)2 R
(q) + L(q+1)1
)
|x− y| =: L˜(q)1 |x− y|,
where
R(q) := sup
x∈Rd
|φ′q(x)| <∞.
Hence fq satisfies (B1) and (B2) on [0, T ] × Rd. In particular
fq(t, ·) : Rd → Rd
is continuous for every t ∈ I .
If x ∈ U c , we have
fq(t, x) = 0
for all t ∈ I . Hence fq(·, x) is measurable for x ∈ U c . If x ∈ U , we also have that fq(·, x) = f (·, x)φq(x) is measurable, since f
itself is a Carathéodory function. Thus fq is indeed a Carathéodory function.
(ii) Hence we can consider the Carathéodory initial value problem
x˙ = fq(t, x), x(0) = x0, (12)
which has a global unique solution x(q) : [0, T ] → Rd.
Let x(q)n,n be the ‘‘optimised’’ random Euler scheme for Eq. (12). Since (B1) and (B2) hold on [0, T ] × Rd for fq, we have by
Corollary 4 that for every q ∈ N there exist a measurable setΩq ⊂ Ω with P(Ωq) = 1 and a finite and non-negative random
variable Dq such that
sup
0≤s≤T
∣∣x(q)(s)− x(q)n,n(s, ω)∣∣ ≤ Dq(ω) · (1n
)1−ε
(13)
holds for all n ∈ N and ω ∈ Ωq.
(iii) To finish the proof of Theorem 2, we have to show that
sup
0≤s≤T
∣∣x(s)− xn,n(s, ω)∣∣ · n1−ε <∞ (14)
for all ω ∈ Ω˜ := ∩q∈NΩq.
So fix ω ∈ Ω˜ . There exists a q0 ∈ N such that x(t) ∈ Uq for all t ∈ [0, T ] and all q ≥ q0, because im(x) =
{x(t) ∈ U | t ∈ [0, T ]} is a compact subset of the open set U . By definition, we have
x(t) = x0 +
∫ t
0
f (s, x(s))ds, x(q)(t) = x0 +
∫ t
0
fq(s, x(q)(s))ds
for all t ∈ [0, T ]. Since fq|[0,T ]×Uq = f |[0,T ]×Uq , we obtain
|x(t)− x(q)(t)| =
∣∣∣∣∫ t
0
fq(s, x(s))ds−
∫ t
0
fq(s, x(q)(s))ds
∣∣∣∣
≤
∫ t
0
L˜(q)1 |x(s)− x(q)(s)|ds
for all t ∈ [0, T ] and q ≥ q0. So Gronwall’s Lemma yields
x(t) = x(q)(t) t ∈ [0, T ], (15)
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for all q ≥ q0. Hence the Eqs. (13) and (15) imply
sup
0≤s≤T
∣∣x(s)− x(q)n,n(s, ω)∣∣ · n1−ε ≤ Dq(ω) <∞ (16)
for all n ∈ N and q ≥ q0.
Now let
ϑ := dist (im(x),U cq0) = inft∈[0,T ] dist (x(t),U cq0) > 0.
Because of (16), we know that there exists an n0(ω) ∈ N such that
sup
0≤s≤T
∣∣x(s)− x(q0)n,n (s, ω)∣∣ < ϑ2
for all n ≥ n0(ω). This implies in particular that
x(q0)n,n (t, ω) ∈ Uq0 , t ∈ [0, T ], (17)
for all n ≥ n0(ω). Hence we obtain
xn,n(t, ω) = x(q0)n,n (t, ω), t ∈ [0, T ], (18)
for all n ≥ n0(ω) by induction:
Indeed, we have xn,n(0, ω) = x(q0)n,n (0, ω) and for i = 0, . . . , n− 1 we obtain
x(q0)n,n (ti+1, ω) = x(q0)n,n (ti, ω)+
1
m
T
n
m∑
l=1
fq0(ti + Zn,mi,l (ω), x(q0)n,n (ti, ω))
= xn,n(ti, ω)+ 1m
T
n
m∑
l=1
f˜ (ti + Zn,mi,l (ω), x(q0)n,n (ti, ω))
= xn,n(ti, ω)+ 1m
T
n
m∑
l=1
f˜ (ti + Zn,mi,l (ω), xn,n(ti, ω))
= xn,n(ti+1, ω),
where we used the induction assumption, i.e.
x(q0)n,n (ti, ω) = xn,n(ti, ω)
and that fq|[0,T ]×Uq0 = f˜ |[0,T ]×Uq0 . By (16) and (18) we have that
sup
0≤s≤T
∣∣x(s)− xn,n(s, ω)∣∣ · n1−ε ≤ Dq0(ω) <∞
for all n ≥ n0(ω). Finally, the equation above implies
Cε(ω) := sup
n∈N
sup
0≤s≤T
∣∣x(s)− xn,n(s, ω)∣∣ · n1−ε <∞.
Since ω was arbitrary in Ω˜ , we have finally shown inequality (14). Consequently, the random variable
Cε := 1Ω˜ ·
(
sup
n∈N
sup
0≤s≤T
∣∣x(s)− xn,n(s)∣∣ · n1−ε)
is finite and it holds
sup
0≤s≤T
∣∣x(s)− xn,n(s, ω)∣∣ ≤ Cε(ω) · (1n
)1−ε
for all n ∈ N and all ω ∈ Ω˜ , which shows the assertion. 
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