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Abstract     
Lo scopo di questo articolo è quello di analizzare  vantaggi e applicazioni della virtualizzazione di server e di 
illustrare l’infrastruttura di virtualizzazione al CILEA. 
 
The purpose of this article is to show advantages and applications of  systems virtualization and to illustrate 
CILEA Virtual Infrastructure. 
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Indipendenza dall’hardware 
L’aspetto chiave della tecnologia della 
virtualizzazione è la capacità di creare livelli di 
separazione tra applicazioni, Sistema Operativo 
e hardware sottostante. Una delle maggiori 
cause della complessità e dei costi della gestione 
IT è il legame stretto tra sistema operativo, 
certi software applicativi l’hardware sul quale 
insistono [2]. Per questo motivo, se un SO o 
un’applicazione dovesse essere spostata per 
esempio su un nuovo server per motivi di 
prestazioni, molte interdipendenze sarebbero da 
valutare attentamente e potrebbero essere 
necessari riadattamenti. La virtualizzazione 
risolve in modo semplice questi problemi. Il SO 
ospite ed ogni applicazione che è installata 
all’interno di una Virtual Machine [VM], sono 
legati solo alla configurazione dell’hardware 
emulato [3] dal software di virtualizzazione alla 
macchina virtuale [Fig.1]. In tal modo questa 
può facilmente essere spostata su ogni server 
con lo stesso livello o tipo di virtualizzazione. 
Fig. 1 – Ottimizzazione dell’utilizzo dell’hardware 
Questa modalità di gestione può aiutare a 
rendere il processo di aggiornamento dell’hard-
ware, o di manutenzione del software, più sem-
plice e sicuro. Inoltre, può anche permettere, 
agli amministratori di sistema di ridistribuire le 
macchine virtuali sui server più adatti alle loro 
richieste di prestazioni del momento (che 
potrebbero essere variabili nel tempo) [3]. 
Ottimizzazione dell’utilizzo di hardware 
La maggioranza dei sistemi, all’interno di un 
centro di calcolo, viene in generale poco utiliz-
zata rispetto alle potenzialità degli stessi. Ab-
biamo verificato su nostre applicazioni che le 
risorse dei server sono solitamente utilizzate 
attorno al 15-20%[1].  
Questo avviene per svariati motivi. In alcuni 
casi, i vecchi server, che sono raramente utiliz-
zati, continuano ad essere presenti in rete 
perché si perde l’informazione sulle interdipen-
denze delle applicazioni che li utilizzano. Ognu-
no di questi server occupa spazio fisico, richiede 
elettricità, prese di rete aggiuntive e genera 
calore che deve essere smaltito. Questa mo-
dalità di gestione disattenta implica costi 
significativi. Una soluzione efficace a questo 
problema sta nel cercare di ottimizzare il carico 
di lavoro, sfruttando al massimo le capacità di 
redistribuzione delle applicazioni tra i server 
fisici a disposizione.  
Amministrazione semplificata 
Lo spostamento e la crescita numerica dei 
server rappresenta un problema anche per il 
CILEA. Viene quindi richiesto uno sforzo 
aggiuntivo per l’amministrazione e la manu-
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tenzione dei sistemi. Attraverso il ricorso alla 
virtualizzazione con la riduzione del numero dei 
server, alcuni di questi costi possono essere 
ridotti. 
E’ generalmente molto più facile gestire VM 
multiple che operano su un singolo server fisico 
che gestire server fisici multipli, essendoci meno 
hardware da installare fisicamente, connettere,  
monitorare e configurare.  
Standardizzazione della piattaforma 
La standardizzazione è un aspetto im-
portante per un ambiente IT bene ammini-
strato. Minori differenze nelle configurazioni 
dei server (virtuali) implicano un’amministra-
zione semplificata [2].  
Si può creare una libreria di base di im-
magini  di macchine virtuali prototipo, per i 
diversi sistemi operativi. Quando dovesse essere 
richiesta una nuova VM, invece di iniziare il 
processo di installazione di un sistema opera-
tivo da zero, gli amministratori possono sem-
plicemente copiare queste immagini base ed 
aggiungere solo quanto vi sarà di specifico in 
quella installazione. Questo consente rapidità 
estrema nella creazione di un ambiente virtuale 
che potrà essere reso disponibile nel giro di 
pochi minuti, con un sistema operativo già ad 
un buon livello di aggiornamento, con minori 
costi di personale. 
Il problema della Sicurezza 
I moderni SO forniscono un’incredibile 
quantità di funzionalità, servizi e applicazioni 
opzionali. Se si trascura di configurarle cor-
rettamente o se il SO non è aggiornato con le 
ultime correzioni, un nuovo server, anche 
durante la fase di installazione potrebbe 
diventare un problema di sicurezza. Una solu-
zione possibile è quella di operare in un 
ambiente ristretto [Fig.2] con il minor numero 
di opzioni abilitate. 
Le soluzioni di virtualizzazione forniscono la 
capacità di gestire una VM entro un limitato 
contesto di sicurezza. Anche se le opzioni e i 
dettagli specifici di implementazione varieranno 
in base alla piattaforma, il concetto generale è 
quello di restringere i tipi di operazioni che 
possono essere richiesti da una VM [2].  
Una buona prima linea di difesa può 
derivare già dalla limitazione delle connessioni 
di rete. Le reti virtuali possono essere con-
figurate per permettere solo a certe macchine 
virtuali  di comunicare tra loro e non richiedono 






Fig. 2 – La separazione degli ambienti virtuali 
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Supporto alla continuità dell’attività 
La garanzia di continuità di servizio e il 
disaster recovery sono  molto importanti per 
molte applicazioni. E’ necessario avere un sito 
di disaster recovery il più possibile 
sincronizzato rispetto al sito primario. Se, ad 
esempio, si effettua un aggiornamento al SO o 
si cambia un'impostazione di sicurezza al sito 
primario, quel cambiamento deve essere propa-
gato al sito di disaster recovery. E’ evidente che 
ciò possa essere assai difficile da mantenere 
manualmente. 
Attraverso l’uso della virtualizzazione, inve-
ce, i sistemisti possono semplificare la procedu-
ra per mantenere il sito di disaster recovery.  
In caso di disastro, si possono attivare le 
immagini di snapshot di macchine virtuali 
primarie presso il sito di disaster recovery con 
una reimpostazione minima. Si possono gestire 
i cambiamenti relativi a dettagli, come le 
impostazioni della rete, attraverso lo scripting o 
altre caratteristiche di automazione virtuale. 
I limiti della virtualizzazione 
La virtualizzazione però non ha solo 
vantaggi, né è applicabile come soluzione ideale 
per ogni tipo di carico di lavoro. 
Consideriamo anche alcuni aspetti negativi nel 
processo di virtualizzazione. 
Le prestazioni 
Il primo aspetto debole è quello relativo alle 
prestazioni.  E’ un fatto inconfutabile che 
qualsiasi soluzione di virtualizzazione creerà 
una certa quantità di sovraccarico, rispetto 
all’identica installazione su macchina nativa.  
In alcuni casi il sovraccarico sarà appena 
percepibile. Questo è particolarmente vero 
quando l’applicazione ospite utilizza una spe-
cifica risorsa (CPU o RAM),  in piccola per-
centuale rispetto alla capacità globale del server 
fisico sottostante. 
In altri casi, però, esistono applicazioni che 
richiedono alte prestazione come i database 
relazionali che richiedono dal server un grande 
carico computazionale (CPU), o utilizzo di 
memoria, o di I/O su disco e rete. Per tali 
applicazioni, è solitamente sconsigliato il ricorso 
alla virtualizzazione, che creerebbe solo ral-
lentamenti aggiuntivi rispetto all’installazione 
nativa su identico hardware. 
Nella pratica, però, ci sono numerose 
applicazioni ideali per l’implementazione in 
virtuale (fosse anche solo per i server dedicati a 
sviluppo e test). 
Altro limite: richieste hardware particolari 
L’hardware virtuale offerto alla VM è di 
solito limitato a componenti di base - hard disk, 
adattatori di rete, CPU, RAM. 
Alcune applicazioni però richiedono hard-
ware specifico che un ambiente virtuale alle 
volte non riesce ad emulare (ad esempio 
periferiche USB). 
Altre piattaforme di virtualizzazione non 
supportano o supportano limitatamente  le 
schede Host Bus Adapter (HBA) richieste per 
accedere al Storage Area Network (SAN). Per 
questo motivo è bene ricordarsi le limitazioni 
delle impostazioni VM e confrontarli con le 
richieste di hardware particolari, prima di 
decidere di spostare un’applicazione in un 
ambiente virtuale.  
Oltre alle richieste hardware speciali per i 
SO guest e le applicazioni, gli amministratori 
devono garantire che siano supportate le 
piattaforme operative richieste. Infine alcune 
soluzioni per la virtualizzazione pongono re-
strizioni hardware specifiche per il computer 
host. Componenti come i controller di disco e gli 
adattatori di rete devono essere sempre sulla 
lista di hardware approvata dai fornitori di 
software di virtualizzazione, per avere garanzie 
di funzionamento in ogni caso. 
La soluzione CILEA 
Il CILEA da più di un anno  utilizza 
internamente soluzioni di virtualizzazione e sta 
investendo in tale direzione anche  per offrire 
servizi in produzione conto terzi. 
Si è optato per la piattaforma VMware ESX 
enterprise attiva al momento su due server 
biprocessore dual core con 8 GB di ram e 6 
schede di rete gigabit, connessi ad uno storage 
esterno Fibre Channel  per una capacità raw di 
circa 2 TB. Un ulteriore terzo server monta 2 
processori quad core e 16 GB di ram e utilizza 
come storage i propri dischi interni SAS in 
Raid, anche se è previsto un collegamento allo 
storage FC. 
Il software di virtualizzazione include tre 
licenze vmware ESX enterprise e una licenza 
virtual center per la stazione di management 
[Fig.3].  
Questa soluzione con due macchine gemelle 
permette di ridurre i fermi macchina per 
manutenzione e garantisce l’High Avalaibity, 
mentre la terza macchina che utilizza i propri 
dischi interni è stata pensata per ospitare le 
macchine virtuali più esigenti come prestazioni 
di I/O su disco, o RAM. 
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Le due macchine gemelle hanno 6 schede di 
rete, per gestire in modo più efficiente il traffico 
generato, prevedendo  failover anche sulle 
connessioni di rete. 
Le Logical Unit Number dello storage FC 
sono montate dai due server ESX per poter 
effettuare Vmotion, ovvero il trasporto di una 
macchina virtuale da un server fisico ad un 
altro, senza interruzione di servizio e dal server 
di management per sfruttare il consolidated 
backup. 
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