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Abstract In several research problems we face probabilistic sequences of inputs
(e.g., sequence of stimuli) from which an agent generates a corresponding sequence
of responses and it is of interest to model/discover some kind of relation between
them. To model such relation in the context of statistical learning in neuroscience,
a new class of stochastic process have been introduced [5], namely sequences of
random objects driven by context tree models. In this paper we introduce a freely
available Matlab toolbox (SeqROCTM) that implements three model selection
methods to make inference about the parameters of this kind of stochastic process.
Keywords context tree · stochastic process · functional data · neurobiology ·
context tree model · statistical learning
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1 Introduction
In several research problems we face probabilistic sequences of inputs (e.g., se-
quence of stimuli) from which an agent generates a corresponding sequence of
responses and it is of interest to model/discover some kind of relation between
them. This is the case, for example, of some experiments we found in neuroscience,
specifically in the context of statistical learning, where humans/animals are ex-
posed to sequences of stimuli with some statistical regularity and it is conjectured
that the brain is able to retrieve/learn the statistical regularities encoded in the
stimuli [12,17,10]. Answers to this conjecture are usually investigated on the basis
of some physiological or behavioral responses recorded from participants during
the performance of a suitable task.
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To model the relation between the probabilistic sequence of inputs and the
corresponding sequence of responses, a new class of stochastic process was intro-
duced, namely sequences of random objects driven by context tree models [5]. A
process in this class has two elements: a source generating the sequence of stimuli
and a sequence of responses (i.e., objects) generated during the exposure to the
stimuli. The source generating the stimuli is assumed to be a context tree model
taking values in a categorical set. In a context tree model [15,1,9], at each step, the
occurrence of the next symbol is solely determined by a variable-length sequence
of past symbols, called context. Any stochastic chain can be approximate by a
context tree model, so it constitutes a powerful tool to model the probabilistic
structure of the sequence of stimuli [7,6]. The model also assumes the existence
of a family of probability measures on the set of objects/responses, indexed by
the contexts characterizing the sequence of stimuli. This means that, at each step,
a new object for the response sequence is chosen according to the probability
measure associated to the context ending at that step in the sequence of stimuli.
Given some data, statistical model selection methods can be applied to esti-
mate the set of contexts and, for some type of responses, the family of probability
measures characterizing the distribution of the response sequence. The theoretical
framework introduced in [5] addressed a model selection algorithm for the par-
ticular case when the objects in the response sequence refer to functions. More
specifically, to EEG functions. Nevertheless, the proposed mathematical frame-
work is general enough to consider modeling other kind of objects like responses
taking values in a categorical set or in the reals. In the same way that context
tree models have found applications in several research areas such as neuroscience,
genetics [2] and linguistics [8], this new theoretical framework can find applications
in different research areas.
This paper introduces the SeqROCTM Matlab toolbox. A toolbox that im-
plements a new mathematical framework offering several statistical model selec-
tion algorithms for sequences of random objects driven by context tree models.
It addresses the cases when the objects in the response sequence take values in a
functional space or in a categorical set. Besides, it offers some other functionalities
for the manipulation of context tree models like model selection algorithms for
context tree models and simulation of context tree models.
The paper is organized as follows. Section 2 briefly describes the mathematical
concepts and model selection algorithms included in the SeqROCTM toolbox.
Section 3 introduces the architecture of the software. Sections 4 and 5 present
the main functionalities of the toolbox through illustrative examples motivated by
neuroscience problems. Conclusions are given in Section 6.
2 Background on the problem and mathematical definition
We will deal with experiments in which an agent is submitted to stimuli that
can be represented by the elements of a finite alphabet A. A key point is that
the sequence of stimuli (Xn)n, Xn ∈ A will be generated according to a specified
regular statistical pattern. Specifically, the sequence of stimuli constitutes what
is known as context tree model. This is defined as any time series (Xn)n such
that, for some l, it holds that for any m ≥ l, (l,m ∈ Z) and any finite string
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xn−1n−m = (xn−m, ..., xn−1) ∈ A
m,
P
(
Xn = a|X
n−1
n−m = x
n−1
n−m
)
= P
(
Xn = a|X
n−1
n−l = x
n−1
n−l
)
= p
(
Xn = a|cτ
(
xn−1n−l
))
for all a ∈ A.
Here, cτ : A
l → τ = {w1, ...,wk} is a mapping (context function) assigning to
each past string the corresponding context. A context is the smallest final string of
past symbols containing all the information required to predict the next symbol.
The set of contexts, τ , defines a partition of the space of all possible pasts and can
be represented by a rooted and labeled oriented tree, named context tree, and the
pair (τ, p) is a probabilistic context tree [15,1].
A sequence of responses (Yn)n to the stimuli, with values in some measur-
able space Y , is registered (e.g., neurophysiology responses such as EEG, behav-
ioral responses, etc.). For modeling the relation between responses and stimuli
it was introduced what is called sequence of random objects driven by context
tree model, (Xn, Yn)n [5]. This is defined by assuming the following conditions:
(Xn)n is a context tree model compatible with (τ, p); Y1, Y2, ... are independent
variables conditionally to the sequence (Xn)n; and P
(
Yn ∈ J |X
n
n−l = x
n
n−l
)
=
q
(
Yn ∈ J |cτ
(
xnn−l
))
, for any measurable J .
We will consider two situations. In the first, the responses Yn belong to a finite
set (e.g., the same alphabet A). In the second, Yn takes values in a functional
space. Hereafter we will refer to these to cases as categorical case and functional
case, respectively.
Given some training data (Xn, Yn)n and, under the assumption that it was
generated by sequences of random objects driven by context tree models, the
problem of interest is to estimate the parameters τ and q which characterize such
a process. Estimates for q will be addressed only in the finite case.
Before introducing the general model selection procedure some definitions are
needed. Given a finite string u ∈ A∗ (A∗ = ∪∞k=1A
k), we denote by NXn (u) the
number of occurrences of the string u in the sequence (X1, ...,Xn), that is
NXn (u) =
n−1∑
t=l(u)
1{Xt
t−l(u)+1
=u}, (1)
where l(u) refers to the length of u.
Given two sequences u and v of elements of A, uv denotes the sequence of
length l(u)+ l(v) obtained by concatenating u and v. The sequence u is said to be
a suffix of v, and denote by u  v, if there exists a sequence s satisfying v = su.
When v 6= u we say that u is a proper suffix of v and denote u ≺ v.
Definition 1 Let L be an integer such that 1 ≤ L ≤ n, an admissible context tree
of maximum height L, for the sample (X1, ...,Xn), is any context tree τ satisfying
i) w ∈ τ if and only if l(w) ≤ L and NXn (w) ≥ 1.
ii) Any string v ∈ A∗ with NXn (v) ≥ 1 is a suffix of some w ∈ τ or has a suffix
w ∈ τ
Definition 2 Let τ be a context tree and fix a finite string s ∈ A∗. A branch in
τ induced by s is defined as the set Bτ (s) = {w ∈ τ : w ≻ s}. The set Bτ (s) is
called a terminal branch if for all w ∈ Bτ (s) it holds that w = as for some a ∈ A.
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The general model selection procedure can be described as follows. Given a
sample (X1, Y1), ..., (Xn, Yn), fix an integer 1 ≤ L ≤ n, and let T
L
n be the admis-
sible context tree of maximum height L for X1, ...,Xn. We shorten this maximal
candidate context tree τˆ = T Ln by successively pruning the branches according to
some statistical criteria. That is to say, for any string u ∈ A∗ such that Bτˆ (u) is
a terminal branch, we decide to prune or not Bτˆ (u) verifying a statistical criteria,
say stat(u). If stat(u) is satisfied, we prune the branch Bτˆ (u) in τˆ ,
τˆ = (τˆ \Bτˆ (u)) ∪ {u}. (2)
Otherwise, if stat(u) is not satisfied, we keep Bτˆ (u) in τˆ and stop checking for
strings s ∈ A∗ such that s  u. In each pruning step, we take a string s ∈ A∗
which induces a terminal branch in τˆ which has not been checked yet. This pruning
procedure is repeated until no more pruning is performed.
A pseudo code for the model selection procedure is given in Algorithm 1.
Algorithm 1: General model selection procedure for Sequences of Random
Objects driven by Context Tree Models
Input: A sample (x1, y1), ..., (xn, yn) with xk ∈ A, yk ∈ Y for 1 ≤ k ≤ n, a
positive integer L.
Output: A set of contexts τˆ and a family of distributions qˆ (only in the
categorical case) indexed by the elements of τˆ .
1 τˆ ← T Ln
2 Flag(s)← “not tested” for all string s such that s ≺ w ∈ τˆ
3 for k ← L to 1 do
4 while ∃w ∈ τˆ : ℓ(w) = k, Flag(s) = “not tested” with s = wk2 do
5 Compute the statistic criteria stat(s)
6 if stat(s) is satisfied then
7 τˆ ← (τˆ \ Bτˆ (s)) ∪ {s}
8 else
9 Flag(u)← “tested” ∀u  s
10 end
11 end
12 end
13 return τˆ , qˆ
The three model selection methods for sequences of random objects driven by
context tree models included in the toolbox differ with respect to stat(u). The
following sections describe the statistical criterion stat(u) implements in each
case.
2.1 Statistical criterion for pruning in the functional case
When the elements of the response chain take values in a functional space, we
will have associated to each element of a terminal branch Bτˆ (u) (i.e., each leaf
of the tree) a set of functions (we specify later how to obtain them). These sets
of functions are used to decide if the branch is pruned or not. More specifically,
the stat(u) function in this case tests the equality of distributions of the set of
functions associated to the leaves branching from u.
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Formally, for any string u ∈ A∗ such that Bτˆ (u) is a terminal branch, we test
the null hypothesis
H
(u)
0 : L
(
Y
(bu)
1 , ..., Y
(bu)
NX
n
(bu)
)
= L
(
Y
(cu)
1 , ..., Y
(cu)
NX
n
(cu)
)
, ∀ bu, cu ∈ Bτˆ (u), (3)
where (Y
(bu)
1 , ..., Y
(bu)
NX
n
(bu)
) and (Y
(cu)
1 , ..., Y
(cu)
NX
n
(cu)
) are the samples of functions as-
sociated to the leaves bu and cu, respectively. If the null hypothesis is not rejected,
then we prune the branch. Otherwise, we keep it.
A sample of functions for a leaf v is created by searching in the input sequence
all the occurrences of v and, for each occurrence, selecting from the response
sequence the function associated to the last symbol of the string v.
To test whether two samples of functions have the same distribution, it is used
the projective method proposed in [4]. In this method, each function is transformed
into a real number which is the projection of the function in a gaussian direction
(e.g., Brownian Bridge) chosen at random. This produces two new samples of real
numbers. The equality of distribution for the resulting samples of real numbers is
tested using the Kolmogorov-Smirnov test. The theorem presented in [4] guaran-
tees that if we reject the null hypothesis that the distribution of the projections
corresponding to two samples of functions are equal, we can also reject the null
hypothesis that the two samples of functions have the same distribution in the
functional space.
To guarantee the stability of the estimate, we perform the projection several
times using different Brownians, which implies performing several hypothesis tests.
We only reject the null hypothesis that the distributions are the same if the number
of rejected hypothesis exceeds a certain threshold. This threshold was derived
according to a binomial distribution where the probability of success corresponds
to the probability of rejecting an individual test assuming the null hypothesis is
true.
We refer the reader to [5] for technical details on this method including proof
of its consistency.
2.2 Statistical criteria for pruning in the finite case
For the categorical case we particularized to sequences of random objects driven by
context tree models, two criteria used for model selection in context tree models.
Bayesian Information Criterion (BIC)
Model selection for context tree models via BIC was addressed in [3]. The authors
proved that, under suitable conditions, BIC provides strongly consistent estimator
of the context tree.
Given u ∈ A∗ such that NXn (u) ≥ 1, we denote by N
XY
n (u, a) the number of
occurrences of the string u in the sample (X1, ...,Xn) followed by the occurrence
of the symbol a in the sample (Y1, ..., Yn),
NXYn (u, a) =
n−1∑
t=l(u)
1{Xt
t−l(u)+1
=u;Yt+1=a}. (4)
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Define the maximum likelihood estimator of the transition probability
q
(
Yk = a|X
k−1
k−l(u) = u
)
by
qˆ(a|u) =
NXYn (u, a)
NXn (u)
=
NXYn (u, a)∑
a′∈AN
XY
n (u, a′)
(5)
and define
∆n(u) =
∑
b∈A
∑
a∈A
NXYn (bu, a) log
qˆ(a|bu)
qˆ(a|u)
, (6)
where bu = (b, u−ℓ(u), . . . , u−1) is the concatenation of b ∈ A and u ∈ A
∗.
For any string u ∈ A∗ such that Bτˆ (u) is a terminal branch stat(u) checks
whether
∆n(u) < C(|A| − 1)(|Bτˆ(u)| − 1)/2. (7)
If the above inequality is satisfied, we prune the branch Bτˆ (u) of τˆ . Otherwise, we
keep Bτˆ (u) in τˆ .
Note that ∆n(u) is the log-likelihood ratio of a model with parameters (τ, q)
and a model with parameters (τ ′, q′) where τ and τ ′ differ only by one set of sibling
nodes branching from u.
The inequality (7) verifies whether BIC(τ,q) > BIC(τ ′,q′), where
BIC(τ,q)((X,Y )
n
1 ) = − log(L(τ,q)((X,Y )
n
1 ) + C
(|A| − 1)|τ |
2
log(n) (8)
is the Bayesian information criterion for the model (τ, q) and the data (X,Y )n1
and L(τ,q)((X,Y )
n
1 ) refers to the likelihood of the data.
The penalization constant C ≥ 0 is a hyperparameter that must be specified a
priori. Small values of C gives preference to large models (i.e., context trees with
larger contexts) while high values of C penalize large models and gives preference
to small ones. To tune the value of the constant C the toolbox implements the
smallest maximizer criterion (SMC) [8].
Similarity of empirical transition probabilities
In this case, the statistic function stat(u) verifies whether the empirical transition
probability associated to the leaves branching from u are “similar” or not. If they
are similar enough, then we prune the branch. Otherwise, the branch is kept.
Formally, this is done by testing for any string u ∈ A∗ such that Bτˆ (u) is a
terminal branch, the null hypothesis
H
(u)
0 : q(a|bu) = q(a|cu), ∀a ∈ A, ∀bu, cu ∈ Bτˆ (u), (9)
using the statistics
∆n(u) = max
b6=c
max
a∈A
|qˆ(a|bu)− qˆ(a|cu)|, (10)
where qˆ is defined as in (5). Fixed a constant δ > 0, if ∆n(u) > δ we reject the null
hypothesis H
(u)
0 and we keep the branch Bτˆ (u). Otherwise, we prune the branch
Bτˆ (u) in τˆ .
Here δ is a hyperparameter whose value must be specified a priori by the user.
The lower the value of δ, the larger the model.
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3 Software Architecture
The SeqROCTM toolbox have been designed following a modular structure. The
toolbox consists of functions written in Matlab that can be grouped in five modules
regarding their functionalities (see Figure 1). This architecture makes the software
easy to update, either by adding new functionalities or improving the existing ones.
The main functions are in the Model Selection module. This module contains
all the functions used to do model selection. As explained in Section 2.2, different
statistics have been implemented to be used as pruning criteria. They make up
the Statistics module and are properly invoked by the Model Selection module.
Functions in the Statistic module are rarely invoked directly by users.
The module Data Manipulation contains all the functions related with the
processing of the data given as input to the model selection algorithms. This
module includes routines to simulate sequences of inputs (i.e., context tree models)
as well as response sequences. The functions responsible for the visualization of
the context tree structure are in the Visualization module.
The Tools module implements functions that can assist the researcher in the
experimental design and in the data analysis. Some of those functions are also
invoked by functions in the other modules.
Fig. 1 The software architecture of the Matlab SeqROCTM toolbox.
For the visualization of the tree structure we use the algorithm described in [].
We also use the functions permn [11].
Despite the fact that the focus of this toolbox is to implement the new math-
etical framework for inference on Sequence of Randon Objects driven by context
tree models, it has a close relation to context tree models estimation, also known
in the literature as Variable lenght markov chain. We end up implementing model
selection algorithms also for context tree models.
4 Software Functionalities: Illustrative example 1
This section presents the major functionalities of the Matlab SeqROCTM toolbox
through an example.
We begin by introducing how to specify in the source code some of the math-
ematical concepts explained before. An alphabet is always defined by a vector of
consecutive positive integers from zero to the number of elements minus one. A
context tree is defined through a cell array of vectors, each vector representing a
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context (i.e., a leaf of the context tree). The probability distributions associated
to the contexts are specified by a matrix with the number of rows equals the num-
ber of contexts and the number of columns equals the number of symbols in the
alphabet. In this way, the k-th row contains the distribution associated to the k-th
context of the cell array that define the context tree. The following source code
exemplifies the definition of these three concepts.
% alphabet of three symbols
A = [0,1,2];
% context tree with four contexts
tau = {0, 2, [0,1], [1,1]};
% distributions associated to the contexts (4x3 matrix)
% e.g., first row indicates the distribution of context 0 p(0|0)=0, p(1|0)=1,
p(2|0)=0
p = [0, 1, 0 ; 1, 0, 0; 0, 0.2, 0.8; 1, 0, 0 ];
% visualize the context tree
draw_contexttree(tau, A);
To generate a sequence of stimuli according to a given context tree model we
use the function generatesampleCTM, which receives as inputs a context tree, the
probability distributions associated to the contexts, an alphabet and the length of
the sequence we want to generate. A sequence of inputs of length 300 is generated
in the code below, using the variables already defined.
% length of the sequence
seq_length = 300;
% sequence of stimuli (context tree model) in a row vector
X = generatesampleCTM(tau, p, A, seq_length);
Suppose now that an agent (e.g., a person) is exposed to that sequence of
stimuli X and we ask the agent to predict, at each step, which is the next sym-
bol coming. To illustrate with an example, imaging a simple Goalkeeper game
in which the kicker can throw the ball in three directions: left, center or right.
The Goalkeeper (playing the role of the agent) has to defend as much penalties
as possible by predicting, at each step, in which direction the kicker will throw
the ball. The directions left, center and right are represented by the symbols 0, 1
and 2, respectively. The kicker will throw the ball following the input sequence X
generated in the code above. Note that the context tree model used to create this
sequence of inputs generates sequences following the rule: after a left always came
a center, after a right always came a left, but after a center, if one step back there
is a center, then came a left. Otherwise, if one step back there is a left, then came
a right with probability 0.8 or a center with probability 0.2.
In a realistic situation, a response sequence corresponding to X is obtained
by recording the responses of the agent while exposed to X. But here, we will
obtain the response sequence by simulating the agent. We will define three different
strategies for the goalkeeper to generate the responses sequences Y1, Y2 and Y3 .
When applying the model selection procedures to the data (X1,Y1), (X2,Y2) and
(X3,Y3), the desired result is to obtain the strategy used to simulate the goalkeeper
responses on each case.
The three strategies to simulate the goalkeeper responses are the following:
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– Strategy 1: After a shot to the left, the goalkeeper will defend to the center.
After a shot to the center, the goalkeeper will defend to the right. After a shot
to the right, the goalkeeper will defend to the left. Using the variables already
defined this strategy can be translated as follows: If Xn = 0, then Yn+1 = 1.
If Xn = 1, then Yn+1 = 2. If Xn = 2, then Yn+1 = 0.
– Strategy 2: The goalkeeper learns the relevant pasts (i.e., the contexts) of the
sequence X and, at each step, identify the context associated to the current
past and choose the most probable symbol that can came after that context.
– Strategy 3: The goalkeeper pays no attention to the temporal dependences on
X and, at each step, he randomly choose in an independent and uniform way
left, center or right.
The source code below defines the context tree and the distributions that
generate responses according to the described strategies.
The function generatesampleYSeqROCTM is used to simulate the responses.
In the case that the responses take values in a finite set, as in the current
example, the observed sequence of responses must be stored in a row vector. In
the case of functional responses, the response sequence must be specified by a
matrix containing on each column a chunk of function (this will be exemplified
later, in the illustrative example presented in Section 4).
% Strategy 1
ctx1 = {0, 1, 2};
q1 = [0 1 0; 0 0 1; 1 0 0];
[X1, Y1] = generatesampleYSeqROCTM(X, ctx1, q1, A);
% Strategy 2
ctx2 = {0, 2, [0,1], [1,1]};
q2 = [0, 1, 0 ; 1, 0, 0; 0, 0, 1; 1, 0, 0 ];
[X2, Y2] = generatesampleYSeqROCTM(X, ctx2, q2, A);
% strategy 3
ctx3 = {};
q3 = [1/3 ; 1/3; 1/3 ];
[X3, Y3] = generatesampleYSeqROCTM(X, ctx3, q3, A);
Now using the data (X1,Y1), (X2,Y2) and (X3,Y3) we will show how to use
the functions that implements the model selection procedures. In this example,
we must use one of the existing algorithms for doing model selection for sequences
of random objects driven by context tree models for the finite case. This can be
done by using the function estimate discreteSeqROCTM. We need to specify, as
an input of this function, the statistic used for the pruning. We will use here the
statistic based on BIC. When using this statistic, we need to give also the value of
the BIC constant. It is known that different values of the BIC constant produce
different estimates. The toolbox implements a model tunning procedure to choose
the optimal value of the BIC constant, and consequently, the optimal model [8].
The following source code do the tuning procedure using the data simulated for
each goalkeeper strategy. First, the function estimate championTrees2 is used
to obtain the set of Champion Trees. Then, the function modeltunning SMC2 is
invoked to select a model within the Champion Trees. This last function involves
the generation of bootstrap samples. The toolbox implements different bootstrap
strategies.
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To obtain a bootstrap sample of an stochastic chainX, the toolbox implements
a parametric bootstrap, which consist of estimating a context tree model from X
and use it to generate the bootstrap samples. When this strategy is chosen in
the function modeltunning SMC, we recommend to use the largest model in the
Champion Trees to generate the bootstrap samples. The other bootstrap strategy
consist of using renewal points. Given a renewal point, we built independent blocks
from the sequence X and we sample those blocks uniformly and independently to
generate new samples. The toolbox implements the function tree renewalpoint
to obtain a renewal point from a context tree model and a sequence. When this
strategy is chosen for the function modeltunning SMC, we recommend to use the
largest model in the Champion Trees to obtain the renewal point.
To specify a bootstrap strategy in the function modeltunning SMC2, the the
toolbox gives the following options. The user can specify any of the aforementioned
bootstrap strategies for the sequence X, or no resampling of X. The sequence Y
is resampled in a parametric way by using the corresponding sequence X and the
largest model in the Champion Trees. In the code below it is also exemplified
different choices of the bootstrap strategy.
% parameters values to estimate the Champion Trees
c_min = 0;
c_max = 50; %high enough to obtain the empty tree
max_height = 6;
% parameters values to choose a tree from the Champion Trees using SMC
n1 = ceil(0.3*seq_length);
n2 = ceil(0.9*seq_length);
alpha = 0.05;
B = 200;
% Estimate Champion Trees on each case
[Trees1, P1, ML1, cutoff1] = estimate_championTrees2(X1, Y1, max_height, A,
c_min, c_max);
[Trees2, P2, ML2, cutoff2] = estimate_championTrees2(X2, Y2, max_height, A,
c_min, c_max);
[Trees3, P3, ML3, cutoff3] = estimate_championTrees2(X3, Y3, max_height, A,
c_min, c_max);
% Apply SMC to choose the optimal model on each case
[opt_tree1, idtree1] = modeltunning_SMC2(Trees1, A, n1, n2, alpha, B, ’none’,
X1, [], Trees1{1}, P1{1}’);
renewalpoint = tree_renewalpoint(contexts, p, A, X);
[opt_tree2, idtree2] = modeltunning_SMC2(Trees2, A, n1, n2, alpha, B, ’blocks’,
X2, renewalpoint, Trees2{1}, P2{1}’);
[opt_tree3, idtree3] = modeltunning_SMC2(Trees3, A, n1, n2, alpha, B, ’none’,
X3, [], Trees3{1}, P3{1}’);
% show the results of the estimation procedures
figure
for i = 1 : 3
subplot(2,3,i)
eval([’Trees = Trees’ num2str(i) ’;’]);
eval([’ML = ML’ num2str(i) ’;’]);
eval([’idtree = idtree’ num2str(i) ’;’]);
eval([’cutoff = cutoff’ num2str(i) ’;’]);
nleaves = cellfun(@(x) size(x,2), Trees);
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plot(nleaves, ML, ’*--b’)
hold on; plot(nleaves(idtree), ML(idtree), ’ro’);
text(nleaves(idtree)+0.5, ML(idtree), [’\leftarrow C = ’
num2str(cutoff(idtree))], ’FontSize’, 8);
ylabel(’log-likelihood’);
xlabel(’no. of contexts’);
% draw the choosen context trees
subplot(2,3,3+i)
draw_contexttree(Trees{idtree}, A, [1 0 0], 3);
end
The end of the code above plots the results obtained with the tunning procedure
(see Figure 2). For each goalkeeper strategy it is shown the log-likelihood of the
Champion Trees as a function of its size. The model chosen using SMC is marked
with a red circle and the corresponding context tree is plotted in the second row.
The value of the BIC constant corresponding to the selected model is also shown in
the plot. For all the strategies, the model estimated from the data using the tunning
procedure matches the context tree used to simulate the goalkeeper responses.
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Fig. 2 Tunning of the bic penalization constant for the model selection done with the data
generated using a) strategy 1 b) strategy 2 and c) strategy 3. The firs row shows plots of the
logarithm of the likelihood vs. the number of contexts for each model in the set of Champion
Trees. The red circle indicates the model chosen using SMC. The second row shows the context
tree corresponding to the chosen model.
The examples presented in this manuscript focus on model selection for se-
quences of random objects driven by context tree models, but the toolbox also
implements two model selection methods for context tree models. One based on
BIC [3] and other based on Rissanen algorithm [15]. In particular, for the selection
of the BIC constant, it is also implement the SMC (as originally proposed in [8]).
A tunning procedure based on Risk functions [1] is also included. The source code
shared on GitHub contains examples on this.
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5 Illustrative Example 2
In this section we present an example that is motivated by problems of structural
learning in neuroscience.
Humans are great at learning statistical regularities from sequences of stimuli.
Having learned patterns from the inflow of sensory information, one can predict
the upcoming stimuli to improve perception and decision making [16,14]. Under-
standing the capacity of the brain to learn statistical regularity from temporal
sequences has been the focus of several researches in neuroscience. The following
illustrative example addresses this issue.
Consider a sequence of auditory stimuli generated by a context tree model.
This sequence is presented to a volunteer while electroencephalographic (EEG)
signals are recorded from his scalp. In this framework, the conjecture that the
brain identifies statistical regularities from sequences of stimuli can be rephrased
by claiming that the brain identifies the context tree used to generate the sequence
of auditory stimuli. If this is the case, a signature of the context tree should
be encoded in the brain activity. The question is whether this signature can be
identified in the EEG data recorded during the experiment.
The auditory units used as stimuli are either strong beats, weak beats or silent
units, represented by symbols 2, 1 and 0 respectively. The statistical regularity
encoded in the sequences of stimuli can be informally described as follows. Start
with the deterministic sequence
2 1 1 2 1 1 2 1 1 2 1 1 2 . . .
then replace each weak beat (symbol 1) by a silent unit (symbol 0) with small
probability, say 0.2, in an independent way. An example of a sequence produced
in this way would be
2 1 1 2 0 1 2 1 1 2 0 0 2 . . . .
This stochastic chain constitutes a context tree model compatible with the context
tree and the family of transition probabilities shown in Figure 3.
00 10 20 01 11 21
2
context w p(0|w) p(1|w) p(2|w)
2 0.2 0.8 0
21 0.2 0.8 0
20 0.2 0.8 0
11 0 0 1
10 0 0 1
01 0 0 1
00 0 0 1
Fig. 3 Graphical representation of the context tree and the transition probabilities associated
to the contexts.
To obtained a context tree from the EEG data the statistical model selection
procedure for sequences of random objects driven by context tree model introduced
for the functional case is employed. This procedure is applied separately to each
participant data. Participants are not exposed exactly to the same sequence of
stimuli, but different realizations of the same context tree model.
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This illustrative example presents a tiny part of a wider experimental protocol
introduced in [13]. The experimental protocol includes 19 participants, two dif-
ferent context tree models to generate the sequences of stimuli and 18 electrodes
in which the EEG data is recorded. Here, we will consider only the EEG signals
recorded in one electrode for 3 participants.
We start by exemplifying how to generate sequences of stimuli of length 800
using the context tree model of Figure 3.
% number of volunteers
n_volunteers = 3;
% context tree model definition
A = [0,1,2]; % alphabet
tau = {[0,0],[1,0],[2,0],[0,1],[1 1],[2,1],2}; % context tree
p = [0, 0, 1 ; 0, 0, 1; 0.2, 0.8, 0; 0, 0, 1; 0, 0, 1; 0.2, 0.8, 0; 0.2, 0.8,
0]; % transition probabilities
% length of the sequences of stimuli
seq_length = 800;
% matrix X of 3x800 containing on each row a sequence of stimuli
Xdata = zeros(3,800);
for v = 1 : n_volunteers
Xdata(v,:) = generatesampleCTM(tau, p, A, seq_length);
end
In the following we load the EEG data recorded from a frontal electrode (FP1)
for 3 participants as well as the sequences of stimuli the participants were exposed
to. This EEG data is already pre-processed and segmented. The details are omitted
because are out of the scope of this article.
% load EEG data and stimuli sequence for each volunteer
names_volunteer = {’V05’, ’V06’, ’V08’};
X = []; % stimuli sequences of each volunteer
Y = cell(1,3); % response sequences of each volunteer
for v = 1 : n_volunteers
% load stimuli data
vname_i = [names_volunteer{v} ’_stimuli’];
x = load(vname_i);
x = x.(vname_i);
X = [X; x];
% load response data
vname_r = [names_volunteer{v} ’_response’];
y = load(vname_r);
y = y.(vname_r);
Y{v} = y;
end
% part of the sequence of stimuli and the corresponding EEG chunks for volunteer
V05
figure;
id_cols = 88:96;
for i = 1 : 9
% plot the stimuli
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ax = subplot(2, 9, i);
text(0.5, 0.5, num2str(X(1, id_cols(i))), ’FontSize’, 20);
set( ax, ’visible’, ’off’)
% plot the EEG chunk
ax = subplot(2, 9, 9+i);
plot(Y{1}(:, id_cols(i)));
set( ax, ’visible’, ’off’)
xlim([0 115])
end
Figure 4 shows some elements of the sequence of stimuli and the corresponding
EEG chunks for the first volunteer.
2 1 0 2 1 1 2 0 0
Fig. 4 Symbols in the sequence of stimuli and their corresponding EEG chunks for participant
V05.
We are now ready to invoke the model selection functions. The values of the
parameters required by this function are specified in the source code.
% model selection algorithm on the data of each volunteer
nBM = 1000;
Alpha = 0.05;
Beta = 0.05;
rng(1); tree_v05 = estimate_functionalSeqRoCTM(X(1,:), Y{1}, A, 3, nBM, Alpha,
Beta, 0);
rng(1); tree_v06 = estimate_functionalSeqRoCTM(X(2,:), Y{2}, A, 3, nBM, Alpha,
Beta, 0);
rng(1); tree_v08 = estimate_functionalSeqRoCTM(X(3,:), Y{3}, A, 3, nBM, Alpha,
Beta, 0);
% draw the results
figure
subplot(1,3,1)
draw_contexttree(tree_v05, A, [1 0 0], 3);
subplot(1,3,2)
draw_contexttree(tree_v06, A, [0 1 0], 3);
subplot(1,3,3)
draw_contexttree(tree_v08, A, [0 0 1], 3);
Figure 5 shows the context tree retrieved from the EEG data of each partici-
pant.
It can be seen that for one of the participants the retrieved context tree is the
same that the one generating the sequence of stimuli. For the other two partici-
pants, the recovered tree differs from the stimuli tree by one branch. More details
on the discussion about this kind of experiment can be found in [13].
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Fig. 5 Context tree retrieved for each participant.
6 Conclusions
This paper introduces the Matlab SeqROCTM toolbox aimed to do model selection
in a new class of stochastic process, namely, sequences of random objects driven
by context tree models. This is a new mathematical framework that finds nice
applications in several scientific fields such as neuroscience, linguistic, genetics.
We have described the main functionalities of the toolbox and we give examples
of how to use it.
Further extensions are planned in order to solve some limitations of the current
version, e.g., greater flexibility when defining the alphabet, tuning of the hyper-
parameters based on Risk functions for SeqROCTM.
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