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ABSTRACT 
Object recognition can be abstractedly viewed as a two-stage process. The features learning 
stage selects key information that can represent the input image in a compact, robust, and 
discriminative manner in some feature space. Then the classification stage learns the rules to 
differentiate object classes based on the representations of their images in feature space. 
Consequently, if the first stage can produce a highly separable features set, simple and cost-
effective classifiers can be used to make the recognition system more applicable in practice. 
Features, or representations, used to be engineered manually with different assumptions about 
the data population to limit the complexity in a manageable range. As more practical problems 
are tackled, those assumptions are no longer valid, and so are the representations built on them. 
More parameters and test cases have to be considered in those new challenges, that causes 
manual engineering to become too complicated. Machine learning approaches ease those 
difficulties by allowing computer to learn to identify the appropriate representation 
automatically. As the number of parameters increases with the divergence of data, it is always 
beneficial to eliminate irrelevant information from input data to reduce the complexity of 
learning. Chapter 3 of the thesis reports the study case where removal of colour leads to an 
improvement in recognition accuracy. 
Deep learning appears to be a very strong representation learner with new achievements 
coming in monthly basic. While training the phase of deep structures requires huge amount of 
data, tremendous calculation, and careful calibration, the inferencing phase is affordable and 
straightforward. Utilizing knowledge in trained deep networks is therefore promising for 
efficient feature extraction in smaller systems. Many approaches have been proposed under the 
name of “transfer learning”, aimed to take advantage of that “deep knowledge”. However, the 
results achieved so far could be classified as a learning room for improvement. Chapter 4 
presents a new method to utilize a trained deep convolutional structure as a feature extractor 
and achieved state-of-the-art accuracy on the Washington RGBD dataset.  
Despite some good results, the potential of transfer learning is just barely exploited. On one 
hand, a dimensionality reduction can be used to make the deep neural network representation 
even more computationally efficient and allow a wider range of use cases. Inspired by the 
structure of the network itself, a new random orthogonal projection method for the 
dimensionality reduction is presented in the first half of Chapter 5. The t-SNE mimicking 
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neural network for low-dimensional embedding is also discussed in this part with promising 
results.  
In another approach, feature encoding can be used to improve deep neural network features for 
classification applications. Thanks to the spatially organized structure, deep neural network 
features can be considered as local image descriptors, and thus the traditional feature encoding 
approaches such as the Fisher vector can be applied to improve those features. This method 
combines the advantages of both discriminative learning and generative learning to boost the 
features performance in difficult scenarios such as when data is noisy or incomplete. The 
problem of high dimensionality in deep neural network features is alleviated with the use of 
the Fisher vector based on sparse coding, where infinite number of Gaussian mixtures was used 
to model the feature space. In the second half of Chapter 5, the regularized Fisher encoding 
was shown to be effective in improving classification results on difficult classes. Also, the low-
cost incremental k-means learning was shown to be a potential dictionary learning approach 
that can be used to replace the slow and computationally expensive sparse coding method. 
  
 3 
 
 INTRODUCTION 
1.1  PREVIEW 
Object recognition is one of the key areas in computer vision, which aims to help computer to 
see the world in a way similar to the capability of a human. Consequentially, the design of a 
computer object recognition system bears much resemblance to the biological structure of the 
visual system. In a human, the snapshot of the world starts at the reception layer of the human 
visual system in the retina, which consists of millions of photoreceptor cells, each converting 
light intensity into neural signals to be sent to higher layers [1]. Correspondingly, the first visual 
reception layer for a computer is the image sensor, which comprises millions of pixels 
performing a similar function to the photoreceptor cells on the retina. In both regimes, a 
moment of the world is represented by a set of a very lager number of points arranged in a 
spatial order, each containing information about the light intensity exposed at the respective 
small local region.  
At the end of the visual system, in almost any circumstance, a human can simultaneously 
extract a lot of useful information about the world being seen, including which objects are 
present. The target for computer vision is to build a similar function on a computer to make it 
do object recognition. Unfortunately, human knowledge about the brain is also very limited. 
Therefore, for computer vision, the scope of useful information has to be limited for each target 
application. On one hand this is to reduce the computational complexity, and on the other hand, 
to keep a clear and tractable application design. Nevertheless, in both scenarios, the vision 
system needs to extract the key image descriptors,e.g. an object label, a colour profile, a 
posture, etc. This amount of information is extremely small compared to the set of pixels at the 
starting point. Intuitively, in the process of recognition, the task of either human visual system 
or the computer involves reducing the amount of information. Reduction always involves loss, 
so the question is how to make the loss selective, while presenting the remaining data in a 
consistently useful way.  
1.2  BACKGROUND AND PROBLEM STATEMENT 
Visual object recognition has been around for more than 50 years, been through many turn 
overs [2]. The diversity of recognition methods is large, but in the coarse view, they all follow 
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a similar pipeline structure as shown in Figure 1.1. The feature learning phase identifies the 
representative information (features) from input images to form a new representation which 
best separates the object classes. This stage could be subdivided into a feature extraction step, 
that identifies important image information, and an optional feature encoding step, that 
transforms the identified information in a more efficient way. The classification phase 
hypothesizes the object models in the feature space and defines the hyper plains to separate 
them. Together, if the feature learning phase can form a good representation for the image 
which highlighted the discriminative features, then the task for the classification phase will be 
easy. In turn, the overall efficiency is largely dependent on the efficiency of the first stage.  
 
Figure 1.1 - A typical recognition system [3]. 
There has been a large number of different approaches to extract key information from image 
targeting object recognition, ranging from manual design to automatic learning. However, the 
performance of deep learning approaches, which started in 2011 had surpassed all previous 
methods and continuously set new records in different classification tasks. In particular, deep 
neural networks have been shown to be able to pick up the most relevant details that benefit 
the target application, while maintaining a great extent of invariance and robustness thanks to 
the power of back propagation that passes down the system error to every processing stage and 
allows for the finest adjustments. Deep neural networks excel in large scale visual tasks. In 
addition, it has also shown to have a great generalization capability to transfer from one domain 
to the other. The power of deep learning is reinforced daily with the development of new 
dedicated high-performance hardware. However, on the down side, that dedicated hardware is 
an obstacle that restricts the use of deep learning in many applications. More than that, a deep 
neural network requires a very large amount of training data, that may be not available in many 
cases. In turn, a new trend is to utilize pre-trained deep models to improve recognition in 
smaller application spaces. Fine tuning the network parameters with small adjustment steps is 
a popular choice to adapt the network to a new distribution. However, such approaches have 
not shown much improvement due to the limitation of training data.  
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There are mainly two regimes of methods for classification problems, discriminative 
approaches and generative approaches. Discriminative approaches try to model the conditional 
probability  ( 	|	 ) of the output provided the input, while the generative approaches model 
the joint probability  ( ,  ) of the input and the output. In simple terms, if the task is to 
differentiate a car and a motorbike, then the discriminative approach tries to find the details 
that exist on one type of the object but not on the other, e.g. a car has 4 wheels, but a bike only 
has two. Our capability to imagine the occluded part of an object in an image is  an example of 
generative learning, where we use the pre-learned model of the object to supplement 
information about the missing pieces. Contrarily, generative approaches try to model what the 
car looks like and what the motorbike looks like. Consequently, discriminative approaches 
need to process a smaller amount of information and can make more aggressive assumptions 
on the data. This possibly explains the preference of the research community toward 
discriminative approaches, and to explain why they are more efficient. However, generative 
approaches hold the potential to deal better with incomplete data, where some details are not 
available for discriminative approaches to work. In fact, all images of objects are incomplete 
in general due to the loss occurring when projecting a 3D object onto a 2D plane of the camera 
sensor. Therefore, a sustainable image representation is expected to take advantage of both of 
those regimes.   
In small-scale settings, apart from the recognition accuracy, the computational cost and 
memory footprint may be more relevant. These concerns can be addressed by reducing 
irrelevant information from the image representation. There are many techniques available for 
dimensionality reduction, but they were designed for general purpose data, and may not be the 
optimal choice for deep image features. As deep neural networks for large scale object 
recognition all have similar structure in general, it is expected that image features extracted by 
these networks have some generic properties that one can exploit to simplify the post extraction 
processing, including dimensionality reduction. In addition, by using deep neural network 
features, one is ready with a clean and compact set of image information for the discrimination 
purpose. The remaining task is how to handle these features in a cost-effective way while 
preserving and possibly enhancing the classification result on the target domain. As a result, 
this thesis will investigate the use of deep neural network features in different settings and 
explores the potential of improving these features using traditional techniques with the aid of 
human knowledge.  
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1.3  THESIS AIM 
The thesis aim is to optimize an image object recognition system based on the deep neural 
network features to achieve high classification accuracy, and low computational and data 
requirements. In order to achieve these goals, the thesis investigates two types of object 
recognition methods. The first method is where the objective is to achieve a low computational 
cost, and the second method is where, the objective is to achieve a high classification accuracy. 
To achieve a low computational cost, research is conducted to find an appropriate 
transformation that will map deep neural network features to a lower dimensional space using 
low computational cost transformation techniques. To achieve a high recognition accuracy, this 
study investigates subspaces and new representations that allow for the efficient separation of 
the object classes while keeping the cost within prescribed limits.  
1.4  THESIS RESEARCH QUESTIONS 
1. Does retaining more information from an object image improve the recognition accuracy? 
How to determine which information is relevant? 
2. How to learn a large dictionary of objects represented by high dimensionality data? Is there 
an alternative that surpasses the k-means technique in both processing speed and 
discriminative power? 
3. Which properties of deep neural networks can be exploited to improve the efficiency of 
object recognition based on the network activation features? 
4. How can the power of the discriminative learning and the generative learning approaches 
be combined to improve the quality of the object recognition features? 
1.5  THESIS SCOPE 
This research focuses on improving the feature extraction stage of the object recognition 
systems. While multiple means can be used to present an image object, the topics discussed in 
this research are only concerned with the recognition of object labels in 2D static images. Multi-
modal recognition such as 3D representations, depth masks and thermal maps are not 
considered.  
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This thesis investigates image object recognition methods in cases where both, the amount of 
training images and the computational resources are limited. The research presented in this 
thesis is not aimed as designing a universal state-of-the art recognition algorithm applicable to 
an arbitrary input domain. Instead, the focus is to utilize recent advancements in the large-scale 
recognition technology to improve the recognition performance in an application involving 
relatively small numbers (no more than a few hundreds) of classes.  Such applications are 
typical in many fabrication, sorting, storage and retail processes.  
There is a large research overlap between object localization (determining the location of a 
given object in an image) and object recognition (assigning a label to the object depicted by an 
image) tasks. The research presented in this thesis is only concerned with the object recognition 
task.  
1.6  THESIS CONTRIBUTIONS 
This thesis describes a number of original methods and experiments designed and conducted 
by the author. The main contributions of the thesis can be summarized as follows:  
 Providing a comprehensive and self-contained literature review of computer visual object 
recognition research. The review is focused on very recent deep learning techniques and 
the transfer approaches to apply deep learning in small scale applications. 
 Investigating the differences between image object recognition based on gray-scale images 
and object recognition based on colour images. Proposing a number of useful practical 
enhancements to improve the recognition accuracy, while keeping the computational cost 
low when using gray-scale images as input to the object recognition pipeline.  
 Proposing a new low computational- and low data-cost image object recognition approach, 
that utilizes a pre-trained deep neural network to generate activation features and a random 
recursive network to optimize these features before using them to train the classifier for 
object recognition.  
 Proposing a new computationally efficient feature dimensionality reduction method using 
randomization inspired by the deep neural network properties.  
 Proposing a new high-accuracy hybrid discriminative-generative feature encoding method 
to enhance deep neural network features.  
 Proposing a new low-cost dictionary learning for high dimensional data with the potential 
to be used for encoding deep neural network features.  
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1.7  THESIS STRUCTURE 
This thesis consists of six chapters, which discuss the research context of the visual object 
recognition field and the experiments conducted by the author in order to provide answers to 
the abovementioned research questions.  The thesis is organized as follows: 
Chapter 1 describes the research background and the research problem. This is followed by 
the thesis aims, research questions, thesis scope, thesis contributions and the thesis structure. 
Chapter 2 provides an overview of the visual object recognition literature. It discusses the 
advantages and limitations of the existing techniques and identifies research gaps addressed in 
the thesis.  
Chapter 3 describes an experiment where the author compares the object recognition based on 
gray-scale images against the object recognition based on colour images.  The results show that 
in specific settings, the application of the gray-scale images significantly improves the 
recognition accuracy compared to the approach with colour images, with a lower computational 
cost.  
Chapter 4 describes a low computational cost approach using a recursive random network to 
optimize the deep neural network features. The experimental results show that this relatively 
simple and low-cost approach produces very good image object representations and achieves 
state-of-the-art recognition accuracy performance on the Washington RGBD dataset.  
Chapter 5 describes two further approaches proposed by the author with the aim to achieve 
either low computational cost, or better recognition accuracy. Both methods are applied on the 
deep neural network features. To achieve low computational cost, a simple yet effective feature 
dimensionality reduction method is proposed. This approach uses randomization inspired by 
the deep neural network properties, and as such it is shown to work better than other 
randomized alternatives at a similar computational cost. To achieve better recognition 
accuracy, a hybrid discriminative-generative feature encoding method is proposed to enhance 
the deep neural network features. The test results show that this method achieves good overall 
accuracy while being more robust to noise compared to other methods.  
Chapter 6 concludes the thesis. Thesis findings are summarized in the context of the initial 
research questions. Thesis limitations and potential future research directions are also outlined.   
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 LITERATURE REVIEW 
2.1  PREVIEW 
This chapter provides an overview of the visual object recognition literature, discusses the 
advantages and limitations of the existing techniques, and identifies research gaps addressed 
by this thesis.  
Visual understanding is the key factor for a human to interact with the surrounding world. A 
big part of that understanding is the capability to identify objects. In turn, there is a great interest 
to equip computers with a similar ability. Knowledge in mathematics and neuroscience is 
utilized the most in converting images from pixel space to feature space that better reveals the 
identification of objects. Along that journey so far, various approaches had been proposed, and 
various test cases were also built to test those inventions. It turns out that the most successful 
model to date is the one that mostly resemblesthe structure of the human brain itself.  
2.2  OBJECT RECOGNITION PIPELINE 
Animals are gifted with the ability to sense the world through the visual system, which provides 
the most complete description about the physical matter of their surroundings at every moment. 
Humans, in turn have utilized that gift to the largest extent that contributed to development of 
civilization. Visual cognition consists of multiple parts, and recognition is one of the most 
important branches. The ability to identify different objects is a fundamental need for humans 
to interact with the world. With advancement of technology, it is expected that machines can 
be used to replace humans in many scenarios. As a result, it is necessary to equip machines 
with the capability to identify different objects using visual means or expressing in technical 
term the capability to do visual object recognition.  
The visual system in humans contains several parts. Information starts being collected at the 
densely distributed photoreceptor cells in the retina of the eyes, passing through multiple parts 
of the visual cortex in the brain with hundreds of millions of neural cells connected [4] and 
being converted into cognitive information that describes the scene in sight [5]. It is not clearly 
understood by neuroscientists how the brain works, but it is clear that our brain has ability to 
extract the critical details that explain the objects in order to identify them [6]. For example, to 
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differentiate a dog and a table, we immediately know that the dog may be furry, but the table 
is not. We can convert a furry representation acquired by our eyes into the semantic 
representation of the animal, and we can also do the reversed process by imagining the 
appearance of a dog when being fed by just the word “dog”. We want to train the machine for 
similar capabilities. We want them to be able to pick out the key information from some input. 
We want them to learn rules on those key details to decide whether a certain kind of object is 
present. Sometimes, we also want the computer to model the appearance of the object such that 
it can visualize the object provided by some high-level semantic stimuli. In formal terms, we 
identify key information through a feature extraction process, we learn decision rules by 
training classifiers, and we hypothesize the objects by learning generative models.  
Visual object recognition on computers deals with images. On digital cameras, images are 
captured by a sensor with millions of pixels, which is a resemblance of the retinal 
photoreceptors in our eyes. In the past, with black-white images, each pixel was expressed as 
a single number. However, today cameras with colours required at least 3 numbers per pixel, 
such as the example shown in Figure 2.1. Sometimes, with extra modality such as depth, 
thermality, more numbers are needed to depict the image value at each location. This results in 
a very large representation for each snapshot, which makes it very difficult to learn the rule to 
separate different images. The first step in doing recognition on computers is thus to compress 
the information for tractable processing.  
 
Figure 2.1 - Representation of a digital image. 
In reality, objects are rarely placed in an isolated scene. In other words, an image of an object 
usually contains other objects and a background. In digital representation, every pixel in an 
image is just a set of numbers, therefore there is no known way to teach a computer to focus 
just on the object and ignore the other elements. That application specific “attention” will be 
another target for the computer to learn in doing object recognition. It means that the 
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recognition system has to learn to select the important information of the image and remove 
the irrelevant information with respect to the aimed object recognition task. In short, that 
information must be representative of one kind of object but not to all other kinds.  
In addition, most objects in general are 3-dimensional (3D) structures. In contrast, most images 
captured by digital cameras are 2-dimensional representations. The process to convert from a 
3D space data point into a 2D image is always lossy, and thus every image is an incomplete 
representation of the object. Depend on the capturing condition such as lightning, viewing 
angle, motion speed, camera’s specifications, images of the same object can be very different 
compared to each other. Further, there is also the possibility for an object to be partially 
occluded by another object, or deformed by various external causes, which make the variance 
between images become even wider. Thus, the recognition system must be able to choose the 
information that is not dependent on those changes to allow for a robust and stable performance 
across different settings. In technical terms, this process is called invariance learning. 
 
Figure 2.2 - A toy example for classification; not linearly separable (left); and linearly 
separable (right). 
A conceptual object recognition process was shown in Figure 1.1. Suppose that all useful 
information had been collected through the feature extraction stage as described, then the 
remaining step is classification, which is learning the rules to separate representation of 
different objects in the feature space and assigning the appropriate label for each cluster. A toy 
example for 2D data space is shown in Figure 2.2, where two categories of samples are to be 
classified. A simple line is enough to separate two sample sets in the right part of the figure, 
but a line is not enough to differentiate two sets in the left part of the figure. It is intuitively 
clear that a good feature extraction that produce a linearly separable feature space will benefit 
the recognition system significantly in both computational cost and performance. There are 
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two broad types of classifiers in literature, linear and non-linear. A linear classifier learns hyper 
planes to separate data classes. The non-linear classifier basically consists of a linear classifier 
and a mechanism to map data from original feature space into a new linearly separable space.  
Linear classifiers are significantly lower-cost to train and use. Therefore, it is always preferable 
to have a linearly separable the feature space. That is the utmost purpose of feature extraction 
stage and should be the main focus in doing computer object recognition.  
2.3  FEATURE EXTRACTION – THE ROAD TO MACHINE 
LEARNING 
2.3.1  PREPROCESSING AND GENERIC ENHANCEMENT 
Due to variance in capturing conditions, various irrelevant information can be incorporated into 
the image. Some of this redundancy can be easily removed with simple preprocessing 
techniques. An object of fixed size in reality can be captured with practically any size in images, 
thus the size is normally one part of redundancy. Resizing and warping expose the image to 
different resolutions in which different patterns can be revealed to alleviate the effect of 
physical size. For some algorithms such as neural networks, it is also necessary to have input 
images of fixed size. In many cases, the object of interest occupies only a small region on the 
image, thus cropping can reduce the effect of background information and irrelevant clutter 
and boost the feature quality. Multiple crops can be used to represent one input image, and the 
crop can be made either randomly or selectively [7].  
In addition, noise is another big issue in image processing as it distorts visual patterns in the 
image, such as edges, colours, and smoothness. It has been shown that adding some intentional 
noise can totally ruin the function of an algorithm [8]. The noise deposited from the capturing 
condition can be partially removed with simple techniques such Gaussian filtering and 
sharpness enhancement [9]. Normalization and centralization are also helpful in dealing with 
noise and variation. Images can be centralized by subtracting the expected value of the 
distribution, which is normally approximated as the mean image computed from selected 
samples. This centralization was shown to be very critical to many feature extraction 
approaches such as Principal Component Analysis (PCA) [10], Independent Component 
Analysis (ICA) [11], and neural networks [12].  
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Apart from enhancing image quality, preprocessing techniques also serve the purpose of 
enriching the training dataset and reducing variance. Normally, the more data, the better 
approximation can be guessed about the model. However, labeled data is difficult to collect, 
thus generating more data from the collected data is a big demand. To generate more data, 
multiple crops of the image with different settings of translation, scale and rotation can be used. 
Additionally, even though it is usually beneficial to reduce the effect of noise prevalent in the 
image, sometime adding noise to the image can help to improve the robustness of the 
algorithms. Noise can take on many different forms, including simple salt-and-pepper noise, 
topological distortion, or intensity jittering. Many of these techniques to generate more data 
had been used successfully in the training of AlexNet [13], which made the most important 
breakthrough in deep learning and image classification of this decade.  
Some generic data processing techniques can also be used effectively for images. Several 
dominant approaches such as L2-normalization and statistical whitening are listed in Table 2.1. 
L2-normalization equalizes all data vectors in Euclidean length, which provides a fair 
comparison for classification purposes. Also by equalizing the Euclidean length, the technique 
effectively reduce the dimension of the data space by 1, namely from D-dimensional space to 
(D-1)-dimensional space This technique is particularly useful in retouching image 
representation right before classification, and was shown to be able to improve the 
classification performance significantly [14]. If assuming that variance in data can be explained 
by a number of independent components, then a decorrelation process will try to find those 
components and express each of their contributions in the data through orthonormal projection. 
The PCA algorithm [10], which was popularly used for unsupervised dimensionality reduction, 
is a very well-known realization of this idea. As the decomposition is unsupervised, the 
decorrelated data retains the original significance of each component. However, for many tasks 
including classification, some minor variance can contribute a lot in differentiating data 
clusters. In the situation that the joint distribution of the data and its label is unknown, it is 
statistically safer to match the contribution of each independent component in the final 
representation. Whitening is the technical term for this process, where the variance in the 
direction of each component is scaled to be equal. The work in [15] clearly demonstrated the 
effect of whitening in object recognition, and one of my work also reassured this phenomenon 
[16]. 
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Table 2.1 - Popular preprocessing techniques. 
Technique Formula 
With   =   ( )  = 	   (1),… ,  ( ),… ,  ( )  ∈     are data vectors 
(observations) 
and   =   ( )  ∈    are the corresponding processed data vectors 
L2 
Normalization 
 ( ) = 	
 ( )
 ∑    
( )
 
 
 
   
 
Decorrelation Doing eigenvalue decomposition on the covariance matrix of X: 
   ( ) = 	
   
 
=        
Decorrelation transform:  ( ) =    ( )  
Statistical 
whitening 
Doing eigenvalue decomposition on the covariance matrix of X: 
   ( ) = 	
   
 
=        
Whitening transform:  ( ) =   	
 
    ( ) 
 
 
 
Figure 2.3 - Effects of popular enhancing techniques on data (visualized using random data 
generated by two Gaussians). 
Figure 2.3 visualizes effect of L2-normalization and whitening on data in 2-dimensional space, 
with the transformation of each data point shown in dotted line. Original data in the leftmost 
plot is randomly generated. The middle plot shows the L2-normalized data (in red), which 
located on a circle of unit radius around the origin. In high dimensional data, this unit circle is 
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converted into a hyper-sphere. The rightmost plot shows the whitened data (in purple), where 
the whole data set was projected onto orthogonal bases (equivalently rotated to be statistically 
independent) and scaled to have unit variance in each dimension.  
2.3.2  EVOLUTION OF OBJECT RECOGNITION FEATURES  
In the early days of computer vision, objects were assumed to consists of several atomic 
structures, e.g. cubes, cylinders, spheres, and researcher aimed to extract these 3D primitives 
from images for template matching [17], [18]. Surely it is difficult to use such blocks to 
represent arbitrary object, not to mention the infeasibility of inferring 3D structure of the object 
from 2D images.  
Considering objects in 2D images, assuming that colour images were not popular in the old 
days and the image quality was low, then the shape of the object should be the choice for 
representative features. The silhouette of the object is the first choice, which can be extracted 
using edge detecting algorithms such as presented in [9]. In many situations, edges are the 
dominant cues to be used for recognition such as the example presented in the MPEG7 dataset 
[19] and the MNIST dataset [20]. When the edge is long and continuous, such as a contour 
around the object, then many curve analysis algorithms can be used to study these edges, 
including Fourier transform based techniques [21], [22], [23], [24], affine invariant transforms 
[25], and curve fitting techniques [26], [27]. Nevertheless, objects are different not just in 
shape. A bed and a book may have the same shape of a rectangular cuboid, but they should not 
be assigned the same category. Therefore, the texture content of the object must also be 
considered. 
 
Figure 2.4 - Locality of texture in an image (sample from ImageNet [28]). 
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The distribution of texture in an object image is normally local and interrupted. For example, 
in a picture of a car, there are regions of glass texture on the windows, regions of painted metal 
texture on the body, and rubber texture on the wheels, not to mention a variety of other textures 
from background. It will be more convenient and efficient to divide the image into smaller 
patches to analyze these textures.  As can be seen in Figure 2.4, it would be much easier to 
describe the image as a combination of texture patches (yellow paint, transparent glass, black 
rubber, shiny metal) than to describe everything together in one descriptor.   
As inspired by neuroscience, a model for the operation of neural cells in the early stage of the 
visual cortex is presented in [29], popularized as the Gabor filter and was used very successfully 
as a texture analysis tool [30, 31]. These filters are normally applied densely and thoroughly 
on the image to record the response of local image patches to the filters. As there are various 
patterns in image patches, other types of filters are proposed such as Gaussian filters and 
Laplacian filter. One example also built filter banks utilizing the combined advantages from 
these filters and gained particular success in texture representation [32]. In a gray-scale image, 
the effect of applying those filters is to measure the change of intensity (also called gradient) 
in various directions and scale. On that trend, the very successful SIFT descriptor [33] was 
developed based on the scale-space difference-of-Gaussian, followed by many of its variants 
and enhancements [34, 35]. Later on, the use of SIFT was extended for colour images, where 
the image channels were considered separately, and descriptors were then computed on each 
channel accordingly [36, 37]. Usually, the Bag of Features (BoF) model [38] is used to 
concatenate these local descriptors into a global image representation for classification  
purpose.  
However, as the scale of object recognition systems became larger, the amount of data 
increased, and the range of objects boomed up, and these hand-crafted features gradually lost 
their appeal. Intuitively, the features to differentiate a dog and a chair cannot provide good 
performance when used to separate a dog and a cat, as the difference in texture between a dog 
and a cat is very subtle. Meanwhile, it would be impractical to manually engineer a dedicated 
feature for each kind of object. Consequently, methods to learn features from data is in demand 
to build application specific feature sets.  
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2.3.3  MACHINE LEARNING 
2.3.3.1  UNSUPERVISED LEARNING 
In the computer world, everything is expressed as sets of numbers and thus any object can be 
modeled as a sample in its data space. Without the loss of generality, assume that X =
 X( ), X( ), … , X( )  	 ∈   ×  is the collection of   data points sampled from a distribution	  
in  -dimension space. For the classification problem, if all X( ) belong to the same category, 
then they are expected to locate in a small proximity in the given space, surrounding a special 
point that defines the ideal representative sample of the group. For example, if the task is to 
differentiate 3 classes including chicken, dog and glass, then there should be a local region in 
some feature space for each of the three classes, as illustrated in in Figure 2.5. To make the 
clustering process semantic and consistent, each local region in the feature space must carry 
the essential information that defined the group, embedded as the feature values in the feature 
space. The main challenges are how to choose the feature space, how to learn those local 
regions, and how to efficiently represent data with respect to those learnt regions. 
 
Figure 2.5 - Example of expected clusters of object images (samples from ImageNet [28]). 
Unsupervised learning represents methods that let a computer automatically figure out the 
internal structure of data without using hints about the semantic meaning of the samples. 
Generally, image features, both local and global, can be considered as data points in a certain 
(usually high dimensionality) space. Unsupervised learning tries to model this space in term of 
a distribution in order to represent data efficiently and systematically.  
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Considering the data space as a multi-dimensional volume, one can start to slice it into blocks, 
search for meaningful blocks (usually with dense occurrence of samples), and group them 
together. The intuition behind the dense block search is that there is at least one cluster in 
(  − 1) dimension subspace associated with every cluster in   dimensions space.  CLIQUE 
[39] and DBSCAN [40] are two popularly used algorithms of this trend that had interested 
researchers for years. Many improved versions of these approaches were also developed [41, 
42]. A more complete review of clustering techniques can be found in [43, 44]. However, due 
to the intensive search, these approaches became intractable as the number of dimensions of 
data increases and many blocks tend to be involved in multiple different semantic groups. In 
addition, as data clusters in general are not in a well-defined shape to be constructed by these 
dense blocks, methods based on these blocks started to run out of fashion. 
If the data collection is considered as generated by a fixed cause under the effect of noise, then 
the Gaussian model is a simple, yet efficient mathematic expression to describe the data. In 
fact, it is widely known that most of the processes in nature and science generate data that 
converge one way or another into a normal distribution [45]. However, there is likely no 
evidence to show that the multi-dimensional data is governed by a single fixed cause, so a 
Gaussian mixture is more suitable to explain the data space in general. Accordingly, it has been 
claimed that a Gaussian Mixture can be used to model any data space up to arbitrary precision 
provided a large enough number of mixtures is used [46, 47]. This observation enables a 
versatile approach in space modeling that can be used for different kinds of data, including 
high dimensionality data such as image features.  
Suppose that the underlying distribution    is indeed a Gaussian one, then the probability 
density function for   is given in (2.1).  
p X( ) 	μ, Σ  =
1
(2π)
 
   	(det	(Σ))
 
  
	e
  
 
  
 ( )   
 
     ( )    
 (2.1) 
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Figure 2.6 - Visualization of a Gaussian 
distribution in 2-dimensional space. 
 
Figure 2.7 - Visualization of 3 Gaussian 
clusters (with different mean vectors and 
covariance matrices) in 2-dimensional 
space. 
Where the parameters to be learned (μ ∈     and Σ ∈   ×   ) are the mean vector and 
covariance matrix of the distribution  , respectively. The visualization of   is given in Figure 
2.6, in which samples drawn from the distribution circulate around the representative mean. In 
the scenarios of visual object recognition, this representation can be linked to the intuition that 
each image of an object contains the essential details that depict the model of the category (the 
mean), fused with some instance-wise variance (caused by noise, viewpoint, light and capturing 
condition) that deviates it from the ideal model.  For example, if the object to be modeled is a 
red rose, then one dimension could be the colour with the mean located at the red value, and 
the other dimension could be the shape with the mean showing a lot of curves. In that regard, 
the probability density function allows representing each data point as a probability of how 
likely it is a red rose via the projection of how red its colours is and how curved its texture is. 
The mean vector is an ideal model of the red rose, and the covariance matrix explains how 
different rose samples scatter around the mean in the colour-curviness feature space. 
Depending on application, each dimension of the feature space can be considered 
independently (diagonal covariance matrix) or jointly (full covariance matrix). 
In practice, there are usually many objects to be presented within one recognition system. 
Consequently, a natural intuition is to model the distribution using the mixture model of   
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Gaussian clusters (of different means and covariance matrices), each of them corresponding to 
one category. The visualization for a mixture of 3 clusters is shown in Figure 2.7. Usually, 
these clusters are learnt using the Expectation Maximization (EM) algorithm [48] that tries to 
maximize the likelihood of the data with respect to the proposed distribution model. Recently, 
there has been an increasing interest in using variational learning to estimate probabilistic 
models [49], [50], which has also been applied to learn Gaussian mixtures [51, 52]. 
Sometimes, considering only the mean is enough to represent the data. One very successful 
and cost saving variant of such approaches is the k-means approach. This method only 
considers variance but not the covariance of the independent variables, therefore it eliminated 
the needed computation cost to learn the covariance matrix. The objective function controlling 
the process of updating the cluster centroids is given in (2.2). 
ℒ =   		    X( ) − μ  
 ( )	∈	  
 
   
 (2.2) 
 
Each sample  ( ) will be hard assigned to one cluster 	   represented by the mean   . The most 
popular method to optimize the function in (2.2) is the Lloyd algorithm first published in [53], 
with some improved initialization introduced in [54]. Mathematically, k-means treat all 
dimensions in the space as equally important and tries to form clusters such that all members 
of each cluster are close to each other in the Euclidean distance metric. For complicatedly 
entangled distributions of clusters, an ensemble of k-means runs can be used to look at the same 
data from different angles, to figure out the pattern base on the co-occurrence matrix [55]. On 
the plus side, k-means requires relatively inexpensive computational cost. On the minus side, 
the hard assignment of each data point to exactly one centroid tends to reduce the effectiveness 
of the algorithm [56] compare to the soft assignment possessed by the Gaussian model. 
Additionally, the k-means method omits the dependency between the dimensions of data in 
each cluster, which may be important in some scenarios.  
If the feature is global, then the learnt model can be used directly as a classifier for the 
recognition purpose. However, as discussed previously, it is more convenient to extract features 
from local patches rather than the image as a whole. Consequently, the image will be described 
by a set of local descriptors. While the BoF model can be used to form a global descriptor for 
each image, it is usually helpful to do an additional step to encode these local features to gain 
various benefits, including compactness, sparsity, and discrimination.  
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Encoding in the Bag of Words model (BoW) involves expressing each data point using one 
anchor point and gathers all coded descriptors into a set for the global expression. The anchor 
points can be the centroids learnt by clustering algorithms, e.g. k-means or Gaussian Mixture 
Model. Most of the time, an anchor point is called a word, and thus the set of anchor points are 
referred to as a dictionary (or codebook). With   as the number of dimensions in data space 
and   as the number of anchor points in the codebook, depending on the application scenarios 
and computational budget, the dictionary can be under-complete (  <  ), complete (  =  ), 
or over-complete (  >  ). From neuroscience, it is widely agreed that V1 region in the visual 
cortex of our brains performs an operation similar to sparse coding using an over-complete 
dictionary [57] ,[58].   
Vector quantization is one of the simplest yet efficient coding schemes, which tries to express 
each data point as a scaled version of the closest word. The algorithm minimizes the objective 
function given in (2.3). 
ℒ =  X( ) − Bc  
 
   
 (2.3) 
Where    ∈  
  is the coding vector of sample  ( ),    is a one-out-of-K vector with only one 
non-zero component. Most of the time, the non-zero element has the value of 1. Practically, 
this is the nearest neighbour search problem, and thus it will not work well with clusters of 
large variance.  
Assigning each sample to exactly one code word is the weakness of vector quantization, thus 
a straight forward improvement is to encode each sample using multiple code words. If the 
whole dictionary is used, it is the original Gaussian Mixture Model. If a small number of code 
words is used, the approach is widely regarded as a sparse coding problem, which aims to 
minimize (2.4). (|ci|   represents the  -norm of vector ci) 
ℒ =  X( ) − Bc  
 
   
+ 	λ|c |    (2.4) 
In the sparse coding problem, vector    may contain a number of non-zero components, and 
that number is constrained by the sparsity regulation parameter  . There are many approaches 
to estimate the coding vectors     in (2.4), notably including the unconstrained feature-sign 
search algorithm proposed in [59] that alternatively learns both     and   ; and the locality 
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constrained linear coding algorithm introduced in [60] which bears the same intuition as the k-
nearest neighbour search [61].   
Apart from the centroid based methods, auto-encoders (auto-associators) were also used very 
successfully in encoding high dimensionality data points. The idea is to encode the data vector 
such that it can be reconstructed with least error compared to the original version [62], as 
visualized in Figure 2.8. In the many cases, the autoencoder can be implemented as a feed 
forward neural network and trained to minimize the Euclidian distance between the original 
input and the reconstructed input.  Normally, the encoded data vector is constrained to have 
shorter representation length compared to its original form in order to produce compact codes. 
However, there is also the case where the encoder expands the representation to show 
interesting patterns [63]. Other constraints, such as sparsity can also be used to acquire different 
useful characteristics for the output representation [64]. The Restricted Boltzmann Machine 
(RBM) is also a very successful implementation of the autoencoder idea [65], which became 
the construction block of the ground breaking Deep Belief Nets (DBNs) [66].  
 
 
Figure 2.8 - Conceptual idea of an autoencoder. 
Feature space can be made to represent the whole image (global feature) or a part of the image 
(local feature). As from the hand-crafted design, SIFT [33] and SURF [34] are examples of 
local descriptors as they only encode a small image patch in the representation. On the other 
hand, the HoG descriptor [67] is an example of a global feature. To perform recognition, the 
system usually needs the complete description of the object, then there is a need to convert a 
set of local descriptors into an object-wise representation. One of the simplest yet efficient 
approaches is to assign descriptors into clusters and count the frequency (histogram encoding), 
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as in the Bag of visual Words (BoW) model [38]. However, as BoW ignores the spatial 
information of the local descriptors, additional spatial pooling is normally required [68].  
The Fisher vector [69] is a much more elegant way to combine local features into global 
representation. In the Fisher vector approach, the local descriptors are assumed to be generated 
by a probabilistic model, and the method encodes data via the gradient of logarithmic 
probability versus each parameter used in the generative model. Based on the Fisher kernel, 
image representations with the Fisher vector, allows for performing of classification in kernel 
space using linear classifiers and eliminates the need of complicated kernel classifiers [70]. 
With   = {  ,   ,… ,   } as the set of   local descriptors extracted from an image and   ( ) 
is the probabilistic model that generated X, the gradient vector   
  is expressed in (2.5), and the 
Fisher vector   
   is described in (2.7) which was derived through the use of the Fisher 
Information Matrix    shown in (2.6). As analyzed in [71], the Fisher vector approach inherits 
advantages from many popular image coding approaches including BoW, VLAD [72], Super 
Vector [73], and Match Kernel [74]. 
  
  =
1
 
∇  log   ( ) 
(2.5) 
   =   ~  [∇  log   ( ) ∇  log   ( )′] 
(2.6) 
  
  =     
 			 ℎ   			   =   ′   (2.7) 
The Gaussian Mixture Model, as the universal estimator [75], is normally used as the 
generative model for Fisher encoding. The parametrized GMMs was also proposed to cope 
better with a high dimensionality dataspace [76], [77]. Before the boom of deep learning in 
recent years, the Fisher vector was one of the traditional feature coding methods that provided 
top performance in image recognition on hand-crafted features such as SIFT [71], [78]. 
Following the deep learning scheme, there is work to stack Fisher layers into deep structures 
which produced competitive and complementary results to neural network rivals [79]. 
However, the generic low dimensionality hand-crafted features were quickly overcome by the 
high dimensionality deep neural network features in multiple benchmarks, which pushed the 
Fisher encoding method out of preference. There were studies to apply Fisher encoding to deep 
neural network features [80], [81], but the improvement was marginal while the computational 
cost was increased tremendously.  
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Despite various successes, unsupervised learning cannot perform well in the situation where 
the images contain a lot of irrelevant information including background clutter, noise, and 
geometric distortion. As humans, we naturally have the capability to look at the whole picture 
and then focus on important image regions and discard the remaining information. However, 
current computer systems cannot use the same approach due to the overwhelming number of 
pixels contained in a high-resolution image. On large-scale images, all algorithms to date have 
to slice the image into patches and deal with them separately to make the computational cost 
affordable. Without the hint about which object is present in the image, it is almost impossible 
to tell the difference between visually similar patches of one image from the others [82]. The 
semantic details about the image have to be used to guide the learning process, and the 
approaches with the image label included are collectively assigned to the group of supervised 
learning.  
2.3.3.2  SUPERVISED LEARNING 
Regarding information theory, information is normally considered to be the details that are 
needed to reconstruct the signal [83]. While the idea is essentially for sending messages 
between terminals, it is not suited well to classification problems. For example, if the target 
purpose is to differentiate between a number of cars of the same model, then the information 
about the shape of the car is totally unnecessary, because they all look identical except possibly 
the number plate. Any effort to encode the shape will result in a waste of resources. Suppose 
that the input to be used for the classification system is the car image, then unsupervised 
learning may try to record every subtle difference between images for the main purpose of 
reconstructing the images with least error. On the other hand, the supervised learning for 
classification purpose will only focus on the details that have relation to the label of the image. 
This selective process reduces the amount of information to be considered, thus reducing the 
effects of irrelevant details, simplifying the system and cuting down the cost. In fact, all known 
classifiers have to rely on the label to figure out the decision hyper-planes to differentiate 
classes. The question to ask is where in the classification pipeline to start using the supervised 
learning, as the too early involvement may result in overfitting, and too late involvement may 
lead to an over complicated model.  
Clustering based approaches in unsupervised learning can be redesigned to involve the class 
labels. The simplest approach is to supervisedly prune the learnt visual words to reduce the 
dictionary size in the way such that the smallest amount of mutual information is removed [84], 
 25 
 
[85]. The other simple method is to learn one dictionary for each class using unsupervised 
learning algorithms [86]. Apparently, these methods cannot be used in applications with large 
numbers of classes due to prohibitive computational cost. The decades-old k-means algorithm 
was also redesigned for supervised learning in [87] using a kernel trick and support vector 
machine discrimination. Generally, these approaches are referred to together as supervised 
dictionary learning, which had been shown to be more efficient than unsupervised learning in 
digit and texture classification tasks [88], [89]. The work in [90] formalized supervised 
dictionary learning for a range of applications, including pattern recognition. A very detailed 
review of supervised dictionary learning can be found in [91]. Nevertheless, as the application 
size becomes larger, a bigger dictionary is needed. In turn, supervision at word level becomes 
difficult, unless there is a dedicated feature extraction method to constrains the image features 
into a compact space. Otherwise, supervision at image level is used.  
Assuming that we have a set of   data-label pairs  X( ), Y( )  (  = 1… ), where X( ) ∈    is 
the data vector and Y( )  is the corresponding label. The simplest method to extract the 
relationship between the feature vector and its label could be regression. Regression estimates 
the output as a function of input,  ( ) =    ( )  +   (where   is the function to be learnt and 
  is the error of the estimation). Linear regression assumes that   ( ) =	 ⊺  +   (where the 
weight   and input   are vectors in    and the bias   is a constant that is set to zero in many 
cases). For classification of image features, input  ( ) is a continuous variable, while the output 
 ( ) has categorical distribution, thus using linear regression involves mapping the output  ( ) 
back and forth between categorical distribution and continuous distribution, which is not 
efficient and normally violates the semantic meaning of the image. Therefore, logistic 
regression which supports discrete distributions is normally used for classification problems. 
Logistic regression assumes that  ( ) = 	
 
      
⊺  
 , which adds a nonlinearity stage into the 
output of the linear regression [92]. As noted from clustering approaches in unsupervised 
learning, soft assignment usually performs better than hard assignment, so does the softness 
added by the logistic function makes this type of regression superior than the linear regression. 
A variant of logistic regression, called softmax regression, is still used popularly for multiclass 
recognition. In softmax regression, one (simplified) logistic regression is associated to each 
class  , normalized against the sum of the output over all   available regressions to produce 
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the probabilistic prediction. The function to be learnt in softmax regression is   ( ) =
	
 
  
⊺
 
∑   
  
⊺
 
     
  
Humans and many other animals are very good at visual pattern recognition. Advancements in 
biology have shown that the visual cortex in our brain is responsible for visual analysis tasks, 
and it is composed of millions of neurons connected together in a layer-wise manner [1]. Thus, 
developing algorithms that imitate the brain’s structure is a reasonable intuition, which was 
first marked by the proposal of multi-layer perceptron (MLP) [12], [93]. However, the 
difficulties in training a multi-layer structure prevents the use of this approach in literature until 
the invention of the backpropagation method in [94]. Even then, the approach is struggles with 
the expensive computational demand in tuning the large number of weights in the network, not 
to mention the lack of labeled training data available to tune the seemingly overcomplicated 
model. LeCun’s proposal of the convolutional neuron is an extremely important invention in 
artificial neural network regime that significantly reduces the number of parameters to be 
trained in the network, allowing the method to be used in more practical applications in image 
processing. The idea was proven with the success of digit recognition in the MNIST data set 
[20], and is still the workhorse behind current neural networks. 
Following the MLP initiative, a neural network was designed to consist of neurons being 
connected together, which are usually aligned into layers. In computer vision on static images, 
networks are usually configured in such a way that information only flows in one direction 
from the input (images) to the output (decision: labels, segmentation, etc.), and thus the 
networks are referred as feedforward neural networks. The model of the neuron is inspired by 
the biological neurons in our brain and is expressed mathematically as in (2.8). Intuitively, each 
neuron provides a direction to look at the input domain, and a thus difference between input 
samples is characterized by the scalar resolute (projection) of the sample vectors onto the 
neuron’s weight vector, offset by a constant. Then, the nonlinearity is inserted by the squashing 
function	 ( )	that aims to improve the discriminativeness of the transformation. 
  =          
 
   
  +    
(2.8) 
There are many choices of squashing function, including the sigmoid, tanh, and ReLU 
functions. However, since the success of AlexNet, recent developments pay most attention to 
the ReLU function, as it is simple and fast to compute and alleviates the probability of the 
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gradient vanishing problem prevalent in training deep neural networks. The mathematic 
function of ReLU is  ( ) = max	( , 0) , which means that samples that produce negative 
projection results (after being offset by the bias   ) will be “discarded” from the calculation of 
the neuron. In short, with the ReLU function, each neuron investigates only one part of the 
feature set, in a 1-dimension data space. This configuration helps a neuron to avoid the 
overcomplicated distribution of its input data, while still being able to learn some meaningful 
vision at a part of the space. Figure 2.9 visualizes the transformation of data points (from blue 
asterisks into red dots) performed by a neuron with weight vector    points in the direction of 
the blue arrow, and bias   describes the offset of the discarded region above the zero level. The 
training process tunes the direction of the neuron in the way that the projection can show a 
meaningful pattern of data points in the active region (unshaded area). In short, despite the 
simple mathematic operation, the good training allows each neuron on its own to perform the 
feature extraction, outliers removal (samples in inactive region are discarded), and 
dimensionality reduction.  
 
Figure 2.9 – Visualizing the operation of a neuron in 2D space. 
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A deep neural network used in object recognition using static images is normally a feed-
forward neural network (FNN) with a number of layers stacked one over the other. While there 
are many applications that enjoy the advantages of deep neural networks, this thesis focuses on 
visual object recognition on static images only. Therefore, unless otherwise specified, the 
object recognition purpose is implied throughout this document. An illustration for the 
classification neural network is given in Figure 2.10, which describes the most popular 
structure of deep neural network that consists of several convolutional layers followed by a few 
fully connected layers, made popular by AlexNet in [13]. Intuitively, the convolutional layers 
progressively learn the local patterns in the image from the texture level to the abstracted level; 
then the fully connected layers collect all the local responses into a global representation, which 
can be used for classification purposes. This intuition is visualized beautifully in the study of 
Zeiler and Fergus [95], which is reproduced in Figure 2.11 .  
 
Figure 2.10 - A typical structure of a deep neural network for object recognition purpose. 
One of the attractive properties of the neural network is that it allows every neuron to take part 
directly in solving the problem. In the specific case of object recognition, the use of 
backpropagation transfers the classification error down to every neuron in the network, and 
thus every adjustment counts. In one way, it seems to complicate the system, but in another 
way, it allows using supervised information to fine-tune all parameters starting from the very 
first layer of the pipeline. At the very end of the network, the target is described by the loss 
(cost) function. There are many choices for loss function, including the squared error.  
However, in object recognition, the popular choice is the cross-entropy loss function, which is 
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given in  (2.9) where,   is number of training samples,   is the size of output vector (number 
of classes),     and     are respectively the ground truth output vector and the corresponding 
output vector of the network. In the definition of entropy,    
( )
 is the probability assigned by 
the network that the     input is classified as the     object. Therefore, the softmax function is 
usually involved to convert raw network output in to probability-like value, which is  
  
( )
= 	
 
  
 
( )
 
∑  
  
 
( )
  
   
 with   
( )
 as activation of      neuron in last layer when the network is 
stimulated by     input. 
ℒ = ℒ(  	,    )
 
   
=  −   
( )
log    
( )
 
   
 
 
   
 
(2.9) 
 
The boom of deep neural networks (deep learning) started in 2011 with the breakthrough in the 
ImageNet classification challenge [13] thanks to the combination of backpropagation, the 
convolutional neuron, the large labeled ImageNet dataset, and the high performance parallel 
processors (provided by the GPUs). There are still disadvantages with the neural network 
paradigm, however, many fixes have been proposed over the past ten years to ease these 
problems, which make deep neural networks the most successful method to be used in machine 
learning where visual object recognition is performed. 
As the deep neural network contains a lot of parameters, it requires a large amount of training 
data to make sure the model can generalize well to unseen samples rather than memorizing 
trained cases. The data need was first eased with the publication of the ImageNet data set in 
[28] where more than 1 million images were collected and categorized into classes in a 
WordNet structure. Since the release of the first version in 2011, the dataset is regularly updated 
with more images and has become the standard training and benchmarking resource for 
computer vision research. As of 2018, the number of images in this dataset has exceeded 14 
million and keeps updating [96]. Also, regarding the training data matter, given a large amount 
of training data, due to the computational resources limitation, the training algorithm cannot 
look at all training samples simultaneously. Therefore, only a small part of them (called mini-
batch) can be fed into the network in each training round in a process called stochastic 
optimization. These mini-batches cannot fully describe the properties of the underlying 
distribution, and thus makes training problems become more severe.  
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Figure 2.11 - Structure of ZF Net (top) and visualization of features learned by neurons in its 
layers in accordance with the input (bottom), reproduced from [95]. 
 
The large number of parameters in neural networks is the result of the dense connections 
between neurons. Practically, each connection requires 1 weight parameter, and each neuron 
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requires 1 extra bias parameter to handle the shift of the data cloud into the feature space. By 
default, each neuron is fed by all neurons from the previous layer (fully connected), resulting 
in a massive number of parameters to be learnt. Convolutional neural networks ease this 
problem by limiting the number of feeding neurons into small local group.  This approach has 
become standard since LeCun’s work in [97], and is to date used intensively in image 
processing up to date. Small convolutional receptive fields were shown to be more efficient 
than the large ones in exploring the image patterns and cutting the computational cost [15], 
[98], [95]. The Network in Network model [99] takes this trend to the extreme with a 1x1 
convolutional size, which significantly reduces the number of parameters to be learnt, and thus 
reduces the chance of overfitting. Intuitively, the 1x1 convolution acts like a location dependent 
dimensional reduction layer in feature space. Google LeNet adapted this minimal kernel size 
into its famous inception module that marked one of the biggest advancements in ImageNet 
visual tasks [100].  
Other attempts to improve generalization (reduce overfitting) includes work in initializing the 
network, performing regularization, and forwarding residual information across layers. 
Random values drawn from a Gaussian distribution of constant variance that used to be the 
popular choice to set up parameters for various data processing structures include the renowned 
AlexNet. In deep neural networks, due to the nonlinearity added in each layer and the different 
input sizes of neurons, the constant-variance assumption is gradually violated in later layers, 
which causes the learning process to be slow and inefficient. Although there are many data-
dependent initialization methods that had been proposed [101], [102], [103], the random-based 
Xavier initialization [104] is still the most widely used approach to kick off parameters in deep 
neural networks thanks to its simplicity and affordability. Along with the idea about the 
constant variance of weight values across layers, there was a proposal of Batch Normalization 
in [105], which aimed to minimize the effect of covariate shift (the slight differences from 
sample to sample). By normalizing and centralizing the output of each layer before feeding the 
next one, Batch Normalization eases the problem of “improper” initialization and allows for a 
much faster learning rate. This technique in turn became essential in training big networks 
where only small mini-batches can be used. 
Also, to combat overfitting, there is a simple technique to randomly deactivate several neurons 
during the training process, which is called dropout [106]. Intuitively, dropout make the 
network more dynamic and adaptive to changes in the input, which improves the stability in 
practical settings. Analytic explanations for dropout is not available, but it is widely agreed that 
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dropout improves generalization significantly [107], [108]. Before dropout, L1 and L2 
regularization were used as methods to prevent overfitting. Regularization is the term added to 
the objective function used to train the network. That term penalizes the large weight values, 
in turn encourages the neuron either to pay little attention to each of its inputs (L2-
regularization) or to pay attention to just a small subset of its inputs (L1-regularization) [109]. 
Suppose the targeted cost function is  ( ) then the regularization modifies this function with 
extra terms as shown in (2.10) and  (2.11) for the L2-norm and L1-norm, respectively. While 
regularization helps to prevent overfitting, adjusting the learning rate helps to improve the 
optimization outcome. A popular practice is to start the training with a large learning rate and 
then reduce the learning rate as the training gets closer to convergence. With the introduction 
of the adaptive learning rate in AdaGrad [110] and in the Adam [111], which takes the 
frequency of features into account in the update process, the problem with regularization and 
learning rate setting is simplified.  
   =  ( ) +
1
2
    
(2.10) 
   =  ( ) +  | | 
(2.11) 
 
As more data is becoming available, and more powerful computer hardware is being developed, 
deeper neural network models are proposed to capture higher levels of abstraction in data and 
improve their performance. AlexNet kicked off deep learning with just 8 layers, but recent 
designs have surpassed 100 layers, such as ResNet with 152 layers [112]. As the gradient of 
the loss function travels backward the network, the values were getting too small to be 
effective. This problem is well-known and called gradient vanishing. To make features in early 
layers count, He proposed to bypass the residual information from early layers to later ones 
and allow such a deep structure to be trainable [112]. This idea was further improved when 
applied successfully in Google’s Inception-ResNet network [113] and the most recent 
DenseNet [114]. Table 2.2 lists several notable deep neural networks that tailored the 
development of object recognition in this decade. It should be noted that Table 2.2 only enlists 
results with single-model evaluation of object recognition on the ImageNet dataset using 10 
crops (views) from each image. Using multiple network instances and data augmentation can 
increase recognition accuracy much further, for example 6 networks were combined in He’s 
work [107] to reduce recognition error from 5.7% to 4.9% and for the first time surpassed 
human performance in the top-5 classification error in ImageNet challenge. However, by using 
multiple network and image instances, these approaches also significantly increase the 
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computational cost and is thus excluded from the discussion for this study. Other than that, 
thanks to ideas in residual forwarding and network in network structures, deep neural networks 
can get bigger and deeper and more efficient without increasing the number of parameters to 
be learnt and the computational overhead to be processed.  
Table 2.2 - Summary of well-known deep neural networks in ImageNet recognition (10-crop, 
single-model evaluation). 
Network name Number of 
layers 
Number of 
parameters 
Top-5 error 
(%) 
Top 1 error 
(%) 
AlexNet [13] 8 61M 16.6 39.0 
ZFNet [95] 8 62.3M 16.5 38.4 
VGG-19 [115] 19 143.6M 7.4 24.6 
GoogleLeNet 
[100] 
22 6.8M 6.7 N/A 
Inception-v4 
[113] 
148 39.7M 5.0 20.0 
ResNet-50 [112] 50 25.6M 6.71 22.85 
ResNet-152 
[112] 
152 60.2M 5.71 21.43 
DenseNet-264 
[114] 
264 ~33M 5.29 20.80 
Human-level 
[116] 
N/A N/A 5.1 N/A 
 
It is also worth reemphasizing that deep neural networks were applied successfully in not only 
the object recognition area, but also in the expended machine learning field. Considering only 
the computer vision community, deep neural networks have stunned the ground with new 
records in almost every known benhcmark. Object detection and image segmentation 
performance is led by deep neural networks with a series of work on region-based 
convolutional neural networks (Regions with CNN features), including R-CNN [117], Fast R-
CNN [118], Faster R-CNN [119], Mask R-CNN [120]. In their series, the convolutional 
network is applied to propose the image regions for the decision of “object-ness” through heat 
map generation, which replaces the previously expensive sliding-window methods such as 
Selective Search [7]. More than that, some neural networks are even designed for tasks that 
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were almost impossible before, e.g. Generative Adversarial Networks (GAN) [121], composed 
of a pair of generative-discriminative sub-networks competing with each other. This design has 
made impressive breakthroughs in image generation, which can construct object images from 
text descriptions [122], [123], generate natural images from interactive drawing [124], translate 
images from instance to instance [125], or generate high resolution images from low solution 
ones [126].  
The superior performance of deep neural networks is undeniable. However, the requirements 
for large amounts of labeled training data and the highly expensive computational cost prevents 
the usage of deep neural networks in many circumstances. The main research trend aiming to 
solve the problem of the training data shortage is to use transfer learning [127], [128], where a 
part of the deep neural network trained on a large scale dataset is reused to extract features on 
for applications with limited data available. There are many feature extractor packages that 
have been published for this purpose, including DeCAF [14], OverFeat [129], CNN-
off_the_shelf [130], vlFeat [131] and Keras [132]. The utilization may also include fine-tuning 
the network parameters to adapt to the new distribution, or it may include further processing to 
improve generalization and performance. On the other hand, the problem of costly computation 
is relieved with the work on pruning, compressing, and quantizing previously trained networks 
[133], [134], [135]. Han’s work [136] took a further step by incorporating the compression 
stage into the training process which significantly reduced the computational cost on the two 
well-known AlexNet and VGG networks. Hardware providers like NVIDIA also produce 
dedicated hardware for inference purposes based on these pruned and quantized network 
designs [137]. These approaches can make the network runs faster, but generally do not help 
the network adapt to the tasks it had not been trained to perform. To make deep neural networks 
useful for small-scale applications, more work needs to be done in further processing the 
features extracted from layers of the pre-trained models. 
How neural networks work is still an unanswered question. The simple answer is that neural 
networks imitate the structure and operation of our brain [12]. However, the operation of the 
brain by itself is still a mystery. In image recognition, the capability of a deep neural network 
is usually described as the hierarchy of filters to learn patterns in images across multiple 
locations and scales [95]. It sounds intuitively right, but it is not an analytic explanation. Very 
recently, Tishby and his team proposed the theory of information bottleneck [138], [139] to 
explain the learning process of deep neural networks and received increasing attention. The 
core idea demonstrated in these publications is that deep neural networks learn by trying to 
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progressively compress the mutual information between the input and output while 
disregarding the irrelevant details away. One study on information flow in deep neural 
networks has praised a proof on the decreasing nature of entropy from the input layer to the 
output layer [140], which partly confirmed the validity of the bottleneck idea. Looking back to 
the illustration of the neuron in Figure 2.9, it can be seen that each neuron actually does 
compress data in its input space and remove the irrelevance, as described in the theory proposed 
by Tishby’s group. Although there are still some findings that put skepticism on the outcome 
of a deep neural network itself, such as its intriguing properties in close proximity around each 
input cluster [8], or on the recently proposed information bottleneck theory [141], the 
explanation based on the information bottleneck mentioned above should give useful insight 
into the operation of these deep structures and inspire ways to utilize deep networks features 
effectively.  
2.4  DIMENSIONALITY REDUCTION AND VISUALIZATION 
As discussed previously, image data is normally presented in a high dimensionality space. This 
poses difficulties to analyze and archive, which are normally termed under the name “curse of 
high dimensionality” [142]. Dimensionality reduction and low-dimensional visualization are 
essential for understanding and processing of this data. From that perspective, least knowledge 
about data is assumed for the dimensionality reduction algorithms, which in turn assigns them 
into the unsupervised learning field. Nevertheless, these algorithms were designed for generic 
data processing rather than targeting any particular application, therefore they are reviewed 
separately here in this section. 
Principal Component Analysis (PCA) [10] is one of the most popular dimensionality reduction 
methods so far, with many variants and extensions [143], [144], [145]. This method tries to 
find the directions of greatest variance in the data distribution, with the assumption of inter-
independency between them. In cases when dimensionality reduction is not necessary, PCA 
can be used to decorrelate data to make dimensions statistically independent from each other.  
Independent Component Analysis (ICA) [11] is another well-known dimensionality reduction 
method. Instead of finding the direction with large variance, ICA finds direction with least 
Gaussianity. In other words, ICA finds the directions by which the projection of the distribution 
on it is least likely to be a Gaussian distribution. It is widely agreed that the linear mixture of 
two random variables always tends to be more Gaussian and each of the original ones (central 
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limit theorem), therefore the directions found by ICA can be considered as the independent 
sources that may have generated the data. While components of PCA have to be mutually 
orthogonal, ICA does not require this restriction. 
Reduction of data dimensionality is not only useful for processing algorithms, it also benefits 
analysis particularly for the purpose of visualization. However, a human can visually 
understand mostly up to 3-dimensional space, while 2-dimensional representations are still 
preferable for display purposes. Overused dimensionality reduction methods to squeeze the 
data to 3D or 2D normally does not result in meaningful visualization. Therefore, it is necessary 
to have approaches dedicated for that application. In the image classification field, the class-
wise clustering is essential to show the quality of a feature set. t-SNE  [146], [147] can be 
considered as one of the most successful method serving this use. Before t-SNE, there were a 
range of approaches to visualizing data points in a high dimensionality space, including ISO-
map [148], Stochastic Neighbour Embedding [149] and Locally Linear Embedding [150], but 
these techniques usually results in the problem of crowded distribution around the origin. 
Recently, there is a new alternative to t-SNE called UMAP [151], based on topological 
approximation of the manifold, which was alleged to be superior to t-SNE in visualization, 
however there have been a limited verifications in the research community to confirm this 
claim.  
2.5  CLASSIFIERS 
Although the focus of this research is the feature learning phase, a brief review of popular 
classifiers is also provided.  
At the coarsest level, classifiers can be divided into two groups, linear and non-linear 
classifiers. Linear classifiers try to learn a set of hyperplanes to separate classes. Non-linear 
classifiers try to embed data into another space and learn the hyperplanes in that space. Simply 
put, a non-linear classifier is a linear classifier preceded by a stage of data mapping. That 
mapping step can be done explicitly (rarely used due to high computational cost) or implicitly 
(frequently used under the name “kernel trick”). Projecting back to the original space, non-
linear classifiers learn the hypersurfaces (curved) as decision boundaries. Non-linear classifiers 
are thus costlier but are not always guaranteed to perform better. Therefore, in most cases, the 
linear option is the preferable choice. 
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A parallel-piped classifier is a simple linear classifier that was used. This classifier segments 
the feature space into regions corresponding to each class and then positions the new 
observation into these regions for making decisions. The decision tree method [152] shares a 
similar idea to divide the feature space into regions, but takes into consideration the 
discriminative power of each dimension relative to the other. A more advanced classifier is the 
maximum likelihood classifier [153] which is based on the probabilistic distribution of classes. 
Observation will be assigned the label of the class with the highest corresponding probability 
at the observed value. A slightly different version is the minimum distance classifier where the 
label to be assigned is the class with the shortest distance to the observation under consideration 
[61]. The reference point to measure the distance can be the class centroid, or samples in the 
class. Multiple classifiers can be combined in boosting algorithms such as AdaBoost [154] to 
improve performance. These approaches are quite simple and fast, but they have struggled to 
deal with the large number of entangled categories to be classified. 
Support vector machine (SVM) is a type of classifier that made a breakthrough in object 
recognition.  The original idea of the SVM is to determine a hyperplane that separates two 
classes [155]. There are various methods to extend the use of this binary separator into a 
multiclass classifier [156]. The SVM used to be a strong candidate, but recently it seems to 
reach the limit and was overtaken by approaches using artificial neural networks. The neural 
network, which was inspired by a primate’s brain, comes about with the invention of the 
perceptron [93]. The idea was later strengthened with the adaption of backpropagation 
algorithm [94] and stochastic gradient descent (SGD) [157], [158], [159] to become a dominant 
approach which outperforms many other methods. Convolutional neural networks [160] reduce 
the computational cost versus fully connected neural networks thanks to the weight sharing 
scheme, which allows for the construction of multiple layers network structures. These deep 
neural networks equipped machine learning with the ability to learn spatial and high-level 
structures of the data tailored to the specific task, which made neural networks a leading 
approach in classification and recognition [13]. Despite the impressive performance on the 
recognition task achieved, the hardware cost for deep neural networks is expensive [107]. The 
network was built on multiple advanced GPUs with thousands of cores, which is impossible to 
be adapted on a conventional computer or embedded hardware in the foreseeable future.  In 
addition to the hardware cost, deep neural networks also have many other difficulties to resolve, 
such as overfitting and gradient vanishing [104]. It also requires a large amount of labelled 
training data, which is in many cases not available. 
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2.6  BENCHMARK DATASETS 
The dataset is also an important part in developing any new algorithm. There are multiple 
benchmark datasets and challenging datasets available to measure the efficiency of algorithms, 
and new datasets are being created to address new challenges. The MNIST dataset [20] is 
probably the most well-known entry level dataset for image classification problems, which 
contains thousands of images of hand written numbers. The classification performance of 
algorithms on MNIST has now exceeded the human level, and thus computer can be reliably 
used to process paper in the finance industry. When it came to object recognition in general, 
the objects’ shapes seem to be the first attention point. The MPEG7 shape dataset [19] is 
popularly used to assess shape-based recognizers. Other details such as colour and texture are 
also essential to differentiate objects. Therefore, along with the development of computational 
hardware, datasets of real-life objects were collected. The popular candidates include 
Caltech101 [161], Caltech256 [162], CIFAR-10 and CIFAR-100 [163].  Some datasets also 
include extra image clues to help the classification, such as depth map in RGB-D [164] and 
Sun-RGBD [165]. Each dataset has its own limitation, such as unbalanced class size, small 
number of training samples, too clean backgrounds, and thus later ones were proposed to 
improve the earlier datasets. Notably, there are several challenging datasets proposed and 
updated regularly to stretch ability of new algorithms such as, PASCAL VOC [166] and 
ImageNet [28]. In these challenging datasets, there may be more than one objects placed in 
real-life scenes with complex background and occlusion. With the popularity of deep learning 
in recent years, datasets like ImageNet became a vital source of training data for deep neural 
networks, while can also be used to enhance algorithms applied to other scenarios. Table 2.3 
lists several popular datasets being used in various domains of visual classification and 
segmentation research.  
Table 2.3 – Notable datasets available for research in visual object recognition and semantic 
image segmentation. 
Dataset No of images No of classes Description 
CamVid [167] >10 mins video 
>700 images 
32 Driving video with pixel level ground 
truth 
Pascal VOC [166] 11530 images 20 Real-life images with background 
NYUDv2 [168] 1449 894 (object) 
26 (scene) 
Indoor videos with pixel level ground 
truth (record by Kinect with depth map) 
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Dataset No of images No of classes Description 
Cityscapes [169] 5000  
(+20000 unlabeled) 
30 Street scene video with pixel level 
annotation 
Sun-RGBD [165] 10355 800 (object) 
47 (scene) 
Images for scene understanding with 3D 
bounding box and 2D polygon 
annotation. 
MS COCO [170] 328000 91 Large size real-life images with 
annotation for classification, detection, 
and segmentation. 
ADE20K [171] 22210 150 Wide range of scenes with pixel level 
annotation 
Caltech-UCSD 
Birds-200-2011 
[172] 
11,788 200 Images of bird species in real-life with 
annotation on part locations, attributes, 
and bounding box. 
CIFAR-10 [163] 60000 10 Small images of fixed size 32x32. 
Limited background 
CIFAR-100 [163] 60000 100  Similar to CIFAR-10, but object labels 
are also clustered into 20 super-classes. 
Washington RGB-
D [164] 
277140 51 Small size images of daily objects on 
round table, captured by Kinect with 
depth map. Both cropped versions and 
full versions available. 
COIL-20 [173] 1440 20 Gray-scale daily object images with 
black background. 
COIL-100 [174] 7200 100 Similar to COIL-20, but objects are 
captured in colour. 
ALOI [175] 110,250 1000 Small daily object images capture in 
various angle and lightning conditions on 
black background. Stereo images 
included. 
Caltech101 [161] 9144 101 Large size images, limited background, 
unbalanced class size. Annotation is 
available. 
Caltech256 [162] 30607 256 Improved version of Caltech101 with 
more images and slightly more balanced 
class size. 
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Dataset No of images No of classes Description 
SOIL-47 [176] 987 47 Small size images of objects: 
surrounding views, cluttered views, 
intensity variance, occlusion. Objects are 
in colour on black background. 
ImageNet [28] 14,197,122 21841 Large size objects images in real-life 
with cluttered background. There are 
images with multiple different object 
classes. Objects are organized in 
WordNet hierarchy. Sub-databases are 
normally used in competitions.  
MPEG7 [19] 1400 70 Medium size silhouette images of objects 
in black-white. 
MNIST [20] 70000 10 Small size handwriting digits in gray-
scale. 
FERET [177] 14126 1199 Medium size colour facial images. 
MIT Indoor [178] 15620 67 Medium size labeled scene images in 
colour. A subset is annotated for 
segmentation. 
Oxford Flower 
[179] 
8189 103 Large size flower images in colour 
limited area but cluttered content 
background.  Labels and segmentation 
masks are included. 
 
2.7  SUMMARY 
This chapter lists notable developments in object recognition using computer vison. Visual 
object recognition pipelines on computers can be coarsely illustrated as a 2-stage system, 
including feature learning and classification. In many cases, the linear classifiers are more 
preferable thanks to their low computational cost. Therefore, the overall efficiency of the 
recognition pipeline leans heavier on the feature learning stage.  
Depending on the application context, the development of image features ranges from simple 
curve models to image region-based models with support for various types of filter banks. Filter 
banks can be manually engineered or automatically learned from data, and the latter has been 
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taking more interest thanks to better performance. There is a clear tendency to stack layers of 
filtering into a hierarchy structure to capture patterns across multiple resolutions in the image. 
The most successful approach of such a trend could be the deep neural network, with 
outstanding performance demonstrated over different tasks and benchmarks.  
While training deep models is costly both in terms of data and computation, the pre-trained 
deep neural networks have shown to be transferable to different computer vision tasks and 
provided superior performance to traditional designs. In many applications, the limit of 
resources disallows training new deep neural networks, therefore, it is more feasible to try to 
tailor pre-trained models toward new scenarios for a better efficiency. Fine-tuning the pre-
trained network is a popular choice. Otherwise, statistical approaches such as mixture modeling 
and residual encoding were shown to be very promising.  
Last but not least, popular classifiers, benchmark datasets, and various enhancement techniques 
were also reviewed for a complete overview of the recognition pipeline.  
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 IMPACT OF COLOUR IN OBJECT 
RECOGNITION 
3.1  PREVIEW 
This chapter describes experiments where, object recognition based on gray-scale images is 
compared against the object recognition based on colour images.  The results show that in some 
specific settings, the application of the gray-scale images significantly improved the 
recognition accuracy compared to the colour images while requiring a much lower 
computational cost. Large parts of this chapter have been published in [180].  
3.2  EFFECT OF DISREGARDING COLOURS 
In practice, humans can do object recognition very accurately without the help of colours. For 
example, the objects in the COIL20 library (Figure 3.1) can be easily distinguished by almost 
any person in the world. Intuitively, the use of a certain object in daily life is more related to 
the object’s shape, display context and built material rather than the object’s colour. In many 
cases, e.g. baby’s toys, the colour can be arbitrary.  
The shape and texture can be described effectively with the light intensity reflected on the 
object surface. In other words, the gray-scale intensity is enough to express the shape and 
texture information of the object. In the computer world, a single number is enough to describe 
the intensity value at a specific point (pixel). Meanwhile, when colour is involved, triple the 
amount of data is needed to express the same object image compared to the gray-scale one. It 
is unclear whether this extra information will contribute to discriminatively explain object 
classes, but the obvious drawback is the increased requirement for computational power and 
data storage. 
Therefore, as an intuitive thought, it is reasonable to explore the effectiveness of object 
recognition on gray-scale images. Consequently, the main focus of this chapter is how to 
extract the gray-scale image features that represent the object. Then, the performance on object 
recognition on gray-scale images and RGB-colour images will be compared to get an insight 
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on the role of colours in this specific task. Much of content in this part has been published in a 
paper [180]. 
 
Figure 3.1 - COIL20 object library. 
3.2.1  THE EVOLUTION OF IMAGE FEATURES  
Early object recognition systems used binary images as input object representation. The most 
important information to look at is the shape of the object, which can be described by the 
silhouettes in the image. The MPEG7 [19] dataset is a popular dataset the represent objects 
using shape images. Algorithms to process the shape are thus strongly biased towards 
mathematical line fitting zone where each algorithm tries to model the curves surrounding the 
object boundary with some assumptions about the capturing condition. A few examples of this 
are the Fourier descriptor [22] and B-spline model [26].  
It is obvious that shape alone is not enough to differentiate objects. Under some circumstances, 
different objects, for example a laptop and a suitcase, may provide a similar outer shape in the 
image. And more importantly, shape can be deformed and distorted significantly due to the 
change in viewpoint and light direction. As a result, the popular assumption on affine and 
perspective invariance of techniques can easily be violated. Therefore, textures were involved 
to describe objects in an image as a set of image regions rather than just the boundary. The 
object is then expressed as a combination of many elements (features) rather than just an outer 
curve. The texture modality enabled various local descriptor based and parts based methods to 
emerge, such as the SIFT feature [33], or the constellation model in [181]. 
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Texture significantly enhanced the recognition, but then the question arises as to whether we 
should keep adding more and more modalities into the recognition system. The introduction of 
colour images led to a larger range of enhanced features [182], [37] taking advantage of the 
new colour coded information. Objects in the world are filled with colours, and it is quite simple 
to determine a colour of any pixel in an image, so colour could be a useful cue to distinguished 
objects. However, numbers and tests are needed to answer that question, and one first 
observation to be made is that colours are very much susceptible to noise, lighting conditions, 
and the quality of the capturing devices [183]. 
A similar example happened with the depth modality with the wide availability of low-cost 
depth sensors commercialized recently. The incorporation of depth information had improved 
the recognition accuracy by a remarkable measure [164], [108], but again it needs to be used 
with caution. Depth images provide extra cues to model the shapes in a particular “3-
dimensional” view which was shown to improve the recognition accuracy. However, the 
stability of the depth modality should be considered, as most depth sensors use infra-red 
projections, which depend heavily on lightning conditions and the physical properties of the 
object. Adding to that is the low availability of depth images in real-life situations will limit 
the use of systems with the depth modality embedded. 
The bottom line is still that the purpose of research in object recognition is to help a computer 
mimic a human’s capability built up through evolution. While a human in many cases can 
recognize objects easily without colour and depth, it is reasonably safe to assume that the 
importance of information is not just about quantity but also about the way we process it. We 
want to revise whether it always makes sense to add data such as colour into the application.  
3.2.2  IMAGE OBJECT CLASSIFICATION FRAMEWORK  
We should make a convention in using the term “object recognition”, as it will contributively 
describe the application of the system. Recognition, or classification, is the process to assign a 
label to some query object image based on knowledge learnt during the training phase. 
Classification, to the final stage, depends on the difference between classes, so the essential 
point is how to define a class. In some application, a class may contain many objects with 
similar shapes or uses, such as a set of “tables”. In some other application, a class may contain 
only very specifically identical elements, such as “red wooden tables”. There are also cases in 
between, but let us define the recognition conducted in the first case as extra-class recognition, 
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and define the latter as intra-class recognition. Consequently, in the extra-class recognition, 
considering colour may not be useful to distinguish between a table and an apple as both can 
be red.  
Experiments were conducted on Washington R-GBD dataset which consists of images of 51 
different household objects, captured on a turntable [164]. A class of object is defined as a 
subset of different object instances of the same type, with similar shape and texture but varied 
colours. With these settings, we want to verify the stated intuition about the contribution of 
colour data to the discrimination process.  
3.2.3  GRAY-SCALE FEATURE EXTRACTION 
The feature extraction method presented in this section consists of two main steps, a 
Convolutional Neural Network (CNN) to map an input image to a space of local features and 
a Recursive Neural Network (RNN) structure to subsequently reduce the dimensionality of 
these features through a random mapping process, which provides a more separable and 
compact representation for input into the classifier (Figure 3.2). 
3.2.3.1  SINGLE LAYER CONVOLUTIONAL FEATURE EXTRACTION 
Convolutional Neural Networks (CNNs), the engine that boost the recent developments in 
machine learning, are well known for being able to capture spatial patterns in images that are 
robust against shifts and distortion [158]. Compared to a fully connected neural network of 
similar size (number of nodes in the network), CNNs contain a much smaller number of 
parameters to be tuned. This advantage eases the process to train the network and reduces the 
computational complexity [160]. To be more specific, a node in a CNN layer only receives 
activations from a number of nodes within a small spatial proximity of the previous layer, 
which results in a much smaller number of connections to manage than the case of a fully 
connect network. The weights of connections are also shared for every node in each layer of 
the CNN, which allows for further reduction in the number of parameters. This sharing scheme 
also allows every node in a layer to play the role of each other and provides robustness against 
the translation and rotation of input images. Also thanks to this locality, features learned by 
each neuron capture the semantic meaning of local patches rather than the whole image. 
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Figure 3.2 - Convolutional-Recursive object recognition system. 
 The weighs are essentially the part that drives the efficiency of a CNN network. The weights 
can be trained online via methods such as gradient descent, which is usually used for large 
networks [13]. In this chapter, however, only one layer of CNN is used for an input image that 
is quite small. For this case, the gradient descent would be overdone and may also lead to 
potential problems of overfitting as amount of training data is small and too specific [184]. 
Instead, unsupervised learning is used to learn the low-level features from the unlabeled data. 
The pre-trained CNN weights set is called the filter bank in this section. This naming 
convention is consistent with popular filter banks such as the Gabor filter [185], where the 
filters will be applied convolutionally over the image. The bank in this chapter is provided by 
k-means clustering on a collection of 500000   ×   patches, randomly extracted from images 
in the dataset, similar to the work in [15] (  is the receptive field size of the CNN and is a 
constant). Before clustering, the mean patch and standard deviation of all the 500000 patches 
are computed and then used to normalize each patch against contrast and brightness variance. 
ICA whitening is also used to remove the local correlation of pixels in the neighbourhood [11]. 
The clustering process thus results in a bank of   filters (  is also a selected constant). 
Input images are scaled up to a fixed size equal to the input layer of the CNN [186]. The   
filters are programmed into the CNN layer to map the images into a feature space using 
receptive field size   ×   and stride 1. The output of the CNN is then average pooled to size 
  ×      ×      for each image, using a pooling region of 10×10 and stride 5 (Figure 3.2), 
where   and   respectively describe receptive field size and depth (number of levels) of the 
RNN. Values of these parameters are provided in experiment results section.  
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3.2.3.2  FEATURE TRANSFORM WITH RECURSIVE NEURAL NETWORK 
Randomly initialized RNNs [187] are used to recursively map the output of the CNN layer to 
a low-dimensional representation. The structure of an RNN is basically similar to a CNN, 
however with randomly initialized weights and non-overlapping receptive field. This makes 
the RNN much lower-cost than a CNN in terms of the computational requirements. The 
visualization of a CNN in comparison with an RNN is shown in Figure 3.3. Each RNN of 
receptive field of size   ×   and depth   maps the CNN output of size   ×      ×      into a 
vector of length  . For each RNN, the same set of weights W(  ×   ) is shared for all nodes. 
A    ℎ function given in (3.1) is used as a squash function for each node: 
  = tanh     
  
⋮
   
   				 ℎ   			 tanh( ) =
   −    
   +    
	 (3.1) 
where y denotes the output of each neuron, xi (i = 1 …   ) denotes the input of each neuron 
within a receptive field, and W denotes the weights set to be applied on the input. As each RNN 
produces a single output vector of length  , we need a number of RNN structures to build a 
reasonably sized feature for classification in the W-RGBD dataset. Consequently, there are   
independent RNNs similarly derived, and the complete final representation for each input 
image is a	  ×   matrix. In this work, we tested several values of   from 1 to 128. 
     
Figure 3.3 - Structure of Convolutional NN (left) and Recursive NN (right). 
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3.2.4  CLASSIFICATION 
The work in this chapter is strongly influenced by the work described in [186], thus to allow a 
valid comparison, relevant parameters are kept unchanged. In the implementation, the CNN 
layer is implemented with a receptive field size of 9 × 9 , stride 1, and each RNN is 
implemented with receptive field size of 3 × 3, stride 3 and 4 levels. The CNN input images 
were scaled to size 148 × 148, and the number of filters used for the CNN was   = 128. 
Two types of classifiers were investigated: an L-BFGS based [188] Softmax classifier, and a 
simple single layer feed forward neural network trained with scaled conjugate gradient [189]. 
The L-BFGS classifier was used for comparison with the work in [186]. However, L-BFGS is 
known to have scalability difficulties with large datasets due to the calculation of the Hessian 
matrix. Therefore, a simple neural network was also evaluated to test the extracted features. 
3.2.4.1  DATASET CONFIGURATION 
The proposed object classification approach was validated and tested using the Washington 
RGBD image dataset (W-RGBD) [164], which contained images of 300 different objects 
placed on a turntable, and captured from around 200 different views. Each object view was 
described by a set of 3 images including RGB, depth, and mask. Only the RGB image was 
considered in this study as this mode is the most popular in practical applications. Each image 
primarily depicted the object, with occasional small elements of the background captured by 
the cropping box placed around the object. The 300 objects were grouped into 51 different 
categories or object classes. The object recognition task was thus to assign the correct class 
labels to a test set of unseen (not used in the training process) images depicting different object 
instances.  
The complete W-RGBD dataset was split into mutually exclusive training and testing subsets. 
There was no validation involved, therefore training was stopped if any of the following 
conditions matched: 1) the maximum number of iterations was reached; 2) the gradient value 
had fallen below a threshold; 3) the change in cost function evaluation between consecutive 
iterations had fallen below a threshold. The iteration limit and thresholds were kept as default 
from the minFunc implementation [188]. To ensure valid comparisons, the sizes of both subsets 
and the splitting rule were made to be consistent with [164], [186] and [190]. There are 10 
preconfigured splitting profiles, with each profile completely taking out one chosen instance 
(around 200 images) of each class for testing and using the remaining instances in training. The 
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classification results presented in this study were averaged over these 10 training and 
classification partitioning settings. 
3.2.4.2  CLASSIFICATION USING L-BFGS BASED SOFTMAX CLASSIFIER 
Figure 3.4 shows the recognition accuracy versus number of RNNs when using an L-BFGS 
classifier. It is clearly shown that with only 30 RNNs, the system using gray-scale images 
already outperforms the similar system using RGB images, and this performance margin 
increased to roughly 2% when the number of RNNs exceeds 60. 
 
Figure 3.4 - Performance of RGB and gray-scale images versus number of RNNs used. 
In terms of computational resources, as gray-scale images are represented by only one channel, 
less memory is required for convolution calculations compared to three-channel RGB images. 
With the convolution layer effectively being implemented as a set of matrix multiplications, 
the number of multiplications required for RGB images is subsequently also three times greater 
than that required for gray-scale images. Empirical measurement of the execution time was 
done on a computer with 8-core CPU running at 2.6 MHz and 32GB of RAM, using Matlab 
software.  Over 10 trials on that configuration, each convolution of one image with 128 filters 
required about 0.026 seconds for the RGB images, and 0.013 seconds for the corresponding 
gray-scale images. Whilst it is recognized that the measurement of computational time is 
affected by various external factors including the background activities of the operating system 
and the pipeline implementation of CPU instructions, there is still a clearly indicative reduction 
in the computational cost.  
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Projecting the result onto a broader literal context, Table 3.1 shows the comparison of this work 
and other related approaches. Surprisingly, the CNN-RNN approach with gray-scale images 
outperformed the SP+HPM approach, which used a number of extra features and is currently 
the state-of-the-art performer on RGB data. This result may be jointly explained both by the 
CNN-RNN structure and colour properties of the dataset (Figure 3.5). Whilst some objects 
from different classes possess very similar colours, some classes contain instances of various 
different colours. Intuitively, colours tend to become a source of confusion in distinguishing 
between classes for this situation. 
 
Figure 3.5 - Objects in the W-RGBD data set. 
3.2.4.3  IMPROVE PERFORMANCE THROUGH FEATURE SELECTION 
There are two issues with the method used in the previous section, which was adapted from 
[186]. The first issue relates to the scaling of image sizes up to 148x148 pixels. In terms of 
information, scaling up an image does not add any extra detail to describe the content of that 
image. However, in terms of computation, a bigger image requires a higher processing cost for 
the same task. Therefore, the image size was retained relatively equals to its original size. All 
images in the dataset are then resized to 90 × 90 pixels. In turn, the size of the receptive field 
of the CNN is reduced to 6x6, which is consistent with the work in [15] for the size of best 
accuracy. Consequently, the receptive field of the RNN was resized to be 4 × 4 with 3 depth 
levels. 
The second issue with the previous method is due to the filter bank generated by the k-means 
approach. The k-means clustering simply groups similar data points in feature space together, 
regardless the amount of information in these points. In a visual point of view, a patch with all 
similar pixels explains neither edge nor texture, and thus contributes little to differentiate 
classes. Removing the filters with too many similar pixels can reduce computational 
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complexity remarkably without much loss of classification performance. A simple feature 
selection scheme using edge density was examined as indicated in [191]: Canny edge detection 
was performed on the filter bank resulting from k-means clustering, sorting the output in 
decreasing order of the number of edgels (edge-pixels) detected, and retaining only a number 
of the most edgy filters.  
Table 3.1 - Comparison to other methods (Accuracy = mean ± standard deviation). 
Methods Feature used Accuracy  
Random Forest [164] efficient match kernel (EMK), SIFT, texton 
histogram, colour histogram 
74.7±3.6 
SVM [192] colour, gradients, local binary patterns 77.7±1.9 
SP+HMP [193] gray intensity, RGB 82.4±3.1 
CNN-RNN RGB [186] RGB 80.8±4.2 
CNN-RNN GRAY 
(proposed approach) 
gray intensity 82.2±2.04 
 
Table 3.2 shows the results obtained using gray-scale images with the restructured CNN-RNN. 
It can be seen that the accuracy is significantly improved, outperforming the existing state-of-
the-art performer [193] presented in Table 3.1. Also, edge-based feature selection improved 
performance in both accuracy and speed. A statistical ANOVA test with 99% confidence shows 
no difference in accuracy when using 128 most edgy filters selected from 300 k-means output 
filters, compared to when using all of the 300 filters. However, the same test shows a difference 
in accuracy when using the 128 most edgy filters compared to the case of using all 128 filters 
output from k-means clustering. In short, a restructured CNN-RNN with selected edgy filters 
achieved accuracy comparable to a 300-filter representation with only the computational cost 
of 128 filters. 
Table 3.2 - Improved accuracy with feature selection on gray-scale images. 
 
Number of filters from k-means Number of retained filters Accuracy 
300 300 84.02±2.6 
300 128 83.98±2.9 
128 128 83.50±2.9 
 52 
 
The same procedure was also applied for colour images, but the resulting accuracy was 
significantly worse (only 80.78±2.08 for 128 filters). A colour filter bank generally distributes 
in a larger space than gray-scale filter bank of the same patch size, therefore it may require a 
larger number of filters to explain the distribution of the dataset with colour included. That can 
be one of the reasons that cause the observed discrepancy in recognition accuracy. 
3.2.4.4  CLASSIFICATION USING A SINGLE LAYER NEURAL NETWORK 
This section reports a quick test to check the efficiency of the proposed feature extraction 
method for gray-scale images. As the L-BFGS algorithm does not scale well with large-sized 
datasets, the classification performance was reevaluated on a simple single-layer neural 
network trained with Scaled Conjugate Gradient (SCG). The majority (90%) of the training set 
was used to train the network, with the remaining 10% used for validation.  
 
Figure 3.6 - Performance of RGB and gray-scale images versus number of hidden nodes 
used. 
It was shown that the peak performance can be reached with only around 90 nodes and a set of 
randomly initialized weights and biases (Figure 3.6). The accuracy provided by this simple 
neural network was slightly lower than the performance of the L-BFGS approach, but these 
results still confirm that using gray-scale images produced a higher classification accuracy than 
using RGB images. It is likely that an optimized version of the network could provide even 
better results. Meanwhile, the complexity of the SCG training for the neural network is only 
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twice that of traditional gradient descent, therefore the training is expected to be faster than L-
BFGS for large datasets [159]. 
3.2.4.5  OBJECT RECOGNITION ON CALTECH 101 DATASET 
The better recognition accuracy achieved with gray-scale images discussed in previous sections 
is assumed to be explained by the large variance in colour among objects of the same class and 
the high similarity in colour among objects from different classes, which can be observed in 
the W-RGBD dataset. The colour profile of images in this dataset is dominated by the colour 
of the objects in each image because all images have clean backgrounds. In practice, that setting 
can be found in controlled environments such as in automatic manufacturing lines or goods 
binning lines.   
To understand how the approach performs in settings where objects are captured in complex 
backgrounds containing other colours, the Caltech101 dataset [161] is used for this test. This 
dataset contained 101 object classes and 1 background-class, represented by 9144 images. For 
each class, 30 images were randomly selected for training, and the remaining images were used 
for testing. The classification accuracy using gray-scale images and RGB images with different 
numbers of RNNs is plotted in Figure 3.7. Several sample images of Caltech101 are also 
displayed in Figure 3.8 for reference. 
 
Figure 3.7 – Object recognition accuracy of RGB and gray-scale images in Caltech101 
dataset versus number of RNNs used. 
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Figure 3.8 – Sample images in the Caltech101 dataset with cluttered background 
It is expectable that recognition using gray-scale images may no longer be the better choice in 
this experiment as the colour profile of each image is contributed to not only by the object but 
also by the clutter in the background, and the background usually carries clues about the object 
it contains. However, it should also be noted in this experiment that the difference in 
recognition accuracy between using gray-scale images and using their RGB version is rather 
small. While the advantage of gray-scale images in computational cost is undeniable, this minor 
accuracy loss could be acceptable in some cases.   
3.3  SUMMARY 
The work in this chapter identified the advantages of using convolutional gray-scale image 
features in an object recognition task. While light intensity information has been shown to be 
more important than colour in describing objects, there is no clear agreement on whether adding 
colour information improves the recognition accuracy, especially for the recently proposed 
convolutional features. This work shows that in some circumstances, despite the object images 
being filled with colours, adding colour information in feature extraction may degrade the 
classification performance because the feature space was enlarged unnecessarily. Also, it is 
obvious that using colour information require 3 times the amount of data to represent images 
and features, which adds to the computational cost.  
Additionally, several simple enhancements were proposed to improve the discriminative power 
of gray-scale convolutional features for object recognition without the need of additional 
computational cost. 
 
  
 55 
 
 NEURAL NETWORKS AND TRANSFER 
LEARNING 
4.1  PREVIEW 
This chapter describes a low-cost approach using a recursive random network to optimize the 
deep neural network features. The experimental results show that this relatively simple and 
low-cost approach produces very good image object representations and achieves state-of-the-
art performance on the Washington RGBD dataset [164]. Most of the content presented in this 
chapter have been published in [16].  
4.2  NEURAL NETWORKS 
To identify which piece of information is valuable for differentiating objects in images, it is 
necessary to incorporate the label into the selection process. The value of a piece of information 
is decided by the usage scenario. For example, a car has wheels, while a dog does not have 
wheels. In turn, the information about the wheel is useful to an application that classifies cars 
and dogs. However, the same piece of information does not provide similar usefulness in 
application that tries to differentiate a car amongst other cars. In technical terms, this process 
of finding the concurrence between image details and object labels is called supervised 
learning.  
It is important to note that objects have different sizes, and a same object can also appear to 
have different sizes in different images. The size and resolution of the image by itself is 
boundary to the searching range, in which too large objects or too small objects are usually 
ignored. However, an arbitrary object can be captured in so many different resolutions, and 
normally we do not know it beforehand. It is critical for the algorithm not to miss the right 
scale and be able to analyze the application specific value of information at different sizes of 
neighbourhoods. A hierarchy of similar structure over a range of coverage seems to be a good 
choice to handle the mentioned issues. One particularly successful approach that follows that 
same type of intuition, is a deep neural network, which has contributed to the recent growth in 
the machine learning community. 
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Deep networks, empowered by the integration of convolutional structures and efficient 
Graphical Processing Units (GPU), have populated the object recognition research community 
since the start of this decade. This combination effectively overcomes the obstacle of 
computational overhead involved in deep structures when being applied on image data and 
allows the research to be extended to very large datasets such as ImageNet [28]. It is widely 
agreed that images in general have some common structure, built from low level elements such 
as edges, blobs, etc. Therefore, there is a clear trend in research that explores ways to utilize 
the power of systems trained on big datasets and applying that to other systems, which aims to 
solve visual problems in smaller datasets. The research discussed in this chapter falls into that 
category, which contributes to answer the question of how to effectively transfer knowledge 
from one system to another system. Large parts of the content in this chapter have been 
published in [16].  
4.2.1  GOING DEEP TO FIND A GOOD REPRESENTATION 
The extraction of discriminative features from input images is one of the most challenging tasks 
in object recognition systems. Much of the effort has aimed at determining optimal feature sets 
for a specific task, based on the attributes of objects to be recognized and classifiers to be used. 
Many of these features produced very promising results [33], [67]. However, as datasets 
became bigger, more complex, and more divergent, these hand-crafted features started losing 
their appeal.  
In a general sense, a large data space tends to require more parameters in the model to explain 
its variance. Manually adjusting these parameters is a tedious job, so that is where the term 
“machine learning” comes to the stage, which allows computer to learn the data and to adjust 
itself in order to adapt to the situation. The k-means approach used in the previous chapter to 
build the filter bank is one of the entry level yet efficient machine learning methods to learn 
image patterns. The filter bank is the learned local features at a single image scale. As discussed 
in section 4.2, the multi-scale patterns are generally more favourable in modeling objects of 
various sizes than multi-scale version of the filter banks. Multiple banks can be learned for 
different scales, which will increase the computational cost significantly. Otherwise, filter 
banks can be organized into a hierarchical structure to increase the abstracted field of the filters. 
With some extra nonlinear processing, this leads to the concept of a deep neural network.  
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Since the publication of AlexNet [13], deep neural networks have been shown to be a strong 
object recognition candidate with the capability to extract generic high levels feature set from 
an image. Inspired by the structure of the brain, deep neural networks are believed to be able 
to disentangle the feature space as the image is being processed from layer to layer [6], [194]. 
The important advantage of neural network approaches is that during the training process the 
network self-determines the optimal set of features from the data. The disadvantage is that large 
training datasets may be required and thus the training process could be very lengthy. 
Neural networks have demonstrated their superior performance in multiple image classification 
benchmarks, ranging from simple feature datasets such as MNIST [195] to complicated 
challenges such as ImageNet [28]. A comprehensive review of deep learning provided in [108] 
highlights the development of the method, and it can be seen that the deeper the network 
became, the more extraordinary results were achieved. Similar to the design of optimal image 
descriptors being cumbersome in the past, the design and training of deep learning structures 
today is also a big challenge. This is particularly a challenge when the performance of the 
design is very sensitive to the implementation details, which is often the case [98]. Fortunately, 
using an implementation of already trained structures is quite straightforward and if the power 
of the network depth can be applied to other classification scenarios, then this offers great 
advantages. The remaining question is how to take advantage of this property. 
Much research has been conducted to apply deep neural networks to other computer vision 
problems. However, most tasks required either a modification of the network parameters, or 
extra adaptation layers in the network to tailor the application to the target task [14], [129], 
[130]. It takes time and care to train new adaptive layers or fine-tune the pre-trained network 
model, especially when the structure is deep. With limited amounts of labeled data in small 
datasets, it is thus difficult to manage the potential issue of overfitting when tuning these deep 
structures. This intuition could be one of the factors explaining why the current classification 
performance of fine-tuned systems often show only moderate results [14], [129], [130]. 
One of the biggest breakthroughs that stimulated the recent wave of interest in neural network 
deep learning research may be tracked to the work of Krizhevsky et al [13], who proposed 
ImageNet classification with deep Convolutional Neural Networks (CNNs) as a combination 
of convolutional and fully connected neural networks applied with data augmentation and 
training techniques. The design in [13] is now popularly referred to as AlexNet.  It was the 
winner of the ImageNet Large Scale Visual Recognition Challenge 2012 [28], and continues 
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to be the source of inspiration for winners in years to come. While AlexNet has been 
outperformed by later proposals [95], [100], [112], the approach is still valuable as a good 
compromise between simplicity and performance. This chapter explains a new method to 
utilize pre-trained AlexNet as a feature extractor for object recognition on Washing RGBD 
dataset [16].  
4.2.2  TRANSFER LEARNING 
Learnt features are replacing hand-crafted features in many different tasks in computer vision, 
particularly in the object recognition area. The story can be told using a specific example of 
object recognition on the Washington RGBD (W-RGBD) image dataset. One of the first object 
recognition techniques evaluated on this dataset utilized a wide range of features including 
SIFT, textons and colour histograms. These features were classified using the random forest 
classifier and provided 74.7% accuracy with the RGB data [164].  Later studies based on the 
hand-designed features were not able to improve the classification accuracy for the W-RGBD 
dataset much further, and since then machine learning approaches have emerged. Sparse coding 
[193] and clustering based convolutional extractors [186], [196] have increased the 
classification performance to 85.2%. The recently proposed Fisher Kernel approach [190] 
further increased to the accuracy to 86.8%, which can be considered as the current state-of-the-
art result on this dataset.  
As mentioned, the power of deep networks in extracting features is inarguable. However, these 
deep structures require a lot of training data to adjust their parameters correctly. The number 
of images in the W-RGBD dataset is surely not enough to train the network, therefore another 
stream of research includes transfer learning is employed. These approaches aimed at adapting 
a pre-trained deep network into specific object classification tasks to utilize the discriminative 
power of the deep structure. The methods can be both with and without fine tuning, however 
the improvements so far have been marginal compared to approaches that do not use deep 
neural network [197], [198]. In between the challenge of training data for deep networks and 
their discriminative power, investigating the concept of adapting a deep network trained on a 
large labeled dataset to a new task represented by a smaller dataset is the current research 
challenge.  
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Figure 4.1 - Structures of AlexNet (top) and the structure of the proposed system with 
AlexNet applied as feature extractor (bottom). 
 
As already mentioned, the AlexNet approach to object recognition was one of the most 
influential breakthroughs that directed the research community back into deep learning. 
Intensive tests have been conducted to examine the activation weight characteristics of each 
layer of AlexNet in relation to visual recognition tasks, where it was observed that the 
activation weights taken from the fully connected layer right after the convolutional chain have 
the best features for object recognition purposes [14]. The OverFeat feature extractor proposed 
in [129] has further explored this issue by applying a trained convolutional extractor on 
different scales of input images during the inference step. Razavian et al [130] have reported 
very promising results when using features extracted by OverFeat to recognize objects from 
multiple image datasets.  Similarly, [117] and [199] have successfully applied features 
extracted by AlexNet in object detection and localization tasks. Pre-trained deep structures can 
be used as feature extractors as mentioned above, or the structures can be fine-tuned to adapt 
the network from the source task to the target task (with the assumption of similarity in data 
distribution between the two tasks). Examples of such methods applied to AlexNet are shown 
in [200] and [201]. 
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4.2.3  THE ALEXNET-RNN FEATURE EXTRACTOR 
A number of studies have confirmed that intermediate layers in deep network can capture 
features that provide a good tradeoff between representation and object independence [14], 
[95], [201]. In this work, several low-level layers of the AlexNet trained on the ImageNet 
dataset were selected, and each of these layers were examined as a black-box feature extractor. 
The full structure of AlexNet is shown in the top half of Figure 4.1. The network was trained 
using fixed size RGB images as inputs. The network structure consists of 8 layers, where the 
first 5 layers (conv1, conv2, conv3, conv4, conv5) are convolutional and the remaining 3 layers 
(fc6, fc7, fc8) are fully-connected. The last fully-connected layer (fc8) has the form of a 
Softmax classifier to categorize an input image into one of the classes used in training. The 
proposed new object recognition structure, with part of AlexNet embedded as the feature 
extractor, is illustrated in the bottom half of Figure 4.1. This new structure uses the same input 
format as the AlexNet and consists of several low-level layers of trained AlexNet. These layers 
thus act collectively as the feature extractor. An RNN unit containing multiple RNN structures, 
is then added to further process the extracted features, before feeding them into the Softmax 
classifier that performs recognition of the target dataset. 
Learned 
weights
Randomized 
weights
Overlapping 
receptive fields
Non-overlapping 
receptive fields
 
Figure 4.2 - Structure of the CNN layer (top) and the RNN layer (bottom). 
As a part of the new structure, two alternative versions of AlexNet were used to extract the 
deep image features, the original version of AlexNet-2012 [13] and AlexNet-2014 [98]. 
AlexNet-2014 [98] was more densely connected but had a smaller number of CNN weights in 
the intermediate layers compared to the AlexNet-2012 version described in [13]. In this paper, 
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the AlexNet-2014 was applied in most experiments unless stated otherwise. The original 
AlexNet-2012 was used to provide a point of reference.  
There were three key reasons behind the use of AlexNet-2014 over the original AlexNet-2012 
in this experiment:  
1) It provides slightly higher performance than AlexNet-2012 on multiple datasets; 
2) The computational cost is lower, and  
3) Its last three convolutional layers have the same size, which allows for size-independent 
transferability and the comparison of features between layers. 
The pre-trained models of AlexNet-2014 and AlexNet-2012 were adapted from the 
MatConvNet project [202]. These models were fully trained on the ImageNet 2012 [28] dataset 
to achieve a performance consistent with the results reported in [13] and [98]. 
The main feature that differentiates our work from related studies is the incorporation of the 
RNN unit, which consists of an assembly of separate RNN structures processing features 
provided by the pre-trained deep convolutional network.  
As illustrated in the bottom half of Figure 4.2, the RNN structure is quite similar to the structure 
of the CNN (top half of Figure 4.2). Both structures divide the input data into patches of equal 
size, compute element-wise products of each patch with a shared array of weights, add the 
outcomes together and then process the sum through a sigmoidal or other type of squashing 
function. The RNN is different to the CNN in two aspects.  Firstly, the RNN set of weights is 
randomly initialized based on the input data structure and kept unchanged while, the CNN set 
of weights is learned from the data. Secondly, the RNN uses non-overlapping input patches 
while the CNN typically uses densely overlapped patches. Due to the random attribution, the 
RNN does not require training, thus it is easy and quick to deploy. Due to the patch non-
overlapping attribute, the RNN is computationally less expensive than the CNN. In this work, 
different squash functions were used for both the RNN and CNN. The CNN layers of both 
AlexNet-2012 and AlexNet-2014 used the ReLU function given as, 
y = max	(0, x) (4.1) 
while the RNN used the tanh squash function given as, 
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y =
e   	− 	1
e   	+ 	1
 (4.2) 
 
where x denotes the sum of products of input data with the weight set, and y is the squashed 
value of that sum to be used as input to a later processing layer. In this work, the pre-trained 
AlexNet is used as a black-box feature extractor, therefore no fine tuning was involved. As 
indicated in [14], the fully connected layer number 6 of the AlexNet provided the highest 
quality features for the object classification task. In a fully-connected layer, each neuron 
connects in the same way to all neurons of the previous layer. As a result, the spatial 
information that describe the input data was largely discarded. The current study thus explores 
the possibility of utilizing the remaining spatial characteristics of data processed by the deep 
network through application of the RNN structure. Therefore, it is necessary to examine the 
features produced by previous CNN layers, where spatial information still remains. 
Consequently, this work separately analyzes and compares the efficiency of applying RNN 
processing to CNN features and to fully-connected features with regard to an object recognition 
task. 
Features produced by a deep neural network layer, either CNN or fully-connected, typically 
have the form of a 3-dimensional matrix of size   × ℎ ×  . The 3rd, 4th, and 5th CNN layers of 
both AlexNet-2012 and Alex-Net-2014 set    = ℎ = 13, whilst the value of    was set to either 
384 for the 3rd and 4th layers of AlexNet-2012 and to 256 in other cases. The 6th fully-connected 
layer in both versions of AlexNet set 	ℎ = 	  = 1  and   = 4096. In cases where a fully-
connected layer was used to extract features to be passed to the assembly of RNNs, the output 
matrix was set to have   = ℎ = 8 to ensure compatibility with the assembly of RNNs. Each 
RNN within the assembly randomly mapped the input feature array into smaller feature sub-
sets of size 1 × 1 ×    each. The RNN outputs were then concatenated to form the final 
representation of the original input image. 
4.2.4  CLASSIFICATION 
The Washington RGBD dataset continues to be used to evaluate the algorithm in this chapter. 
The detailed setup was consistent with the work in [164], [186] and [190],  and was explained 
in section 3.2.4. The settings are repeated briefly for convenience.  
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The dataset contains images of 300 different objects captured from around 200 different views. 
Each object view is represented by multiple modalities, but only the RGB image was 
considered in this study. Each image primarily depicted the object, with occasional small 
elements of the background captured by the cropping box placed around the object. The 300 
objects were grouped into 51 different categories or object classes. The classifier needs to 
assign the correct class labels to a test set of unseen images depicting different object instances.  
The complete W-RGBD dataset was split into mutually exclusive training and testing subsets. 
The classifier is the L-BFGS Softmax adapted from the minFunc implementation [188], with 
all parameters being kept at default values. There are 10 preconfigured splitting profiles, with 
each profile completely taking out one chosen instance of each class for testing and using the 
remaining instances in training. The classification results were averaged over these 10 training 
and classification partitioning settings. 
 
Figure 4.3 - Recognition performance versus number of RNN. 
4.2.4.1  EFFECT OF THE RNN UNIT SIZE ON THE OBJECT RECOGNITION 
ACCURACY 
 In this subsection, the effect of using the RNN unit in combination with a pre-trained CNN 
(see Figure 4.1) is evaluated in terms of the object recognition accuracy. Deep CNN features 
from images in the W-RGBD dataset were extracted at the 4th layer of the pre-trained AlexNet-
2014. The receptive field size of the RNN was 13 × 13. 
As shown in Table 4.1, using the RNN in the proposed approach can effectively improve the 
recognition accuracy by approximately 3%, and also produces a more compact representation 
of an object’s image. By using 8 RNN structures alone, this system is already able to generate 
 64 
 
a feature set that is 20 times smaller in size but provides a competitive performance to the raw 
CNN feature set.  
Table 4.1 - Effect of using RNN on recognition accuracy (applied on activations of layer 4 of 
AlexNet-2014. 
Number of RNNs used Accuracy ± Standard Deviation (%) Feature size 
128 89.34 ± 1.61 32768 
64 89.22 ± 1.3 16384 
8 86.72 ± 1.47 2048 
No RNN 86.37 ± 1.45 43264 
 
Figure 4.3 shows a plot of the classification accuracy versus the number of RNNs used, ranging 
from 1 to 128. For the purpose of comparison, Figure 4.3 also includes results for closely related 
approaches including gray-scale clustering based on the CRNN proposed in [180], and the 
RGB clustering based on the CNN proposed in [186]. It can be observed that the AlexNet-
RNN proposed in this section provided a significant improvement in recognition accuracy 
compared to both the RGB clustering based on CRNN and the gray-scale clustering based on 
CRNN.  
It is important to note that, clustering-based convolutional weights (both RGB and gray-scale) 
were trained very specifically for the target dataset, while the AlexNet based convolutional 
weights were trained on the ImageNet dataset, which has a different data distribution than the 
target dataset. This provides strong evidence of the power of deep convolutional features in 
terms of discrimination and generalization. Nevertheless, the performance of all three models 
presented in Figure 4.3 becomes constant above around 64 RNNs, which may either imply a 
processing limit of the RNN processing, the Softmax classifier, or both.  
4.2.4.2  THE MOST EFFICIENT LAYERS FOR FEATURE EXTRACTION 
This subsection compares the performance of features extracted from different layers of 
AlexNet to determine which layer provides the most discriminative output vector. Features 
from four intermediate layers of an 8-layer network were examined individually in this 
experiment, with respect to the object classification accuracy. These layers included the last 3 
CNN layers (layer 3, 4, 5) and the first fully connected layer (layer 6). The AlexNet-2014 was 
used instead of the AlexNet-2012 as the model provided convolutional features of the same 
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size across three layers (layers 3, 4 and 5), which eliminated the effect of size in comparing 
features across layers. In addition, these layers were previously reported to provide a good 
balance between generalization and discrimination for image representation [14]. The lowest-
level layers cannot produce a good abstracted representation of the image, while the highest-
level layers provide features that are too specific to the dataset on which the network was 
trained on.  
 
Figure 4.4 - Recognition accuracy for features extracted from several selected layers of 
AlexNet-2014. 
In this subsection, the receptive field size of RNNs was kept fixed at 13 × 13 for processing 
features from the 3rd, 4th, and 5th layers, while the receptive field size applied on features from 
the 6th layer was 8 × 8. 
Table 4.2 - Performance difference between of features from AlexNet-2014 and AlexNet-2012 
across layers. 
Layer 
No RNN 128 RNNs 
AlexNet-
2012 
AlexNet-
2014 
AlexNet-
2012 
AlexNet-
2014 
L4 84.93% 86.10% 88.30% 89.34% 
L5 85.45% 86.00% 88.35% 89.07% 
L6 83.61% 85.61% 86.22% 87.13% 
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Figure 4.4 shows that features from layer 4 of AlexNet-2014 provided the best performance 
among all other selected layers, regardless of whether the RNN was used. It is important to 
restate at this point that since the AlexNet-2014 was used, the sizes of feature sets from the 
three selected CNN layers (layers 3, 4 and 5) were equal. In particular, there were 43264 
features before the RNN and 32768 features after the RNN processing. The size of features 
generated by layer 6 was smaller (4096 weights before the RNN), but these features led to a 
significant drop in performance compared to layers 4 and 5.  
Table 4.2 indicates that the AlexNet-2012 has shown very similar trends, however the best 
performing layer was layer number 5. In general, provided that AlexNet-2012 and AlexNet-
2014 had very similar configurations, the results appear to be different to [14], where features 
from layer 6 of the AlexNet-2012 were reported to provide the highest object recognition 
accuracy. This could be due to the different levels of similarity between source dataset use to 
train the neural network and the target dataset where the pretrained neural network is reused. 
Experiments in this chapter were conducted on W-RGBD dataset, which contains small images 
with little background, while the experiments in [14] were conducted on datasets with large 
images and cluttered background.  
One of the potential disadvantages of using the fully connected layer 6 is that activations from 
this layer do not contain the spatial information that is present in the lower layers. Meanwhile, 
the RNN component of the AlexNet-RNN structure was designed to capture repetitive patterns 
in the time domain, therefore the RNN processing was not necessarily expected to generate an 
advantage on features collected from this layer. However, as can be seen in Figure 4.4, applying 
the RNN processing to features from layer 6 still improved the classification performance by 
almost 2% compared to the case of AlexNet without the RNN processing. One of the possible 
factors contributing to this improvement could be the randomness of weights of the RNNs. 
Further, in this experiment, the output of the fully connected-layer was reshaped from original 
vector of size 4096 to a 3-dimensional matrix of several different sizes. By varying the number 
of RNNs used, the same feature size of 8192 weights was maintained for classification in all 
deformation settings. It was observed that reshaping the 6th layer activation vector into an 
8 × 8 × 16 matrix and using the RNN receptive field size of 8 × 8		resulted in the highest 
recognition performance amongst all possible matrix shapes. These results are presented in 
Table 4.2 and in Figure 4.4, and further exploration of these findings will be conducted in future 
work. 
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4.2.4.3  ALEXNET-2012 VS. ALEXNET-2014 
Experiment settings in this subsection are similar to settings in subsection 2.4.2. The average 
recognition rates obtained when using the AlexNet-2012 and AlexNet-2014 models are shown 
in Table 4.2. Features from AlexNet-2014 provided a slightly higher recognition accuracy 
compared to the features from AlexNet-2012. More importantly the best AlexNet-2014 
features are those extracted from layer 4, while the best AlexNet-2012 features are the features 
from layer 5, which involves computation of one more convolutional stage of size 13×13×256. 
Layers 3 and 4 of AlexNet-2012 are also 1.5 times larger compared to the corresponding layers 
of AlexNet-2014, thus demanding higher computational resources. At the same time, with 
RNN processing applied, both AlexNet-2012 and AlexNet-2014 network models outperform 
previous state of the art results achieved by the more complex CNN-Fisher approach as shown 
in Table 4.3. 
4.2.4.4  COMPARISON WITH RELATED STUDIES 
Table 4.3 - Performance comparison of the proposed method with previous works. 
Method Accuracy (%) Feature size 
EMK feature & Histograms + SVM [164] 74.7 ± 3.6 >1500 
RGB-CRNN + Softmax [186] 80.8 ± 4.2 16384 
SP-HMP + SVM [193] 82.4± 3.1 590000 
Deep-CNN + SVM [198] 83.1 ± 2.0 5096 
Gray-scale-CRNN + Softmax [180] 84 ± 2.9 16384 
Fine-tuning Deep-CNN + Softmax [197] 84.1 ± 2.7 4096 
CNN-SPM-RNN + SVM [196] 85.2 ± 1.2 4000 
CNN-Fisher + SVM [190] 86.8 ± 2.2 1568000 
AlexNet-RNN+ Softmax (current proposal) 89.3 ± 1.6 32768 
AlexNet-RNN+ SVM (current proposal) 89.7 ± 1.7 32768 
 
This subsection compares the proposed AlexNet-RNN approach with previous approaches. 
The experiment settings are kept unchanged from subsection 2.4.1. As shown in Table 4.3, the 
AlexNet-RNN had significantly surpassed the current state-of-the-art CNN-Fisher approach 
[190] by 2.5%. In addition, the features provided by the AlexNet-RNN are two orders of 
magnitude smaller in size than the size of the features generated by the next best performer 
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CNN-Fisher+SVM. This smaller feature data space allows for the use of a simpler classifier 
and thus increases the classification speed. In that regard, our work uses the L-BFGS Softmax 
classifier, which is computationally more efficient to train and faster to use compared to a 
Support Vector Machine (SVM).  
The features were also tested using an SVM classifier (configured in a one-vs-all mode), the 
recognition accuracy improves a little and leads the state-of-the art by 3%. Basically, about 
0.5% gain is obtained when replacing Softmax with SVM. However, it takes much longer to 
train the SVM classifier compared to the L-BFGS Softmax, and the inferring speed of the 
trained SVM model is also slower. This implies the importance of the image representation and 
confirms that features extracted by the AlexNet-RNN pipeline is highly representative and 
discriminative, regardless of the classifier being used.  
Table 4.3 also contains two other recently proposed methods (described in [197] and [198] 
respectively), which have also utilized activations from a trained deep network as object 
descriptors to classify image objects from the W-RGBD dataset. In [197], the entire AlexNet 
was trained on ImageNet and then fine-tuned on the W-RGBD dataset. In terms of 
computational cost, providing that the 4 first layers of the deep network are shared with the 
model proposed in this section, this approach has to pay for one extra convolutional layer of 
size 256x13x13 and two fully connected layers of size 4096. The convolutional layer itself is 
larger than the structure proposed in this paper with 128 RNNs, not to mention the additional 
effort required to fine-tune the network in the training phase.   
In [198], the input images to the deep CNN were preprocessed to reduce the effect of the 
background obscuring the object in the image, and then activations from layers 6 and 7 were 
concatenated and passed to the SVM classifier. This method requires knowledge of the object 
mask for preprocessing, which is not always available in real-life applications. In a similar way 
to [197], this method needs to accommodate the costs of one convolutional and two fully 
connected layers, in addition to the complicated multiclass structure of SVM classifiers. In 
contrast, the proposed AlexNet-RNN approach does not require any preprocessing other than 
scaling the images to the target network input size. The proposed approach also does not alter 
any of the pre-trained network parameters. As shown in Table 4.3, these attributes of the 
AlexNet-RNN provide high computational efficiency combined with high accuracy object 
classification. 
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4.2.4.5  EFFECT OF IMAGE NORMALIZATION 
Many object recognition studies consider applying brightness and contrast normalization to the 
input data to be a standard practice. However, it is unclear whether this intuition holds true for 
the case of transfer learning. The experiments described here have tested both cases to verify 
this argument. In detail, before processing images through the neural network, the mean image 
was subtracted from the image intensities and the results were divided by the standard deviation 
of the dataset. Surprisingly, the results showed that the normalized images provided slightly 
lower classification results compared to the original un-normalized images. 
Table 4.4 - Object classification accuracy using AlexNet-2014 with 128 RNNs and activation 
from layer 4. 
No image normalization Normalized against 
ImageNet data 
Normalized against 
W-RBGD data 
89.34% 88.63% 88.00% 
 
To be specific, Table 4.4 shows the object classification accuracy using AlexNet-RNN with 128 
RNNs and activation from layer 4. The results indicate that, normalization based on ImageNet, 
which was the dataset used to train the AlexNet, led to better results than normalization based 
on the W-RBGD data. However, both cases were outperformed by classification performed 
without image normalization. As the normalization takes place prior to the network forwarding, 
it is highly likely that the differences between W-RGBD and ImageNet had the reversed effect 
on normalization. The straightforward difference can be the generic structure of image content, 
as can be seen from the example in Figure 4.5. ImageNet images include cluttered background 
with multiple and sometimes off-centre objects while W-RGBD images have simple 
backgrounds with only a single and well-centralized object. 
 
Figure 4.5  - Example images from ImageNet and W-RGBD dataset. 
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4.3  SUMMARY 
This chapter proposed a new efficient feature extraction method using a deep convolutional 
network structure trained on a large dataset for object recognition tasks represented by a smaller 
dataset. The method combines the well-known AlexNet with an RNN structure. The approach 
can be classified as a transfer learning method, where knowledge from the deep AlexNet is 
transferred to the recognition task on the W-RGBD dataset. Extracted deep features, after being 
transformed by the RNN structure, provide outstanding recognition results that which surpasses 
many other state-of-the-art methods. More importantly recognition performance on the simple 
Softmax classifier is very competitive to the sophisticated SVM, which confirms the 
discriminative power of the extracted features.  
Regarding the knowledge transfer, it was found that features extracted from the 4th layer of 
AlexNet provided the highest recognition. This finding is quite different from the rule of ‘best 
layer’ proposed in [14]. This discrepancy indicates that the efficiency in adapting deep 
structures trained on large datasets to tasks on smaller datasets is highly task dependent and 
should be considered on a case-by-case basis. Regardless of which layer is chosen, the image 
representation for object recognition can be significantly improved by processing through the 
RNN. The good thing about the RNN is its simplicity which does not require any training and 
requires relatively low computational cost to use. The down side, however, is may not be as 
efficient as other methods and it seems to contain no room for further improvement. 
A limitation of the study in this chapter is that the proposed approach has been tested only on 
the W-RGBD dataset. This dataset simulates the applications in well-controlled environments 
where objects’ images are taken with clean backgrounds. While the experiment consists of 
multiple test settings and a comprehensive comparison has been made against the published 
results of other approaches, the experiment was not tested using other datasets due to the limited 
computational resources available at the time.   
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 DIMENSIONALITY REDUCTION AND 
FEATURE ENCODING 
5.1  PREVIEW 
This chapter proposes two further approaches with the aim of achieving either low 
computational cost, or better recognition accuracy. Admitting the increasing popularity of 
using pre-trained deep neural networks as “black-box” feature extractors, both proposed 
methods are applied on image features extracted by these deep structures. To achieve low 
computational cost, a simple yet effective feature dimensionality reduction method is proposed. 
This approach uses randomization inspired by the deep neural network properties, and as such 
it is shown to work better than other randomized alternatives at a similar computational cost. 
To achieve better recognition accuracy, a hybrid discriminative-generative feature encoding 
method is proposed to enhance the deep neural network features. The test results show that this 
method achieves good overall accuracy while being more robust to noise compared to other 
methods. Sections of the content presented in this chapter have been published in [203].  
5.2  DIMENSIONALITY REDUCTION FOR DNN FEATURES 
5.2.1  DIMENSIONALITY REDUCTION WITH RANDOM 
ORTHOGONAL PROJECTION 
In image processing, object classification is the process of mapping object images into a 
separable data space, followed by assignment to clusters of data representing different objects. 
The hyperplanes defining the borders between these clusters are determined by the classifier 
during the training procedure [3]. If considering each pixel in an image a dimension, then 
images can be considered as data points in a very large data space, in the order of hundreds of 
thousands of dimensions. Data clustering in this highly-dimensional space is intractable; 
therefore, an intermediate feature-selection step is needed to represent images in a lower-
dimensional space. In addition to reducing the data size, the feature extraction step is needed 
to remove redundant and irrelevant information that is usually present in the image data (e.g., 
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the background and other objects in the image). Features can be either hand-crafted [33], [34], 
learned from the data [13], [204], or a combination of both hand-crafted and learned [71]. 
Hand-crafted features are parameters calculated by the user based on the knowledge of the 
underlying classification problem (e.g., eigen images, Gabor filter parameters, etc.); whereas, 
the learned features are determined by an algorithm directly from the input images during the 
training procedure.  
Over the last decade, the efficiency of hand-crafted features had been largely surpassed by the 
efficiency of learned features provided by machine learning algorithms. The most important 
algorithm to be mentioned is the Deep Neural Networks (DNNs), which have gained significant 
traction in the fields of machine learning and computer vision [108], leading to extraordinary 
achievements in many competitions and benchmarks [13], [95], [112], [115]. The structure of 
a deep neural network comprises of the feature learning and the classification stages. Therefore, 
if the output layer is removed, then the activations of any previous layer can be used to represent 
the input images in an abstract dataspace of network parameters. In fact, it is widely known 
that features extracted from a DNN pre-trained on a particular image dataset can be easily 
generalized to perform classification of another dataset [14], [119], [129]. This process is often 
referred to as transfer-learning, and the experiments described in chapter 4 also fall into this 
category. The majority of existing pre-trained DNNs have been trained on the ImageNet 
collection [28], and features extracted from these networks have been shown to provide 
superior performance on multiple benchmarks [130].  
As a deep neural network contains multiple layers, a common challenge in the various 
applications of DNNs is to determine from which layer the feature information should be 
extracted. The simplest (and frequently employed) practice selects the most suitable layer 
empirically by comparing the performances of features taken from each layer. However, this 
approach leads to different conclusions depending on the type of application. Therefore, there 
is no general rule or approach to determine which layer is optimal for feature extraction. For 
example, as one of the first works in the area of feature adaptation, Donahue et al. [14] claimed 
that features from layer 6 of AlexNet [13] appeared to work best. However, more recent works 
provided different results [16], [205]. As pointed out in [95], it is generally accepted that 
network activation features from lower layers appear to be more general and data-independent, 
whereas features from higher layers are more dataset-specific.  
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Table 5.1 - Layer structure of the AlexNet [98]. 
Layer name conv1 conv2 conv3 conv4 conv5 fc6 fc7 fc8 
Neuron’s 
input size 
11*11*3 5*5*64 3*3*256 3*3*256 3*3*256 6*6*256 4096 4096 
Number of 
channels 
64 256 256 256 256 4096 4096 1000 
Extra 
processing 
LRN & 
Pool 
LRN & 
Pool 
- - Pool - - Softmax 
 
Apart from the choice of layer, another challenge for DNN applications is the amount of 
additional processing that needs to be performed on the extracted features to adapt to the new 
dataset. The high-level layers are normally not used for feature extraction because they are too 
dataset-specific, which reduces generalization to an arbitrary target application [95]. However, 
when features are extracted from intermediate network layers, further refinement will help to 
improve the classification result as per the original deep structure [108]. A popular approach is 
to utilize the deep representations to apply a new classification layer over the pre-trained 
network to fine-tune the network parameters for a better fit with the new data distribution [98], 
[205]. Fine-tuning normally yields better results than approaches that use the extracted features 
without further tuning. However, the fine-tuning also demands a relatively large number of 
computations and a large amount of training data. When computational resources or the amount 
of available training data are limited, fine-tuning may not be feasible. In cases when the fine-
tuning is not applied, the extracted features are usually L2-normalized as suggested in [205], 
and then used to train a classifier.  
In this work, we propose a simple method that mimics the high-level layers of the DNN 
structure using the randomly generated orthogonal projection method. Despite its simplicity, 
the proposed approach has achieved a performance comparable to state-of-the-art techniques 
at lower training and computational costs. In addition, the study provided new and interesting 
insights into the use of random projections in image classification.  
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5.2.1.1  THE HINT OF THE NEURAL NETWORK 
The building blocks of a neural network are neurons, and their operation was described in detail 
in section 2.3.3. However, brief overview is presented here for a self-contained discussion. 
Mathematical expression of a neuron is provided in (5.1). 
  =         
 
   
  +    (5.1) 
where   is the single-value neuron’s output function,    are the single-value inputs,    are the 
weights associated with each input,    is the scalar value called the bias, and  ( )  is the 
nonlinear squash function that maps the input value   into a constrained range. If we consider 
the neuron’s input vector to be a single point in ℝ , then the sum-of-products in (5.1) is the 
scaled distance between this point to the hyper-plane defined by    and  . The scale factor is 
the length |  |	of vector   . The bias   is the shift of this hyperplane in the direction of the 
normal vector   . One of the most frequently used squash functions is the nonlinear ReLU 
function introduced in [13] and defined as in (5.2). 
 ( ) = max	( , 0) (5.2) 
From the perspective of data topology, (5.1) expresses an operation that divides the data space 
into two halves using a hyper-plane and then discards one half by function in (5.2); this process 
is tuned iteratively during the learning procedure. The objective for this learning is to find a 
good direction for the plane (learning the weight values) and placing it at an appropriate 
location in the space (learning the bias value).  
AlexNet, introduced by Krizhevsky et al. [13], is one of the first deep neural networks for 
image classification. The network was trained on over 1.2 million images from the ImageNet 
database [28] representing 1000 classes. As illustrated in Figure 5.3, AlexNet is a deep CNN 
[108] constructed as a combination of convolutional and fully-connected layers. It consists of 
an input layer followed by five convolutional layers (conv1-conv5) and three fully connected 
layers (fc6-fc8). The ReLU function is used as the learning unit in all neurons. Some layers are 
followed by extra processing units such as Local Response Normalization (LRN) and Max 
Pooling (Pool). The output from the last layer is passed through the normalized exponential 
Softmax function, which maps a vector of real values into the range (0, 1] and must add up to 
one. These values represent the probabilities of each class.  
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Table 5.1 shows the neuron’s input size and the number of output channels at each layer of 
AlexNet. It can be observed that large numbers of dimensions are being discarded as images 
are being processed through subsequent layers. For example, for the first layer (conv1) the 
input data space contains image patches of size 11*11*3 (which are data points in 363-
dimensional space), while the outputs have only 64 dimensions. While it is well-known that 
pixels in a local neighbourhood are highly correlated, it is unclear whether 64 channels are 
enough to capture the most important information from the original 363-dimensional space, 
and how unique the choice of these 64 channels is.  
 
Figure 5.1 - Histogram of pairwise cosine distance between filters in each layer of the pre-
trained AlexNet. 
Given that pixels in local neighbourhoods of an arbitrary image are highly correlated [2], filters 
applied at the low-level layers of a neural network should show certain degrees of inter-
dependency to be able to explore this correlation. As the data becomes less and less correlated 
when progressing upwards through the network, the higher layers are more likely to explore 
the independent dimensions of the data space. To verify this hypothesis, histograms of the 
pairwise cosine distance between filters in each layer of the pre-trained AlexNet are shown in 
Figure 5.1. In this figure, the cosine distances between each filter against all other filters in the 
same network layer were computed, and a histogram of the distance values are drawn for each 
network layer to illustrate the mutual relationship among its filters. It can be seen in the figure 
that filters in higher-level layers tend to be more mutually orthogonal (i.e., the cosine distance 
among each pair filter vectors are closer to zero; noting the scale of the vertical axis). In other 
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words, filters in high-level layers tend to look for more independent patterns in the data space. 
It is almost impossible to guess the directions of filter vectors in the low-level layers without 
prior knowledge of the data distribution. However, it is easy to emulate the orthonormality of 
higher-layer filters by using random orthogonal projections. 
 
Figure 5.2 – Evolution of histogram of pairwise cosine distance between filters in each layer 
of AlexNet during training. 
To be more certain, AlexNet was trained from scratch using ImageNet images and its weights 
of neurons were recorded over the first several epochs. The histogram of pair-wise cosine 
distance between neurons over the training epochs are plotted in Figure 5.2. Right after 
initialization, all layers showed a large orthogonality between neurons, but the network could 
not really do any meaningful classification. As discussed, this is due to the correlation of pixels 
in the image which requires a certain level of correlation between neurons in early layers to be 
able to pick out the subtle discriminative information. As the training continued, the 
orthogonality in the early layers quickly decreased, while the orthogonality in the high-level 
layers increased slightly before settling down. After about 3 epochs, the histogram of pairwise 
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cosine distance is almost indistinguishable from the one from fully trained network, so no 
further plots are required.  
A neural network does its own form of low-dimensional encoding, targeted at retaining 
information that benefits the classification process. Principal Component Analysis (PCA) [10] 
reduces the data dimension by estimating a low-rank matrix that captures the span of the input 
data. In both cases, it is required that the data matrix is stored in memory. In many cases, this 
is not possible. Contrarily, random based approaches such as sparse random projection (SRP) 
[206] does not require that matrix. It generates the projection bases randomly without 
knowledge about the data distribution, thus does not require much memory to store data 
samples. Sparse random projection aims to preserve the pair-wise distance between data points, 
and thus appears to be particularly applicable to image classification tasks as the majority of 
classifiers rely on pair-wise distance between samples in feature space.  
In this study, inspired by the orthogonality of filters in the pre-trained network, a new method 
is proposed to create a random projection matrix using orthonormal bases generated by the QR 
factorization [207], specifically for object recognition. The proposed approach also works 
regardless of the number of available data samples, does not require storing all data points in 
memory, and is thus suitable for cases with limited computational resources. It is important to 
emphasize that although the proposed method is inspired by the deep neural network, it does 
not involve any change to the pre-trained neural network. The network is used as a “black-box” 
feature extractor, and the proposed method consists only of the dimensionality reduction phase 
performed on these extracted features.  Experiments described in Section 5.2.3 show that the 
QR-generated filter matrix works better than its sparse random counterpart, and in some 
conditions, surpasses the effectiveness of the filters acquired through intensive DNN training. 
5.2.1.2  FEATURE EXTRACTION 
The primary purpose of this work is to find a computationally efficient method to utilize 
knowledge learned by a deep network pre-trained on a large image dataset to solve another task 
for which only a relatively small image dataset is available. In this regard, AlexNet [98] was 
used, which is one of the pre-trained networks provided by the vlFeat library [131]. AlexNet 
has been reported to provide a good compromise between performance and computational 
requirements [16]. 
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Following the recommendations from previous works [14], [129], the image classification 
experiments examined the efficiency of features extracted from the three higher layers: conv5, 
fc6 and fc7. There are two main experiment settings in this study, which differ in how the 
images are resized before input into the pre-trained DNN for feature extraction. The first 
experiment setting in section 5.2.1.3  ignored the effect of image aspect ratio in classification, 
where the input RGB images were resized (by warping) to the same size of 224*224 pixels. 
The second experiment setting in section 5.2.1.4  considers the influence of maintaining the 
aspect ratio in the feature representation where the images are resized (by bicubic interpolation) 
to have the shortest size equal to 224 pixels and the aspect ratio the same as the original image. 
In all cases, global feature sets of resized images are extracted only once, without the use of 
augmentation and regional cropping. 
5.2.1.3  RANDOM ORTHOGONAL PROJECTIONS  
conv1
conv2 conv3 conv4 conv5
fc6 fc7
fc8
Softmax 
classifier
QR-based 
fc layer
Images
AlexNet
 
Figure 5.3 - Structure of QR-based recognition pipeline with pre-trained AlexNet employed 
as feature extractor. 
Figure 5.3 shows a flowchart of the experimental framework used in this chapter. Feature 
arrays extracted from each of layers conv5 and fc6 of AlexNet were further processed by 
random projections on either orthogonal basis generated by the QR factorization or sparse 
matrix generated by SRP. Instead of decomposing the feature data, a random projection directly 
maps the original data vectors of length   into a lower dimensionality vector of length   where 
(  ≪  ), using a   ×   matrix. In this work, a 3-fold reduction is tested, which means   =   3  .  
SRP generates the random projection matrix   that contains entries given by (5.3), which is 
reproduced from [206]: 
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    = √ 
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 
 (5.3) 
where   is a constant. In the original work [208], the author chose   = 3 which allows for a 
three-fold speed up. In [206],  it was proved statistically that   can take values as large as   =
√  where   is the original dimension of data samples, which allows for a very aggressive √ -
fold speed up. 
The QR factorization decomposes a matrix   into an orthogonal matrix   and upper triangular 
matrix   such that:   =   ∗  . If   has   independent columns, then the first   columns of   
are pairwise orthogonal and together characterize the parametric space spanned by  . The 
eigen-value decomposition given by the PCA analysis can also provide a similar set, but at a 
much higher computational cost. Meanwhile, each column of the orthonormal set resulting 
from the QR factorization has unit length, which helps to normalize the data during projection.  
Feature vectors    extracted from the pre-trained AlexNet were projected into columns    of 
the   array. In each projection, the influence of the variance along the plane perpendicular to 
the column was considered by calculating the cosine distance   given in (5.4) between the 
column vector     and each data point    . The cosine distance on one side captures the 
divergence of data from a reference point (described by the vector    ), whilst the cosine 
distance on the other side adds extra nonlinearity and normalization due to the nature of the 
cosine function  
  = cos     ~    =
    
   	∗ 	  
 (5.4). 
5.2.1.4  SPATIAL PYRAMID POOLING AND L2-NORMALIZATION 
In this work, the combined effect of the proposed approach is tested with spatial pyramid 
pooling on the convolutional features, as well as L2-normalizing the data prior to classification. 
Spatial Pyramid Pooling (SPP) was introduced by He et al. [205] to encode the spatial 
information into DNN features. An SPP layer repeatedly slices the features (3-dimensional 
activation matrix) extracted at the last convolutional layer of a DNN into a grid of   ×   slices. 
Each slice is then max-pooled for the strongest activation vector to represent the 
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neighbourhood; the largest possible slice is given by the activation set representing the whole 
image, whilst the smallest possible slice is one local activation vector. Several values of   are 
used to create a pyramid of pooled features that cover different spatial resolutions; the pooled 
activation vectors are then stacked together to form the global representation of the whole 
image. The final feature size thus depends only on the total number of slices across the pyramid 
levels. It is known that applying the convolutional structure on images of different sizes results 
in activation sets of different sizes, that are not suitable for many subsequent processes. The 
SPP approach provides a neat solution by pooling these sets into features of fixed length.  
L2-normalization is applied directly to the final representation prior to the classification step. 
If we consider each sample representation immediately before classification as a feature vector, 
then L2-normalization will scale this vector to the unit length: the normalization divides each 
vector component by the L2-norm (Euclidean length) of the vector. The analytical explanation 
for the effectiveness of this process is not yet available, but if we consider the data distribution 
holistically, then L2-normalization is equal to the centric based projection of the whole dataset 
onto a unit-radius hypersphere centered at the origin. This approach constrains the data range 
to reduce overfitting the classifier, whilst removing a lot of variance in centrifugal directions 
with respect to the origin.  
5.2.1.5  CLASSIFICATION 
The aim of this study was to research the efficiency of a feature extraction method; thus, the 
effect of the classifier’s efficiency was not considered. Therefore, only a simple linear classifier 
from the minFunc library [188] was applied. The classifier is trained using the limited memory 
Broyden–Fletcher–Goldfarb–Shanno method [209], which aims to minimize the cross-entropy 
loss function given in (5.5) 
ℒ = 	 [   ln    + (1 −   ) ln(1 −   )]
 
   
 (5.5) 
where   is the real label,   is the predicted label, and   is the number of training samples. The 
classification output was given by the Softmax function indicating the probability of each class.  
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5.2.1.6  EXPERIMENTS AND RESULTS 
CLASSIFICATION RESULTS USING THE PROPOSED METHOD 
The experiments investigated the efficiency of the feature extraction method using activations 
of one of the higher layers of the pre-trained AlexNet (conv 5, fc6 or fc7) modified by 
orthogonal random projections or cosine distance. The proposed five feature extraction options 
are listed in Table 5.2 and Table 5.3 respectively, and were tested on two popular benchmark 
datasets: Caltech101 [161] and Caltech 256 [162]. The Caltech101 dataset contained 101 object 
classes and 1 background-class, represented by 9144 images. The Caltech256 dataset 
represented an updated version of the Caltech101 dataset, with 256 object classes and 1 
background class, represented by 30607 images. To remain consistent with previous studies 
using the Caltech101 dataset, up to 30 images were randomly selected from each class for 
training, and the remaining images were used for testing [95], [205]. For the Caltech256 
dataset, up to 60 images from each class were used for training and the remaining images for 
testing [98], [115]. As a performance measure, the average classification accuracy and standard 
deviation were calculated over 10 trials. During each trial, two randomly selected mutually 
exclusive datasets were used, one for training and one for testing.  
Table 5.2 - Classification result on Caltech101 dataset using pre-trained AlexNet as feature 
extractor. 
Feature description Accuracy ± Standard deviation 
conv5  90.20 ± 0.33 
fc6 89.33 ± 0.45 
fc7 87.69 ± 0.28 
Sparse random projection using conv5 89.57 ± 0.35 
QR projection using conv5 89.04 ± 0.29 
Cosine distance using conv5  89.55 ± 0.38 
 
Table 5.2 and  Table 5.3 show the experimental results obtained. In each table, the top three 
rows present the classification results with features extracted from selected layers of the pre-
trained AlexNet, enhanced with L2-normalization. The next three rows show the classification 
results on the 4096-dimensional features extracted at the last convolutional layer (conv5), 
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respectively embedded using sparse random projection, orthogonal QR-based projection, and 
orthogonal QR-based cosine distance.  
Table 5.3 - Classification result on Caltech256 dataset using pre-trained AlexNet as feature 
extractor. 
Feature description Accuracy ± Standard deviation 
conv5  67.94 ± 0.27 
fc6 72.24 ± 0.24 
fc7 71.44 ± 0.35 
Sparse random projection using conv5 65.69 ± 0.33 
QR projection using conv5 66.68 ± 0.35 
Cosine distance using conv5  66.55 ± 0.33 
 
It can be observed in  Table 5.2 that the features extracted from the convolutional layer conv5 
of AlexNet exhibits the highest classification accuracy. This result may be attributed to the 
difference in data distribution between the Caltech 101 dataset used to extract features from 
AlexNet and the ImageNet dataset used to pre-train AlexNet. Nevertheless, the QR projection 
features provided results comparable to the features extracted from the last convolutional layer 
(conv5) and the accuracy is slightly higher than the fully connected layer (fc6). This indicates 
that the QR basis can effectively capture useful information about the data. More importantly, 
the proposed approach also provided similar performance to the well-known sparse random 
projection method for the low-dimensional embedding. As sparse random projection has been 
proven to be statistically stable in [206], the QR projection approach will also exhibit similar 
statistical stability. 
Contrarily, the proposed QR-based approach does not perform as well on the larger Caltech256 
dataset, as shown in Table 5.3. Although the features extracted by the QR-based method still 
provide high classification accuracy compared to sparse random projection, the original 
features extracted from higher layers (fc6 and fc7) of the pre-trained AlexNet exhibit the 
highest accuracy classification. Thus, the fc6 and fc7 layers are all better than conv5 in 
extracting features for classification on the Caltech256 dataset, which differs from the results 
obtained for the Caltech101 dataset. This indicates that the data distribution of Caltech256 is 
more relevant to the training dataset (ImageNet) of AlexNet compared to Caltech101. 
Nevertheless, in both datasets the QR-based cosine distance features perform slightly better 
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than their QR-based orthogonal projection counterparts. This result implies that incorporating 
the data variance along the hyperplane in (5.1) may help to improve the classification 
performance. 
MAINTAINING THE IMAGE ASPECT RATIO WITH SPATIAL PYRAMID POOLING  
It is known that maintaining the image aspect ratio improves the classification result [119], 
[205]. However, when training neural networks, the input size has to be fixed, which leads to 
the requirement of either rescaling the image size or cropping the image to match the network’s 
input sizes. Rescaling adversely affects the geometric properties of the image features, while 
cropping causes a loss in image content. While multiple cropping steps can be applied, this 
increases the computational cost significantly as the image must be processed multiple times. 
However, the convolutional layers of a deep network can work with almost arbitrary image 
size. Based on this observation, He et al. [205] proposed the Spatial Pyramid Pooling (SPP) 
method to address size variance at relatively low cost. In his work, the spatial pyramid pooling 
layer was used to replace the last pooling layer of a typical deep neural network such as the ZF 
net [95], before training the whole network on a large dataset such as ImageNet.  
Table 5.4 - Classification result on Caltech 101 with original images’ aspect ratio. 
Feature description Accuracy ± Standard deviation 
conv5  90.80 ± 0.36 
Sparse random projection using conv5 89.87 ± 0.38 
Cosine distance using conv5  90.58 ± 0.41 
QR projection using conv5 90.35 ± 0.29 
 
Table 5.5 - Classification result on Caltech 256 with original images’ aspect ratio. 
Feature description Accuracy ± Standard deviation 
conv5 66.16 ± 0.20 
Sparse random projection using conv5 64.71 ± 0.21 
Cosine distance using conv5 65.41 ± 0.33  
QR projection using conv5 65.55 ± 0.20 
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Training entire deep networks is costly, therefore this study investigated how well a QR-based 
random layer applied to a pre-trained network performed in comparison to other random-based 
approaches such as sparse random projection. In short, convolutional features were extracted 
using a pre-trained network, with the last pooling sub-layer replaced by an SPP layer of size 
[4 × 4	; 	3 × 3	; 	2 × 2	; 	1 × 1], with  (4 × 4) grid as the highest resolution grid and  (1 × 1) 
grid as the global pooling. The output is then fixed at 30 activation vectors for arbitrary input 
image sizes, thus removing the original fully connected layers fc6 and fc7 being no longer 
applicable. The extracted features were processed further by using either sparse random 
projection, the orthogonal QR-based projection, or the orthogonal QR-based cosine distance.  
In Table 5.4, it can be observed that maintaining the aspect ratio improves the recognition 
accuracy on the Caltech101 dataset. The conv5 features still provided the best performance, 
though the accuracy improvement is marginal. On the other hand, the QR-based features and 
their cosine distance-based representation acquired higher recognition accuracy than the 
original fc6 and fc7 features presented in Table 5.2. In addition, the proposed approach 
performed better than the well-known sparse random projection embedding.  
Similar settings were used to test the Caltech256 dataset, and the results are listed in Table 5.5. 
A similar trend is observed, where the conv5 features provide the highest recognition accuracy 
followed by the QR-based projection features and their cosine-distance counterpart. The QR-
based approaches consistently performed better than the sparse random projection. However, 
in contrast to the Caltech101 database, preserving the aspect ratio does not improve the 
classification for the Caltech256 dataset. 
COMPARISON WITH PREVIOUS RELATED STUDIES  
The AlexNet network structure was previously considered as complicated at the time of 
introduction, and practical implementation was only possible after significant developments in 
computing hardware over the last decade. However, as hardware development continued, 
AlexNet has become relatively simple compared to other newer deep neural networks. 
Although AlexNet cannot compete with  recent networks such as VGG net [115] and OverFeat 
[129], AlexNet remains as a good compromise between performance and cost, and thus is still 
beneficial for many small-scale applications.  
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Table 5.6 - Recognition accuracy of state-of-the-art approaches on Caltech101 dataset. 
Method Accuracy ± Standard deviation 
SPP on Overfeat network [205] 93.4 ± 0.5 
VGG-19 (19 layers) [115] 92.3 ± 0.5 
VGG-16 (16 layers) [115] 91.8 ± 1.0 
ZF net [95] 86.5 ± 0.5 
 
Table 5.7 - Recognition accuracy of state-of-the-art approaches on Caltech256 dataset. 
Method Accuracy ± Standard deviation 
ProCRC [210] 86.1 
VGG-19 (19 layers) [115] 85.1 ± 0.3 
VGG-16 (16 layers) [115] 85.0 ± 0.2 
 
Table 5.6 enlists results reported by several leading studies conducted on the Caltech101 
dataset. It can be seen that the state-of-the-art models, built on much more complicated deep 
neural network structures, provided classification accuracy that was only a few percent higher 
than the approach proposed in this study. Table 5.7 summarizes the top performers on the 
Caltech256 dataset, all of which used a deep neural network trained on the ImageNet as a 
feature extractor. As discussed previously, the data distribution in the Caltech256 dataset seems 
to be very similar to the data distribution of ImageNet dataset, which leads to the high 
efficiency in transferring knowledge from one dataset to the other.  
5.2.2  DIMENSIONALITY REDUCTION BY MIMICKING T-SNE  
It can be seen from the work in random orthogonal projection, knowing the data distribution is 
better than blind processing. If the final task is classification, then it is preferable to preserve 
the pair-wise distance between samples during dimensionality reduction. t-Distributed 
Stochastic Neighbour Embedding (t-SNE) [147] is a very successful algorithm for the 
visualization of high-dimensional data using local preservation embedding. It has been used 
widely in many studies as a tool to visualize the semantic efficiency of recognition approaches 
such as in [14] or visualize dataset structure such as in [211]. The advantage of t-SNE lies in it 
capability to model the local hyper spheres in original data space and ignore the effect of 
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distanced data points. In clustering, this is equivalent to the fine modeling of boundaries 
between clusters, while eliminating the effect of cluster size. However, the downside of t-SNE 
is its lack of support for out-of-samples inference. This means that t-SNE cannot be used to 
reduce the dimension of samples that have not been seen in training.  
The neural network was claimed to be able to approximate arbitrary functions provided enough 
parameters are used [212]. From the practical experience, a very large neural network can be 
trained provided enough data is available [112]. Therefore, it is desirable that neural networks 
be used to mimic the function of an arbitrary system, including the renowned t-SNE algorithm. 
In addition, the t-SNE algorithm works by preserving pairwise distances in local proximity. 
The calculation a neuron performs on an input is also based on relative distance between the 
data point and the point represented by the weight set of that neuron. In turn, it is expected that 
a neuron can exploit this similarity to imitate the t-SNE function.  
In this work, target is to reduce the dimension of the CNN feature extracted at the 5th layer of 
pre-trained AlexNet. By default, the cv5 feature after pooling has size 256×6×6 corresponding 
to 256 filter channels applied at 36 different spatial locations over the image. Observations 
show that only a small number of channels still have remarkable representation capability. In 
the left part of Figure 5.5, images in the Washington-RGBD dataset are presented using only 3 
randomly selected channels of cv5 features and using t-SNE to embed these features into 2-
dimensional space. The graphical plot versus label data (one colour for each class) shows the 
large extent of discrimination. Based on that observation, a set of small neural networks were 
trained to mimic the embedding function of t-SNE. As there are 256 channels, there are totally 
    
 
  = 2763520  possible combinations if a subset of 3 different channels is randomly 
selected and     
 
  = 32640  possible combination if a subset of 2 different channels is 
selected. A larger subset is not chosen because it will explode the number of possible 
combinations. A smaller subset is not chosen because it contains too little information to be 
helpful for the low-dimensional embedding. As with 3 channels and 2 channels, the features to 
be processed have size of 3×6×6 = 108 and 2×6×6 = 72 respectively, and the targeted embedded 
length is 2.  
The structure of proposed low-dimensional embedding experiment is depicted in Figure 5.4. A 
network with only 1 hidden layer containing 34 nodes is used. In the right path is the plot of 
the embedded output versus the class label data. It can be seen that the network can actually 
learn the embedding and provide clear clusters.  
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Figure 5.4 – Low-dimensional embedding using neural network guided by t-SNE. 
 
 
Figure 5.5 – 2D t-SNE visualization of 3 image features selected randomly from CNN net 
output (left) and the result of mimic mapping using a 34-node neural network (right). 
The classification results on features embedded using the described approach is shown in Table 
5.8. 2s networks denotes networks with input using 2 channels from cv5 features, while a 3s 
network denotes networks that use 3 channels as input. Provided that the cv5 feature has 9216 
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dimensions, it can be seen that the proposed dimensionality reduction does very good in 
retaining the classification accuracy (89.6% compared to 89.7% best accuracy achieved in the 
work in Chapter 4). It is also interesting that adding too many mimicking networks does not 
improve the model but rather reduces the accuracy. This outcome could be linked to the 
redundancy involved when a number of channels have been reused too many times in different 
networks. In addition, the 2s networks seem to perform better in retaining the classification 
accuracy than the 3s ones. The network size could be the reason for this difference. As both 
types of network have the same 34 hidden nodes, the one with a smaller input space can perform 
better in learning interesting patterns.  
Table 5.8 - Classification results on the W-RGBD dataset using mimicking low-dimensional 
embedding. 
Number of accumulated nets Accuracy without 
L2-norm 
Accuracy with 
L2-norm 
first 4k net2s (8k dimensions) 84.9 87.8 
first 6k net2s (12k dimensions) 83.7  
first 12k net2s (24k dimensions) 85  
  
 
random 2k net2s (4k dimensions) 88.33 89.6 
random 4k net2s (8k dimensions) 88.73  
random 6k net2s (12k dimensions) 87.70  
random 8k net2s (16k dimensions) 88.30  
random 10k net2s (20k dimensions) 86.83  
  
 
random 2k net2s + random 1k net3s  
(6k dimensions) 
88.3 89.52 
random 4k net2s + random 1.7k net3s 
(11.4k dimensions) 
87.90  
random 6k net2s + random 1.7k net3s 
(15.4k dimensions) 
87.87  
 
Despite promising results, the experiment has not been explored further due to the excessive 
computational cost resulting from training a large number of networks. A dedicated 
implementation of parallel network training could be built to revisit this approach again. Also 
in this experiment, it was realized that the Washington-RGBD dataset contained an unsolvable 
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and impractical challenge that should not be considered in benchmarking an algorithm. 
Performance acquired in this work and the work presented in Chapter 4 seems to have already 
reached the practical limit for this dataset, and all other tests do not improve the classification 
accuracy further. Error analysis has revealed some indistinguishable objects in the dataset that 
are almost impossible to learn unless previously seen. An example is shown in Figure 5.6. In 
fact, the training of a binary SVM classifier was attempted just to differentiate these two classes 
and it still fails miserably. The deep images provided in the Washington-RGBD dataset could 
possibly help to overcome this issue, however processing deep images is not in the scope of 
this research.  
 
Figure 5.6 – Example of indistinguishable objects in the Washington-RGBD dataset. 
5.3  FISHER VECTOR USING INFINITE GAUSSIAN MIXTURE 
5.3.1  IMAGE CODING AND THE GENERATIVE MODEL 
Let’s draw out the object recognition pipeline one more time: the first stage extracts the features 
from an image, tries to represent the image in a compact and discriminative way, then the 
classifier at the second stage tries to learn the hypersurfaces that separates images into classes 
and assigns labels accordingly. It has been shown that features extracted by pre-trained deep 
neural networks is superior to previously known hand-crafted features such as SIFT and SURF 
[14]. To date, the representation of images is still built on the collection of local image patches, 
which in turn relates to the traditional BoV model [38]. This relationship exists due to the fact 
that learning patterns from whole images simultaneously is an unmanageable task as there are 
too many dimensions to be considered and there is a magnitude of possibilities of image 
patterns available. It is also well known that encoding local image features can enhance their 
performance in the classification stage and acquire extra favoured properties such as sparseness 
and compactness [56], [60], [70], [73], [213]. In the same trend, thanks to the small-receptive 
field nature of convolutional neurons, deep net features can still be considered as local 
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descriptors for image regions despite being constructed in a end-to-end manner. Thus they are 
expected to enjoy the benefit of encoding steps that has been used successfully in previous 
local descriptors. Nevertheless, the deep net features are usually presented in a very high 
dimensionality space, which poses difficulty to traditional processing techniques due to the 
computational cost and the complexity of extra dimensions. The majority of recent approaches 
to utilize deep net features use fine-tuning to shift the network’s operation to the new domain 
with the assumption that the data distribution in the source domain and the one in the target 
domain are somewhat similar. While some improvements have been observed [117], [130], 
[198], the potential of these methods is limited as the training data in the target domain is 
usually in shortage, which lowers the chance of convergence in fine-tuning.  
Sparse coding is the long-time methods to encode data. It is widely agreed that our brain use a 
similar technique to sparse coding to process information [58]. It is also empirically recorded 
that image data can usually be expressed efficiently as a combination of several sources. In 
Figure 5.7, intuitively we can describe the image on the left as containing a bit of “dog source”, 
a bit of “grass source” and a bit of “wool source” while expressing the image on the right as 
containing a bit of “car source”, a bit of “grass source” and a bit of “mountain source”. While 
there can be an enormous number of possible sources, such as human, tree, street, wall, ocean, 
and so on, we just need to use 3 sources to explain each image. This property is called 
sparseness, and the relevant method to find the good expressive combination is called sparse 
coding. Surely, the smaller number of sources to be considered, the easier the sparse coding 
problem is. To limit the number of sources, one can make a boundary of application space to 
reduce the possible source types. This is where the small-scale object recognition tasks can 
take advantage of by default as they perform well with a limited number of cases. The other 
way to reduce the number of sources is to lower the abstracted level of the sources. For 
example, if we consider semantic objects as sources, then we have to consider countless things 
that already exist in the universe in addition to trillions of man-made objects such as tables, 
cars, houses, computers, and so on. Obviously, that number of sources is not a manageable 
amount. On the other hand, if we consider physical atoms as sources, then we can safely limit 
the number of sources to the number of elements on the periodic table. Unfortunately, the atoms 
are not visible on the images for object recognition applications. In turn, we need to select an 
appropriate level of abstraction somewhere in between the two mentioned extremes.   
The irrelevant information in a image always poses a big challenge in identifying the object 
being contained. Analyzing Figure 5.7 again, it can be seen that the grass and soil information 
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has a negligible role in identifying the dog or the car object. However any algorithm that tries 
to classify the image has to process all pixels anyway. Fortunately, after being trained to 
identify a large number of objects using a large amount of training data, the deep neural 
networks were shown to be able to remove irrelevant details from the representation. The work 
by Zeiler & Fergus in [95] has depicted this property clearly. In short, the deep net possesses 
the long-expected capability of redundancy removal and making a clean representation of an 
object. Considering doing sparse coding on the features extracted by the deep net, we are 
effectively provided with a clean space of a smaller number of more relevant sources.  
 
 
Figure 5.7 - Example of expressing images using sparse terms (images form ImageNet2012). 
Sparse coding is about finding the primitive sources that can be used to construct the 
expressions of different data samples. The main objective of encoding, shown in (5.6), is to 
minimize the reconstruction error, where X is the data sample to be encoded, B is the set of 
primitive building sources, and S is the encoding vector to specify the amount of each of the 
sources used. If S is sparse, then the encoding is called sparse coding.  
ℒ = ‖  −   ×  ‖ 
(5.6) 
In the extreme case, S can be a vector of one-out-of-K, where only one component of S is non-
zero. Many approaches are proposed following this setting, including Nearest Neighbour and 
the well-known Gaussian Mixture Model (GMM). While the former hard assigned a sample to 
the nearest base vector, the latter does soft assignment with some probability   . It is 
theoretically known that the GMM can be used to model arbitrary space provided that a large 
number of bases are used [46], [47]. If there is no constraint on the number of Gaussians to be 
used, then any data distribution can be considered as generated by a set of multi-variate 
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Gaussians. In theory, the GMM can be learned well with maximum likelihood estimation 
(MME) if we have a prior knowledge about the data, i.e. the estimated number of 
centroids/causes that generated the population. In practice, however, we rarely have a good 
indicator for the number of causes for an arbitrarily distribution. In turn, it is not clear how 
many centroids should be used for each specific case. Studies in infinite Gaussian Mixture 
Model alleviated this difficulty by searching for a suitable number of centroids from data [214], 
however the model is very susceptible to noise. In turn, the increased number of centroids to 
improve fitness is still the best choice for a GMM, which leads to tremendous amounts of 
computational resources to learn the bases, not to mention all the current approaches to learn 
the distribution are based on approximation and cannot guarantee the exactness of the solution. 
Expectation–Maximization (EM) and Variational Bayes are the two most popular examples. 
 
Figure 5.8 - Cluster size of SIFT features when fitting a GMM using the EM algorithm. 
 
Figure 5.9 - Cluster size of cv-5 features when fitting a GMM using the EM algorithm. 
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A few years ago, hand-crafted features such as SIFT were dominant. These features are low-
dimensional, and algorithms that learn to encode these features usually return high quality 
bases. However, when feature dimensions increase dramatically, the same algorithms tend to 
fail regularly in finding the atomic vectors to fit the data space. The EM algorithm was used to 
learn 512 centroids on the set of SIFT features (128 dimensions) extracted from images in the 
Caltech-101 dataset, and the result of cluster assignment (number of samples in each cluster) 
is summarized in Figure 5.8 with the 6 largest clusters marked. Similarly, EM was run on conv-
5 features (512 dimensions) extracted from Caltech-101 using the VGG-19 pre-trained net and 
the assignment statistics are plotted in Figure 5.9. As the number of centroids is large, some 
clusters received just a few member assignments. Nevertheless, none of the clusters are empty, 
and none of them are “oversized”.  
 
Figure 5.10 - Cluster size of fc6 features when fitting a GMM using the EM algorithm. 
The same experiment was carried out with fc6 features (4096 dimensions, PCA reduced to 
2000 dimensions), and the EM algorithm regularly failed to learn the GMM model. The EM 
algorithm can learn the model only with the assumption of diagonal covariance matrices for all 
mixtures, and either the whole feature set is L2-normalized or random regularization values are 
added into the covariance matrix to prevent ill-conditioning. When the model is forced to be 
learned, it normally results in a few very large clusters that take almost all of the data points 
leaving the remaining mixtures empty, as can be seen in Figure 5.10. This can possibly be 
explained by the booming number of parameters arising in the GMM model when the 
dimensions increase and the scattered distribution of data points in a high-dimensional space. 
While the diagonal covariance matrix is a safe assumption, provided that data has been 
decorrelated using an orthogonal projection technique such as PCA, the need for the L2-norm 
or added regularization is not convenient in many cases. Indeed, performing L2-normalization 
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irreversibly distorts the whole distribution and possibly removes interesting patterns from the 
original point cloud.  
5.3.2  RESIDUE CODING AND THE FISHER VECTOR 
Suppose that the given objective has been optimized, one can choose either the only encoding 
vector S as that representation for the data sample or using both the vector S and the 
reconstruction error together as the representation. Usually, if the reconstruction error is large 
(scattered data space), the latter option produces a higher representation quality. VLAD [215] 
can be considered as one of the most successful methods to utilize both vector S and the 
reconstruction error into the representation in the form of a distributed super vector, which can 
be illustrated in Figure 5.11. The residual vector is replicated   times (  is number of learned 
atomic vectors), each is element-wise multiplied with one of the cluster assignment scores 
(element of encoding vector S), and then concatenated all together into a super vector. The data 
point can be soft-assigned into multiple mixture which results in real value vector S with 
multiple non-zero entries. The encoding procedure is unchanged however, and it is exactly the 
Fisher vector encoding method based on the Gaussian Mixture Model with respect to the 
mixture means [69].  
 
Figure 5.11 - Illustration of data encoding using hard-assigned Mixture Model residuals. 
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Fisher encoding is a well-known encoding method based on the famous Fisher Information 
Matrix (FIM). Intuitively, given a data sample set   =    ,   , … ,      and a generative model 
  ( ) =  ( | )  that generated distribution    where    is drawn from, the FIM in (5.7) 
indicates how much information the sample set    can reveal about the parameters    of 
generator   . 
   =   [∇ (log   ( ))	∇ (log  ( ))
⊺] 
(5.7) 
 
The possibility that set   is actually generated by    is described by its log-likelihood vector 
in (5.8), which simply shows how much    changes with respect to the change in each 
component of  .  
  
  =
1
  
∇  log   ( ) =
1
  
∇  log    (  )
  
 
 
= 	
1
 
 ∇  log  (  )
  
 
 
(5.8) 
 
Let   =    ,   , … ,      be another sample set also generated by   , then a kernel in (5.9) 
can be used to measure the difference between two sample sets   and   (where    ≠    in 
general). 
 ( ,  ) =   
 ⊺  
    
  = 〈    
 ,     
 〉 
(5.9) 
 
with 	   = 	   
⊺    the result of Cholesky decomposition and 〈… 〉  denotes the dot product 
operation. The attractiveness of this kernel is based on the dot product operator, which allows 
for the use of linear classifiers to differentiate   and  . In addition, as the sizes of two sample 
sets   and   can be different, the kernel enables the classification of variable input lengths. In 
turn, let   
  =     
  , then   
   can be used as the encoded version of    to be used for 
classification problems. Altogether into visual object recognition context, the Fisher encoding 
approach is appealing as it combines the advantages of both the generative approach and the 
discriminative approach into a single system, allowing for the use of images of any size and 
aspect ratio as the input and holding the potential to deal with incomplete data. 
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Assuming that the distribution   in  -dimension space is generated by a Gaussian Mixture 
Model of   mixtures    = ∑    	  ,  
 
    , where each mixture 	  ,  is a Gaussian with mean 
    and covariance matrix Σ   , and has the probability density function given in (5.10). In 
theory, distribution   can be approximated up to arbitrary precision using a Gaussian Mixture 
Model with enough number components, where each component can be modeled using the 
diagonal covariance matrix Σ   . The weight vector     shows how much each mixture 
contributes in generating the distribution  . 
	  , ( ) = 	 ( |	  , Σ ) =
1
(2π)
 
   	(det	(Σ ))
 
  
	e
  
 
 
(    )
⊺(  )
  (    ) 
 
(5.10) 
 
The parameter set of the model is thus   = {  ,   , Σ ,   = 1… 	 }, and the Fisher vector for 
a sample set   with respect to the     mixture is comprised of three gradient vectors    
  ,    
  , 
and    
  . It is worthy to mention that the dimensions of   ,   , and Σ  respectively are ℝ
 , ℝ , 
and ℝ ×  . Detailed mathematical derivations for these vectors are provided in [69], but 
empirical observation of using the Fisher vector in visual classification tasks [69], [70], [216] 
has shown that gradient versus the mixture weight vector     contributes little to the 
classification accuracy. Therefore, only gradients versus mean vectors     and covariance 
matrices Σ   are popularly used to encode the data vectors in classification problems. Their 
detailed expressions are given in (5.11) and (5.12), respectively.  
   
  =  diag(   ) 
  
   ∗
 (log   (  ))
 (  )
=
1
     
∗   ( )  
   −   
  
 
  
   
 
(5.11) 
   
  ≡    
  =  diag      
  
  
∗
 (log   (  ))
 (  )
=
1
   2  
∗   ( ) 
(   −   )
 
(  )
 
− 1 
  
   
 
(5.12) 
 
with   ( ) =
  ∗  , (  )
∑   ∗  , (  )
 
   
 is the assignment score that sample     assigned to the  
   
mixture;    is the square-rooted diagonal vector of matrix Σ  that models the corresponding 
mixture, which means (  )
  = diag(Σ ); and all vector division and square operations are 
performed element-wise. The final representation     for the whole sample set is the 
concatenation of all mixture vectors, which is a vector of 2  -dimension:  
   =     
  ,    
  ,… ,    
  ,    
  ,    
  , … ,    
   . 
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The assumption of a diagonal covariance matrix means dimensions of    are highly 
uncorrelated. In practice, this assumption can be easily fulfilled using processing techniques 
such as PCA or ICA. Empirical observations [69] have shown that   , (  ) normally contains 
just one significant component while all the remaining components are close to zero. Therefore, 
the assignment score   ( )  can be well approximated as a one-out-of-K vector, with all 
components equal to zero except one component equals to 1. The first term in (5.11) and (5.12) 
can be interpreted as a scaling factor for the contribution of the involved centroid, where the 
more crowded one will be penalized heavier than the less crowded centroid. The second term 
in these equations model the first order (5.11) and second order (5.12) statistics of the residual 
vector resulted from the fitting process. With these settings, Fisher encoding based on a GMM 
has been used very successfully to enhance classification on low-dimensional local image 
descriptors [69], [70], [71], [216], [217], [218]. 
There are studies to apply Fisher encoding onto later image descriptors, including the currently 
dominated deep CNN [77], [80], [190], [219]. However, the recorded improvements were 
marginal. In [219], the authors identified the high dimensionality as the reason explaining why 
Fisher encoding does not work well with deep CNN features. The distance between samples 
and mixture centroids explodes quickly as the dimensions increase. The authors also proposed 
using infinite Gaussian Mixture Model to reduce the reconstruction error. For the comparison 
given in [77], [219] the effect of a cluster’s variances are ignored, and only one centroid with 
a unit multiplier is used for the original GMM case, while multiple bases with real value 
multipliers are used for the proposed infinite GMM case. While it does not seem to be a fair 
comparison, the study did suggest a potential solution for the problem of high dimensionality 
in using Fisher encoding on deep CNN features, where linear combinations of bases can be 
used to approximate the data points.  
In [77] and [219], authors proposed to approximate each data point using the linear combination 
of bases (i.e.    ≈   ×  
  ), where	   is a data point,   is a code book learned on the training 
data, and     is a sparse coding vector constructed by sampling from a peaky distribution such 
as the Laplacian one. The encoded version of the data points is the modeling residual distributed 
onto the bases in use, mathematically expressed in (5.13). The illustration for this approach can 
be seen in Figure 5.12, that closely resembles the encoding method presented in Figure 5.11. 
The former case with sparsity level fixed at 1     is actually an extreme case of the latter one. 
Compared to the former Fisher vector approach in (5.11) and (5.12), it can be seen that the 
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approach in (5.13) does not consider the mixture weights as well as the second order statistics 
or the residuals. Meanwhile, there are a few inappropriate steps being retained, including the 
sign squared rooting normalization which was designed to “de-sparse” the resulted Fisher 
vectors [70]. That normalization is not necessary when multiple bases are used in encoding as 
the resulting vector is no longer sparse, and thus the potential problem of poor performance  of 
linear classifiers on sparse data [220] is no longer valid.  
   = (  −   ×  ) ×  ⊺ 
(5.13) 
 
Figure 5.12 – Illustration of encoding data using sparse coding residuals. 
An improvement (named SCFV_reg) to the approach in [77] and [219] is proposed by adding 
the mentioned missing attributes. As multiple bases are used in modeling each mixture, the 
mixture weight can be approximated as the cumulative probability of the contributed individual 
bases as in (5.15). With   be the number of samples used to learn  	bases, the probability of 
each individual base is computed based on its frequency of being selected in the bases learning 
process as in (5.14).  
 (  ) =   ∗
∑ |  | 
 
 
∑  ∑    ,   
 
   
 
   
	 (5.14) 
    =      	; 			∀ 		   ℎ	 ℎ  	  
   ≠ 0 
(5.15) 
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The idea is to penalize the effect of popular mixtures, while encouraging the contribution of 
the rare ones. In turn, the Fisher vector of a data point    with respect to the mixture mean is 
shown in (5.16). 
  
   =
1
 √   
∗ (   −   ×  ) ×  
⊺ 
(5.16) 
Also, the second order statistics was added to the Fisher vector with respect to the mixture 
variance as shown in (5.17).  
  
   ≡   
   =
1
 √2   
∗ ((   −   ×  )
 ) ×  ⊺ 
(5.17) 
The final representation is the concatenation of these two vectors,     =    
  ,   
   . In these 
formulas, the subscript for the mixture was ignored as there is possibly an infinite number of 
them. Therefore, it is implied that the mean and the variances under consideration belong to 
the mixture which generated that specific data point.  
5.3.3  OBJECT RECOGNITION USING FISHER VECTOR 
Using this approach, the Fisher vector is evaluated for image classification tasks on small 
datasets such as PASCAL VOC 2007 and Caltech 101. These datasets are too small to allow 
for a full neural network training; however, it is still beneficial to use pre-trained models to 
extract high quality image features from those datasets and use them for further processing. 
The well-known VGG-19 model [115] is used to extract fc7 features (second to last fully 
connected layer) from images of fixed size 512×512 pixels. The resulting representation is a 
set of 100 vectors in 4096 dimensions, representing features of 100 images regions of size 
224×244 sampled over the image with stride 32. Features are centralized, then PCA is used to 
reduce the dimension to 2000. The sparse coding algorithm in [59] (with fixed sparsity penalty 
  = 0.5) is used to learn  	 = 	200 bases, and these bases are used to compute the Fisher 
encoding following the proposed approach. Standard feature normalization techniques 
including sign square rooting and L2-normalization were also applied following the findings 
in [70]. As computing sparse code using the feature sign search algorithm in [59] is too slow 
for high dimensionality data points, matching pursuit was used to find the sparse code. These 
settings are kept very similar to the closely related work in [77] in order to have a fair 
comparison. Nevertheless, multiple image scales were passed through the pre-trained VGG 
model to extract features in [77], while only one image scale of size 512×512 is used in this 
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study for the same purpose. All other settings for the train-test splitting and performance 
evaluation are kept consistent with the recommendations for each dataset [161], [221]. 
Table 5.9 - Classification results on the Pascal 2007 dataset in comparison with other 
approaches. 
Method 
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CNN  
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90.7 87.5 90.5 88.5 57.3 80.4 86.9 89.1 64.0 71.5  
FV_GMM 
[77] 
94.9 92.2 93.5 89.2 58.9 86.4 92.3 93.3 66.6 81.1  
SCFV [77] 
(multiscale) 
97.3 92.6 93.6 90.6 61.8 88.4 91.9 92.6 68.2 81.7  
SCFV_reg 
(  
    & 	  
   ) 
96.9 91.2 91.4 90.9 65.5 88.0 89.3 91.2 70.7 82.4  
SCFV_reg 
(  
    only) 
95.0 91.0 91.4 90.4 65.7 88.0 89.6 90.8 70.6 83.3  
SCFV_reg 
(  
    only) 
96.8 90.5 91.3 90.2 62.9 85.5 88.4 91.1 68.1 80.7  
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CNN  
(fc7 VGG19) 
78.8 87.8 88.2 82.3 92.9 57.6 79.5 77.4 89.3 77.6 80.9 
FV_GMM 
[77] 
79.1 89.1 92.1 89.9 95.9 63.2 80.6 77.3 95.8 81.3 84.6 
SCFV [77] 
(multiscale) 
83.1 90.9 93.8 90.4 96.2 64.2 84.2 79.7 96.4 84.1 86.1 
SCFV_reg 
(  
    +	  
   ) 
81.5 90.6 91.6 89.5 93.5 65.8 89.1 78.3 92.7 84.6 85.7 
SCFV_reg 
(  
    only) 
81.5 90.6 92.4 89.8 93.7 66.3 92.1 78.2 94.8 85.7 86.0 
SCFV_reg 
(  
    only) 
78.4 89.9 90.9 88.0 92.6 62.5 85.4 77.9 91.6 82.2 84.3 
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Overall, as can be seen in Table 5.9, the proposed approach gives comparable recognition 
accuracy (measured in mean Average Precision – mAP) on the PASCAL-2007 benchmark to 
the work in [77], while its performs particularly better in difficult classes such as bottle, chair, 
and potted plant. In these difficult classes, the object usually takes a small portion of the image 
leaving a lot of space for background information. The proposed regularization scheme 
penalizes the effect of ‘popular’ patterns and thus may contribute to reduce the effect of 
background regions. Interestingly, using first order statistics   
    alone provides the best 
performance. On the other hand, using only the second order statistics   
   results in inferior 
recognition accuracy (despite being better than the performance of raw CNN features). 
Moreover, combining both vectors into the representation seems to increase the classification 
errors on this dataset. 
On application with larger number of classes, such as the Caltech 101, the proposed approach 
does not seem to improve the deep neural network features but rather slightly reduced the 
classification result as shown in Table 5.10. This could be linked to the poor approximation of 
the infinite Gaussian Mixture due to the too small dictionary. Intuitively, when the number of 
classes is larger, the features space is generated by larger number of sources, thus it demands 
more code words to explain the distribution. 
Table 5.10 - Classification results on the Caltech-101 dataset in comparison with other 
approaches. 
Method Average accuracy ± Standard deviation 
VGG-19 (19 layers, multi-scale) [115] 92.3 ± 0.5 
VGG-19 (19 layers, single-scale) 90.3 ± 1.0 
SCFV_reg (  
    only) 89.64 ± 0.33 
 
5.3.4  EXTEND THE DICTIONARY SIZE 
Sparse coding is proposed to model the visual cortex of our brains [57], [58], which is built 
upon an over-complete dictionary. In low-dimensional settings, over-complete sparse coding 
was used very successfully and produced state-of-the-art performance [59], [222]. However, 
in high-dimensional settings, approaches in [77], [219] can only afford very under-complete 
dictionaries due to the cost of sparse learning.  
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The difference between using sparse coding and matching pursuit in this particular setting is 
summarized in Table 5.11. Sparse coding provides the best modeling, with the smallest average 
length of residual vectors, however, matching pursuit comes very close if the right number of 
iterations is used. In addition, matching pursuit is very fast compared to sparse coding, which 
is the more viable option in practical applications. Unfortunately, despite only 200 bases being 
learnt for a 2000-dimension space, the sparse bases learned by the sparse coding algorithm are 
not mutually orthogonal (their pair-wise cosine distances are not very close to zero, as were 
visualized in Figure 5.13), which made the results of matching pursuit inconsistent and lead to 
instability. 
 
Figure 5.13 – Histogram of pair-wise cosine distance between bases learnt by sparse coding. 
Table 5.11 - Comparison of modeling accuracy between sparse coding (SC) and matching 
pursuit (MP) using the same set of 200 sparse bases. 
SC inference using SC 
bases 
MP inference using SC bases 
# iterations stats 
sparsity = 0.81 
distance = 38.7 
50 
distance = 42.1 
sparsity = 0.25 
100 
distance = 39.2  
sparsity = 0.5 
200 
distance = 37.9 
sparsity = 0.9 
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Provided a learned dictionary  , finding the best sparse code   is a difficult problem, however 
greedy algorithms such as matching pursuit has been shown to work well for this purpose [223], 
[224]. Table 5.11 shows that using matching pursuit can provide very competitive modeling 
accuracy compare to sparse coding on the same set of bases. The biggest obstacle in using 
sparse coding remains the cost to learn an efficient dictionary. It becomes a big challenge for 
high dimensionality data points such as deep neural network features. Sparsity of the encoding 
vector   is enforced by reducing either its L0-norm or L1-norm. The corresponding LASSO 
style cost functions to be minimized are given in (5.18) and (5.19). Mathematically, both of 
these objectives are non-convex non-deterministic polynomial-time hard (NP-hard) problems, 
thus only approximations can be made through iterative algorithms [59], [225], [226]. The 
iteration includes alternative updates between either the dictionary or the sparse code while 
keeping the other one fixed. As a result, learning an over-complete dictionary using these 
approaches in a high dimensionality space is infeasible.  
ℒ = ‖  −   ×  ‖ +  | |  
 ℎ   	| |  =       	  	    −     	       	  	  
(5.18) 
ℒ = ‖  −   ×  ‖ +  | |  
 ℎ   	| |  =  |  |
 
 
(5.19) 
 
In the scenarios where, sparse coding is too expensive such that greedy techniques have to be 
used to find a coding vector, it is reasonable to ask if any inexpensive technique can be used to 
learn the dictionary, particularly in favour of the matching pursuit approach and over-complete 
sparse coding. It is important to mention that the operation of the baseline version of matching 
pursuit is that in each step it finds the most appropriate base to reduce the residual. In most of 
the cases, the most appropriate code word to be chosen is the one with the smallest cosine 
distance to the current residual vector (assuming that bases are normalized in length). On the 
other hand, the most obvious choice of low-cost codebook learning method up to date is the k-
means clustering, usually implemented using Lloyd’s algorithm [53]. So, one straight forward 
question to ask is whether k-means can be used to learn a dictionary for sparse coding, at least 
in the approximated case with matching pursuit inference.  
This study proposes a simple incremental k-means clustering to learn this dictionary with step-
by-step matching pursuit refinement. As the target codebook is to be used for matching pursuit 
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search, a cosine kernel is used to perform clustering. Equivalently the residual can be L2-
normalized prior to the clustering to achieve the same effect. After all bases have been learned, 
pruning step can be used to remove bases that can be well approximated using the other bases. 
The pruning step is performed by comparing the pair-wise cosine distance between learned 
bases, if the absolute value of the cosine distance is greater than a threshold value  , the bases 
with smaller utilization will be discarded. The utilization of a base is the frequency that base is 
used by the matching pursuit algorithm to approximate a dataset. Normally, the value of 
threshold   is close to 1, which aims for a pair of base vectors so that one is almost a linearly 
scaled version of the other. The learning procedure is summarized in the following pseudo code 
Figure 5.14 illustrates the approximation quality of using incremental k-means (blue line) 
versus using normal k-means (red line) on PCA compressed (from 4096 dimensions to 2000 
dimensions) local descriptors from the fc7 layer of the VGG19 pre-trained neural network. The 
left part shows the average Euclidean length of error vectors when data points are being 
approximated with learned centroids using matching pursuit. The right part shows the average 
proportion of centroids used to approximate each data sample (limited by 200 matching pursuit 
iterations). We used 21 refinement levels to learn a dictionary incrementally from under-
complete size 100 centroids to over-complete size of 2100 centroids (i.e. 100 new centroids 
Input:  
X: data matrix 
L: number of refinement levels 
K: number of bases to learn per refinement level 
E: expected number of bases to express a data point (sparsity level) 
Initialization:  
residual  X 
currentBases  empty matrix; 
Compute bases: 
for each level of L 
learn newBases as K kmeans centroids of residual 
L2-normalize newBases 
currentBases  concatenate currentBases and newBases 
 
sparseCode  E bases in currentBases to express each column of X (learned via 
MatchingPursuit) 
 
residual  X - currentBases * sparseCode 
 
currentBases  pruned currentBases 
return currentBases, sparseCode 
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per level). It is obvious that using incremental k-means with matching pursuit refinement 
produces much better data approximation (shorter error vectors) than the normal k-means.  
 
Figure 5.14 - Modeling error versus dictionary size (left) and corresponding sparsity level 
(right) using Matching Pursuit on different k-means approaches.  
Moreover, with a large enough number of centroids (600 centroids), the approximation quality 
of this approach is already comparable to the sparse coding approach using 200 bases. Of 
course, one may complain that comparing 200 bases to 600 centroids is unfair, however it is 
important to emphasize that the cost of learning 200 sparse coding bases is far more expensive 
than the cost of learning 600 k-means centroids. In addition, although 600 k-means centroids 
were learned, only a small number of them (about 100 centroids) are used to encode each data 
sample, which in turn produces a highly demanded sparse effect. In fact, learning a complete 
or over-complete codebook in this high dimensionality space is possible and affordable with 
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k-means, but is computationally impossible with sparse coding on our available computer 
systems. Also, after the pruning step is conducted with threshold   = 0.8 on 2100 learned 
bases, the number of bases is significantly reduced to over 600 bases while the approximation 
accuracy is unchanged.  
5.4  SUMMARY 
This chapter studied two enhancements on the image features extracted using pre-trained deep 
neural networks in order to improve the system performance. The first part discussed a new 
simple data dimensionality reduction method to be used for deep neural network features, based 
on the random orthogonal QR decomposition technique. This part targets to reduce 
computational cost and enable object recognition with deep neural network power on low 
profile computer systems. Meanwhile, the second half studies a sophisticated feature encoding 
pipeline using infinite Gaussian Mixture Model and Fisher information theory. This part aims 
to improve the recognition accuracy on applications with limited amounts of training data.  
Despite its random nature, applying QR projection over the last convolutional layer of AlexNet 
was shown to be a good low-dimensional embedding scheme for classification purposes on a 
small dataset such as Caltech101. The proposed method acquired higher recognition accuracy 
than other randomized generic embedding methods, such as sparse random projection. In 
combination with pooling methods that preserve the aspect ratio, such as Spatial Pyramid 
Pooling (SPP), a QR-based approach can tune the features to provide higher classification 
accuracy than the features extracted from the high-level layers of the trained AlexNet. Also, as 
the weight vectors generated by QR factorization are uniformly distributed and not sparse, 
future investigations can investigate the possibility of using the weight vectors to initialize the 
weights of a deep neural network. Nevertheless, the proposed method did not perform well on 
larger datasets, such as Caltech256. It is likely that the Caltech256 dataset has a similar 
distribution to the ImageNet dataset, therefore the high-level layers of the pre-trained AlexNet 
can extract more data-specific information that helps the classification process. Further studies 
are needed to understand the causes of the experimental observations. 
Fisher encoding is a hybrid generative-discriminative approach that models the image 
distribution using generative infinite Gaussian Mixture Model on a discriminative features 
space produced by a deep neural network. This method was shown to work very well in 
enhancing deep neural network features on the challenging PASCAL VOC07 dataset, 
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especially on difficult classes. However, the Fisher encoding has not shown improvement on 
larger application settings such as on the Caltech 101 dataset. The reason could be due to the 
poor fit of an under-complete dictionary in a highly scattered space. A bigger dictionary is thus 
needed, and in turn the faster dictionary learning approach is in demand. The proposed 
incremental k-means was shown to be able to obtain similar or better fitting quality to sparse 
coding with lower computational cost. A second encoding stage to reduce the dimensionality 
of Fisher vectors is needed to be able to apply this incremental k-means approach into deep 
neural network feature encoding. This part of the project has been reserved for future work.  
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 CONCLUSIONS AND FUTURE WORK 
6.1  PREVIEW 
This chapter concludes the thesis. Thesis findings are summarized in the context of the initial 
research questions. Thesis limitations and potential future research directions are also outlined.   
6.2  FINDINGS REGARDING THE RESEARCH QUESTIONS 
At the start of this study, several research questions were posed as a framework to guide the 
experimental design. A number of findings has been discovered incrementally throughout the 
Chapters that contribute to answer the proposed questions.  The relevance between the findings 
and each of the proposed questions is summarized as follows. 
Research Question 1: Does retaining more information from an object image improve 
recognition accuracy? How to determine the relevance of information? 
As discussed in Chapter 3, in the situations that the correlation between colour and class labels 
is low, keeping a lot of original image information may not always be helpful for object 
recognition. The experimental evidence in W-RGBD dataset shows that the gray-scale images 
perform better than the corresponding coloured version. This is especially evident in 
applications involving a large colour variation between objects belonging to the same class. An 
application-specific pre-selection of information can significantly boost the performance of the 
learning algorithm and reduce the computational cost. This finding is consistent with the recent 
study [138] where, it was reported that, the efficiency of deep neural networks comes from 
their high efficiency of removing irrelevant information from the data.  
Research Question 2: How to learn a big dictionary of objects represented by high 
dimensionality data? Is there an alternative that surpasses the k-means technique in both 
speed and discriminative power? 
The k-means algorithm is one of the lowest-cost clustering algorithms that can be applied to 
learn customized data encoding dictionary. The task of learning a complete or an over-complete 
dictionary in a high-dimensionality space given by the deep neural network output is highly 
challenging. As described in Chapter 4, it was found that designing an approach which is both 
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faster and more efficient than the k-means technique was not practically achievable. However, 
a joint approach using the k-means and the matching pursuit methods was found to be feasible 
leading to significantly better performance than the original k-means algorithm while having 
comparable computational and data costs. In addition, it was found that due to high 
computational costs in a high-dimensionality, many encoding algorithms used in feature 
representation have to be approximated by a greedy search method such as the matching 
pursuit. Therefore, an application of a dictionary that can be smoothly integrated with the 
greedy search is an advantage. More details of this finding are discussed in Chapter 5. 
Research Question 3: Which properties of deep neural networks can be exploited to 
improve the efficiency of object recognition based on the network activation features? 
This study has found that increasing the amount of mutual orthogonality between neurons in 
high order layers of a neural network is an important property that can be used to improve the 
efficiency of features processing. It was shown in Chapter 5 that an increase of orthogonality 
leads to improved discrimination between object classes. Based on the principle of maximizing 
the mutual orthogonality, an efficient dimensionality reduction method has been proposed to 
reduce the size of deep neural network features. It is a simple, easy to implement low-cost 
approach providing results highly comparable with the state-of-the-art benchmark techniques.  
Research Question 4: How to combine the power of the discriminative learning and the 
generative learning to improve the quality of object recognition features? 
The Fisher encoding method was found to be a powerful feature encoding approach that 
combines the strengths of both discriminative and generative learning. Its discriminative part 
is given by the Fisher kernel transformation, which amplifies the inter-cluster and minimizes 
the intra-cluster data variability. The generative part, on the other hand, comes from the 
statistical Gaussian Mixture Model which allows direct comparison of variable-size data. The 
study in Chapter 5 has proposed improvements enhancing the Fisher encoding efficiency for 
high dimensionality deep neural network features.  
6.3  RESEARCH SUMMARY AND CONCLUSION  
This thesis describes experiments investigating efficient and low data- and computational-cost 
techniques for image object recognition tasks based on features extracted from deep neural 
networks. A number of new approaches and improvements to existing techniques have been 
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proposed and validated using common frameworks and datasets. The proposed methods were 
found to be highly comparable with the existing state-of-the art benchmark techniques.   
This search for a good image representation for object recognition purposes was conducted in 
four stages. In the first stage, methods of selecting information to be used for the learning 
algorithm were investigated. In the second stage, the possibility of harvesting repeated patterns 
in deep neural network features using a random recursive structure was confirmed. The third 
stage of this study researched the dimensionality reduction method to be used for deep neural 
network features. And finally, at the last stage, a search for an efficient encoding method to 
improve the recognition accuracy on the deep neural network features was conducted.  
The following general conclusions can be made based on the experimental results: 
 Application of a priory problem-related knowledge to select the network input information 
can improve object classification results. The verification is shown in Chapter 3 where using 
gray-scale versions of images can improve object recognition accuracy in the situation 
where intra-class variance of colour is large compared to extra-class variance.  
 Deep neural network image features are highly repeatable. As described in Chapter 4, 
application of a random recursive structure can improve object recognition performance.  
 Neurons at the high-level layers of a deep neural network show a high level of mutual 
orthogonality. Using this property, a random orthonormal matrix can be constructed to 
project deep neural network features into a lower-dimensional space to reduce the 
computational cost. Details can be found in Section 2 of Chapter 5.  
 Considering deep neural network features to be local image descriptors, traditional feature 
encoding methods for local features with additional enhancements can be used to improve 
the object classification results. Details can be found in Section 3 of Chapter 5.  
6.4  FUTURE RESEARCH DIRECTIONS 
Although improvements and new methods have been proposed, there are still gaps that need to 
be filled. The following is a list of possible future work to be considered: 
 A deep neural network dedicated to gray-scale images should be fully trained and explored 
to investigate the effects of different network feature selection on the accuracy of image 
object classification.  
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 The AlexNet-RNN approach in Chapter 4 should be tested on more complex datasets to 
examine the robustness of the algorithm.  
 The proposed orthogonal projection method for the dimensionality reduction has the 
potential to initialize weights of neural networks thanks to its random and orthogonal nature.  
 The t-SNE mimicking dimensionality reduction is likely to provide a better object 
classification performance, however it is too slow to train due to the large number of small 
networks. A better method to train multiple networks in parallel is needed.  
 A second encoding stage could be added to the Fisher encoding approach to enable 
integration of both the complete and the over-complete dictionary while keeping a 
manageable representation size.  
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