Abstract. We improve on the strong uniqueness results of [GLM + 17], which deal with the following system of SDE.
Introduction
The purpose of this note is to improve a uniqueness result of [GLM + 17]. First we state our result, and then we recall some motivation. Let X t , Y t solve the following system of stochastic differential equations (SDE) for α ∈ R. dX t = Y t dt (1.1)
with initial data X 0 = x 0 , Y 0 = y 0 . Here B t is a standard onedimensional Brownian motion. For the standard theory of SDE such as (1.1), see Chapter V of [Pro05] . We recall the results of Theorems 1.1 and 1.2 from [GLM + 17], which are stated together as follows.
Theorem 1 (Gomez, Lee, Mueller, Neuman, and Salins). If α > 1/2 and (x 0 , y 0 ) = (0, 0), then (1.1) has a unique solution in the strong sense, up to the time τ at which the solution (X t , Y t ) first takes the value (0, 0) or blows up. Moreover the unique strong solution never reaches the origin.
In our main result we prove that the lower bound on α could be extended to α > −1/2. Theorem 2. If α > −1/2 and (x 0 , y 0 ) = (0, 0), then (1.1) has a unique solution in the strong sense, up to the time τ at which the solution (X t , Y t ) first takes the value (0, 0) or blows up. Moreover the unique strong solution never reaches the origin.
Remark 1. The point (x 0 , y 0 ) = (0, 0) plays a special role. As proved in Theorem 3 of [GLM + 17], if 0 < α < 1 then with this initial condition both strong and weak uniqueness fail. Now we give some motivation for (1.1). Uniqueness questions for SDE such as dX t = a(X t )dt + b(X t )dB t have been studied for a long time. Existence and uniqueness hold for Lipschitz coefficients a, b, see Section V.3 of [Pro05] . The coefficient a(x) can be badly behaved, but the best result for b(x), due to Yamada and Watanabe [YW71] , is that b(x) should be Hölder continuous of order at least 1/2. However, Yamada and Watanabe's method is essentially one dimensional, and does not carry over to multidimensional systems except in special cases such as radial symmetry.
For stochastic PDE, existence and uniqueness hold for most equations in the case of Lipschitz continuous coefficients. A case of special interest is the SPDE for the superprocess,
with appropriate initial data, usually nonnegative. HereẆ (t, x) is two-parameter white noise. For such initial data, weak uniqueness among nonnegative solutions is known [Per02] , and strong uniqueness among nonnegative solutions is an important unsolved problem. If the exponent 1/2 is replaced by γ > 0, then we know that strong uniqueness holds among solutions taking values in R if γ > 3/4 [MP11] , and both strong and weak uniqueness fail for γ < 3/4 [MMP14] . The strong uniqueness results for γ > 3/4 also hold if |u| γ is replaced by a function of u which is Hölder continuous with index γ.
Much less is known about the stochastic wave equation
and analogous existence and uniqueness results are currently out of reach. Thus we are led to study SDE analogues of (1.2) such as
If we write X t = u(t) and Y t =u(t), we arrive at (1.1).
Proof of Theorem 2
First, recall that from Yamada and Watanabe [YW71] , we know that the existence of a weak solution together with strong uniqueness implies existence and uniqueness in the strong sense.
Step 1: Construction of a weak solution. When 0 < α ≤ 1/2, the construction of a weak solution and the proof that it almost surely never hits the origin is similar to the proof of Theorem 1.2 in [GLM + 17], hence it is omitted.
Assume now that −1/2 < α ≤ 0, and fix the initial point (x 0 , y 0 ) = (0, 0).
We use the following transformation which was used in the proof of
Observe that
. Note that h(x) is continuous and increasing in R even for −1/2 < α ≤ 0, and therefore the inverse function h −1 (x) is well defined. However, for −1/2 < α < 0, dh(x) is infinite at the origin so the transformation in Theorem 1.2 of [GLM + 17] does not apply directly (see (3.4)-(3.6) therein). Since −1/2 < α ≤ 0, it follows that dh −1 (x) is continuous in R.
Let
where {B t } t≥0 is a standard Brownian motion. We define the following time change
Note that (2.4) P (T (t) < ∞, for all 0 ≤ t < ∞) = 1, since − 2α 2α+1 ≥ 0 for −1/2 < α ≤ 0, andṼ s has continuous trajectories. We further define the inverse time change, (2.5) T −1 (t) = inf{s ≥ 0 : T (s) > t}.
From Remark 5.2 in [GLM
+ 17] we get that |Ṽ t | ∨ |Ỹ t | → ∞ as t → ∞, while bothṼ t andỸ t are recurrent process, hence it follows that lim t→∞ T (t) = ∞ a.s. and therefore (2.6) P (T −1 (t) < ∞, for all 0 ≤ t < ∞) = 1. Define (2.7)
First, we explicitly compute T −1 (t):
It follows that (2.8)
From (2.2) and (2.8) we get that
On the other hand, from (2.7) we get,
From (2.6) and (2.8) it follows that the set {t ≥ 0 : X t = 0} has zero Lebesgue measure P -a.s. and therefore we have (2.9)
From (2.4) we have lim t→∞ T −1 (t) = ∞, a.s., hence using (2.8) we can define (2.10)
From the Dambis-Dubins-Schwarz theorem (see Revuz and Yor [RY99] , page 181, Theorem 1.6) we get that {Y t } t≥0 satisfies (2.11)
where B
(1) t is another standard Brownian motion. From (2.2) and (2.9)-(2.11) it follows that (2.12)
is a weak solution to (1.1).
In was proved in Section 3 of [GLM + 17] that (Ṽ t ,Ỹ t ) never equals (0, 0), that is, P (Ṽ t ,Ỹ t ) = (0, 0) for t > 0 = 1. Together with (2.12) and (2.6) it follows that P (X t , Y t ) = (0, 0) for t > 0 = 1.
Step 2: Proof of strong uniqueness. Let (X i t , Y i t ) : i = 1, 2 be two solutions of (1.1) starting from (x 0 , y 0 ) = 0, moreover let τ n for a natural number n be the first time t at which either
where |(x, y)| ℓ ∞ = |x| ∨ |y| is the ℓ ∞ norm. Finally, as in the proof of Theorem 1.1 in [GLM
Recall that x → |x| α is a Lipschitz continuous function except in a neighborhood of x = 0. As discussed in Section 2 of [GLM + 17], there is a sequence of stopping times
These stopping times form a discrete set and do not accumulate.
In order to prove uniqueness up to time τ n , it is enough to prove that X δ < |X i,n t |, standard arguments can be used to show that X 1,n t = X 2,n t for all t ∈ [0, ρ δ ]. By letting δ → 0 it is clear that X 1,n t = X 2,n t for all t ∈ [0, lim δ→0 ρ δ ). From the continuity of X i,n , i = 1, 2 it follows that lim δ→0 ρ δ = σ hence it follows that X 1,n t − X 2,n t 2 ≤ 2 2(n+1) t 2 .
Then from dominated convergence we get lim t↓0 D t t 2 = (y 0 − y 0 ) 2 = 0.
Let
V t = D t t 2 . By the above, V 0 = 0 exists as a limit. Using (2.14) we conclude V t ≤ C n t 0 r 2α V r dr, for all t ∈ (0, η), and by Gronwall's lemma,
This shows uniqueness for α > −1/2. Finally, by using the strong Markov property and starting over at time σ 
