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Abstract
Electric power is fully interwoven into the fabric of American life. Its loss for extended
periods has profound impacts upon public safety, health and welfare. The power system has
been termed the most complex machine built by man. Not surprisingly, the measures to
address the range of power system downtime causes are as diverse as the causes themselves.
One important arc of effort is providing power system operators with full knowledge of the
system’s operating state, timely warning when changing conditions threaten system stability,
and tools guiding control actions to maintain stable operations.
This research is motivated, in part, by the need to explore opportunities for leveraging
nascent synchrophasor data streams against known power system stability challenges. Over
the past half-decade, power system operators have aggressively installed large networks of
phasor measurement units (PMUs) and phasor data concentrators (PDCs) across the United
States and Canada. Today, the synchrophasor data network has reached a state of maturity
that opens the door to useful application.
This dissertation investigates power system stability along three lines of effort. The first
two efforts address steady-state power system stability – specifically methods for assessing
system vulnerabilities arising from the phase angle difference between two buses connected
by a transmission line. The third effort investigates the information that can be gleaned
from synchrophasor measurements during a system’s dynamic system response to changing
system conditions.
The first line of investigation extends steady-state distribution factor theory. Distribu-
tion factors are computed from a known non-linear power system load flow solution. They
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provide a computationally light method for estimating new system conditions under dif-
ferent operating circumstances. Distribution factors are extremely useful for very rapidly
screening the impact of unexpected changes in power system configuration – e.g. a transmis-
sion line dropping out of service due to environmental conditions. The Line Outage Angle
Factor (LOAF) developed herein provides a method for fast computation of bus voltage
angle changes after a line outage. The Line Outage Generator Factor (LOGF) modifies the
simulated circuit topology to include synchronous machine transient reactances, enabling
rapid screening of operating states in which line opening (or re-closure) risks damaging
equipment. The LOAF and LOGF provide promising results in MATLAB simulation of the
Western System Coordinating Council 3-Machine, 9-Bus System.
The second investigative line seeks to develop a Thevenin equivalent model to be used
in tandem with synchrophasor data streams to provide real-time bus angle difference infor-
mation for buses connected by a transmission line. The appeal is that real-time bus angle
difference information could be computed on-site and very rapidly – and significantly, inde-
pendent of other network bus measurements. The results show that developing a Thevenin
equivalent that provides a useful angle difference measure often works well on paper, but is
challenging using actual synchrophasor data. Efforts to develop a Thevenin equivalent using
Monte Carlo methods show promise, but require further investigation.
The third line of effort shifts to investigate the useful information that a PMU can
produce during a power system disturbance event. A synchrophasor is defined at a spe-
cific frequency, i.e. the system steady-state operating frequency. Thus a PMU produces
a data stream recording power system changes progressing slower than the nominal sys-
tem frequency; consequently, this is an “off-label” synchrophasor data application. The
test system is a generator with electrical and mechanical controls connected by a pair of
identical transmission lines to an infinite bus. The synchronous generator is modeled as a
three-damper-winding synchronous machine. A MATLAB simulation was written to simu-
late both the full 14 dynamic state and the reduced order 11 dynamic state system models.
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A Real-Time Digital Simulator (RTDS) simulation emulating the test system provides the
capability to produce real-time analog generator terminal waveforms to be sampled by a
commercial off-the-shelf PMU to produce synchrophasor data. We find that the RTDS gen-
erated synchrophasor data stream is similar to the MATLAB reduced order model voltage
and current generator terminal data in the dqo reference frame – reflecting parallel, but
distinct, filtering processes.
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Chapter 1
Introduction
This dissertation investigates power system stability on three lines of effort. The research
is motivated, in part, by the need to find new opportunities for leveraging nascent syn-
chrophasor data streams against known power system stability challenges. The first two
efforts address power system steady-state stability – specifically methods for assessing sys-
tem vulnerabilities arising from the phase angle difference between two buses connected by
a transmission line. The third effort investigates the information that can be gleaned from
synchrophasor measurements during a system’s dynamic system response to changing sys-
tem conditions. These opportunities emerge as reliable and widespread synchrophasor data
streams have become a reality. Over the past half-decade, power system operators have ag-
gressively installed large networks of phasor measurement units (PMUs) and synchrophasor
data concentrators across the United States and Canada. Today, the synchrophasor data
network has reached a state of maturity that opens the door to useful application.
In steady-state, a power system is, broadly speaking, “stable” when the bus voltage angle
difference between two buses connected by a transmission line is less than 90 degrees. To
assure power system stability, system operators establish and enforce operating policies that
sharply limit permissible operating bus voltage angle differences between buses connected
by transmission lines – typically no greater than 45 degrees. These operating policies pro-
vide conservative operating safety margins designed to avoid system collapse consequent to
the confluence operating conditions and events that unexpectedly push the system beyond
stability limits.
The first line of investigation (Chapter 3) extends steady-state distribution factor theory.
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Distribution factors are computed from a known non-linear power system load flow solution.
They provide a computationally light method for estimating new system state under different
(but not radically different) operating conditions. Distribution factors are extremely useful
for very rapidly screening the impact of unexpected changes in power system configuration
– e.g. a transmission line dropping out of service due to environmental conditions. The Line
Outage Angle Factor (LOAF) developed herein provides a method for fast computation of
bus voltage angle changes after a line outage.
The second line of investigation (Chapter 4) seeks to develop a Thevenin equivalent
model to be used in tandem with synchrophasor data streams to provide real-time bus
angle difference information for buses connected by a transmission line. The appeal is that
real-time bus angle difference information could computed on-site and very rapidly – and
significantly, independent of other network bus measurements. In contrast, the power system
control center currently relies heavily upon a computationally intense state estimator solution
incorporating hundreds or thousands of field measurements.
The third line of investigation (Chapter 5) shifts to power system dynamic response to
a disturbance event. Specifically, this investigative effort pursues insights into the infor-
mation that synchrophasor data streams can provide about dynamic behavior during the
transition between steady-state operating conditions. This is an “off-label” synchropha-
sor data application. A synchrophasor is defined at a specific frequency, i.e. the system
steady-state operating frequency. In contrast, voltage, current, and power measurements
between equilibrium states are not periodic and as such do not have a well-defined, domi-
nant fundamental frequency foundational to the phasor construct. However, synchrophasor
data streams are being applied to system modeling and identification – hence, this effort
investigating unforeseen possibilities to leverage existing data streams to good ends.
The “test system” is a synchronous generator connected to an infinite bus by a pair
of identical transmission lines; the disturbance event occurs when one transmission line
is suddenly opened. We developed MATLAB and Real-Time Digital Simulator (RTDS)
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simulations to investigate the test system. The MATLAB simulation is entirely our own work
leveraging MATLAB tools – as such, we had complete control and knowledge of the code’s
inner workings. The MATLAB simulation is completely digital. The RTDS simulation draws
upon RTDS provided component simulation modules for the synchronous generator, buses,
transmission lines, etc. The RTDS simulator provided the capability to produce real-time
analog terminal waveforms to be sampled by a commercial-off-the-shelf (COTS) PMU to
produce synchrophasor data; the Schweitzer Engineering Laboratory’s SEL-421 Protection,
Automation, and Control System, with built-in PMU functionality was integrated into the
“test system.” The RTDS simulator down-side is that the component simulation modules
are in many respects “black boxes” with internal processes opaque to the user. Using the
MATLAB and RTDS simulations in parallel provided the opportunity to simulate the “test
system” during a disturbance, sample the RTDS-produced analog signal, generate COTS
quality synchrophasor data, cross-check the simulation produced information, and ultimately
investigate the value of synchrophasor data produced during a system disturbance.
The balance of Chapter 1 provides power system contextual information, an introduction
to the phasor measurement unit (PMU), synchrophasor data (SynchDat), and a survey of
relevant technical literature.
1.1 The Vulnerable Power System
Electric power is fully interwoven into the fabric of American life, and its loss for extended
periods has profound impacts upon public safety, health and welfare. Stable power operation
is not a given. On August 14, 2003, eight states (mid-western and northeastern) and eastern
Canadian provinces experienced a major blackout, which affected 50 million people. Power
in the United States was not fully restored for four days and more than a week in portions
of Canada. Estimated costs ranged $6-12 billion. The US-Canadian System Outage Task
Force found a series of systemic issues including communications, situational awareness, and
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power system control among others that, in combination, contributed to the cascading power
failure [1].
The estimated direct and indirect costs of power outages in 2002 were on the order $79
billion – approximately one-third the estimated electric industry revenue of $250 billion [2].1
Power system conditions contributing to looming reliability challenges include:
· Aggravated grid congestion as demand increases without concomitant increases in gen-
eration or transmission capacity – largely due to public resistance and concerns.
· Large energy transfers over very long distances, which are driven, in part, by energy
markets resulting from power system deregulation aimed at reducing energy costs.
· Market forces consolidating energy operators and creating larger, more complex oper-
ating systems.
· The increased use of wind and solar energy sources which are significantly less reliable
due to the wind’s unpredictable behavior and climate and variable sunlight [3].
Clearly, electric power system availability, reliability, and resiliency are vital national inter-
ests. In 2007, the United States enacted the Energy Independence and Security Act (EISA),
which mandated modernizing the nation’s electric power infrastructure. The initiative has
become commonly known as the “Smart Grid.” The following provisions, extracted from
Section 1301 [4], highlight key objectives and constraints:
It is the policy of the United States to support the modernization of the
Nation’s electricity transmission and distribution system to maintain a reliable
and secure electricity infrastructure that can meet future demand growth and to
achieve each of the following, which together characterize a Smart Grid:
(1) Increased use of digital information and controls technology to improve
reliability, security, and efficiency of the electric grid.
1The LaCommera and Eto study [2] estimated the cost to be $79B, but as high as $135B or as low as
$22B depending upon the underlying sensitivity assumptions.
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(2) Dynamic optimization of grid operations and resources, with full cyber-
security.
(3) Deployment and integration of distributed resources and generation, in-
cluding renewable resources.
(4) Development and incorporation of demand response, demand-side re-
sources, and energy-efficiency resources . . . .
In its 2009 “Report to the NIST (National Institute Standards and Technology) on the
Smart Grid Interoperability Standards Roadmap”[5], the Electric Power Research Institute
(EPRI) noted broad Smart Grid stakeholder benefits as follows:
· Consumers enabled to balance their energy consumption with the real-time supply of
energy. Variable pricing will provide consumer incentives to install their own infras-
tructure that supports the Smart Grid. Smart grid information infrastructure will
support additional services not available today.
· Utilities enabled to provide more reliable energy, particularly during challenging emer-
gency conditions, while managing their costs more effectively through efficiency and
information.
· Society has improved power reliability for governmental services, businesses, and power-
outage sensitive consumers. Renewable energy, increased efficiencies, and Plug-In Elec-
tric Vehicle (PEV) support will reduce environmental costs, including carbon footprint.
The U.S. electricity industry invested an estimated $18 billion in smart grid technologies in
the four year period spanning 2010 to 2013 [6]. In 2011, EPRI estimated that the net invest-
ment to realize the envisioned power delivery system (including transmission, distribution,
and consumer sub-systems) would approach $500 billion over 20 years [7].
The dollars and numbers of devices are seemingly large, yet represent a modest first step
to modernizing the full power infrastructure valued at more than $1 trillion. Additionally,
5
Western Interconnect
Eastern Interconnect
ERCOT 
Figure 1.1: North American interconnections and major connecting transmission lines. The
U.S. and Canada have charged the North American Electric Reliability Corp. and its 10
regional reliability entities (shaded) with responsibility for assuring power grid reliability.
[1].
this list of investments does not adequately convey the undertaking’s complexity. The electric
power grid’s infrastructure comprises over 17,000 power generation plants generating nearly
100,000 MW, 200,000 miles of transmission lines, 3,500 utility organizations, and 100 million
customers [1].
As reflected in Fig. 1.1,2 the United States has three distinct power grids – the Western,
Eastern, and ERCOT interconnections. In each interconnection, all generators, transmis-
sion lines, and customers are interconnected in vast multi-state networks. These distinct
power grids are tied by direct current transmission lines that allow power sharing between
the interconnections. The law of conservation of energy requires that at each instant in
time the energy generated equal the energy consumed, less transmission losses and compar-
atively inconsequential amounts of stored energy. Consequently, the electric power system
is constantly adjusting the power generated to meet customer power demand. The system
2Adapted from Fig 2.6 of [1] by overlaying the interconnect boundaries
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Figure 1.2: Power system’s major conceptual actors and their inter-relationships [8].
is mathematically non-linear and consequently is computationally intensive to model in the
steady-state. Dynamic system behavior is significantly more difficult to model, especially
in real time, when a significant disturbance occurs. The high power system reliability that
Americans experience and, indeed, expect is a result of intense and constant management.
Power system availability, reliability, and resiliency depend upon an extensive portfolio of
generation assets and reserve generation capacity to meet customers’ continually changing
demand. The generation portfolio contains capital assets – that are very costly to build,
maintain, and operate; reserve capacity maintained in the margins waiting for demand spikes
or system node failures is also very expensive. The smart grid initiative is intended to
strengthen reliability while cutting costs, reducing requirements for costly reserve capacity,
improving energy efficiency, and conserving the environment [1]. A significant challenge is
balancing the often conflicting goals of availability, high reliability, and low cost.
1.2 Conceptual Power System Control in Brief
The reliable operation and control of the existing electric power system is highly depen-
dent upon a complex network of computer, software, and communications technologies; Fig.
1.2 provides a visual representation of the key domains. This system of control and com-
munications is often referred to as the energy management system (EMS). The EMS rides
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RTU – Remote Terminal Unit.  Field equipment sampling electrical values at < 1 Hz 
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SCADA –Control room computer system processing aggregated data from field sensors. 
Control Center – Facility monitoring demand and controlling supply with sub-systems. 
EMS – Energy Management System.  Performs complex system calculations 
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Figure 1.3: Power network schematic diagram depicting the relationships between the power
system, field sensors and the System Control and Data Acquisition System (SCADA).
Adapted and re-purposed from a Fig. 1 in [9].
on the backbone of existing communications systems including the internet, commercial-
off-the-shelf (COTS) computer hardware and software systems. Power grid modernization
will require significantly expanding the numbers of sensors, communications paths, and auto-
matic control systems, with a corresponding increase in system complexity. With complexity,
additional system vulnerabilities to operational failure, natural forces, and malicious attack
emerge that demand accurate and timely knowledge of the system’s physical state to avoid
interruptions.
The power system schematic diagram (Fig. 1.3) provides context for the overall power
system control structure. The control center uses State Estimator (SE), EMS, and Automatic
Generation Control (AGC) sub-systems to make and implement control system decisions.
The system relies upon a variety of two-way communication channels between distributed
sub-control centers and the main control system.
The power system is controlled via a series of interconnected feedback loops. System op-
erators adjust control parameters based upon field measurements. Prior to the widespread
fielding of phasor measurement units (PMUs), voltage and current measurements were typ-
ically collected no faster than once per second and without precise interconnect-wide mea-
surement time synchronization. The American Reinvestment and Recovery Act of 2009
8
Figure 1.4: Phasor measurement units in the North American power grid, March 2015 [10].
stipulated $330 million in public and private investments to expand PMU installations from
less than 200 in 2009 to more than 1700 in 2015 [6]. PMU locations and major synchrophasor
data flows as of March 2015 are depicted in Fig. 1.4.3 PMUs provide system state mea-
surements up to 100 times faster than legacy sensors, opening possibilities for significantly
improved power system control.
1.3 The Phasor Measurement Unit
The PMU is a physical instrument that samples currents and voltages at sub-second interval
and computes time-stamped synchrophasor data at a field location. A typical PMU internal
component diagram is shown in Fig. 1.5. PMUs sample voltage and current magnitudes at
rates on the order of 100 times the nominal system frequency (60 Hz in North America, 50
Hz on other systems).
The conceptual relationship between the nominal power line signal and its phasor repre-
3Courtesy of the North American SynchroPhasor Initiative (www.naspi.org) and the U.S. Department of
Energy.
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Figure 1.5: Phasor measurement unit (PMU) component diagram.
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Figure 1.6: Phasor representation of a periodic signal.
sentation is illustrated in Fig. 1.6. The PMU samples a continuous and (ideally) sinusoidal
power transmission waveform and computes a phasor that accurately characterizes the wave-
form by its magnitude and phase at the system’s nominal frequency. A continuous sinusoidal
signal can be represented
x(t) = Xm cos(2pifot + φ)
where
Xm = peak signal magnitude φ = phase angle
fo = fundamental frequency (60 Hz)
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The signal is sampled N times over a data window (i.e. sampling period) such that the
Nyquist criterion is satisfied. The signal’s complex phasor representation is
Xk =
√
2
N
N−1∑
n=0
xn{cos(k nθ)− j sin(k nθ)}
where
n = sample number N = number of samples
xn = sample value θ =
2pi
N
, sampling angle
k = 1 is the first harmonic (60 Hz)
with constituent cosine and sine sums
X1 cos =
√
2
N
N−1∑
n=0
xn cos(1nθ)
X1 sin =
√
2
N
N−1∑
n=0
xn sin(1nθ)
that, in-turn, define the phasor 4
X1 = X1 cos + jX1 sin
=
√
X21 cos + jX
2
1 sin
6 arctan
(−X1 sin
X1 cos
)
=
Xm√
2
6 φ
From the sample data window, the PMU applies signal processing algorithms to com-
pute voltage and current phasors (magnitude and phase angle) and actual system frequency
referenced to the Global Positioning System (GPS) top-of-the-second timing signal, which
4This notation and phasor definition are adapted from Phadke and Thorp [11] and IEEE Standard
C37.118.1-2011[12].
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(a) Oscilloscope trace of the GPS timing signal; two one-
second pulse cycles are shown. The leading edge of each
pulse marks the “top of the second” with accuracy exceed-
ing 1 µs.
(b) Sample GPS textual data embedded in each pulse in National Maritime Electronics Association
(NMEA) sentence format. This data uniquely identifies the pulse and is incorporated into each
synchrophasor data measurement frame. The PMU tracks time between pulses and adds sub-second
time information to each data frame.
Figure 1.7: Screen-captured images of the Global Positioning System (GPS) timing signal.
is accurate to better than 1 µs. The leading edge of each signal pulse marks the top of each
second (see Fig. 1.7a). The GPS signal includes an embedded text string that labels the date
and time of each timing pulse (see Fig. 1.7b). From this information, the PMU generates
sub-second time stamps for each synchrophasor computed between the tops of sequential
seconds. These very precise time stamps enable aggregated data from PMUs separated by
thousands of miles to be assembled into snapshots having microsecond level precision. By
definition, the phasor is referenced to the nominal system frequency and is a measure of the
12
power system’s steady-state; synchrophasor measurements are produced at standard, user
selectable rates tied to the nominal system frequency – e.g. 10, 30, or 60 synchrophasor
measurements per second. Each measurement is reported as a “data frame” that includes
synchrophasor, frequency, and rate of change of frequency measurements corresponding to
a single time-stamp.5
The process that produces a synchrophasor measurement focuses narrowly upon produc-
ing a very precise steady-state measure compressing several thousand sample measurements
into the handful of magnitude, phase and frequency values contained in a synchrophasor
measurement. The data winnowing process starts with an analog low-pass filter before
sampling that removes frequency components that are more than half the sampling rate to
preclude data aliasing. After sampling, the data is further filtered by digital filters to facili-
tate synchrophasor accuracy. These filtering stages, by their very nature, discard information
relevant to transient phenomena in the power system.
The PMU streams synchrophasor measurements to phasor data concentrators (PDCs)
which receive, process, and forward information from multiple PMUs to control centers,
which may occur via multiple hierarchical PDCs (see Fig. 1.8). The precise time-stamps
are essential to synchronizing data from widely dispersed locations to enable the rapid and
accurate calculation of the system-wide state with microsecond timing precision [13]. This
collection of sensors, data concentration, and information transmission networks is often
referred to as a wide area measurement system (WAMS). Widespread PMU deployment
enables monitoring:
· Phase and power angle.
· System oscillations that develop and potentially threaten system stability.
· Voltage stability.
· Line thermal conditions.
5“Data frame” is a specialized term defined in section 3.2, IEEE Standard C37.118.1-2011[12]
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Figure 1.8: Synchrophasor data network from point of measurement to the control room.
Conceptually, level 1 is the point of measurement. Levels 2 and 3 are phasor data concen-
trators (PDCs) that aggregate data from multiple PMUs. Level 4 is the control center that
uses and archives aggregated synchrophasor data.
These capabilities improve the fidelity and reliability of the control center’s awareness of the
system’s actual operating state, especially under stressed conditions [3]. Real (or near-real-
time) time power system state estimates enable timely operational adjustments and system
reconfigurations.
1.4 Synchrophasor Data Applications to Modeling
First, this investigation examines using synchrophasor data directly to assess system-wide
power system stability from local measurements and computations. Conceptually, this as-
sessment would use local synchrophasor data and computations at key points in the system
to generate warnings to system operators of conditions threatening stable system opera-
tion. This is a departure from the traditional system-wide power flow analysis dependent on
fused synchrophasor data from across the system – a computationally intense undertaking
involving all system buses and transmission lines. Very fast local computations flagging sta-
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bility threatening conditions would alert operators sooner, giving them more time to adjust
operating conditions to avert power interruptions.
Second, this work investigates the utility of using synchrophasor data to capture transient
system behavior between significantly different equilibrium states. In both system dynamic
behavior analysis and real-time control, there are a number of issues to be investigated re-
garding the utility of synchrophasor data produced by PMUs. By design, the PMU produces
phasor values (magnitude and phase) at the system’s nominal frequency (50 or 60 Hz). The
synchrophasor computation process by its very nature “discards” information available from
the sampled data. First, the data produced by the PMU when the system is not operating
at or near the fundamental frequency is not a “phasor”; rather, it is a number generated by
an algorithm set to process measurements at the system’s operating frequency. That being
said, the data produced under dynamic conditions may still be useful if interpreted properly.
Second, the sampled voltage and current values are altered from the point of measurement
by bandwidth-limited step-down transformers (i.e. current and potential transformers) and
the digital filters that condition data prior to phasor computation. These “filters” eliminate
useful information occurring at frequencies other than the fundamental. This is particu-
larly important under dynamic conditions which may have high frequency content discarded
during filtering processes.
1.5 Literature Review
1.5.1 Distribution Factors
In the early 1960s, the five member companies of the Pennsylvania - New Jersey - Maryland
Interconnect (currently known as PJM) chartered a task force to develop a computationally
fast method for efficiently estimating power flow changes due to (1) changes in generation
and (2) out-of-service transmission lines. The “distribution factors” technique required a full
power load flow “base case” solution. The linear distribution factors derived from the non-
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Figure 1.9: Distribution synchrophasor data and network technical papers in Institute of
Electrical and Electronics Engineers (IEEE) and Institution of Engineering and Technology
(IET) journals 1983-2014 [19].
linear model were then used to estimate power flow changes from the “base case” solution in
much the same way that current dividers are used. This fast contingency screening method
showed excellent agreement with full load flow studies [14]. As reported by Sauer, the
distribution factor method was both applied extensively and extended to other power system
quantities over the following 20 years; his paper extended the mathematical foundation by
referencing the distribution factors to the swing bus and arbitrary ground tie modifications
[15]. Wood and Wollenberg provide a comprehensive development of distribution factors
using progressive modeling simplifications from the full (and non-linear) load flow model
to the linear DC power flow model [16]. The recent widespread installation of PMUs has
prompted efforts to compute distribution factors from synchrophasor data; this opens the
door to computing distribution factors from real-time field data independent of a power flow
model solution [17, 18].
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1.5.2 Synchrophasor Measurements
The synchrophasor data “system” (nominally including phasor measurement units, phasor
data concentrators, network communications, and control center applications) has amassed
a sizable body of technical literature since concept proposal and initial development in the
early 1980s. Arun Phadke and James Thorp shepherded early PMU development at Virginia
Polytechnic Institute merging computer relay and GPS technologies [20]. The comprehensive
starting point for understanding synchronized phasor measurements is their 2008 book that
assembles more than 20 years of research in a coherent and comprehensive presentation
[11]. In 2015, Farrokh Aminfar et al. [19] published a comprehensive literature review that
cataloged over 470 synchrophasor measurement technology (SMT) related articles published
in 32 Institute of Electrical and Electronics Engineers (IEEE) and Institution of Engineering
and Technology (IET) journals between 1983 and 2014. As with many emerging technologies,
the distribution of synchrophasor papers over this period resembles exponential growth as
evident in Fig. 1.9. The review organized the articles into nine categories with the number
of articles in parenthesis.
1. SMT algorithms, PMU design, and WAMS structure (135)
2. General SMT, PMU, and WAMS technology overviews (43)
3. PMU placement (55)
4. State estimation using synchrophasor data (45)
5. Model validation, calibration, and extraction (22)
6. Fault/event detection and location (39)
7. WAMS-based dynamic/stability monitoring and prediction (77)
8. WAMS-based control strategies (45)
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9. WAMS-based protection schemes (29)
Categories one and five are most relevant to the research lines reported herein. The number
of papers published since 2014 continues at the same pace or better.
Thevenin Equivalent Representations
A power system Thevenin equivalent using synchrophasor terminal measurements at one or
both ends of a connecting transmission line was reported in [21] for characterizing transmis-
sion line loadability limits using numerical techniques, which inspired this work investigating
a Thevenin equivalent based upon synchrophasor data. The proposal’s novelty prompted a
search for Thevenin equivalent theoretical underpinnings and assumptions [22, 23, 24, 25].
Several papers providing perspective on potentially useful mathematical tools including sys-
tem identification [26], least squares estimation techniques [27, 28], and singular value de-
composition [29].
As previously referenced, synchrophasor data is proposed as a means to locally compute
distribution factors [17, 18]. The other papers with an intersection of synchrophasor data
and Thevenin models addressed either voltage stability or the related challenge of maximum
power transfer. The papers addressing voltage stability subdivided into two groups. The
first group proposed Thevenin equivalents to model a local bus or device for voltage control
or load shedding [30, 31, 32]. The second group proposed Thevenin equivalents to represent
the power grid for evaluating local bus performance including generators; these used different
mathematical approaches including algebraic [33], recursive least squares [34], and Kalman
filters [35, 36].
Considerable research is being conducted to identify conditions producing erroneous syn-
chrophasor measurements and propose mitigation measures. The papers fell into two cat-
egories: errors due to either noisy data or transient conditions. Three papers addressed
algorithms intended to reduce noise effects [37, 38] or to improve data conditioning [39]. As
synchrophasors are computed at nominal system frequency, the usefulness of synchropha-
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sors computed from a sample data set that includes transient values (i.e. non-periodic values
that significantly deviate from expected steady-state values) is uncertain. Phadke [40] ex-
plores the concepts of synchrophasor data computed under transient conditions and proposes
standardization for computations under transient conditions. Two additional papers pro-
pose algorithms for detecting faulty synchrophasor data produced during a system transient
[41, 42].
Synchronous Machine Transient Response and Synchrophasor Measurements
Synchronous machine dynamic modeling is mature and detailed in several well regarded
textbooks [43, 44, 45]. The IEEE has been proactive developing and updating PMU and
synchrophasor data standards for more than a decade [12]. The three damper winding model
is nominally characterized by 14 dynamic states with dynamic response times including
stator transients, shaft speed transients, and governor control spanning many orders of
magnitude (10−5 to 103 s). For many problems, the very fast transients are not of interest
and are eliminated through model reduction. The integral manifold model order reduction
techniques described in [46, 47] are widely accepted for power system modeling. Related
work includes dynamic model evaluation from disturbance data in general [48] and efforts
to validate machine models using synchrophasor data [49].
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Chapter 2
Background
2.1 Power Load Flow Modeling
By its nature, controlling the inherently non-linear electric power system is non-trivial.
The explanation that follows highlights relevant concepts, but is not a full explanation of
solving the power flow problem. Insights into the challenges can be gained by way of a
simple example with the widely used Western System Coordinating Council (WSCC) 3-
Machine, 9-Bus System (Fig. 2.1). Each voltage-controlled bus is connected to a generator
producing real power and reactive power. Power flows to local distribution systems through
the remaining six buses. Power transmission lines are identified by bus number pairs, ij. At
the ith node, a pair of real and reactive power equations are written
~ ~
~
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Figure 2.1: Western System Coordinating Council (WSCC) 3-Machine, 9-Bus System.
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Pi =
∑N
j=1 |Yij| |Vi| |Vj| cos (δi − δj − γij)
Qi =
∑N
j=1 |Yij| |Vi| |Vj| sin (δi − δj − γij)
(2.1)
where
Pi = net power entering the network at bus i from a source external to Y
Qi = net reactive power entering the network at bus i from a source external to Y
Vi, Vj = voltages at buses i and j respectively
Yij = entry i j of Y
γij = angle i j of Y
δi , δj = bus voltage angles at buses i and j
The net power and net reactive power at each node are the difference between generated
and demanded power
Pi = Pgi − Pdi
Qi = Qgi −Qdi
(2.2)
where
Pgi = power generated at bus i
Pdi = power demanded by customers at bus i
Qgi = reactive power generated at bus i
Qdi = reactive power demanded at bus i
Solving the 2N equations defining the system is referred to as solving the power flow
problem, and is done using matrix solution techniques. For example, the 9-bus power flow
test system is characterized by 18 equations. To provide an appreciation of the challenges,
a simplified explanation of the system and its solution follows. Note that the equations’
cosine, sine, and product terms make the system of equations non-linear; consequently, the
system cannot be solved analytically. At each bus, i, four potentially unknown variables
exist: real power, Pi; reactive power, Qi; bus voltage angle, δi; and bus voltage magnitude,
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|Vi| [50]. At each bus, the number of unknowns is reduced to two by specifying two values,
which mathematically allows a solution to be determined. At the load buses, the real and
reactive power demands are projected from appropriately adjusted historical experience;
hence, the unknown quantities are δi and |Vi|. At voltage controlled buses (i.e. those with
generators), |Vi| and Pi are specified, the load flow solution determines δi, and Qi is computed
algebraically from the load flow solution values. Neglecting transmission line resistance, a
very useful estimate of real power flow magnitude and direction on transmission line ij is
Pij =
|Vi| |Vj|
Xij
· sin(δi − δj ) (2.3)
The power flow problem solution provides an operating point for the system under a
specific set of conditions. However, the demand for power is constantly changing across the
24-hour day, during the course of a week, and with changing seasons. At any given instant,
the power delivered to customers must precisely match the power generated less losses in
the system. Power system operators adjust the system’s operating point throughout the
day to follow demand. The system’s operating point can change dramatically from hour to
hour, each new operating point having a different load flow solution. Sudden disturbances
or equipment failures can have unforeseen consequences that ripple through the system with
unpredictable consequences, including unstable operating states that lead to power outages
[51].
Due to its complexity and size, power systems operators have, at present, very limited
ability to measure the system’s steady state in real time. The system’s non-linear nature
precludes forecasting the system’s dynamic behavior with precision. As a consequence, utility
companies operate the power system with a robust safety margin between the operating point
and the estimated point at which small disturbances could cause the system to become
unstable and collapse, providing the reliable power customers expect. However, as energy
and power generation facilities have become more expensive and environmental concerns
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Figure 2.2: Synchronous machine dynamic phenomena time-scales. Adapted from Fig. 1.2
in [43].
have come to the forefront, the public and government are pressing the utilities to cut costs,
while maintaining reliability. The smart grid is envisioned as a means to these ends.
2.2 Synchronous Machine Dynamic Modeling
The electric power system is subject to a broad spectrum of disturbance events. As depicted
in Fig. 2.2, the transient response periods range from microseconds to hours, spanning 10
orders of magnitude. At one extreme, lightning strikes cause transient phenomena that are
measured in microseconds. At the other extreme, mechanical response times are measured in
hours. This broad duration range presents demanding modeling and simulation challenges.
Comprehensive system models are capable of capturing the full transient phenomena range,
but doing so requires very complex models and concomitant computational burden. In many
instances, the full range of dynamic response transients is not important to the question at
hand; thus, reduced models are chosen to focus on a specific phenomenon or to reduce the
computational burden to produce an appropriate “good enough” answer.
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Figure 2.3: Synchronous generator: 3-damper winding schematic with abc frame voltage
equations. The equations are colored to correspond with the synchronous machine structures
shown in the synchronous machine diagram. Lower case variables signify unscaled values.
Adapted from Chapter 3 of [43].
2.2.1 Multi-Time-Scale Model (14th Order)
The three-damper-winding synchronous generator model shown in Fig. 2.3 includes the full
range of dynamic time-scales associated with the machine itself. Notice that the stator equa-
tions are written in the stationary (abc) reference frame, whereas the rotor equations are
written in the rotating (dqo) reference frame. This and subsequent figures include equations
color coded to match the machine feature being modeled. As a matter of computational con-
venience and with conceptual benefits, common practice is to use the Park transformation to
refer the stator equations into the rotating (dqo) reference frame. The Park transformation,
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denoted T dqo, defines the relationship between voltage (V), current (I), and flux linkage (λ)
vectors in the abc and dqo reference frames:1
Vdqo = Tdqo Vabc
Idqo = Tdqo Iabc
λdqo = Tdqo λabc
(2.4)
where
Tdqo =
2
3

sin P
2
θshaft sin
(
P
2
θshaft − 2pi3
)
sin
(
P
2
θshaft +
2pi
3
)
cos P
2
θshaft cos
(
P
2
θshaft − 2pi3
)
cos
(
P
2
θshaft +
2pi
3
)
1
2
1
2
1
2
 (2.5)
The inverse transform is defined as
Vabc = T
−1
dqo Vdqo
Iabc = T
−1
dqo Idqo
λabc = T
−1
dqo λdqo
(2.6)
where
T−1dqo =

sin P
2
θshaft cos
P
2
θshaft 1
sin
(
P
2
θshaft − 2pi3
)
cos
(
P
2
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)
1
sin
(
P
2
θshaft +
2pi
3
)
cos
(
P
2
θshaft +
2pi
3
)
1
 (2.7)
and is applied to constitutive parameter matrices such that
Rdqo = Tdqo Rabc T
−1
dqo
Ldqo = Tdqo LabcT
−1
dqo
(2.8)
1This is the power-variant formulation, which is the historic industry standard. In the power-invariant
formulation, the 23 factor included in Tdqo is replaced by the factor
√
2
3 included in both the Tdqo and T
−1
dqo
terms; Sect 3.4.8., Alternative Per Unit Systems and Transformations, of [52] provides insights into the
trade-offs between the two formulations. Care must also be taken to distinguish the alternate formulation
Tqdo, which juxtaposes matrix rows 1 and 2.
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The constitutive relationship between voltage and resistance in the dqo frame is straightfor-
ward
Vdqo = Rdqo Idqo
The transformation of the constitutive relationship between voltage and flux linkage in the
dqo frame is more involved due to the derivative operator
Vdqo = p [ λdqo]
= Tdqo p
[
T−1dqo λdqo
] (2.9)
where
p = d
d t
Applying the differentiation product rule yields
Vdqo = Tdqo
[
p T−1dqo
]
λdqo + Tdqo
[
T−1dqo
]
p λdqo
= ω

0 −1 0
1 0 0
0 0 0


λ d
λ q
λ o
 + p

λ d
λ q
λ o

(2.10)
where ω is the rotational speed in radians per second. The term including ω contains “speed”
voltage information in the dqo reference frame; the time derivative of the flux linkage contains
“transformer” voltage information. A convenient property of the normally balanced Rabc and
Labc matrices is that, when referred to the dqo reference frame, the Rdqo and Ldqomatrices
are diagonal. However if either the Rabc or Labc matrix is unbalanced, the respective Rdqo or
Ldqo matrix are not diagonal and the matrix entries are functions of θshaft.
2 The transformed
model with stator variables and equations “referred” to the rotating reference frame is shown
in Fig. 2.4.
2Chapter 3 of [45] thoroughly develops reference frame theory pertinent to rotating machines.
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Figure 2.4: Synchronous generator: 3-damper winding schematic with dqo frame voltage
equations. The stator equations have been referred from the abc to the dqo reference frame
using the Park transformation, and the stator equation color coding changed accordingly.
Adapted from Chapter 3 of [43].
A benefit of the dqo reference frame dynamic solution is that the system state variables are
constant while the system is in steady state, and conversely, the state variables change with
time when the system is transitioning between equilibrium states. This point is illustrated in
Fig. 2.5 by way of comparing transmission line one 3-phase current flows in the abc and dqo
reference frames, shown in Figs 2.5b and 2.5c respectively. The comparison clearly illustrates
the advantage of using the dqo reference frame for visualizing transient behavior as transient
periods stand out from otherwise constant state variables.
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Figure 2.5: Comparison of abc and dqo reference frame current solutions when a 3-phase
breaker is opened. The significant point is that the steady-state sinusoidal currents in the
abc reference frame are represented as constant values in the dqo reference frame.
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The research presented in Chapter 5 will consider a power system composed of a syn-
chronous generator connected via parallel transmission lines to an infinite bus; see the system
one-line diagram in Fig. 2.6. This system’s full-spectrum dynamic response can be fully char-
acterized using the Multi-Time-Scale model (MTSM-14), which is comprised of 14 dynamic
and 12 algebraic equations modeling the complete system. The three-damper-winding model
(7 flux linkage state variables), already presented, accounts for the generator’s electrical be-
havior.
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Figure 2.7: Synchronous machine – 3 fast dynamic equations – stator windings. These
equations are scaled and transformed from the equations in Fig. 2.4. The equations are
modified from the similarly numbered equations in Chapter 5 of [43].
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Rounding out the MTSM-14 are the rotor shaft (2 state variables), excitation system (3
state variables), mechanical control system (2 state variables), and 12 algebraic equations
modeling terminal conditions. The algebraic equations are determined by the transmission
lines, infinite bus, and mathematical requirement to fully determine the system by matching
the number of unknown variables and constraining equations.
The MTSM-143 is defined in Figs. 2.7 – 2.13 and reflects new variables arising from
scaling and transformation modifications to the three-damper-winding model per Chapter
3, Synchronous Machine Modeling of [43]. For instance ψd, ψq, ψo, E
′
d, E
′
q, Efd, and ωt
are the scaled and/or transformed variables originally denoted λd, λq, λo, ψ1q, ψfd, and ω
respectively. Note that resistances in the original equations do not explicitly appear in the
transformed and scaled equations; rather, resistances are included in the dynamic equation
time constant definitions. Variable fonts are colored consistent with axis color coding in
corresponding diagrams to aid associating variables with d, q, and o axes; variables colored
black are not associated with an axis; and  and closely associated parameters are presented
in yellow text, as they are key to distinguishing the MTSM-14 model and the reduced order
(11 dynamic states) model to be presented.
The variables and equations that model the system behavior due to the stator windings
are defined in Fig. 2.7. The stator winding flux linkages ψd, ψq, andψo are the system’s
three fast dynamic states. Note , that entered the MTSM-14 as a frequency scaling factor.4
The remaining 11 not-so-fast state variables capture dynamic behaviors occurring in the
rotor windings, rotor shaft, exciter sub-system, and mechanical power control sub-system.
The four equations and constituent variables characterizing the rotor’s field and three damper
winding flux linkages are shown in Fig. 2.8.
3The machine models and equations are drawn from [43]; for ease of reference, equation numbers in
these figures are traceable to corresponding equation numbers. The first two equation number positions here
correspond directly to chapter and equation numbers; third equation number positions indicate modifications
tailoring the equation to this application; and fourth equation number positions indicate its application to
either TL-1, which opens during simulation, or TL-2, which remains closed throughout the simulation.
4i.e.  = ω−1s =
1
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Rotor Windings
Scaled Variable  Description  
1dy , 2qy  d-axis and q-axis damper winding flux linkages   
fdE   Field voltage (scaled from 
fdV )   
'
dE  q-axis transient voltage (scaled 1qy  )   
'
qE  
d-axis transient voltage (scaled fdy );                                                             
“Voltage behind the Transient Reactance”  
 
, ,d q oI I I  Stator winding currents referred to dqo   
Parameter Per unit value   
lsX   Stator winding leakage reactance 0.15 
,md
mq
X
X
 
Stator winding magnetizing reactance, d- and q-axis 1.66,    
1.61 
'
'
,d
q
X
X
 
Transient reactance d- and q-axis 0.3000,    
0.5875 
''
''
,d
q
X
X
 
Sub-transient reactance d- and q-axis 0.2292,  
0.2488 
'
'
,do
qo
T
T
 
Transient time constant d- and q-axis 8.171 
1.1943 
''
''
,do
qo
T
T
 
Sub-transient time constant d- and q-axis 0.0294,  
0.0586 
 
Figure 2.8: 11 not-so-fast dynamic equations (part 1 of 4) – rotor winding dynamics. The
equations are modified from the similarly numbered equations in Chapter 5 of [43].
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The current vector Idqo is the sum of the current vectors I1dqo and I2dqo in branch trans-
mission lines one (TL-1) and two (TL-2) respectively; branch TL-1 is opened during the
simulation, causing the dynamic phenomenon of interest. With model reduction eliminating
stator winding dynamics, these 11 dynamic variables will constitute the reduced order model
to be considered in this investigation.
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Rotor Shaft Dynamics
Scaled Variable  Description  
q q-axis angular displacement from the a-axis– (rad)  
qs Rotating magnetic field axis angular displacement from a-
axis (electrical rad/s)   
 
q vs Infinite bus reference angle, phase a 0.0
o 
d Rotor angle – (d = q - qs) (rad)  
w Rotor angular velocity – (electrical rad/s)  
ws Rated synchronous speed – 2pf – electrical angular velocity 
of the air-gap rotating magnetic field established by the 
stator current’s fundamental frequency 
377 (rad/s) 
tw  Transient speed – Ts (w - ws) (electrical rad/s)  
, ,d q oy y y  Scaled stator winding flux linkages referred to dqo  
, ,
d q o
I I I  Stator winding currents referred to dqo   
MT  Torque—prime mover  
Parameter Per unit value 
s
T  Shaft mechanical time constant 0.1362 s 
H Shaft inertia constant 3.5 s 
FW
T  Torque—friction and windage opposing prime mover 0.0 
 
Figure 2.9: 11 not-so-fast dynamic equations (part 2 of 4) – rotor shaft dynamics. The
equations are modified from the similarly numbered equations in Chapter 5 of [43].
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The pair of equations describing rotor shaft dynamics are shown in Fig. 2.9. Note that
angular velocity state variable ω initially introduced has been transformed to ωt, which is
the scaled difference between the magnetic field axis and rotor angular velocities.
An equation casting θshaft as an integrable state variable in the transformed and scaled
model has been added; during simulation, it proved useful for referring resistance and reac-
tance matrices between the abc and dqo reference frames under unbalanced line conditions.
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Part 3 of 4
Scaled Variable Description  
R f Rate feedback   
VR Exciter input voltage   
E fd Field voltage (scaled from Vfd )   
Parameter Per unit value   
KA Pilot exciter gain 200 
KE Main exciter gain 1.00 
KF Rate feedback amplifier gain 0.03 
TA Pilot exciter time constant 0.04 
TE Main exciter time constant 0.70 
TF Rate feedback amplifier time constant 1.00 
Vref Pilot exciter reference voltage 1.012 
 
5.0 5.0
R
V- £ £
Figure 2.10: 11 not-so-fast dynamic equations (part 3 of 4) – excitation system. The equa-
tions are modified from the similarly numbered equations in Chapter 5 of [43].
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11 Not-So Fast Dynamic States 1 2, , , , , , , , , ,q d td f R m SVq fdE E RE V T Pd wy y¢ ¢
Part 4 of 4
Scaled Variable Description  
SVP  Steam valve position – proportional to steam pressure  
MT  Torque—prime mover  
tw   Transient speed – Ts (w - ws ) – electrical rad/s   
Parameter Per unit value 
CHT   Steam chest time constant 0.05 
s
T  Shaft mechanical time constant 0.1363 
FW
T  Torque—friction and windage opposing prime mover; 
neglected in this formulation 
0.0 
SV
T  Steam valve time constant 0.10 
DR  Speed regulation quantity – also known as “droop” factor 0.05 
CP   
Power change setting 0.255 
e   1 / ws appears as a scaling factor during the transformation 
and scaling of the system equations 
1
377 (rad/s)
  
 
Figure 2.11: 11 not-so-fast dynamic equations (part 4 of 4) – mechanical power control. The
equations are modified from the similarly numbered equations in Chapter 5 of [43].
The three state variable equations defining the excitation sub-system are shown in Fig.
2.10; the exciter’s feedback control scheme is also shown. The two state variable equations
modeling turbine and shaft speed governor dynamic behavior in the mechanical power control
sub-system are shown in Fig. 2.11. The sub-system’s feedback control scheme depicting the
turbine and governor interaction is also shown.
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Figure 2.12: Infinite bus system – algebraic equations (part 1 of 2). These equations describe
the TL-1 and TL-2 currents (I1dqo and I2dqo respectively). and are modified from the similarly
numbered equations in Chapter 5 of [43] to reflect modified terminal conditions. In the initial
equilibrium, the TL-1 and TL-2 current equations are identical, including reactance matrices
X[3x3],1 and X[3x3],2 which reflect transmission line reactances referred to the dqo reference
frame. During the TL-1 breaker opening sequence, the TL-1 reactance matrix is both a
function of rotor position and an unbalanced matrix. Once TL-1 is open, X[3x3],1 models an
open circuit. The reactance matrix row entries are color coded to enhance clarity.
Figures 2.12 and 2.13 detail the system’s algebraic equations. While the state variable
equations are determined by the synchronous machine, exciter, and mechanical control sub-
system models, the algebraic equations are determined by the terminal conditions – i.e. all
other system components. Figure 2.12 details three current equations: the terminal current
Idqo and transmission line currents I1dqo and I2dqo. Transmission lines TL-1 and TL-2 and
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their respective reactance matrices, X[3x3],1 and X[3x3],2, are initially identical, but X[3x3],1
changes as breaker 1 opens. During the breaker opening sequence, the a, b, and c phase
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Figure 2.13: Infinite bus system – algebraic equations (part 2 of 2). The equations are
modified from the similarly numbered equations in Chapter 5 of [43]. Note that the voltage
equations each include , which is important in the reduced order model development.
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lines open as the respective currents pass through 0. As breaker 1 opens, the TL-1 reactance
matrix is both a function of rotor position and is an unbalanced matrix. Once the TL-
1 breaker is open, X[3x3],1 models an open circuit. This terminal condition formulation
makes clear the distinction between the synchronous machine (internal) and transmission
line (external) reactance effect upon Idqo currents. Note that X
′′
d , X
′′
d , and Xo appear
X[3x3],1 and X[3x3],2, so these matrices are not strictly functions of external transmission line
parameters.
Figure 2.13 details the algebraic equations that determine generator terminal voltage,
Vdqo, which is computed as a function of the I2dqo time rate of change – chosen because
TL-2 remains in the circuit throughout the simulation. While depicted as time derivatives
in equations (5.51.6.2), (5.52.6.2), (5.53.6.2), these equations are not new state equations;
rather, d Id2
dt
, d Iq2
dt
, and d Io2
dt
are computed algebraically from the system’s state variables
and solving the [3x 3] sub-matrix formed by these equations. The algebraic solutions for
d Id2
dt
, d Iq2
dt
, and d Io2
dt
are, in turn, used to compute Vdqo. The figure uses color coding to aid
in visualizing the inter-relationships between the variables in the six equations. Note that
a similar set of equations can also be written to compute solutions for d Id1
dt
, d Iq1
dt
, and d Io1
dt
,
though these values are not needed.
2.2.2 Reduced Order Model (11th Order)
When modeling power systems, common industry practice is to use synchronous machine
models that neglect stator winding flux linkage transients, and consequently, stator wind-
ing voltage transients. This enables balancing the computational burden and the solution
information needed for the application, which more often than not does not include the com-
paratively fast stator transients. A widely applied theoretical basis for this model reduction
is derived by applying the integral manifold approach, which includes changing flux linkage
effects without including their differential equations.
A manifold is a functional relationship between variables. The fundamental concept
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is captured in the following example that outlines the mathematical steps of expressing a
two-time-scale dynamic system as a one-time-scale system.5 The key is finding a functional
relationship between the fast dynamics in z and the comparatively slower dynamics in x,
which are characterized by the equations and initial conditions:
dx
dt
= f(x, z) x(0) = xo
ε
dz
dt
= g(x, z) z(0) = zo (2.11)
The manifold (functional relationship) is expressed as
z = h (x, ) (2.12)
in which  is sufficiently small so that the manifold expressed as a Taylor series is:
h (x, ε) = ho (x) + εh1 (x) + 
2h2 (x) + . . . (2.13)
Substituting Eq. (2.13) into Eq. (2.12) and the result into Eq. (2.11) yields
ε
(
∂ ho
∂x
+ ε
∂ ho
∂x
+ . . .
)
f (x, h) = g (x, h)
Using the Taylor series to expand f and g about  = 0
f (x, h) = f (x, ho) + ε
∂ f
∂ z
|z=ho h1 + . . .
g (x, h) = g (x, ho) + ε
∂g
∂z
|z=ho h1 + . . .
5Drawn from multiple sources. In [53], the example is stand-alone. In Appendix A of [43], the example
is presented as part of a comprehensive development of integral manifolds for application to synchronous
machine model reduction.
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yields the partial differential equation
ε
(
∂ ho
∂ x
+ ε
∂ h1
∂ x
+ . . .
) (
f (x, ho) + ε
∂ f
∂ z
|z=hoh1 + . . .
)
= g (x, ho) + ε
∂g
∂z
|z=ho h1 + . . .
which after collecting terms and equating “power of ” coefficients yields a system of algebraic
equations that can be solved for ho, h1, h2, etc., to obtain the desired accuracy (i.e. by
choosing the appropriate power of ):
o : 0 = g (x, ho)
1 :
∂ ho
∂ x
f (x, ho) = ε
∂g
∂z
|z=ho h1
The concept lends itself nicely to visualization in a three-variable system modeled by two
slow dynamic variables x1 and x2 and the fast dynamic variable z. The surface in Fig. 2.14
represents the chosen manifold relating the fast and slow dynamic variables. Ideally, the
initial condition lies on the integral manifold and exactly satisfies the manifold function
z = h (xo, )
In this case, the solution follows a trajectory on the manifold from the initial to the final
equilibrium condition. A second case occurs when the initial conditions yield an off-manifold
starting solution; the solution evolves along a trajectory from that solution to an on-manifold
equilibrium solution. A third possibility, not depicted, is that off-manifold initial conditions
produce a starting solution “too distant” from the manifold to converge an equilibrium
solution on the manifold surface, which is, needless to say, not useful as a reduced-order
system representation.
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Figure 2.14: Visualizing the integral manifold as a function of two slow dynamic variables
x1 and x2 and one fast dynamic variable z; adapted from Fig A.3, Appendix A of [43]. The
surface represents the integral manifold as the exact functional relationship between z and
x. Ideally, the initial conditions are on the manifold and the solution trajectory follows the
manifold to the steady state solution. When the initial conditions are off-manifold and “close-
enough,” the solution trajectory will move to the manifold and to a steady state condition.
When not “close-enough,” the reduced order equations will not yield a meaningful solution.
The detailed development of the 11th-order reduced system model (RedSysMdl-11) is
involved and beyond the scope of this presentation. Sauer details the integral manifold ap-
proach to the RedSysMdl-11 in [43]. Full mathematical development of the integral manifold
approach to synchronous machine model order reduction is presented in the original papers
[46, 47].
In essence, the RedSysMdl-11 can be obtained from the MTSM-14 by arguing that since
 ≈ 0 , setting  = 0 is equivalent to the reduced order model produced using the integral
manifold approach. Again,  and associated terms are presented in yellow text. Setting  = 0
in Eqs (5.42), (5.43), and (5.44) in Fig 2.7 reduces the stator flux linkage state equations
to algebraic equations. The terms  and /Ts appear in the stator voltage equations (Fig.
2.13) and are set to zero. This yields simplified terminal voltage algebraic equations.
The necessary and notable exception to setting  = 0 and eliminating the term is in
the /RDTs term appearing in governor model equation (Fig. 2.11); otherwise, the feedback
40
loop linking rotor speed and mechanical power control is lost. The droop regulation factor,
RD (.05 in this application), is sufficiently small so that, while  ≈ 0 , the term /RDTs
does not approach zero and is therefore justifiably retained.
2.2.3 Synchronous Machine System Simulation
A MATLAB simulation was written for the synchronous machine-infinite bus system sim-
ulating solutions to compare the MTSM-14 and RedSysMdl-11 models. In the simulation,
TL-1 is opened, changing the impedance between the generator and infinite bus and causing
a transient response as the system moves to a new equilibrium point. Transmission line TL-2
remains closed through the simulation. The simulation system parameters are listed in Figs
2.7 through 2.13.
Transmission line parameters were determined as follows to facilitate normalized trans-
mission line characteristics between the simulations, driven principally by the RTDS trans-
mission line modules constraints. Transmission lines TL-1 and TL-2 are identical. The
starting point was a 10 km “typical” 230KV overhead transmission line as listed Table 6.1
of [52] operating at surge impedance load (140 MW) and 60 Hz. The RTDS Overhead Line
Constants Program6 data input screens and computed transmission line impedance matrices
are shown in Fig. 2.15.
Note that the RTDS Overhead Line Constants Program impedance matrices include
off-diagonal resistance values, indicating resistive cross-coupling between transmission line
phases. The theoretical basis for these cross-coupling terms is not included in the pro-
gram documentation, which highlights the “black box” module nature in some RTDS imple-
mentation details. This highlights the challenges of normalizing RTDS and our MATLAB
simulation without full knowledge of RTDS module inner workings. The MATLAB simu-
lation includes the RTDS computed on-diagonal resistance matrix entries, but neglects the
off-diagonal entries.
6RTDS Technologies Inc. transmission line module is also referred to as TLine Version 2.0 (2014) 4.006.2.
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Conductor Cross Section
 RTDS-computed impedance matrix values 
(pu) 
 R:   
 1.154E-02 6.077E-03 6.088E-03 
 6.075E-03 1.152E-02 6.077E-03 
 6.088E-03 6.077E-03 1.154E-02 
 X:   
 9.880E-02 4.775E-02 4.774E-02 
 4.775E-02 9.883E-02 4.775E-02 
 4.775E-02 4.775E-02 9.880E-02 
 L:   
 2.50E-02 1.21E-02 1.21E-02 
 1.21E-02 2.50E-02 1.21E-02 
 1.21E-02 1.21E-02 2.50E-02 
 Sbase = 555 MVA      Vbase = 230KV      Zbase = 95.31 
 
Figure 2.15: RTDS Overhead Line Constants Program data input screens – computed
impedance matrix entries are highlighted in yellow.
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Figure 2.16: Terminal voltage (dqo reference frame) dynamic response when 1 of 2 lines is
opened at t = 2 s.
The generator’s terminal voltage and current dynamic responses are shown in Figs. 2.16
and 2.17 respectively. Each figure shows superimposed simulation results for the MTSM-14
and RedSysMdl-11 models for comparison. The generator terminal dynamic model response
characteristics (voltages and currents with  6= 0) include the fast transient stator flux link-
ages modeled in Eqs. (5.42), (5.43), and (5.44) in Fig. 2.7. For comparison, the RedSysMdl-
11 generator terminal model response characteristics (voltages and currents with  = 0) are
superimposed. The full and reduced model simulations show very similar results, but are
nonetheless distinguishable – particularly in the transient response period. This is shown
very clearly in the Idq transient response curves (Fig 2.17); the RedSysMdl-11 Idq curves
follow a path through the center of mass of the envelop bounding the MTSM-14 Idq curves.
Of note is that MTSM-14 Idq curve envelopes are defined by a nominally 60 Hz oscillation.
This observation tracks nicely with the expected integral manifold approach variable reduc-
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Figure 2.17: Terminal current (dqo reference frame) dynamic response when 1 of 2 lines is
opened at t = 2 s.
tion outcome eliminating the stator flux linkage state variables, which would have a 60 Hz
component. Recalling Fig. 2.5, care must be taken not misinterpret (or confuse) the seeming
60 Hz oscillation in the dqo frame with the abc frame’s nominal 60 Hz system frequency.
The oscillation observed in the dqo frame exists as a short-lived transient. Recall that any
waveform moving synchronously with the rotor has a constant value in the dqo reference
frame, and as expected Idq settles to constant values several seconds after TL-1 opens.
In Chapter 5, the simulation’s voltage and current response will be “sampled” in simula-
tion to mimic phasor measurement unit processing to investigate dynamic system response
information that can be gleaned from synchrophasor data. In parallel and for comparison,
the system was also simulated on the Real-Time Digital Simulator (RTDS) operated by the
Information Trust Institute, University of Illinois at Urbana-Champaign. The RTDS digi-
tally simulates the dynamic system response and in real time produces analog voltage and
current signals that can be sampled by a commercial PMU.
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Chapter 3
Distribution Factors for Linear
Contingency Analysis
As introduced in Chapter 2, the power system is very complex. The system’s operating state
is periodically estimated (several times per hour) from system-wide measurements. However,
not easily known are changes to the system’s operating state should an unexpected system
event occur – say, the loss of a transmission line. In a very large power system, there are
thousands of possible contingency cases arising from unforeseen system changes. The system
operator needs to quickly assess contingency impacts: Is the effect minor requiring no action?
Or is there a major impact that dictates emergency action? Solving the full power flow
problem for each contingency (possibly numbering in the thousands) is impractical, if not
impossible. Distribution factors provide fast, “computationally light” methods for estimating
contingency case impacts, enabling rapid screening for the dangerous contingencies. This
chapter extends distribution factor-based contingency analysis to several key applications.
The distribution factors developed here estimate changes due to a sudden line opening
(or re-closure); the distribution factors are easily extended to estimating generator internal
current surges when a line opens (or closes).1 When a line under load is opened, currents
throughout the network change much faster than any generator of load dynamics to satisfy
energy conservation laws manifested in Kirchhoff’s current and voltage laws. Excessive
current changes, consequent to sudden and extreme power mismatches, produce extreme
torques that can severely damage generator shafts. If the system is stable, the dynamics
should settle to new conditions that are only slightly different from the pre-outage case.
Power-flow methods (linear or nonlinear) compute the final system state based upon power
1This line of investigation was first reported by Sauer, Reinhard, and Overbye in [54].
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system topology. Estimates of instantaneous internal generator redistribution currents can
be determined by modifying the simulated circuit topology to include synchronous machine
transient reactances, enabling rapid screening operating states in which line opening (or
reclosure) risks damaging equipment.
3.1 Transfer Distribution Factors
The basis for this analysis begins by considering linear circuits with voltage and current
sources interconnected by impedances. Consider an n-bus plus ground network modeled
with the admittance matrix referenced to ground. For an operating condition called case A,
Kirchhoff’s current law at each bus is:

I A1
...
I An
 =

Y11 . . . Y1n
... · · · ...
Yn1 . . . Ynn


V A1
...
V An
 (3.1)
with each bus injection current I A1 coming from the ground through a path not included in
Y . The Y matrix may include any line, transformer, or load admittance connected between
any two buses or between a bus and ground. For a generator, this injection current is the
generator current. For a load (not included in Y ), this injection current is the negative of
the load current. All quantities are in per unit. For this analysis, let bus 1 be the system’s
swing bus such that V1 = V
0
1 , i.e. an ideal fixed-voltage source (fixed magnitude and 0
o
reference angle ). Eliminating the bus 1 current from the network model gives

I A2
...
I An
 =

Y22 . . . Y2n
... · · · ...
Yn2 . . . Ynn


V A2
...
V An
 +

Y21
...
Yn1
 [V 01 ] (3.2)
Solving for the case A voltages gives
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
V A2
...
V An
 =

Z22 . . . Z2n
... · · · ...
Zn2 . . . Znn


I A2 − Y21V 01
...
I An − Yn1V 01
 (3.3)
The line currents for case A are:
I Aij =
V Ai − V Aj
z¯ij
(3.4)
where z¯ij is the primitive line ij impedance. Now consider injection current changes from
case A to case B. The case B network equations (for unchanged impedances) are:

V B2
...
V Bn
 =

Z22 . . . Z2n
... · · · ...
Zn2 . . . Znn


I B2 − Y21V 01
...
I Bn − Yn1V 01
 (3.5)
The line currents for case B are:
I Bij =
V Bi − V Bj
z¯ij
(3.6)
From Eqs. (3.3) thru (3.6), the changes in node voltages and line currents ij between
cases A and B are:

∆V2
...
∆Vn
 =

Z22 . . . Z2n
... · · · ...
Zn2 . . . Znn


∆I2
...
∆In
 (3.7)
with
∆Iij = I
B
ij − I Aij =
n∑
k=2
[
Zik − Zjk
z¯ij
]
∆Ik (3.8)
and
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∆Ik = I
B
k − I Ak (3.9)
When bus i or j is 1, the Z entries are defined to be zero. The line current change on line
ij can also be written as
∆Iij =
n∑
k=2
Tij,k∆Ik (3.10)
where
Tij, k =
[
Zik − Zjk
z¯ij
]
(3.11)
is a “current” transfer distribution factor (CTDF). In power flow studies, it is commonly
accepted practice to use Stott’s “fast decoupled load flow” technique to reduce computa-
tional burden by trading off a measure of solution accuracy; the technique’s underlying
assumptions include neglecting resistance (Rij ≈ 0), neglecting shunt reactances (i.e. charg-
ing admittances) to ground, and assuming bus voltages to be near unity (Vi ≈ 1 pu) [55].
The fast decoupled load flow bus voltage assumption provides a sound rationale for extend-
ing the CTDF to “power” transfer distribution factors (PTDFs) by multiplying both sides
of Eq. (3.10) by the assumed 1 pu bus voltage. Note that under these assumptions, the
PTDFs are defined solely in terms of transmission line reactances. Further, real power line
flows change in response to real power system injections (positive injections represent power
generation; negative injections represent loads). Thus, transmission line power flows can be
approximated:
∆P ij ≈
n∑
k=2
PTDFij, k ∆Pk (3.12)
For the derivations presented in the following sections, the change from case A to case
B will always be done with constant impedances and constant topology. Thus, the change
due to a line outage (topology change) is not the change from case A to case B. Fictitious
changes in injections (i.e. from case A to case B) will be used to compute the impact of a
line outage on flows and voltages. These injection changes are applied to networks either
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with the line “IN” or the line “OUT”. As such, the factors will be labeled to reflect this
change.
3.2 Line Outage Distribution Factor (LODF)
The current transfer distribution factors above can be used to approximate the effects of a
line outage as follows. Consider a change in the injection current at bus i equal to:
∆Ii = −
IINij
T INij, k
(3.13)
where I INij is the flow in line ij before the line outage, and T
IN
ij, i is the current transfer
distribution factor before the line outage. This injection will zero the flow in line ij and
cause the following change in all other lines:
∆Iab = −T INab, i
(
IINij
T INij, i
)
(3.14)
With the line flow zeroed, the line ij may be opened without any resulting change in flows.
The new network equations with line ij removed have new current transfer distribution
factors denoted as T OUTab, i . When the injection of Eq. (3.13) is removed (with the line open
due to outage) to restore all injections to their original values, the total change in line flow
is:
∆Iab = −T INab, i
(
IINij
T INij, i
)
+ TOUTab, i
(
IINij
T INij, i
)
(3.15)
which can be rewritten
∆Iab = −T INab, i
(
TOUTab, i − T INab, i
T INij, i
)
IINij (3.16)
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Neglecting resistance again and assuming voltages to be near unity, the LODF is defined as:
LODFab, ij =
(
PTDFOUTab, i − PTDF INab, i
PTDF INij, i
)
(3.17)
with the change in line real power flow in response to a line outage approximated as:
∆Pab = LODFab, ij P
IN
ij (3.18)
An equivalent derivation based upon “DC” load flow assumptions is presented in [16].
3.3 Line Outage Angle Factor (LOAF)
Looking at the bus voltage angle changes due to a line outage, we recall that the voltage
changes at buses i and j in response to the injection current change of Eq. (3.13) are
∆Vi = −Zii
I INij
T INij, i
(3.19)
∆Vj = −Zji
I INij
T INij, i
(3.20)
When the injection change is removed in the outaged system, the bus voltage changes are
∆Vi = −Z INii
I INij
T INij, i
+ Z OUTii
I INij
T INij, i
(3.21)
∆Vj = −Z INji
I INij
T INij, i
+ Z OUTji
I INij
T INij, i
(3.22)
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The change in voltage between buses i and j due to the outage of line ij is
∆Vi −∆Vj =
(
Z OUTii − Z OUTji
T INij, i
)
I INij −
(
Z INii − Z INji
T INij, i
)
I INij (3.23)
=
(
Z OUTii − Z OUTji
Z INii − Z INji
z¯ij − z¯ij
)
I INij (3.24)
Since the original network (with line ij in service) had
V INi − V INj = z¯ij I INij (3.25)
the difference between voltages at buses i and j after line ij is removed is:
V OUTi − V INj =∆Vi −∆Vj + V INi − V INj (3.26)
=
(
Z OUTii − Z OUTji
Z INii − Z INji
z¯ij
)
z¯ij I
IN
ij (3.27)
Using the approximations
cos θi ≈ 1 I INij ≈ P INij sin θi ≈ θi
cos θi ≈ 1 sin θj ≈ θj
(3.28)
and, again neglecting resistance, the angle difference across opened line ij is approximately
θi − θj ≈ LOAFij P INij (3.29)
where the Line Outage Angle Factor (LOAF) is defined as
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LOAFij =
(
X OUTii −X OUTji
X INii −X INji
)
x¯ij (3.30)
=
(
PTDF OUTij, i
PTDF INij, i
)
x¯ij (3.31)
3.4 Line Outage Generation Factor (LOGF)
Assume for convenience that buses numbered 1, . . . , m are generator terminal buses and m+
1, . . . , n are load buses. In the LODF derivation, the assumption of constant current (power)
at each generator reflects the new steady-state condition of constant scheduled output. This
will normally not be the case for the small time between when the line is opened and when
the controls react to preserve initial set points. During this time, dangerous currents can
exist in some of the system generators, causing undesirable shaft torques. To compute
these temporary but possibly damaging currents, the generators are appropriately modeled
as constant voltages behind their respective transient reactances – an application of the
classical dynamic machine model.2 When a line is opened, the currents immediately change
to match the constraint of constant internal generator voltage (both magnitude and angle).
The LODF derivation can be directly applied to predict “worst case” internal generator
currents. Including each generator’s transient reactance into the system admittance matrix
enables estimating generator branch current flows at the instant a transmission line is opened.
To reflect the constant internal voltage constraint, the analysis proceeds as before with the
exception that the CTDFs and changes in generator currents are computed as follows:
1. Add 1/jX ′d (generator transient reactance) to the diagonal of the nxn YBUS (includ-
ing bus 1 – the swing bus, which by definition includes a generator).
2. Compute the CTDFs per Eq. (3.10) using the full nxn ZBUS in Eq. (3.11).
2The classical model is developed in Section 5.6 of [43].
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Figure 3.1: Western System Coordinating Council (WSCC) 3-Machine, 9-Bus System mod-
ified to show the generator transient reactances.
3. The generator current changes are estimated using Eq. (3.16) with Zij = 0 for sub-
scripts i, j = n+ 1, . . . , n+m.
The subscripts numbered n + 1, . . . , n + m denote the internal, constant voltage sources
behind reactances of the m generators. Since these buses are constant voltage, they are not
included in the YBUS (consistent with the reasoning for not including bus 1 in Eq. 3.3).
3.5 Numerical Results
The distribution factors developed were applied to the Western System Coordinating Council
(WSCC) 3-Machine, 9-Bus System shown in Fig. 3.1 with generator and exciter parameter
data from [43] shown in Table 3.1. The test system uses the pi transmission line model (see
Fig. 3.2). The validity of simplifying assumptions for the 9-bus test system with all possible
transmission line loss cases was tested; the results are shown in Fig. 3.3. In Fig. 3.3a,
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Table 3.1: Generator and exciter parameter data, WSCC 3-Machine, 9-Bus System
Generator Data
Generator 1 Generator 2 Generator 3
H (s) 23.64 6.4 3.01 scaled shaft inertia
Xd (pu) 0.146 0.8958 1.3125 d-axis reactance
X
′
d (pu) 0.0608 0.1198 0.1813 d-axis transient reactance
Xq (pu) 0.0969 0.8645 1.2578 q-axis reactance
X
′
q (pu) 0.0969 0.1969 0.2500 q-axis transient reactance
T
′
do (s) 8.96 6.0 5.89 d-axis transient time constant
T
′
qo (s) 0.31 0.535 0.6 q-axis transient time constant
Exciter Data
Exciter 1 Exciter 2 Exciter 3
KA 20 20 20 pilot exciter amplifier gain
TA (s) 0.2 0.2 0.2 pilot exciter amplifier time constant
KE 1.0 1.0 1.0 main exciter gain
TE (s) 0.314 0.314 0.314 main exciter time constant
KF 0.063 0.063 0.063 stabilizing transformer gain
TF (s) 0.35 0.35 0.35 stabilizing transformer time constant
the pre-outage bus voltages computed using the “pi” and “reactance only” transmission line
models are compared; the simpler “reactance only” solution tracks the “pi” solution closely
with the difference being typically less than five percent. As shown in Fig. 3.3b, the bus
voltages were approximately 1 pu in all outage cases; the greatest bus voltage difference was
approximately 15 percent.
DPi
bus i bus jRij Xij
CA
2
CA
2
Figure 3.2: “Pi” (pi) transmission line model. In the LODF development, resistance, Rij,
and charging admittance, 1
2
CAij, are assumed to be negligible, leaving a much simplified
series–reactance–only (Xij) transmission line model.
Line power flow results using non-linear power flow solution (both pi and reactance-only
transmission lines) and the Line Outage Distribution Factor (LODF) contingency estimate
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models track closely.
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(b) Validating the “fast decoupled power flow” technique assumption that node
voltage solutions are approximately 1 pu for transmission line outage cases when
transmission lines are modeled as series reactances; Rij and
1
2CAij are neglected.
Visual inspection shows the assumption is valid; the greatest bus voltage deviation
from 1pu was less than 15 percent.
Figure 3.3: “Fast decoupled power flow” technique assumptions validation for transmission
line outage cases of the WSCC 3-Machine, 9-Bus System.
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Figure 3.4: Line power flow comparison of power flow solutions and Line Outage Distribution
Factor (LODF) contingency estimate for line 6–9 open. The negative power flow indicates
the direction of power flow changed when line 6–9 was removed from service.
are shown in Fig. 3.4. The transmission line 6–9 out contingency case produced the most
dramatic changes from the base case, but this result is, nonetheless, similar to the other
transmission line outage case results. The power flow on line 5–7 exceeds a line power
flow threshold policy, which has been arbitrarily set for illustrative purposes. Note the
LODF contingency estimates closely follow the full power flow solutions for both the pi and
reactance-only transmission line models, demonstrating the LODF technique’s efficacy for
computing a solution estimate.
Computing the LODF contingency case estimate requires significantly fewer floating-
point operations than computing a full power flow solution. MATLAB counted 45,000
floating point operations (flops) for the full power flow solution program custom written
to test the transfer distribution factors developed herein. Each line outage contingency
case solved using the full power flow solution required a similar number of floating point
operations. In contrast, the distribution factor contingency solver required approximately
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Figure 3.5: Comparison of four bus angle solution methods for each transmission line outage
case: (1) pi transmission line full power flow solution, (2) series reactance transmission line
full power flow solution, (3) angle differences computed using Eq. (3.29). The contingency
estimate tracks the full power flow solutions closely, demonstrating the efficacy of the LOAF
distribution factor.
1500 flops to estimate the power flows for each transmission line outage. To perform a full
power flow analysis for every line outage would require 6 x 45k flops (270k flops), whereas
the contingency solver uses 45k flops (solving for the base case) plus six contingencies x
1,500 flops (54k flops). So in this comparison, the transfer distribution factor contingency
solver required 20 percent of the flops required to compute the six contingencies using the
full power flow solution program.
Results for angle difference across open transmission lines using non-linear power flow so-
lution (both pi and reactance-only transmission lines) and Line Outage Angle Factor (LOAF)
are shown in Fig. 3.5. The LOAF contingency estimates closely follow the power flow so-
lutions. In each case, the difference between the linear angle factors estimate and the full
power flow solution was less than 15 percent. Thus, the LOAF contingency factor provides
a low-computational-burden alternative for screening angle differences that exceed the line
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Figure 3.6: Generator 1 post-opening current estimates for each transmission line outage
case compared to the pre-opening generator current. Note the Line Outage Generator Factor
(LOGF) estimates closely track full power flow solution results, offering a “computationally
light” alternative to a full power flow solution.
closing angle difference policy.
The internal generator current results using non-linear power flow solution (both and
reactance only transmission lines) and LOGF contingency estimate are shown in Fig. 3.6.
Again, the LOGF contingency estimates closely follow the full solution validating the method.
The LOGF contingency factor provides a computationally practical method for screening line
closures that may give rise to damaging internal generator current surges.
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Chapter 4
Thevenin Equivalents to Estimate
Steady-State Stability
Electric power systems have well-documented transmission line power transfer capacity lim-
its. A continuing challenge is real-time operator awareness of the power system’s state
versus known operating limits. Today, the power system’s state is estimated several times
per hour, which guides power system operators to continually balance power and generation
to maintain very reliable, stable system operation. Meeting these high expectations requires
conservative power system operation to protect against uncertainties and unexpected sys-
tem conditions, which might lead to power system loadability violations. The Smart Grid
initiative is bringing a synchrophasor data network on-line that will provide near-real-time,
precisely synchronized bus voltage, current, and power measurements that open the door to
advance from estimate-based to measurement-based power system energy management.1
This chapter investigates using synchrophasor measurements from two buses to compute
model parameters for a pair of Thevenin sources, which with the connecting transmission
line parameters enable a two-bus equivalent power system representation. The difference
between the resulting Thevenin equivalent source angles is proposed as an indicator of the
system’s proximity to its stability limits. The largest Thevenin equivalent source angle
difference among the connected bus pairs in the system becomes an indicator of the risk
of losing system stability. This approach offers the possibility of a simple, near-real-time
system stability assessment without requiring system-wide state measurements, complex
system models, and powerful computer systems.
1This line of investigation was first reported by Reinhard, Sauer, and Dominguez-Garcia in [56].
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4.1 Preliminaries
Many factors restrict power system operations. Among them are the thermal, voltage, and
stability transmission line limitations. Short lines are thermally limited; medium length lines
are voltage drop limited; and long lines are stability limited. Harry P. St. Clair provided
empirical line loadability limits in what have become known in the power industry as the St.
Clair Curves [57]. These loadability limit notions are rooted in well understood phenomena.
Thermal and voltage constraints are set by line currents and bus voltages respectively – both
easily measured. The stability constraint related to phase angle differences is more difficult
to measure; the constraint is simply illustrated in the relationship between bus 1 and bus 2
real power flows on a lossless line with voltage support on both ends, which is given by
P12 =
V1V2
X12
sin (θ1 − θ2) (4.1)
where X12 is the line series reactance and V1 6 θ1 and V2 6 θ2 are the respective bus voltage
magnitudes and phase angles. Maximum power flow is reached when the voltage phase angle
difference, θ1 − θ2, between the buses reaches 90 degrees; beyond this angle difference, it is
well known that the system is no longer steady-state stable. The authors in [21] validated
and extended St Clair line loadability limits to extra-high voltage lines using numerical
techniques – providing the St. Clair curves shown in Fig. 4.1.2 This chapter uses a pi
equivalent transmission line with Thevenin equivalent models on the sending and receiving
ends; it also uses 45 degrees as the stability margin limit. A similar approach for detecting
loadability constraints is proposed in [58]. The authors in [32] and [35] propose using local
current and voltage measurements to compute Thevenin equivalent circuits.
The St. Clair curves and the application of Thevenin equivalent models form the basis
for the ideas advanced in this chapter. Consequently, we envision that our Thevenin equiv-
alent application will retain the notions of thermal, voltage-drop, and stability constraints.
2Adapted from the Fig. 1 in [21]
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Figure 4.1: St. Clair and American Electric Power (AEP) curves. [57, 21]
Whereas Thevenin equivalents have previously been used to determine line loadability limits,
this paper proposes using equivalents to gauge proximity to loadability limits. Our goal is
to compute a real-time “angle across the system” (AnglxSys) for each line using Thevenin
equivalents. These equivalents are obtained from synchrophasor measurements. Our con-
jecture is that when the power system is nearing its loadability limit, the AnglxSys for at
least one line will be approaching 90 degrees. In this paper, the analysis and results fo-
cus on the methods and feasibility of computing the AnglxSys for a given line using actual
synchrophasor data.
4.2 Thevenin Equivalents from Synchrophasors
4.2.1 Two-Bus Thevenin Equivalent I
Per conjecture, the AnglxSys as seen from two buses connected to opposing ends of a trans-
mission line is a preeminent indicator of the system’s proximity to its steady-state stability
limit – the most difficult to determine of the three stability indicators listed above. The ob-
jective is to develop a Thevenin equivalent circuit representation composed of an equivalent
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Figure 4.2: Thevenin equivalent circuit model.
voltage source (voltage magnitude and angle) and impedance, which characterizes the power
system’s behavior as seen from the end of a particular transmission line. The boxed portion
of the circuit in Fig. 4.2 represents such a Thevenin equivalent of the power system looking
into bus 1. The transmission line connecting buses 1 and 2 is modeled by the known line
impedance, Rl + jXl. A second Thevenin equivalent representing the power system behind
the terminals at bus 2 completes the proposed circuit. In this model, we have neglected the
shunt elements.
The challenge is to develop a reliable, accurate method for determining Thevenin equiva-
lent circuit parameters from field measurements. In particular, we propose using synchropha-
sor data measured by phasor measurement units (PMUs) at two connected bus terminals
of interest to compute two Thevenin equivalent circuits. The proposed Thevenin equivalent
stability indicator (the difference between the Thevenin source angles) could be easily com-
puted from PMU measurements. This would allow power system operators to continuously
monitor the AnglxSys and use it to gauge proximity to unstable conditions.
The common method for finding a Thevenin equivalent circuit is to measure the open
circuit voltage, Voc, and the short circuit current, Isc, across the terminal pair. These
voltage and current values determine the axis crossings; the slope of the line connecting
the two axis crossings is the Thevenin equivalent impedance. Figure 4.3a shows a Thevenin
equivalent circuit characteristic for a purely resistive circuit. Unfortunately, in practice it is
impossible to measure Voc and Isc while the line is in operation. Assuming the power system
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Figure 4.3: Thevenin equivalent I-V characteristics.
I −V relationship is nearly linear in the anticipated operating range, a Thevenin equivalent
(green line) could be determined by measurements. Determining the equivalent circuit is
complicated by noise in PMU voltage and current measurements, which conceptually will
result in a range of Thevenin equivalent parameter extremes as indicated by the dashed
orange lines crossing the respective axes. This prompts the caveat that poorly conditioned
data may result in large equivalent parameter value swings between data sets collected under
nearly identical operating conditions. A Thevenin equivalent circuit with energy storage
elements (inductive and capacitive) needed to model an AC electric power system would
add two more dimensions to span the solution space. This extended Thevenin equivalent
can be visualized, in part, in three dimensions – see Fig. 4.3b. The usefulness of the Thevenin
equivalent depends upon the how well the physical system behavior can be represented by
a linear model.
Consider the Thevenin source 1 circuit in Fig. 4.2; in order to simplify the notation in
subsequent developments, the sub-index 1 is dropped from all the variables. The relation
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between the variables is described by the complex equation
E 6 δ = I 6 γ · (R + jX) + V 6 θ (4.2)
By writing the complex variables in Cartesian form, i.e.
E 6 δ = Er + jEi
I 6 γ = Ir + jIi
V 6 θ = Vr + jVi
(4.3)
we obtain an equivalent pair of equations:
Er = RIr −X Ii + Vr (4.4)
Ei = X Ir −RIi + Vi (4.5)
Note that in Eq. (4.2) and its equivalent pair in Eqs. (4.4) and (4.5), there are four unknown
variables: real and imaginary Thevenin source terms, Er and Ei, and unknown constitutive
impedance, consisting of resistance R and reactance X. There are multiple approaches to
solving the Thevenin equivalent problem: (i) use a set of two sequential PMU measurements
to enable an exact solution, (ii) use three or more sequential measurements to find a least
squares estimate (LSE), and (iii) reduce the number of unknowns by fixing one or more of
the four unknown values.
The exact solution requires 2 consecutive measurement sets, which results in 4 equations
and 4 unknowns. This equation set can be in Ax = b matrix form as

1 0 −Ir(1) Ii(1)
0 1 −Ii(1) −Ir(1)
1 0 −Ir(2) Ii(2)
0 1 −Ii(2) −Ir(2)


Er
Ei
R
X

=

Vr(1)
Vi(1)
Vr(2)
Vi(2)

(4.6)
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Table 4.1: Sample Synchrophasor Data.
Time(s) V1(KV) T
R P1r>2MW
atBus2
Q1r>2MVAR
atBus2
V2(KV) T
R
0.00 759.26 62.286 2409.4 r542.98 762.76 60.724
0.10 759.27 62.405 2409.4 r542.98 762.77 60.841
0.20 759.27 62.524 2409.4 r542.98 762.76 60.963
0.30 759.33 62.642 2409.4 r542.98 762.77 61.079
0.40 759.31 62.758 2409.4 r542.98 762.76 61.193
0.50 759.26 62.876 2409.4 r542.98 762.73 61.312
0.60 759.23 62.989 2409.4 r542.98 762.68 61.427
0.70 759.18 63.107 2409.4 r542.98 762.64 61.543
0.80 759.18 63.223 2409.4 r542.98 762.66 61.66
0.90 759.21 63.343 2409.4 r542.98 762.65 61.779
1.00 759.19 63.456 2409.4 r542.98 762.65 61.892
1.10 759.2 63.572 2409.4 r542.98 762.65 62.011
1.20 759.19 63.685 2409.4 r542.98 762.63 62.121
1.30 759.16 63.803 2409.4 r542.98 762.63 62.24
1.40 759.15 63.916 2409.4 r542.98 762.61 62.356
1.50 759.13 64.035 2409.4 r542.98 762.63 62.47
1.60 759.16 64.151 2409.4 r542.98 762.61 62.585
1.70 759.16 64.264 2409.4 r542.98 762.64 62.699
1.80 759.19 64.38 2409.4 r542.98 762.63 62.814
1.90 759.18 64.498 2409.4 r542.98 762.62 62.93
2.00 759.16 64.726 2409.4 r542.98 762.65 63.159
with the first and second data measurement sets indicated in parentheses. From a purely
mathematical standpoint, this would appear to solve the problem provided that the left-hand
matrix is invertible, which depends upon measured data characteristics.
Numerical Results
Table 4.1 shows a typical synchrophasor data set for a 765 kV transmission line that includes
line-to-line voltage magnitude and phase angle. Power is flowing from bus 1 to bus 2. As is
typical of a power system, the measured frequency varies just under 0.02 Hz from the nom-
inal 60 Hz system frequency, which accounts for the voltage angles’ slow rotation. The real
and reactive power flows allow calculation of current magnitude and angle. For calculations,
the sample data was normalized and converted to per phase, per unit data for calculations.
Typically, the data values over short time periods showed only small changes. For example,
the per unit voltage measurement mean over 2400 measurements (10 measurements per sec-
ond) was 1.0003 with variance 7.062 ·10−8 pu. The per unit current measurement calculated
from the data showed similar stability with mean .9587 and variance 1.251 · 10−5 pu.
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Figure 4.4: Exact Thevenin source solutions.
We applied the exact solution approach to the data outlined above. The calculated
Thevenin source magnitudes, phase angles, and impedances are shown respectively in Figs.
4.4a, 4.4b, and 4.4c. The computed Thevenin source parameter values were striking in
their wildly erratic swings, which run counter to intuition and cast doubt on the value of
computations for modeling system behavior. For instance, the Thevenin source magnitudes
are expected to be close to 1.0 per unit and certainly to not swing across a range exceeding 1.0
pu. Similarly, the phase angle relationships are not consistent with power flow from source
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1 to source 2, i.e. that the voltage phase angles be characterized by δ1 > θ1 > θ2 > δ2.
Finally, the impedance values not only rapidly swing, but also improbably take on negative
values, which is difficult to accept or justify. As outlined in the next section, we found that
the erratic Thevenin parameter behavior was attributable to sample synchrophasor data
characteristics.
Matrix Condition Numbers
2 measurement pairs
Consider the matrix on the left-hand side of Eq. (4.6):
A =

1 0 −Ir(1) Ii(1)
0 1 −Ii(1) −Ir(1)
1 0 −Ir(2) Ii(2)
0 1 −Ii(2) −Ir(2)

(4.7)
The condition number of A is an important measure of the sensitivity of the solution
x = [Er Ei R X ]
T (4.8)
to small perturbations in the measurement vector
b =
[
Vr(1) Vr(1) Vr(2) Vi(2)
]T
(4.9)
To simplify the representation of A−1, represent the terms Ir(1) , Ii(1) , Ir(2) , Ir(2) respectively
by a, b, c, d so that
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A =

1 0 −a b
0 1 −b −a
1 0 −c d
0 1 −d −d

The inverse of A is given by the comparatively complex expression
A−1 =
1 + −b (a−c)+a[(b−d)−(a−c) f ]
(a−c)2
b
(b−d) f − a(a−c) f b (a−c)+a[(d−b)+(a−c) f ](a−c)2f − b(b−d) f + a(a−c) f
a (a−c)+b[(b−d)−(a−c) f ]
(a−c)2f 1− a(b−d) f − b(a−c) f −a (a−c)+b[(a−c) f−(b−d)](a−c)2f a(b−d) f + b(a−c) f
(b−d)−(a−c) f
(a−c)2f
−1
(a−c) f
(a−c) f−(b−d)
(a−c)2f
1
(a−c) f
1
(a−c) f
−1
(b−d) f
−1
(a−c) f
1
(b−d) f

(4.10)
where
f = (a−c)
2+(b−d)2
(a−c)(b−d)
The condition number is defined for the norm p as
K(A) = ‖A‖p
∥∥A−1∥∥
p
(4.11)
The L1 (p = 1, maximum absolute column sum) and L∞ (p =∞, maximum absolute row
sum) norms are easily computed to provide accurate condition number order of magnitude
estimates. A desirable matrix condition number is close to one, in which case small mea-
surement errors have negligible impact upon the solution. In contrast, a very large matrix
condition number amplifies small measurement errors to substantially affect the computed
solution. Using the synchrophasor data in Table 4.1, the L1 and L∞ norms of A−1 are easily
estimated. The differences between sequential real and imaginary current measurements are
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both very small, such that
(
Ii(1) − Ii(2)
)
= (b− d) ∼ 10−3 (4.12)
(
Ii(1) − Ii(2)
)
= (b− d) ∼ 10−3 (4.13)
f =
(a− c)2 + (b− d)2
(a− c)(b− d) ∼
(10−3)2 + (10−3)2
(10−3)(10−3)
∼ 1 (4.14)
which results in ‖A‖1 ∼ ‖A‖∞ ∼ 1 and ‖A−1‖1 ∼ ‖A−1‖∞ ∼ 103. The resulting condition
numbers are much greater than the ideal condition number that is close to 1, in particular:
K(A) = ‖A‖p
∥∥A−1∥∥
p
∼ 103 (4.15)
The consequence of the condition number being on the order of 103 is that small pertur-
bations in b may disproportionately change the calculated solution, casting doubt on the
accuracy of computed results. We found that the sample data matrices had condition num-
bers on the order of 105, as shown in Fig. 4.5. The impact of these extremely large condition
numbers is evident in the dramatic Thevenin parameter swings in Figs 4.4a, 4.4b, and 4.4c.
More than 2 measurement pairs
We also considered using an LSE solution to reduce the Thevenin parameter swings. The
LSE solution incorporates additional data pairs, generating a rectangular m xn matrix with
m > n. The condition number can be computed using the ratio of the largest to smallest
of the ordered singular values, σi, obtained from the singular value decomposition of the
matrix A. The condition number is
K(A) =
σ1
σn
, σ1 > . . . > σi > . . . > σn (4.16)
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Figure 4.6: Least squares error estimate
condition numbers computed using 2, 10,
20, and 50 sequential synchrophasor data
frames to provide best estimates of two
data points to compute solution vector x
in Eq. (4.8) .
Unlike the fully determined system in Eq. (4.7), a straightforward estimate of the over-
determined system’s condition number is very difficult to derive. To determine whether the
LSE solution improved the problem’s conditioning, we used MATLAB to compute condition
numbers for overdetermined matrices constructed from 10, 20, and 50 sample data set pairs.
The results in Fig. 4.6 clearly show that the condition number does not appreciably improve
even using 50 data set pairs, and that synchrophasor data does not lend itself well to this
approach to computing a Thevenin equivalent. Further, Fig. 4.7 shows that while the
Thevenin source phases do not swing erratically, they also do not satisfy the fundamental
condition δ1 > θ1 > θ2 > δ2 that is characteristic of power flowing from source 1 to source 2.
4.2.2 Two-Bus Thevenin Equivalent II
Figure 4.8 shows an alternative Thevenin equivalent model. In this model, we fix the source
magnitudes |E1| = |E2| to 1 pu and specify that the Thevenin equivalent impedances be
purely reactive, i.e. R1 = R2 = 0. Note that this circuit model carries forward the as-
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Figure 4.8: Simplified Thevenin equiva-
lent model.
sumption that current flows through shunt capacitances are negligible; consequently, the
two Thevenin source terminals share the same current. The Thevenin source 1 reactance,
X1, is determined by
16 δ1 = I 6 γ · (jX1) + V1 6 θ1 (4.17)
Decomposing Eq. 4.17 into its real and imaginary equations, the δ1 term can be eliminated
using the trigonometric identity
sin δ1 =
√
1− cos2 δ1 (4.18)
which results in the quadratic equation
I2X21 − 2V1I sin (γ)X1 − (V 21 − (1)2) = 0 (4.19)
with two possible solutions:
X1 =
1
I
[
V1 sin (γ − θ1)±
√
(1)2 − V 21 cos2(γ − θ1)
]
(4.20)
Similarly, we determine Thevenin source 2 reactance, X2,
V2 6 θ2 = I 6 γ · (jX2) + 1 6 δ2 (4.21)
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which yields two possible X2 solutions of very similar form
X2 =
1
I
[
−V2 sin (γ − θ2)±
√
(1)2 − V 22 cos2(γ − θ2)
]
(4.22)
The Thevenin source angles are determined by writing the system power balance equation
16 δ1 (I 6 γ)
∗ = j(X1 +Xl +X2) I2 + 1 6 δ2 · (I 6 γ)∗ (4.23)
The real power equation reduces to cos (δ1 − γ) = cos (δ2 − γ), which is satisfied if δ1 = δ2
(a trivial solution with no power flow); alternatively, since cos(α) = cos(−α),
δ2 = 2γ − δ1 ≡ γ = δ1 + δ2
2
(4.24)
is also a solution. Using these relationships, we obtain
δ1 = γ + sin
−1
(
(X1 +Xl +X2) I
2
)
(4.25)
δ2 = γ − sin−1
(
(X1 +Xl +X2) I
2
)
(4.26)
To compensate for the slow rotation of the phasor measurements due to the slight difference
between the actual system frequency and the ideal 60 Hz frequency, the voltage angle at bus
1 is set to 0 (i.e. θ
′
1 = 0 = θ1 − θ1) and all other angles are adjusted by subtracting θ1.
The effectiveness of these relationships was tested using the data set from which Table 4.1
is extracted. The resulting Thevenin source angle values and computed reactances are shown
in Table 4.2. Note that the X1 and X2 solutions are each composed of a pair of positive and
negative reactance values; also, the four possible solutions show interesting symmetries. We
confirmed that these solutions provided near-zero KVL residuals around each source loop
and around the system loop; however, only the two positive reactance solutions resulted in
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Table 4.2: Computed Thevenin Source Parameters*, γ = 11.1o.
δo1 X1 Xl X2 Xtotal δ
o
2
-2.179 -.0043 .0034 -.0546 -.0555 24.37
10.95 .0506 .0034 -.0546 -.0006 11.25
11.22 -.0043 .0034 .0016 .0007 10.96
24.35 .0506 .0034 .0016 .0556 -2.161
*Thevenin source values at t = 1 s averaging 10 PMU measurements. Angles and reactance
are in degrees and ohms per unit respectively.
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(a) Thevenin source values at t = 1 s averaging 10 syn-
chrophasor measurements.
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Figure 4.9: Thevenin source phase angle results using the positive X1 and X2 solutions,
γ = 11.1o.
the expected power flows based upon the relative phase angle relationships of the source
and terminal voltages, i.e. δ1 > θ1 > θ2 > δ2. In the other three X1 and X2 solution
combinations, the phase angle order is violated. The phase angle relations for the positive
X1 and X2 solutions are shown in Fig. 4.9.
This model was consistent with expected system behavior in every respect. The solution
satisfied three KVL loop equations with small residuals – one through each source and
its corresponding terminals and a loop around the total system. Additionally, the real and
reactive powers computed at each source and terminal were consistent with expected real and
reactive power flows. Further, the Thevenin equivalent solution showed results that varied
no more quickly than the phasor measurements. Consequently, this model and Thevenin
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equivalent computational approach warrant further investigation for applications assessing
power system stability.
4.3 Heuristic View – Exploitable Linear Behaviors
The challenges encountered developing a satisfactory Thevenin equivalent model from field
measurements raise questions about whether the inherently non-linear power system has
linear characteristics that can be exploited. This suggests studying series of non-linear
power flow solutions of a power system under progressively increasing stress – to the point
of system failure. The object is to seek linear or near-linear characteristics that might be
exploited to produce Thevenin equivalent models from PMU field measurements to compute
a real-time “angle across the system” (AnglxSys).
4.3.1 Proposed Power Flow Solution-based Thevenin Equivalent
Consider the Thevenin source model for bus injecting power into the line as shown in Fig.
4.10. The relationship between the complex variables is described by
Esend 6 δsend = I 6 γ · (Rsend + jXsend) + Vsend 6 θsend (4.27)
which can be rewritten as
  
	

 
 

 
 


Figure 4.10: Thevenin source model for PowerWorld.
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Rsend + jXsend =
Esend 6 δsend − Vsend 6 θsend
I 6 γ
=
Esend
I
6 (δsend − γ)− Vsend
I
6 (θsend − γ)
=
Esend
I
[cos (δsend − γ) + j sin (δsend − γ)]− . . .
. . .− V1
I
[cos (θsend − γ) + j sin (θsend − γ)]
(4.28)
Separating the real and imaginary components:
Rsend =
1
I
[Esend cos (δsend − γ) + Vsend cos (θsend − γ)]
Xsend =
1
I
[Esend cos (δsend − γ) + Vsend sin (θsend − γ)]
(4.29)
Similar relationships are developed for the bus receiving power from the line such that
Rreceive =
1
I
[Ereceive cos (δreceive − γ) + Vreceive cos (θreceive − γ)]
Xreceive =
1
I
[Ereceive cos (δreceive − γ) + Vreceive sin (θreceive − γ)]
(4.30)
Note that the sign on γ is reversed to reflect that power is flowing into the bus. Determining
Thevenin equivalent resistance and reactance values requires two operating points. We
choose the first to be the I and γ values on each line from the power flow solution. We
choose the second operating point to be the bus voltages and angles at either end of each
transmission line when the line is open. When the line is out, the sending end bus voltage
and angle are the open line’s open circuit values Esend and δsend respectively. This provides
data from the two needed operating points to compute a Thevenin equivalent Rsend and Xsend
at the source bus. Similarly, the Thevenin equivalent Rreceive and Xreceive are computed at
the receiving bus. Computed bus Thevenin R and X values that remain constant (or nearly
constant) as system stress increases would be a clear indication that a Thevenin equivalent
implementation may be possible.
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Figure 4.11: PowerWorld B7Flat test system diagram.
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4.3.2 Power Flow Thevenin Equivalent Test Case
We have written a hybrid simulation using MATLAB in combination with PowerWorld via
the Simulator Automation Server (SimAuto) component object module to generate a series
of power flow solutions, and to record power flow solution data for subsequent analysis. The
test system is PowerWorld Corporation’s 7-bus system (B7Flat) depicted in Fig. 4.11; key
simulation parameters are shown in PW model explorer screen shots. Sample simulation
results are shown in Fig. 4.12. The simulation uses purely reactive transmission lines and
does not include charging admittances. The lower figure portion shows the progressively
increasing power generation and demand set points that increase until the power flow solution
does not converge (i.e. a stability limit is violated). In this case, the power generated and
used increases exponentially as the set point number increases; the increased power generated
and demanded stresses the model power system in a way not unlike inflating a balloon until
it ruptures.
At each power set point, the MATLAB program calls PowerWorld to produce a power flow
solution. Each data point on the power set line represents power demand, power generation,
or the difference between the bus angles in the set’s power flow solution. Note that the
number of successful power flow solutions for each line being removed from service varies.
Transmission line 2–6 has the fewest of solutions and, as expected, also shows the greatest
AnglxSys.
Thevenin equivalent resistances and reactances were computed per the process described
above using Eqs. (4.29) and (4.30). The computed Thevenin equivalent values are shown in
Fig. 4.13. The results show encouraging evidence of linear behavior. However, there is also
non-linear behavior that may limit the method’s efficacy.
77
Figure 4.12: Simulated bus angle differences across open transmission lines.
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(a) Sending bus Thevenin reactance. (b) Sending bus Thevenin resistance.
(c) Receiving bus Thevenin reactance. (d) Receiving bus Thevenin resistance.
Figure 4.13: Thevenin equivalent values for each transmission line computed at power set
points.
4.3.3 Applying Monte Carlo Methods
The drawback to the Thevenin equivalent computed from power flow solutions is the imprac-
ticality of applying the technique in the field environment, i.e. opening a transmission line
to obtain the “open circuit” measurement. An alternative is to use Monte Carlo techniques
to determine Thevenin equivalent parameters from many measurements taken in the nor-
mal operating range of the two buses connected by the transmission line. Given the linear
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behavior observed in the PF Thevenin equivalent, the approach is plausible. If acceptable
Thevenin equivalent impedance can be computed, then the power system stability could be
monitored by flagging variations from the established parameters.
We extended the PowerWorld simulation to create random variations in load and gener-
ation at the power set points. The objective is to gain insight into the impact of random,
banded load and generation variations about the set points. The variations generated resem-
ble the random values about the original set points as shown at bus 2 in Fig. 4.14a; in this
example, four additional load and generation set points were randomly generated in a band
±5 percent about the original set points. The Thevenin equivalent computation algorithm
applied to these input data sets to compute Thevenin resistance and reactance at the power
sending terminal produced the values shown in Fig. 4.14b.
At lower power set points, the effect upon the computed Thevenin equivalent reactance
is both stable and linear as the power increases. Beyond set point 6, the computed reactance
for the transmission lines connecting buses 2 and 4 and buses 2 and 3 exhibits non-linear
sensitivity to ±5 percent random variations. This indicates a bound on the amount that
load and generation can be increased while retaining confidence that the computed values
are useful for computing a Thevenin equivalent.
Significantly, the reactance values computed with the randomly generated load and gen-
eration variations for all lines below set point 7 clearly show linear and nearly constant
behavior. This linear behavior is important – it points to the possibility that Thevenin
equivalent component values could be generated using Monte Carlo-like techniques using
synchrophasor data to establish a useful Thevenin equivalent circuit. The resulting Thevenin
equivalent used with streaming synchrophasor data could then be a useful measure of phase
angle differences across the transmission line – and importantly an indicator when the angle
difference across the line is moving toward system security policy limits. Across the system
the Thevenin equivalent models could also point to transmission lines that are more likely
to threaten system stability.
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(a) Permuted power set points.
(b) Thevenin X computations from permuted power set values.
(c) Thevenin R computations for permuted power set values.
Figure 4.14: Monte Carlo approach to computing Thevenin equivalents to randomly gener-
ated load and generation set points in a band bounded by a ±.05 factor about the original
set points.
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This line of investigation offers hope that Monte Carlo-like techniques may be useful
for developing a Thevenin equivalent model for assessing the angle difference between buses
connected by transmission lines. Such a Thevenin equivalent could be valuable because it
would be computed in the field using synchrophasor data – independent of load-flow and
other control room-based measures of system security. Thus, this line of investigation merits
continued investigation.
82
Chapter 5
Synchrophasor Data from Machine
Transient Response
In both real-time system control and after-the-fact dynamic behavior analysis, there are a
number of issues to be investigated regarding the utility of synchrophasor data produced
by PMUs. Inherent to its purpose and design, the PMU computes a phasor value (includ-
ing both magnitude and phase) at the system’s nominal frequency (60 Hz in the U.S. and
Canada) over a sample data window that fully characterizes the sinusoidal steady-state wave-
form. However, a disturbance causing a dynamic response is likely to be poorly characterized
by a phasor; in essence, the phasor represents filtered data. This line of investigation seeks
to understand from a “field” perspective the information that can be extracted from syn-
chrophasor data streams produced during a synchronous generator’s transient response to a
disturbance event. Of particular interest is whether useful synchronous generator transient
behaviors can be extracted from synchrophasor data.
The approach was twofold. First, a purpose-written MATLAB simulation was used to
generate a baseline dynamic response in the across the highlighted timescales illustrated in
Fig. 5.1. The MATLAB simulation was entirely our own work leveraging existing MATLAB
differential algebraic equation (DAE) solution tools; as such, we had complete control and
knowledge of the code’s inner workings. Second, we used a Real-Time Digital Simulator
(RTDS) to produce real-time, analog generator terminal waveforms that were sampled by
the PMU built into Schweitzer Engineering Laboratory’s SEL-421 Protection, Automation,
and Control System. This test design enabled “field” measurements to be collected in a
controlled laboratory environment with full knowledge of test system behavior.
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Figure 5.1: The synchronous machine dynamic phenomena modeled in this investigation are
highlighted. Adapted from Fig. 1.2 in [43].
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Figure 5.2: The test system is a synchronous generator connected to an infinite bus by
identical parallel transmission lines. The disturbance event producing the simulated system
dynamic response occurs when TL-1 is opened.
The test system was a synchronous generator connected by a pair of identical transmission
lines to an infinite bus as shown in Fig. 5.2 and implementing the system model detailed in
Chapter 2. The disturbance event occurs when transmission line one (TL-1) is opened.
The RTDS is a purpose-built computer designed very specifically to simulate electromag-
netic transients in real-time. The RTDS equipment design provides the capability to make
low-voltage (∼ 5 V) analog output signals available for interfacing with external equipment.
The RTDS receives and integrates a live GPS timing signal using the SEL-2407 Satellite
Synchronized Clock into the simulation. Thus, the RTDS-based simulation is as close to
taking “field measurements” as possible short of connecting the SEL hardware to a live
power line.
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Using the MATLAB and RTDS in parallel provided the ability to cross-check the MAT-
LAB Multi-Time-Scale model (MTSM-14) and 11th-order reduced system model (RedSysMdl-
11) simulation results with RTDS results. A down side to the RTDS simulator in this appli-
cation is that its component modules are in many respects “black boxes”, i.e. internal com-
ponent processes are opaque to the user. Considerable effort was undertaken to harmonize
simulation component models. RTDS component models were selected that implemented
the test system model described in Chapter 2. To the fullest extent possible, the MATLAB
simulation emulated the selected RTDS component models. The ultimate objective was for
two simulations to produce convergent results, enabling an apples to apples comparison of
the results.
5.1 Preliminaries
First, the data produced by the PMU when the system is not operating at or near the
fundamental frequency is not a “phasor”; rather, it is a number generated by an algorithm
set to process measurements at the system’s operating frequency. That being said, the data
produced under dynamic conditions may still be useful if properly interpreted. Second, the
sampled voltage and current values are altered from the point of measurement by band-
width limited CT/PT sensors, analog anti-aliasing low-pass filters, limited bandwidth sam-
pling rates, and further digital signal processing that produces phasors. Undoubtedly, this
signal processing chain “filters” useful information occurring at other than the fundamen-
tal frequency. This is particularly important during events having high frequency content.
The practical question to be answered is what transient information can be discerned from
synchrophasor data.
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Continuous 3-phase current is represented:
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Three-phase voltage data is represented by similar expressions.
The PMU samples stepped-down current and voltage signals via instrument transformers.
Following anti-aliasing filtering and digitization, digital signal processing produces voltage
and current phasor data. Applying the discrete Fourier transformation to the sampled
current data produces the discrete “a” phase and positive sequence current representations
respectively:
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The d-q reference frame current and voltage phasors are represented by:
I¯DQ = (ID + jIQ) = (Id + jIq) e
j(δ−pi/2)
V¯DQ = (VD + jVQ) = (Vd + jVq) e
j(δ−pi/2)
(5.3)
Conceptually understanding differences between simulation-based phasors and measurement-
based phasors is fundamentally important to interpreting synchrophasor data produced dur-
ing transitions between equilibrium states.
5.2 MATLAB Simulation and Results
The purpose-written MATLAB simulation program is built around the ode15s ordinary dif-
ferential equation (ODE) solver, which is well-suited for systems of stiff differential algebraic
equations (DAEs). The ode15s solver is a quasi-constant step, variable order differential
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equation integrator. The essential structure of the ode15s solver function call is shown in
Fig. 5.3.
options = odeset( , Mass_Matrix_reordered, ,.002, ,@myevents2) ’Mass’ ’MaxStep’ ’Events’
[Full_Mdl_Soln] = ode15s(@Full_Model_v3, options, time_span, Init_Cond ) 
Figure 5.3: MATLAB ode15s solver function call example.
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The “options” odeset is used to set up the solver. Two important “options” are pictured:
“Mass” which is the matrix defining the left-hand side of the DAE equation set, and “Events”
which calls a conditional function that interrupts the solver if specific conditions are satisfied.
The right-hand side of the DAE equation set is passed to the solver via function name in
the first position (in this example “@Full Model v3”).
The ode15s ODE solver’s output is a structured array. An example is shown in Fig. 5.4.
The simulation code is considerably more complex, including multiple calls to ode15s as the
simulation moves from equilibrium, through each phase on TL-1 being opened at current
zero crossing until a new equilibrium state is reached. The simulation code itself is complex
and extensive, consisting of 2000+ lines of code contained in up to 30 function calls executing
modular code.
The MATLAB DAE structural analysis (DAESA) tool also proved to be quite valuable.
The DAESA function call includes data structure similar to the “@Full Model v3” function
call in the ode15s solver input. The DAESA tool determines the structural index, degrees
of freedom, constraints, and variables that must be initialized, and it suggests a solution
scheme; an example is shown in Fig. 5.5.
The MATLAB simulation results follow. The terminal current and voltage responses are
shown first because these are the waveforms that the PMU samples. The most dramatic
simulation result is the Idqo result (Fig. 5.6) previously presented in Chapter 2. Of note
is that MTSM-14 Idq curve envelopes are defined by a nominally 60 Hz oscillation. This
observation tracks nicely with the expected integral manifold approach variable reduction
outcome eliminating the stator flux linkage state variables, which would have a 60 Hz com-
ponent. Recalling Fig. 2.5, care must be taken not to misinterpret (or confuse) the seeming
60 Hz oscillation in the dqo frame with the abc frame’s nominal 60 Hz system frequency.
The oscillation observed in the dqo frame exists as a short-lived transient. Recall that any
waveform moving synchronously with the rotor has a constant value in the dqo reference
frame, and as expected Idq settles to constant values several seconds after TL-1 opens.
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[Full_Mdl_Soln] = ode15s(@Full_Model_v3, options, time_span, Init_Cond ) 
Figure 5.4: MATLAB ode15s structured array output example. The tab “Full Mdl Soln”
shows the sub-array variable names, data types, and sizes. The tab “Full Mdl Soln.x” dis-
plays the time vector. The tab “Full Mdl Soln.x or field names” displays the string array
labeling each field. The tab “Full Mdl Soln.y” displays the integrated state variable at each
time; the corresponding time is above; and the state variable name is to the left.
The terminal voltages, Vt, Vd, and Vq (Fig. 5.7), show markedly different transient
response than the terminal currents. The transient response in the 0.05 s following the event
is much less dramatic. The MTSM-14 and RedSysMdl-11 solutions track so closely during
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Figure 5.5: Sample MATLAB DAE structural analysis (DAESA) tool output. The row of
numbers above the graph is the suggested new variable order; the column of numbers to the
left is the suggested new equation order. The tool is useful for verifying that the DAE system
is properly structured and is helpful in identifying errors in complex equation systems.
the dynamic response that they are nearly indistinguishable; thus the reduced order model
is a very good representation of the voltage response. The voltages settle to new equilibrium
values in about 6 s.
The mechanical system state variables are shown in Fig. 5.8. As expected, PSV and TM
track very closely, with PSV leading TM slightly as would be expected because steam valve
pressure delivers power to the shaft based upon governor feedback controls. The difference
between TM in the MTSM-14 and RedSysMdl-11 simulation is insignificant.
The excitation system state variables are shown in Fig. 5.9. The important feature to
note in variables Efd, VR, and Rf is that RedSysMdl-11 produces results closely matching
the full system model. The one minor but notable difference is that the RedSysMdl-11
simulation clips the pilot exciter voltage, VR, in the 0.05 s following the disturbance.
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Figure 5.8: Simulation results – mechanical system variables.
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Figure 5.9: Simulation results – excitation system variables.
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Figure 5.10: Simulation results – speed variables.
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Figure 5.11: Simulation results – consistency check.
The speed-related state variables are shown in Fig. 5.10. The rotor angle, δ, transient re-
sponse is essentially indistinguishable between the MTSM-14 and RedSysMdl-11 simulations.
Similarly, ω and ωt are nearly indistinguishable between the MTSM-14 and RedSysMdl-11
except in the first 0.25 s following the disturbance. In that 0.25 s in the MTSM-14 simulation
results, ω and ωt show an oscillation about the RedSysMdl-11 simulation results. The oscil-
lation is ∼ 60 Hz and closely resembles a similar feature in the MTSM-14 Idq results. Worth
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noting, however, is that the magnitude peak change in ω during the transient response is
very small (0.05 rad/s change on the 377 rad/s steady-state speed). Also worth noting are
similarities between ω and ωt; ωt is normalized to 0.0 and has magnitude ∼ 10−3, and ω has
its steady state value about 377 rad/s.
To verify that the MTSM-14 and RedSysMdl-11 simulations were correctly coded, Eq.
(5.50) was checked for internal consistency and was found to be consistent (Fig. 5.11). The
greatest mismatch was ∼ 10−3 immediately after disturbance and at better than ∼ 10−4 0.1
s later.
5.3 RTDS Simulation Description
The Real-Time Digital Simulator (RTDS) is a digital system which models the power system
based on an Electromagnetic Transients Program (EMTP) simulation approach. The RTDS
can simulate any user-defined electrical system with complex electrical component models,
such as transmission lines, generators and transformers. With the RTDS real-time simulator,
commercial power equipment can be integrated into a closed-loop system for testing and
characterization mimicking field conditions. We worked closely with the Information Trust
Institute’s Electric Grid Security Testbed to implement our simulation on their RTDS and
SEL equipment pictured in Figs. 5.12 and 5.13 respectively.
The simulation was developed graphically through the RTDS Draft program and is shown
in Fig. 5.14.
The RTDS synchronous machine component model MACV31 was used to implement the
generator. The model is detailed in Fig. 5.15.
The RTDS component library did not have an appropriate native excitation system
component. Using RTDS sub-component modeling tools, we implemented the excitation
system detailed in Chapter 2. The RTDS simulation excitation system is detailed in Fig.
5.16.
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Figure 5.12: RTDS equipment rack.
Figure 5.13: SEL-421 Protection, Au-
tomation, and Control System and SEL-
2407, Satellite Synchronized Clock (front
and back panels).
The RTDS component library did not have an appropriate mechanical control system
component. Using RTDS sub-component modeling tools, we implemented the mechanical
control system detailed in Chapter 2. The RTDS simulation mechanical control system is
detailed in Fig. 5.17.
The transmission lines TL-1 and TL-2 were implemented using the RTDS component
model TLINE. The model is detailed in Fig. 5.18.
The RTDS simulation is executed and controlled using the Runtime program. The simu-
lation control panel and meters are shown in the boxed red area in Fig. 5.19. The simulation
parameters PC (Eq. 5.64 of Fig. 5.17b.) and Vref (Eq. 5.56 of Fig. 5.16b.) are controlled
via the slide switches in the center. The simulation execution occurs in multiple steps. The
simulation starts in the “lock” mode to initialize the system; the lock mode is controlled via
the toggle switch in the lower left-hand corner. When the meters have stabilized, the simu-
lation can be toggled from the “lock” to the “free mode”. When the meters have stabilized
and the power meters are showing 140 MW (the transmission line surge impedance load),
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Figure 5.14: RTDS Draft 4.006.2 program simulation schematic.
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(a) Component model.
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(b) Stator winding equations.
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(c) Rotor winding equations.
(d) Configuration menu.
Figure 5.15: RTDS Draft 4.006.2 generator component model MACV31 implementing Figs.
2.7 and 2.8.
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(a) Excitation system schematic diagram.
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(b) Excitation system equations.
(c) RTDS Draft 4.006.2 excitation system implementation.
Parameter Per unit value   
KA Pilot exciter gain 200 
KE Main exciter gain 1.00 
KF Rate feedback amplifier gain 0.03 
TA Pilot exciter time constant 0.04 
TE Main exciter time constant 0.70 
TF Rate feedback amplifier time constant 1.00 
Vref Pilot exciter reference voltage 1.012 
 
(d) Excitation system parameters.
Figure 5.16: RTDS Draft 4.006.2 exciter, implementing the exciter equations and parameter
values in Fig. 2.10.
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(b) Mechanical control system equations.
(c) RTDS Draft 4.006.2 mechanical control system implementation.
Parameter Per unit value 
CHT   Steam chest time constant 0.05 
sT  Shaft mechanical time constant 0.1363 
FW
T  Torque—friction and windage opposing prime mover;  0.0 
SV
T  Steam valve time constant 0.10 
DR  Speed regulation quantity – also known as “droop” factor 0.05 
CP   
Power change setting 0.255 
e   1 / ws 
1
377 (rad/s)
  
 
(d) Mechanical control system parameters.
Figure 5.17: RTDS Draft 4.006.2 exciter, implementing the exciter equations and parameter
values in Fig. 2.11.
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(a) Component model. (b) Configuration menu.
Conductor Cross Section
 RTDS-computed impedance matrix values 
(pu) 
 R:   
 1.154E-02 6.077E-03 6.088E-03 
 6.075E-03 1.152E-02 6.077E-03 
 6.088E-03 6.077E-03 1.154E-02 
 X:   
 9.880E-02 4.775E-02 4.774E-02 
 4.775E-02 9.883E-02 4.775E-02 
 4.775E-02 4.775E-02 9.880E-02 
 L:   
 2.50E-02 1.21E-02 1.21E-02 
 1.21E-02 2.50E-02 1.21E-02 
 1.21E-02 1.21E-02 2.50E-02 
 Sbase = 555 MVA      Vbase = 230KV      Zbase = 95.31 
 
(c) Conductor configuration and computed transmission line parameters for
identical transmission lines TL-1 and TL-2.
Figure 5.18: RTDS TLine v2 (2014), model If rtds sharc sld TLine.
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the disturbance is initiated using the red “Seq/Trigger” button in the lower left-hand corner.
The simulation has a built-in delay of approximately 2 s after the “Seq/Trigger” button is
pressed to accumulate pre-event steady-state data. The current flows in TL-1 and at the
breaker adjacent to the generator’s terminal connection are shown in Fig. 5.19.
Phase C
Phase C
Phase B
Phase B
Phase A
Phase A
Breaker Open Trigger Signal
Figure 5.19: RTDS Runtime 4.006.2 controls and meters. RTDS current flows in the abc
reference frame. The upper graph shows the TL-1 phase currents. The “a-phase” line opens
when the current passes through 0.0 the second time. The lower plot shows the breaker
current flows at the generator’s terminal connections.
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Figure 5.20: RTDS Runtime 4.006.2 control and simulation interface and data plots (1 of
2).
The full RTDS simulation output is shown in Figs 5.20 and 5.21.
103
Figure 5.21: RTDS Runtime 4.006.2 control and simulation data plots (2 of 2).
5.4 Synchrophasor Results Analysis
The RTDS generated synchrophasor data plots are shown in Fig. 5.22. The plots show that
the PMU measurements capture the disturbance event as evident in the current and voltage
magnitude oscillations. The phase current (Ia, Ib, and Ic) magnitudes are essentially equal
except immediately after the disturbance event when slight step differences are apparent.
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Figure 5.22: RTDS generated synchrophasor data.
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Similarly, the three phase voltage (Va, Vb, and V c) magnitudes are also essentially equal
except immediately after the disturbance event when slight step differences are apparent.
As expected for a system operating at the surge impedance load (140 MW), the respective
current and voltage phase angles are essentially identical. Also noteworthy is that neither
the current nor the voltage phase capture the disturbance event.
From the plot overlaying current and power in per unit in second and third columns in
Fig. 5.21, we observe that the current phasor magnitude oscillation tracks the systems real
power oscillations. This indicates that PMU has indeed filtered out the higher frequency
oscillations observed in the MATLAB simulation.
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Chapter 6
Conclusions
This dissertation reports three investigative efforts exploring new ways of assessing power
system stability with deliberate intent to leverage synchrophasor measurements. This con-
cluding chapter briefly recaps the thesis and highlights key contributions. The first two
efforts addressed power system steady-state stability – specifically methods for assessing
system vulnerabilities arising from the phase angle difference between two buses connected
by a transmission line. The third effort investigated a commercial PMU’s synchrophasor
measurements of a simulated disturbance of a single-machine, infinite bus system.
6.1 Contingency Factors
The first line of investigation extended existing steady-state distribution factor theory by
developing the Line Outage Angle Factor (LOAF). Existing distribution factors (e.g. Line
Outage Distribution Factor (LODF)) provided a computationally light linear method for
estimating system-wide transmission line power flow changes as bus power injections (gen-
eration) and draws (loads) changed. The LOAF provides a computationally light linear
approach to estimating system-wide bus angle difference changes (between transmission
line-connected buses) when a transmission line is suddenly removed from service; bus power
injections and draws are assumed to remain constant. The LOAF is particularly useful for
transmission line loss contingency analysis – and in particular screening for transmission
lines that, if lost from service, might cause unacceptable bus angle differences that jeopar-
dize system stability. Contingency analysis using the LOAF distribution factors requires a
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single base-case load flow analysis. From the base case, the power flow changes consequent
to a transmission line loss can be calculated for any or all transmission lines based upon
the full load flow analysis. The efficacy of LOAF-based contingency analysis was assessed
using the WSCC 3-Machine, 9-bus Test System. The computed bus angle differences across
transmission line-connected buses computed by LOAF distribution factors and full load flow
solutions tracked closely. However, the computational effort using the LOAF distribution
factors was an order of magnitude smaller than a full power flow solution – a clear advantage
when computing a large number of line outage contingencies.
6.2 Thevenin Equivalents
The second investigative line explored developing a Thevenin equivalent model to be used in
tandem with synchrophasor data streams to provide real-time bus angle difference informa-
tion for buses connected by a transmission line. This effort explored multiple approaches.
First, we explored using real-world synchrophasor data from two buses connected by a
transmission line. To fully determine the system mathematically, sequential current and
voltage synchrophasor measurements from both buses were required. While this system
can be mathematically modeled, the approach is limited by the nature of the data. The
differences between sequential data pair values was so small that the numerical solution
produced unacceptably erratic Thevenin equivalent parameter values. The resulting matrix
condition numbers were on the order of 105 (1 is ideal), too high to reasonably expect a
usable solution. Using multiple data sets to produce least square estimates of the Thevenin
equivalent circuit parameters failed to significantly improve the quality of the results. We
found that this approach to delivering the desired Thevenin equivalent works well on paper,
but is problematic using real-world synchrophasor data. We concluded that the nature of
synchrophasor data does not support computation from sequential measurements because
of the very small differences between measurement values.
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Next, we made model simplifying assumptions: (i) Thevenin equivalent source magni-
tudes constrained to 1 pu and (ii) transmission line resistance assumed to be zero. This
approach involved algebraic manipulation of the system equations to solve for the remaining
unknowns: the Thevenin source voltage angles and reactance at both buses. As the equation
set involved quadratic equations at both buses, the solution set resulted in four possible so-
lutions. However, sample calculations from real-world synchrophasor data showed that only
one of the four solutions was consistent with other model constraints, i.e. power flow from
bus 1 to bus 2 requires that δ1 > θ1 > θ2 > δ2. Beyond selecting the physically appropriate
solution, this model was consistent with expected system behavior in every respect. The
solution satisfied three KVL loop equations with small residuals – one through each source
and its corresponding terminals and a loop around the total system. Additionally, the real
and reactive powers computed at each source and terminal were consistent with expected
real and reactive power flows. Further, the Thevenin equivalent solution showed results
that varied no more quickly than the phasor measurements. Consequently, this model and
Thevenin equivalent computational approach warrant further investigation for applications
assessing power system stability.
The third approach endeavored to use a power flow solution-based Thevenin equivalent.
A hybrid simulation using MATLAB in combination with PowerWorld via the Simulator Au-
tomation Server (SimAuto) data component object module was written to generate a series
of power flow solutions emulating synchrophasor data at different system operating points.
The test system was PowerWorld Corporation’s 7-bus system (B7Flat). This simulation de-
sign enabled exploring the test system solution space to observe Thevenin equivalent solution
evolution as the generations and loads were progressively increased until PowerWorld failed
to find a solution. This approach delivered encouraging results on the test system. The clos-
ing effort along these lines examined using a Monte Carlo approach to introducing multiple
random variations at power set points to evaluate the Thevenin equivalent sensitivity to lo-
cal set point variations. Low sensitivities are necessary to validate that the inherently linear
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Thevenin equivalent model (i) is useful in predicting bus voltage angle differences across
a transmission line, (ii) is useful computing a Thevenin equivalent based upon variations
about the normal system operating point, and (iii) shows acceptably linear behavior as the
system is stressed to the point of failure. The Thevenin equivalents developed using the
power flow solution Monte Carlo method show promise, but require further investigation to
draw definitive conclusions.
6.3 Synchrophasor Data from Machine Transient
Response
The third line of investigation sought to understand, from a practical perspective, the in-
formation that can be extracted from synchrophasor data streams produced during a syn-
chronous generator’s transition between steady-state operating conditions. The test system
was a synchronous generator connected to an infinite bus by a pair of identical transmission
lines. The disturbance event of interest occurred when one transmission line is suddenly
opened, chosen because the system includes the phenomena of interest and the level of effort
required to code a simulation is reasonable. To span the range from the strict mathematical
model to the physical world the system was simulated using MATLAB and the Real-Time
Digital Simulator (RTDS).
The MATLAB simulation was entirely our own work leveraging MATLAB based compu-
tational tools, which afforded complete control and knowledge of the code’s inner workings.
The simulation produced results consistent with expected system behavior. Significantly,
the MATLAB simulation clearly showed the relationship between the three-damper-winding
(14 dynamic states) and the reduced order model (11 dynamic states) simulation results.
The overlayed simulation results clearly illustrate that the integral manifold approach to
model reduction preserves the system transient response while eliminating the stator wind-
ing transients.
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In contrast, the RTDS in tandem with the Schweitzer Engineering Laboratory’s SEL-421
Protection, Automation, and Control System provided “real-world” synchrophasor data in
the controlled laboratory environment. The RTDS simulator down-side is that the compo-
nent simulation modules are in many respects “black boxes” with internal processes opaque
to the user. Using the MATLAB and RTDS in parallel provided the ability to cross-check
the simulation results. Considerable effort was expended harmonizing the two simulations so
that their simulation results matched. Unfortunately, converging the transmission line mod-
els between the simulators was not completely successful. However, that shortfall did not
prevent drawing useful conclusions from the simulation. We found that the RTDS-generated
synchrophasor data stream was similar to the MATLAB reduced order model voltage and
current generator terminal data in the dqo reference frame – reflecting parallel, but distinct,
filtering processes. We also found that the PMU synchrophasor data filtered out many of
the system oscillations observable in the MATLAB simulation.
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