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We discuss the dependence of self- and interdiffusion coefficients on temperature and composition
for two prototypical binary metallic melts, Al-Ni and Zr-Ni, in molecular-dynamics (MD) computer
simulations and the mode-coupling theory of the glass transition (MCT). Dynamical processes that
are mainly entropic in origin slow down mass transport (as expressed through self diffusion) in
the mixture as compared to the ideal-mixing contribution. Interdiffusion of chemical species is a
competition of slow kinetic modes with a strong thermodynamic driving force that is caused by
non-entropic interactions. The combination of both dynamic and thermodynamic effects causes
qualitative differences in the concentration dependence of self-diffusion and interdiffusion coeffi-
cients. At high temperatures, the thermodynamic enhancement of interdiffusion prevails, while at
low temperatures, kinetic effects dominate the concentration dependence, rationalized within MCT
as the approach to its ideal-glass transition temperature Tc. The Darken equation relating self- and
interdiffusion qualitatively reproduces the concentration-dependence in both Zr-Ni and Al-Ni, but
quantitatively, the kinetic contributions to interdiffusion can be slower than the lower bound sug-
gested by the Darken equation. As temperature is decreased, the agreement with Darken’s equation
improves, due to a strong coupling of all kinetic modes that is a generic feature predicted by MCT.
PACS numbers: 61.20.Ja 61.25.Mv 66.10.cg
I. INTRODUCTION
Mass transport processes in dense melts are governed
by highly cooperative phenomena1. This makes physical
modeling based on a priori information on their struc-
tural properties a challenge. In the hydrodynamic regime
of long times and large spatial scales, these processes are
characterized by a number of transport coefficients. In
the case of binary mixtures, the self-diffusion coefficient
Dsα describes long-range transport of a tracer particle (of
a given species α); a single inter-diffusion coefficient Dcc
describes the decay of concentration fluctuations on large
scales; the shear viscosity η reflects the slow decay of mi-
croscopic stress fluctuations. These coefficients enter the
mesoscopic and macroscopic modeling of materials; their
values and parameter dependence remain important as-
sumptions in these approaches2. Understanding mixing
effects, i.e., the dependence of these coefficients on melt
composition, is of utmost importance in designing mate-
rials, and reveals crucial information on the underlying
microscopic physical mechanisms.
In this paper, we will investigate model binary metal-
lic melts at various temperatures and composition by
molecular-dynamics (MD) computer simulation. This
technique allows to decompose the different contributions
to mass transport;3 in particular to the inter-diffusion co-
efficient Dcc = L ·Φ that is composed of a purely kinetic
(Onsager) coefficient L, and a thermodynamic factor Φ.
We will demonstrate that their composition dependence
is qualitatively different, so that interdiffusion processes
are described by a competition of two opposing forces, a
dynamic and a thermodynamic one. The dynamic con-
tribution can be understood as the precursor of kinetic
arrest as described by the mode-coupling theory of the
glass transition (MCT)4, and consequently depends sen-
sitively on control parameters.
Reliable experimental data for the mass transport coef-
ficients in metallic melts are scarce, despite their impor-
tance. Some self-diffusion coefficients are accessible in
quasi-elastic neutron scattering3,5,6, but only for those
atomic species that have a strong incoherent contribu-
tion to the low-q scattering signal. Classical diffusion-
couple experiments such as the long-capillary technique
measure the species’ concentration profile some time after
the relaxation of a macroscopic concentration step, inter-
preted using the Fickian diffusion law7,8. In-situ meth-
ods, only recently developed, such as X-ray radiography9
or neutron radiography10 are required to ensure that
the relevant transport mechanism that is probed in the
experiment is indeed diffusion. Still, these measure-
ments are plagued with experimental artefacts originat-
ing from free surfaces and/or inhomogeneities11. In ad-
dition, buoyancy-driven convective flow may necessitate
experiments under micro-gravity conditions12. This pro-
hibits the systematic exploration of the melt’s state space
encompassing temperature T and number concentration
of the species xα.
It is therefore tempting to establish relations between
the different mass transport coefficients, to be able to
infer the remaining ones from those that can be mea-
sured most reliably. One famous example is the “Stokes-
Einstein” relation (first derived by Sutherland13) con-
necting the self-diffusion coefficient of a macroscopic
Brownian particle to the shear viscosity of the suspend-
ing fluid, Ds ∼ kT/η. Although valid only in the limit of
infinitely large tracers (on the scale of molecular interac-
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2tions in the fluid), the Stokes-Einstein relation has been
reported to hold reasonably well for the self-diffusion of
the fluid constituents themselves14. Recent careful mea-
surements of self-diffusion in liquid Zr-Ni suggest that
Ds · η ∼ const. holds in a large temperature range (with-
out the kT factor)6. This is interpreted as signalling that
the mechanisms governing self-diffusion and viscosity, al-
though at first sight rather different, are dominated by
processes on the same time scale. Within MCT, these
processes are identified with the slow structural relax-
ation of density fluctuations. Only for strongly super-
cooled glass formers, deviations are known in the form of
a “fractional” Stokes-Einstein relation Ds ∼ η−ξ (with
ξ < 1)15,16, which is a remarkable deviation from the hy-
drodynamic origin of the original relation17. Despite the
fortuitous character of the validity of the Stokes-Einstein
relation applied to self-diffusion, it remains a useful con-
cept for not-too-viscous melts, and forms the basis of
microscopic rheological measurements in many complex
liquids18.
A similar remarkable link between collective transport
phenomena and tagged-particle motion is the so-called
Darken equation19. It relates collective interdiffusion to
the two self-diffusion coefficients. Labeling the species in
a binary mixture by α = A and B, one can write
Dcc(x, T ) = [xBD
s
A(x, T ) + xAD
s
B(x, T )]×
× Φ(x, T ) · S(x, T ) , (1)
where we denote by xα the number concentration of ei-
ther species, and use the symbol x to denote a con-
centration dependence in cases where the particle la-
bel is irrelevant due to
∑
α xα = xA + xB = 1. The
relation proposed by Darken on the basis of hydrody-
namic arguments, corresponds to setting S = 1. In other
words, the Onsager kinetic coefficient L is approximated
as the weighted average of the species’ self-diffusion co-
efficients, neglecting cross-correlation terms that arise in
the collective process20. The thermodynamic factor Φ
is connected to the second derivative of the Gibbs free
energy G w.r.t. the concentrations, equivalently writ-
ten as the zero-wavenumber limit of the inverse of the
concentration-fluctuation static structure factor Scc(q),
Φ(x, T ) =
xAxB
kT
∂2G(x, T )
∂xA∂xB
=
xAxB
Scc(q=0;x, T )
, (2)
where Scc(q) = x
2
BSAA(q) +x
2
ASBB(q)−2xAxBSAB(q) in
terms of the (Ashcroft-Langreth21) partial static struc-
ture factors Sαβ(q). It has been noted already in the
discussion of the original contribution by Darken19 that
Eq. (1) (with S = 1) involves implicit assumptions, no
excess volume upon mixing being one of them.
The Darken equation contains the correct limits for
vanishing species concentration, i.e., Dcc → Dsminority
whenever xα → 0, 1: the interdiffusion coefficient in the
presence of a dilute concentration of one of the species
(in binary mixtures) is given by the self-diffusion coeffi-
cient of this minority species. Note that in this limit,
also Φ → 1: For infinite dilution of one species, one
expects this species to be randomly distributed in the
embedding host system formed by the majority species.
The Gibbs free energy then follows the ideal-mixing law,
G ∼ x lnx+ (1−x) ln(1−x), leading to Φ = 1. In a sys-
tem that favors mixing, the intermediate-concentration
minimum will typically be deeper, so that Φ > 1 results
for finite x. This is the case for most dense metallic melts.
A notable feature of the Darken approximation is
that it always estimates the Onsager coefficient L to
be bounded by the two self-diffusion coefficients, i.e.,
min(DsA, D
s
B) ≤ L ≤ max(DsA, DsB). A “correction fac-
tor” S is usually included in Eq. (1) to account for non-
ideal mixing effects and kinetic cross-correlations. In
the case of chemical diffusion in crystals, it is called the
Manning factor22. In the liquid, it can be expressed in
terms of the distinct parts of the velocity autocorrelation
functions20, and can thus be evaluated exactly from the
MD simulation. We will use S to quantify the extent to
which the Darken approximation is valid or violated.
Mode-coupling theory establishes a structure–
dynamics relationship based on the equilibrium
liquid-state static structure factors4. In principle,
given an effective interaction potential for some metallic
melt, and following some ad-hoc approximations, the
theory is able to calculate dynamical features in the
viscous melt. It predicts transport coefficients such as
viscosity, self-diffusivity, or interdiffusion, based on the
assumption that the slow relaxation typical for a viscous
fluid is governed by a slow decay of density fluctua-
tions. MCT describes the effect that in dense liquids,
particles are transiently trapped in nearest-neighbor
cages. Transport out of these cages is possible by highly
collective processes induced by thermal fluctions, and
these become ever more ineffective when the density
is increased or temperature is lowered. Eventually,
this mechanism described by MCT arrests at an ideal
fluid-to-glass transition at some critical temperature
Tc. Approaching Tc from above, diffusion coefficients
and inverse viscosity diminish much more quickly than
expected from an Arrhenius temperature dependence.
For temperatures T < Tc (where also strong deviations
from the Stokes-Einstein relation are seen), other trans-
port mechanisms dominate that have been described as
solid-like1,23,24; these are not the aim of our discussion
here. They typically cause Arrhenius-like behavior
with widely different activation energies between the
species25,26.
Arguably the simplest model system for dense mix-
tures is the hard-sphere system. Here one incorporates
only the core repulsion between atoms, modeled as an
infinite energy barrier that keeps particles separated by
at least their hard-core diameter d. All other interaction
forces are set to zero. Consequently, temperature does
not change the thermodynamic state of the system, as
there is no intrinsic energy scale. The dynamics of the
hard-sphere system becomes slow if density is increased
much like it slows down upon cooling in ordinary melts.
3Hence, density and inverse temperature are often used
interchangably as a rule-of-thumb to discuss qualitative
features of slow relaxation. The appropriate measure for
the number density of a hard-sphere system is the dimen-
sionless packing fraction, i.e., the fraction of the sample
volume filled by the hard spheres. This accounts for a
trivial change in number density when comparing sys-
tems with different particle sizes. The hard-sphere sys-
tem has the additional advantage, that a parameter-free,
first-principles approximation for the static structure fac-
tors exists in analytic form, namely the Percus-Yevick
(PY) structure factor27. The predictions of MCT based
on the PY approximation for binary hard-sphere mix-
tures have been established in great detail in the regime
relevant for metallic melts28–31.
Based on the hard-sphere analogy, MCT suggests that
the kinetic coefficients at constant temperature display
a minimum at intermediate x, while the viscosity should
display a similar maximum. This arises, because for bi-
nary mixtures of spheres with size ratio δ >∼ 0.75 and
close to unity, the increased disorder in the cages fa-
vors glass formation at constant volume fraction29. For
smaller size ratio, glass formation becomes suppressed
upon mixing, but this regime is not relevant for metallic
melts if one estimates effective hard-core sizes by, e.g.,
covalent radii. Translating the hard-sphere result into a
change of the glass-transition temperature, the transition
line Tc(x) can be expected to exhibit a maximum at in-
termediate x. The maximum will occur in the vicinity of
x = 1/2, but the precise location will depend on the size
ratio29.
In real metallic melts, the scenario is complicated by
the fact that the pure components will have different
glass-transition temperatures (would they not crystal-
lize). Hence, the expected minimum in kinetic coeffi-
cients can be superimposed by an “ideal-mixing” trend
that is either monotonically increasing or decreasing.
In principle, MCT can predict the qualitative behavior
of transport coefficients based on experimental data for
the equilibrium static structure. However, this requires
knowledge of all partial static structure factors Sαβ(q)
over a reasonably large range of wave numbers q. This is
not easily achieved, in metallic melts although in princi-
ple possible, say, with neutron scattering where isotope
substitution allows to vary the relative scattering lengths
of the constituents. Three independent measurements
then give all three elements of the symmetric 2 × 2 ma-
trix S(q) in the binary mixture, onto which MCT calcu-
lations can be based. This was so far carried out for a
particular Zr-Ni composition at a single temperature32.
The hard-sphere model serves as a reference to quan-
tify purely entropic effects of the dynamics. In realistic
melts, non-entropic contributions to the interactions re-
sult in stronger chemical short-range order. The latter
has been shown to change, e.g., the ratio of transport
coefficients32: in a binary Zr-Ni melt, based on entropic
contributions one expects Ni diffusion to be faster than
Zr diffusion due to the smaller size of Ni atoms. Yet,
taking into account within MCT the strong Zr-Ni in-
teractions that modify the partial static structure fac-
tors, the theory predicts both diffusion coefficients to be
virtually identical, at least for the considered composi-
tion and temperature. This qualitative change induced
by non-entropic interactions asks for a classification of
various metallic melts according to the relation between
their transport coefficients (such as hard-sphere like or
non-hard-sphere like5).
In this paper, we compare MD simulation predictions
for the mass transport coefficients of two exemplary bi-
nary metallic melts, Al-Ni and Zr-Ni, and their composi-
tion dependence. These are model systems where exper-
imental investigations in the molten state are possible;
first results are available20,32–35, with further measure-
ments continuing to date. We also use the static struc-
ture factors obtained by our MD simulations as input
to the MCT equations of motion, in order to compare
the theory’s predictions for these specific melts with the
dynamical results obtained in the simulation. Doing so,
we are able to identify the observed trends of the mass
transport coefficients upon mixing with some of MCT’s
generic predictions.
The comparison of Al-Ni and Zr-Ni allows to test which
transport mechanisms are generic; both systems, while
sharing one atomic species, show very different glass-
forming ability, and very different phase diagrams. Dy-
namically, they represent systems with a relatively weak
effective size difference (δAl-Ni ≈ 0.87), respectively a rel-
atively strong one (δZr-Ni ≈ 0.78).
The MD simulations are performed with recent
embedded-atom potentials that have been proven to be
good models in terms of reproducing the melt’s char-
acteristics with purely classical molecular dynamics. It
should be stressed that this modeling is intrinsically ap-
proximate. We therefore do not claim our results to be
quantitative predictions for real Al-Ni or Zi-Ni melts, but
rather for model systems that allow to understand the
relevant mass transport mechanisms in such melts qual-
itatively and semi-quantitatively.
This paper is organized as follows: we will recollect the
details of the MD simulations and mode-coupling theory
analysis in Sec. II. Results are discussed in Sec. III first
for the Al-Ni MD simulations, then for the Zr-Ni sim-
ulations, and finally for the mode-coupling calculations
based on the MD-simulated static structure factors for
both systems. Finally, Sec. IV contains some conclusions.
II. METHODS
A. MD Simulation
Molecular-dynamics (MD) simulations were carried
out using effective interaction potentials of the embed-
ded atom type (EAM). One writes the total potential
4energy of a binary system as
U =
1
2
∑
i,j 6=i
Vα(i)β(j)(rij) +
∑
i
Fα(i)(ρ¯i) , (3)
where α(i) denotes the species to which particle number i
belongs. Vαβ(r) is the pair interaction potential between
species α and β, assumed to depend on the distance be-
tween the particles, rij = |~ri − ~rj |, only. The embedding
energy Fα(i) of species α at site ~ri is given by the electron
density ρ¯i from all other atoms. The latter is written as
ρ¯i =
∑
j 6=i
ρα(j)(rij) , (4)
the sum over the electron densities at site ~ri due to a
particle of species α at site ~rj . The exact functional
forms of the pair potential Vαβ(r), of the electron den-
sities ρα(r), and of the embedding energies Fα(ρ) are
empirical choices usually based on ab initio simulations
and crystallographic data.
For Al-Ni, a potential proposed by Mishin et al.36
was used, as in earlier work of some of the present
authors20,33,37,38. We only summarize the main aspects
of the simulation here, and refer to these publications for
details. MD simulations were performed by equilibrating
the starting configurations in the NV T ensemble (with
N = 1500 particles), with a temperature-dependent vol-
ume corresponding to the average at a given pressure p,
as determined from NpT Monte Carlo simulations. Af-
ter that, microcanonical MD simulations were performed
to extract the dynamical quantities. Simulation runs
covered more than 105 time steps using the velocity-
Verlet integrator with time steps varying between 1 fs
(T ≥ 1500 K) and 2.5 fs (lower T ). At each tempera-
ture, T = 1795 K, 1500 K, 1250 K, 1000 K, and 900 K,
eight runs with independent initial configurations were
averaged over to improve statistics. Compositions were
chosen as xAl = 0.1, 0.25, 0.4, 0.5, 0.7, 0.8, and 0.9 at
the highest temperature. At lower temperatures data
were only obtained for xAl = 0.1, 0.25, 0.4, and 0.8. The
self-diffusion and inter-diffusion coefficients are obtained
via the appropriate Einstein relations from the long-time
behavior of the mean-squared displacement and the cor-
responding interdiffusion quantity, see Ref. 20 for details.
The potential for Zr-Ni was originally developed by
Kumagai et al.39, employing for fitting the structural in-
formation of amorphous Zr70Ni30, and mainly lattice pa-
rameters of the crystalline state. To improve the poten-
tial for the molten state we are interested in, we have
adjusted the parametrization of Ref. 39 to reproduce
quantitatively experimental Ni-diffusion data40. As fur-
ther information, static structure factors of Zr64Ni36 were
taken into account32; here, perfect agreement could not
be enforced since a strong pre-peak emerges in the static
structure factor of the melt that is much weaker in the
MD simulation. Compared to Ref. 39, the potential en-
ergy was scaled by an overall factor α = 1.86, and the
parameter fe,ZrNi, describing the electron-density ratio
of atomic species Zr to Ni, was changed from the value
fe = 0.215 determinde by Kumagai et al., to fe = 0.79.
For details on the parameters entering the Zr-Ni poten-
tial, we refer to Ref. 39.
The glass-transition dynamics in Zr-Ni melts has been
studied previously by MD simulation combined with an
analysis in terms of MCT by Teichler and coworkers41–44.
The effective MD potential employed in these and related
studies differs from the one we use here. We will remark
on relevant differences below, where appropriate.
For the Zr-Ni system, simulations were run at xZr =
0.36, 0.5, and 0.64 over a temperature window covering
the onset of slow dynamics and about two orders of mag-
nitude of slowing down. At T = 1400 K, additional com-
positions xZr = 0.2, 0.43, 0.57, and 0.8 were considered.
To discuss isothermic concentration dependences, the re-
sults for the different compositions obtained from runs
at different temperatures T < 1400 K were interpolated
linearly to constant T .
B. Mode-Coupling Theory
A recent monograph4 describes the mode-coupling the-
ory of the glass transition and its application to ex-
periments on molecular and hard-sphere-like colloidal
glass formers in detail. MCT calculations based on MD-
simulated partial static structure factors have been per-
formed before (see Ref. 45 for an early example). Details
for the present application follow those presented earlier
for the Al80Ni20 simulation
38.
MCT assumes that the slow dynamics of a dense melt
is governed by the relaxation of density fluctuations. The
statistics of the latter are encoded in the partial dynamic
structure factors, or collective intermediate scattering
functions to wave vector ~q,
Sαβ(q, t) =
1
N
Nα∑
kα=1
Nβ∑
lβ=1
〈exp[i~q · [~rkα(t)− ~rlβ (0)]〉 , (5)
where ~rkα(t) marks the position of the particle labeled
kα at time t. At t = 0 these functions yield the partial
static structure factors Sαβ(q). For an isotropic, transla-
tionally invariant equilibrium system, the dynamic struc-
ture factors depend on the wave vectors only through its
magnitude q = |~q|, and on the time difference between
the two density fluctuations. Following a projection op-
erator scheme, an equation of motion is derived for the
matrix S(q, t) (see Ref. 29),
J−1(q)∂2tS(q, t) + S
−1(q) · S(q, t)
+
∫ t
0
M(q, t− t′) · ∂t′S(q, t′) dt′ = 0 . (6)
The matrix Jαβ(q) = q
2v2th,αδαβ = q
2kBT/mαδαβ
sets the thermal velocities governing the short-time re-
laxation. The long-time relaxation is dominated by
5retarded-friction effects that arise from slow collective dy-
namics. In the MCT approximation, they are captured
through a memory kernel that is a nonlinear functional
of the density correlation functions,
Mαβ(q, t) =
1
2q2
n
xαxβ
∫
d3k
(2pi)3
∑
α′β′α′′β′′
Vαα′α′′(~q,~k)×
Vββ′β′′(~q,~k)Sα′β′(k, t)Sα′′β′′(p, t) (7)
with p = |~q − ~k| and n the total number density.
For the coupling vertices we get Vαα′α′′(~q,~k) = (~q ·
~k/q)cαα′(k)δαα′′ + (~q · ~p/q)cαα′′(p)δαα′ after neglecting a
part that depends on the (unknown) static triplet correla-
tion function. In this approximation, the static-structure
factor matrix alone, through the related Ornstein-Zernike
direct correlation function cαβ(q) = (1/n)(δαβ/xα −
(S−1)αβ), is sufficient to fully determine the MCT equa-
tions of motion.
To calculate self-diffusion coefficients, one needs to
characterize the tracer-particle dynamics in the dense
melt. This is achieved using the self-part of the inter-
mediate scattering function,
φsα(q, t) =
1
Nα
Nα∑
k=1
〈exp[i~q · [~rk(t)− ~rk(0)]〉 . (8)
The equation of motion for this tagged-particle density
correlation function is similar to its collective counter-
part,
1
q2v2th,α
∂2t φ
s
α(q, t) + φ
s
α(q, t)
+
∫ t
0
Msα(q, t− t′)∂t′φsα(q, t′) dt′ = 0 . (9)
Here, the retarded-friction memory kernel is given, in
the MCT approximation, by a combination of the host-
system density fluctuations and those of the tagged par-
ticle, hence
Msα(q, t) =
n
q2
∫
d3k
(2pi)3
∑
α′β′
(~q · ~k/q)2cαα′(k)cαβ′(k)×
Sα′β′(k, t)φ
s
α(p, t) . (10)
In the q → 0 limit, the tagged-particle density correla-
tion function is related to the mean-squared displacement
(MSD) δr2α(t) by φ
s
α(q, t) = 1− q2δr2α(t)/6 +O(q4). One
readily verifies that for the MSD, an equation similar to
Eq. (9) holds,
∂tδr
2
α(t) + v
2
th,α
∫ t
0
msα(t− t′)δr2α(t′) dt′ = 6v2th,st , (11)
with msα(t) = limq→0 q
2Msα(q, t). The diffusion coeffi-
cient follows from δr2α(t → ∞) ∼ 6Dαt, and is explicitly
calculated as
Dα =
1∫∞
0
msα(t) dt
. (12)
In a multi-component system, the memory kernels
Mαβ(q, t) display a 1/q
2 divergence for q → 0, which
is connected with the fact that particle numbers are
conserved, but momentum of the individual species is
not conserved. As a result, one obtains the hydrody-
namic modes that are connected to interdiffusion. Writ-
ing Nαβ(t) = limq→0 q2Mαβ(q, t), we obtain
Nαβ(t) =
1
xαxβ
∫
dk
∑
α′β′
V 0αβα′β′(k) ∆Sαβα′β′(k, t)
(13)
with ∆Sαβα′β′ = SαβSα′β′ − Sα′βSαβ′ and V 0αβα′β′ =
(n/(6pi2))k4cαα′(k)cββ′(k). Specifically for binary mix-
tures,
Nαβ(t) =
(−1)α+β
xαxβ
∫
dk V 0AABB(k) detS(k, t) . (14)
This encodes the symmetries of the interdiffusion process
and highlights that in a binary mixture, only one inde-
pendent interdiffusion mode appears in the low-q dynam-
ics of density fluctuations.
The interdiffusion coefficient Dcc is obtained from the
concentration fluctuations %c = xB%A − xA%B, as
Dcc =
1
Scc(0)
∫∞
0
mcc(t) dt
, (15)
where mcc(t) = NAA(t)/x
2
B. For x → 0 or x → 1, the
MCT expression for Dcc, Eq. (15) reduces to the one
for the self-diffusion coefficient of the minority species,
Eq. (12): if, say, xB → 0, there holds SBB(k, t) ∼
xBφ
s
B(k, t) and detS(k, t)/xB → SAA(k, t)φsB(k, t), so
that the memory kernel xBNBB(t) in Eq. (14) becomes
identical to the memory kernel msB(t) in Eq. (11).
At the glass transition, MCT predicts that all memory
kernels become non-decaying functions of time if they
couple sufficiently strongly to collective density fluctua-
tions. Hence, the integral in the denominators of Eq. (12)
and (15) diverge, so that Dcc, Dα → 0 as one approaches
the glass transition from the liquid side. In the present
context, we do not discuss the possibility of weak cou-
pling of one species, which may cause the corresponding
diffusion coefficient to be non-zero in the glass46,47. This
possibility makes clear that self- and interdiffusion are
governed by tagged-particle respectively collective den-
sity fluctuations that are in principle different aspects of
the dynamics, and might in fact decouple. However, in
typical glass-forming melts above and close to Tc, the
coupling between these relaxation modes is so strong,
that approximations connecting one to the other may
hold rather well.
In writing the MCT equations of motion as above,
we have tacitly neglected short-time contributions to the
memory kernels that are expected to be subdominant
close to the MCT glass transition. These include a damp-
ing term that is responsible for the behavior of the diffu-
sion coefficients in the less dense liquid, and is the object
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FIG. 1. Interdiffusion coefficient Dcc in a model Al-Ni
system, from molecular-dynamics computer simulations, as
a function of Al concentration at various fixed temperatures
(filled symbols, as labeled). Open symbols show Dcc esti-
mated from the Darken relation, Eq. (1) (without a correc-
tion, S = 1) for T = 1800 K and T = 900 K.
of classical liquid-state theory30,48. It may in fact obey
opposite mixing trends as the MCT contribution. In the
following, we focus on the low-temperature dynamics, so
that this omission will not change the results qualita-
tively.
III. RESULTS
A. Al-Ni Simulations
Figure 1 shows MD simulation results for the inter-
diffusion coefficient in AlxNi100−x alloys as a function of
the number concentration x of Al atoms. Different curves
correspond to changing concentration at fixed tempera-
ture. The data extend those discussed in Ref. 34, where
only a single temperature was studied. As the tempera-
ture is lowered, interdiffusion becomes slower at any con-
centration. This is the typical trend for all kinetic trans-
port coefficients, and has been discussed for the present
simulation before20.
At high temperatures, T = 1500 K, say, one observes a
maximum in the interdiffusion coefficient Dcc as a func-
tion of composition: for Al concentrations around x ≈ 0.4
to x ≈ 0.5, interdiffusion is enhanced by roughly a factor
of 2 with respect to the systems containing only a small
concentration of either Al or Ni.
This concentration dependence of Dcc changes qual-
itatively as a function of temperature. Approaching
T ≈ 1000 K, the maximum observed at higher tempera-
tures vanishes, and at T = 900 K instead of a maximum,
a minimum is observed at x ≈ 0.4. At this tempera-
ture, interdiffusion is more than a factor 2 slower in the
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FIG. 2. Al- (filled triangles) and Ni- (filled diamonds) self
diffusion coefficients of the model Al-Ni system from MD sim-
ulations, as a function of Al concentration at various tem-
peratures as labeled. For the temperatures T = 1250 K
and 900 K, also the Onsager coefficient L for interdiffusion is
shown (squares). Experimental data for DsNi at T = 1795 K
obtained from quasielastic neutron scattering (Ref. 35) are
shown as open diamonds.
Al40Ni60 system than in any of the almost pure systems.
This change from a maximum in Dcc due to mixing, to
a minimum due to mixing, is a main subject for the fol-
lowing discussion.
Also shown in Fig. 1 are estimates of Dcc according
to the Darken equation, Eq. (1) with S = 1 (open sym-
bols). While the concentration dependence is captured
qualitatively correctly, the Darken equation significantly
overestimates Dcc. This effect is more pronounced at
higher temperatures, while the quantitative error made
by Eq. (1) is less at lower temperatures. To rationalize
this is a second main point for the discussion below.
Other than the interdiffusion coefficient, the self-
diffusion coefficients in the MD simulation always dis-
play a minimum as a function of concentration at fixed
temperature, in the whole range we investigated. This
is shown in Fig. 2. As a generic trend, Ni diffusion is
slightly faster, but on the Al-rich side, the difference
is much less pronounced. For T = 1795 K, a shal-
low minimum in both self-diffusion coefficients is seen
on the Ni-rich side. Up to xAl ≈ 0.5, the Dsα de-
pend only weakly on concentration: this is compati-
ble with recent experimental data on Ni-self diffusion
obtained from quasielastic neutron scattering35 (open
diamonds in Fig. 2). The MD simulation systemati-
cally overestimates self-diffusion coefficients on the Ni-
rich side. For example, for T = (1514 ± 5) K, a value of
DsNi ≈ (2.09± 0.08) m2/s was measured in pure Ni using
quasi-elastic neutron scattering combined with electro-
magnetic levitation49; the value estimated from Fig. 2 is
about a factor of 3 higher. On the Al-rich side, long-
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FIG. 3. Onsager kinetic coefficient for interdiffusion, L, in
the Al-Ni MD computer simulation, as a function of Al con-
centration at various fixed temperatures as indicated (filled
symbols). Open symbols represent the estimate based on only
the self-diffusion coefficients according to the Darken equa-
tion.
capillary experiments under microgravity conditions50
obtained DsNi ≈ 3.7 × 10−9 m2/s in (almost pure) Al at
T = 969 K. This value is (if somewhat high) compatible
with our MD results. Note however, that uncertainties,
e.g., relating to temperature control may be consider-
able in this experiment. The MD simulation extends
the temperature window covered in the mentioned ex-
periments to considerably lower temperatures. Upon de-
creasing the temperature, the intermediate-concentration
minimum in both self-diffusion coefficients becomes more
pronounced and moves towards higher Al-concentrations
(about xAl ≈ 0.4). At T = 900 K, it amounts to about a
factor 10 decrease.
The behavior of the self-diffusion coefficients already
indicates the mechanism responsible for the change of
the concentration-dependence of the interdiffusion coeffi-
cient from a maximum due to mixing, to a minimum due
to mixing. Recall that Dcc is decomposed into a kinetic
part, the Onsager coefficient L, and a thermodynamic
driving force, Φ. In the dense melt, one expects that
qualitatively, all kinetic factors behave similarly, because
relaxation at high densities and/or low temperatures is
a strongly cooperative process. Figure 3 shows the ki-
netic contribution to Dcc as filled symbols. At all tem-
peratures, the Onsager coefficient exhibits a minimum
at intermediate concentrations. This minimum becomes
more pronounced upon lowering the temperature, similar
to the trend already observed for the self-diffusion coef-
ficients. At the lowest temperature investigated here,
T = 900 K, the suppression of the interdiffusion kinetics
upon mixing is almost a factor of 8, i.e., even more than
the suppression of the interdiffusion coefficient. From this
observation, one already infers that the thermodynamic
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FIG. 4. Thermodynamic factor Φ connecting the Onsager
coefficient L and the interdiffusion coefficient Dcc. Results
from molecular-dynamics simulations for a model Al-Ni sys-
tem are shown as filled symbols as functions of Al concentra-
tion (upper panel; constant temperatures as indicated). Open
symbols (lower panel) are results from MD simulations of a
model Zr-Ni system, as function of Zr concentration. Dot-
ted lines indicate the pure entropic hard-sphere contribution
expected for strongly different interaction radii, at constant
density. Dash-dotted lines are the results of thermodynamic
modeling (Refs. 51 and 52) for Al-Ni at T = 900 K respec-
tively for Zr-Ni at T = 1400 K.
factor Φ must display a maximum as a function of con-
centration. Again, the minimum in the kinetic coefficient
L is observed near the composition with x ≈ 0.4.
The corresponding concentration dependence of the
thermodynamic factor Φ is shown in Fig. 4. As expected
from the above discussion, a maximum is found for all
temperatures, again at concentrations near x = 0.4. For
the lowest temperature shown, an almost 15-fold increase
with respect to the pure systems is found. The increase
compared to the lowest Al- respective Ni-concentrations
investigated in our MD simulations, is roughly a factor
of 3. At higher temperatures, a similar maximum in Φ is
seen, albeit less pronounced. The results from our MD
simulation agree well with a recent ab initio molecular
dynamics study for the x = 0.8 composition53.
A standard empirical method to obtain thermody-
namic factors is the so-called CALPHAD method: based
on large databases of experimentally determined ther-
modynamic properties, suitable interpolation techniques
are used to reconstruct the Gibbs free energy G. For
binary systems, interpolation polynomials up to second
order in (xA−xB) with linearly T -dependent coefficients
(so-called Redlich-Kister polynomials) are usually em-
ployed. For the Al-Ni liquid, parameters were deter-
8mined by Huang and Chang51. The resulting thermo-
dynamic factor Φ is shown in Fig. 4 as a dash-dotted
line (for T = 900 K). Agreement with our MD simula-
tions is fair, and the magnitude of the increase in Φ is
captured correctly. The interpolation assumed in Ref. 51
implies that Φ(x) is almost symmetric around x ≈ 1/2,
and has its maximum there. Our MD simulation indi-
cates that the maximum in Φ(x) is shifted somewhat to
the Ni-rich side, as was already noted for a higher temper-
ature earlier34. Furthermore for Al-Ni, the CALPHAD
calculations suggest Φ < 1 if one of the components is
very dilute. The investigation of this parameter regime
in experiment and simulation is the subject of a sepa-
rate publication54. Note also that the parametrization of
Ref. 51 is constructed to work in the stable liquid phase,
while we use it to smoothly extrapolate to the metastable
supercooled liquid.
The overall temperature variation of the thermody-
namic factor at a fixed concentration is weaker than that
of the Onsager coefficient. In addition, it is reversed:
while kinetic coefficients like L or the self-diffusion co-
efficients drop sharply with decreasing temperature, the
thermodynamic factor increases. Taken together, at high
temperatures the maximum in the thermodynamic factor
dominates the behavior of Dcc = L · Φ, so that a maxi-
mum in the interdiffusion coefficient is observed. At low
temperatures, the stronger suppression and more pro-
nounced minimum in L dominates, resulting in a mini-
mum in the interdiffusion coefficient although the max-
imum in the thermodynamic factor becomes more pro-
nounced.
That the thermodynamic factor exhibits a maximum
is expected to be a rather generic effect: deviations
from ideal-gas-like mixing in a thermodynamically stable
system that favors mixing will generate thermodynamic
driving forces acting to level out concentration fluctu-
ations. This corresponds to a thermodynamic factor
Φ > 1. Such a trend is even observed without any attrac-
tive interactions and on purely entropic grounds: already
the hard-sphere system displays a mixing-induced maxi-
mum in Φ. Although more accurate empirical equations
of state are available for hard-sphere mixtures, the effect
is indicated in the Percus-Yevick (PY) approximation for
the static structure factor21. Since PY approximates the
system to be stable and mixing for all parameters, one
can discuss its thermodynamic factor for simplicity in
the limiting case of vanishing size of one of the species.
Evaluating Φ = x(1 − x)/Scc(q = 0) with x indicating
the large-particle number concentration, one gets for size
ratio δ  1
ΦHSPY,δ → 0 =
(
1 + pi3xρ
)2
1 + pi6xρ(6x+
pi
6xρ(1 + 3x)− 2)
. (16)
This result is shown as a dotted line in Fig. 4. It exhibits
a maximum value of approximately 1.7 at a concentration
x ≈ 0.35. The observed thermodynamic factors in metal-
lic melts are typically much larger, which may be intu-
itively explained by the lack of inter-species attractions
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FIG. 5. Correction factor S for the Darken equation obtained
from MD computer simulation of Al-Ni and Zr-Ni models, as
a function of Al respective Zr concentration, for the temper-
atures indicated.
and non-additive mixing leading to a much suppressed
chemical ordering in hard-sphere mixtures32. It is never-
theless remarkable that the maximum position for Φ at
concentrations in the range around 40% of the larger par-
ticles may be rather generic whenever the system is dense
enough so that the core-repulsion contribution from the
interparticle interactions becomes significant.
As will be discussed below in connection with MCT,
a strong decrease in the kinetic coefficients due to mix-
ing is also expected to be rather generic in dense sys-
tems, as it also arises already in the hard-sphere mixture
model. The evolution of the concentration dependence in
the interdiffusion coefficient highlighted in Fig. 1 should
therefore be typical for dense metallic melts, given that
the relevant temperature and concentration ranges can
be explored without intervening phase separation, crys-
tallization, or other effects that prevent the (supercooled)
liquid state to be accessed.
By equating the Onsager coefficient of interdiffusion to
the weighted sum of the self-diffusion contributions, the
Darken equation expresses the assumption that all ki-
netic contributions to diffusion processes share the same
physical mechanism. In the MD simulation, Darken’s
assumption is easily tested. Figure 3 includes as open
symbols the Darken average. It is seen that the Darken
equation in Al-Ni systematically overestimates the On-
sager coefficient. This is also evident already from Fig. 2,
where the Onsager coefficient L is shown for two ex-
emplary temperatures. It is smaller than either of the
self-diffusion coefficients, in contradiction to Darken’s
Eq. (1) with S = 1. The qualitative trend of the Onsager
coefficient both with changing temperature and chang-
ing concentration is captured by the Darken approxima-
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FIG. 6. Interdiffusion coefficients Dcc of a Zr-Ni model
system from MD computer simulation, at various fixed tem-
peratures as indicated and as a function of Zr-concentration.
tion. This is a consequence of the fact that all kinetic,
non-thermodynamic, contributions to the diffusion coef-
ficients slow down with decreasing temperature and with
concentration approaching x ≈ 40%.
The quality of the Darken approximation is best visu-
alized in terms of the correction factor S = L/(xBD
s
A +
xAD
s
B). This is shown in Fig. 5. As already evident
from Fig. 3, S ≤ 1 holds for all compositions and tem-
peratures investigated in our Al-Ni simulations. At high
temperatures and intermediate concentrations, S ≈ 0.6,
i.e., the Darken approximation overestimates the inter-
diffusion coefficient by about 66%. By construction, the
agreement becomes better if either x ≈ 0 or x ≈ 1 is
approached. There, S = 1 should hold on theoretical
grounds. At the lowest temperature, T = 900 K, the cor-
rection factor is significantly closer to unity at all con-
centrations, obeying S ≈ 0.8 (corresponding to a 25%
over-estimation by Darken’s approximation). This is in
line with the expectation that the lower the tempera-
ture, the stronger the cooperative relaxation effects that
imply a tight coupling between self- and collective diffu-
sion processes. As explained below, this is the picture
emerging from mode-coupling theory as the temperature
is lowered towards the kinetic glass transition. According
to our MD simulatons, there is a marked increase in S
between T = 1000 K and T = 900 K. Note that coinci-
dentially, the concentration dependence of the Dcc starts
to be dominated by kinetic effects around T = 900 K (it
displays a minimum as a function of concentration as seen
in Fig. 1), while it is still dominated by thermodynamic
effects at T = 1000 K.
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FIG. 7. Interdiffusion coefficient Dcc (filled circles), related
Onsager kinetic coefficient L (filled squares), and self-diffusion
coefficients for Ni and Zr (filled diamonds and inverted trian-
gles), for the Zr-Ni simulation model at fixed temperature
T = 1400 K, as a function of Zr concentration. Open squares
and circles are the Onsager coefficient and Dcc estimated from
the Darken equation. Left- and right-pointing triangles are
the self-diffusion coefficients for Ni and Zr, obtained using a
different MD simulation model from Ref. 42. Open diamonds
with error bars are experimental data for DNi from quasielas-
tic neutron scattering (interpolated from Ref. 55).
B. Zr-Ni Simulations
To put our findings for the Al-Ni model in context,
we next discuss results from molecular-dynamics simu-
lations on a Zr-Ni model system. As mentioned above,
these two binary mixtures display quite different ther-
modynamic phase diagrams, and are representatives for
mixtures with different effective-size ratios in terms of
their kinetics. However, the qualitative arguments given
above in the case of Al-Ni, are expected to be generic, so
that a test for Zr-Ni as a second representative example
is in order.
Figure 6 shows results for the interdiffusion coefficient
Dcc to be compared to the corresponding Al-Ni result
in Fig. 1. Keeping in mind that for the Zr-Ni model,
MD simulations were only carried out for x ≥ 0.36 at
low temperatures, one indeed observes qualitative simi-
larities between the two systems. For high temperatures,
Dcc in the Zr-Ni model decreases displays a maximum
around x ≈ 0.4. At the lower temperatures, the MD
data do not allow to draw a definite conclusion, but they
are compatible with the reduction of this maximum and
the development of a minimum at some x <∼ 0.4.
In Fig. 7, we show all diffusion coefficients, Dcc, D
s
Ni,
and DsZr, evaluated from the Zr-Ni MD simulation model
at the fixed temperature T = 1400 K. In difference to
the Al-Ni simulation discussed above, the self-diffusion
coefficients show a notable increase with increasing Zr
10
concentration. Experimental values for DsNi have been
obtained by quasielastic neutron scattering and compiled
in Ref. 55. Agreement with the MD simulation is reason-
able, but not surprising since the simulation potential has
been tuned based on the diffusion data in Zr64Ni36. Ex-
perimental values for Zr50Ni50 are noticeably lower than
expected from the simulation; the reason for this dis-
crepancy is unclear. For xZr = 0.36, the experimental
value is above the one calculated from the simulation.
Recall that for pure Ni, experiments49 suggest a value
DsNi
>∼ 1× 10−9 m2/s, significantly higher than the MD-
simulated value for the lowest Zr-concentration that is
accessible without crystallization. This may suggest that
the Zr-Ni model employed in our MD simulations under-
estimates the diffusivities on the Ni-rich side. On the
other hand, the model suggests strong concentration de-
pendence of some quantities in the range xZr ≤ 0.2, as
will be discussed below in connection with the thermo-
dynamic factor shown in Fig. 4. In this case, a pro-
nounced minimum in Dsα would occur in this concentra-
tion regime.
At all concentrations, one has DsZr < D
s
Ni, which is
expected from the simple analogy to hard-sphere mix-
tures since Ni is the “smaller” atom. Previous calcula-
tions using MCT based on static structure factors deter-
mined by neutron scattering32 suggested that DsZr ≈ DsNi
holds at least for T = 1350 K and xZr = 0.64. These
static structure factors showed a strong pre-peak indi-
cating strong chemical short-range order that suppresses
the decoupling of Ni and Zr diffusion one expects from the
purely entropic hard-sphere mixture. In our MD simula-
tion model, this pre-peak is much less pronounced. The
enhancement of DsNi over D
s
Zr in the simulation increases
with increasing Zr concentration, up to DsNi ≈ 1.7DsZr at
xZr = 0.8. This compares reasonably well with the factor
2.5 reported for a different Zr-Ni model by Mutiara and
Teichler42. Values from this study are shown in Fig. 7 as
left- and right-pointing triangle symbols.
Again, for the Zr-Ni system the MD simulation al-
lows to separate the thermodynamic factor Φ and the
correction factor S from the overall interdiffusion coeffi-
cient. Concentration dependent results at fixed tempera-
ture from our Zr-Ni simulations are shown together with
the Al-Ni results in Figs. 4 and 5. One confirms that
both terms are of equal magnitude in the two systems.
Again, the correction factor S displays a minimum for
concentrations corresponding to roughly 60% Ni. At the
same time, the values for S obtained in the Zr-Ni sim-
ulation are somewhat higher than in Al-Ni at the same
temperature, approaching unity on the Zr-rich side for
T = 1400 K. Here one has to keep in mind that at equal
temperatures, the Zr-Ni system is kinetically slower, as
evidenced from Figs. 2 and 7. Assuming that slow coop-
erative relaxation processes are responsible for a strong
coupling between all modes of diffusion, and hence drive
S towards unity, this rationalizes the better quantita-
tive (and similar qualitative) performance of Darken’s
approximation in the Zr-Ni melt.
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FIG. 8. Correction factor S for the Darken equation for the
interdiffusion coefficient in the Zr-Ni MD simulation model for
three different compositions, as a function of temperature.
The thermodynamic factor in our Zr-Ni model at
T = 1400 K monotonically increases over the concentra-
tion range covered in the simulations (x ≥ 0.2). Since
Φ → 1 should hold for x → 0, we conclude that the
thermodynamic factor displays a pronounced maximum
in the Zr-concentration interval xZr ∈ [0, 0.2]. Rapid
crystallization in the simulation prevents us from check-
ing this directly. Such a maximum is at significantly
lower concentration than the maximum in Φ found in
the Al-Ni system. The estimate based on interpolation
of thermodynamic property data, with parameters for
Redlich-Kister polynomials obtained by Ghosh52 (shown
in Fig. 4 as a dash-dotted line), predicts the maximum to
be shifted to the Ni-rich side compared to Al-Ni, albeit
not as much as suggested by the MD simulation. The
reason for the strong increase observed in the simulation
is not clear. We could not find obvious structural changes
in the melt compared to other concentrations.
For the Zr-Ni system, we also show the temperature
dependence of the correction factor S and the thermo-
dynamic factor Φ, in Fig. 8 respectively 9, at the three
compositions x = 0.36, x = 0.5, and x = 0.64 for which
a large temperature window was studied in our simula-
tions. Turning first to the dynamic correction factor S,
we find a week increase with decreasing temperature in-
dicating the crossover from typical liquid-state dynamics
at high temperatures to a cage-effect dominated regime
(where one expects S to approach unity). However, it
has to be noted that the temperature variation of S is
rather weak, and in particular for the Zr64Ni36 system,
no obvious trend can be seen within the error bars of our
simulation. This is similar to what has been observed in
Al80Ni20 over a similar temperature range
20.
The thermodynamic factor, Fig. 9, increases with de-
creasing temperature as naively expected. This increase
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FIG. 9. Thermodynamic factor Φ for interdiffusion in the
Zr-Ni model for three different compositions as labeled, as a
function of temperature.
is more pronounced for the Zr36Ni64 system, i.e., closer
to the composition where a maximum in Φ is expected
as a function of composition. Overall, the values of Φ
extracted from our simulation are compatible with those
estimated from experiment32. They are somewhat lower
than the large thermodynamic factor reported for the
amorphous Zr43Ni57 solid
56, which is however to be ex-
pected since we are here dealing with the liquid state at
much larger temperatures.
C. MCT Results
The development of a pronounced minimum in the
kinetic transport coefficients at intermediate concentra-
tions and low enough temperatures can be rationalized
within the mode-coupling theory of the glass transition.
It has already been noted that for hard-sphere mixtures
of not too disparate size, MCT predicts a favorization
of the glass by mixing29. The total packing fraction at
the kinetic glass transition in this regime is decreased
by mixing, such that along a cut of constant pack-
ing fraction, increasing the minority-species concentra-
tion towards roughly x ≈ 1/2 will decrease the control-
parameter distance to the glass transition. This trans-
lates into a suppression of kinetic transport coefficients
as a function of species concentration at fixed packing
fraction, as confirmed in event-driven MD simulations of
binary hard-sphere mixtures30. This suppression holds
for size ratios 0.75 <∼ δ < 1 and arises from the in-
creased structural disorder introduced by the minority
species into the pure system. It is remarkable since for
colloidal suspensions, where mixtures with stronger size
disparity are typical, the opposite effect is usually dis-
cussed and rationalized by effective interactions induced
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FIG. 10. Effective packing fractions ϕ estimated for various
Al-Ni (filled symbols) and Zr-Ni (open symbols) melts, at
T = 1473 K for various compositions.
entropically between the large-species particles47. In this
case, the kinetic coefficients typically show a maximum
at intermediate concentrations and fixed volume fraction,
equivalent to a strong fluidization of the system by mix-
ing. However, at size ratios close to unity, the depletion-
interaction effect is no longer the dominant mechanism,
since here the minority species makes a strong contribu-
tion to the static structure that is not accounted for in
the depletion picture.
A rough estimate of entropic size effects in metallic
melts is provided by the covalent radii of the species.
Estimated values57 are RZr = 1.45 A˚, RNi = 1.15 A˚,
and RAl = 1.25 A˚. From this, size ratios are evaluated
(including error bars obtained from different estimates
of the radii based on crystallography58, RZr = 1.75 A˚,
RNi = 1.24 A˚, and RAl = 1.21 A˚): δAl−Ni ≈ 0.92 ± 0.06,
and δZr−Ni ≈ 0.79 ± 0.08. Based on this estimate, the
kinetic slowing down upon mixing is indeed expected in
both systems upon entropic grounds, since δ >∼ 0.75 (as
is the case for metallic melts quite generally).
Assuming the constituents of the dense melt to be rea-
sonably close to hard spheres, one can assign to it an
effective packing fraction.5. Based on the above diame-
ters and the relative atomic masses, mZr = 91.224 amu,
mNi = 58.693 amu, and mAl = 26.982 amu, the packing
fraction ϕ can be estimated from existing experimental
data for the mass density. The results for Al-Ni and Zr-Ni
are shown in Fig. 10. Here, mass-density data have been
taken from the literature59,60 and (in the case of Zr-Ni)
extrapolated to constant temperature. For the case of
Al-Ni, one notices a marked maximum around xAl ≈ 0.5.
This agrees qualitatively with the above result, that the
dynamics is slowest around this composition: for the esti-
mated size ratio, the hard-sphere packing fraction corre-
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FIG. 11. Kinetic glass transition temperature Tc for Al-
Ni (filled symbolds) and Zr-Ni (open symbols) as a function
of composition, obtained from mode-coupling theory of the
glass transition (MCT) using the static structure factors from
MD simulation. The inset shows the estimates of TMDc from
the MD simulation directly (see text for details), together
with boundaries for the thermodynamic-equilibrium liquid
phase (Al-Ni: dashed; Zr-Ni: dash-dotted). Triangles mark
the TMDc values obtained from a different Zr-Ni potential in
Refs. 41 and 42.
sponding to the MCT glass transition slightly decreases,
while at the same time the effective packing fraction at
constant temperature increases. Both these effects sug-
gest that, entropically, the system is closer to arrest for
x ≈ 0.5 than for other compositions. For Zr-Ni, the data
do not allow to identify a clear trend. However, the ef-
fective packing fractions in Zr-Ni are larger than those of
Al-Ni especially on the Ni-poor side; this agrees with our
finding that the dynamics in Zr-Ni is slower than that in
Al-Ni at the same temperature.
Without resorting to the hard-sphere analogy, one can
for the MD-simulated metallic melts directly test the
change of the MCT glass-transition temperature Tc as a
function of composition. This is shown in Fig. 11 for the
Al-Ni model system. Tc(x) exhibits a maximum at inter-
mediate x, so that along an isotherm above Tc, the dis-
tance to the glass transition is decreased upon approach-
ing these intermediate-x compositions. This is in analogy
to the discussion of the hard-sphere mixtures above, and
thus appears to be driven by mainly entropic effects.
We also show in Fig. 11 the values obtained from a
MCT calculation using the Zr-Ni static structure factor
from our MD simulation. In line with the finding that the
dynamics of Zr-Ni is slower than that of Al-Ni at the same
temperature, the Tc values for Zr-Ni are systematically
higher. Since x = 0 in both simulations corresponds to
a pure Ni system, the corresponding Tc(0) values should
agree. In light of this, the Tc(x) values for Zr-Ni will also
display a maximum for some x ≤ 0.36.
The Tc values predicted by MCT are not accurate, and
typically too high since the theory overestimates the ten-
dency to vitrify. This is a known issue in comparing MCT
calculations with MD simulation data45. From the MD
simulation, Tc can be independently estimated by ana-
lyzing the intermediate scattering functions in terms of
the asymptotic scaling laws provided by MCT4. For the
Zr-Ni model employed here, the resulting estimates TMDc
are roughly a factor 1.4 lower than the calculated TMCTc .
A similar difference has been observed earlier for the Al-
Ni model38. The TMDc for the two systems are shown
in the inset of Fig. 11. There, values obtained using a
different Zr-Ni model by Teichler and coworkers41,42 are
added. These values are compatible with the same mix-
ing trend, but are systematically higher. The latter effect
is due to our adaption of the EAM potential to match
experimentally measured diffusivities. Let us stress that
the MCT glass-transition temperature Tc, being purely
kinetic in origin, does not mirror any equilibrium phase
transition. In the inset of Fig. 11, dashed (dash-dotted)
lines indicate the boundaries of the thermodynamically
stable liquid phase for Al-Ni (Zr-Ni), obtained from a
standard database61. One readily observes that the con-
centration dependence of Tc is not correlated with that
of thermodynamic solid–liquid boundary.
Let us add a further remark concerning the idealized
MCT glass transition. According to MCT, the diffusion
coefficients approach zero as T approaches Tc from above,
and the viscosity diverges. This is the case for the ideal
glass, which is not attained in real-world experiment, due
to residual relaxation processes that are not captured in
the MCT approximation. Thus, transport coefficients re-
main finite even at Tc and below. Nevertheless, a strong
non-Arrhenius decrease of kinetic coefficients is typically
observed in glass formers as one approaches Tc from high
temperatures. In this sense, the MCT predictions dis-
cussed here are not quantitatively accurate, but serve to
explain the qualitative features of the slow dynamics in
dense metallic melts.
To verify the MCT description, we show in Fig. 12
the diffusion and Onsager coefficients of Al-Ni as a func-
tion of composition, for fixed temperature. For the MCT
calculations, T = 1500 K and T = 1200 K were chosen,
still above Tc at any composition. However, while for
T = 1500 K at x → 0, the distance to the transition is
ε = (Tc−T )/Tc ≈ −0.67 (using the standard convention
that states on the liquid side of the glass transition cor-
resdond to negative distance parameter ε), this distance
reduces to about ε ≈ −0.25 around x ≈ 0.4. As a re-
sult, the self-diffusion and Onsager coefficients decrease
by about a factor of 2 between these two compositions.
This explains the minimum also seen in all kinetic coef-
ficients of the Al-Ni and Zr-Ni simulations discussed in
conjunction with Figs. 2 and 7. Lowering T , as exem-
plified by the T = 1200 K result, even smaller absolute
values of the distance parameter ε are reached around
x ≈ 0.4, resulting in a stronger drop of the transport
coefficients.
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FIG. 12. Self-diffusion coefficients Dα, α = Al, Ni, inter-
diffusion coefficient Dcc, and the corresponding Onsager co-
efficient L as functions of Al-concentration, calculated within
MCT using the Al-Ni static structure factors from the simu-
lation, at T = 1500 K (upper panel) and T = 1200 K (lower
panel). MD-simulation results for the interdiffusion coefficient
Dcc and the corresponding Onsager coefficient L are included
as open symbols for T = 1250 K and T = 900 K, scaled by a
factor 0.4.
The MCT estimate for the interdiffusion coefficient is
obtained from the Onsager coefficient multiplied with the
thermodynamic factor. The latter is taken directly from
the MD-simulated structure factor, and thus is not by
itself an MCT prediction. The result for Dcc is shown
as the filled circles in Fig. 12. Since the suppression of
the Onsager coefficient L at T = 1500 K is about a factor
of 2, but the increase in the thermodynamic factor Φ
amounts to a factor of 3 over the concentration range
covered here, cf. Fig. 4, an increase of about a factor 1.5
is observed for Dcc over the same concentration range.
Taking this into account, the qualitative agreement of
the MCT results with those obtained by the MD simula-
tions discussed above, is quite good. A source of quanti-
tative error is the over-estimation of Tc by MCT, as dis-
cussed above. It is therefore usual to compare MCT re-
sults with those of the MD simulation at a lower temper-
ature. This is not quite accurate for the present discus-
sion, since this overemphasizes the variation in the ther-
modynamic factor. We therefore have to anticipate that
the translation between TMD and TMCT where best agree-
ment between simulation and theory is observed, will not
be a simple linear relationship. To nevertheless demon-
strate the level of qualitative agreement, we include in
Fig. 12 MD simulation results for some TMD < TMCT,
to adjust for the discrepancy in Tc, and additionaly
scaled by empirical factors to account for the mismatch
in thermodynamic factors at the temperatures used in
the comparison. In particular for the higher tempera-
ture, TMCT = 1500 K, the agreement is quite good on a
qualitative level.
For the lower temperature T = 1200 K, in MCT both
the self-diffusion and Onsager coefficients drop by around
two orders of magnitude upon changing the composition.
Even the five-fold increase in the thermodynamic factor
can no longer compensate for this, so that the interdiffu-
sion coefficient Dcc now displays a pronounced minimum
around x ≈ 0.4. Comparing with the MD simulation
results for TMD = 900 K shown in Fig. 1, and added
as rescaled quantities in Fig. 12, this minimum is less
strong and less narrow in the simulation. This is ex-
pected, since in the region around x ≈ 0.4, our MCT
calculations probe a temperature quite close to Tc. Here,
the additional low-temperature transport processes that
MCT neglects, are dominant.
For the MCT results, one even notices a nonmonotonic
trend involving a minimum and a subsequent maximum
upon increasing x in Dcc at T = 1200K. This is not di-
rectly confirmed by MD simulations, but highlights what
may happen generically for low temperatures. The con-
centration of the minimum in the Onsager coefficient L
and the concentration of the maximum in the thermo-
dynamic factor Φ do not necessarily coincide, since they
are determined by different physical mechanisms (one ki-
netic, the other thermodynamic in origin). Dcc as the
product of these two counter-balancing terms may hence
even display multiple minima and maxima.
MCT predicts the Darken approximation to hold much
better than what is observed in the simulation. From the
theory, for the state points shown in Fig. 12, |S−1| <∼ 0.1
holds. In a sense, the MCT approximation of rep-
resenting all relevant correlation functions in terms of
their overlap with density-relaxation modes overempha-
sizes the coupling of different dynamical transport mech-
anisms. Note also that MCT is constructed to describe
the slowing down of transport processes as Tc is ap-
proached. To this end, the theory is centered around
an approximation of the growing dynamical friction ex-
pressed through its memory kernel. In schematic terms,
MCT describes the growth of the friction coefficient for
particle motion, ζ →∞, and hence the suppression of dif-
fusivity, D ∼ kT/ζ → 0. In this sense, MCT is a “slow-
mode approximation”. The Darken equation, Eq. (1),
on the other hand is a typical “fast-mode approxima-
tion”. This conceptual difference between Darken’s ap-
proach and the mode-coupling theory can lead to very
different estimates of the interdiffusion coefficient in par-
ticular when the species of the mixture are governed by
dynamical processes on very different time scales (such
as in mixtures of very disparate species). For the binary
metallic melts discussed here, this difference is however
not important.
IV. CONCLUSIONS
We have studied the concentration dependence of self-
diffusion, Dsα, and interdiffusion, Dcc, in two dense metal-
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lic melts, Zr-Ni and Al-Ni, by molecular-dynamics simu-
lation and the mode-coupling theory of the glass transi-
tion. The two systems were chosen as representatives of
metallic melts with very different thermodynamic phase
diagrams, involving different eutectica, and rather dif-
ferent glass-forming ability62. Nevertheless, two generic
mixing effects emerge for the mass transport in the (su-
percooled) liquid state of these non-demixing systems:
self diffusion becomes slower upon mixing (i.e., upon
increasing the concentration of the minority species to-
wards x ≈ 0.5) while thermodynamic driving forces be-
come stronger upon mixing. The suppression of diffusion
kinetics is more pronounced for lower temperatures, in
qualitative agreement with MCT.
Interdiffusion is a combination of a kinetic process,
quantified by Onsager’s coefficient L, and a thermody-
namic driving force Φ. Consequently, it displays a more
subtle mixing scenario. At high temperatures, the en-
hancement in thermodynamic driving force dominates,
leading to a maximum in Dcc as a function of concentra-
tion. At lower temperatures, the kinetic slowing down is
more dominant, causing a minimum in Dcc. This arises
although thermodynamic driving forces increase with de-
creasing temperature: across the MCT glass transition,
thermodynamic quantities such as Φ change smoothly,
while kinetic coefficients exhibit pre-cursors of the ideal-
glass singularity (1/L→∞ in this case). Hence, close to
the MCT-Tc, the kinetic contributions are dominant.
Since thermodynamic and dynamic contributions to
interdiffusion exhibit maxima respectively minima at
slightly different compositions, the concentration depen-
dence of Dcc could in principle be more complicated
and lead to Dcc-versus-x curves with more than one ex-
tremum. Indications for this are seen in the MD sim-
ulation at low temperatures, but the prediction awaits
confirmation.
Note that a similar distinction between dynamic and
thermodynamic quantities as drawn here, allows to un-
derstand non-monotonic behavior in the crystal growth
velocity of glass-forming melts63, as well as generic fea-
tures of the pressure- versus temperature-dependence of
the glass transition64.
MCT attributes slow kinetics to the caging of particles
by their neighbors in the dense melt. Diffusion is then
governed by the collective breaking of such cages corre-
sponding to the slow relaxation of density fluctuations
(called α relaxation or structural relaxation in the glass-
transition literature). Since slow structural relaxation
governs all mass-transport processes close to Tc, also the
Onsager coefficient L for interdiffusion couples strongly
to the self-diffusion coefficients Dsα of the individual
species. In consequence, the Darken relation expressing L
through the Dsα is well fulfilled. For structural-relaxation
effects to dominate, the diffusion processes have to be suf-
ficiently slow, say, D < 10−9 m2/s. At higher tempera-
tures, short-time correlated binary-collision dynamics as
expressed through the Enskog theory of liquids becomes
important; typically, for a binary mixture of species A
and B, this will mean that A-B cross terms contribute
significantly to the dynamics. In this case, the Darken
equation will be violated, expressed by a correction factor
S significantly different from unity.
In the MD simulation, the strongest deviations from
Darken’s equation are found indeed in the concentration
range around x ≈ 0.5 and at high temperatures. For the
temperatures discussed here, the worst error made by the
Darken equation is around 66%. In this region, Darken’s
assumption is qualitatively wrong, in the sense that the
true Onsager coefficient can be smaller than either self-
diffusion coefficients. The error of the Darken equation
diminishes upon lowering temperature, at the same time
when the dynamic suppression of interdiffusion becomes
dominant over its thermodynamic enhancement.
Qualitative features of the kinetic mass transport pro-
cesses in dense metallic melts can often be described by a
hard-sphere analogy5, emphasizing their entropic nature.
As predicted by MCT, the slowing down upon mixing is
a generic effect for mixtures composed of similar-sized
spheres. A qualitative assessment of the melt’s diffusion
dynamics based on experimental data for the density, in
terms of an effective hard-sphere packing fraction and
size ratio, indeed gives reasonable results for Al-Ni, but
slightly less so for Zr-Ni (which may indicate stronger
contributions from chemical short-range order32). The
strong thermodynamic driving forces seen in the inter-
diffusion in metallic melts, on the other hand, are a non-
entropic effect that is only poorly captured by the hard-
sphere analogy.
Our MD simulations intend to capture typical dynam-
ical processes that arise in metallic melts in addition to
the entropic effects caused by strong excluded-volume in-
teractions. When performing quantitative comparisons,
one has, however, to be aware that the modeling in terms
of effective interaction potentials, such as the embedded-
atom potentials used here, has its limitations. We have
based our discussion on effective potential models that
are gauged against the best available experimental data
for the dynamics in the dense melt, rather than against
crystallographic data (which is traditionally the case).
Further experiments, for example on interdiffusion coef-
ficients, will be needed to judge the quality of the MD
models.
The results discussed here for the thermodynamic fac-
tor Φ and the correction factor S, are expected to be
generically valid in mixing systems, where chemical or-
dering induces quantitative deviations from the Darken
equation, leading to S <∼ 1 typically34. Note that in
systems exhibiting liquid–liquid demixing, the behavior
close to this phase transition will be quite different: at
the critical point of this phase transition, S diverges, but
Φ approaches zero more rapidly and the interdiffusion co-
efficient vanishes22,65. For melts where precursors of the
vicinity to such a phase transition are important, addi-
tional generic mixing phenomena (connected to the fact
that Φ < 1, as, e.g., in Ag-Cu) will arise that are not
discussed in the present paper.
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