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Morse-Floer Theory for Super-quadratic
Dirac-Geodesics
Takeshi Isobe(1) & Ali Maalaoui(2)
Abstract
In this paper we present the full details of the construction of a Morse-Floer type
homology related to the super-quadratic perturbation of the Dirac-geodesic model.
This homology is computed explicitly using a Leray-Serre type spectral sequence
and this computation leads us to several existence results of Dirac-geodesics.
1 Introduction
The nonlinear sigma model in quantum field theory, consists of two Riemannian manifolds
M and N and a Lagrangian L defined by
L(f) =
1
2
∫
M
|df(x)|2dx,
where f : M → N is a map chosen in an adequate space. The critical points of this
Lagrangian are solutions to the nonlinear Sigma model and are the well studied harmonic
maps. Now, if we set M = S1, then L becomes the energy functional of loops which
is well studied and whose critical points are geodesics on N (see [19] for more details
and results regarding the geodesic problem). Furthermore, through the addition of a
supersymmetric structure we obtain an extended model called the supersymmetric Sigma
model see [12], [13] and [18].
Specifically, this model is obtained by adding a fermionic action, that is, by assuming
that M is a spin manifold, we consider the Lagrangian
L(f, ψ) =
1
2
∫
M
|df |2 + 1
2
∫
M
〈Dfψ, ψ〉,
where Df is the Dirac operator associated with the canonical connection ∇S(M) ⊗ f ∗∇TN
on S(M)⊗ f ∗TN , where ∇S(M) is the canonical lift of the Levi-Civita connection on TM
to the spinor bundle S(M) → M and ∇TN is the Levi-Civita connection on TN . There
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are extensive works on the existence of non-trivial critical points of this functional, called
Dirac-Harmonic Maps. One can see for instance [10], [5] and the references therein.
Dirac-geodesics on a compact manifold N are the spinorial analogues of supersym-
metric mechanical particles moving on N . They are 1-dimensional versions of the Dirac-
harmonic maps first introduced by Chen et al. in [10].
Indeed, if we let N be a compact Riemannian manifold, then a Dirac-geodesic is
obtained as a critical point of the Dirac-geodesic action functional. It is defined on a
configuration space F1,1/2(S1, N) defined by
F
1,1/2(S1, N) = {(φ, ψ) : φ ∈ H1(S1, N), ψ ∈ H1/2(S1, S(S1)⊗ φ∗TN)},
where H1(S1, N) = {φ ∈ H1(S1,Rk) : φ(s) ∈ N a.e. s ∈ S1} is the set of H1-loops on N
(we may assume without loss of generality N ⊂ Rk for some k > 1) and H1/2(S1, S(S1)⊗
φ∗TN) = {ψ ∈ H1/2(S1, S(S1) ⊗ Rk : ψ(s) ∈ S⊗ Tφ(s)N a.e. s ∈ S1} is the set of H1/2-
spinors along the loop φ. Here we denote by S ∼= C the 1-dimensional spinor module,
S(S1) → S1 is a spinor bundle on S1 and Rk → S1 is the trivial Rk bundle over S1.
Throughout this paper, we assume as in [15] that the metric structure on F1,1/2(S1, N) is
induced from the canonical embedding F1,1/2(S1, N) ⊂ H1(S1,Rk)×H1/2(S1, S(S1)⊗Rk).
See [15] and §3 for details. Recall that there are two spin structures on S1. Throughout
this paper, we fix one of them. For any loop φ ∈ H1(S1, N), there is a canonical connection
∇φ = ∇S(S1) ⊗ φ∗∇TN on S(S1) ⊗ φ∗TN . Associated to this is a Dirac operator Dφ =
∂
∂s
· ∇φ∂
∂s
, where ∂
∂s
· is the Clifford multiplication by the angular vector field ∂
∂s
∈ TS1.
Under the identification S ∼= C, it is simply given by multiplication by ±i. (The choice of
the sign is not relevant in this paper). For more details, see [15, §2]. The Dirac-geodesic
action functional L is defined by
L(φ, ψ) =
1
2
∫
S1
∣∣∣dφ
ds
∣∣∣2 ds+ 1
2
∫
S1
〈ψ,Dφψ〉 ds,
where 〈 · , · 〉 is the canonical metric on S(S1)⊗ φ∗TN .
Observe that L restricted to H1(S1, N)× {0} is again the geodesic energy functional
E(φ) = 1
2
∫
S1
∣∣dφ
ds
∣∣2 ds whose critical points are closed geodesics on N , while for a fixed
loop φ, the second term of L is the pure Dirac fermion action and its critical points are
harmonic spinors. In this paper, we focus our study by considering a perturbed Dirac-
geodesic action functional LH of the following form
LH(φ, ψ) =
1
2
∫
S1
∣∣∣dφ
ds
∣∣∣2 ds+ 1
2
∫
S1
〈ψ,Dφψ〉 ds−
∫
S1
H(s, φ(s), ψ(s)) ds,
where the perturbation H : S1 × S(S1) ⊗ TN → R is a smooth function (we write
H = H(s, φ, ψ), where s ∈ S1 and (φ, ψ) ∈ S(S1) ⊗ TN , i.e., φ ∈ N is a base point
and ψ ∈ S(S1)⊗ TφN is a point on the fiber over φ ∈ N). We call critical points of LH
perturbed Dirac-geodesics.
The extended supersymmetric model in quantum mechanics consists of finding su-
persymmetric particles (φ, ψ) on N that are critical points of the supersymmetric Dirac-
geodesic action LH , where we take H(s, φ, ψ) =
1
12
RNikjl(φ)〈ψi, ψj〉〈ψk, ψl〉, with RNikjl a
curvature tensor of N . See [13], [12], [18]
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As far as we know, the only existence results of (perturbed) Dirac-geodesics in the
literature was studied in [15] for the case of N = T a flat torus and the case of a compact
manifold N with a bumpy metric and “big” superquadratic perturbation. The pure
unperturbed case was studied in [11], in the case of surfaces via a heat flow approach and
explicit formula for Dirac-geodesics was given in the particular cases of the two sphere and
the hyperbolic plane. Other than these two cases, the existence of a non-trivial perturbed
Dirac-geodesic is widely open. In this paper, we aim to settle this question using a Morse-
Floer theoretical approach for superquadratic Dirac-geodesics. Since the spectrum of the
Dirac operator Dφ at any loop φ is unbounded from below and above, the functional LH
is strongly indefinite in the sense that the Morse index and coindex at any critical point
are infinite. Thus, we shall construct Floer type homology theory for the functional LH
leading us to many existence results. In our setting, we will consider perturbations H
satisfying
|d2ψψH(s, φ, ψ)| ≤ C1(1 + |ψ|p−1), (1.1)
C2|ψ|p+1 + 2H(s, φ, ψ)− C3 ≤ 〈∇ψH(s, φ, ψ), ψ〉, (1.2)
|d2ψφH(s, φ, ψ)| ≤ C4(1 + |ψ|q1), |d2φφH(s, φ, ψ)| ≤ C4(1 + |ψ|q2) (1.3)
where in (1.3), 0 < qi < p for i = 1, 2.
We note that, by integrating (1.1) and (1.3), we have
|H(s, φ, ψ)| ≤ C(1 + |ψ|p+1), |dψH(s, φ, ψ)| ≤ C(1 + |ψ|p) (1.4)
and
|dφH(s, φ, ψ)| ≤ C(1 + |ψ|q1+1) (1.5)
for some constant C > 0.
We call conditions (1.1) and (1.2), superquadratic conditions since they imply that
H(s, φ, ψ) behaves like |ψ|p+1 as |ψ| → ∞. We denote by Hℓp+1 the class of perturbations
H = H(s, φ, ψ) ∈ Cℓ(S1 × S(S1)⊗ TN) which satisfies (1.1)–(1.3) above.
Our main result is summarized as follows:
Theorem 1.1 Let us assume that p ≥ 3, then we have:
(1) For H ∈ H3p+1, the Morse-Floer homology HF∗(LH ,F1,1/2(S1, N);Z2) is well-defined.
(2) For any H,H ′ ∈ H3p+1, there is a natural isomorphism
ΦHH′ : HF∗(LH ,F
1,1/2(S1, N);Z2)→ HF∗(LH′,F1,1/2(S1, N);Z2).
Thus the isomorphism class of HF∗(LH ,F
1,1/2(S1, N);Z2) is independent of H ∈
H3p+1. We define the (p+1)-Dirac-geodesic homology with Z2-coefficient, denoted by
DGp+1H∗(F
1,1/2(S1, N);Z2), as the isomorphism class of HF∗(LH ,F
1,1/2(S1, N);Z2)
for (any one of) H ∈ H3p+1.
(3) We have a vanishing result: DGp+1H∗(F
1,1/2(S1, N);Z2) = 0
3
(4) In the special case of flat torus N = TΛ := R
n/Λ (Λ ⊂ Rn is a lattice of rank n), all
the above hold under the assumption p > 2.
In the course of our proof, we will prove much more structural results about the homol-
ogy of HF∗(LH ,F
1,1/2(S1, N);Z2) defined for our functional LH , see §8 for details. As ob-
served in [15], the configuration space F1,1/2(S1, N) has a natural Hilbert bundle structure
over the loop space H1(S1, N) with projection map π : F1,1/2(S1, N)→ H1(S1, N) defined
by π(φ, ψ) = φ. The fiber over φ ∈ H1(S1, N) is then π−1(φ) = H1/2(S1, S(S1)⊗ φ∗TN).
Note that the loop space H1(S1, N) is canonically embedded as the zero section in
F1,1/2(S1, N), H1(S1, N) ∋ φ ∼→(φ, 0) ∈ F1,1/2(S1, N). By this identification, we can nat-
urally consider H1(S1, N) as a submanifold of F1,1/2(S1, N). Observe that LH restricted
to H1(S1, N) is a perturbed geodesic action
E1,H(φ) =
1
2
∫
S1
|φ˙|2 ds−
∫
S1
H(s, φ(s), 0) ds,
while its restriction to the fiber over φ ∈ H1(S1, N) is a perturbed Dirac fermion action
E2,H;φ(ψ) =
1
2
∫
S1
〈Dφψ, ψ〉 ds−
∫
S1
H(s, φ(s), ψ(s)) ds.
These two functionals were investigated from a Morse theoretical point of view and they
are relatively well understood. Indeed, Morse theory for E1,H is a classical study, see [22]
and [19] for details and more recently [3]. ForE2,H;φ, in [16] and [17] Morse-Floer homology
is constructed and computed for the superquadratic Dirac fermion action. The same
problem was also investigated using a Rabinowitz-Floer homology approach in [20].
Because of the fiber bundle structure of F1,1/2(S1, N)→ H1(S1, N), and the splitting
of the functional LH into two parts, one geodesic and one fermionic, one can distinguish
a filtration structure induced by the geodesic part via Morse index making it natural to
conjecture that there is a Leray-Serre type spectral sequence converging to the Morse-
Floer homology HF∗(LH ,F
1,1/2(S1, N);Z2).
The main difference from a regular spectral sequence, is the lack of topological objects
obtained from the functionals in the underlying space of variations and this is mainly
because of the absence of the classical Morse index and the cell attaching procedure. In
this work, in order to compute the homology HF∗(LH ,F
1,1/2(S1, N);Z2) we construct a
Leray-Serre type spectral sequence whose 2nd page is given by
MH∗(E1,H , H
1(S1, N);HF∗(E2,H , H
1/2(S1, S(S1)⊗ TN);Z2)),
where HF∗(E2,H , H
1/2(S1, S(S1)⊗ TN);Z2)) is a local coefficient system
{HF∗(E2,H;φ, H1/2(S1, S(S1)⊗ φ∗TN);Z2))}φ∈H1(S1,N)
on H1(S1, N), where HF∗(E2,H;φ, H
1/2(S1, S(S1)⊗φ∗TN);Z2) is the Morse-Floer homol-
ogy of E2,H;φ on H
1/2(S1, S(S1)⊗ φ∗TN) with Z2-coefficient and
MH∗(E1,H , H
1(S1, N);HF∗(E2,H , H
1/2(S1, S(S1)⊗ TN);Z2))
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is the Morse homology of E1,H on H
1(S1, N) with local coefficient
HF∗(E2,H , H
1/2(S1, S(S1)⊗ TN);Z2).
But as we mentioned earlier, in [17] the author proved that
HF∗(E2,H;φ, H
1/2(S1, S(S1)⊗ φ∗TN);Z2)
is well-defined and does not depend on the particular choices of φ and H ∈ Hp+1 (see §8).
Thus, the local coefficient system is in fact trivial. Moreover, it vanishes identically. Thus
the spectral sequence collapses at the 2nd page and the vanishing of the homology of LH
on F1,1/2(S1, N) follows.
Since in the classical use of Morse theory, the non-vanishing of the homology is used
to extract existence and multiplicity results, the vanishing of our homology might lead
the reader to think that this approach is not adequate for proving existence of critical
points. However, in our case, the vanishing is seen as a topological obstruction, and leads
to many new existence results for the perturbed Dirac-geodesics.
Theorem 1.2 Assume that H ∈ H3p+1 satisfies∇ψH(φ, 0) = ∇ψ,ψH(φ, 0) = ∇φ,ψH(φ, 0) =
0, then either (N, g) has three (perturbed) prime geodesics, two minimal and one of index
one, or we have the existence of at least one non-trivial perturbed Dirac Geodesic.
Theorem 1.3 Assume that H ∈ H3p+1 is even in ψ and satisfies ∇ψH(φ, 0) = ∇ψ,ψH(φ, 0) =
∇φ,ψH(φ, 0) = 0, then we have the existence of at least one non-trivial perturbed Dirac
Geodesic. Moreover, if there exists a sequence of integers ak → ∞ such that the Betti
numbers bak(ΛN,Z2) 6= 0, then we have infinitely many non-trivial Dirac-geodesics.
As seen in the following theorem, the case of the torus presents easier features.
Theorem 1.4 For the special case N = T, where T is a flat torus, under the same
assumption ∇ψH(φ, 0) = ∇ψ,ψH(φ, 0) = ∇φ,ψH(φ, 0) = 0 but without assuming the even-
ness of H in ψ, there exists a non-trivial perturbed Dirac geodesics in each connected
component.
Our paper is structured into four main parts:
• The first four Sections are devoted to the construction of the Floer homology while
assuming transversality. This is done by introducing an adequate grading to replace
the classical Morse index and then by studying the negative gradient flow lines.
• In Sections 5, 6 and 7, we investigate the transversality conditions and we show that
the homology can be defined for a generic set of perturbations. Then, we show that
the homology is stable under perturbations by exhibiting a natural isomorphism
between the different perturbed Floer homologies.
• In Section 8, we focus on computing the homology by introducing a Leray-Serre
type spectral sequence as described above.
• In Section 9, we use our homology to prove some existence results for perturbed
Dirac-geodesics.
Acknowledgement. The first author (T.I) is partially supported by JSPS KAKENHI
Grant Number 15K04947.
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2 Relative Morse index
We define a relative Morse index of a critical point (φ, ψ) ∈ F1,1/2(S1, N) via the spectral
flow of the linearization of the Euler-Lagrange equation. So, let us write A(φ,ψ),H the
bounded self-adjoint realization of the Hessian d2LH(φ, ψ) with respect to the H
1×H1/2
metric on F1,1/2(S1, N):
d2LH(φ, ψ)
[(
X
ξ
)
,
(
Y
ζ
)]
=
〈
A(φ,ψ),H
(
X
ξ
)
,
(
Y
ζ
)〉
T(φ,ψ)F
1,1/2(S1,N)
,
where (X, ξ), (Y, ζ) ∈ T(φ,ψ)F1,1/2(S1, N) = H1(S1, φ∗TN)×H1/2(S1, S(S1)⊗ φ∗TN) and
the metric on F1,1/2(S1, N) is defined in (3.4). Thus A(φ,ψ),H : T(φ,ψ)F
1,1/2(S1, N) →
T(φ,ψ)F
1,1/2(S1, N) is a bounded self-adjoint operator.
Let us assume that (φ, ψ) ∈ F1,1/2(S1, N) is a non-degenerate critical point. We fix a
smooth pair (φ0, ψ0) ∈ F1,1/2(S1, N) in the component containing (φ, ψ) and take a smooth
path {(φt, ψt)}t∈[0,1] connecting (φ0, ψ0) to (φ, ψ) in F1,1/2(S1, N), (φt=0, ψt=0) = (φ0, ψ0),
(φt=1, ψt=1) = (φ, ψ). By the regularity theory, (φ, ψ) is smooth and we can always assume
that (φt, ψt) is also a smooth pair for all t. We then define:
Definition 2.1 We define relative Morse index µH(φ, ψ) by
µH(φ, ψ) = −sf{A(φt,ψt),H}0≤t≤1,
where sf{A(φt,ψt),H}0≤t≤1 is the spectral flow of a path of operators {A(φt,ψt),H}0≤t≤1.
We need to prove that the quantity above is well-defined, i.e., µH(φ, ψ) ∈ Z and does
not depend on the choice of the path {(φt, ψt)}. In fact, we have the following:
Lemma 2.1 The spectral flow sf{A(φt,ψt),H}0≤t≤1 is well-defined and does not depend on
the choice of the path {(φt, ψt)}0≤t≤1.
Proof. Well-definedness follows since, as we will see shortly below, {A(φt,ψt),H}0≤t≤1 is a
Fredholm family. See [9] for general results about the spectral flow for Fredholm family.
As for the independence of the path, the assertion follows if we show that the spectral flow
sf{A(φt,ψt),Ht}t∈S1 is 0 for any closed path {(φt, ψt)}t∈S1 , whereHt is a loop of perturbations
which satisfy (1.1)–(1.3) uniformly with respect to t. (This general case is not necessary
for the proof of our assertion. However, for later purpose we treat a slightly general case).
For simplicity, we write At = A(φt,ψt),Ht .
Let us denote by Pt(s) : Tφ0(s)N → Tφt(s)N the parallel translation along the path [0, t] ∋
τ 7→ φτ (s) ∈ N . We define the operators Bt = P−1t ◦At ◦Pt parametrized by t ∈ S1. Note
that
Bt : H
1(S1, φ∗0TN)×H1/2(S1, S(S1)⊗φ∗0TN)→ H1(S1, φ∗0TN)×H1/2(S1, S(S1)⊗φ∗0TN),
for all t ∈ S1 and sf{Bt}t∈S1 = sf{At}t∈S1 . We thus consider sf{Bt}t∈S1 instead of
considering sf{At}t∈S1. Note that At takes the following block decomposition with respect
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to the canonical decomposition T(φ,ψ)F
1,1/2(S1, N) = H1(S1, φ∗TN) × H1/2(S1, S(S1) ⊗
φ∗TN) (see §3.1):
At =
(
A11,t A12,t
A21,t A22,t
)
.
The components Aij,t are given as follows:
A11,tu = (−∆+ 1)−1
(
−∇s∇sX −R(X, ∂sφt)∂sφt + 1
2
∇XR(φt)〈ψt, ∂sφt · ψt〉
+
1
2
R(φt)〈ψt,∇sX · ψt〉 −Ht,φφ( · , φt, ψt)[X ]
)
, (2.1)
A12,tξ =
(
−∆+ 1)−1(1
2
R(φt)〈ξ, ∂sφt · ψt〉+ 1
2
R(φt)〈ψt, ∂sφ · ξ〉 −Ht,φψ( · , φt, ψt)[ξ]
)
,
(2.2)
A21,tX = (1 + |D|)−1
(
e1 · ∂sψiXmΓkmj(φt)⊗
∂
∂yk
(φt) +∇XΓijk(φt)∂sφjte1 · ψkt ⊗
∂
∂yi
(φt)
+ Γijk(φt)∂sX
je1 · ψkt ⊗
∂
∂yi
(φt) + Γ
i
jk(φt)∂sφ
j
te1 · ψkt Γmli (φt)X l ⊗
∂
∂ym
(φt)−Ht,ψφ( · , φ, ψ)[X ]
)
,
(2.3)
A22,tξ = (1 + |D|)−1(Dφtξ −Ht,ψψ( · φ, ψ)[ξ]), (2.4)
where ∆ = ∂
2
∂s2
, D = DS(S
1) ⊗ 1
R
k and ∇s = ∇ ∂
∂s
.
By the above form of Aij , it is easy to see that At can be written as
At =
(
A011,t O
O A022,t
)
+Kt, (2.5)
where
A
0
11,t = (−∆+ 1)−1(−∇s∇s),
A
0
22,t = (1 + |D|)−1Dφt
and Kt is compact.
Now, we consider {Bt}t∈S1. Observe that Bt is a 0-th order elliptic operator acting on
sections of the bundle φ∗0TN⊕S(S1)⊗φ∗0TN → S1 and its principal symbol is independent
of t. Considering S1 as the quotient S1 = [0, 1]/{0} ∼ {1}, we also have B1 = P−11 ◦B0◦P1,
where P1 is considered as an automorphism of the bundle φ
∗
0TN ⊕ S(S1)⊗ φ∗0TN → S1
(acting φ∗0TN parts only). In such a case, the spectral flow sf{Bt}t∈S1 is given by the
Booss-Wojciechowski’s desuspension formula [9, Theorem 17.17] as follows:
sf{Bt}t∈S1 = ind(P≥0(B0)− P1P<0(B0)), (2.6)
where P≥0(B0) and P<0(B0) are spectral projections of B0 to the spectral set [0,∞) and
(−∞, 0), respectively; P≥0(B0) = 1[0,∞)(B0), P<0(B0) = 1(−∞,0)(B0).
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Define A0t =
(
A011,t O
O A022,t
)
and B0t = P
−1
t ◦ A0t ◦ Pt =:
(
B0t,11 O
O B2t,22
)
. Since the
difference B00 − B0 is a compact operator, P≥0(B0) − P≥0(B00) and P<0(B0) − P<0(B00)
are compact. Thus by the index formula (2.6) and P≥0(B
0
0) = P≥0(B
0
0,11) ⊕ P≥0(B00,22),
P<0(B
0
0) = P<0(B
0
0,11)⊕ P<0(B00,22), we have
sf{Bt}t∈S1 = ind(P≥0(B00)− P1P<0(B00))
= ind(P≥0(B
0
0,11)− P1P<0(B00,11) + ind(P≥0(B00,22)− P1P<0(B00,22))
= 0 + ind(P≥0(B
0
0,22)− P1P<0(B00,22))
= ind(P≥0(Dφ0)− P1P<0(Dφ0))
= sf{P−1t ◦ Dφt ◦ Pt}t∈S1
= sf{Dφt}t∈S1 , (2.7)
where we have used in the third line the fact that B00,11 is a non-negative operator so that
P≥0(B
0
0,11) = id and P<0(B
0
0,11) = 0.
On the other hand, by the Atiyah-Patodi-Singer index theorem [7], [9], the spectral
flow sf{Dφt}t∈S1 is given by the Fredholm index of the operator ∂∂t+Dφt defined on S1×S1,
sf{Dφt}t∈S1 = ind
(
∂
∂t
+ Dφt
)
, where
∂
∂t
+Dφt : H
1(S1×S1, S(S1×S1)+⊗φ∗· TN)→ L2(S1×S1, S(S1×S1)−⊗ φ∗· TN) (2.8)
is the Dirac operator, where S(S1 × S1)± is the ±-spinor bundle associated with a spin
structure on S1×S1 whose restriction to the first summand gives the trivial spin structure
on S1, while the restriction to the second summand gives the one of S(S1)→ S1. By the
Atiyah-Singer index theorem, we have
ind
( ∂
∂t
+ Dφt
)
=
∫
S1×S1
ch(φ∗TN ⊗ C)Aˆ(S1 × S1)
=
∫
S1×S1
c1(φ
∗TN ⊗ C) =
∫
S1×S1
φ∗c1(TN ⊗ C) = 0,
where ch is the Chern character and Aˆ is the Aˆ-genus. The last equation follows from
c1(TN ⊗ C) = 0 as the first Chern class of the complexification of the real bundle TN .
Thus, by (2.7) we have sf{At}t∈S1 = {Bt}t∈S1 = 0. This completes the proof. 
3 The negative gradient flow of LH on F
1/2(S1, N)
3.1 The gradient flow equation
In the following, we assume that H satisfies (1.1)–(1.3) for some p ≥ 3. For the case of
the flat tori N = TΛ as in the statement of Theorem 1.1 (4), we only need to assume
p > 2.
We assume that N is isometrically embedded in Rk. Thus, we consider H1(S1, N) ⊂
H1(S1,Rk) and H1/2(S1, S(S1)⊗φ∗TN) ⊂ H1/2(S1, S(S1)⊗Rk), Rk = N ×Rk → N , the
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trivial bundle over N . The metric on F1,1/2(S1, N) is induced from these imbeddings. To
describe this metric, recall that there is a canonical identification
T(φ,ψ)F
1,1/2(S1, N) = H1(S1, φ∗TN)×H1/2(S1, S(S1)⊗ φ∗TN). (3.1)
It is described as follows (see [15, §3.3] for more details): Let (−1, 1) ∋ t 7→ (φt, ψt) ∈
F1,1/2(S1, N) be a smooth path passing through (φ, ψ) ∈ F1,1/2(S1, N) at t = 0, (φt, ψt)
∣∣
t=0
=
(φ, ψ). We set X := d
dt
∣∣
t=0
φt ∈ H1(S1, φ∗TN). Using local coordinate y = (yk) on N ,
we write ψt = ψ
i
t ⊗ ∂∂yi (φt), where ψit ∈ H1/2(S1, S(S1)). Then the variation vector field
d
dt
∣∣
t=0
ψt is given by
d
dt
∣∣∣
t=0
ψt =
d
dt
∣∣∣
t=0
ψit ⊗
∂
∂yi
+ ψi ⊗∇ ∂
∂t
∂
∂yi
(φt)
=
( d
dt
∣∣∣
t=0
ψkt +X
jΓkji(φ)ψ
i
)
⊗ ∂
∂yk
(φ), (3.2)
Christoffel where Γkij is the Christopher symbol of the metric on N . We set ξ
k = d
dt
∣∣∣
t=0
ψkt
and ξ = ξk ⊗ ∂
∂yk
(φ). Then the identification (3.1) is given by
d
dt
∣∣∣
t=0
(φt, ψt) 7→ (X, ξ). (3.3)
Using the identification (3.1), the metric on F1,1/2(S1, N) is defined by
〈(
X
ξ
)
,
(
Y
ζ
)〉
T(φ,ψ)F
1,1/2
= 〈X, Y 〉H1 + 〈ξ, ζ〉H1/2, (3.4)
where X, Y ∈ H1(S1, φ∗TN) ⊂ H1(S1,Rk), 〈X, Y 〉H1 = ((−∆ + 1)X, Y )L2 (∆ = ∂2∂s2 )
and ξ, ζ ∈ H1/2(S1, S(S1)⊗ φ∗TN) ⊂ H1/2(S1, S(S1)⊗ Rk), 〈ξ, ζ〉H1/2 = ((1 + |D|)ξ, ζ)L2
(D = DS(S
1)⊗1
R
k). With this metric, F1,1/2(S1, N) becomes a complete Hilbert manifold.
The gradient of LH with respect to this metric is denoted by ∇1,1/2LH . According to the
decomposition (3.1), ∇1,1/2LH reads as
∇1,1/2LH(φ, ψ) = ∇φLH(φ, ψ)⊕∇ψLH(φ, ψ).
The components are given in the following Proposition:
Proposition 3.1 ([15]) For (φ, ψ) ∈ F1,1/2(S1, N), we have the following:
∇φLH(φ, ψ) = (−∆+ 1)−1
(
−∇s∂sφ+ 1
2
R(φ)〈ψ, ∂sφ · ψ〉 − ∇φH(s, φ, ψ)
)
, (3.5)
∇ψLH(φ, ψ) = (1 + |D|)−1(Dφ −∇ψH(s, φ, ψ)), (3.6)
where
R(φ)〈ψ, ∂sφ · ψ〉 =
〈
ψ, ∂s · ψi ⊗ ∂
∂yj
(φ)
〉
∂sφ
lRjiml(φ)g
ms(φ)
∂
∂ys
(φ)
and Rlijk is the curvature tensor of the metric on N .
9
See [15] for the details of the derivation of the above formula.
Thus the negative gradient flow equation d
dt
(
φ
ψ
)
= −∇1,1/2LH(φ, ψ) takes the follow-
ing form:
∂φ
∂t
= (−∆+ 1)−1
(
∇s∂sφ− 1
2
R(φ)〈ψ, ∂sφ · ψ〉+∇φH(s, φ, ψ)
)
, (3.7)
∂ψ
∂t
= −(1 + |D|)−1(Dφ −∇ψH(s, φ, ψ)). (3.8)
3.2 Regularity and estimates for the negative gradient flow
In this section, we establish regularity properties of solutions to the negative gradient flow
equation (3.7), (3.8). We first prove the following:
Proposition 3.2 Let (φ(t), ψ(t)) ∈ C1(R,F1,1/2(S1, N)) be a solution to the negative
gradient flow equation
d
dt
(
φ
ψ
)
= −∇1,1/2LH(φ, ψ) (3.9)
which satisfies the condition supt∈R |LH(φ(t), ψ(t))| =: C0 < +∞. Then there exists
C(C0) > 0 such that
sup
t∈R
‖∂sφ(t)‖L2(S1) + sup
t∈R
‖ψ(t)‖H1/2(S1) ≤ C(C0).
To prove the above proposition, we prepare some preliminary materials. We denote
by H−0 , H
0
0 and H
+
0 the negative, zero and positive subspaces of H
1/2(S1, S(S1)⊗Rk) with
respect to the Dirac operator D = DS(S
1) ⊗ 1
R
k . Thus we have
H1/2(S1, S(S1)⊗ Rk) = H−0 ⊕ H00 ⊕ H+0 . (3.10)
We denote by P−0 , P
0
0 and P
+
0 the spectral projections onto H
−
0 , H
0
0 and H
+
0 , respectively.
For a spinor ψ ∈ H1/2(S1, S(S1)⊗Rk), we denote ψ−0 = P−0 ψ, ψ00 = P 00ψ and ψ+0 = P+0 ψ.
Thus, we have
ψ = ψ−10 + ψ
0
0 + ψ
+
0 .
By the embedding ι : N →֒ Rk, for ψ = ψk ⊗ ∂
∂yk
(φ) ∈ H1/2(S1, S(S1)⊗ φ∗TN) we have
ψ˜ := i∗ψ = ψ
k ⊗ ι∗
(
∂
∂yk
(φ)
) ∈ H1/2(S1, S(S1)⊗ Rk). Note that, we have
Dψ˜ =
∂
∂s
·D ∂
∂s
ψ˜
=
∂
∂s
·
(
∇ ∂
∂s
ψk ⊗ ι∗
( ∂
∂yk
(φ)
)
+ ψk ⊗ (∇ ∂
∂s
i∗)
( ∂
∂yk
(φ)
)
+ ψk ⊗ ι∗
(
∇ ∂
∂s
∂
∂yk
(φ)
))
= ι∗
( ∂
∂s
· ∇ ∂
∂s
ψk ⊗ ∂
∂yk
(φ) +
∂
∂s
· ψk ⊗∇ ∂
∂s
( ∂
∂yk
(φ)
))
+
∂
∂s
· ψk ⊗ (∇ ∂
∂s
ι∗)
( ∂
∂yk
(φ)
)
= ι∗(Dφψ) + A
(∂φ
∂s
,
∂
∂s
· ψ
)
,
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where D is the canonical connection (i.e., flat one) on S(S1) ⊗ Rk, A = ∇ι∗ is the
second fundamental form of the embedding ι : N →֒ Rk and A(∂φ
∂s
, ∂
∂s
· ψ) := ∂
∂s
· ψk ⊗
(∇ ∂
∂s
ι∗)
(
∂
∂yk
(φ)
)
. Therefore, ι∗(Dφψ) is expressed, in terms of the Dirac operator D as
ι∗(Dφψ) = Dψ˜ − A(∂sφ, ∂s · ψ). (3.11)
In the following, we identify ψ˜ with ψ by ι∗ and simply write ψ˜ = ψ.
We first prove the following:
Lemma 3.1 Under the assumption of Proposition 3.2, there exists a positive constant
C(C0) depending only on C0 such that the following holds for all τ ∈ R:∫ τ+1
τ
‖φ(t)‖2H1(S1) dt ≤ C(C0), (3.12)
∫ τ+1
τ
‖ψ(t)‖H1/2(S1) dt ≤ C(C0), (3.13)∫ τ+1
τ
‖ψ(t)‖p+1Lp+1(S1) dt ≤ C(C0). (3.14)
Proof. Let −∞ < a < b < +∞ be arbitrary. Since (φ(t), ψ(t)) is a solution to the
negative gradient flow equation (3.9), we have
∫ b
a
‖∂tφ(t)‖2H1(S1) + ‖∂tψ(t)‖2H1/2(S1) dt
= −
∫ b
a
〈
∇1,1/2LH(φ(t), ψ(t)),
(
∂tφ(t)
∂tψ(t)
)〉
T(φ(t),ψ(t))F
1,1/2
dt
= −
∫ b
a
d
dt
LH(φ(t), ψ(t)) dt
= LH(φ(a), ψ(a))− LH(φ(b), ψ(b)) ≤ 2C0
by our assumption supt∈R |LH(φ(t), ψ(t))| =: C0. Since −∞ < a < b < +∞ were
arbitrary, we have∫ ∞
−∞
‖∂tφ(t)‖2H1/2(S1) dt +
∫ ∞
−∞
‖∂tψ(t)‖2H1/2(S1) dt ≤ 2C0. (3.15)
Under the identification
(
0
ψ(t)
)
∈ H1(S1, φ(t)∗TN) × H1/2(S1, S(S1) ⊗ φ(t)∗TN) =
T(φ(t),ψ(t))F
1,1/2, taking the inner product with (3.9), we have
(∂tψ(t), ψ(t))H1/2(S1) = −
〈
∇1,1/2LH(φ(t), ψ(t)),
(
0
ψ(t)
)〉
T(φ(t),ψ(t))F
1,1/2
= −
∫
S1
〈ψ(t),Dφ(t)ψ(t)〉 ds+
∫
S1
〈∇ψH(s, φ(t), ψ(t)), ψ(t)〉 ds.
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By (1.2), we thus have
(∂tψ(t), ψ(t))H1/2(S1) + 2LH(φ(t), ψ(t)) =
∫
S1
|∂sφ(t)|2 ds− 2
∫
S1
H(s, φ(t), ψ(t)) ds
+
∫
S1
〈∇ψH(s, φ(t), ψ(t)), ψ(t)〉 ds
≥
∫
S1
|∂sφ(t)|2 ds+ C2
∫
S1
|ψ(t)|p+1 ds− C.
(3.16)
Combining (3.16) with the assumption supt∈R |LH(φ(t), ψ(t))| = C0 < +∞, we have∫
S1
|∂sφ(t)|2 ds+
∫
S1
|ψ(t)|p+1 ds ≤ 2C0 + C‖ψ(t)‖H1/2(S1)‖∂tψ(t)‖H1/2(S1). (3.17)
On the other hand, there exists a positive constant λ+ > 0 (depending only on the smallest
positive eigenvalue of D) such that
‖ψ+0 (t)‖2H1/2(S1) ≤ λ+
∫
S1
〈ψ+0 ,Dψ〉 ds
≤ λ+
∫
S1
〈ψ+0 ,Dφψ + A(∂s · φ, ∂s · ψ)〉 ds
≤ λ+
∫
S1
〈ψ+0 ,Dφψ〉 ds+ C
∫
S1
|∂sφ||ψ+0 ||ψ| ds
≤ λ+
∫
S1
〈Pφ(t)ψ+0 (t),Dφ(t)ψ(t)〉 ds+ C
∫
S1
|∂sφ||ψ+0 ||ψ| ds, (3.18)
where we have used (3.11) in the second inequality. Note that, since (Dφ(t)ψ(t))(s) ∈
S(S1) ⊗ Tφ(t)(s)N , the last inequality of (3.18) follows, where Py : Rk → TyN is the
orthogonal projection. We also note that, by Lemma 10.2 in the Appendix, Pφ(t)ψ
+
0 (t) ∈
H1/2(S1, S(S1)⊗φ(t)∗TN) so that the integral ∫
S1
〈Pφ(t)ψ+0 (t),Dφ(t)ψ(t)〉 ds is well-defined.
To estimate the integral
∫
S1
〈Pφ(t)ψ(t),Dφ(t)ψ(t)〉 ds, we observe that
(
0
Pφ(t)ψ
+
0 (t)
)
∈
T(φ(t),ψ(t))F
1,1/2 so that we have
∣∣∣〈dLH(φ(t), ψ(t)),
(
0
Pφ(t)ψ
+
0 (t)
)〉∣∣∣
=
∣∣∣∣
∫
S1
〈Pφ(t)ψ+0 (t),Dφ(t)ψ(t)〉 ds−
∫
S1
〈∇ψH(s, φ(t), ψ(t)), Pφ(t)ψ+0 (t)〉 ds
∣∣∣∣
= −
((
∂tφ(t)
∂tψ(t)
)
,
(
0
Pφ(t)ψ
+
0 (t)
))
T(φ(t),ψ(t))F
1,1/2
= − 〈∂tψ(t), Pφ(t)ψ+0 (t)〉H1/2(S1)
≤ ‖∂tψ(t)‖H1/2(S1)‖Pφ(t)ψ+0 (t)‖H1/2(S1)
≤ C(‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1) + ‖∂tψ(t)‖H1/2(S1)‖∂sφ(t)‖1/2L2(S1)‖ψ(t)‖L4(S1)), (3.19)
where in the last inequality, we have used (10.8) in the Appendix.
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Combining (3.18) and (3.19), we obtain
‖ψ+0 (t)‖2H1/2(S1) ≤ C(‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1) + ‖∂tψ(t)‖H1/2(S1)‖∂sφ(t)‖1/2L2(S1)‖ψ(t)‖L4(S1))
+
∫
S1
|∇ψH(s, φ(t), ψ(t))||Pφ(t)ψ+0 (t)| ds+ C
∫
S1
|∂sφ(t)||ψ+0 (t)||ψ(t)| ds
≤ C(‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1) + ‖∂tψ(t)‖H1/2(S1)‖∂sφ(t)‖1/2L2(S1)‖ψ(t)‖L4(S1))
+ C
∫
S1
(1 + |ψ(t)|p)|ψ+0 (t)| ds+ C‖∂sφ(t)‖L2(S1)‖ψ+0 (t)‖L4(S1)‖ψ(t)‖L4(S1),
(3.20)
where in the last inequality, we have used |∇ψH(s, φ, ψ)| ≤ C(1+ |ψ|p) which follows from
(1.4).
On the other hand, by (3.17), we have
‖∂sφ(t)‖L2(S1) ≤ C(1 + ‖ψ(t)‖H1/2(S1)‖∂tψ(t)‖H1/2(S1))1/2 (3.21)
and
‖ψ(t)‖L4(S1) ≤ C‖ψ(t)‖Lp+1(S1) ≤ C(1 + ‖ψ(t)‖H1/2(S1)‖∂tψ(t)‖H1/2(S1))1/p+1, (3.22)
where by our assumption p ≥ 3, we have used ‖ψ(t)‖L4(S1) ≤ C‖ψ(t)‖Lp+1(S1) which
follows from the Ho¨lder’s inequality. Plugging (3.21) and (3.22) into (3.20) and noting
the inequality ‖ψ+0 ‖Lq(S1) ≤ C‖ψ‖Lq(S1) which holds for 1 < q <∞ (since P+0 is a pseudo
differential operator of order 0), we obtain
‖ψ+0 (t)‖2H1/2(S1) ≤ C‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1)
+ C(1 + ‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1))
1
4
+ 1
p+1‖∂tψ(t)‖H1/2(S1)
+ C‖ψ(t)‖H1/2(S1) + C‖ψ(t)‖p+1Lp+1(S1)
+ C(1 + ‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1))
1
2
+ 2
p+1 . (3.23)
Here, 1
2
+ 2
p+1
≤ 1 for p ≥ 3 implies that
(1 + ‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1))
1
2
+ 2
p+1 ≤ 1 + ‖∂sψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1).
Also, by (3.17), we have ‖ψ(t)‖p+1Lp+1(S1) ≤ C(1 + ‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1)). Thus, we
have
‖ψ+0 (t)‖2H1/2(S1) ≤ C‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1) + C‖ψ(t)‖H1/2(S1) + C
+ C(1 + ‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1))
1
4
+ 1
p+1‖∂tψ(t)‖H1/2(S1)
≤ C‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1) + C‖ψ(t)‖H1/2(S1) + C
+ C(1 + ‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1))
1
2‖∂tψ(t)‖H1/2(S1), (3.24)
where in the last inequality, we have used 1
4
+ 1
p+1
≤ 1
2
for p ≥ 3.
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Integrating (3.24) over [τ, τ +1] with respect to t, we have, by the Ho¨lder’s inequality
∫ τ+1
τ
‖ψ+0 (t)‖2H1/2(S1) dt ≤ C
(∫ τ+1
τ
‖∂tψ(t)‖2H1/2(S1) dt
)1/2(∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt
)1/2
+ C
(∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt
)1/2
+ C
+ C
(∫ τ+1
τ
(1 + ‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1)) dt
)1/2(∫ τ+1
τ
‖∂tψ(t)‖2H1/2(S1) dt
)1/2
≤ C + C
(∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt
)1/2
+ C
(∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt
)1/4
≤ C + C
(∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt
)1/2
, (3.25)
where in the second inequality, we have used
∫∞
−∞
‖∂tψ(t)‖2H1/2(S1) dt ≤ 2C0 (see (3.15))
and the Ho¨lder’s inequality once again.
By the same argument, we have
∫ τ+1
τ
‖ψ−0 (t)‖2H1/2(S1) dt ≤ C
(
1 +
(∫ τ+1
τ
|ψ(t)‖2H1/2(S1) dt
) 1
2
)
. (3.26)
As for the component ψ00, since the H
1/2-norm is equivalent to the Lp+1-norm on the finite
dimensional space H00, we have
‖ψ00(t)‖2H1/2(S1) ≤ C‖ψ00(t)‖2Lp+1(S1)
≤ C(1 + ‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1))
2
p+1
≤ C(1 + ‖∂tψ(t)‖H1/2(S1)‖ψ(t)‖H1/2(S1)), (3.27)
where we have used (3.17) and 2
p+1
< 1.
Integrating (3.27) over [τ, τ + 1] and using Ho¨lder’s inequality and (3.15), we have
∫ τ+1
τ
‖ψ00(t)‖2H1/2(S1) dt ≤ C
(
1 +
(∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt
) 1
2
)
. (3.28)
By (3.25), (3.26) and (3.28), we have
∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt ≤ C
(
1+
(∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt
) 1
2
)
. (3.29)
(3.29) implies that ∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt ≤ C (3.30)
for some C > 0 depending only on C0 and N .
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On the other hand, integrating (3.17) over [τ, τ + 1] and using (3.15), (3.30) and the
Ho¨lder’s inequality, we obtain∫ τ+1
τ
‖φ(t)‖2H1(S1) dt+
∫ τ+1
τ
‖ψ(t)‖p+1Lp+1(S1) dt
≤ C + C
(∫ τ+1
τ
‖∂tψ(t)‖2H1/2(S1) dt
) 1
2
(∫ τ+1
τ
‖ψ(t)‖2H1/2(S1) dt
) 1
2
≤ C, (3.31)
where C > 0 depends only on C0 and N . This completes the proof. 
We now prove Proposition 3.2.
Proof of Proposition 3.2. Recall that the negative gradient flow takes the form (3.7),
(3.8). As before, we identify φ and ψ with ι ◦ φ and ψ˜ = ι∗ψ and denote them by φ and
ψ, respectively. Thus, we think of φ as taking its values in Rk and ψ takes its values in
S(S1) ⊗ Rk. We first treat the spinor part of the equation (3.8). Recall, by (3.11), the
second equation (3.8) is written as follows
∂tψ(t) = −(1 + |D|)−1(Dψ − A(∂sφ(t), ∂s · ψ(t))−∇ψH(s, φ(t), ψ(t)))
= −(1 + |D|)−1((D+ λ)ψ(t)− (λψ(t) + A(∂sφ(t), ∂s · ψ(t))−∇ψH(s, φ(t), ψ(t)))
= −Lλψ(t) + (1 + |D|)−1(λψ(t) + A(∂sφ(t), ∂s · ψ(t)) +∇ψH(s, φ(t), ψ(t))),
(3.32)
where for λ ∈ R, we set Lλ = (1 + |D|)−1D−λ and D−λ = D+ λ.
We take λ ∈ R such that −λ 6∈ Spec(D). The fundamental solution of the differential
operator d
dt
+ Lλ : C
1(R, H1/2(S1, S(S1)⊗ Rk))→ C0(R, H1/2(S1, S(S1)⊗Rk) is given by
Gλ(t) = −e−tL−λ 1(−∞,0](t)P−λ + e−tL
+
λ 1[0,∞)(t)P
+
λ , (3.33)
where as in (3.10), P±λ : H
1/2(S1, S(S1)⊗Rk)→ H±λ are spectral projections with respect
to the operator Dλ onto its positive/negative subspaces of H
1/2(S1, S(S1)⊗Rk) = H−λ ⊕H+λ
and L±λ = Lλ|H±λ . Since −λ 6∈ Spec(D), there exists κ > 0 such that the following holds:
‖Gλ(t)‖op(H1/2(S1,S(S1)⊗Rk) ≤ e−κ|t|, (3.34)
where for T : H1/2(S1, S(S1)⊗Rk)→ H1/2(S1, S(S1)⊗Rk), ‖T‖op(H1/2(S1,S(S1)⊗Rk)) denotes
the operator norm of T .
Using the fundamental solution Gλ, the solution ψ(t) of equation (3.32) is expressed
as
ψ(t) =
∫
R
Gλ(τ)(1+|D|)−1(λψ(t−τ)+A(∂sφ(t−τ), ∂s·ψ(t−τ))+∇ψH(s, φ(t−τ), ψ(t−τ))) dτ.
(3.35)
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From this, we have
‖ψ(t)‖H1/2(S1) ≤
∫
R
e−κ|τ |‖(1 + |D|)−1(λψ(t− τ) + A(∂sφ(t− τ), ∂s · ψ(t− τ))
+∇ψH(s, φ(t− τ), ψ(t− τ)))‖H1/2(S1) dτ
=
∑
n∈Z
∫ n+1
n
e−κ|τ |‖(1 + |D|)−1(λψ(t− τ) + A(∂sφ(t− τ), ∂s · ψ(t− τ))
+∇ψH(s, φ(t− τ), ψ(t− τ)))‖H1/2(S1) dτ
≤
(∑
n∈Z
e−κ|n|
)
sup
η∈R
∫ η+1
η
‖(1 + |D|)−1(λψ(t− τ) + A(∂sφ(t− τ), ∂s · ψ(t− τ))
+∇ψH(s, φ(t− τ), ψ(t− τ)))‖H1/2(S1) dτ
≤ C sup
η∈R
∫ η+1
η
‖(1 + |D|)−1(λψ(t− τ) + A(∂sφ(t− τ), ∂s · ψ(t− τ))
+∇ψH(s, φ(t− τ), ψ(t− τ)))‖H1/2(S1) dτ. (3.36)
Here, we note that the following hold:
|A(∂sφ(t), ∂s · ψ(t))| ≤ C|∂sφ(t)||ψ(t)|, (3.37)
|∇ψH(s, φ(t), ψ(t))| ≤ C(1 + |ψ(t)|p). (3.38)
From (3.37) and the Sobolev embedding H1/2(S1) ⊂ Lq(S1) for any 1 < q < +∞, we
have A(∂sφ(t), ∂s · ψ(t)) ∈ Lr(S1) for any 1 < r < 2 and t ∈ R and
(1 + |D|)−1A(∂sφ(t), ∂s · ψ(t)) ∈ W 1,r(S1) (3.39)
for any t ∈ R by the elliptic regularity. By the Sobolev embedding W 1,r(S1) ⊂ H1/2(S1)
for r ≥ 1 and H1/2(S1) ⊂ L 2r2−r (S1), we therefore have
‖(1 + |D|)−1A(∂sφ(t), ∂s · ψ(t))‖H1/2(S1) ≤ C‖(1 + |D|)−1A(∂sφ(t), ∂s · ψ(t))‖W 1,r(S1)
≤ C‖A(∂sφ(t), ∂s · ψ(t))‖Lr(S1)
≤ C‖∂sφ(t)‖L2(S1)‖ψ(t)‖H1/2(S1). (3.40)
Similarly, by (3.38), we have ∇ψH(s, φ(t), ψ(t)) ∈ L
p+1
p (S1) and
‖(1 + |D|)−1∇ψH(s, φ(t), ψ(t))‖H1/2(S1) ≤ C‖(1 + |D|)−1∇ψH(s, φ(t), ψ(t))‖
W
1,
p+1
p (S1)
≤ C‖∇ψH(s, φ(t), ψ(t))‖
L
p+1
p (S1)
≤ C(1 + ‖ψ(t)‖pLp+1(S1)). (3.41)
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Combining (3.36), (3.40) and (3.41), we obtain, by the Ho¨lder’s inequality
‖ψ(t)‖H1/2(S1)
≤ C sup
η∈R
∫ η+1
η
(1 + ‖ψ(τ)‖H1/2(S1) + ‖∂sφ(t)‖L2(S1)‖ψ(t)‖H1/2(S1) + ‖ψ(t)‖pLp+1(S1)) dτ
≤ C sup
η∈R
(
1 +
(∫ τ+1
τ
‖ψ(τ)‖2H1/2(S1) dτ
) 1
2
+
(∫ η+1
η
‖∂sφ(τ)‖2L2(S1) dτ
) 1
2
(∫ η+1
η
‖ψ(τ)‖2H1/2(S1) dτ
) 1
2
+
(∫ η+1
η
‖ψ(τ)‖p+1Lp+1(S1) dτ
) p
p+1
)
. (3.42)
By (3.12)–(3.14), (3.42) implies that
sup
t∈R
‖ψ(t)‖H1/2(S1) ≤ C(C0) (3.43)
for some C(C0) > 0 depending only on C0 and N . This gives the desired estimate for
ψ(t). To estimate supt∈R ‖∂sφ(t)‖L2(S1), by (3.17) and (3.43), we first have
‖∂sφ(t)‖2L2(S1) ≤ C(1 + ‖∂tψ(t)‖H1/2(S1)). (3.44)
On the other hand, by the equation (3.32), we have
‖∂tψ(t)‖H1/2(S1) ≤ C(‖ψ(t)‖H1/2(S1) + ‖(1 + |D|)−1A(∂sφ(t), ∂s · ψ(t))‖H1/2(S1)
+ ‖(1 + |D|)−1∇ψH(s, φ(t), ψ(t))‖H1/2(S1))
≤ C(1 + ‖ψ(t)‖H1/2(S1) + ‖∂sφ(t)‖L2(S1)‖ψ(t)‖H1/2(S1) + ‖ψ(t)‖pLp+1(S1)),
(3.45)
where we have used (3.40) and (3.41).
By the embedding H1/2(S1) ⊂ Lp+1(S1) and (3.43), we have supt∈R ‖ψ(t)‖Lp+1(S1) ≤
C(C0). Combining this with (3.45), we obtain
‖∂tψ(t)‖H1/2(S1) ≤ C(1 + ‖∂sφ(t)‖L2(S1)). (3.46)
By (3.44) and (3.46), we obtain
‖∂sφ(t)‖2L2(S1) ≤ C(1 + ‖∂sφ(t)‖L2(S1)). (3.47)
(3.47) implies that
‖∂sφ(t)‖2L2(S1) ≤ C(C0) (3.48)
for all t ∈ R, where C(C0) > 0 is a constant depending only on C0 and N . This gives the
desired estimate for φ(t) and completes the proof of Proposition 3.2. 
Under the same assumption of Proposition 3.2, we can further refine the result of
Proposition 3.2 by using elliptic regularity theory. In fact, we have the following refine-
ment:
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Proposition 3.3 Let (φ(t), ψ(t)) ∈ C1(R,F1,1/2(S1, N)) be a solution to the negative
gradient flow equation (3.9) which satisfies the same condition as in Proposition 3.2,
C0 = supt∈R |LH(φ(t), ψ(t))| < +∞. Then there exists C(C0) > 0 such that the following
holds
sup
t∈R
‖φ(t)‖C2,2/3(S1) + sup
t∈R
‖ψ(t)‖C1,2/3(S1) ≤ C(C0).
Proof. In the course of the proof, C(C0) will denote constants which will depend only
on C0, but may change from line to line. We first consider the spinorial part of the flow
equation. By the Sobolev embedding H1/2(S1) ⊂ Lr(S1) for all r > 1 and by the result
of Proposition 3.2, we have
sup
t∈R
‖λψ(t) + A(∂sφ(t), ∂s · ψ(t)) +∇ψH(s, φ(t), ψ(t))‖Lr(S1) ≤ C(C0) (3.49)
for all 1 < r < 2. Thus, by the elliptic regularity theory, we have
sup
t∈R
‖(1+|D|)−1(λψ(t)+A(∂sφ(t), ∂s·ψ(t))+∇ψH(s, φ(t), ψ(t)))‖W 1,r(S1) ≤ C(C0). (3.50)
Since 1 < r < 2, by the Sobolev embedding theorem, we have W 1,r(S1) ⊂ C0,α(S1) for
some 0 < α < 1 and
sup
t∈R
‖(1+|D|)−1(λψ(t)+A(∂sφ(t), ∂s ·ψ(t))+∇ψH(s, φ(t), ψ(t)))‖C0,α(S1) ≤ C(C0) (3.51)
by (3.50).
We recall the formula (3.35). By the mapping property Gλ(t) : C
0,α(S1) → C0,α(S1)
and the estimate ‖Gλ(t)‖op(C0,α(S1) ≤ Ce−κ|t| for all t ∈ R, where κ > 0, we have
‖ψ(t)‖C0,α(S1)
≤ C
∫
R
e−κ|τ |‖(1 + |D|)−1((1 + |D|)−1(λψ(t) + A(∂sφ(t), ∂s · ψ(t)) +∇ψH(s, φ(t), ψ(t)))‖C0,α(S1)
≤ C(C0)
∫
R
e−κ|τ | dτ ≤ C(C0) (3.52)
for all t ∈ R.
We next look at the φ part of the flow equation (3.7). We first observe that, in terms
of the local coordinated of N , ∇∂s∂sφ = ∂2sφ+∂sφi∂sφjΓkij(φ) ∂∂yk . For simplicity, we write
∂sφ
i∂sφ
jΓ(φ, ∂sφ, ∂sφ) = Γ
k
ij(φ)
∂
∂yk
. Thus the equation (3.7) takes the form
∂sφ(t) = (−∆+ 1)−1
(
∆φ(t) + Γ(φ(t), ∂sφ(t), ∂sφ(t))−−1
2
R(φ)〈ψ, ∂s · ψ〉+∇φH(s, φ, ψ)
)
= −φ(t) + (−∆+ 1)−1
(
φ(t) + Γ(φ(t), ∂sφ(t), ∂sφ(t))−−1
2
R(φ)〈ψ, ∂s · ψ〉
+∇φH(s, φ, ψ)
)
. (3.53)
18
Since the fundamental solution of the operator d
dt
+ 1 is G(t) = e−t1[0,∞)(t), we have the
representation
φ(t) =
∫ ∞
0
e−τ (−∆+ 1)−1
(
φ(t− τ) + Γ(φ(t− τ), ∂sφ(t− τ), ∂sφ(t− τ))−
− 1
2
R(φ(t− τ))〈ψ(t− τ), ∂sφ(t− τ) · ψ(t− τ)〉+∇φH(s, φ(t− τ), ψ(t− τ))
)
dτ.
(3.54)
We note that |Γ(φ, ∂sφ, ∂sφ)| ≤ C|∂sφ|2 for some constant C > 0 depending only on N .
By the embedding L1(S1) ⊂ H−s(S1) for any s > 1
2
and Proposition 3.2, we thus have
‖(−∆+ 1)−1Γ(φ(t), ∂sφ(t), ∂sφ(t))‖W 2−s,2(S1) ≤ C‖Γ(φ(t), ∂sφ(t), ∂sφ(t))‖L1(S1) ≤ C(C0)
(3.55)
for all t ∈ R. We recall that the term R(φ)〈ψ, ∂sφ · ψ〉 is given by R(φ)〈ψ, ∂sφ · ψ〉 =〈
ψ, ∂s · ψi ⊗ ∂∂yj (φ)
〉
∂sφ
lRjiml(φ)g
ms(φ) ∂
∂ys
(φ) and it belongs to Lr(S1) for any 1 < r < 2.
Thus, by Proposition 3.2, we have the following bound for any 1 < r < 2 and for any
t ∈ R:
‖(−∆+ 1)−1R(φ(t))〈ψ(t), ∂sφ(t) · ψ(t)〉‖W 2,r(S1) ≤ C(C0). (3.56)
By (1.5) and the Sobolev embedding H1/2(S1) ⊂ Lr(S1) (for any 1 < r < ∞), we also
have ∇φH(·, φ, ψ) ∈ Lr(S1) for any 1 < r <∞ and
‖(−∆+ 1)−1∇φH(·, φ(t), ψ(t))‖W 2,r(S1) ≤ C(C0) (3.57)
for all t ∈ R. From (3.54)–(5.57), we obtain
sup
t∈R
‖φ(t)‖W 2−s,2(S1) ≤ C(C0), (3.58)
where 1
2
< s < 1 is arbitrary.
If we take s = 2
3
in (3.59), we obtain supt∈R ‖∂sφ(t)‖W 13 ,2(S1) ≤ C(C0). Combining this
with the embedding W
1
3
,2(S1) ⊂ L6(S1), we have
sup
t∈R
‖∂sφ(t)‖L6(S1) ≤ C(C0). (3.59)
(3.52) and (3.60) improve the bounds (3.49) and (3.50) as follows:
sup
t∈R
‖λψ(t) + A(∂sφ(t), ∂s · ψ(t)) +∇ψH(s, φ(t), ψ(t))‖L6(S1) ≤ C(C0), (3.60)
sup
t∈R
‖(1+|D|)−1(λψ(t)+A(∂sφ(t), ∂s·ψ(t))+∇ψH(s, φ(t), ψ(t)))‖W 1,6(S1) ≤ C(C0). (3.61)
From the representation (3.35), (3.62) and the mapping property Gλ(t) : W
1,6(S1) →
W 1,6(S1) with the bound ‖Gλ(t)‖op(W 1,6(S1) ≤ Ce−|κ|t, we have, as in (3.52)
sup
t∈R
‖ψ(t)‖W 1,6(S1) ≤ C(C0). (3.62)
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By (3.58), (3.59) and (3.62), we have the following improvement of the estimates (3.55)–
(3.57):
‖(−∆+ 1)−1Γ(φ(t), ∂sφ(t), ∂sφ(t))‖W 2,3(S1) ≤ C(C0), (3.63)
‖(−∆+ 1)−1R(φ(t))〈ψ(t), ∂sφ(t) · ψ(t)〉‖W 2,6(S1) ≤ C(C0) (3.64)
and
‖(−∆+ 1)−1∇φH(·, φ(t), ψ(t))‖W 2,r(S1) ≤ C(C0) (3.65)
for any 1 < r <∞. Thus, by (3.54), (3.63)–(3.65), we have the following improvement of
(3.58):
sup
t∈R
‖φ(t)‖W 2,3(S1) ≤ C(C0). (3.66)
By the Sobolev embedding W 2,3(S1) ⊂ C1, 23 (S1), we have
sup
t∈R
‖∂sφ(t)‖C0, 23 (S1) ≤ C(C0). (3.67)
Once again, we return to the equation of ψ, (3.32). By (3.62) and (3.67) and the Sobolev
embedding W 1,6(S1) ⊂ C0, 23 (S1), we have
sup
t∈R
‖λψ(t) + A(∂sφ(t), ∂s · ψ(t)) +∇ψH(s, φ(t), ψ(t))‖C0,23 (S1) ≤ C(C0)
and
sup
t∈R
‖(1+|D|)−1(λψ(t)+A(∂sφ(t), ∂s·ψ(t))+∇ψH(s, φ(t), ψ(t)))‖C1,23 (S1) ≤ C(C0). (3.68)
By (3.35), (3.68) and the mapping property Gλ(t) : C
1, 2
3 (S1)→ C1, 23 (S1) with the bound
‖Gλ(t)‖
op(C1,
2
3 (S1)
≤ Ce−|κ|t for any t ∈ R, where κ > 0, as in (3.52) we have
sup
t∈R
‖ψ(t)‖
C1,
2
3 (S1)
≤ C(C0). (3.69)
This gives the desired estimate for ψ.
Now, we again return to the equation for φ, (3.7). By (3.67) and (3.69), we have
‖(−∆+ 1)−1Γ(φ(t), ∂sφ(t), ∂sφ(t))‖C2, 23 (S1) ≤ C(C0), (3.70)
‖(−∆+ 1)−1R(φ(t))〈ψ(t), ∂sφ(t) · ψ(t)〉‖C2, 23 (S1) ≤ C(C0), (3.71)
‖(−∆+ 1)−1∇φH(·, φ(t), ψ(t))‖C2,23 (S1) ≤ C(C0). (3.72)
From the representation (3.54), (3.70)–(3.72), we finally obtained the desired estimate
sup
t∈R
‖φ(t)‖
C2,
2
3 (S1)
≤ C(C0). (3.73)
This completes the proof. 
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3.3 Fredholm property
In this section, we first give a functional analytic set up for the moduli problem of gradient
flow lines. We then study its Fredholm property.
Let x− = (φ−, ψ−), x+ = (φ+, ψ+) ∈ crit(LH). We define the W 1,2-Sobolev space of
paths connecting x− and x+ denoted by W
1,2
x−,x+
(R,F1,1/2(S1, N)) as follows: Let us denote
by ι(N) the injectivity radius of N . (φ, ψ) ∈ W 1,2x−,x+(R,F1,1/2(S1, N)) if and only if the
following (i) and (ii) hold:
(i) φ ∈ W 1,2loc (R, H1(S1, N)) and there exists T > 0 such that
φ(t) = expφ−(X−(t)) (3.74)
for t ≤ −T for some X− ∈ W 1,2((−∞,−T ], H1(S1, φ∗−TN)) with |X−(t)(s)|Tφ−(t)(s)N <
ι(N) for all (t, s) ∈ (−∞,−T ]× S1,
φ(t) = expφ+(X+(t)) (3.75)
for t ≥ T for some X+ ∈ W 1,2([T,+∞), H1(S1, φ∗+TN)) with |X+(t)(s)|Tφ+(t)(s)N < ι(N)
for all (t, s) ∈ [T,+∞)× S1.
(ii) ψ ∈ W 1,2loc (R, H1/2(S1, S(S1)⊗ φ∗TN) and
ψ(t) = S−,t(ψ− + ξ−(t)) (3.76)
for t ≤ −T for some ξ− ∈ W 1,2((−∞,−T ], H1/2(S1, S(S1) ⊗ φ∗−TN)) (where T > 0 is as
in (i)),
ψ(t) = S+,t(ψ+ + ξ+(t)) (3.77)
for t ≥ T for some ξ+ ∈ W 1,2([T,+∞), H1/2(S1, S(S1)⊗ φ∗+TN)).
In (3.76) and (3.77), S±,t : φ
∗
±TN → φ(t)∗TN denote the parallel translation along
the path [0, 1] ∋ τ 7→ expφ±(τX±(t)) ∈ N for ±t ≥ T .
We then define Fx−,x+ : W
1,2
x−,x+
(R,F1,1/2(S1, N))→ L2(R, TF1,1/2(S1, N)) by
Fx−,x+(ℓ) =
dℓ
dt
+∇1,1/2LH(ℓ) (3.78)
for ℓ ∈ W 1,2x−,x+(R,F1,1/2(S1, N)), where L2(R, TF1,1/2(S1, N)) is a fiber bundle defined over
W 1,2x−,x+(R,F
1,1/2(S1, N)) whose fiber at ℓ ∈ W 1,2x−,x+(R,F1,1/2(S1, N)) is L2(R, ℓ∗TF1,1/2(S1, N)),
that is,
L2(R, TF1,1/2(S1, N))ℓ =
{
V (t) ∈ Tℓ(t)F1,1/2(S1, N),
∫
R
‖V (t)‖2Tℓ(t)F1,1/2(S1,N) dt < +∞
}
.
By our definition of the space W 1,2x−,x+(R,F
1,1/2(S1, N)), under the assumption (1.1)–
(1.3) in the introduction, it is not difficult to prove that (3.78) is well-defined, i.e.,
dℓ
dt
+∇1,1/2LH(ℓ) ∈ L2(R, TF1,1/2(S1, N)) for all ℓ ∈ W 1,2x−,x+(R,F1,1/2(S1, N)). Moreover,
Fx−,x+ defines a C
1-map from W 1,2x−,x+(R,F
1,1/2(S1, N)) to L2(R, TF1,1/2(S1, N)).
We shall prove the following:
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Proposition 3.4 Assume that x−, x+ ∈ crit(LH) are non-degenerate. Then Fx−,x+ de-
fined by (3.78) is Fredholm. Its index at any ℓ ∈ W 1,2x−,x+(R,F1,1/2(S1, N)) is given by
ind(dFx−,x+(ℓ)) = µH(x−)− µH(x+).
Proof. We decompose the proof into two steps:
Step 1. Reduction to the case of ℓ which is constant near t = ±∞.
We first reduce to the case where ℓ ∈ W 1,2x−,x+(R,F1,1/2(S1, N)) is equal to x± for ±t large
enough. That is, we shall show that it suffices to prove the assertion for the case where ℓ
satisfies ℓ(t) = x− for t ≤ −R and ℓ(t) = x+ for t ≥ R for some R > 0.
To prove this, let ℓ(t) = (φ(t), ψ(t)) ∈ W 1,2x−,x+(R,F1,1/2(S1, N)) be arbitrary. By
definition, we have the representation (3.74)–(3.77). For R > T , we define φR and ψR as
follows:
φR(t) =


φ− (t ≤ −R − 1)
expφ−((t+R + 1)X−(−R)) (−R − 1 ≤ t ≤ −R)
φ(t) (−R ≤ t ≤ R)
expφ+((R + 1− t)X+(R)) (R ≤ t ≤ R + 1)
φ+ (R + 1 ≤ t),
ψR(t) =


ψ− (t ≤ −R − 1)
S−,t;R(ψ− + (t+ R + 1)ξ−(−R)) (−R − 1 ≤ t ≤ −R)
ψ(t) (−R ≤ t ≤ R)
S+,t;R(ψ+ + (R + 1− t)ξ+(R)) (R ≤ t ≤ R + 1)
ψ+ (R + 1 ≤ t),
where S±,t;R are the parallel translations along paths [0, 1] ∋ τ 7→ expφ±(τ(∓t + R +
1)X±(±R)).
It can be easily checked that ℓR =: (φR, ψR) ∈ W 1,2x−,x+(R,F1,1/2(S1, N)) and ℓR con-
verges to ℓ = (φ, ψ) as R→∞ in the sense that the following holds
‖φR − φ‖W 1,2(R,H1(S1,Rk)) → 0, (3.79)
‖ψR − ψ‖W 1,2(R,H1(S1,S(S1)⊗Rk)) → 0 (3.80)
as R→∞.
We next show that dFx−,x+(ℓR) converges (in the sense of the operator norm) to
dFx−,x+(ℓ) as R → ∞. For this purpose, we observe that by the condition X− ∈
W 1,2((−∞,−T ], H1(S1, φ∗−TN)), we have ‖X−(t)‖H1(S1) → 0 as t → −∞. Similarly,
we also have ‖X+(t)‖H1(S1) → 0 as t → ∞. Combining these with the definition of
φR, it follows that ‖φR − φ‖L∞(R×S1) → 0 as R → ∞. We take R > 0 so large that
‖φR−φ‖L∞(R×S1) < ι(N). We denote by SR(t) : Tφ(t)N → TφR(t)N the parallel translation
along the shortest geodesic starting from φ(t) and ending at φR(t). By [15, Lemma 7.4],
SR(t) defines naturally a bounded linear operator which we also denote by SR(t)
SR(t) : H
1(S1, φ(t)∗TN)→ H1(S1, φR(t)∗TN), (3.81)
SR(t) = 1S(S1) ⊗ SR(t) : H1/2(S1, S(S1)⊗ φ(t)∗TN)→ H1/2(S1, S(S1)⊗ φR(t)∗TN).
(3.82)
We then have:
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Lemma 3.2 For Θ = (ξ, ζ) ∈ W 1,2(R, ℓ∗TF1,1/2(S1, N)), we define (SRΘ)(t) = (SR(t)ξ(t), SR(t)ζ(t)).
Then SR : W
1,2(R, ℓ∗TF1,1/2(S1, N)) → W 1,2(R, ℓ∗RTF1,1/2(S1, N)) is an isomorphism.
Moreover, we have the estimate
‖SRΘ−Θ‖W 1,2(R,H1(S1,Rk)×H1/2(S1,S(S1)⊗Rk)) ≤ δ(R)‖Θ‖W 1,2(R,ℓ∗TF1,1/2(S1,N))
for some δ(R) > 0 with δ(R)→ 0 as R→∞.
Proof of Lemma 3.2. By [15, Lemma 7.4], the operator norms ‖SR(t)‖op(H1(S1,φ(t)∗TN),H1(S1,φR(t)∗TN))
and ‖SR(t)‖op(H1/2(S1,S(S1)⊗φ(t)∗TN),H1/2(S1,S(S1)⊗φR(t)∗TN)) depends only on ‖φ(t)‖H1(S1) and
‖φR(t)‖H1(S1). Since φ ∈ W 1,2(R, H1(S1, N)), it follows that supt∈R ‖φ(t)‖H1(S1) < +∞.
Combining this with the definition of φR, it is easy to see that we have a uniform bound
‖φR(t)‖H1(S1) ≤ C
for some C > 0 independent of t ∈ R and R > T . We thus have uniform bounds of the
operator norms
‖SR(t)‖op(H1(S1,φ(t)∗TN),H1(S1,φR(t)∗TN)) ≤ C, (3.83)
‖SR(t)‖op(H1/2(S1,S(S1)⊗φ(t)∗TN),H1/2(S1,S(S1)⊗φR(t)∗TN)) ≤ C, (3.84)
where C > 0 does not depend on t ∈ R and R > T .
From (3.83) and (3.84), we see that
SR : L
2(R, ℓ∗TF1,1/2(S1, N))→ L2(R, ℓ∗RTF1,1/2(S1, N)) (3.85)
defined by (SRΘ)(t) = (SR(t)ξ(t), SR(t)ζ(t)) is a bounded linear map.
We next estimate the H1(S1)-norm of the derivative ∇t(SR(t)ξ(t)) = ∇tSR(t)ξ(t) +
SR(t)(∇tξ(t)). For this purpose, recall that, in the notation of [15], SR(t) is defined by
SR(t) = PφR(t),φ(t), where for x, y ∈ N with d(x, y) < ι(N), Px,y : TxN → TyN denotes the
parallel translation along the shortest geodesic from x to y. Thus
∇tSR(t) = ∇xPφR(t),φ(t)[∂tφR(t)] +∇yPφR(t),φ(t)[∂tφ(t)]. (3.86)
By (3.79) and (3.86), we have
∇tSR(t)→ ∇xPφ(t),φ(t)[∂tφ(t)] +∇yPφ(t),φ(t)[∂tφ(t)] = 0 (3.87)
in H1(S1) as R → ∞ since ∇xPx,x +∇yPx,x = 0. Moreover, the convergence is uniform
with respect to t.
We define ǫ(R) = supt∈R ‖∇tSR(t)‖H1(S1). Note that ǫ(R)→ 0 as R→∞ and
‖∇tSR(t)ξ(t)‖H1(S1) ≤ C‖∇tSR‖H1(S1)‖ξ(t)‖H1(S1) ≤ Cǫ(R)‖ξ(t)‖H1(S1), (3.88)
where C > 0 depends only on the constant of the Sobolev embedding H1(S1) ⊂ L∞(S1).
(Thus, H1(S1) becomes an algebra with respect to the point wise multiplication. This
fact has been used in the second inequality of (3.88)). Obviously, the similar estimate
holds for ζ(t) ∈ H1(S1, S(S1)⊗ φ∗(t)TN),
‖∇tSR(t)ζ(t)‖H1(S1) ≤ C‖∇tSR‖H1(S1)‖ζ(t)‖H1(S1) ≤ Cǫ(R)‖ζ(t)‖H1(S1) (3.89)
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On the other hand, for ζ ∈ L2(S1, S(S1)⊗ φ∗(t)TN), we have
‖∇tSR(t)ζ(t)‖L2(S1) ≤ ‖∇tSR(t)‖L∞(S1)‖ζ(t)‖L2(S1)
≤ C‖∇tSR(t)‖H1(S1)‖ζ(t)‖L2(S1)
≤ Cǫ(R)‖ζ(t)‖L2(S1), (3.90)
where we have used the Sobolev embedding H1(S1) ⊂ L∞(S1) again. By interpolating
(3.89) and (3.90), we have a similar estimate for the H1/2(S1)-norm of ∇tSR(t)ζ(t):
‖∇tSR(t)ζ(t)‖H1/2(S1) ≤ Cǫ(R)‖ζ(t)‖H1/2(S1). (3.91)
Combining (3.88), (3.91) with the boundedness of (3.85), we see that SR : W
1,2(R, ℓ∗TF1,1/2(S1, N))→
W 1,2(R, ℓ∗RTF
1,1/2(S1, N)) defines a bounded linear map. Since the inverse of SR is defined
by the parallel translation along the shortest geodesic starting from φR(t) and ending at
φ(t) and by the same reasoning as above it is bounded, the first assertion of the lemma
is proved.
To prove the second assertion, we recall the estimates of [15, Lemma 7.4]:
‖SRξ(t)− ξ(t)‖H1(S1) ≤ C(‖φR(t)‖H1(S1), ‖φ(t)‖H1(S1))‖φR(t)− φ(t)‖H1(S1,Rk)‖ξ(t)‖H1(S1),
(3.92)
‖SRζ(t)−ζ(t)‖H1/2(S1) ≤ C(‖φR(t)‖H1(S1), ‖φ(t)‖H1(S1))‖φR(t)−φ(t)‖H1(S1,Rk)‖ζ(t)‖H1/2(S1).
(3.93)
By (3.92) and (3.88), we have
‖∇t(SR(t)ξ(t))−∇tξ(t)‖H1(S1) ≤ ‖∇tSR(t)ξ(t)‖H1(S1) + ‖SR(t)∇tξ(t)−∇tξ(t)‖H1(S1)
≤ Cǫ(R)‖ξ(t)‖H1(S1) + C(‖φR(t)‖H1(S1), ‖φ(t)‖H1(S1))‖φR(t)− φ(t)‖H1(S1)‖∇tξ(t)‖H1(S1).
(3.94)
Similarly, by (3.93) and (3.91) we have
‖∇t(SR(t)ζ(t))−∇tζ(t)‖H1/2(S1) ≤ ‖∇tSR(t)ζ(t)‖H1/2(S1) + ‖SR(t)∇tζ(t)−∇tζ(t)‖H1/2(S1)
≤ Cǫ(R)‖ζ(t)‖H1/2(S1) + C(‖φR(t)‖H1(S1), ‖φ(t)‖H1(S1))‖φR(t)− φ(t)‖H1(S1)‖∇tζ(t)‖H1/2(S1).
(3.95)
Since supt∈R ‖φR(t) − φ(t)‖H1(S1) → 0 as R → ∞, the asserted estimate follows from
(3.92)–(3.95). This completes the proof. 
Lemma 3.3 We have
‖S−1R ◦ dFx−,x+(ℓR) ◦ SR − dFx−,x+(ℓ)‖op(W 1,2(R,ℓ∗TF1,1/2(S1,N)),L2(R,ℓ∗TF1,1/2(S1,N))) → 0
as R→∞.
Proof. For Θ = (ξ, ζ) ∈ W 1,2(R, ℓ∗TF1,1/2(S1, N)), we have
S−1R ◦ dFx−,x+(ℓR) ◦ SR[Θ](t) = ∇tΘ(t) + S−1R (t)∇tSR(t)Θ(t)
+ S−1R (t) ◦ d∇1,1/2LH(ℓR(t)) ◦ SR(t)[Θ(t)]. (3.96)
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By (3.88), (3.91) and the uniform bound supt∈R ‖S−1R (t)‖H1(S1) ≤ C (which follows from [15,
Lemma 7.4] as in the proof of Lemma 3.2), we have
‖S−1R (t)∇tSR(t)Θ(t)‖Tℓ(t)F1,1/2(S1,N) ≤ ǫ(R)‖Θ(t)‖Tℓ(t)F1,1/2(S1,N) (3.97)
for some ǫ(R) > 0 with ǫ(R)→ 0 as R→∞.
On the other hand, by the estimate of Lemma 3.2 and ℓR → ℓ as R→∞ (in the sense
that (3.79), (3.80) hold), we easily see that
‖S−1R (t) ◦ d∇1,1/2LH(ℓR(t)) ◦ SR(t)[Θ(t)]− d∇1,1/2LH(ℓ(t))[Θ(t)]‖Tℓ(t)F1,1/2(S1,N))
≤ ǫ′(R)‖Θ(t)‖Tℓ(t)F1,1/2(S1,N)) (3.98)
for some ǫ′(R) > 0 with ǫ′(R) → 0 as R → ∞. From (3.96)–(3.98), the we have the
assertion of the lemma. 
Since the space of Fredholm operator is open in the space of bounded linear operators
with respect to the operator norm, in view of Lemma 3.3, if suffices to prove that S−1R ◦
dFx−,x+(ℓR) ◦ SR is Fredholm for all large R > 0. By Lemma 3.2, this is equivalent to the
assertion that dFx−,x+(ℓR) is Fredholm for all large R > 0. Notice also that the Fredholm
index of dFx−,x+(ℓ) is equal to that of dFx−,x+(ℓR) for all large R > 0. Since ℓR = x± when
±t ≥ R + 1, we have reduced the problem to the case where ℓ is constant near t = ±∞
as asserted.
Step 2. Proof of Proposition 3.4 for ℓ constant near t = ±∞.
Let us assume that ℓ ∈ W 1,2x−,x+(R,F1,1/2(S1, N)) satisfies ℓ(t) = x− for t ≤ −T and
ℓ(t) = x+ for t ≥ T for some T > 0. We set ℓ(t) = (φ(t), ψ(t)) and define the parallel
translation along the path φ(τ, s) (−T ≤ τ ≤ t) by Pt(s) : Tφ−(s)N → Tφ(t,s)N . Note that,
by our assumption, Pt(s) = P−T (s) for t ≤ −T and Pt(s) = PT (s) for t ≥ T . By [15,
Lemma 7.2], {Pt}t∈R defines families of bounded linear operators
Pt : H
1(S1, φ∗−TN)→ H1(S1, φ(t)∗TN) ⊂ H1(S1,Rk)
and
Pt = 1⊗Pt : H1/2(S1, S(S1)⊗φ∗−TN)→ H1/2(S1, S(S1)⊗φ∗(t)TN) ⊂ H1/2(S1, S(S1)⊗Rk),
which are continuous with respect to the respective operator norms. Since Pt is indepen-
dent of t outside of a compact set [−T, T ], there exists CT > 0 such that
‖Pt‖op(H1(S1,φ∗
−
TN),H1(S1,Rk)) ≤ CT (3.99)
and
‖Pt‖H1/2(S1,S(S1)⊗φ∗
−
TN),H1/2(S1,S(S1)⊗Rk)) ≤ CT (3.100)
for all t ∈ R. For Θ = (ξ, ζ) ∈ W 1,2(R, x∗−TF1,1/2(S1, N)) (i.e., ξ ∈ W 1,2(R, H1(S1, φ∗−TN)),
ζ ∈ W 1,2(R, H1/2(S1, S(S1) ⊗ φ∗−TN))), we define P(Θ)(t) = Pt(Θ(t)). By the defini-
tion, we have P(Θ)(t) ∈ ℓ∗(t)TF1,1/2(S1, N) for all t ∈ R. Moreover, by (3.99) and
(3.100), we see that P defines a bounded linear map P : W 1,2(R, Tx−F
1,1/2(S1, N)) →
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W 1,2(R, ℓ∗TF1,1/2(S1, N)). To see this, for Θ = (ξ, ζ) ∈ W 1,2(R, Tx−F1,1/2(S1, N)) we
have P(Θ)(t) = (Ptξ(t),Ptζ(t)) and
‖Ptξ(t)‖H1(S1) ≤ CT‖ξ(t)‖H1(S1), (3.101)
‖∇t(Ptξ(t))‖H1(S1) = ‖Pt∇tξ(t)‖H1(S1) ≤ CT‖∇tξ(t)‖H1(S1), (3.102)
‖Ptζ(t)‖H1/2(S1) ≤ CT‖ζ(t)‖H1/2(S1), (3.103)
‖∇t(Ptζ(t))‖H1/2(S1) = ‖Pt∇tζ(t)‖H1/2(S1) ≤ CT‖∇tζ(t)‖H1/2(S1) (3.104)
for all t ∈ R. By (3.101)–(3.104), integrating over R we have∫ ∞
−∞
(‖Ptξ(t)‖2H1(S1) + ‖∇t(Ptξ(t))‖2H1(S1)) dt ≤ C2T
∫ ∞
−∞
(‖ξ(t)‖2H1(S1) + ‖∇tξ(t)‖2H1(S1)) dt
and∫ ∞
−∞
(‖Ptζ(t)‖2H1/2(S1)+‖∇t(Ptζ(t))‖2H1/2(S1)) dt ≤ C2T
∫ ∞
−∞
(‖ζ(t)‖2H1/2(S1)+‖∇tζ(t)‖2H1/2(S1)) dt
and the claim is proved.
Since P is an isomorphism (the inverse is given by the parallel translation along the
curve φ(−τ) (−t ≤ τ ≤ T )), to complete the proof it suffices to prove the Fredholm
property and the index formula for the operator
P−1 ◦ dFx−,x+(ℓ) ◦ P :W 1,2(R, Tx−TF1,1/2(S1, N))→ L2(R, Tx−TF1,1/2(S1, N)). (3.105)
Since Pt is the parallel translation, we have
P−1 ◦ dFx−,x+(ℓ) ◦ P = ∇t + P−1 ◦ d∇1,1/2LH(ℓ) ◦ P.
We set A(t) := P−1t ◦ d∇1,1/2LH(ℓ(t)) ◦ Pt. We observe that
A(−∞) = A(−T ) = P−1−T ◦ d∇1,1/2LH(ℓ(−T )) ◦ P−T = d∇1,1/2LH(x−)
and
A(+∞) = A(T ) = P−1T ◦ d∇1,1/2LH(ℓ(T )) ◦ PT = P−1T ◦ d∇1,1/2LH(x+) ◦ PT
are invertible hyperbolic operators since we have assumed that x−, x+ ∈ crit(LH) are non-
degenerate. In this sense, the family of operators {A(t)}t∈R is asymptotically hyperbolic.
Moreover, we have:
Lemma 3.4 A(t) takes the following form
A(t) = d∇1,1/2LH(x−) +K(t),
where K(t) : Tx−F
1,1/2(S1, N)→ Tx−F1,1/2(S1, N) is compact for all t ∈ R.
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Proof. By an approximation argument as in [15, Lemma 7.6], we see that (−∇2s+1)−1/2∇s :
H1(S1, φ∗TN) → H1(S1, φ∗TN) ⊂ H1(S1,Rk) is a compact perturbation of (−∆ +
1)−1/2D : H1(S1, φ∗TN) → H1(S1,Rk), where the latter operator acts on H1(S1, φ∗TN)
by composition with the canonical embedding H1(S1, φ∗TN) ⊂ H1(S1,Rk). Thus, the
difference of their squares (−∇2s + 1)−1∇2s − (−∆+ 1)−1∆ is also compact. Since ∇s is a
compact perturbation of D (the later acts on vector fields along φ after composing with
the canonical embedding φ∗TN ⊂ Rk as above), (−∇2s + 1)−1∇2s is a compact perturba-
tion of (−∆+ 1)−1∇2s. By a similar reasoning, (1 + |Dφ|)−1Dφ is a compact perturbation
of (1 + |D|)−1Dφ (again, (1 + |D|)−1 acts on spinors along φ after composing with the
canonical embedding S(S1)⊗ φ∗TN ⊂ S(S1)⊗Rk). Thus, by the formula (2.5) in §2, we
see that d∇1,1/2LH(ℓ(t)) takes the following form
d∇1,1/2LH(ℓ(t)) =
(
(−∇2s + 1)−1∇2s O
O (1 + |Dφ(t)|)−1Dφ(t)
)
+Kt (3.106)
for some compact operator Kt : Tℓ(t)F
1,1/2(S1, N)→ Tℓ(t)F1,1/2(S1, N). Similarly, we have
d∇1,1/2LH(x−) =
(
(−∇2s + 1)−1∇2s O
O (1 + |Dx−|)−1Dx−
)
+K (3.107)
for some compact operator K : Tx−F
1,1/2(S1, N)→ Tx−F1,1/2(S1, N).
Defining ∇˜s = P−1 ◦ ∇s ◦ P and D˜φ = P−1 ◦ Dφ ◦ P, by (3.106) we have
P−1t ◦ d∇1,1/2LH(ℓ(t)) ◦ Pt =
(
(−∇˜2s + 1)−1∇˜2s O
O (1 + |D˜φ(t)|)−1D˜φ(t)
)
+ K˜t, (3.108)
where K˜t = P
−1
t ◦Kt◦Pt : Tx−F1,1/2(S1, N)→ Tx−F1,1/2(S1, N) is compact. By [15, Lemma
7.6], {(1 + |D˜φ(t)|)−1D˜φ(t) − (1 + |Dx−|)−1Dx−}t∈R defines a continuous family of compact
operators. By the same reasoning, {(−∇˜2s+1)−1/2∇˜s−(−∇2s+1)−1/2∇s}t∈R is a continuous
family of compact operators and therefore the difference of their squares {(−∇˜2s+1)−1∇˜2s−
(−∇2s + 1)−1∇2s}t∈R also defines a continuous family of compact operators. From this
observation, comparing (3.107) and (3.108), the assertion of the lemma follows. 
We now complete the proof of Step 2. By Lemma 3.4, we are now in a position to apply
the result of Abbondandolo-Majer [1, Theorem 3.4], [2, Theorem B]. In fact, using the non-
degeneracy of x− ∈ crit(LH), d∇1,1/2LH(x−) is a hyperbolic operator. Combining this with
Lemma 3.4, we can apply Theorem 3.4 of [1] (see also Theorem B of [1]) and conclude that
P−1 ◦dFx−,x+(ℓ)◦P = ∇t+A(t) : W 1,2(R, Tx−TF1,1/2(S1, N))→ L2(R, Tx−TF1,1/2(S1, N))
is Fredholm. In this setting, by [4, §4.3], its index is given by the spectral flow of the
family of operators {A(t)}t∈R:
index(dFx−,x+(ℓ)) = index(P
−1 ◦ dFx−,x+(ℓ) ◦ P) = sf{A(t)}−∞≤t≤+∞. (3.109)
By our definition of the relative Morse index in Definition 2.1 in §2 (we can choose the
base point of the path as (φ0, ψ0) = (φ(0), ψ(0)), we have
sf{A(t)}−∞≤t≤+∞ = sf{A(t)}−T≤t≤T
= sf{A(t)}−T≤t≤0 + sf{A(t)}0≤t≤T
= µH(x−)− µH(x+). (3.110)
27
By (3.109) and (3.110), we have the desired index formula. 
For x− = (φ−, ψ−), x+ = (φ+, ψ+) ∈ crit(LH), we denote by M(x−, x+) the space of
solutions to the negative gradient flow equations starting from x− and ending at x+,
M(x−, x+) = {ℓ ∈ W 1,2x−,x+(R,F1,1/2(S1, N)) : Fx−,x+(ℓ) = 0}.
By Proposition 3.4 and the implicit function theorem, if 0 ∈ L2(R, TF1,1/2(S1, N)) is a
regular value of Fx−,x+,M(x−, x+) is a manifold of dimension µH(x−)−µH(x+). When x− 6=
x+, R acts freely onM(x−, x+) by time shift: R×M(x−, x+) ∋ (a, ℓ) 7→ ℓ(·+a) ∈M(x−, x+).
The quotient of M(x−, x+) by this action is denoted by Mˆ(x−, x+) := M(x−, x+)/R. This
is the set of negative gradient flow lines and if 0 ∈ L2(R, TF1,1/2(S1, N)) is a regular value
of Fx−,x+, Mˆ(x−, x+) is a manifold of dimension µH(x−)− µH(x+)− 1.
3.4 Compactness of flow lines
In this section, we prove compactness properties of the spacesM(x−, x+) and Mˆ(x−, x+) for
x− = (φ−, ψ−), x+ = (φ+, ψ+) ∈ crit(LH). The first result is a consequence of Proposition
3.3.
Proposition 3.5 M(x−, x+) ⊂ C0loc(R,F1,1/2(S1, N)) is relatively compact.
Proof. Let ℓ = (ψ, φ) ∈ M(x−, x+) be arbitrary. LH(ℓ(t)) is non-increasing along the
negative flow line ℓ and we have
LH(x−) ≤ LH(ℓ(t)) ≤ LH(x+)
for all t ∈ R. By Proposition 3.3, this implies the following for some C = C(x−, x+)
depending only on LH(x−) and LH(x+),
sup
t∈R
‖φ(t)‖
C2,
2
3 (S1)
+ sup
t∈R
‖ψ(t)‖
C1,
2
3 (S1)
≤ C(x−, x+). (3.111)
By (3.111) and the compactness of the embedding C2,
2
3 (S1) × C1, 23 (S1) ⊂ H1(S1) ×
H1/2(S1), {ℓ(t) : ℓ ∈ M(x−, x+), t ∈ R} ⊂ F1,1/2(S1, N) is relatively compact. By the
gradient flow equation (3.7), (3.8) and the elliptic regularity for the elliptic operators
−∆ + 1 and 1 + |D|, (3.111) implies that there exists another constant C = C(x−, x+)
depending only on LH(x−) and LH(x+) such that
sup
t∈R
‖∂tφ(t)‖C2, 23 (S1) + sup
t∈R
‖∂tψ(t)‖C1, 23 (S1) ≤ C(x−, x+). (3.112)
Using the mean value theoremS and the compactness of the embedding C2,
2
3 (S1) ×
C1,
2
3 (S1) ⊂ H1(S1) × H1/2(S1), (3.112) implies that M(x−, x+) ⊂ C0(R,F1,1/2(S1, N))
is an equicontinuous family. Therefore, by the Ascoli-Arzela` theorem, M(x−, x+) ⊂
C0loc(R,F
1,1/2(S1, N)) is relatively compact as asserted. This completes the proof. 
Under the conditions (1.2) and (1.4), LH satisfies the Palais-Smale condition:
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Proposition 3.6 Assume that H ∈ C1(S1×S(S1)⊗TN) satisfies (1.2) and (1.4). Then
LH satisfies the Palais-Smale condition in the following sense:
Let us assume that {ℓn} = {(φn, ψn)} ∈ F1,1/2(S1, N) satisfies supn≥1LH(ℓn) < +∞ and
‖∇1,1/2LH(ℓn)‖TℓnF1,1/2(S1,N) → 0 as n → ∞. Then there exists a subsequence {ℓnk} ⊂{ℓn} and ℓ∞ = (φ∞, ψ∞) ∈ crit(LH) such that ‖ℓn − ℓ∞‖H1(S1,Rk)×H1/2(S1,S(S1)⊗Rk) → 0 as
n→∞.
Proof. Note that, in [15, Lemma 5.1], the Palais-Smale condition for LH has been verified
under slightly different condition onH . To the present case, essentially the same argument
in that paper applies and we omit the details here. 
We next turn to the compactness issue of the set of flow lines. Recall from the last
subsection, for x− = (φ−, ψ−), x+ = (φ+, ψ+) ∈ crit(LH), Mˆ(x−, x+) denotes the set of
negative gradient flow lines connecting x− and x+. For ℓ ∈ M(x−, x+), the associated flow
line (compactified at both ends) ℓ(R) := {x−} ∪ ℓ(R) ∪ {x+} ⊂ F1,1/2(S1, N) is compact.
We define on Mˆ(x−, x+) a metric dH via
dH(ℓˆ1, ℓˆ2) = dHausdorff(ℓ1(R), ℓ2(R)),
where ℓˆi ∈ Mˆ(x−, x+) (i = 1, 2) are flow lines corresponding to ℓi ∈ M(x−, x+) and
dHausdorff is the Hausdorff distance defined on compact sets in F
1,1/2(S1, N). In the next
proposition, we show that the metric space (Mˆ(x−, x+), dH) is relatively compact. We also
give a characterization of its closure Mˆ(x−, x+).
Proposition 3.7 The metric space (Mˆ(x−, x+), dH) is relatively compact, i.e., for any
sequence {ℓˆn} ⊂ Mˆ(x−, x+), there exists a subsequence {ℓˆnk} and a compact subset K∞ ∈
F1,1/2(S1, N) such that dHausdorff(ℓnk(R), K∞) → 0 as nk → ∞. The limit K∞ has the
following properties:
(1) K∞ is invariant under the negative gradient flow of LH ,
(2) If LH is a Morse function on F
1,1/2(S1, N), there exist finitely many critical points
x− = x0, x1, . . . , xk−1, xk = x+ ∈ crit(LH) and ℓi ∈ M(xi, xi+1) for 0 ≤ i ≤ k − 1 such
that K∞ =
⋃k−1
i=0 ℓi(R).
Proof. Since LH is non-increasing along the negative gradient flow, we have LH(x+) ≤
LH(ℓn(t)) ≤ LH(x−) for all n ≥ 1 and t ∈ R. Using Proposition 3.3, this implies the
following uniform estimate
sup
t∈R
‖φn(t)‖C2,2/3(S1) + sup
t∈R
‖ψn(t)‖C1,2/3(S1) ≤ C (3.113)
for some C > 0 independent of n, where ℓn = (φn, ψn). Thus, there exists R > 0 such
that
ℓn(R) ⊂ BR(C2,2/3(S1)× C1,2/3(S1)) ∩ F1,1/2(S1, N),
where BR(C
2,2/3(S1) × C1,2/3(S1)) is the closed ball of radius R with center at (0, 0) in
C2,2/3(S1,Rk) × C1,2/3(S1, S(S1) ⊗ Rk). Since the embedding C2,2/3(S1) × C1,2/3(S1) ⊂
H1(S1)×H1/2(S1) is compact, the inclusion BR(C2,2/3(S1)×C1,2/3(S1))∩F1,1/2(S1, N) ⊂
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F1,1/2(S1, N) is compact. Since the set of compact subsets in a compact metric space is
compact with respect to the Hausdorff distance, there exists a subsequence {ℓnk} and a
compact subset K∞ ⊂ BR(C2,2/3(S1)× C1,2/3(S1)) ∩ F1,1/2(S1, N) such that
dHausdorff(ℓnk(R), K∞)→ 0 as nk →∞.
Because all the flow lines ℓnk(R) are invariant under the negative gradient flow, by the
Hausdorff convergence, K∞ is also invariant under the negative gradient flow and this
finishes the proof of (1).
To prove the second assertion, assume LH is Morse. Since LH(x−) ≤ LH ≤ LH(x+) on
K∞, by the Hausdorff convergence, the Palais-Smale condition (Proposition 3.6) and the
Morse property, there are at most finitely many critical points on K∞. Since x± ∈ ℓn(R)
for all n, we also have x± ∈ K∞ by the Hausdorff convergence. To complete the proof, we
need to show the following:
(i) For any c ∈ R with LH(x+) ≤ c ≤ LH(x−), the set K∞ ∩ L−1H (c) consists of exactly
one point.
(ii) For any c ∈ R with c < LH(x+) or c > LH(x−), we have K∞ ∩ L−1H (c) = ∅.
As for (ii), observe that for any n, ℓn(R)∩L−1H (c) 6= ∅ if and only if LH(x+) ≤ c ≤ LH(x−).
Thus, the assertion (ii) follows form the Hausdorff convergence dHausdorff(ℓnk(R), K∞)→ 0.
Therefore, we also have K∞ ∩ L−1H (c) 6= ∅ for LH(x+) ≤ c ≤ LH(x−). Thus, it remains to
prove #(K∞ ∩ L−1H (c)) = 1 for any c ∈ R with LH(x+) ≤ c ≤ LH(x−). In order to prove
this fact, we assume by contradiction that there are two distinct points y, z ∈ K∞∩L−1H (c)
for some c ∈ R with LH(x+) ≤ c ≤ LH(x−). Again, from the Hausdorff convergence
ℓnk(R)→ K∞ and the fact that ℓnk(R) is a flow line, there exists yk ∈ ℓnk(R) and tk ∈ R
such that yk → y and zk := ℓ(tk, yk) → z as k → ∞, where ℓ(t, y) is the solution to the
negative gradient flow equation (3.9) with ℓ(0, y) = y. We may assume tk ≥ 0, otherwise
we simply reverse the roles of xk and yk. Under this assumption, we have∫ tk
0
‖∇1,1/2LH(ℓnk(t, yk))‖2TF1,1/2(S1,N) dt
= LH(yk)− LH(ℓ(tk, yk))→ LH(y)− LH(z) = 0. (3.114)
Knowing that LH is Morse and satisfies the Palais-Smale condition (see Proposition 3.6),
the set crit(LH)∩L−1H ([LH(z),LH(x)]) is finite, (3.114) implies that tk → 0 or ℓ([0, tk], yk)
converges to some critical point of LH . In any case, we arrive at the contradiction y = z.
This completes the proof. 
We assume that LH is a Morse function on F
1,1/2(S1, N) and
Fx−,x+ :W
1,2
x−,x+
(R,F1,1/2(S1, N))→ L2(R, TF1,1/2(S1, N))
defined by (3.78) has 0 ∈ L2(R, TF1,1/2(S1, N)) as a regular value. Under this assumption,
if x− 6= x+, Mˆ(x−, x+) is a manifold of dimension µH(x−)−µH(x+)− 1 as remarked at the
end of the last subsection. Under these assumptions, as a corollary of Proposition 3.7, we
have:
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Corollary 3.1 Under the above assumption, we have
(1) If µH(x−) − µH(x+) = 1, Mˆ(x−, x+) is a compact 0-dimensional manifold, hence it
consists of at most finitely many points.
(2) If µH(x−) − µH(x+) = 2, Mˆ(x−, x+) is a 1-dimensional manifold and has a com-
pactification Mˆ(x−, x+). The boundary ∂Mˆ(x−, x+) of this manifold (if non-empty)
consists of broken flow lines of the form ℓ1(R) ∪ ℓ2(R) for some ℓ1 ∈ M(x−, y) and
ℓ2 ∈M(y, x+), where y ∈ crit(LH) with µH(x−)− µH(y) = 1.
3.5 Gluing negative gradient flow lines
We shall show that the converse of the compactness result (Corollary 3.1 (2)) holds under
a certain transversality assumption.
Let x, y, z ∈ crit(LH) be such that µH(x) = µH(z) + 1 = µH(y) + 2 and consider
ℓ1 ∈ M(x, z) and ℓ2 ∈ M(z, y). We assume that dFx,z(ℓi) : W 1,2(R, ℓ∗iTF1,1/2(S1, N)) →
L2(R, ℓ∗iTF
1,1/2(S1, N)) are surjective for i = 1, 2. We shall prove in what follows that
under the above assumption, there exists a family of solutions {ℓ1,2;R}R to the negative
gradient flow equation
dℓ1,2;R
dt
+∇1,1/2LH(ℓ1,2;R) = 0 parametrized by large R >> 1 such
that the flow line ℓ1,2;R(R) converges to ℓ1(R)∪ ℓ2(R) in the Hausdorff metric as R→∞.
To construct such solutions, we first construct pregluings ℓ1#Rℓ2 of ℓ1 and ℓ2 for all large
R >> 1 which are good approximate solutions to the negative gradient flow equation.
We set ℓi = (φi, ψi) for i = 1, 2 and z = (φz, ψz).
Construction of pregluing φ1#Rφ2:
Let α ∈ C∞(R) be such that α(t) = 0 for t ≤ −1, α(t) = 1 for t ≥ 1 and 0 ≤ α(t) ≤ 1
for −1 ≤ t ≤ 1. For R > 0, we set αR(t) = α(R−1t). By definition (see (3.74), (3.75)), φ1
and φ2 are expressed as
φ1(t) = expφz(X1,+(t)) for t ≥ T1,
φ2(t) = expφz(X2,−(t)) for t ≤ −T2,
where T1, T2 > 0,X1,+ ∈ W 1,2([T1,∞), H1(S1, φ∗zTN)) andX2,− ∈ W 1,2((−∞,−T2], H1(S1, φ∗zTN)).
For R > max{T1, T2}, we define pregluing φ1#Rφ2 by
φ1#Rφ2 =


φ1(t+ 2R) (t ≤ −R)
expφz((1− αR(t))X1,+(t+ 2R) + αR(t)X2,−(t− 2R)) (−R ≤ t ≤ R)
φ2(t− 2R) (t ≥ R),
Construction of pregluing ψ1#Rψ2:
By definition (see (3.76), (3.77)), ψ1 and ψ2 are expressed as
ψ1(t) = S1,+,t(ψz + ξ1,+(t)) for t ≥ T1,
ψ2(t) = S2,−,t(ψz + ξ2,−(t)) for t ≤ −T2,
where ξ1,+ ∈ W 1,2([T1,∞), H1/2(S1, S(S1)⊗φ∗zTN)), ξ2,− ∈ W 1,2((−∞,−T2], H1/2(S1, S(S1)⊗
φ∗zTN)), where S1,+,t : φz(t)
∗TN → φ1(t)∗TN is the parallel translation along the path
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[0, 1] ∋ τ 7→ expφz(τX1,+(t)) ∈ N for t ≥ T1 and S2,−,t : φz(t)∗TN → φ2(t)∗TN is the
parallel translation along path [0, 1] ∋ τ 7→ expφz(τX2,−(t)) for t ≤ −T2.
For R > max{T1, T2}, we define pregluing ψ1#Rψ2 by
ψ1#Rψ2 =


ψ1(t+ 2R) (t ≤ −R)
S1,2,R;t(ψz + (1− αR(t))ξ1,+(t+ 2R) + αR(t)ξ2,−(t− 2R)) (−R ≤ t ≤ R)
ψ2(t− 2R) (t ≥ R),
where S1,2,R;t : φz(t)
∗TN → (φ1#Rφ2)(t)∗TN is the parallel translation along path [0, 1] ∋
τ 7→ expφz(τX1,2,R;t), where we set X1,2,R;t = (1−αR(t))X1,+(t+2R)+αR(t)X2,−(t−2R).
We then define pregluing ℓ1#Rℓ2 by ℓ1#Rℓ2 = (φ1#Rφ2, ψ1#Rψ2). The following
properties of the pregluing can be checked from the construction:
• The flow line ℓ1#Rℓ2(R) converges to the broken flow line ℓ1(R)∪ℓ2(R) in the Hausdorff
metric as R→∞.
• Fx,y(ℓ1#Rℓ2) → 0 as R → ∞. Thus, for large R > 0, ℓ1#Rℓ2 is a good approximate
solution to the negative gradient flow equation.
A genuine solution to the equation Fx,y(ℓ) = 0 can be constructed as a small pertur-
bation of ℓ1#Rℓ2.
Proposition 3.8 Let us assume that x, y, z ∈ crit(LH) with µH(x) = µH(z)+1 = µH(y)+
2. Let ℓ1 ∈ M(x, z) and ℓ2 ∈ M(z, y) be regular solutions to the negative gradient flow
equation in the sense that dFx,z(ℓi) :W
1,2(R, ℓ∗iTF
1,1/2(S1, N))→ L2(R, ℓ∗iTF1,1/2(S1, N))
are surjective for i = 1, 2. Then there exists R0 > 0 such that the following holds:
For any R ≥ R0, there exists a unique small t(X1,2;R, ξ1,2;R) with
t(X1,2;R, ξ1,2;R) ∈
(
1 0
−Γ(ℓ1#Rℓ2) 1
)(
ker(dFx,y(ℓ1#Rℓ2))
⊥
)
,
such that ℓ1,2;R := (expφ1#Rφ2(X1,2;R), S(X1,2;R)(ψ1#Rψ2+ξ1,2;R)) ∈ W 1,2(R,F1,1/2(S1, N))
solves the equation Fx,y(ℓ1,2;R) = 0, where
Γ(ℓ1#Rℓ2)[X ] = −(ψ1#Rψ2)kXjΓijk(φ1#Rφ2)⊗
∂
∂yi
(φ1#Rφ2)
for X = Xj(t) ∂
∂yj
((φ1#Rφ2)(t)) ∈ W 1,2(R, H1(S1, (φ1#Rφ2)∗TN)), ker(dFx,y(ℓ1#Rℓ2))⊥
is the orthogonal complement of ker(dFx,y(ℓ1#Rℓ2)) ⊂ W 1,2(R, (ℓ1#Rℓ2)∗TF1,1/2(S1, N))
and S(X1,2;R) : Tφ1#Rφ2N → Texpφ1#Rφ2 (X1,2;R)N is the parallel translation along the path
[0, 1] ∋ τ 7→ expφ1#Rφ2(τX1,2;R) ∈ N .
Proof. By the regularity of ℓ1 and ℓ2, we first observe that for large R > 0,
dFx,y(ℓ1#Rℓ2) : W
1,2(R, (ℓ1#Rℓ2)
∗TF1,1/2(S1, N))→ L2(R, (ℓ1#Rℓ2)∗TF1,1/2(S1, N))
is surjective. To see this, we notice that Proposition 3.4 and the surjectivity of dFx,z(ℓ1)
and dFz,y(ℓ2) implies the existence of a bounded right inverses Rx,z;ℓ1 : L
2(R, ℓ∗1TF
1,1/2(S1, N))→
W 1,2(R, ℓ∗1F
1,1/2(S1, N)) and Rz,y;ℓ2 : L
2(R, ℓ∗2TF
1,1/2(S1, N)) → W 1,2(R, ℓ∗2F1,1/2(S1, N))
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of dFx,z(ℓ1) and dFz,y(ℓ2), respectively. By gluing these right inverses appropriately, we
obtain an approximate right inverse of dFx,y(ℓ1#Rℓ2) as follows. Let β, γ ∈ C∞(R) be such
that β(t) = 1 for t ≤ −1, β(t) = 0 for t ≥ 1, 0 ≤ β(t) ≤ 1 for −1 ≤ t ≤ 1, γ(t) = β(−t)
for all t ∈ R and β(t)2 + γ(t)2 = 1 for all t ∈ R. For R > 0, we set βR(t) = β(R−1t) and
γR(t) = γ(R
−1t). We define
Rx,z,y;ℓ1#Rℓ2 =


τ2RRx,z;ℓ1τ−2R (t ≤ −R)
βRS
−1
1 τ2RRx,z;ℓ1τ−2RS1βR + γRS
−1
2 τ−2RRz,y;ℓ2τ2RS2γR (−R ≤ t ≤ R)
τ−2RRz,y;ℓ2τ2R (t ≥ R),
where for a ∈ R, τa is the time shift operator defined by τaℓ(t) = ℓ(t + a), S1 and S2
are parallel translations along paths [0, 1] ∋ τ 7→ expφz(τX1,+(t + 2R) + (1 − τ)X1,2,R;t)
and [0, 1] ∋ τ 7→ expφz(τX2,−(t − 2R) + (1 − τ)X1,2,R;t), respectively. Observe that
Rx,z,y;ℓ1#Rℓ2 defines a bounded linear operator between L
2(R, (ℓ1#Rℓ2)
∗TF1,1/2(S1, N))
and W 1,2(R, (ℓ1#Rℓ2)
∗TF1,1/2(S1, N)). Moreover, form the definition of Rx,z,y;ℓ1#Rℓ2 it
can be easily checked that the operator norm
‖Rx,z,y;ℓ1#Rℓ2‖op(L2(R,(ℓ1#Rℓ2)∗TF1,1/2),W 1,2(R,(ℓ1#Rℓ2)∗TF1,1/2))
is uniformly bounded for large R > 0 and
‖dFx,y(ℓ1#Rℓ2) ◦ Rx,z,y;ℓ1#Rℓ2 − 1L2(R,(ℓ1#Rℓ2)∗TF1,1/2)‖op(L2(R,(ℓ1#Rℓ2)∗TF1,1/2)) → 0 (3.115)
as R→∞.
By (3.115), dFx,y(ℓ1#Rℓ2) : W
1,2(R, (ℓ1#Rℓ2)
∗TF1,1/2(S1, N))→ L2(R, (ℓ1#Rℓ2)∗TF1,1/2(S1, N))
is onto for all large R > 0 and there exists a right inverse
Rℓ1,ℓ2;R : L
2(R, (ℓ1#Rℓ2)
∗TF1,1/2(S1, N))→W 1,2(R, (ℓ1#Rℓ2)∗TF1,1/2(S1, N))
whose operator norm is uniformly bounded for all large R > 0.
We next observe that the differential of the map
H1(S1, (φ1#Rφ2)
∗TN)×H1/2(S1, S(S1)⊗ (φ1#Rφ2)∗TN) ∋ (X, ξ)
7→ (expφ1#Rφ2(X), S(X)(ψ1#Rψ2 + ξ)) ∈ F1,1/2(S1, N)
at (X, ξ) = (0, 0) is given by
H1(S1, (φ1#Rφ2)
∗TN)×H1/2(S1, S(S1)⊗ (φ1#Rφ2)∗TN) ∋
(
X
ξ
)
7→
(
1 0
Γ(ℓ1#Rℓ2) 1
)(
X
ξ
)
∈ H1(S1, (φ1#Rφ2)∗TN)×H1/2(S1, S(S1)⊗ (φ1#Rφ2)∗TN)
∼= Tℓ1#Rℓ2F1,1/2(S1, N), (3.116)
where Γ(ℓ1#Rℓ2) : H
1(S1, (φ1#Rφ2)
∗TN)→ H1/2(S1, S(S1)⊗ (φ1#Rφ2)∗TN) is given by
Γ(ℓ1#Rℓ2)[X ] = −(ψ1#Rψ2)kXjΓijk(φ1#Rφ2)⊗
∂
∂yi
(φ1#Rφ2)
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and the identification Tℓ1#Rℓ2F
1,1/2(S1, N) ∼= H1(S1, (φ1#Rφ2)∗TN) × H1/2(S1, S(S1) ⊗
(φ1#Rφ2)
∗TN) is as in (3.2) (see also [15, (3.17), (3.19)]). In fact, (3.116) is the differential
of the local coordinate map of F1,1/2(S1, N) at ℓ1#Rℓ2.
We then find a genuine solution to the equation Fx,y(ℓ) = 0 in the following form,
ℓ = ℓ1,2;R := (expφ1#Rφ2(X), S(X)(ψ1#Rψ2 + ξ)),
where (X, ξ) ∈ W 1,2(R, H1(S1, (φ1#Rφ2)∗TN)×H1/2(S1, S(S1)⊗ (φ1#Rφ2)∗TN)) takes
the form (
1 0
Γ(ℓ1#Rℓ2) 1
)(
X
ξ
)
= Rℓ1,ℓ2;R(η) (3.117)
for some η ∈ L2(R, (ℓ1#Rℓ2)∗TF1,1/2(S1, N)).
Note that (3.117) implies that
‖X‖W 1,2(R,H1(S1,(φ1#Rφ2)∗TN) + ‖ξ‖H1/2(S1,S(S1)⊗(φ1#Rφ2)∗TN))
≤ C‖η‖L2(R,(ℓ1#Rℓ2)∗TF1,1/2) (3.118)
for some C > 0 independent of large R > 0.
By the Taylor expansion, when X, ξ is given by (3.117) we have
F(X, ξ) : = Fx,y(expφ1#Rφ2(X), S(X)(ψ1#Rψ2 + ξ))
= Fx,y(ℓ1#Rℓ2) + dFx,y(ℓ1#Rℓ2)
(
1 0
Γ(ℓ1#Rℓ2) 1
)(
X
ξ
)
+ r(X, ξ)
= Fx,y(ℓ1#Rℓ2) + dFx,y(ℓ1#Rℓ2) ◦ Rℓ1,ℓ2;R(η) + r(X, ξ)
= Fx,y(ℓ1#Rℓ2) + η + r(X, ξ),
where the remainder term r(X, ξ) satisfies r(X, ξ) = o(‖η‖L2(R,(ℓ1#Rℓ2)∗TF1,1/2)) by (3.118).
Since Fx,y(ℓ1#Rℓ2) → 0 as R → ∞, by the standard Banach fixed point argu-
ment, there is a unique small η ∈ L2(R, (ℓ1#Rℓ2)∗TF1,1/2(S1, N)) such that the equation
F(X, ξ) = 0 holds for X, ξ defined through (3.117). This completes the proof. 
4 Definition of the Morse-Floer homology under the
transversality condition
Throughout this section, we assume that the following conditions are satisfied for LH ,
where H ∈ H3p+1:
(i) LH is a Morse function on F
1,1/2(S1, N).
(ii) The negative gradient flow system dℓ
dt
= −∇1,1/2LH(ℓ) defines a Morse-Smale sys-
tem. This means that 0 ∈ L2(R,C0,α(M)) is a regular value of the map ℓ 7→
dℓ
dt
+∇1,1/2LH(ℓ).
Under the above assumption (i), (ii), for p ∈ Z we define
Cp(LH) :=
⊕
x∈critp(LH )
Z〈z〉 (4.1)
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and
Cp(LH ;Z2) = Cp(LH)⊗ Z2, (4.2)
where critp(LH) = {x ∈ crit(LH) : dLH(x) = 0, µH(x) = p}. Thus {Cp(LH ;Z2)}p∈Z is a
graded group with grading given by the relative Morse index.
For x, y ∈ crit(LH) with µH(x)− µH(y) = 1, under the above assumption (i), (ii) and
Corollary 3.1, Mˆ(x, y) is a finite set. For p ∈ Z, we define
∂p(LH)〈x〉 =
∑
y∈critp−1(LH )
n(x, y)〈y〉 (4.3)
for a generator x ∈ crit(LH), where n(x, y) = #Mˆ(x, y) (mod 2), and extend linearly to
define ∂p(LH) : Cp(LH ;Z2)→ Cp−1(LH ;Z2).
We note that the sum in (4.3) is finite and (4.3) is well-defined. Indeed, for y ∈ crit(LH)
with n(x, y) 6= 0, there holds M(x, y) 6= ∅ and there exists a flow line connecting x and
y. Since LH is non-increasing along the negative gradient flow, we have LH(y) ≤ LH(x).
Then by the condition (i) and the Palais-Smale condition (see Proposition 3.6), the set
{y ∈ crit(LH) : LH(y) ≤ LH(x)} is a finite set. Thus the set of points y ∈ critp−1(LH)
with n(x, y) 6= 0 is a finite set for any x ∈ critp(LH) and the sum in (4.3) is finite. By the
standard argument, we have
Proposition 4.1 {(Cp(LH ;Z2), ∂p(LH))}p∈Z is a chain complex, that is, the following
holds
∂p−1(LH) ◦ ∂p(LH) = 0
for all p ∈ Z.
Proof. Let x ∈ critp(LH) be arbitrary. We have
∂p−1 ◦ ∂p〈x〉 =
∑
y∈critp−2(LH)
∑
z∈critp−1(LH)
n(x, z)n(z, y)〈y〉. (4.4)
For arbitrary y ∈ critp−2(LH), as we have observed in Corollary 3.1, Mˆ(x, y) is a com-
pact 1-dimensional manifold with boundary if it is not empty. The components of its
boundary consists of broken flow lines with exactly one breaking, i.e., any component is
a broken flow line of the form ℓ1(R) ∪ ℓ2(R), where ℓ1 ∈ M(x, z), ℓ2 ∈ M(z, y) for some
z ∈ critp−1(LH). The converse is also true by the gluing result Proposition 3.8. Thus the
number
∑
z∈critp−1(LH )
n(x, z)n(z, y) (mod 2) is the number (mod 2) of the connected com-
ponents of the boundary of Mˆ(x, y). Since the number of the components of 1-dimensional
manifold is even, (4.4) is 0 (mod 2). This completes the proof. 
Definition 4.1 Given p ≥ 3. For H ∈ H3p+1 satisfying (i) and (ii) above, we denote by
HF∗(LH ,F
1,1/2(S1, N);Z2) the homology of the chain complex {(Cp(LH), ∂p(LH)}p∈Z:
HFp(LH ,F
1,1/2(S1, N);Z2) :=
ker ∂p(LH)
Im ∂p+1(LH)
.
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5 Transversality
5.1 The Morse property is generic
First, we need to construct a separable Banach space of perturbations. So we let {pi}i∈N
be a dense family of points in N and similarly, for each pi we consider a dense family
of vectors {zij}j∈N ⊂ TpiN . For a fixed r > 0 less than the injectivity radius of N , we
can identify points in Br(pi) with vectors in TpiN , that is if p ∈ Br(pi), vp is uniquely
determined by p = exppi(vp). So we define now the functions Vi,j : N → R by
Vi,j(p) =
{
ρ(|vp|2)gpi(vp, zji ) if |vp| < r2
0 otherwise
, (5.1)
where | · | = g(·, ·) 12 and ρ is a cut-off function supported in [0, r2
2
], ρ = 1 on [0, r
2
4
].
Similarly, we choose a dense family of spinors {ϕji}j∈N ∈ S1 ⊗ TpiN and construct the
functions W ki,j defined by
W ki,j(p, ψ) =
{
ρ(|ψ(p)|2)ρ(|vp|2)〈ψ(p), ϕji 〉 if |vp| < r2 and |ψ(p)| < Rk2
0 otherwise
, (5.2)
where {Rk}k∈N is an increasing dense sequence of positive rational numbers. We define the
space of perturbations H3b by U ∈ H3b if and only if there exist two sequences of numbers
{cij} and {dijk}, a function β ∈ C3(S1,R) so that
U(t, p, ψ) = β(t)
∑
i,j,k
cijVi,j(p) + dijkW
k
i,j(p, ψ),
with
‖U‖3,b := ‖β‖C3 +
∑
i,j,k
|ci,j|‖Vi,j‖C3 + |dijk|‖W ki,j‖C3 <∞.
One can easily see that H3b is a separable Banach space with the norm ‖ · ‖3,b since it is
isomorphic to C3(S1)× ℓ1. Now we can state the following:
Proposition 5.1 There exists a residual set Hreg ⊂ H3b such that LH+h is a Morse func-
tion on F1,1/2(S1, N) for every h ∈ Hreg.
Indeed, we consider the map G : F1,1/2(S1, N)×H3b → TF1,1/2(S1, N) defined by
G(φ, ψ, h) = ∇1,1/2LH+h(φ, ψ).
The following lemma holds:
Lemma 5.1 Fix (φ0, ψ0, h) ∈ G−1(0), then the map
dG(φ0, ψ0, h) : T(φ0,ψ0)F
1,1/2(S1, N)×H3b → T(φ0,ψ0)F1,1/2(S1, N)
is surjective.
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Proof: The proof follows closely the idea in [28]. In order to do this, we will show that
Ran(dG(φ0, ψ0, h)) is dense, which is equivalent to showing that
Ran(dG(φ0, ψ0, h))
⊥ = {0}
So we take Z = (Z1, Z2) ∈ Ran(dG(φ0, ψ0, h))⊥, then
〈Z, d(φ,ψ)G(φ0, ψ0, h)ξ〉 = 0
for all ξ ∈ T(φ0,ψ0)F1,2(S1, N) and
〈Z, dhG(φ0, ψ0, h)V 〉 = 0
for all V ∈ H3b . Now since H ∈ H3p+1 and h ∈ H3b , it is easy to see from the first equation
that Z is a solution to a linear system of differential equations with coefficients in C1 and
thus Z is C3. Now we have
dhG(φ0, ψ0, h)V =
[ −(−∆+ 1)−1∇φV
−(|D|+ 1)−1∇ψV
]
.
Assume first that there exists t0 ∈ S1 such that Z1(t0) 6= 0. We can then consider a
small interval (t0 − δ, t0 + δ) for δ > 0 and small, and r > 0 and less than the injectivity
radius, so that φ0(t) = expφ0(t0)(ξ(t)) and |ξ(t)| < r/2 for t ∈ (t0− δ, t0+ δ). Also, for p ∈
Br(φ0(t0)), we have the existence of a unique vector vp ∈ Tφ(t0)N so that p = expφ0(t0)(vp).
By taking δ even smaller, we can assume by continuity that
g(Z1(t), Z1(t0)) > 0, for t ∈ (t0 − δ, t0 + δ).
Therefore, we can define now the following function
V (t, p) =
{
γ(t)ρ(|vp|2)g(vp, Z1(t0)) if |vp| < r2
0 otherwise
,
γ a cut-off function supported in (t0 − δ2 , t0 + δ2). It is easy to see that
〈Z, dhG(φ0, ψ0, h)V 〉 = −〈Z1, (−∆+ 1)−1∇φV 〉H1
= −〈Z1,∇φV 〉L2
= −
∫ t0+ δ2
t0−
δ
2
γ(t)g(Z1(t), Z1(t0))dt < 0
This leads to a contradiction and therefore Z1 ≡ 0. This would lead to the conclusion
if V was in H3b , which might not be the case, so by taking pi arbitrarily close to φ0(t0)
and zji arbitrarily close to Z1(t0), the same conclusion would hold by replacing V by
γ(t)Vi,j ∈ H3b .
Now we do a similar construction for Z2. Indeed, if Z2(t0) 6= 0, one considers the function
W (t, p, ψ) =
{
γ(t)ρ(|ψ(p)|2)ρ(|vp|2)〈ψ(p), Z2(t0)〉 if |ψ(p)| < R2 and |vp| < r2
0 otherwise
,
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where ρ and γ are as above with small δ > 0 and R is fixed so that |ψ0(t)| < R2 for
t ∈ (t0 − δ, t0 + δ). Since Z1 ≡ 0 it is easy to see that
〈Z, dhG(φ0, ψ0, h)W 〉 = −〈Z2, (|D|+ 1)−1∇ψW 〉H1/2
= −〈Z2,∇ψW 〉L2
= −
∫ t0+ δ2
t0−
δ
2
γ(t)〈Z2(t), Z2(t0)〉dt < 0,
which is another contradiction. But again, W might not be in H3b , so we make similar
choices as in the Z1 case to get an arbitrarily close function γWi,j,k and the conclusion
still holds. Therefore, Z = 0 and Ran(dG(φ0, ψ0, h)) is dense. Since dG is a Fredholm
operator, it has closed range and hence it is surjective. 
The result of Proposition 5.1 follows then from the classical Sard-Smale’s theorem.
5.2 The Morse-Smale property is generic
In this part, we will prove that there is a generic set of perturbations of the metric in such
a way that the gradient flow with respect to this perturbed metric satisfies the Morse-
Smale property. We will closely follow the proof presented in [17] for the case of the
non-linear Dirac equation and we will adapt it to our setting. We also refer the reader to
a different global construction of a perturbation set in [3].
Since F1,
1
2 (S1, N) is a Hilbert manifold, then it is separable, so we consider a dense
sequence of points {pi}i∈N ⊂ F1, 12 (S1, N) and for each pi we consider a dense family
of pairs {(u1ij, u2ij)}j∈N ⊂ TpiF1,1(S1, N) and a family of linear forms on TpiF1,
1
2 (S1, N),
{(Aik, Bik)}k∈N. We fix, r, small enough, so that the parallel translation Pp,pi : TpF1,
1
2 →
TpiF
1, 1
2 is well defined for p ∈ Br(pi) and let ρ : C∞c ([0,+∞)) compactly supported in
[0, r] and equals ρ = 1 on [0, r
2
]. Then we can define the functions Kijk by
Kijk(p) =
{
ρ(‖pi − p‖)Ppi,p
(
Aik(Pp,pi·)u1ij +Bik(Pp,pi·)u2ij
)
if p ∈ B r
2
(pi)
0 otherwise
where ‖pi − p‖ means the distance between pi and p in F1, 12 . Without loss of generality,
we can assume that the pi and uij are in C
2,α. We consider then the space K defined by
K ∈ K if and only if K is symmetric and there exist a sequence of numbers {cijk} ∈ R
such that K =
∑
i,j,k cijkKijk
‖K‖C2 :=
∑
i,j,k
|cijk|‖Ki,j,k‖C2b (F1,2,Sym(TF1, 12 ,TF1,1)) <∞,
where TF1,1(S1, N) → F1,1/2(S1, N) is the bundle over F1,1/2(S1, N) whose fiber at
(φ, ψ) ∈ F1,1/2(S1, N) is defined by
T(φ,ψ)F
1,1(S1, N) = H1(S1, φ∗TN)×H1(S1, S(S1)⊗ φ∗TN).
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Here, Sym(TF1,1/2,F1,1) → F1,1/2 is the bundle of symmetric homomorphisms between
TF1,1/2 and TF1,1 and ‖ · ‖op(E,F ) denotes the operator norm on L(E, F ), the set of
bounded linear operators between Banach spaces E, F . “Symmetric” here means that
〈K(p)X, Y 〉TpF1,1/2 = 〈X,K(p)Y 〉TpF1,1/2
for any p ∈ F1,1/2, X ∈ TpF1,1/2 and Y ∈ TpF1,1.
Given a continuous map θ : F1,
1
2 (S1, N) → [0, 1], the space of perturbation that will
be considered is then
K
2
θ = {K ∈ K; there exists C > 0; ‖K(p)‖op ≤ Cθ(p)}.
If we endow it with the norm
‖K‖K2θ = ‖K‖C2(F1, 12 + sup
p∈F1,
1
2
‖K(p)‖op
θ(p)
.
It can be easily checked, that the space Kkθ is a Banach space.
Now given ρ > 0 we consider the ball Kkθ,ρ = {K ∈ Kkθ ; ‖K‖Kkθ < ρ}. For K ∈ Kkθ,ρ we
define the metric GK on F1,1/2(S1, N) by
GKφ,ψ(X, Y ) = 〈(1 +K(φ, ψ))−1X, Y 〉H1×H1/2
This metric is well-defined for ρ < 1
2S0
, where S0 is the best constant of the embedding
H1 ×H1 in H1 ×H1/2. The following is the main result of this section.
Proposition 5.2 Assume that LH is a Morse function on F
1,1/2(S1, N). Assume in
addition that θ satisfies the following conditions:
1) θ(p) = 0 for all p ∈ crit(LH).
2) The zero set of θ is the closure of an open set..
3) If W u−∇LH(x) and W
s
−∇LH
(y) intersect non-transversally at a point p for some x, y ∈
crit(LH), then θ is not identically zero on the flow line through p.
Then there exist 0 < ρ0 <
1
2S0
and a residual set Kreg ∈ K2θ,ρ0 such that for all K ∈ Kreg
the negative gradient flow with respect to the metric GK satisfies the Morse-Smale property
up to order 2.
Where W u−∇LH(x) and W
s
−∇LH
(y) in the above proposition are unstable and stable
manifolds of critical points x, y ∈ crit(LH) of the vector field −∇1,1/2LH , respectively:
W u−∇LH(x) := {c ∈ F1,1/2 : ℓ(t, c) exists for t ≤ 0 and limt→−∞ ℓ(t, c) = x},
W s−∇LH(y) := {c ∈ F1,1/2 : ℓ(t, c) exists for t ≥ 0 and limt→+∞ ℓ(t, c) = y}
and ℓ(t, c) denotes the negative gradient flow with ℓ(0, c) = c. The proof of this Proposi-
tion will be made through several steps that we will set as Lemmata.
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Lemma 5.2 There exists 0 < δ ≤ 1
2S0
such that for any 0 < ρ0 < δ and any K ∈ K2θ,ρ0 we
have: for (φ(t), ψ(t)) ∈ C1(R,F1,1/2) a solution to the GK-negative gradient flow equation
d
dt
(
φ
ψ
)
= −(1 +K(φ, ψ))∇1,1/2LH(φ, ψ) (5.3)
which satisfies the condition supt∈R |LH(φ(t), ψ(t))| =: C0 < +∞. Then there exists
C(Ci, ρ0) > 0 such that
sup
t∈R
‖∂sφ(t)‖L2(S1) + sup
t∈R
‖ψ(t)‖H1/2(S1) ≤ C.
Proof. Set ℓ(t) = (φ(t), ψ(t)). We write K(ℓ(t)) =
(
K11(t) K12(t)
K21(t) K22(t)
)
according to the
canonical decomposition (3.1). We first notice that since the metric GK is uniformly
equivalent to the standard one, we have a similar result to Lemma 3.1. That is, there
exists a positive constant C = C(C0, ρ0) depending only on C0 and ρ0 such that the
following holds for all τ ∈ R: ∫ τ+1
τ
‖φ(t)‖2H1(S1) dt ≤ C, (5.4)
∫ τ+1
τ
‖ψ(t)‖H1/2(S1) dt ≤ C, (5.5)∫ τ+1
τ
‖ψ(t)‖p+1Lp+1(S1) dt ≤ C. (5.6)
Now following the steps in Proposition 3.2, we have
∂tψ(t) = −(1 +K22)(t)(1 + |D|)−1(Dψ −A(∂sφ(t), ∂s · ψ(t))−∇ψH(s, φ(t), ψ(t)))−
−K21∇φLH(φ(t), ψ(t))
= −(1 +K22)(1 + |D|)−1((D+ λ)ψ(t)− (λψ(t) + A(∂sφ(t), ∂s · ψ(t))
+∇ψH(s, φ(t), ψ(t)))−K21∇φLH(φ(t), ψ(t))
= −Lλψ(t)−K22(t)Lλψ(t) + (1 +K22)(1 + |D|)−1(λψ(t) + A(∂sφ(t), ∂s · ψ(t))+
+∇ψH(s, φ(t), ψ(t)))−K21∇φLH(φ(t), ψ(t)). (5.7)
Thus, if we consider
r(t) =−K22(t)Lλψ(t) + (1 +K22(t))(1 + |D|)−1(λψ(t) + A(∂sφ(t), ∂s · ψ(t))
+∇ψH(s, φ(t), ψ(t)))−K21(t)∇φLH(φ(t), ψ(t))
=−K22(t)Lλψ(t) + (1 +K22(t))(1 + |D|)−1(λψ(t) + A(∂sφ(t), ∂s · ψ(t))
+∇ψH(s, φ(t), ψ(t))) +K21(t)(1 +K11(t))−1K12(t)∇ψLH(φ(t), ψ(t))
+K21(t)(1 +K11(t))
−1∂tφ(t). (5.8)
By using the fundamental solution Gλ (see (3.33)), the gradient flow equation is written
as
ψ(t) =
∫
R
Gλ(t− τ)r(τ) dτ. (5.9)
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Therefore, we have as in (3.36)
‖ψ‖H1/2 ≤ C sup
η∈R
∫ η+1
η
‖r(τ)‖H1/2 dτ.
Hence, it remains to estimate ‖r(s)‖H1/2. But
r(t) =(K21(1 +K11)
−1K12 −K22)(t)∇ψLH + (1 + |D|)−1(λψ(t) + A(∂sφ(t), ∂s · ψ(t))+
+∇ψH(s, φ(t), ψ(t))) +K21(1 +K11)−1(t)∂tφ(t), (5.10)
and estimate as in (3.40) and (3.41)
‖(K21(1 +K11)−1K12 −K22)(t)∇ψLH‖H1/2
≤ C‖(K21(1 +K11)−1K12 −K22)(t)∇ψLH‖H1
≤ Cρ0θ(φ(t), ψ(t))‖∇ψLH‖H1/2
≤ C(1 + ‖ψ(t)‖H1/2(S1) + ‖∂sφ(t)‖L2(S1)‖ψ(t)‖H1/2(S1) + ‖ψ(t)‖pLp+1(S1)). (5.11)
Therefore, we obtain, by the Ho¨lder’s inequality and the fact that
∫ +∞
−∞
‖∂tφ(t)‖2H1dt ≤ C,
‖ψ(t)‖H1/2(S1) ≤ C sup
η∈R
∫ η+1
η
(1 + ‖ψ(τ)‖H1/2(S1) + ‖∂sφ(τ)‖L2(S1)‖ψ(τ)‖H1/2(S1) + ‖ψ(τ)‖pLp+1(S1)) dτ
≤ C sup
η∈R
(
1 +
(∫ τ+1
τ
‖ψ(τ)‖2H1/2(S1) dτ
) 1
2
+
+
(∫ η+1
η
‖∂sφ(τ)‖2L2(S1) dτ
) 1
2
(∫ η+1
η
‖ψ(τ)‖2H1/2(S1) dτ
) 1
2
+
+
(∫ η+1
η
‖ψ(τ)‖p+1Lp+1(S1) dτ
) p
p+1
)
. (5.12)
By combining (5.4), (5.3), (5.6) we have,
sup
t∈R
‖ψ(t)‖H1/2(S1) ≤ C(C0, ρ0) (5.13)
This gives the estimate for ψ(t).
To estimate supt∈R ‖∂sφ(t)‖L2(S1), we first have from (3.21) and (5.11),
‖∂sφ(t)‖2L2(S1) ≤ C(1 + ‖∂tψ(t)‖H1/2(S1)). (5.14)
On the other hand, we have
∂tψ(t) = −K21(t)∇φLH(φ(t), ψ(t))− (1 +K22)(t)∇ψLH(φ(t), ψ(t)). (5.15)
Again, since the metric GK is uniformly equivalent to the standard metric, we have
‖∂tψ(t)‖H1/2(S1) ≤ C
(
ρ0‖∇φLH(φ(t), ψ(t))‖H1 + ‖ψ(t)‖H1/2(S1)
+ ‖(1 + |D|)−1A(∂sφ(t), ∂s · ψ(t))‖H1/2(S1)
+ ‖(1 + |D|)−1∇ψH(s, φ(t), ψ(t))‖H1/2(S1)
)
≤ C
(
1 + ρ0‖∇φLH(φ(t), ψ(t))‖H1 + ‖ψ(t)‖H1/2(S1)
+ ‖∂sφ(t)‖L2(S1)‖ψ(t)‖H1/2(S1) + ‖ψ(t)‖pLp+1(S1)
)
. (5.16)
41
On the other hand, ‖∇φLH(φ(t), ψ(t))‖H1 is estimated by
‖∇φLH(φ(t), ψ(t))‖H1 ≤ ‖(−∆+ 1)−1∇s∂sφ‖H1 + ‖(−∆+ 1)−1R(φ)〈ψ, ∂sφ · ψ〉‖H1
+ ‖(−∆+ 1)−1∇φH(s, φ, ψ)‖H1
≤ C
(
‖∂sφ(t)‖H1 + ‖∂sφ(t)‖2L2 + ‖ψ(t)‖2H1/2‖∂sφ(t)‖L2 + ‖ψ(t)‖q1+1H1/2
)
,
where we have used (1.5) in the last step.
Combining the last inequality with (5.12) and (5.14) and using (5.11), we have as in the
proof of Proposition 3.2
‖∂sφ(t)‖2H1 ≤ C
(
1 + ‖∂sφ(t)‖H1 + ρ0‖∂sφ(t)‖2H1
)
.
Thus, initially choosing ρ0 small such that Cρ0 <
1
2
, we have a uniform bound
sup
t∈R
‖∂sφ(t)‖L2 ≤ C(C0, ρ0).
This completes the proof. 
In the next proposition, we prove relative compactness of flow lines. The following is
an analogue of Proposition 3.5. Note that the proof for Proposition 3.5 does not apply
in the present case because the solutions of the perturbed gradient flow equation do not
have enough regularity as in the case of unperturbed ones. So we give the alternative
argument which is based on an idea of [1].
Proposition 5.3 Let 0 < ρ0 <
1
2S0
, then for every K ∈ K2θ,ρ0, if x+, x− ∈ crit(LH), then
the moduli space M(x+, x−) ⊂W 1,2x−,x+(R,F1,1/2(S1, N)) is relatively compact.
The proof consists again of several steps.
Lemma 5.3 There exists C > 0 such that for every ℓ ∈ M(x+, x−), the length of ℓ is
bounded by C. That is
L(ℓ) =
∫ +∞
−∞
‖ℓ′(t)‖dt ≤ C.
Proof: The proof is similar to the one in [1], but for the sake of completeness, we provide
it here. Starting from the fact that LH is Morse and satisfies the (PS) condition, we have
the existence of finitely many critical points x1, ..., xk with energy between LH(x+) and
LH(x−). We let J = [LH(x−),LH(x+)]. Using the invertibility of d
2LH(xi), we have the
existence of r0 > 0 small enough and c ≥ 1, such that for x ∈ ∪ki=1Br0(xi),
‖d2LH(x)‖ ≤ c and ‖d2LH(x)−1‖ ≤ c.
Using a local frame around each xi we can assume that LH is defined on a small ball
centered at xi on a Hilbert space. Hence, we can apply the implicit function theorem to
have that the map ∇1,2L−1H is well defined on a neighborhood of Br0(0). Hence again by
the implicit function theorem one has that
‖∇1,1/2LH(x)‖ ≥ 1
c
‖x− xi‖ for x ∈ Br0/2(xi). (5.17)
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Using a Taylor’s expansion for LH , we get for x ∈ Br0(xi),
|LH(x)− LH(xi)| ≤ ‖∇1,1/2LH(x)‖‖x− xi‖+ c
2
‖x− xi‖2 (5.18)
Combining (5.17) and (5.18), one has for c1 = c+
c3
2
and x ∈ Br0/2(xi)
|LH(x)− LH(xi)| ≤ c1‖∇1,1/2LH(x)‖2. (5.19)
The second estimate on the gradient that we will need, comes from the (PS) condition.
Indeed, there exists δ > 0 such that for x ∈ L−1H (J) \ ∪ki=1Br0/2(xi), we have
‖∇GKLH(x)‖ ≥ δ. (5.20)
We define now the T : J → R by
T(w) = inf{‖∇GKLH(x)‖,LH(x) = w}.
Then using (5.19) and (5.20), we have that
T(w) ≥ min{ 1√
c1
min
i=1,··· ,k
|w − LH(xi)| 12 , δ}
Thus,
1
T(w)
≤ max{√c1 max
i=1,··· ,k
1
|w − LH(xi)| 12
,
1
δ
}. (5.21)
We deduce from this, that 1
T
∈ L1(J) and
∫
J
1
T(w)
dw ≤ min{
√
8kc1, |J | 12 + 2kc1 δ|J | 12 }|J |
1
2
≤ C|LH(x+)− LH(x−)| 12 ,
where C = 4c
√
kc+ 1
δ
|J | 12 . Now by construction, we have that
T(LH(x)) ≤ ‖∇GKLH(x)‖,
Hence if ℓ ∈M(x+, x−), we have
‖ℓ′(t)‖ = −〈∇GKLH(ℓ(t)), ℓ
′(t)〉
‖∇GKLH(x)‖
≤ −〈∇GKLH(ℓ(t)), ℓ
′(t)〉
T(ℓ(t))
.
Using the substitution w = LH(ℓ(t)), one has
L(ℓ) =
∫
R
‖ℓ′(t)‖dt ≤
∫
J
1
T(w)
dw ≤ C|LH(x+)− LH(x−)| 12 .

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Lemma 5.4 The set {ℓ(t); ℓ ∈ M(x+, x−), t ∈ R} is relatively compact.
Proof: Let ℓ = (φ, ψ) ∈M(x+, x−). We consider first the ψ part. As in the previous case,
if we consider r(t) defined by
r(t) =(K21(1 +K11)
−1K12 −K22)(t)∇ψLH + (1 + |D|)−1(λψ(t) + A(∂sφ(t), ∂s · ψ(t))+
+∇ψH(s, φ(t), ψ(t)))−K21(1 +K11)−1(t)∂tφ(t)
=r1(t) + r2(t) (5.22)
where r1(t) = (K21(1 +K11)
−1K12 −K22)(t)∇ψLH . Hence,
ψ(t) =
∫
R
Gλ(t− τ)r(s) dτ = ψ1(t) + ψ2(t).
Now the estimate on ψ2(t) is exactly similar to the one proved in Proposition 3.3. For ψ1,
we have
‖ψ1(t)‖H1 ≤
∫
R
‖Gλ(t− τ)‖H1‖K21(1 +K11)−1K12 −K22‖op(H1/2,H1)‖∇ψLH(φ, ψ‖H1/2 dτ
≤ Cρ0
∫
R
e−κ|τ | (1 + ‖ψ(t− τ)‖H1/2 + ‖∂sφ(t− τ)‖L2‖ψ(t− τ)‖H1/2+
+‖ψ(t− τ)‖pLp+1
)
dτ, (5.23)
and using Lemma 5.1 we have ‖ψ1(t)‖H1 ≤ C.
Now we want to show that the φ component is relatively compact. Recall that
dℓ
dt
= −(1 +K(ℓ))∇1,1/2LH(ℓ)
therefore
dφ
dt
= −∇φLH −K11∇φLH −K12∇ψLH
= −φ+ U(t)
where
U(t) = (−∆+ 1)−1
(
φ+ Γ(φ(t), ∂sφ(t), ∂sφ(t))− B(φ, ψ)−
− 1
2
R(φ)〈ψ, ∂s · ψ〉+∇φH(s, φ, ψ)
)
−K11∇φLH(φ, ψ)−K12∇ψLH(φ, ψ)
First recall that (φ(t), ψ(t)) ∈ H1×H 12 are uniformly bounded. Now consider the operator
U1(φ, ψ) = (−∆+ 1)−1
(
φ+ Γ(φ, ∂sφ, ∂sφ)−B(φ, ψ)− 1
2
R(φ)〈ψ, ∂s · ψ〉+∇φH(s, φ, ψ)
)
Clearly, U1 is a compact operator and since, supt∈R(‖φ‖H1 + ‖ψ‖H 12 ) ≤ C < +∞,, we
have
{U1(ℓ(t)), ℓ ∈M(x+, x−), t ∈ R}
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is relatively compact since it is the image of a bounded set via the operator U1.
Also, we notice first the compactness of the operators K11, K12 (because they are finite
rank locally and in fact they do have higher regularity by the choice of the pi and uij)
and we have uniform boundedness of ℓ ∈ M(x+, x−). Combining this, with the fact that
the K11(ℓ) and K12(ℓ) are supported in a compact set of the form [Tℓ, Tℓ], we conclude
the relative compactness of the set
{K11∇φLH(ℓ(t))−K12∇ψLH(ℓ(t)), ℓ ∈M(x+, x−), t ∈ [−Tℓ, Tℓ]}.
Now if G1 is the fundamental solution of the operator T defined by T (φ) =
dφ
dt
+ φ, we
have that
φ(t) = G1 ∗ U(t) = T−1(U(t)).
and since T is continuous, we have that the set of such φ is relatively compact and since
the embedding H1 ⊂ H1/2 is compact, we conclude that {ℓ(t), ℓ ∈ M(x+, x−), t ∈ R} is
relatively compact.

We consider now the set M˜(x+, x−) consisting of elements ℓ ∈ M(x+, x−) that we
parametrize by arc length. Notice that we have a map Π : M(x+, x−) → M˜(x+, x−).
That is our new set of curves consists of maps ℓ˜ : (0, 1) → F1,1/2 such that ℓ˜ is the re-
parametrization by arc length of an element ℓ ∈ M(x+, x−). Observe that we can also
include the points {0, 1} by adding their respective images x+ and x−. So we can say
M˜(x+, x−) ⊂ C([0, 1],F1,2).
Notice now that ℓ˜([0, 1]) = ℓ(R) ∪ {x+, x−}, therefore
{ℓ˜(t), ℓ˜ ∈ M˜(x+, x−), t ∈ R} = {ℓ(t), ℓ ∈ M(x+, x−), t ∈ R} ∪ {x+, x−}.
Hence, the set {ℓ˜(t), ℓ˜ ∈ M˜(x+, x−), t ∈ R} is relatively compact. Also, since the maps
in this set are parametrized by arc length, and the length of curves in M(x+, x−) is
uniformly bounded, then the maps M˜(x+, x−) ⊂ C([0, 1],F1,2) are uniformly Lipschitz.
It follows from the Arzela-Ascoli theorem that M˜(x+, x−) is a relatively compact subset
of ⊂ C([0, 1],F1,2). In order to conclude, we only need to notice that the map Π :
M(x+, x−)→ M˜(x+, x−), induced a homeomorphism Π˜ : M(x+, x−)/R→ M˜(x+, x−).

In this part we consider two critical points of LH , x−, x+ ∈ crit(LH) such that µH(x−)−
µH(x+) ≤ 2. For 0 < ρ0 < δ (δ > 0 is as in Lemma 5.2), we define the map
Fx−,x+ : W
1,2
x−,x+(R,F
1,1/2(S1, N))×K2θ,ρ0 → L2(R, TF1,1/2(S1, N))
by
Fx−,x+(ℓ,K) :=
dℓ
dt
+ (1 +K(ℓ(t)))∇1,1/2LH(ℓ(t)).
We set M(x−, x+) = F
−1
x−,x+
(0).
Lemma 5.5 For (ℓ,K) ∈M(x−, x+) the map
dℓFx−,x+ : TℓW
1,2
x−,x+(R,F
1,1/2(S1, N))→ L2(R, ℓ∗TF1,1/2(S1, N))
is a Fredholm operator with index(dℓFx−,x+) = µH(x−)− µH(x+).
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Proof. First of all, since θ = 0 in the neighborhood of x+ and x−, we can assume as in the
proof of Proposition 3.4, that ℓ is compactly supported and that ℓ(t) = x− when t ≤ −T
and ℓ(t) = x+ when t ≥ T . Hence, using the same notations, we just need to prove the
index formula for the operator
P−1◦dℓFx−,x+(ℓ,K)◦P : W 1,2(R, Tx−TF1,1/2(S1, N))→ L2(R, Tx−TF1,1/2(S1, N)). (5.24)
Again we write
P−1 ◦ dFx−,x+(ℓ) ◦ P = ∇t + P−1 ◦ d∇1,1/2,KLH(ℓ) ◦ P.
We set A(t) := P−1t ◦ d∇1,1/2,KLH(ℓ(t)) ◦ Pt. We observe that
A(−∞) = A(−T ) = P−1−T ◦ d∇1,1/2LH(ℓ(−T )) ◦ P−T = d∇1,1/2LH(x−)
and
A(+∞) = A(T ) = P−1T ◦ d∇1,1/2LH(ℓ(T )) ◦ PT = P−1T ◦ d∇1,1/2LH(x+) ◦ PT
are invertible hyperbolic operators since we have assumed that x−, x+ ∈ crit(LH) are non-
degenerate. In this sense, operator family {A(t)}t∈R is asymptotically hyperbolic. In this
case, we claim that
A(t) = d∇1,1/2LH(x−) + k(t),
where the (2, 2)-component k22(t) of
k(t) =
(
k11(t) k12(t)
k21(t) k22(t)
)
:Tx−F
1,1/2(S1, N) = H1(S1, φ∗−TN)×H1/2(S1, S(S1)⊗ φ∗−TN)
→ Tx−F1,1/2(S1, N) = H1(S1, φ∗−TN)×H1/2(S1, S(S1)⊗ φ∗−TN)
is compact for all t ∈ R. Indeed, we first write
dℓ∇GKLH(ℓ)[v] = (1 +K(ℓ))dℓ∇1,1/2LH(ℓ)[v] + dℓK[v]∇1,1/2LH(ℓ)
Thus, as in the proof of Lemma 3.4, we can write
dl∇GKLH(ℓ) = (1+K(ℓ))
(
(−∇2s + 1)−1(−∇2s) O
O (1 + |Dφ−|)−1Dφ−
)
+K(t)+dℓK[·]∇1,1/2LH(ℓ),
(5.25)
where K(t) : Tℓ(t)F
1,1/2 → Tℓ(t)F1,1/2 is compact.
By the construction of the element of K2θ, K,
K(ℓ(t))
(
(−∇2s + 1)−1(−∇2s) O
O (1 + |Dφ−|)−1Dφ−
)
is compact for all t. On the other hand, the compactness of the embedding H1(S1) ⊂
H1/2(S1) implies that the (2, 2)-component of dℓK[·]∇1,1/2LH(ℓ) is compact. Thus, we
have the assertion as stated above. Under the condition, we claim that the operator (5.22)
is Fredholm with index µH(x−) − µH(x+). Note that the present case is different from
the one of Lemma 3.4, since k(t) may not be compact (we only require the compactness
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of the (2, 2)-component of k(t)). To prove the Fredholm property, we argue as follows.
We write A(t) =
(
L1 0
0 L2
)
+
(
k11(t) k12(t)
k21(t) k22(t)
)
, where L1 = (−∇2s + 1)−1(−∇2s) and
L2 = (1 + |Dφ−|)−1Dφ−. We first observe that ∇t + A(t) has closed range with finite
dimensional cokernel. To see this, we have
(∇t + A(t))
(
ξ
0
)
=
(∇tξ + L1ξ + k11(t)ξ
k21(t)ξ
)
.
Note that L1 + k11(±∞) are essentially positive hyperbolic operator and in such a case,
∇t + L1 + k11 : W 1,2(R, H1(S1, φ∗−TN) → L2(R, φ∗−TN) is Fredholm as was proved, for
example in [2, Theorem 5.1]. In particular, the codimension of the range of ∇t+L1+ k11
is finite. On the other hand,
(∇t + A(t))
(
0
X
)
=
(
k12(t)X
L2X + k22(t)X
)
.
As before, L2 + k22(±∞) is hyperbolic. In addition, k22(t) is compact for all t. Thus, [2,
Theorem B] implies that∇t+L2+k22 : W 1,2(R, H1/2(S1, S(S1)⊗φ∗−TN))→ L2(R, H1/2(S1, S(S1)⊗
φ∗−TN)) is Fredholm. In particular, the codimension of the range of ∇t+L2+k22 is finite.
Combining these, the range of ∇t + A(t) is closed with finite dimensional cokernel. Be-
cause the adjoint −∇t +A(t)∗ is a similar form, −∇t +A(t)∗ has closed range with finite
dimensional cokernel. But this means that ∇t+A(t) has a finite dimensional kernel. This
proves that ∇t + A(t) is Fredholm.
To prove the index formula, for 0 ≤ ǫ ≤ 1 we consider the operator ∇t + Aǫ(t), where
Aǫ(t) =
(
L1 0
0 L2
)
+
(
k11(t) ǫk12(t)
ǫk21(t) k22(t)
)
.
By the same reasoning as given above, ∇t+Aǫ : W 1,2(R, Tx−TF1,1/2(S1, N))→ L2(R, Tx−TF1,1/2(S1, N))
is Fredholm for 0 ≤ ǫ ≤ 1. Since the Fredholm index is invariant under continuous defor-
mations, we have
index(∇t + A) = index(∇t + A0)
= index(∇t + L1 + k11) + index(∇t + L2 + k22).
Since L1 + k11(±∞) are essentially positive, the first index in the above formula is given
by the spectral flow
index(∇t + L1 + k11) = sf{L1 + k11(t)}−∞≤t≤+∞.
The second index is also given by the spectral flow since k22(t) is compact for all t, see [2]:
index(∇t + L2 + k22) = sf{L2 + k22(t)}−∞≤t≤+∞.
Combining these, we have
index(∇t + A) = sf{L1 + k11(t)}−∞≤t≤+∞ + sf{L2 + k22(t)}−∞≤t≤+∞
= sf{A0(t)}−∞≤t≤+∞.
47
Since the spectral flow is a homotopy invariant, we have
sf{A0(t)}−∞≤t≤+∞ = sf{A(t)}−∞≤t≤+∞.
Since sf{A(t)}−∞≤t≤+∞ = µH(x−)−µH(x+) as in (3.110), we finally have the index formula
as stated in the lemma. 
Lemma 5.6 LetK ∈ K2θ,ρ0. The map dℓFx−,x+ : TℓW 1,2x−,x+(R,F1,1/2(S1, N))→ L2(R, ℓ∗TF1,1/2(S1, N))
is onto for any ℓ such that (ℓ,K) ∈Mx−,x+ if and only ifW u−∇
GK
LH
(x−) andW
u
−∇
GK
LH
(x+)
intersect transversally.
Proof. Using the same notations as in Proposition 3.4, we consider the operator
F˜ = P−1 ◦ dℓFx−,x+(ℓ,K) ◦ P : W 1,2(R, Tx−TF1,1/2(S1, N))→ L2(R, Tx−TF1,1/2(S1, N)).
(5.26)
Indeed, we have
F˜ = P−1 ◦ dℓFx−,x+(ℓ) ◦ P = ∇t + P−1 ◦ d∇GKLH(ℓ) ◦ P.
Therefore F˜ is onto if and only if dℓFx−,x+(ℓ) is onto. Using the results from [3], we have
thatW s(P−1 ◦d∇GKLH(ℓ)◦P) and W u(P−1 ◦d∇GKLH(ℓ)◦P) intersect transversally. But
this holds if and only if W u−∇
GK
LH
(x−) and W
s
−∇
GK
LH
(x+) intersect transversally.

Lemma 5.7 Let (ℓ,K) ∈M(x−, x+) and consider the operator
dℓF
+
x−,x+
(ℓ,K) : TℓW
1,2
x−,x+
(R+,F1,1/2(S1, N))→ L2(R+, ℓ∗TF1,1/2(S1, N))
defined by restricting dℓFx−,x+(ℓ,K) to TℓW
1,2
x−,x+(R
+,F1,1/2(S1, N)). Then dℓF
+
x−,x+(ℓ,K)
is a left inverse.
Proof. Again by using the same trick of parallel transport, it is enough to show the
property for the operator
F˜
+ = P−1◦dℓF+x−,x+(ℓ,K)◦P : W 1,2(R+, Tx−TF1,1/2(S1, N))→ L2(R+, Tx−TF1,1/2(S1, N)).
(5.27)
Then since it is asymptotically hyperbolic, one have again from [2]. That it is a left
inverse.

Lemma 5.8 Let (ℓ,K) ∈ M(x+, x−) and assume that there exists a, b ∈ R with a < b
such that θ(ℓ(t)) 6= 0 for all t ∈ [a, b]. Then for any w ∈ C2(R, ℓ∗TF1,1) with supp
w ⊂ [a, b] and for ε > 0, there exists k ∈ K2θ such that
‖dKFx−,x+(ℓ,K)[k]− w‖ℓ∗TF1,1 < ε.
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Proof. First we notice that
dKFx−,x+(ℓ,K)[k] = k(ℓ)∇1,1/2LH(ℓ)
and clearly ℓ : R→ F1,1 is an embedding of class C3 since it is a solution to the negative
gradient flow equation with respect to the gradient ∇GKLH . We consider the C2 curve
defined as follow:
k˜(t) =
〈·,∇1,1/2LH(ℓ(t))〉
‖∇1,1/2LH(ℓ(t))‖2w(t) +
〈·, w(t)〉
‖∇1,1/2LH(ℓ(t))‖2∇1,1/2LH(ℓ(t))
−〈∇1,1/2LH(ℓ(t)), w(t)〉〈·,∇1,1/2LH(ℓ(t))〉‖∇1,1/2LH(ℓ(t))‖4 ∇1,1/2LH(ℓ(t)).
Now notice that since w(t) ∈ Tℓ(t)F1,1 and from Lemma 5.4, ∇1,1/2LH(ℓ(t)) is also in
Tℓ(t)F
1,1, we have k˜(t) ∈ Sym(Tℓ(t)F1,1/2, Tℓ(t)F1,1) and if H is regular enough, we have
that k˜ is C2 in the t variable and
˙˜
k,
¨˜
k take values in H1 × H1. It is also important to
notice that k˜ might not have the form of an element in K2θ but since the interval [a, b]
is compact, we can take a partition t0 = a < t1 < · · · < tn = b and replace w(t) by
w(ti) on the interval [ti, ti+1] and using an approximation of identity adapted to the par-
tition, we have indeed an element k˜ε having the same form as an operator in K
2
θ such that
‖k˜(t)− k˜ε(t)‖op < ε.
Now since ℓ : R → F1,1/2(S1, N) is an embedding, for a given δ > 0, there exists a
neighborhood U ∈ F1,1/2(S1, N) such that ℓ((a− δ, b+ δ)) ⊂ U and a submersion τ : U →
(a−δ, b+δ) such that τ(ℓ(t)) = t for t ∈ (a−δ, b+δ). But we already assumed that θ > 0
on ℓ([a, b]), thus taking δ > 0 and U smaller if necessary, we can assume that infU θ > 0.
Therefore, we can consider a cut-off function ρ ∈ C2b (F1,1/2(S1, N),R) ∩ Cb(Fs,
1
2 ,R) such
that ρ = 1 on ℓ([a, b]) and supp ρ ⊂ U . We set then
k(p) = ρ(p)k˜(τ(p)),
for p ∈ F1,1/2(S1, N).
We set ℓ(τ(p)) = τ˜(p) for p ∈ U and write τ˜ (p) = (φ˜p, ψ˜p). We also write p = (φp, ψp)
for p ∈ U . For U small enough, ‖φp− φ˜p‖H1 is small and so is ‖φp− φ˜p‖L∞ by the Sobolev
embedding H1(S1) ⊂ L∞(S1). Thus the parallel translation Pφ˜p,φp(s) : Tφ˜p(s)N → Tφp(s)N
is defined for all s ∈ S1. By [15, Lemma 7.4], it induces a bounded linear operator
Pφ˜p,φp : H
1(S1, φ˜∗pTN)→ H1(S1, φ∗pTN) which we denote by the same symbol. We finally
define
kˆ(p) = Pφ˜p,φp(k(p)).
It is easy to check that kˆ belongs to K2θ and this finishes the proof. 
Lemma 5.9 For any (ℓ,K) ∈ M(x−, x+), dFx−,x+(ℓ,K) : TℓW 1,2x−,x+(R,F1,1/2(S1, N)) ×
K2θ → L2(R, ℓ∗TF1,1/2(S1, N)) is a left inverse.
Proof. We fix (ℓ,K) ∈M(x−, x+). We already proved in Lemma 5.5 that dℓFx−,x+(ℓ,K) is
Fredholm. So it is enough to show that dFx−,x+(ℓ,K) : TℓW
1,2
x−,x+(R,F
1,1/2(S1, N))×K2θ →
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L2(R, ℓ∗TF1,1/2(S1, N)) is onto. But since we have Ran(dℓFx−,x+(ℓ,K)) ⊂ Ran(dFx−,x+(ℓ,K)),
we have that Codim dFx−,x+(ℓ,K) < ∞ and hence to proof our lemma we just need to
show that Ran(dFx−,x+(ℓ,K)) is dense in L
2(R, ℓ∗TF1,1/2(S1, N)). Again we distinguish
two cases.
i) The case θ(ℓ(t)) = 0 for all t.
In that case, by construction of the space K2θ we have that K(ℓ(t)) = 0 for all t and
hence ∇GKLH = ∇1,1/2LH and thus the stable and unstable manifolds of −∇GKLH
coincides with the ones of −∇1,1/2LH and by assumption they intersect transversally
since θ = 0 therefore from Lemma 5.6, we have that dℓFx−,x+(ℓ,K) is onto.
ii) The case θ(ℓ(t)) 6= 0 for some t.
Let w ∈ L2(R, ℓ∗TF1,1/2) and ε > 0. We consider an interval [a, b] such that θ(ℓ(t)) 6=
0. Now by using Lemma 5.7 we have the existence of v ∈ TℓW 1,2x−,x+(R,F1,1/2(S1, N))
such that
dℓFx−,x+(ℓ,K)[v] = w
for t ∈ (−∞, a] ∪ [b,+∞). Then the support of w˜ = w − dℓFx+,x−(ℓ,K)[v] ∈
L2(R, ℓ∗TF1,1/2) is contained in [a, b]. Now we need to approximate w˜ by a function
in C2(R, ℓ∗TF1,1). This can be done first by transporting the space to the point
ℓ(a). Indeed, using the notations of the proof of Proposition 3.4, we consider the
operator Pt defining the parallel transport along the path φ(τ, s) for a ≤ τ ≤ t, here
φ is so that ℓ(t) = (φ(t), ψ(t)). Then we have
Pt(s) : Tφ(a,s)N → Tφ(t,s)N.
Thus Pt induces a bounded linear operator
Pt : H
1(S1, φ(a)∗TN)→ H1(S1, φ(t)∗TN)
Similarly
Pt = 1⊗ Pt : H1/2(S1, S(S1)⊗ φ(a)∗TN)→ H1/2(S1, S(S1)⊗ φ(t)∗TN)
Thus by setting w = P−1t w˜, we see that w ∈ L2([a, b], Tℓ(a)F1,1/2) and thus since it
is valued in a fixed vector space it can be easily approximated by a smooth function
wε so that
‖w − wε‖L2([a,b],Tℓ(a)F1,1/2) < ε
Thus by taking wε = Ptwε we have that wε ∈ C2(R, ℓ∗TF1,1) and
‖w˜ − wε‖L2(R,ℓ∗TF1,1/2) < Cε
for a fixed constant C depending on the parallel transport norm Pt. Now using
Lemma 5.8, we have the existence of k such that
‖dKFx+,x−(ℓ,K)[k]− wε‖L2(R,ℓ∗TF1, 12 ) < ε
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Therefore
‖dFx+,x−(ℓ,K)[v, k]− w‖L2(R,ℓ∗TF1,1/2) ≤ Cε.
Since ε > 0 is arbitrary, we have that Ran(dFx+,x−(ℓ,K)) ⊂ L2(R, ℓ∗TF1,1/2) is dense
and this completes the proof.

Proof of Proposition 5.1 If x+ = x− the transversality is satisfied since ℓ(t) = x+ is a
stationary solution and dFx+,x+ =
d
dt
+ d∇1,1/2LH(x+) is invertible. Next, we assume that
x+ 6= x−. Using the result of Lemma 5.9, we have that M(x+, x−) is a C2-submanifold of
W 1,2x+,x−(R,F
1,1/2)×K2θ,ρ0. If we let πK2 : M(x+, x−)→ K2θ,ρ0 the projection onto the second
component. It is a Fredholm map of class C2 and its index at (ℓ,K) ∈M(x+, x−) is
index πK2(ℓ,K) = index dℓFx+,x−(ℓ,K) = µH(x+)− µH(x−).
Since R acts freely on M(x+, x−), the quotient Mˆ(x+, x−) = M(x+, x−)/R is a C
2-manifold
of dimension
dimM˜(x+, x−) = µH(x+)− µH(x−)− 1.
Therefore, for x+ and x− ∈ crit(LH) with µH(x+)−µH(x−) ≤ 2 we have that dimMˆ(x+, x−) ≤
1. Since W 1,2(R,F1,1/2)×K2θ,ρ0 is second countable, we have that Mˆ(x+, x−) is also second
countable and by restricting the map πK2 to π˜K2 : Mˆ(x+, x−) → K2θ,ρ0 which is C2, one
applies the Sard-Smale theorem to conclude that the regular values of π˜K2 that we denote
by Kreg(x+, x−) is residual in K
2
θ,ρ0
. We set then
Kreg =
⋂
x+,x−∈crit(LH),x+ 6=x−,µH (x+)−µH (x−)≤2
Kreg(x+, x−).
Since the set {(x+, x−) ∈ crit(LH) × crit(LH);µH(x+) − µH(x−) ≤ 2} is countable, we
have that Kreg ⊂ K2θ,ρ0 is residual. Hence for any K ∈ Kreg the operator
dℓFx+,x− : TℓW
1,2
x+,x−
(R,F1,1/2)→ L2(R, ℓ∗TF1,1/2)
is onto. 
6 Invariance of the Morse-Floer homology, I: inde-
pendence of the metric on F1,1/2(S1, N)
Proposition 6.1 Let K0, K1 ∈ Kreg then there exists a chain complex isomorphism
Φ : {C∗(LH , K0), ∂∗(K0)} → {C∗(LH , K1), ∂∗(K1)}.
In particular the homology HF∗(LH , K0) is isomorphic to HF∗(LH , K1)
The proof of this proposition will be made through several steps. First we will define an
alternative functional by adding an extra real variable. Consider the function f : R→ R
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defined by f(s) = 2s3 − 3s2 + 1 and we set the space F˜1,1/2 = F1,1/2 × R, and we extend
our functional LH by L˜H as follows :
L˜H(x, s) = LH(x) + f(s).
We will assume that LH is Morse, therefore L˜H is also Morse and
crit(L˜H) = {(x, 0), (x, 1); x ∈ crit(LH)}.
Recall that the relative Morse index for a critical point x of LH is as follow
µH(x) = −sf{Axt,H}0≤t≤1
Where here A is the Hessian of LH and xt is a path from a fixed point x0 ∈ F1,1/2 to the
critical point x. In the same way we define the relative index for critical points of L˜H as
µ˜H(x, i) = −sf{A˜xt,st,H}0≤t≤1,
for i = 0, 1, where here
A˜x,s,H =
(
Ax,H 0
0 2s− 1
)
and s(t) = (1− t)2 + ti. Therefore from the properties of the spectral flow we have that
sf{A˜xt,st,H}0≤t≤1 = sf{Axt,H}0≤t≤1 + sf{(2s(t)− 1)}0≤t≤1.
Hence,
µ˜H(x, 0) = µH(x) + 1, µ˜H(x, 1) = µH(x).
This gives us a splitting of the set of critical points of L˜H of the form
critk(L˜H) = (critk−1(LH)× {0}) ∪ (critk(LH)× {1}) .
This naturally descends to the chain level giving us
Ck(L˜H) = Ck−1(LH)⊕ Ck(LH).
Now we consider a smooth function ρ ∈ C∞(R, [0, 1]) such that ρ(s) = 1 for s ≤ 1
3
an
ρ(s) = 0 for s ≥ 2
3
. We define then the metric Gρ,K0,K1, for X, Y ∈ TxF1,1/2(S1, N) an
a, b ∈ R, by
Gρ,K0,K1((X, a), (Y, b)) = ρ(s)GK0(X, Y ) + (1− ρ(s))GK1(X, Y ) + ab.
Lemma 6.1 The functional L˜H satisfies the Palais-Smale condition on F˜
1,1/2 equipped
with the metric Gρ,K0,K1.
Proof. Assume that |L˜H(xn, sn)| ≤ C and ∇Gρ,K0,K1 L˜H(xn, sn) → 0. In particular,
we have that f ′(sn) → 0, therefore sn → i for i = 0, 1, we will assume for instance
that it converges to 1. Hence, f(sn) is also bounded and for n big enough sn will be
close to 1. Therefore we have that |LH(xn, sn)| is bounded and ∇1,1/2,Gρ,K0,K1LH(xn) =
∇1,1/2,GK1LH(xn) → 0, and GK1 is equivalent to the standard metric G that we fixed in
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the beginning. But LH satisfies the Palais-Smale condition, therefore up to a subsequence,
(xn) converges in F
1,1/2(S1, N). 
We consider now the negative gradient flow of L˜H with respect to the metric G
ρ,K0,K1.
Then one finds three kinds of flow lines.
Type 1 : These flow lines connect critical points of the form (x1, 0) and (x2, 0) for x1, x2 ∈
crit(LH). These flow lines take the form (ℓ(t), 0) and x(t) satisfies
dℓ
dt
= −∇1,1/2,K0LH(ℓ), ℓ(+∞) = x2, ℓ(−∞) = x1.
Type 2 : Similarly to the type 1 flow lines, they connect critical points of the form (x1, 1)
and (x2, 1) for x1, x2 ∈ crit(LH), therefore they take the form (ℓ(t), 1) and x(t) satisfies
dℓ
dt
= −∇1,1/2,K1LH(ℓ), ℓ(+∞) = x2, ℓ(−∞) = x1.
Type 3 : These flow lines of the form (ℓ(t), s(t)) connect critical points of the form (x1, 0)
and (x2, 1) where x1, x2 ∈ crit(LH). First we restrict the metric Gρ,K0,K1 to F1,1/2 that
we denote it by G˜ρ,K0,K1. We notice now that
d
dt
LH(ℓ(t)) = −‖∇G˜ρ,K0,K1LH‖2G˜ρ,K0,K1 ≤ 0,
therefore LH(x2) ≤ LH(x1) and LH(x2) = LH(x1) if and only if x2 = x1 and the flow is
stationary. Hence, we can split these flow lines to two categories.
The first category consists of flow lines of the form (x, s(t)) where s(t) solves
s′(t) = −f ′(s(t)), s(−∞) = 0, s(+∞) = 1.
The second category consists of flow lines of the form (ℓ(t), s(t)) connecting (x1, 0) and
(x2, 1), where x1 6= x2.
Lemma 6.2 Along the flow lines of the third type and first category the unstable manifold
W u
∇
Gρ,K0,K1
L˜H
(x, 0) and the stable manifold W s
∇
Gρ,K0,K1
L˜H
(x, 1) intersect transversally.
Proof. We consider a smooth function s0 : R→ R such that s0(t) = 1 if t ≥ 1 and s0(t) = 0
if t ≤ −1 and let W = s0 +W 1,2(R). We define then the map F˜ : W 1,2x,x(R,F1,1/2)×W →
L2(R, TF1,1/2)× L2(R), by
F˜(x, s) =
(
dx
dt
+∇G˜ρ,K0,K1LH(x), s˙+ f ′(s)
)
.
Now
dF˜(x, s) : TxW
1,2(R,F1,2)×W 1,2(R)→ L2(R, x∗TF1,1/2)× L2(R)
and one sees that
dF˜(x, s) = dFx,x(x)⊕ ( d
dt
+ f ′′(s)).
Clearly the map d
dt
+ f ′′(s) : ×W 1,2(R) → ×L2(R) is clearly Fredholm of index 1. Now
it remains to study the first operator dFx,x : TxW
1,2(R,F1,2) × L2(R, x∗TF1,1/2). Notice
now that
dFx,x =
d
dt
+ d∇G˜ρ,K0,K1 (t)LH(x).
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But since K0 and K1 are in Kreg, we have that K0(x) = K1(x) = 0, hence G˜
ρ,K0,K1 = G0
the standard metric in F1,1/2. Therefore, the operator dFx,x =
d
dt
+d∇1,1/2LH(x) and since
LH is assumed to be Morse the operator d∇1,1/2LH(x) is hyperbolic and the surjectivity
follows as in Proposition 5.2.

Now transversality needs to be checked only for the type 3 orbits from the second
category. In this case, we do again the same construction as in Proposition 5.2 to get the
following result
Lemma 6.3 There exists a metric Gˆ on F˜1,1/2 arbitrarily close to Gρ,K0,K1 such that :
• L˜H satisfies the Palais-Smale condition on (F˜1,1/2, Gˆ)
• for any arbitrarily small neighborhood U of crit(LH), Gˆ coincides with Gρ,K0,K1 on
(F1,1/2 × (−∞, 1
3
)) ∪ (F1,1/2 × (2
3
,+∞)) ∪ (U × R).
• dLH(x)[−∇GˆL˜H(x, s)] < 0 if x 6∈ crit(LH) and s ∈ R
• The negative gradient flow of L˜H with respect to Gˆ satisfies the Morse-Smale prop-
erty up to order 2.
The idea of the proof is again to consider a function θ˜ : F˜1,1/2 → [0, 1] with the following
properties :
i) θ˜ = 0 on the set (F1,1/2 × (−∞, 1
3
)) ∪ (F1,1/2 × (2
3
,+∞)) ∪ (U × R).
ii) The zero set of θ˜ is the closure of an open set.
iii) If W u
−∇
Gρ,K0,K1
L˜H
(x, i) and W s
−∇
Gρ,K0,K1
L˜H
(y, j), for (x, i), (y, j) ∈ crit(L˜H), intersect
non transversally at a point (p, s), then θ˜ is identically zero on the orbit passing
from (p, s).
The rest of the proof is exactly similar to Lemma 5.3-5.9, so we will omit it.
Proof of Proposition 11.1 We consider now the negative gradient flow of L˜H with re-
spect to the metric Gˆ. Then again we have the same decompositions of the flow lines.
That is, flow lines of type 1,2 and 3 and the later ones decompose to first and second
category. Moreover, we have that the intersections of stable and unstable manifolds of
critical points are transversal.
We consider now the boundary operator
∂k(L˜H , Gˆ) : Ck(L˜H ,Z2) = Ck−1(LH ,Z2)⊕ Ck(LH ,Z2)
→ Ck−1(L˜H ,Z2) = Ck−2(LH ,Z2)⊕ Ck−1(LH ,Z2)
Then one has that ∂k(L˜H , Gˆ) takes the form
∂k(L˜H , Gˆ) =
(
∂k−1(LH , G
K0) 0
Φk−1 ∂k(LH , G
K1)
)
,
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where Φk : Ck(LH ,Z2) → Ck(LH ,Z2) is defined by counting the flow lines of type 3
(mod 2). Notice that since Plais-Smale holds for L˜H , the proof for the compactness of
the moduli spaces of flow lines goes exactly as in Subsection 3.2 and 3.4. We already have
the transversality. Hence we have that ∂k−1(L˜H , Gˆ) ◦ ∂k(L˜H , Gˆ) = 0. Writing this using
matrix notation we get that
Φk−1 ◦ ∂k(LH , GK0) + ∂k(LH , GK1) ◦ Φk = 0
Therefore, Φ∗ : C∗(LH ,Z2) → C∗(LH ,Z2) is a chain map. Notice now that there is only
one flow line connecting (x, 0) to (x, 1) for all x ∈ crit(LH). Therefore if we order the
critical points of LH by increasing critical values of their energy, one sees that the chain
map Φ can be represented by an upper triangular matrix with 1 in the diagonal, thus it
is invertible and it induces a chain isomorphism. 
With this fact, given H satisfying (1.1)−(1.5) and if we assume that LH is Morse, then
the Floer-Morse homology of the pair (LH ,F
1,1/2(S1, N)) is defined byHF∗(LH ,F
1,1/2(S1, N)) =
HF∗(LH ,F
1,1/2(S1, N), GK) for K ∈ Kreg and its isomorphism class is independent of he
choice of K ∈ Kreg.
7 Invariance of the Morse-Floer homology, II: inde-
pendence of H
We consider two function H0 and H1 in H
3
p+1 such that LH0 and LH1 are Morse. Let
η(t) be a smooth function such that η(t) = 1 for t ≥ 1 and η(t) = 0 for t ≤ 0. We set
Ht = η(t)H1 + (1 − η(t))H0. We will study in this section the non-autonomous gradient
flow equation defined by
dℓ
dt
= −∇GKLHt(ℓ(t)). (7.1)
Definition 7.1 We define the distance dp+1 on H
3
p+1 as follows: for H and H
′ in H3p+1,
dp+1(H,H
′) = sup
(s,φ,ψ)∈S1×S(S1)⊗TN
|H(s, φ, ψ)−H ′(s, φ, ψ)|
1 + |ψ|p+1φ
.
It is easy to see that dp+1 is well defined on H
3
p+1 and that if dp+1(H,H
′) < ε then
|H(s, φ, ψ)−H ′(s, φ, ψ)| < ε(1 + |ψ|p+1).
From Subsection 5.2, we can always choose K ∈ K2θ,ρ such that the negative gradient flows
of LH0 and LH1 with respect to G
K satisfy the Morse-Smale property.
Proposition 7.1 Let H0 and H1 in H
3
p+1, there exists a constant ε0 depending on the
constants Ci, 1 ≤ i ≤ 4 such that if dp+1(H0, H1) < ε0 then for any solution of (7.1) such
that supt≤0 LH0(ℓ(t)) ≤ A, there exists C = C(A,C1, C2, C3, C4) such that
sup
t≥1
LH1(ℓ(t)) ≤ C.
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Again this will be proved through several Lemmata.
Lemma 7.1 Let ε > 0 and H1, H0 in H
3
p+1 such that dp+1(H0, H1) < ε, then for every
solution ℓ(t) of (7.1) that satisfies supt≤0LH0(ℓ(t)) ≤ A, we have
LHt(ℓ(t)) ≤ A+ 4πε+ 2ε
∫ 1
0
‖ψ(r)‖p+1p+1dr, (7.2)
for all t ∈ R and
LH1(ℓ(1)) +
∫ 1
0
‖ℓ˙(r)‖2GKdr ≤ A+ 4πε+ 2ε
∫ 1
0
‖ψ(r)‖p+1p+1dr (7.3)
Proof: Notice first that for t ≥ 1, LHt(ℓ(t)) ≤ LH1(ℓ(1)), therefore it is enough to
show the proof for 0 ≤ t ≤ 1. Now, we have
LH(ℓ(t)) = LH0(ℓ(0)) +
∫ t
0
d
dr
LH(ℓ(r))dr
= LH0(ℓ(0)) +
∫ t
0
−‖dℓ
dt
(r)‖2GKdr +
∫ t
0
η′(r)
∫
S1
(H1(s, ℓ(r))−H0(s, ℓ(r)))dsdr
≤ A+ 2ε
∫ 1
0
∫
S1
(1 + |ψ(r, s)|p+1)dsdr
≤ A+ 4πε+ 2ε
∫ 1
0
‖ψ(r)‖p+1p+1dr, (7.4)
which yields (7.2). The proof of (7.3) follows by setting t = 1 and keeping the negative
term involving ℓ˙ in the second inequality. 
Lemma 7.2 Under the assumptions of the previous Lemma, we have
‖ψ(t)‖p+1p+1 ≤
2A
C2
+ C5 +
4ε
C2
∫ 1
0
‖ψ(r)‖p+1p+1dr +
C ′
C2
‖ψ˙(t)‖H1/2‖ψ(t)‖H1/2 (7.5)
Where C5 =
8πε+C
C2
and C ′ is the constant showing up in the equivalence of the norm
‖ · ‖H1/2 and the one induced by GK .
Proof: As in (3.16) we have that
〈∂tψ(t), ψ(t)〉H1/2 + 2LHt(ℓ(t)) ≥ C2‖ψ(t)‖p+1p+1 − C.
Hence,
‖ψ(t)‖p+1p+1 ≤
C
C2
+
2
C2
LHt(ℓ(t)) +
C ′
C2
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2 .
Using (7.2), we have that
‖ψ(t)‖p+1p+1 ≤
C
C2
+
2A
C2
+
8πε
C2
+
4ε
C2
∫ 1
0
‖ψ(r)‖p+1p+1dr +
C ′
C2
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2 ,
which finishes the proof of the Lemma.
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It follows from the previous lemma that if ε < C2
8
we have that
∫ 1
0
‖ψ(t)‖p+1p+1dt ≤
4A
C2
+ 2C5 +
2C ′
C2
∫ 1
0
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2dt, (7.6)
and
‖ψ(t)‖p+1p+1 ≤ C(A) +
8εC ′
C22
∫ 1
0
‖∂tψ(r)‖H1/2‖ψ(r)‖H1/2dr +
C ′
C2
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2.
(7.7)
In what follows Ck(A) will be a constant depending on Ci, 1 ≤ i ≤ 4 and A while Ck will
depend only on Ci, 1 ≤ i ≤ 4.
Lemma 7.3 Under the assumptions of Lemma 7.1, we have,∫ 1
0
‖ψ(t)‖2H1/2dt ≤C(A) + C13
(∫ 1
0
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2dt+
∫ 1
0
‖ψ(t)‖H1/2dt
+
(∫ 1
0
‖∂tψ(t)‖2H1/2dt
) 1
2
+
(∫ 1
0
‖∂tψ(t)‖2H1/2dt
) 3
4
( ∫ 1
0
‖ψ(t)‖2H1/2dt
) 1
4
)
.
(7.8)
Proof: We will use the notations of Section 3. From the inequality (3.24) we have that
‖ψ+0 (t)‖2H1/2 ≤C9
(
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2 + ‖ψ(t)‖H1/2 + ‖ψ(t)‖p+1p+1 + 1
+
(
1 + ‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2
) 1
2‖∂tψ(t)‖H1/2
)
. (7.9)
Using (7.7), we have
‖ψ+0 (t)‖2H1/2 ≤C(A) + C10
(
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2 + ‖ψ(t)‖H1/2 +
∫ 1
0
‖∂tψ(r)‖H1/2‖ψ(r)‖H1/2dr
+
(
1 + ‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2
) 1
2‖∂tψ(t)‖H1/2
)
. (7.10)
Similarly we have
‖ψ−0 (t)‖2H1/2 ≤C(A) + C10
(
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2 + ‖ψ(t)‖H1/2 +
∫ 1
0
‖∂tψ(r)‖H1/2‖ψ(r)‖H1/2dr
+
(
1 + ‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2
) 1
2‖∂tψ(t)‖H1/2
)
. (7.11)
Notice that the term ‖ψ00‖2H1/2 can be estimated as follows
‖ψ00(t)‖2H1/2 ≤ C10‖ψ(t)‖2p+1
≤ C(A) + C11
(∫ 1
0
‖∂tψ(r)‖H1/2‖ψ(r)‖H1/2dr + ‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2
)
.
(7.12)
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Combining these last three inequalities we get
‖ψ(t)‖2H1/2 ≤C(A) + C12
(
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2 + ‖ψ(t)‖H1/2 +
∫ 1
0
‖∂tψ(r)‖H1/2‖ψ(r)‖H1/2dr
+
(
1 + ‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2
) 1
2‖∂tψ(t)‖H1/2
)
. (7.13)
After integration and the use of Ho¨lder’s inequality, we have∫ 1
0
‖ψ(t)‖2H1/2dt ≤C(A) + C13
(∫ 1
0
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2dt+
∫ 1
0
‖ψ(t)‖H1/2dt
+
(∫ 1
0
‖∂tψ(t)‖2H1/2dt
) 1
2
+
(∫ 1
0
‖∂tψ(t)‖2H1/2dt
) 3
4
(∫ 1
0
‖ψ(t)‖2H1/2dt
) 1
4
)
.
(7.14)

Corollary 7.1 Under the assumptions of Lemma 7.1, we have∫ 1
0
‖ψ(t)‖2H1/2dt ≤ C(A) + C14
∫ 1
0
‖∂tψ(t)‖2H1/2dt. (7.15)
Proof: This corollary follows easily by applying Young’s inequality first in the form ab ≤
Cǫa
2+ ǫb2 and a second time in the form ab ≤ Cǫa 43 + ǫb4. Then grouping the terms yields
the inequality. 
Proof of Proposition: First, from (7.3) we have∫ 1
0
‖∂tψ(t)‖2H1/2dt ≤ C(A)− 2LH1(ℓ(1)) + 4ε
∫ 1
0
‖ψ(t)‖p+1p+1dt.
Then from (7.6), it follows
∫ 1
0
‖∂tψ(t)‖2H1/2dt ≤ C(A)− 2LH1(ℓ(1)) + εC15
∫ 1
0
‖∂tψ(t)‖H1/2‖ψ(t)‖H1/2dt.
Again by using Young’s inequality, and taking ε < 1
C15
we have
∫ 1
0
‖∂tψ(t)‖2H1/2dt ≤ C(A)− 4LH1(ℓ(1)) + εC16
∫ 1
0
‖ψ(t)‖2H1/2dt. (7.16)
Combining this inequality with (7.15) one has
∫ 1
0
‖ψ(t)‖2H1/2dt ≤ C(A)− C17LH1(ℓ(1)) + εC18
∫ 1
0
‖ψ(t)‖2H1/2dt.
Hence, for ε < 1
2C18
we get
∫ 1
0
‖ψ(t)‖2H1/2dt ≤ C(A)− C19LH1(ℓ(1)). (7.17)
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Plugging it back in (7.16) we have∫ 1
0
‖∂tψ(t)‖2H1/2dt ≤ C(A)− C20LH1(ℓ(1)). (7.18)
Using Ho¨lder’s inequality in (7.6) we have∫ 1
0
‖ψ(t)‖p+1p+1dt ≤ C(A)− C21LH1(ℓ(1)). (7.19)
Inserting it back in (7.2), we get
LH1(ℓ(1)) ≤ C(A)− 2εC21LH1(ℓ(1)).
Hence if we take ε0 ≤ min{C28 , 1C15 , 12C18 } we have that
LH1(ℓ(1)) ≤ C(A,C1, C2, C3, C4).

Lemma 7.4 Let H0 and H1 in H
3
p+1 and consider ε0 > 0 as in Proposition 7.1. As-
sume that supt≤0LH0(ℓ(t)) ≤ A and inft≥1 LH1(ℓ(t)) ≥ B, then there exists a constant
C(A,B,C1, C2, C3, C4) such that the length of ℓ, L(ℓ) satisfies
L(ℓ) ≤ C(A,B).
Proof: Similarly to (7.3) we have that∫
R
‖dℓ
dt
(t)‖2GKdt ≤ C(A,B) + 2ε
∫ 1
0
‖ψ(t)‖p+1p+1dt. (7.20)
Using the same estimates as in (7.17− 7.19) We get that∫
R
‖dℓ
dt
(t)‖2GKdt ≤ C(A,B).
Now it is enough to write that
L(ℓ) = L(ℓ, (−∞, 0]) + L(ℓ, [1,+∞)) + L(ℓ, [0, 1]).
The first two terms are uniformly bounded as in Lemma 5.3. For the last term we have
∫ 1
0
‖dℓ
dt
(t)‖dt ≤
(∫ 1
0
‖dℓ
dt
(t)‖2dt
) 1
2
≤
(∫
R
‖dℓ
dt
(t)‖2dt
) 1
2
≤ C(A,B).

Proposition 7.2 Under the assumptions of Lemma 7.4, we have that M(x+, x−, Ht) is
relatively compact.
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Proof: Now as in (3.17) we have
‖∂tφ(t)‖2L2 ≤ C(A,B)(1 + ‖ψ(t)‖H1/2‖∂tψ(t)‖H1/2).
Integrating in [τ, τ + 1] and using Ho¨lder’s inequality, we have
∫ τ+1
τ
‖∂tφ(t)‖2L2dt ≤ C(A,B)
(
1 +
(∫ τ+1
τ
‖ψ(t)‖2H1/2dt
) 1
2
)
.
On the other hand, if we integrate (7.13) we have
∫ τ+1
τ
‖ψ(t)‖2H1/2dt ≤ C(A,B)
(
1 +
( ∫ τ+1
τ
‖ψ(t)‖2H1/2dt
) 1
2
)
.
Therefore,
sup
τ∈R
∫ τ+1
τ
‖ψ(t)‖2H1/2dt ≤ C(A,B),
and
sup
τ∈R
∫ τ+1
τ
‖∂tφ(t)‖2L2dt ≤ C(A,B).
Now going back to (7.7) and integrating, we have again
sup
τ∈R
∫ τ+1
τ
‖ψ(t)‖p+1p+1dt ≤ C(A,B).
Hence we have an equivalent result to the one in Lemma 3.1 which has the main estimates
to prove Proposition 3.2 and Proposition 3.3. The same procedure can be repeated here
using these estimates to get the desired result of the proposition. 
We consider now two functions H0 and H1 in H
3
p+1 such that dp+1(H0, H1) < ε0 and
LHi is a Morse function for i = 0, 1. We want to construct a chain homomorphism
between {C∗(LH0 ;Z2), ∂∗(LH0 , GK)} and {C∗(LH1 ;Z2), ∂∗(LH1, GK)}. For this purpose,
we will study the moduli spaces of flow lines of the non-autonomous gradient flow. That
is, for x ∈ critk(LH0) and y ∈ critk(LH1), we consider the solutions ℓ(t) of
dℓ
dt
(t) = −∇GKLHt(ℓ(t)), and ℓ(−∞) = x, ℓ(+∞) = y. (7.21)
Again we want to perturb the metric as in the previous section in order to achieve transver-
sality. The main trajectories here causing problems are coming from stationary paths.
That is, ℓ(t) = x0 where x0 ∈ critk(LH0) ∩ critk(LH1). Therefore we will assume for now
that
critk(LH0) ∩ critk(LH1) = ∅. (A)
This last assumption is not as restrictive as it seems, in fact it is generic as we show in
the following
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Lemma 7.5 Let H0 and H1 in H
3
p+1 such that LH0 and LH1 are Morse then there exists
a residual set Hb(H1, H0) ⊂ H3b such that critk(LH0) ∩ critk(LH1+h) = ∅, for all h ∈
Hb(H1, H0).
Proof: The proof of this result is straight forward. In fact if x ∈ critk(LH0), the set of
perturbations h ∈ H3b such that x 6∈ crit(LH1+h) is an open dense set. Indeed, this is
equivalent to the equation
∇GKLH1(x) +∇GK h˜(x) 6= 0,
where h˜(x) =
∫
S1
h(s, x(s))ds. Then since LH0 is Morse, crit(LH0) is countable and hence
the set Hb(H1, H0) is Gδ-dense. 
Regarding the transversality issue, it is similar to the previous case, that is up to a
perturbation of the metric GK , the stable and unstable manifolds intersect transversally.
Indeed, one starts first by taking a function θ : F1,1/2 → [0, 1] such that θ = 0 on
crit(LH0)∪ crit(LH1) and θ > 0 elsewhere. Since we do not have stationary orbits, ℓ˙ 6= 0,
hence there exists an interval [a, b] such that if ℓ(t) is a flow line, ℓ : [a, b] → F1,1/2 is an
embedding. The rest of the argument can be carried out exactly like in Section 5.2.
Now we denote by M(x, y,Ht) ∈ W 1,2x,y (R,F1,1/2) the set of solutions of (7.21). From
the transversality and in a similar way as in Section 3, we have that M(x, y,Ht) is a
manifold of dimension µH0(x) − µH1(y) = 0. In fact, using Propositions 7.1 and 7.2,
we show that M(x, y,Ht) is relatively compact and it can be compactified by adding
∂M(x, y,Ht) formed by broken trajectories. These trajectories can be described as follow:
there exist x = x0, ..., xp ∈ crit(LH0), ℓi ∈ M(xi, xi+1, H0), with 0 ≤ i ≤ p − 1 and
y1, .., yq = y ∈ crit(LH1), ℓi ∈M(yi, yi+1, H1) for 1 ≤ i ≤ q − 1 such that
µH0(x0) > µH0(x1) > ... > µH0(xp) ≥ µH1(y1) > µH1(y2) > ... > µH1(yq).
Therefore in our case, since µH0(x) = µH1(y), there is no broken trajectories and the
manifold is just a finite number of points. Hence we denote
n0,1(x, y) = ♯M(x, y,Ht)(mod 2).
We define therefore the homomorphism Φ01 : Ck(LH0 ,Z2) → Ck(LH1 ,Z2) on the genera-
tors by
Φ01(x) =
∑
y∈critk(LH1 )
n01(x, y)y. (7.22)
Lemma 7.6 Let H1 andH0 in H
3
p+1 such that LH1 and LH0 are Morse and dp+1(H0, H1) <
ε0, then under the assumption (A), the homomorphism Φ01 : {C∗(LH0,Z2), ∂∗(LH0GK)} →
{C∗(LH1 ,Z2), ∂∗(LH1GK)} defines a chain homomorphism.
Proof: We consider two arbitrary critical points x0,k ∈ critk(LH0) and x1,k−1 ∈ critk−1(LH1).
By transversality (up to perturbation of the metric GK ) we have thatM(x0,k, x1,k−1, Ht) is
a one dimensional manifold that is precompact and its compactificationM(x0,k, x1,k−1, Ht)
consists of the following two types of orbits :
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i) Broken trajectories connecting x0,k to x0,k−1 ∈ critk−1(LH0), that is flow lines ℓ0 ∈
M(x0,k, x0,k−1, H0) then x0,k−1 to x1,k−1, that is a flow line ℓ01 ∈ M(x0,k−1, x1,k−1, Ht).
ii) Broken trajectories connecting x0,k to x1,k ∈ critk(LH1), that is flow lines ℓ01 ∈
M(x0,k, x1,k, Ht) then x1,k to x1,k−1, that is a flow line ℓ1 ∈M(x1,k, x1,k−1, H1).
This of course require a gluing statement with the compactness result ( Proposition 7.1
and 7.2). But this relies mainly on the Fredholm property of the linearized flow equation,
which hold by transversality and the argument of Subsection 3.5 applies to prove gluing.
This yields in particular that since this boundary is the one of a one dimensional manifold,
its cardinal is zero mod 2. So in terms of counting we have∑
x0,k−1∈critk−1(LH0 )
n0(x0,k, x0,k−1)n01(x0,k−1, x1,k−1)
+
∑
x1,k∈critk(LH1)
n01(x0,k, x1,k)n1(x1,k, x1,k−1) = 0 (mod 2)
and this is equivalent to
Φ01 ◦ ∂k(LH0 , GK) = ∂k(LH1 , GK) ◦ Φ01.

Now we will prove a naturality result for the homomorphism Φ01 at the homology
level.
Proposition 7.3 There exists 0 < ε < ε0 such that if we consider three function H0, H1
and H2 in H
3
p+1 with LHi is Morse for 0 ≤ i ≤ 2 and dp+1(Hi, Hj) < ε for 0 ≤ i, j ≤ 2. We
assume furthermore that (A) holds for the pair Hi, Hj with i 6= j. Then for a generic K ∈
K2ρ,θ, with θ : F
1,1/2 → [0, 1] is adequately chosen and adapted to the three functions Hi,
the chain homomorphism Φij : {C∗(LHi ,Z2), ∂∗(LHiGK)} → {C∗(LHj ,Z2), ∂∗(LHjGK)}
are well defined (Lemma 7.4) and satisfies the following :
1) Φ00 = id.
2) Φ02 = Φ12 ◦ Φ01 in the homology level.
Proof of statement 1)
First , by suitably choosing θ, we can assume that for a generic K ∈ K2ρ,θ, the Morse-
Smale, property up to order 2 holds for the negative gradient flows of LHi , i = 0, 1, 2.
To prove 1) in the Proposition, we construct Φ00 by taking the constant homotopy
Ht(t, s, x) = H0(s, x). In this case the flow (7.1) becomes the negative gradient flow of
LH0 which satisfies the Morse-Smale property up to order 2. Hence, for x, y ∈ critk(LH0),
M(x, y,Ht) = ∅ unless x = y. In that case it contains the constant Flow line ℓ(t) = x,
therefore n00(x, x) = 1 and n00(x, y) = 0 for x 6= y. Hence, Φ00 = id. 
Now we move to the proof of the second point, which is more involved and technical.
We consider the function Hij defined by
Hij(t, s, x) = η(t)Hj(s, x) + (1− η(t))Hi(s, x),
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for 0 ≤ i, j ≤ 2 and also for R > 1,
H02,R(t, s, x) = η(t)H12(t− R, s, x) + (1− η(t))H01(t+R, s, x).
We consider now the flow
dℓ
dt
= −∇GKLH02,R(ℓ(t)). (7.23)
Since the flow is autonomous except in the intervals [−R,−R + 1] and [R,R+ 1], all the
compactness estimates hold as in Propositions 7.1 and 7.2. Indeed it is easy to notice
that ∣∣∣∂H02,R
∂t
∣∣∣ ≤ 4ε(1 + |ψ|p+1).
Therefore if ε < ε0
4
we have the results of the previously cited propositions by in-
tegrating between [R,R + 1] instead of [0, 1] in the proofs. Moreover, the estimates
are independent of R since the epsilon that we picked does not depend in R. There-
fore one then can define the chain homomorphism Φ02,R : {C∗(LH0 ,Z2), ∂∗(LH0GK)} →
{C∗(LH2 ,Z2), ∂∗(LH2GK)} in the same way as in Lemma 7.5. Notice that we did not ex-
clude the case Hi = Hj for some i and j, in that case we are back at the situation where
we have only two functions H0 and H1 such that H0 6= H1, in view of the assumption (A),
we have that for any flow line, solution to (7.23) linking two critical points of the same
index, dℓ
dt
6= 0. Hence nothing changes in the construction of the morphism Φ02,R 
Lemma 7.7 The chain homomorphism Φ02,R is chain homotopy equivalent to Φ02.
Proof: We consider again the following homotopy defined for 0 ≤ r ≤ 1 by
Hr(t, s, x) = rH02,R(t, s, x) + (1− r)H02(t, s, x).
For x0 ∈ crit(LH0) and x2 ∈ crit(LH2), we define the operator Fx0,x2 : [0, 1]×W 1,2x0,x2(R,F1,1/2)→
L2(R, TF1,1/2) by
Fx0,x2(r, ℓ) =
dℓ
dt
+∇GKLHr(ℓ(t))
We may assume, by a perturbation again of GK , that 0 is a regular value of Fx0,x2. Also,
notice that ∣∣∣∂Hr
∂t
∣∣∣ ≤ 6ε(1 + |ψ|p+1).
Therefore, for ε < ε0
6
, the compactness estimates of Propositions 7.1 and 7.2 hold, since the
flow is autonomous except on the intervals of length 1, [−R,−R+1], [0, 1] and [R,R+1]. It
follows then that the set M(x0, x2, Hr) = F
−1
x0,x2(0) ⊂ [0, 1]×W 1,2x0,x2(R,F1,1/2), is relatively
compact. Moreover, by transversality, we have that
dimM(x0, x2, Hr) = µH0(x0)− µH2(x2) + 1.
We focus now on the zero dimensional case. So we take x0,k ∈ critk(LH0) and x2,k+1 ∈
critk+1(LH2). By compactness, we can define the number n˜(x0,k, x2,k+1) as the cardinal
of M(x0,k, x2,k+1, Hr) mod 2. That is,
n˜(x0,k, x2,k+1) = ♯M(x0,k, x2,k+1, Hr)(mod 2).
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Then we define the morphism Φ˜ : Ck(LH0 ,Z2)→ Ck+1(LH0 ,Z2) on the generators by
Φ˜(x0,k) =
∑
x2,k+1∈critk+1(LH2 )
n˜(x0,k, x2,k+1)x2,k+1. (7.24)
Notice that by the usual compactness and gluing argument, we have that M(x0,k, x2,k, Hr)
is a one dimensional manifold and has a natural compactification to M(x0,k, x2,k, Hr) and
the boundary ∂M(x0,k, x2,k+1, Hr) consists of broken trajectories as follows
• Flow lines connecting x0,k to x2,k+1 via the flow (7.23) then x2,k+1 to x2,k via the
negative gradient flow of LH2 .
• Flow lines connecting x0,k to x0,k−1 via the negative gradient flow of LH0 then x0,k−1
to x2,k via the the flow (7.23).
• Flow lines connecting x0,k to x2,k via the flow of the vector field −∇GKLH02 .
• Flow lines connecting x0,k to x2,k via the flow of the vector field −∇GKLH02,R .
Therefore the summation ∑
x2,k+1∈critk+1(LH2)
n˜(x0,k, x2,k+1)n2(x2,k+1, x2,k)
+
∑
x0,k−1∈critk−1(LH0)
n0(x0,k, x0,k−1)n˜(x0,k−1, x2,k)
+ n02(x0,k, x2,k) + n02,R(x0,k, x2,k) = 0(mod 2) (7.25)
But notice that(
∂k+1(LH2 , G
K) ◦ Φ˜ + Φ˜ ◦ ∂k(LH0 , GK) + Φ02 + Φ02,R
)
(x0,k) =∑
x2,k∈critk(LH2)
∑
x2,k+1∈critk+1(LH2)
n˜(x0,k, x2,k+1)n2(x2,k+1, x2,k)x2,k
+
∑
x2,k∈critk(LH2)
∑
x0,k−1∈critk−1(LH0 )
n0(x0,k, x0,k−1)n˜(x0,k−1, x2,k)x2,k
+
∑
x2,k∈critk(LH2)
n02(x0,k, x2,k)x2,k +
∑
x2,k∈critk(LH2)
n02,R(x0,k, x2,k)x2,k (7.26)
Therefore, from (7.25), we have
∂k+1(LH2 , G
K) ◦ Φ˜ + Φ˜ ◦ ∂k(LH0 , GK) + Φ02 + Φ02,R = 0,
Hence Φ˜ is a chain homotopy between Φ0,2 and Φ02,R. 
Lemma 7.8 Consider an arbitrary x0,k ∈ crit(LH0), then for R > 1 large enough,
Φ02,R(x0,k) = Φ12 ◦ Φ01(x0,k).
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Proof: The idea of the proof lies mainly in studying the moduli space M(x0,k, x2,k, H02,R)
for x0,k ∈ critk(LH0) and x2,k ∈ critk(LH2), when R → ∞. It is similar to the case
of Floer homology in [6] and [23]. We will give a sketch of it in our case. First, using
the same compactness estimates as in Propositions 7.1 and 7.2, we can show that the
space M(x0,k, x2,k, H02,Rn) is relatively compact in the Hausdorff topology when Rn →∞.
Moreover its limit consists of the following trajectories:
i) The gradient flow lines of LH0
ii) The gradient flow lines of LH01
iii) The gradient flow lines of LH1
iv) The gradient flow lines of LH12
v) The gradient flow lines of LH2
Notice that in the cases i), iii) and v) the flow lines are constant because of the index
restriction. So the important flow lines are in the cases ii) and iv). And it can be shown
that ℓn(·−Rn)→ ℓ01 and ℓn(·+Rn)→ ℓ12 as Rn →∞, where ℓ01 ∈M(x0,k, x1,k, H01) and
ℓ12 ∈ M(x1,k, x2,k, H12) for some x1,k ∈ critk(LH1). Conversely, given broken trajectory
from x0,k to x1,k then from x1,k to x2,k, by the compactness argument and transversality,
we can do the same gluing construction to associate for R > 1 big enough an element in
M(x0,k, x2,k, H02,R). Therefore we have the following identification for R large enough :⋃
x1,k∈critk(LH1 )
M(x0,k, x1,k, H01)×M(x1,k, x2,k, H12)→M(x0,k, x2,k, H02,R). (7.27)
It follows that
n02,R(x0,k, x2,k) =
∑
x1,k∈critk(LH1 )
n01(x0,k, x1,k)n12(x1,k, x2,k) (7.28)
and
Φ02,R(x0,k) =
∑
x2,k∈critk(LH2 )
∑
x1,k∈critk(LH1 )
n01(x0,k, x1,k)n12(x1,k, x2,k)x2,k
= Φ12 ◦ Φ01(x0,k). (7.29)
Which yields the proof of the lemma. 
Now we go back to the proof of Proposition 7.3. Consider a cycle c0,k =
∑
i aix
i
0,k ∈
Ck(LH0 ,Z2), from Lemma 7.6, we have that
Φ02([c0,k]) = Φ02,R([c0,k]).
Now for R > 1 big enough, possibly depending on c0,k, we have from Lemma 7.5
Φ02,R([c0,k]) = Φ12 ◦ Φ01([c0,k])
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and this finishes the proof of the second point of Proposition 7.3.
As a corollary from the previous construction, we can drop the assumption (A) to
define a homomorphism Φ01 : HF∗(LH0 ,F
1,1/2,Z2) → HF∗(LH1 ,F1,1/2,Z2). Indeed, we
consider H0 andH1 such that dp+1(H0, H1) < ε, then we can perturb H1 by h ∈ H3b so that
the pairs (H0, H) and (H,H1) satisfy (A) for H = H1+h and such that dp+1(H0, H) < ε,
dp+1(H,H1) < ε. Then by Proposition 7.3, we have that ΦH0,H : HF∗(LH0 ,F
1,1/2,Z2) →
HF∗(LH ,F
1,1/2,Z2) and ΦH,H1 : HF∗(LH ,F
1,1/2,Z2) → HF∗(LH1 ,F1,1/2,Z2) are well de-
fined and hence we can define Φ01 = ΦH,H1 ◦ΦH0,H . We claim that Φ01 defined this way is
independent of the perturbation H . Indeed, consider another function H ′ = H1+ h
′ such
that dp+1(H0, H
′) < ε and dp+1(H
′, H1) < ε, then by Lemma 7.4, there exists two generic
sets H(H) and H(H ′) in H3b such that for k ∈ H(H) and k′ ∈ H(H ′) the condition (A) is
satisfied for the pairs (H0, H1+ k), (H1, H1+ k), (H,H1+ k), (H0, H1+ k
′), (H1, H1+ k
′)
and (H ′, H1 + k
′). Then we have in the homology level
ΦH,H1 ◦ ΦH0,H = (ΦH1+k,H1 ◦ ΦH,H1+k) ◦ (ΦH1+k,H ◦ ΦH0,H1+k)
= ΦH1+k,H1 ◦ (ΦH,H1+k ◦ ΦH1+k,H) ◦ ΦH0,H1+k
= ΦH1+k,H1 ◦ ΦH0,H1+k. (7.30)
Similarly we have
ΦH′,H1 ◦ ΦH0,H′ = ΦH1+k′,H1 ◦ ΦH0,H1+k′. (7.31)
Now notice that since the sets H(H) and H(H ′) are generic, then H(H) ∩ H(H ′) is also
generic, hence we can pick k = k′ ∈ H(H) ∩H(H ′) and this leads to
ΦH,H1 ◦ ΦH0,H = ΦH′,H1 ◦ ΦH0,H′.
In a similar way we can show that the naturality also holds, that is Φ00 = id and Φ02 =
Φ12 ◦ Φ01. Therefore we can write the following
Corollary 7.2 Let H0, H1 and H2 in H
3
p+1 such that LHi is Morse for i = 0, 1, 2 and
dp+1(Hi, Hj) < ε for 0 ≤ i, j ≤ 2. Then we have a natural isomorphism
Φij : HF∗(LHi ,F
1,1/2(S1, N),Z2)→ HF∗(LHj ,F1,1/2(S1, N),Z2).
Moreover,
Φ00 = id and Φ02 = Φ12 ◦ Φ01.
This allows us to see that the homology HF∗(LH ,F
1,1/2(S1, N),Z2) can be defined
even when LH is not a Morse function. Indeed, if H ∈ H3p+1, we know from SubSection
5.1 that there exists a generic h ∈ H3b such that dp+1(H,H + h) < ε and that LH+h is
Morse. Hence we define
HF∗(LH ,F
1,1/2(S1, N),Z2) := HF∗(LH+h,F
1,1/2(S1, N),Z2).
From Corollary 7.2, this construction is independent from the generic perturbation h,
therefore the identification is well defined for any function H in H3p+1 and this proves the
first point of Theorem 1.1.
Now to prove the second point, we need the following Lemma.
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Lemma 7.9 The metric space (H3p+1, dp+1) is contractible (in fact, it is convex).
Proof: We fix H0 ∈ H3p+1 and we consider the map H : [0, 1]×H3p+1 → H3p+1 defined by
H(λ,H) = λH0 + (1− λ)H.
Now this map is well defined since the assumptions (1.1)− (1.3) are stable under convex
combination. In remains to show that H is continuous. Indeed,
|H(λ,H)−H(λ′, H ′)|
≤ |H(λ,H)−H(λ,H ′)|+ |H(λ,H ′)−H(λ′, H ′)|
≤ |λ− λ′||H0 −H|+ |1− λ′||H −H ′|
≤ |λ− λ′|(1 + |ψ|p+1)dp+1(H0, H) + (1 + |ψ|p+1)dp+1(H,H ′) (7.32)
This yields to
dp+1(H(λ,H),H(λ
′, H ′)) ≤ |λ− λ′|dp+1(H0, H) + dp+1(H,H ′),
which gives us the continuity and clearly H is a contraction from H3p+1 to {H0}. 
Proof of Theorem 1.1 part 2)
We consider two functions H and H ′ in H3p+1. Since this last space is contractible, it
is connected in particular, so we take a continuous path (Hλ)0≤λ≤1 in H
3
p+1 connection
H to H ′. We fix ε > 0 as in Proposition 7.3. Then there exists a subdivision 0 = λ0 <
λ1 < · · · < λn = 1 such that dp+1(Hλi−1 , Hλi) < ε for 1 ≤ i ≤ n. From Corollary
7.2 we know that there exist natural isomorphisms Φi−1,i : HF∗(LHi−1 ,F
1,1/2,Z2) →
HF∗(LHi ,F
1,1/2,Z2). We define then the isomorphism ΦH,H′ = Φn−1,n ◦ · · · ◦ Φ1,2 ◦ Φ0,1.
The isomorphism ΦH,H′ only depends on the homotopy class of Hλ, but since the space
H3p+1 is contractible, we have that this isomorphism is natural and this finishes the proof
of the second point of Theorem 1.1.

8 Computation of the homology
We consider the following functionals E1 : H
1(S1, N) → R and E2 : F1,1/2(S1, N) → R
defined by
E1(φ) =
1
2
∫
S1
|φ˙(s)|2ds− v(φ),
and
E2(φ, ψ) =
1
2
∫
S1
〈Dφψ(s), ψ(s)〉ds−
∫
S1
H(s, φ(s), ψ(s))ds,
where v is a bounded smooth function and H ∈ H3p+1. Notice that, if π : F1,1/2(S1, N)→
H1(S1, N) is the canonical projection, then
E1 ◦ π + E2 = LH+v.
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Without loss of generality, we will write E1 instead of E1 ◦π. We consider then the vector
field V on TF1,1/2 defined by
V (x) = −
(
∇HE1(x) +∇NE2(x)
)
,
where ∇H stands for the horizontal gradient, that is ∇φ and ∇N is the vertical gradient,
that is the gradient on the fibers, i.e. ∇ψ. So V can be written as
V (x) = −

 (−∆+ 1)−1
(
−∇s∂sφ−∇φv(s, φ)
)
(1 + |D|)−1
(
Dφ −∇ψH(s, φ, ψ)
)

 . (8.1)
From this decomposition, we see that we have the following
Lemma 8.1 The rest points of the vector field V are of the form (φ, ψ) where φ is a
perturbed geodesic satisfying
−∇s∂sφ = ∇φv(s, φ),
and ψ is a critical point of the functional E2 restricted to the fiber satisfying
Dφψ = ∇ψH(s, φ, ψ).
We will denote by rest(V ) the rest points of the vector field V . Now notice that if
(φ, ψ) ∈ rest(V ) then φ has a natural index as a critical point of the Morse function
E1. Similarly, for ψ, we can define a relative index for it. Indeed, by considering the
differential dV we see that we can write
dV (φ, ψ) =
(
A11 0
A21 A22
)
(8.2)
so that for all u = (X, ξ) ∈ Tφ,ψF1,1/2(S1, N),
A11[X ] = ∇2φE1[X ]
= (−∇s∇s + 1)−1
(
−∇s∇sX − R(X, ∂sφ)∂sφ− vφφ( · , φ)[X ]
)
, (8.3)
A21[X ] = (1 + |D|)−1
(
e1 · ∂sψiXmγkmj ⊗
∂
∂yk
(φ) +∇XΓijk(φ)∂sφje1 · ψk ⊗
∂
∂yi
(φ)
+ Γijk(φ)∂sX
je1 · ψk ⊗ ∂
∂yi
(φ) + Γijk(φ)∂sφ
je1 · ψkΓmliX l ⊗
∂
∂ym
(φ)−Hψφ( · , φ, ψ)[X ]
)
,
(8.4)
A22[ξ] = ∇2ψ,ψE2
= (1 + |D|)−1(Dφξ −Hψψ( · φ, ψ)[ξ]). (8.5)
Again we use the same indexing process as in Section 2, that is, we fix x0 = (φ0, ψ0) ∈
F1,1/2 and a path xt = (φt, ψt)0≤t≤1 connecting it to x = (φ, ψ) ∈ rest(V ). The relative
Morse index of x is then
µ0(x) = −sf{dV (xt)}0≤t≤1. (8.6)
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Notice then by the above formula given for dV , that
sf{dV (xt)}0≤t≤1 = sf{A11(xt)}0≤t≤1 + sf{A22(xt)}0≤t≤1
Therefore, we have that
µ0(x) = µ1(φ) + µ2(φ, ψ) (8.7)
where
µ1(φ) = −sf{A11(xt)}0≤t≤1 and µ2 = −sf{A22(xt)}0≤t≤1.
Notice that if we choose φ0 to be a minimizer of E1, then µ1 coincides with the Morse
index of the φ as a critical point of E1. Based on this splitting of the index, we can define
then
Definition 8.1 For (r, q) ∈ N× Z we define the set restr,q(V ) ⊂ rest(V ) by
restr,q(V ) = {(φ, ψ) ∈ rest(V );µ1(φ) = r, µ2(φ, ψ) = q},
and
restk(V ) = {(φ, ψ) ∈ rest(V );µ0(φ, ψ) = k} =
⋃
r+q=k
restr,q(V ).
Lemma 8.2 The vector field V satisfies the generalized Palais-Smale condition. That is
if V (xk)→ 0 and |E1(φk)|+ |E2(xk)| ≤ C then xk have a convergent subsequence.
Proof: This proof is similar to the classical (PS) condition for the functional LH . In fact
it is even easier since we have the compactness and convergence for the φk part of xk
so the part that needs to be checked is for the ψ part. But this follows from the local
trivialization around φ and it is similar in nature to proof of the Palais-Smale in [15].

It is a classical result that for a generic set of perturbations v, E1 is Morse, and from
[17], we have that for every critical point φ of E1, the functional E2(φ, ·) is Morse for a
generic set of perturbations H ∈ H3p+1. Since the critical points of E1 are countable, then
we have the existence of a generic subset of H3p+1 such that E2(φ, )˙ is Morse for every
φ ∈ crit(E1). Notice that we can also perturb the vector field V in a slightly different
way from the perturbation of the gradient flow of LH to achieve transversality, as follow
VK(x) = −(1 +K)
(
(−∆+ 1)−1
(
−∇s∂sφ−∇φv(s, φ)
)
(1 + |D|)−1(Dφ −∇ψH(s, φ, ψ))
)
, (8.8)
where K ∈ K˜2θ,ρ0 ⊂ K2θ,ρ0 for θ chosen in a suitable way and we add the fact that K is
lower triangular. That is K ∈ K˜2θ,ρ0 if and only if K ∈ K2θ,ρ0 and
K =
(
K11 0
K21 K22
)
.
This choice is made in such a way to preserve the decoupling of the first equation of the
flow. We claim that with this choice, transversality can be achieved. Notice that the
main issue one needs to worry about is the result of Lemma 5.8. First we start by two
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rest points x+ = (φ+, ψ+) and x− = (φ−, ψ−). Notice that we have two kinds of flows for
V . The first kind is when φ+ = φ−, hence ℓ(t) = (φ+, ψ(t)). In this case the stable and
unstable manifold depend mainly on the ψ component and transversality can be achieved
via a perturbation K with K11 = K21 = 0 as in [17].
The second kind of flows is when φ+ 6= φ− in this case we have always that∇φE1(ℓ(t)) 6=
0. So we consider w ∈ C2(R, ℓ∗TF1,1) with supp(w) ⊂ [a, b]. We want to show the exis-
tence of k ∈ K˜θ such that k(ℓ)V (ℓ) = w. First, if we set w =
[
w1
w2
]
. We want to find a
k such that k
[
0
Y
]
=
[
0
Y˜
]
. Notice that we can always, generate w1 by taking
k˜11(t) =
〈·,∇φE1(ℓ(t))〉
‖∇φE1(ℓ(t))‖2w1(t) +
〈·, w1(t)〉
‖∇φE1(ℓ(t))‖2∇φE1(ℓ(t))
− 〈∇φE1(ℓ(t)), w1(t)〉〈·,∇φE1(ℓ(t))〉‖∇φE1(ℓ(t))‖4 ∇φE1(ℓ(t)). (8.9)
Now, if we take the w˜ =
[
0
w2
]
, then by taking k˜1 as in Lemma 5.8, that is
k˜1(t) =
〈·, V (ℓ(t))〉
‖∇1,1/2V (ℓ(t))‖2 w˜(t) +
〈·, w˜(t)〉
‖V (ℓ(t))‖2V (ℓ(t))
− 〈V (ℓ(t)), w˜(t)〉〈·, V (ℓ(t))〉‖V (ℓ(t))‖4 V (ℓ(t)), (8.10)
we have that k˜1V = w˜ but
k˜1
[
0
Y
]
=
[
X˜
Y˜
]
But we can always compensate the component on X˜ using the first process and adding
a term k˜11. Now the rest of the proof stays unchanged in order to achieve transversality.
From now on we will write just V instead of VK since these properties are independent of
the perturbation K. We consider then, the flow lines of V . That is solutions of{
dℓ
dt
= V (ℓ(t))
ℓ(0) = ℓ0 ∈ F1,1/2 (8.11)
Lemma 8.3 The solutions of the flow of V , (8.11), exist for all time.
Proof: First, since V is a vector field tangent to F1,1/2(S1, N), the local existence is
guarantied via the classical Cauchy-Lipschitz for ODEs. We will assume that ℓ, the
solution to (8.11), exists in [0, T ) where T > 0 is the maximal time of existence and
assume for the sake of contradiction that T < +∞. It is important to notice that φ(t),
on the other hand, exists for all time and bounded in C2,α. Moreover, it converges to
a critical point of the functional E1 and this makes many estimates involving φ easier.
Therefore the main difficulty resides in the behavior of the component ψ. Notice that if
‖ψ‖Lp+1 is bounded then the same estimates in the proof of Propositions 7.1 and 7.2 hold
and hence we have a uniform bound on ‖ψ‖C1,α and the flow can be extended beyond T .
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We claim that ‖ψ(t)‖p+1 is bounded on [0, T ). Indeed, the main ingredient here is the
inequality a2 ≤ Cǫ + εap+1 for all a > 0. Therefore
d
dt
E2(ℓ(t)) = −‖∂tψ(t)‖2H1/2 + 〈∂tφ(t),
1
2
R(φ)〈ψ, ∂sφ · ψ〉〉+ 〈∂tφ(t),∇φH(ψ, ψ)〉
≤ −‖∂tψ(t)‖2H1/2 + εC5‖ψ(t)‖p+1Lp+1 + C2, (8.12)
where C5 > 0 is a constant depending on supt∈[0,T ) ‖φ(t)‖C2,α.We are back to a similar
situation of the proof of Propositions 7.1 and 7.2. In fact the estimates are even easier
because of the boundedness of the φ term. Thus ‖ψ(t)‖p+1p+1 is bounded and T = +∞. 
Proposition 8.1 Let ℓ be a flow line of V such that ℓ(−∞) = x− and ℓ(+∞) = x+, where
x+, x− ∈ rest(V ), then then exists a constant C depending on LH+v(x+), LH+v(x−) and
the usual constants Ci, 1 ≤ i ≤ 4, such that
sup
t∈R
|LH+v(ℓ(t))| ≤ C. (8.13)
Proof: Again, here we only need to investigate the boundedness of E2 along the flow. This
is very similar to the invariance of the homology of the functional E2 under homotopy
that was investigated in [17]. But the main difference here is that the perturbation in [17]
is compactly supported. So if for instance φ(t) was constant outside an interval [−T, T ]
then the proof works exactly the same. But here we need to take care of the part outside
this compact set.
Lemma 8.4 There exists C = C(x+, x−) and T = T (x+, x−) > 0 such that
E2(ℓ(−t)) ≤ C(x+, x−)
and
−C(x+, x−) ≤ E2(ℓ(t)),
for all t ≥ T .
Proof: We recall that
d
dt
E2(ℓ(t)) = −‖∂tψ(t)‖2H1/2 + 〈∂tφ(t),
1
2
R(φ)〈ψ, ∂sφ · ψ〉〉+ 〈∂tφ(t),∇φH(ψ, ψ)〉
≤ −‖∂tψ(t)‖2H1/2 + C5‖∂tφ(t)‖H1
(
‖ψ(t)‖p+1Lp+1 + C2
)
.
It is a well known result now, since E1 is Morse, we have the existence of α > 0 such that
‖∂tφ(t)‖H1 ≤ Ce−α|t|.
We take T >> 1 and we investigate the energy in the interval (−∞,−T ]. We have then
d
dt
E2(ℓ(t)) ≤ −‖∂tψ(t)‖2H1/2 + Ce−α|t|
(
‖ψ(t)‖p+1Lp+1 + 1
)
.
Hence,
E2(ℓ(t)) ≤ E2(x+)−
∫ t
−∞
‖∂tψ(s)‖2H1/2ds+ C
∫ t
−∞
e−α|s|(‖ψ(s)‖p+1Lp+1 + 1)ds. (8.14)
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But
〈∂tψ, ψ〉+ 2E2(ℓ(t)) ≥ C2‖ψ(t)‖p+1p+1 − C2.
Hence, if we set A = E2(x+), we have
‖ψ(t)‖p+1p+1 ≤ C + 2A+ C
∫ −T
−∞
e−α|s|‖ψ(s)‖p+1p+1ds+ C‖∂tψ‖H1/2‖ψ‖H1/2 .
Therefore, if we multiply by e−α|t| and integrate, we have that for T big enough,∫ −T
−∞
e−α|t|‖ψ(t)‖p+1p+1dt ≤ Ce−αT (1 + A) +
∫ −T
−∞
e−α|t|‖∂tψ‖H1/2‖ψ‖H1/2dt
and
‖ψ(t)‖p+1p+1 ≤ C(A) + C
∫ −T
−∞
e−α|t|‖∂tψ‖H1/2‖ψ‖H1/2dt+ C‖∂tψ‖H1/2‖ψ‖H1/2 .
Next, we estimate ‖ψ‖2
H1/2
. Similarly to (7.13-7.14), we have that
‖ψ‖2H1/2 ≤ C‖ψ‖H1/2 + C(A) + C
∫ −T
−∞
e−α|t|‖∂tψ‖H1/2‖ψ‖H1/2dt+ C‖∂tψ‖H1/2‖ψ‖H1/2 .
Therefore, if one multiplies by the exponential term and integrates, he finds∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt ≤ C(A) + C
∫ −T
−∞
e−α|t|‖ψ‖H1/2dt+ Ce−αT
∫ −T
−∞
e−α|t|‖∂tψ‖H1/2‖ψ‖H1/2dt
+ C
∫ −T
−∞
e−α|t|‖∂tψ‖H1/2‖ψ‖H1/2dt
≤ C(A) + Ce−αT
(∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt
) 1
2
+ C
(∫ −T
−∞
e−α|t|‖∂tψ‖2H1/2dt
) 1
2
(∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt
) 1
2
.
Again, from (8.14), we have that
∫ −T
−∞
‖∂tψ(t)‖2H1/2dt ≤ C(A)− E2(ℓ(−T )) + C
∫ −T
−∞
e−α|s|‖ψ(s)‖p+1p+1ds
≤ C(A)− E2(ℓ(−T )) + C
∫ −T
−∞
e−α|t|‖∂tψ‖H1/2‖ψ‖H1/2dt
≤ C(A)− E2(ℓ(−T )) + C
(∫ −T
−∞
e−
α
2
|t|‖∂tψ‖2H1/2dt+
∫ −T
−∞
e−
3α
2
|t|‖ψ‖2H1/2dt
)
.
Taking T even bigger, we have∫ −T
−∞
‖∂tψ(t)‖2H1/2dt ≤ C(A)− 4E2(ℓ(−T )) + C
∫ −T
−∞
e−
3α
2
|t|‖ψ‖2dt.
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Using this estimate, we have
∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt ≤ C(A) + Ce−αT
(∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt
) 1
2
+ C
(∫ −T
−∞
e−α|t|‖∂tψ‖2H1/2dt
+
1
4
∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt
)
.
Thus,
∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt ≤ C(A) + Ce−αT
(∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt
) 1
2
+ C
∫ −T
−∞
e−α|t|‖∂tψ‖2H1/2dt
≤ C(A) + Ce−αT
(∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt
) 1
2
+ Ce−αT
(
C(A)− 4E2(ℓ(−T ))
+ C
∫ −T
−∞
e−
3α
2
|t|‖ψ‖2H1/2dt
)
.
Therefore, ∫ −T
−∞
e−α|t|‖ψ‖2H1/2dt ≤ C(A)− CE2(ℓ(−T ))
The rest of the proof now follows exactly Proposition 7.1 to yield
E2(ℓ(−T )) ≤ C(E2(ℓ(−∞))).
A similar inequality holds when we start the integrations in [T,+∞). 
For the bound on [−T, T ] we follow exactly the procedure done in Proposition 7.1,
since
d
dt
E2(ℓ(t)) ≤ −‖∂tψ(t)‖2H1/2 + C5ε‖ψ(t)‖p+1Lp+1 + C

In order to achieve compactness, as in the previous case, we need to show that the
length of the orbits is uniformly bounded.
Lemma 8.5 Let ℓ be a flow line of V such that ℓ(−∞) = x− and ℓ(+∞) = x+, where
x+, x− ∈ rest(V ), then then exists a constant C depending on LH+v(x+), LH+v(x−) such
that the length of ℓ, L(ℓ) satisfies
L(ℓ) ≤ C.
Proof: We first bound the ends of the flow at infinity. We will use the fact that V is
asymptotically hyperbolic to get exponential convergence of the flow near the critical
points and hence integrability. We consider the function defined for t > T > 0 by
f(t) =
1
2
‖ℓ′(t)‖2.
If we compute f ′′(t), we find
f ′′(t) = ‖ℓ′′(t)‖2 + 〈ℓ′(t), dV (ℓ(t))ℓ′′(t)〉+ 〈ℓ′(t), d2V (ℓ(t))[ℓ′(t), ℓ′(t)]〉.
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But in a local frame around ℓ(+∞) = x−, we can write that dV (ℓ(t)) = dV (x−) + g(t)
where g(t)→ 0 as t→∞. Hence, using the symmetry of dV (ℓ(t)), we have that
〈ℓ′(t), dV (ℓ(t))ℓ′′(t)〉 = ‖dV (x−)ℓ′(t)‖2 + ǫ(t)‖ℓ′(t)‖2.
Also, one has
〈ℓ′(t), d2V (ℓ(t))[ℓ′(t), ℓ′(t)]〉 ≥ −c‖ℓ′(t)‖3.
Hence, using the invertibility of dV (x−), one has
f ′′(t) ≥ ‖ℓ′(t)‖2(c1 − ǫ(t)− c‖ℓ′(t)‖).
Hence by taking the neighborhood even smaller we have that
f ′′(t) ≥ αf(t).
Now based on the proof of the previous Proposition, we have furthermore that f ∈
L1([T,+∞)) and it is a classical argument to see that
‖ℓ′(t)‖ ≤ Ce−δ|t|,
for δ depending only on the end points. Notice here that in the interval [−T, T ] we used
the boundedness of
∫ T
−T
‖ℓ′(t)‖2dt as shown in the previous Proposition. This shows now
that the length L is uniformly bounded. 
In particular, this previous Lemma and Proposition tell us that the moduli space
M(x−, x+, V ) is a relatively compact manifold of dimension dimM(x−, x+, V ) = µ0(x−)−
µ0(x+). Therefore, by considering critical points with difference of index 1, we can perturb
the metric in a generic way to have transversality up to order 2 and use the gluing
argument to construct the homology HF∗(V,F
1,1/2,Z2).
Proposition 8.2 The homologyHF∗(V,F
1,1/2,Z2) is equal to the homologyDG
p+1HF∗(F
1,1/2,Z2).
Proof: The idea here, is similar to the part related to the invariance of the homology with
respect to the perturbation of H ∈ H3p+1. Indeed, we construct a homomorphism ΦV,L :
HF∗(V,F
1,1/2,Z2) → HF∗(LH+v,F1,1/2,Z2) by taking a cut-off function η : R → [0, 1]
such that η(t) = 0 for t ≤ 0 and η(t) = 1 for t ≥ 1 and consider the vector field
Vt = η(t)(−∇GKLH+v) + (1− η(t))V.
Then we consider the flow lines of Vt, that are solutions to
dℓ
dt
= Vt(ℓ(t)), ℓ(−∞) = x− and ℓ(+∞) = x+.
The compactification of the moduli space M(x−, x+, Vt) works exactly the same as in
Section 7 and by counting the flow lines for moduli spaces of dimension zero, we get the
desired result. 
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8.1 Leray-Serre type Floer spectral sequence
We will construct now a spectral sequence converging to the homology generated by V
and this will lead us to the computation of our homology. We first start by defining the
chain complex generated by the rest points of V , that is (C∗(V,Z2), ∂
V
∗ ). Then one can
define a filtration (Fr(C∗(V,Z2))r≥0 as follows :
FrCq(V,Z2) = spanZ2{x = (φ, ψ) ∈ restq(V );µ1(φ) ≤ r}.
Clearly
i) FrC∗(V,Z2) = {0} for r < 0,
ii) FrC∗(V,Z2) ⊂ Fr+1C∗(V,Z2),
iii)
⋃
r≥0 FrC∗(V,Z2) = C∗(V,Z2).
Moreover, since the flow of V projects to a negative gradient flow of E1, then the boundary
operator ∂V decreases the index µ1. Therefore ∂
V (FrC∗(V,Z2)) ⊂ FrC∗(V,Z2). So the
filtration we have is in fact a chain filtration. Thus, we consider its associate spectral
sequence. It follows then from i)− iii) and [25, Chap 9, Theorem 2], that there exists a
spectral sequence, with first page
E1r,q = Hr+q(FrC(V,Z2)/Fr−1C(V,Z2)). (8.15)
With boundary operator ∂1 corresponding to the triple (FrC(V, Z2), Fr−1C(V, Z2), Fr−2C(V, Z2)).
That is the boundary operator coming from the short exact sequence
0→ Fr−1C(V, Z2)→ FrC(V, Z2)→ FrC(V, Z2)/Fr−1C(V, Z2)→ 0.
Lemma 8.6
E1r,q =
⊕
φ∈critr(E1)
Dp+1HFq(H
1/2(S1),Z2).
Proof: We first notice that
FrC(V,Z2)/Fr−1C(V,Z2) = spanZ2{(φ, ψ) ∈ rest(V );φ ∈ critr(E1);ψ ∈ crit(E2(φ, ·))}
with the boundary operator
∂ : FrCr+q(V,Z2)/Fr−1Cr+q(V,Z2)→ FrCr+q−1(V,Z2)/Fr−1Cr+q−1.
Now consider two rest points x− = (φ−, ψ−), x+ = (φ+, ψ+) ∈ {(φ, ψ) ∈ rest(V );φ ∈
critr(E1);ψ ∈ crit(E2(φ, ·))}, and let ℓ = (φ(t), ψ(t)) ∈ M(x−, x+, V ), ℓ projects down
to a flow line of the negative gradient flow of E1. Since µ1(φ−) = µ1(φ+) = r, we
have by transversality, that the path φ(t) is constant and that φ(t) = φ− = φ+. This
implies that ψ− and ψ+ are both critical points of E2 restricted to the same fiber, that
is ψ−, ψ+ ∈ crit(E2(φ, ·)) and the component ψ(t) of ℓ is then a flow line of the negative
gradient vector of E2(φ, ·). It follows then that
M(x−, x+, V ) ∼= M(ψ−, ψ+, E2(φ, ·)).
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So for every fixed critical point φ ∈ critr(E1), we obtain the homologyHF∗(E2(φ, ·), H1/2(S1),Z2).
This homology is independent of the fiber, indeed, if φ1 and φ2 are critical points of E1
of index r, then
HF∗(E2(φ1, ·), H1/2(S1),Z2) = HF∗(E2(φ2, ·), H1/2(S1),Z2) = Dp+1HF∗(H1/2(S1),Z2).
This follows from the result in [17] of the invariance of the homology with respect to
functions H ∈ H3p+1. This can be seen by taking a geodesic path γ(s, t)0≤t≤1 connecting
φ1(s) to φ2(s). Then using the parallel transport we pull back the problem to one single
fiber above φ1 and thus we will have an equivalent problem with a homotopy between
two perturbations in H3p+1, hence they have the same homology as shown in [17] and this
finishes the proof. 
With all these ingredient now we can state the third claim in Theorem 1.
Corollary 8.1 The homology DGp+1H∗(F
1,1/2(S1, N),Z2) vanishes.
Proof: So far we constructed a first quadrant spectral sequence, with first page E1r,q
defined in (8.15). Again, from [25], we have that this spectral sequence converges to
GH∗(C(V,Z2)). But from [17], D
p+1HF∗(H
1/2(S1),Z2) = 0. Therefore, by Lemma 8.4,
the spectral sequence collapses at the first page and
GH∗(C(V,Z2)) = 0.
Therefore one has
HF∗(V,F
1,1/2(S1, N),Z2) = 0.
Then by Proposition 8.2,
DGp+1HF∗(F
1,1/2(S1, N),Z2) = HF∗(V,F
1,1/2(S1, N),Z2) = 0.

9 Applications to the existence of superquadratic Dirac-
geodesics
In this section we assume that ∇ψH(φ, 0) = ∇ψ,ψH(φ, 0) = ∇φ,ψH(φ, 0) = 0. We will
suppose furthermore that H is even with respect to ψ. We will assume for the sake of
contradiction that the only critical points of LH are the trivial one, i.e. (φ, 0) with φ a
perturbed geodesic. Since LH is Morse, the critical points are isolated. We fix a critical
point (φ0, 0) with φ0 a critical point of E1 of index zero and we will compute the relative
index µH starting from it.
For every critical point (φ1, 0) of LH we will associate two indices, that is
µH(φ1, 0) = µE1(φ1) + µ1(φ1),
where µ1(φ) = −sf{Dφt}0≤t≤1. We will write that (φ1, 0) is of index (µE1, µ1). We as-
sume now that 0 6= [φ0] ∈ H0(ΛN), where ΛN is the loop space of N . Now since
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DGp+1H(F1,1/2(S1, N),Z2) = 0, either (φ0, 0) is a boundary in C∗(LH , Z2) or it maps to
a boundary. We consider the first case, that is there exists φ1, φ2, · · · , φℓ ∈ crit(E1) such
that ∂
∑ℓ
i=1(φi, 0) = (φ0, 0). We can do the same reasoning for the second case, therefore
we will omit it. So µH(φi, 0) = 1 for 1 ≤ i ≤ ℓ and we will set µE1(φ1) = mi + 1 and
µ1(φi) = −mi. We distinguish three cases:
Case 1: If mi > 0, then we have already that dimMˆ(φi, φ0, E1) = mi ≥ 1. But
it is easy to see that a gradient flow line of E1 corresponds to a flow line of LH in the
neighborhood of the critical points (since the perturbation of the metric occurs outside
neighborhoods of critical points), via the map φ 7→ (φ, 0). Therefore M((φi, 0), (φ0, 0), H)
has to be empty or else the dimensions will not match since in that case one would have
dimMˆ((φi, 0), (φ0, 0), H) = 0 < mi. Therefore, (φ0, 0) cannot be canceled by a critical
point with negative µ1-index.
Case 2: If mi = 0 for all 1 ≤ i ≤ ℓ, then the following holds
Proposition 9.1 Let (φ+, 0) and (φ−, 0) be two critical points of LH , with µ1(φ+) =
µ1(φ−) then
M((φ+, 0), (φ−, 0), H) ∼= M(φ+, φ−, E1)
Proof: Assume that there is a flow line of the form x(t) = (φ(t), ψ(t)) ∈M((φ+, 0), (φ−, 0), H)
with ψ(t) 6= 0. Under our assumption, we note that ∇ψLH(ψ(t)) = −ψ˙(t) 6≡ 0. Thus,
as in the proof of Proposition 5.2 (in particular Lemma 5.8), further perturbing the met-
ric with perturbation of the form K =
(
0 0
0 K22
)
if necessary, we may assume that the
ψ-part of the flow ψ˙ = −∇ψLH is regular along x(t), i.e., its linearization with respect
to ψ-variable is onto. Under this regularity condition, by linearizing the negative gra-
dient flow equations at both ends (φ±, 0), we see that along the path x(t), there exists
a path of eigenvalues {λ(t)} of d2ψLH(x(t)) such that λ(−∞) < 0 and λ(+∞) > 0 and
there is no path of eigenvalues {µ(t)} of d2ψLH(x(t)) with µ(−∞) > 0 and µ(+∞) < 0.
Thus the spectral flow sf{d2ψLH(x(t))}−∞≤t≤+∞ is positive under the assumption. But
this contradicts the equality of the µ1-index. Thus, there does not exist flow lines of the
form (φ(t), ψ(t)) ∈ M((φ+, 0), (φ−, 0), H) with ψ(t) 6= 0. This proves that the natural
injection M(φ+, φ−, E1) ∋ φ(t) 7→ (φ(t), 0) ∈ M((φ+, 0), (φ−, 0), H) is also a surjection.
This completes the proof. 
By applying this Proposition to each critical points (φi, 0) and (φ0, 0) we see that
since (φ0, 0) is a boundary of
∑ℓ
i=1(φi, 0), then φ0 is a boundary of
∑ℓ
i=1 φi in C∗(E1,Z2)
therefore, [φ0] = 0 which is a contradiction.
Case 3: If mi = −1 for 1 ≤ k ≤ ℓ and mi = 0 for k < 1 ≤ ℓ.
Theorem 9.1 If H satisfies ∇ψH(φ, 0) = ∇ψ,ψH(φ, 0) = ∇φ,ψH(φ, 0) = 0, then either
we have at least three (perturbed) geodesics, two minimals and one geodesic of index 1 or
we have a non-trivial Dirac Geodesic.
Proof: We focus on case 3, and assume for the sake of generality that ℓ = 1 and m1 =
−1. That means that φ0 and φ1 are two geodesics of index zero, in the same connected
component of ΛN . Thus, by connectedness, we need to have another (perturbed) geodesic
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of index 1. Now, if ℓ > 1 then clearly we have at least three (perturbed) geodesics as
described in the theorem. 
If we assume furthermore that H is even in the ψ component, then we have
Corollary 9.1 Assume that H ∈ H3p+1 is even in ψ and satisfies∇ψH(φ, 0) = ∇ψ,ψH(φ, 0) =
∇φ,ψH(φ, 0) = 0, then we have the existence of at least one non-trivial perturbed Dirac
Geodesic. Moreover, if there exists a sequence of numbers ak →∞ such that bak(ΛN,Z2) 6=
0 then we have infinitely many solutions.
Proof: We see from case 3, that if mi = −1 then generically, there is no E1-flow lines
between φi and φ0 since µE1(φ1) = µE1(φ0) = 0. Thus the only flow lines we have in
M((φi, 0), (φ0, 0), H) are of the form (φ(t), ψ(t)) where ψ(t) 6= 0. But near the critical
points, since the perturbation of the metric vanishes, we have that if (φ(t), ψ(t)) is a
flow line then (φ(t),−ψ(t)) is also a flow line. Thus, the flow lines come in pair and
♯Mˆ((φi, 0), (φ0, 0), H) = 0( mod 2) leading to another contradiction. Notice now that this
process involves (perturbed) geodesics of difference of index at most one. Hence, we can
repeat the same reasoning for another generator [φ0,ak ] ∈ Hak(ΛN) and since ak →∞ we
have indeed the existence of infinitely many non-trivial Dirac-geodesics. 
In the previous results the word perturbed can be removed to deal with actual geodesics
in case g, the metric on N is bumpy, which is a generic condition on the metric.
Finally, we consider a spacial case of flat tori N = T. As before, we argue by contra-
diction and assume that there are no non-trivial Dirac-geodesics. In this case, Dφ = D
and µ1(φ) = −sf{Dφt}0≤t≤1 = 0. Then by Proposition 9.1, the canonical embedding
M(φ+, φ−, E1) ⊂M((φ+, 0), (φ−, 0), H) is an isomorphism:
M(φ+, φ−, E1) ∼= M((φ+, 0), (φ−, 0), H).
Thus, the homology DGp+1H∗(F
1,1/2(S1, N);Z2) is isomorphic to the Morse to the Morse
homologyMH∗(ΛN,E1;Z2) of the perturbed geodesic functional. The latter is isomorphic
to the singular homology of the loop space H∗(ΛN ;Z2). Thus we arrive at a contradiction
0 = DGp+1H∗(F
1,1/2(S1, N);Z2) ∼= MH∗(ΛN,E1;Z2) ∼= H∗(ΛN ;Z2) 6= 0. Thus, we have
Theorem 9.2 Let N = T be a flat tori. Under the assumption ∇ψH(φ, 0) = ∇ψ,ψH(φ, 0) =
∇φ,ψH(φ, 0) = 0, there exists a non-trivial perturbed Dirac geodesics in each connected
component.
Concluding Remarks:
We point out that in Corollary 9.1, the condition on the Betti numbers is satisfied in
many situations. For instance, in [24], Serre proved that if H∗(N,Z2) 6= 0 for any nonzero
degree, then Hi(ΛM,Z2) is non-trivial for infinitely many i. Then extending the work of
D. Sullivan [26] and M. Vigue´-Poirrier, D. Sullivan [27], J. McCleary [21], proved that if N
is simply connected and H∗(N,Z2) as an algebra, is generated by at least two generators,
then bk(ΛN,Z2) grow unbounded. So in these cases, we have that the result of Corollary
9.1 holds.
Now if we look back at Theorem 9.1, we can see that we are not using Theorem 1.1 in
full strength since we are just using one non-trivial generator [φ0] in the homology of the
78
loop space. But one can investigate further the different generators. The non-existence
of non-trivial Dirac geodesics would impose strong restriction on the loop space. Another
angle that was not used here was the S1 action. One could investigate the index growth
after iteration and other existence results can be extracted from Theorem 1.1.
10 Appendix
In this section, we collect some technical results which were used in the proofs of previous
sections.
Lemma 10.1 ([8, Lemma 6.1]) Let 1 < p < ∞, 0 < s < ∞, 1 < r < ∞, 0 < θ < 1,
1 < t <∞ be such that 1
r
+ θ
t
= 1
p
. For f ∈ W s,t(S1) ∩ L∞(S1), g ∈ W θs,p(S1) ∩ Lr(S1),
we have fg ∈ W θs,p(S1) and
‖fg‖W θs,p(S1) ≤ C(‖f‖L∞(S1)‖g‖W θs,p(S1) + ‖g‖Lr(S1)‖f‖θW s,t(S1)‖f‖1−θL∞(S1)). (10.1)
For the proof, see [8]. Note that the conclusion of the lemma holds without the dimension
restriction. However, we state it only for the 1-dimensional case since we only use it for
this special case.
In particular, for p = 2, s = 1, r = 4, θ = 1
2
, t = 2, Lemma 10.1 implies the following:
For f ∈ W 1,2(S1) and g ∈ H1/2(S1), we have fg ∈ H1/2(S1) and
‖fg‖H1/2(S1) ≤ C(‖f‖L∞(S1)‖g‖H1/2(S1) + ‖g‖L4(S1)‖f‖
1
2
H1(S1)‖f‖
1
2
L∞(S1). (10.2)
Note that, in 1-dimension, we have H1(S1) ⊂ L∞(S1) and H1/2(S1) ⊂ L4(S1) by the
Sobolev embedding theorem.
We also have the following corollary:
Corollary 10.1 For any 1
2
< s < 1, we have the continuous multiplication:
H−1/2(S1)×H1/2(S1) ∋ (g, h) 7→ gh ∈ H−s(S1). (10.3)
Proof. For f ∈ H−1/2(S1), g ∈ H1/2(S1) and h ∈ C∞(S1), the distribution fg is defined
as
〈fg, h〉 = 〈f, gh〉.
Thus, to prove the assertion, we need to prove gh ∈ H1/2(S1) for g ∈ H1/2(S1) and
h ∈ Hs(S1). This follows form Lemma 10.1 by taking p = 2, s = s, r = 4s
2s−1
, θ = 1
2s
and
t = 2. Or, we can directly prove this as follows: We note that the continuity of
L2(S1)×Hs(S1) ∋ (f, g) 7→ fg ∈ L2(S1) (10.4)
and
Hs(S1)×Hs(S1) ∋ (f, g) 7→ fg ∈ Hs(S1), (10.5)
where the continuity of (10.5) follows from Hs(S1) ⊂ L∞(S1) for s > 1
2
and Hs(S1) is an
algebra. Thus, for any fixed h ∈ Hs(S1), the following maps are continuous:
L2(S1) ∋ g 7→ gh ∈ L2(S1), (10.6)
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Hs(S1) ∋ g 7→ gh ∈ Hs(S1). (10.7)
Since H1/2(S1) is obtained as an interpolation space between L2(S1) and Hs(S1), the
continuity of the multiplication H1/2(S1) ×Hs(S1) ∋ (f, g) 7→ fg ∈ H1/2(S1) follows by
interpolating (10.6) and (10.7). 
Lemma 10.2 Let φ ∈ H1(S1, N). Then Pφ defined by Pφ(ψ)(s) = (1 ⊗ Pφ(s))ψ(s) for
ψ ∈ H1/2(S1, S(S1) ⊗ Rk) and s ∈ S1 defines a map Pφ : H1/2(S1, S(S1) ⊗ Rk) →
H1/2(S1, S(S1)⊗ φ∗TN). Moreover, we have the following estimate:
‖Pφψ‖H1/2(S1) ≤ C(‖ψ‖H1/2(S1) + ‖∂sφ‖1/2L2(S1)‖ψ‖L4(S1)). (10.8)
Proof. Let {Uα}kα=1 be a covering of N consisting of local coordinates such that TN |Uα ∼=
Uα×Rn. For each 1 ≤ α ≤ k, let {eα,j}nj=1 be an orthonormal frame fields of TN |Uα. For
s ∈ S1 such that φ(s) ∈ N , Pφ is given as
Pφ(ψ)(s) =
n∑
j=1
(ψ(s), eα,j(φ(s)))Tφ(s)N ⊗ eα,j(φ(s)) (10.9)
and the expression is independent of the choices of α and the frame {eα,j}nj=1.
Let {ρα}kα=1 be a partition of unity subordinate to the covering {Uα}kα=1. By (10.9),
we have
Pφ(ψ)(s) =
k∑
α=1
n∑
j=1
ρα(φ(s))(ψ(s), eα,j(φ(s)))Tφ(s)N ⊗ eα,j(φ(s)) (10.10)
for any s ∈ S1.
Note that (10.10) is written as the sum of the form m(φ)ψ, where m( · ) is a smooth
function on N . Thus, to prove (10.8), it suffices to prove the inequality for the multi-
plication operator of the form H1/2(S1) ∋ ψ 7→ m(φ)ψ, where m is a smooth function
on N . This follows form 10.2 as follows: Note that m(φ) ∈ H1(S1) and ‖m(φ)‖H1(S1) ≤
‖m‖C1(1 + ‖∂sφ‖L2(S1)). Thus by (10.2), we have m(φ)ψ ∈ H1/2(S1) and
‖m(φ)ψ‖H1/2(S1) ≤ C(‖m(φ)‖L∞(S1)‖ψ‖H1/2(S1) + ‖ψ‖L4(S1)‖m(φ)‖
1
2
H1(S1)‖m(φ)‖
1
2
L∞(S1))
≤ C(‖ψ‖H1/2(S1) + ‖∂sφ‖
1
2
L2(S1)‖ψ‖L4(S1)).
This completes the proof. 
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