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Abstract
We identify necessary and sufficient conditions for a quantum channel to be opti-
mal for any convex optimization problem in which the optimization is taken over the
set of all quantum channels of a fixed size. Optimality conditions for convex optimiza-
tion problems over the set of all quantum measurements of a given system having a
fixed number of measurement outcomes are obtained as a special case. In the case of
linear objective functions for measurement optimization problems, our conditions re-
duce to the well-known Holevo–Yuen–Kennedy–Lax measurement optimality condi-
tions. We illustrate how our conditions can be applied to various state transformation
problems having non-linear objective functions based on the fidelity, trace distance,
and quantum relative entropy.
1 Introduction
Several problems and settings that arise in quantum information theory can be expressed
as optimization problems in which a real-valued function, defined for a class of quantum
channels or measurements, is either minimized or maximized. The problem of minimum
error quantum state discrimination [BC09], in which a quantum state randomly selected
from a known ensemble of states is to be identified with the smallest possible proba-
bility of error by means of a measurement, provides a well-known example. This prob-
lem is naturally expressed as the optimization of a real-valued linear function defined on
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the set of all measurements with a fixed number of outcomes. Other examples arise in
the study of quantum cloning [SIGA05] and the closely related notion of quantum money
[AFG+12], where one is generally interested in knowing how well an optimally selected
quantum channel can transform a single copy of a given state into multiple copies of the
same state, with respect to a number of different figures of merit. Another example can
be found in quantum complexity theory, in which two-message quantum interactive proof
systems [JUW09] are naturally analyzed as optimization problems in which the objective
function describes the probability that a given verifier accepts, and where the optimiza-
tion is over all quantum channels of a fixed size, which describe the possible actions of a
prover.
Concerning the optimization of linear functions defined on the set of all measurements
with a fixed number of outcomes, necessary and sufficient conditions for optimality were
identified by Holevo [Hol73b, Hol73a] and Yuen, Kennedy, and Lax [YKL70, YKL75].
These conditions, which are described explicitly later in this paper, are relatively easy to
check; the problem of actually finding or approximating an optimal measurement, while
efficiently solvable through the use of semidefinite programming [JvF02, Ip03, EMV03],
is in general a more computationally involved task. These optimality conditions can be
easily extended to obtain optimality conditions for real-valued linear functions defined
on the set of all quantum channels transforming one quantum system to another.
We prove a generalization of these results to convex optimization problems whose ob-
jective functions are not necessarily linear. To be more precise, we consider optimization
problems of the form
minimize f (Φ)
subject to Φ ∈ C(X ,Y), (1)
where
f : C(X ,Y)→ R∪ {∞} (2)
is a convex function. Here, C(X ,Y) denotes the set of all channels (i.e., completely posi-
tive and trace-preserving linear maps) from an input system to an output system having
associated complex Euclidean spaces X and Y , respectively. A channel Φ ∈ C(X ,Y) is
said to be optimal for the problem (1) if it is the case that f (Φ) ≤ f (Ψ) for all Ψ ∈ C(X ,Y).
In this paper we do not consider the difficulty of finding or approximating an optimal
channel Φ for a given function f , but instead we focus only on the task of verifying that
a given channel Φ is indeed optimal. The optimality conditions we obtain can be eas-
ily checked for differentiable functions f , and can also be used to verify optimality of
channels for some non-differentiable functions. We stress that our optimality conditions
are not generic optimality conditions that hold for all convex optimization problems, but
rather rely on a specific structure that arises when the optimization is over all quantum
channels of a fixed size.
There are, of course, situations in which one would prefer a method to find an optimal
channel Φ for a chosen function f , as opposed to simply verifying the optimality of a
given Φ, but the task of verifying optimality nevertheless has value for multiple reasons.
For instance, one might hypothesize that a particular channel Φ is optimal based upon
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an intuition concerning the function f , or upon a heuristic method, making the task of
verifying optimality essentially important. The computational task of finding an optimal
solution for a chosen function f might also be expensive, time-consuming, or delegated
to an untrusted computer, but once this task has been performed the optimality of the
solution can be verified, allowing anyone who performs the verification to trust in the
optimality of the solution. Finally, there are situations in which the function f could be
indeterminate in some respect, eliminating the possibility that a numerical computation
could reveal an optimal solution, but potentially allowing for an optimal solution to be
expressed and checked analytically. (The results of Bacon, Childs, and van Dam [BCvD05]
on hidden subgroup algorithms for certain groups provide a striking example of this
potential.)
Our optimality conditions are applicable to convex optimization problems in which
the optimization is over all measurements having a fixed number of outcomes, as op-
posed to being over all channels of a fixed size. This is done through a standard corre-
spondence between measurements and quantum-to-classical channels, described in the sec-
tion following this one. We observe that Holevo [Hol73b, Hol73a] also derived optimality
conditions for optimizations over measurements having differentiable (but not necessar-
ily convex) objective functions. Holevo proved that these conditions are necessary for op-
timality, but did not prove they are sufficient (as they are not sufficient in general). When
one restricts their attention to convex objective functions, our optimality conditions are
equivalent to a set of intermediate conditions identified by Holevo, but not to the final set
of conditions he identified.
We provide a few examples of how our optimality conditions can be applied to in-
teresting categories of optimization problems. As a simple warm-up, we first explain
how our conditions imply the Holevo–Yuen–Kennedy–Lax conditions for the optimal-
ity of measurements for minimum error state discrimination, which are easily extended
to channel optimization problems having linear objective functions. We then discuss op-
timization problems relating to state transformations having objective functions based on
fidelity, trace distance, and quantum relative entropy. We note that optimization problems
of the form we consider have recently been studied in the context of recovery measures
(i.e., the fidelity of recovery and generalizations of this measure) [FR15, SW15, BHOS15,
CHM+16, BT16, BFT17]. Expositions of this topic can be found in [Sut18] and Chapter 12
of [Wil17].
2 Background and notation
This section summarizes some concepts from convex analysis and optimization theory,
narrowly focused on their applications to this paper. Further information on these topics
can be found in [Roc70], [BL06], [BV04], and [MN13], for instance. We assume the reader is
familiar with quantum information theory, which is covered in the books [NC00], [Wil17],
and [Wat18], among others. We will, however, summarize the notion of the Choi operator
of a channel, clarify its basic connection to the sorts of optimization problems we consider,
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and discuss the correspondence between measurements and quantum-to-classical chan-
nels, as these topics are essential to an explanation of our results. It will also be helpful to
begin the section by establishing some basic notation and terminology concerning linear
algebra.
Linear algebra notation and terminology
When we refer to a complex Euclidean space, we mean Cn for some positive integer n, or
more generally the complex vector space consisting of vectors indexed by an arbitrary
finite set in place of the index set {1, . . . , n}. The elementary unit vectors of the space Cn
are denoted e1, . . . , en. Complex Euclidean spaces will be denoted by capital calligraphic
letters such as X , Y , and Z .
For a complex Euclidean space X , the space of linear operators on X is denoted L(X ),
and the identity operator on X is denoted 1X . For indices j, k ∈ {1, . . . , n}, the operator
Ej,k ∈ L(Cn) is defined as Ej,k = eje∗k . Equivalently, with respect to the basis {e1, . . . , en},
the matrix representation of Ej,k has a 1 in the (j, k) entry, with all other entries 0.
The real vector space of Hermitian operators acting on a complex Euclidean space X
is denoted Herm(X ); the cone of positive semidefinite operators acting on X is denoted
Pos(X ); the set of positive definite operators acting on X is denoted Pd(X ); and the set
of density operators (i.e., positive semidefinite operators having unit trace) is denoted
D(X ). The Hilbert–Schmidt inner product of two Hermitian operators X, Y ∈ Herm(X )
is given by
〈X, Y〉 = Tr(XY). (3)
For a subspace V ⊆ X of a complex Euclidean space X , we write ΠV ∈ Pos(X ) to denote
the (orthogonal) projection operator that projects onto the subspace V . Finally, whenever
we refer to the inverse of a positive semidefinite operator X ∈ Pos(X ), it should be un-
derstood that we are referring to the Moore–Penrose pseudo-inverse of X (i.e., the operator
that acts as the inverse of X on the image of X and zero on the kernel of X).
Convex functions taking real or infinite values
Let X be a complex Euclidean space and let
f : Herm(X )→ R∪ {∞} (4)
be a function mapping each Hermitian operator to either a real number or to positive
infinity. The domain of f is defined as
dom( f ) = {X ∈ Herm(X ) : f (X) ∈ R}. (5)
For any function of the form f : C → R defined only on a subset C ⊆ Herm(X ), one may
naturally extend f to a function of the form (4) by defining f (X) = ∞ whenever X 6∈ C.
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A function f : Herm(X ) → R ∪ {∞} is convex if dom( f ) is a convex set and f is
convex on dom( f ). More explicitly, f is convex if for all X, Y ∈ dom( f ) and λ ∈ [0, 1], it
is the case that λX + (1− λ)Y ∈ dom( f ) and
f (λX + (1− λ)Y) ≤ λ f (X) + (1− λ) f (Y). (6)
A function f of the form (4) is proper if dom( f ) 6= ∅.
The indicator function of a set C ⊆ Herm(X ) is the function
IC : Herm(X )→ R∪ {∞} (7)
defined as
IC(X) =
{
0 X ∈ C
∞ X /∈ C (8)
for all X ∈ Herm(X ). It is evident that dom(IC) = C for every set C ⊆ Herm(X ), and if
C is a convex set then IC is a convex function.
Subdifferentials
Let f be a proper function of the form (4) and let X ∈ dom( f ). The subdifferential of f at X
is the set defined as
∂ f (X) = {Z ∈ Herm(X ) : f (Y)− f (X) ≥ 〈Z, Y− X〉 for all Y ∈ dom( f )}. (9)
A key property of the subdifferential of a proper function, which follows trivially from
the definition of the subdifferential, is its relation to global minima: X ∈ dom( f ) is a
global minimizer of f if and only if 0 ∈ ∂ f (X). Two additional properties of subdifferen-
tials that are relevant to this paper are the following:
1. If f is convex and differentiable at X ∈ dom( f ) then ∂ f (X) = {∇ f (X)}.
2. If ‖·‖ is any norm on Herm(X ) and f (X) = ‖X‖ for all X ∈ Herm(X ), then
∂ f (X) = {Y : 〈Y, X〉 = ‖X‖, ‖Y‖∗ ≤ 1}, (10)
where ‖Y‖∗ = sup{〈Y, X〉 : ‖X‖ ≤ 1} is the dual norm to ‖·‖.
Finally, we will make use of the following theorem, which presents a variant of the chain
rule for subdifferentials. In the statement of this theorem, relint denotes the relative interior
of a set, and for a linear map Λ : Herm(Y)→ Herm(X ), the map
Λ∗ : Herm(X )→ Herm(Y) (11)
denotes the adjoint map to Λ, which is the uniquely determined linear map that satisfies
〈X,Λ(Y)〉 = 〈Λ∗(X), Y〉 (12)
for all X ∈ Herm(X ) and Y ∈ Herm(Y).
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Theorem 1. Let X and Y be complex Euclidean spaces, let f : Herm(X ) → R ∪ {∞} be a
convex function, and let g : Herm(Y)→ Herm(X ) be an affine linear map, meaning that
g(Y) = Λ(Y) + A (13)
for all Y ∈ Herm(Y), for some choice of a linear map Λ : Herm(Y) → Herm(X ) and an
operator A ∈ Herm(X ).
1. For every Y ∈ Herm(Y), it is the case that
∂( f ◦ g)(Y) ⊇ Λ∗(∂ f (g(Y))). (14)
2. If im(Λ) ∩ relint(dom( f )) 6= ∅, then
∂( f ◦ g)(Y) = Λ∗(∂ f (g(Y))) (15)
for every Y ∈ Herm(Y).
Convex optimization problems
Convex optimization problems in quantum information theory often have the following
general form, for some choice of a convex function f : Herm(X )→ R∪{∞} and a convex
set C ⊆ Herm(X ):
minimize f (X)
subject to X ∈ C. (16)
An operator X ∈ C ∩ dom( f ) is said to be optimal for the optimization problem (16) if
f (X) ≤ f (Y) for all Y ∈ C. As we will see below, convenient conditions for optimality
can be given if it is the case that
relint
(
dom( f )
) ∩ relint(C) 6= ∅. (17)
A (constrained) convex optimization problem of the form (16) can be considered as an
unconstrained convex optimization problem by minimizing f (X) + IC(X) over all Her-
mitian operators X ∈ Herm(X ). The domain of the function f + IC is given by
dom( f + IC) = dom( f ) ∩ C. (18)
As was mentioned previously, an operator X ∈ dom( f ) ∩ C is a global minimizer of
f (X) + IC(X) if and only if 0 ∈ ∂( f + IC)(X). If the condition in (17) holds and both f and
C are convex, a subdifferential sum-rule implies that
∂( f + IC)(X) = ∂ f (X) + ∂IC(X) (19)
for all X ∈ dom( f )∩C. For this reason, a characterization of the subdifferential set ∂IC(X)
for a convex set C can be useful in identifying necessary and sufficient conditions for
optimality.
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Optimizing over Choi operators of channels
For complex Euclidean spaces X and Y , the set of completely positive, trace-preserving
linear maps (i.e., channels) from L(X ) to L(Y) is denoted C(X ,Y). Given a linear map
Φ : L(X )→ L(Y), its Choi representation J(Φ) ∈ L(Y ⊗X ) is defined as
J(Φ) =
n
∑
j,k=1
Φ(Ej,k)⊗ Ej,k, (20)
assuming X = Cn. (An analogous definition is used for index sets other than {1, . . . , n}.)
Through this representation, the set of channels is isomorphic to the set
J(C(X ,Y)) = {X ∈ Pos(Y ⊗X ) : TrY (X) = 1X } ⊆ Herm(Y ⊗X ). (21)
This set is convex, and it is helpful to observe that its relative interior is
relint
(
J(C(X ,Y))) = {X ∈ Pd(Y ⊗X ) : TrY (X) = 1X }. (22)
The action of a map Φ can be recovered from its Choi representation by the relation
Φ(X) = TrX ((1Y ⊗ XT)J(Φ)) (23)
for all operators X ∈ L(X ), where XT denotes the transpose of X.
An optimization problem of the form
minimize g(Φ)
subject to Φ ∈ C(X ,Y), (24)
where
g : C(X ,Y)→ R∪ {∞} (25)
is a given function, can equivalently be expressed as
minimize f (X)
subject to X ∈ J(C(X ,Y)), (26)
where
f : J(C(X ,Y))→ R∪ {∞} (27)
is defined as f (J(Φ)) = g(Φ) for all Φ ∈ C(X ,Y). Although the formulations (24) and
(26) are equivalent, it will be convenient for us to focus primarily on the formulation (26).
The results we obtain can, however, easily be adapted to the formulation (24).
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Subdifferentials of the indicator function of the set of Choi operators of channels
The following proposition provides a characterization of the subdifferential of the indica-
tor function of J(C(X ,Y)) at every point X ∈ J(C(X ,Y)).
Proposition 2. For complex Euclidean spaces X and Y , and for X ∈ J(C(X ,Y)), it holds that
∂IJ(C(X ,Y))(X) = {−Y− 1Y ⊗ Z : Z ∈ Herm(X ), Y ∈ Pos(Y ⊗X ), YX = 0}. (28)
Proof. Define K = {K ∈ Herm(Y ⊗X ) : TrY (K) = 1X }. It is the case that
J(C(X ,Y)) = Pos(Y ⊗X ) ∩K, (29)
and therefore
IJ(C(X ,Y)) = IPos(Y⊗X ) + IK. (30)
As Pos(Y ⊗X ) and K are both convex and
relint(Pos(Y ⊗X )) ∩ relint(K) = {P ∈ Pd(Y ⊗X ) : TrY (P) = 1X } 6= ∅, (31)
one has that
∂IJ(C(X ,Y))(X) = ∂IPos(Y⊗X )(X) + ∂IK(X)
= {−Y : Y ∈ Pos(Y ⊗X ), XY = 0}+ {1Y ⊗ Z : Z ∈ Herm(X )},
(32)
which implies the proposition.
The Lagrange dual problem for channel optimization
Consider a channel optimization problem expressed in the following form that is equiva-
lent to (26):
minimize f (X)
subject to TrY (X) = 1X ,
X ∈ Pos(Y ⊗X ).
(33)
One may then formulate the associated Lagrange dual problem:
maximize g(Y, Z)
subject to Y ∈ Pos(Y ⊗X ),
Z ∈ Herm(X ),
(34)
where
g(Y, Z) = Tr(Z) + inf
X∈Herm(Y⊗X )
(
f (X)− 〈X, Y + 1Y ⊗ Z〉) (35)
for all Y ∈ Pos(Y ⊗X ) and Z ∈ Herm(X ).
The optimal value of the Lagrange dual problem (34) is a lower-bound for the op-
timal value of the original problem (33) (even if the function f is not convex), which
is a property known as weak duality. Slater’s theorem implies that if f is convex, and
there exists a positive definite operator X ∈ Pd(Y ⊗ X ) such that TrY (X) = 1X and
X ∈ relint(dom( f )), then the problems (33) and (34) have the same optimal value.
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Quantum measurements as channels
Optimizations over the set of all measurements having a fixed number of outcomes can
be expressed as optimizations over channels, as we now explain. Consider first a mea-
surement on a complex Euclidean space X that has m possible measurement outcomes,
and is described by measurement operators {P1, . . . , Pm} ⊆ Pos(X ). Letting Y = Cm, this
measurement can be represented by the channel Φ ∈ C(X ,Y) defined as
Φ(X) =
m
∑
k=1
〈Pk, X〉 Ek,k (36)
for all X ∈ L(X ). Any channel expressible in this form is called a quantum-to-classical
channel. An equivalent condition to a channel taking the form (36) is that its Choi operator
takes the form
J(Φ) =
m
∑
k=1
Ek,k ⊗ PTk . (37)
Next, for each k ∈ {1, . . . , m}, define a linear map Ξk : Herm(Y ⊗X )→ Herm(X ) as
Ξk(X) =
(
(e∗k ⊗ 1Y )X(ek ⊗ 1Y )
)T, (38)
and observe that one has
Pk = Ξk(J(Φ)) (39)
for the quantum-to-classical channel Φ given by (36). In words, for a measurement repre-
sented by operators {P1, . . . , Pm}, the linear map Ξk allows for the recovery of the operator
Pk from the Choi operator J(Φ) of the quantum-to-classical channel associated with that
measurement. A function g(P1, . . . , Pm) of these measurement operators can therefore be
expressed as a function
f (J(Φ)) = g
(
Ξ1(J(Φ)), . . . ,Ξm(J(Φ))
)
(40)
of the Choi operator J(Φ). Note that if Φ ∈ C(X ,Y) is an arbitrary (i.e., not necessarily
quantum-to-classical) channel, then the operators P1, . . . , Pm defined by (39) will still nec-
essarily satisfy P1, . . . , Pm ∈ Pos(X ) and P1 + · · · + Pm = 1X , and therefore represent a
valid measurement. (In general, the same measurement is given by a continuum of chan-
nels Φ, including the quantum-to-classical channel described earlier.) An optimization
problem of the form
minimize g(P1, . . . , Pm)
subject to P1, . . . , Pm ∈ Pos(X )
P1 + · · ·+ Pm = 1X
(41)
can therefore be expressed equivalently as follows:
minimize f (X)
subject to X ∈ J(C(X ,Y)) (42)
for f defined from g as in (40).
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3 Optimality conditions for convex channel optimization
In this section, we present our main general result regarding optimality conditions for
convex optimization problems over quantum channels. As suggested in the previous sec-
tion, it is convenient to associate quantum channels with their Choi representations, and
to consider optimization problems of the form
minimize f (X)
subject to X ∈ J(C(X ,Y)) (43)
for various choices of convex functions
f : Herm(Y ⊗X )→ R∪ {∞}. (44)
Optimality conditions for such problems can be translated to optimality conditions for
problems of the form (1), as will be illustrated in the section following this one.
Theorem 3. Let f : Herm(Y ⊗X )→ R∪ {∞} be a convex function such that
relint
(
dom( f )
) ∩ relint(J(C(X ,Y))) 6= ∅, (45)
and let X ∈ J(C(X ,Y)) be the Choi representation of a channel such that X ∈ dom( f ). The
following statements are equivalent:
1. The operator X is optimal for the optimization problem (43).
2. There exists an operator H ∈ ∂ f (X) satisfying
TrY (HX) ∈ Herm(X ) and H ≥ 1Y ⊗ TrY (HX). (46)
Proof. An operator X is optimal for the problem (43) if and only if
0 ∈ ∂( f + IJ(C(X ,Y)))(X) = ∂ f (X) + ∂IJ(C(X ,Y))(X). (47)
By the characterization of the subdifferential of the indicator function IJ(C(X ,Y)) given by
Proposition 2, it follows that X is optimal for the optimization problem (43) if and only if
there exist operators Y ∈ Pos(Y ⊗X ), Z ∈ Herm(X ), and H ∈ ∂ f (X) satisfying
YX = 0 and H −Y− 1Y ⊗ Z = 0. (48)
Assume first that statement 2 holds, and define Y ∈ Pos(Y ⊗ X ) and Z ∈ Herm(X )
as
Y = H − 1Y ⊗ Z and Z = TrY (HX). (49)
As X and Y are both positive operators and
〈Y, X〉 = 〈H − 1Y ⊗ TrY (HX), X〉 = 〈H, X〉 − 〈TrY (HX),1X 〉 = 0, (50)
10
it follows that YX = 0. The conditions in (48) are therefore satisfied, implying that state-
ment 1 holds.
Now assume that statement 1 holds, so that there exist operators Y ∈ Pos(Y ⊗ X ),
Z ∈ Herm(X ), and H ∈ ∂ f (X) such that YX = 0 and H−Y− 1Y ⊗ Z = 0. It follows that
HX = (1Y ⊗ Z)X and therefore
TrY (HX) = TrY
(
(1Y ⊗ Z)X
)
= Z TrY (X) = Z, (51)
which is a Hermitian operator. Moreover, one has H − 1Y ⊗ TrY (HX) = Y, which is
positive semidefinite by assumption. The conditions in (46) are therefore satisfied, which
implies that statement 2 holds, completing the proof.
To make use of Theorem 3, one requires that the relative interior of the domain of
the objective function contains at least one point in the relative interior of the set of chan-
nels. This requirement is precisely Slater’s condition for this optimization problem, which
guarantees strong duality with the corresponding dual problem (34). This regularity con-
dition is automatically satisfied if f is continuous at at least one point in the set of Choi
representations of channels. In particular, if f is differentiable at X then one may take the
operator H in Theorem 3 to be H = ∇ f (X).
Corollary 4. Let f : Herm(Y ⊗X )→ R ∪ {∞} be a convex function, let X ∈ J(C(X ,Y)) be
the Choi representation of a channel, and assume that f is differentiable at X. The operator X is an
optimal solution to the optimization problem (43) if and only if
TrY (∇ f (X)X) ∈ Herm(X ) and ∇ f (X) ≥ 1Y ⊗ TrY (∇ f (X)X). (52)
Proof. As f is differentiable at X, one has that ∂ f (X) = {∇ f (X)}. Furthermore, f must be
finite in some neighborhood around X and thus relint(dom( f ))∩ relint(J(C(X ,Y))) 6= ∅
must hold. The result now follows from Theorem 3.
We remark that the optimality conditions represented by this corollary appear to be
a special feature of problems involving an optimization over channels. In essence, in dif-
ferentiable convex quantum channel optimization problems, optimal dual problem solu-
tions Z = TrY (∇ f (X)X) and Y = ∇ f (X)− 1Y ⊗TrY (∇ f (X)X) are uniquely determined
by optimal primal solutions X.
It is natural to ask if there is an approximate version of the implication that statement
2 implies statement 1 in Theorem 3. That is, if the requirements (46) hold approximately
for some H ∈ ∂ f (X), then is X necessarily close to being optimal? The following theorem
demonstrates that this is indeed the case, which allows for bounds to be placed on the
optimal value of such optimization problems in the case the conditions in (46) cannot be
verified exactly.
Theorem 5. Let f : Herm(Y ⊗ X ) → R ∪ {∞} be a function, let Φ ∈ C(X ,Y) be a channel
such that J(Φ) ∈ dom( f ), and let H ∈ ∂ f (X). It is the case that
f (J(Φ)) ≤ inf
Ψ∈C(X ,Y)
f (J(Ψ)) + εdim(X ), (53)
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where
ε = inf
P∈Pos(Y⊗X )
∥∥H − 1Y ⊗ TrY (HJ(Φ))− P∥∥∞. (54)
Proof. Because the spectral norm is a continuous function, a compactness argument im-
plies that there must exist a positive semidefinite operator P ∈ Pos(Y ⊗X ) for which
ε =
∥∥H − 1Y ⊗ TrY (HJ(Φ))− P∥∥∞. (55)
We will let such a P be fixed for the remainder of the proof.
Define a Hermitian operator
Z =
1
2
TrY (HJ(Φ)) +
1
2
TrY (HJ(Φ))∗ − ε1X , (56)
and define
Y = H − 1Y ⊗ Z. (57)
Also define
A = H − 1Y ⊗ TrY (HJ(Φ))− P, (58)
so that ‖A‖∞ = ε, and therefore ∥∥∥∥ 12 A + 12 A∗
∥∥∥∥
∞
≤ ε. (59)
It is the case that
Y = P +
A + A∗
2
+ ε1Y ⊗ 1X ≥ P, (60)
and therefore Y ∈ Pos(Y ⊗X ).
Now consider the Lagrange dual problem (34) associated with the minimization of f
over all channels in C(X ,Y). As Z is Hermitian and Y is positive semidefinite, (Y, Z) is a
dual feasible solution to this dual problem. As H ∈ ∂ f (J(Φ)), one has that
f (X)− 〈H, X〉 ≥ f (J(Φ))− 〈H, J(Φ)〉 (61)
for every X ∈ Herm(Y ⊗ X ). Therefore, when the dual objective function g is evaluated
at (Y, Z), we find that
g(Y, Z) = Tr(Z) + inf
X∈Herm(Y⊗X )
(
f (X)− 〈X, Y + 1Y ⊗ Z〉)
= 〈H, J(Φ)〉 − εdim(X ) + inf
X∈Herm(Y⊗X )
(
f (X)− 〈H, X〉)
≥ f (J(Φ))− εdim(X ).
(62)
The theorem follows by weak duality.
We note that the previous theorem does not require the function f to be convex, or for
the associated optimization problem to satisfy the conditions of Slater’s theorem. How-
ever, having knowledge of the subdifferential ∂ f (X) at an operator X requires knowledge
of the global behavior of the function f when f is not convex, so the usefulness of Theo-
rem 5 may be limited when f is not convex.
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4 Applications
In this section we apply the optimality conditions given by Theorem 3 to a few cate-
gories of examples, including the simple case of channel optimization problems having
linear objective functions and three variants of problems involving quantum state trans-
formations. In these examples we will make use of various facts concerning differentia-
tion for functions mapping between spaces of Hermitian operators; a short discussion of
this topic, along with a lemma that is needed for one of the examples, can be found in the
section following this one.
4.1 Linear objective functions
We will begin by considering the simple case in which the objective function f in Theo-
rem 3 is linear. In this situation, the optimization problem (43) may be rewritten as
minimize 〈H, X〉
subject to X ∈ J(C(X ,Y)) (63)
for some choice of a Hermitian operator H ∈ Herm(Y ⊗ X ). The subdifferential of the
function f (X) = 〈H, X〉 is given by ∂ f (X) = {H} for all X ∈ Herm(Y ⊗ X ). By Theo-
rem 3 it follows that the Choi operator X = J(Φ) of a channel Φ ∈ C(X ,Y) is optimal for
the problem (63) if and only if
TrY (HX) ∈ Herm(X ) and H ≥ 1Y ⊗ TrY (HX). (64)
We observe that this optimality criterion can alternatively be obtained through semidef-
inite programming duality and complementary slackness. (See, for instance, Exercise 3.5
of [Wat18], observing that the inequality is reversed in that exercise because the optimiza-
tion problem is expressed as a maximization rather than a minimization.)
The problem of minimum error state discrimination, which was mentioned in the intro-
duction, is a special case in which the function f in the optimization problem (43) is linear.
Consider an ensemble of states, which represents the random selection of one of a finite
number of quantum states according to a given probability distribution. Formally speak-
ing, an ensemble is described by a collection {ρ1, . . . , ρn} ⊆ D(X ) of density operators
together with a probability vector p = (p1, . . . , pn). The problem of minimum-error state
discrimination seeks a measurement on the system represented by the space X that iden-
tifies, with the minimum possible probability of error, a state chosen randomly according
to this ensemble.
For a given choice of a measurement, represented by operators {P1, . . . , Pn} ⊆ Pos(X ),
the error probability incurred by this measurement can be expressed as
n
∑
k=1
〈
ρ− pkρk, Pk
〉
, (65)
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where
ρ =
n
∑
k=1
pkρk (66)
is the average state of the ensemble. A minimization of the error probability (65) over
all measurements {P1, . . . , Pn} can be represented as an optimization of the form (63) by
letting Y = Cn and setting
H =
n
∑
k=1
Ek,k ⊗ (ρ− pkρk)T. (67)
The measurement described by {P1, . . . , Pn}, which may alternatively be represented by
a quantum-to-classical channel whose Choi operator is
X =
n
∑
k=1
Ek,k ⊗ PTk , (68)
is optimal for the minimization of the error probability (65) if and only of the conditions
(64) hold. These conditions can be simplified by first calculating that
TrY (HX) =
n
∑
k=1
(ρ− pkρk)TPTk = ρT −
n
∑
k=1
pkρTk P
T
k , (69)
then observing that this operator is Hermitian if and only if the operator
n
∑
k=1
pkPkρk (70)
is Hermitian, and finally noting that the inequality H ≥ 1Y ⊗ TrY (HX) is equivalent to
n
∑
j=1
Ej,j ⊗ pjρj ≤ 1Y ⊗
n
∑
k=1
pkPkρk, (71)
which may alternatively be expressed as
n
∑
k=1
pkPkρk ≥ pjρj (for all j = 1, . . . , n). (72)
The conditions that the operator (70) is Hermitian and satisfies the inequalities (72) com-
prise the Holevo–Yuen–Kennedy–Lax conditions for measurement optimality [Hol73b,
Hol73a, YKL70, YKL75].
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4.2 State transformation
The second category of channel optimization problems we consider involves channels
that transform one state into another in such a way that the distance to a target state
is minimized. One may consider any number of specific measures of distance in such a
problem; we will analyze measures based on the fidelity, trace distance, and quantum
relative entropy. For each of these measures, we will consider the situation in which two
bipartite states, ρ ∈ D(X ⊗ Z) and σ ∈ D(Y ⊗ Z), for complex Euclidean spaces X , Y ,
and Z , are given. The optimization problem to be considered is to minimize the distance
(or maximize the similarity) between the states
(
Φ⊗ 1L(Z)
)
(ρ) and σ, with respect to the
measure under consideration, over all possible channels Φ ∈ C(X ,Y).
Optimization problems of this sort were suggested in [SW15] (see Remark 6) in the
special case that Y = X ⊗ W and ρ = TrW (σ), so that the aim of the channel Φ is
to “recover” the original state σ from the portion of it represented by ρ. The result-
ing quantities are known as the fidelity of recovery, relative entropy of recovery, and so on.
These and related measures have been studied in a number of recent papers (such as
[FR15, BHOS15, CHM+16, BT16, BFT17]), and the more general situation in which ρ and
σ are arbitrary states arises naturally in this study. (For example, [BT16] uses the term
generalized fidelity of recover in the situation mentioned above in the case of the fidelity.)
When analyzing optimality conditions for these problems, it will be helpful to refer
to the evaluation map corresponding to the operator ρ ∈ D(X ⊗ Z). This is the uniquely
determined completely positive map Ψρ ∈ CP(X ,Z) that satisfies(
1L(Y) ⊗Ψρ
)
(J(Φ)) =
(
Φ⊗ 1L(Z)
)
(ρ) (73)
for every complex Euclidean space Y and every channel Φ ∈ C(X ,Y). The relationship
between the map Ψρ and the state ρ is closely related to the Choi representation of maps:
assuming for the moment that X = Cn, one has that
ρ =
n
∑
j,k=1
Ej,k ⊗Ψρ(Ej,k). (74)
That is, up to swapping the tensor factors corresponding to X and Z , the state ρ is the
Choi operator of the map Ψρ.
Objective functions based on the fidelity
For positive semidefinite operators P, Q ∈ Pos(X ), one defines the fidelity between P and
Q as
F(P, Q) =
∥∥∥√P√Q∥∥∥
1
= Tr
√√
PQ
√
P. (75)
The first variant of the optimal state transformation problem we will consider is as fol-
lows:
minimize − F(σ, (Φ⊗ 1L(Z))(ρ))
subject to Φ ∈ C(X ,Y). (76)
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The fidelity function is jointly concave, and therefore is concave in each of its arguments,
from which it follows that this problem is a convex optimization problem. It is possible
to express this optimization problem as a semidefinite program, as is demonstrated in
[BFT17].
The following theorem establishes optimality conditions for a channelΦ ∈ C(X ,Y) in
the optimization problem (76) under the assumption that the operator TrX (ρ) is positive
definite. We note that the theorem statement does not actually require ρ and σ to have
unit trace—they can be arbitrary positive semidefinite operators, but we nevertheless use
the letters ρ and σ to make the connection to the optimization problem (76) clear.
Theorem 6. Let ρ ∈ Pos(X ⊗ Z) and σ ∈ Pos(Y ⊗ Z) be positive semidefinite operators, for
complex Euclidean spaces X , Y , and Z , and assume that TrX (ρ) is a positive definite operator.
A channel Φ ∈ C(X ,Y) is optimal for the optimization problem (76) if and only if the following
two conditions are met:
1. im(σ) ⊆ im((Φ⊗ 1L(Z))(ρ)).
2. The operator
H = −1
2
(1L(Y) ⊗Ψ∗ρ)
(√
σ
(√
σ (Φ⊗ 1L(Z))(ρ)
√
σ
)− 12√σ) (77)
satisfies
TrY (HJ(Φ)) ∈ Herm(X ) and H ≥ 1Y ⊗ TrY (HJ(Φ)). (78)
(As per the convention mentioned in Section 2, the inverse in (77) refers to the Moore–
Penrose pseudo-inverse in case σ does not have full rank.)
Remark 7. The theorem assumes that TrX (ρ) has full rank, as this assumption allows
for a cleaner theorem statement. We note in particular that this assumption is equivalent
to the condition that im(Ψρ) = Herm(Z) when Ψρ is regarded as a linear map from
Herm(X ) to Herm(Z). It is, however, straightforward to apply the theorem to a situation
in which TrX (ρ) does not have full rank. Specifically, for an arbitrary choice of ρ and σ,
one may take B ∈ L(V ,Z) to be an isometry for which BB∗ is the projection onto the
image of TrX (ρ), and then observe that by replacing ρ and σ with (1X ⊗ B∗)ρ(1X ⊗ B)
and (1Y ⊗ B∗)σ(1Y ⊗ B), respectively, an equivalent problem is obtained that satisfies the
assumptions of the theorem.
Proof of Theorem 6. Let r = rank(σ), letW = Cr, and let A ∈ L(W ,Y ⊗Z) be any isome-
try for which AA∗ = Πim(σ) (the projection onto the image of σ). Define a function
g : Herm(Y ⊗Z)→ R∪ {∞} (79)
as
g(Y) =
{
− F(A∗σA, A∗YA) if A∗YA ∈ Pos(W)
∞ otherwise,
(80)
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for all Y ∈ Herm(Y ⊗Z), and observe that g(Y) = − F(σ, Y) for every Y ∈ Pos(Y ⊗Z).
For a given operator Y ∈ Herm(Y ⊗ Z) satisfying A∗YA ∈ Pos(W), there are two
cases for the subdifferential ∂g(Y).
Case 1: A∗YA is positive definite. In this case g is differentiable at Y, and
∇g(Y) = −1
2
√
σ
(√
σY
√
σ
)− 12√
σ, (81)
which follows from Lemma 11, stated and proved in the section following this one. It
therefore follows that
∂g(Y) =
{
−1
2
√
σ
(√
σY
√
σ
)− 12√
σ
}
. (82)
Case 2: A∗YA is not positive definite. In this case, ∂g(Y) = ∅, which also follows from
Lemma 11.
Next, define
Λ = 1L(Y) ⊗Ψρ, (83)
and observe that
(g ◦Λ)(J(Φ)) = − F(σ, (Φ⊗ 1L(Z))(ρ)) (84)
for every channel Φ ∈ C(X ,Y). When Λ is regarded as a linear map from Herm(Y ⊗X )
to Herm(Y ⊗Z), one has
im(Λ) = Herm(Y ⊗Z) (85)
by virtue of the assumption that TrX (ρ) is positive definite. It follows that
im(Λ) ∩ relint(dom(g)) = Pd(Y ⊗Z) 6= ∅, (86)
and therefore, by Theorem 1,
∂(g ◦Λ)(X) = Λ∗(∂g(Λ(X))) (87)
for every X ∈ Herm(Y ⊗X ).
The theorem now follows from Theorem 3. In greater detail, if Φ is optimal for the
problem (76), then it must hold that there exists an operator H ∈ ∂(g ◦ Λ)(J(Φ)) such
that
TrY (HJ(Φ)) ∈ Herm(X ) and H ≥ 1Y ⊗ TrY (HJ(Φ)). (88)
Case 1 described above must therefore hold when Y = Λ(J(Φ)), for otherwise the subd-
ifferential ∂(g ◦Λ)(J(Φ)) would be empty. It follows that
H = −1
2
(1L(Y) ⊗Ψ∗ρ)
(√
σ
(√
σ (Φ⊗ 1L(Z))(ρ)
√
σ
)− 12√σ), (89)
from which the second condition in the statement of the theorem follows.
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Conversely, if the two conditions in the statement of the theorem hold, then it follows
that H ∈ ∂(g ◦Λ)(J(Φ)), and moreover
TrY (HJ(Φ)) ∈ Herm(X ) and H ≥ 1Y ⊗ TrY (HJ(Φ)), (90)
and one concludes by Theorem 3 that Φ is optimal for the optimization problem (76).
An interesting special case of the optimization problem (76) is when the states ρ and σ
take the form
ρ =
n
∑
k=1
pkρk ⊗ Ek,k and σ =
n
∑
k=1
pkσk ⊗ Ek,k (91)
for a probability vector (p1, . . . , pn) and collections of states {ρ1, . . . , ρn} ⊆ D(X ) and
{σ1, . . . , σn} ⊆ D(Y). The objective function simplifies in this case to
−
n
∑
k=1
pk F(σk,Φ(ρk)), (92)
and therefore the optimization concerns the average fidelity with which a channelΦmaps
each ρk to σk. The operator
H = −1
2
(
1L(Y) ⊗Ψ∗ρ
)(√
σ
(√
σ
(
Φ⊗ 1L(Z)
)
(ρ)
√
σ
)− 12√
σ
)
(93)
simplifies in this case to
H = −1
2
n
∑
k=1
pk
√
σk
(√
σkΦ(ρk)
√
σk
)− 12√
σk ⊗ ρTk . (94)
An analogous criterion for optimality can also be found when the figure of merit is
the square of the fidelity, which is also jointly concave. The corresponding optimization
problem is the following:
minimize −
m
∑
k=1
pk F
(
σk,Φ(ρk)
)2
subject to Φ ∈ C(X ,Y).
(95)
By differentiating the objective function in (95), one finds that a channel Φ is optimal
precisely when the same conditions in Theorem 6 are met, but with H ∈ Herm(Y ⊗ X )
given by
H = −
n
∑
k=1
pk F
(
σk,Φ(ρk)
)√
σ
(√
σ
(
Φ⊗ 1L(Z)
)
(ρ)
√
σ
)− 12√
σ⊗ ρTk . (96)
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Objective functions based on trace distance
Next we consider an optimization problem that is analogous to (76), but based on the
trace distance rather than the fidelity:
minimize
∥∥σ− (Φ⊗ 1L(Z))(ρ)∥∥1
subject to Φ ∈ C(X ,Y). (97)
The objective function of this optimization problem is convex (with respect to Φ), so we
may use Theorem 3 to obtain optimality conditions for this problem. We note that, similar
to its variant based on the fidelity described above, this optimization problem can be
represented as a semidefinite program.
For this optimization problem, the optimality conditions we obtain may not be effi-
ciently checkable. We do, however, obtain an efficiently checkable condition that is suffi-
cient for optimality, and we conjecture that this condition is also a necessary for optimal-
ity.
Theorem 8. Let ρ ∈ Pos(X ⊗ Z) and σ ∈ Pos(Y ⊗ Z) be positive semidefinite operators,
for complex Euclidean spaces X , Y , and Z , and let Φ ∈ C(X ,Y) be a channel. The channel
Φ is optimal for the state transformation problem in (97) if and only if there exists an operator
Y ∈ Herm(Y ⊗Z) with ‖Y‖∞ = 1 such that the following conditions are satisfied:
1. It is the case that
∥∥σ− (Φ⊗ 1L(Z))(ρ)∥∥1 = 〈Y, σ− (Φ⊗ 1L(Z))(ρ)〉.
2. The operator
H =
(
1L(Y) ⊗Ψ∗ρ
)
(Y) (98)
satisfies
TrY (HJ(Φ)) ∈ Herm(X ) and H ≥ 1Y ⊗ TrY
(
HJ(Φ)
)
. (99)
The proof of Theorem 8 follows directly from Theorem 3 and applying the rules of
subdifferentiation presented in Section 2. Indeed, operators of the form in (98) are pre-
cisely the elements of the subdifferential of the objective function in (97) at J(Φ). As a
generalization, one can replace the trace norm ‖·‖1 in the statement of Theorem 8 with
any other norm on operators, and replace ‖·‖∞ with the corresponding dual norm.
In the event that the operator σ − (Φ ⊗ 1L(Z))(ρ) arising in Theorem 8 has no zero
eigenvalues, there is a unique choice of Y for which the first condition the theorem holds.
Specifically, if
σ− (Φ⊗ 1L(Z))(ρ) =
m
∑
k=1
λkΠk (100)
is a spectral decomposition where each λk is nonzero, then the unique operator Y satisfy-
ing condition 1 in Theorem 8 is given by
Y =
m
∑
k=1
sign(λk)Πk. (101)
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In this case it is sufficient for the second condition to be checked for this unique choice
of Y, yielding an efficiently checkable optimality criterion. However, if it is the case that
σ − (Φ ⊗ 1L(Z))(ρ) has one or more zero eigenvalues, then the first condition holds for
a continuum of choices of Y, and from Theorem 8 we conclude only that the optimality
of Φ is equivalent to the existence of at least one such choice of Y for which the second
statement in the theorem hold.
It is reasonable, though, to view the operator Y defined by (101), where now it is to be
understood that sign(0) = 0, as a natural selection of an operator through which optimal-
ity may be verified. We conjecture, based on numerical evidence, that this choice yields
an efficiently checkable necessary and sufficient optimality condition.
Conjecture 9. Let ρ ∈ D(X ⊗ Z) and σ ∈ D(Y ⊗ Z) be density operators, for complex Eu-
clidean spaces X , Y , and Z , and let Φ ∈ C(X ,Y) be a channel. Let
σ− (Φ⊗ 1L(Z))(ρ) =
m
∑
k=1
λkΠk (102)
be a spectral decomposition, and define
Y =
m
∑
k=1
sign(λk)Πk, (103)
where sign(α) = 1 and sign(−α) = −1 for all α > 0 and sign(0) = 0. The channelΦ is optimal
for the state transformation problem in (97) if and only if the operator
H =
(
1L(Y) ⊗Ψ∗ρ
)
(Y) (104)
satisfies
TrY (HJ(Φ)) ∈ Herm(X ) and H ≥ 1Y ⊗ TrY
(
HJ(Φ)
)
. (105)
Objective functions based on relative entropy
Finally, we consider a variant of the optimal state transformation problem based on the
quantum relative entropy. For positive semidefinite operators P, Q,∈ Pos(X ), the quan-
tum relative entropy of P with respect to Q is defined as
D(P‖Q) =
{
Tr(P log(P))− Tr(P log(Q)) if im(P) ⊆ im(Q)
∞ otherwise.
The specific variant of the problem to be considered is
minimize D
(
σ
∥∥(Φ⊗ 1L(Z))(ρ))
subject to Φ ∈ C(X ,Y). (106)
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The relative entropy is jointly convex, which implies that it is convex in its second ar-
gument, and therefore the problem above is a convex optimization problem. Because
the relative entropy can be approximated through the use of semidefinite programming
[FF18, FSP18], it is possible to efficiently approximate the optimization problem (106) on
a computer.
Theorem 10. Let ρ ∈ Pos(X ⊗Z) and σ ∈ Pos(Y ⊗Z) be positive semidefinite operators, for
complex Euclidean spaces X , Y , and Z , and assume that TrX (ρ) is a positive definite operator. A
channel Φ ∈ C(X ,Y) is optimal for the optimization problem (106) if and only if the following
two conditions are met:
1. im(σ) ⊆ im((Φ⊗ 1L(Z))(ρ)).
2. The operator
H = −(1L(Y) ⊗Ψ∗ρ)
(
D log
(
Π
(
Φ⊗ 1L(Z)
)
(ρ)Π
)
(σ)
)
(107)
satisfies
TrY (HJ(Φ)) ∈ Herm(X ) and H ≥ 1Y ⊗ TrY (HJ(Φ)). (108)
Here, Π denotes the projection onto the image of σ and D log(P) denotes the differential
operator of the logarithm function at the operator P (as described in (156) at the end of
Section 5).
Proof. If the first condition does not hold for a given channel Φ, then the objective func-
tion in (106) takes an infinite value. However, by the assumption that TrX (ρ) is positive
definite, one has that the channel
Ω(X) =
Tr(X)1Y
dim(Y) (109)
yields a finite value for the same objective function, implying that Φ is not optimal. If Φ
is optimal, the first condition must therefore hold. It remains to prove that if Φ satisfies
the first condition, then Φ is optimal if and only if the second condition holds.
Let r be the rank of σ, let W = Cr, and let A ∈ L(W ,Y ⊗ Z) be an isometry that
satisfies AA∗ = Πim(σ). Define a linear map Ξ : Herm(Y ⊗X )→ Herm(W) as
Ξ(X) = A∗
(
1L(Y) ⊗Ψρ
)
(X)A (110)
for all X ∈ Herm(Y ⊗X ). For every channel Φ ∈ C(X ,Y) it is the case that
D
(
σ
∥∥(Φ⊗ 1L(Z))(ρ)) = D(A∗σA∥∥Ξ(J(Φ))). (111)
With this observation in mind, define a function f : Herm(Y ⊗X )→ R∪ {∞} as
f (X) =
{
D
(
A∗σA
∥∥Ξ(X)) if Ξ(X) ∈ Pd(W)
∞ otherwise,
(112)
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so that a given channel Φ ∈ C(X ,Y) is optimal for the problem (106) if and only if J(Φ)
is optimal for the problem
minimize f (X)
subject to X ∈ J(C(X ,Y)). (113)
The function f is differentiable at every operator X ∈ Herm(Y ⊗ X ) in its domain,
with its gradient being
∇ f (X) = −Ξ∗(D log(Ξ(X))(A∗σA))
= −(1L(Y) ⊗Ψ∗ρ)(D log(Π(1L(Y) ⊗Ψρ)(X)Π)(σ)). (114)
As f is differentiable at every point in its domain, it follows that
∂ f (J(Φ)) = {∇ f (J(Φ))} (115)
for every Φ ∈ C(X ,Y) for which im(σ) ⊆ im((Φ ⊗ 1L(Z))(ρ)). For a given channel
Φ ∈ C(X ,Y) for which im(σ) ⊆ im((Φ⊗1L(Z))(ρ)), it therefore follows from Theorem 3
that Φ is optimal if and only if the operator
H = −(1L(Y) ⊗Ψ∗ρ)(D log(Π(Φ⊗ 1L(Z))(ρ)Π)(σ)) (116)
satisfies
TrY (HJ(Φ)) ∈ Herm(X ) and H ≥ 1Y ⊗ TrY (HJ(Φ)), (117)
which is the second condition in the statement of the theorem.
5 Gradients and subdifferentials of functions on matrices
Results in the previous section have required the computation of gradients and subdif-
ferentials for various functions mapping Hermitian operators to the real numbers. In this
section we provide details on these computations.
Definitions and basic results
It is appropriate to begin with some basic definitions. Throughout this discussion, X , Y ,
and Z are arbitrary complex Euclidean spaces.
Suppose that
f : Herm(X )→ Herm(Y) (118)
is a partial function, meaning that it may only be defined on some subset of inputs X ∈
Herm(X ). The function f is (Fre´chet) differentiable at X ∈ Herm(X ) if it is continuous in a
neighborhood of X and there exists a linear map
Φ : Herm(X )→ Herm(Y) (119)
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for which the equation
lim
Z→0
∥∥ f (X + Z)− f (X)−Φ(Z)∥∥
‖Z‖ = 0 (120)
is satisfied. If there does exist such a map, it must be unique, and we denote it by D f (X).
Whenever f is differentiable at X, it must be the case that
D f (X)(Z) =
d
dt
f (X + tZ)
∣∣∣
t=0
(121)
for all choices of Z ∈ Herm(X ). In the special case that Y = C, which is equivalent to f
taking the form
f : Herm(X )→ R, (122)
one has that
D f (X)(Z) =
〈∇ f (X), Z〉 (123)
for all Z ∈ Herm(X ), assuming f is differentiable at X.
The chain rule for differentiation states that if
f : Herm(X )→ Herm(Y) and g : Herm(Y)→ Herm(Z), (124)
f is differentiable at X, and g is differentiable at Y = f (X), then
D(g ◦ f )(X)(Z) = Dg( f (X))(D f (X)(Z)) (125)
for all Z ∈ Herm(X ).
Affine linear functions
A function
f : Herm(X )→ Herm(Y) (126)
is affine linear if there exists a linear map
Φ : Herm(X )→ Herm(Y) (127)
and an operator Y ∈ Herm(Y) such that
f (X) = Φ(X) +Y (128)
for all X ∈ Herm(X ). Every such function is differentiable at every X ∈ Herm(X ), with
its derivative given by
D f (X) = Φ. (129)
For an arbitrary function
g : Herm(Y)→ Herm(Z), (130)
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one therefore finds that
D(g ◦ f )(X)(Z) = Dg( f (X))(Φ(Z)), (131)
provided that g is differentiable at f (X), and if g takes the form
g : Herm(Y)→ R, (132)
then it is the case that
∇(g ◦ f )(X) = Φ∗(∇g( f (X))). (133)
Real-valued functions extended to Hermitian operators
If f : R→ R is a function, then it may be extended to a function of the form
g : Herm(X )→ Herm(X ) (134)
in a standard way: for any choice of X ∈ Herm(X ), one considers the spectral decompo-
sition
X =
m
∑
k=1
λkΠk (135)
of X, then defines
g(X) =
m
∑
k=1
f (λk)Πk. (136)
(It is typical that this extended function is given the same name as the original function
on the real numbers, but for the sake of clarity we have introduced a distinct name for the
extended function.) Naturally, if f is defined only on a subset of R, then g is defined for
all X whose eigenvalues are contained in the domain of f .
The function g is differentiable at every Hermitian operator whose eigenvalues cor-
respond to differentiable points of the function f . The derivative of g can be described
explicitly by first defining a function
h(α, β) =
{
f (α)− f (β)
α−β if α 6= β
f ′(α) if α = β
(137)
for every pair of points (α, β) for which f is differentiable at both α and β. (The function h
is sometimes called the first divided difference of f , although this terminology is sometimes
limited to the case that α 6= β.) In terms of this function, the derivative of g at an operator
X having a spectral decomposition (135) is
Dg(X)(Z) =
m
∑
j,k=1
h(λj,λk)ΠjZΠk (138)
for every Z ∈ Herm(X ).
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Gradients of functions involving the fidelity
Let Y be a complex Euclidean space, and consider the function f : Herm(Y)→ R∪ {∞}
defined as
f (Y) =
{
−Tr√Y if Y ∈ Pos(Y)
∞ otherwise.
(139)
This function is differentiable at every positive definite operator Y ∈ Pd(Y), with its
gradient being
∇ f (Y) = −1
2
Y−
1
2 . (140)
One way to verify this expression is to first consider the function g(Y) =
√
Y, defined for
every positive semidefinite operator Y ∈ Pos(Y), and to use the formula (138) to conclude
that
Dg(Y)(Z) =
m
∑
j,k=1
ΠjZΠk√
λj +
√
λk
, (141)
provided that Y is positive definite and has spectral decomposition
Y =
m
∑
k=1
λkΠk. (142)
The equation (140) follows from the chain rule.
Lemma 11. Let X be a complex Euclidean space, let P ∈ Pd(X ) be a positive definite operator,
and define a function g : Herm(X )→ R∪ {∞} as
g(X) =
{
− F(P, X) if X ∈ Pos(X )
∞ otherwise.
(143)
For every X ∈ Pd(X ), the function g is differentiable at X, and
∇g(X) = −1
2
√
P
(√
PX
√
P
)− 12√
P. (144)
For every operator X ∈ Pos(X ) that is not positive definite, it is the case that ∂g(X) = ∅.
Proof. Define a linear map Λ : Herm(X )→ Herm(Y) as
Λ(X) =
√
PX
√
P (145)
for all X ∈ Herm(X ). It is the case that g = f ◦ Λ, where f is as defined in (139) above.
By the chain rule for differentiation, one has
∇g(X) = −1
2
Λ∗(∇ f (Λ(X))) = −1
2
√
P
(√
PX
√
P
)− 12√
P, (146)
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provided that √
PX
√
P ∈ Pd(Y), (147)
which is equivalent to X ∈ Pd(X ).
Now suppose that X ∈ Pos(X ) is not positive definite, and let ∆ be the projection onto
the kernel of
√
PX
√
P, which is nonzero by the assumption that X is not positive definite.
Consider the operator
Y = X + λP−
1
2∆P−
1
2 (148)
for an arbitrary choice of λ > 0. It is the case that
g(Y)− g(X) = Tr
√√
PX
√
P− Tr
√√
PX
√
P + λ∆ = −
√
λTr(∆). (149)
Thus, if there were to exist an element Z ∈ ∂g(X), one would have
g(Y)− g(X) ≥ 〈Z, Y− X〉 (150)
for all Y ∈ dom( f ), including the operator (148) for every λ > 0. It would then follow
that
λ
〈
Z, P−
1
2∆P−
1
2
〉
= 〈Z, Y− X〉 ≤ g(Y)− g(X) = −
√
λTr(∆), (151)
or equivalently 〈
Z, P− 12∆P− 12
〉
Tr(∆)
≤ − 1√
λ
, (152)
for every λ > 0, which is impossible given that the left-hand side is a finite value inde-
pendent of λ and the right-hand side approaches −∞ as λ approaches 0.
Gradients of functions involving the quantum relative entropy
Let Y be a complex Euclidean space, let P ∈ Pd(Y) be a positive definite operator, and
consider the function f : Herm(Y)→ R∪ {∞} defined as
f (Y) =
{
D(P‖Y) if Y ∈ Pd(Y)
∞ otherwise.
(153)
This function is differentiable at every positive definite operator Y ∈ Pd(Y), with its
gradient being
∇ f (Y) = −D log(Y)(P), (154)
where D log(Y) is the derivative of the logarithm function at Y. If
Y =
m
∑
k=1
λkΠk (155)
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is the spectral decomposition of Y, then by means of the expression (138) this function can
be described explicitly as
D log(Y)(Z) =
m
∑
k=1
1
λk
ΠkZΠk +∑
j 6=k
log(λj)− log(λk)
λj − λk ΠjZΠk. (156)
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