Data extraction from engraved text is discussed rarely, and nothing in the open literature discusses data extraction from cemetery headstones. Headstone images present unique challenges such as engraved or embossed characters (causing inner-character shadows), low contrast with the background, and significant noise due to inconsistent stone texture and weathering. Current systems for extracting text from outdoor environments (billboards, signs, etc.) make assumptions (i.e. clean and/or consistently-textured background and text) that fail when applied to the domain of engraved text. The ability to extract the data found on headstones is of great historical value. This paper describes a novel and efficient feature-based text zoning and segmentation method for the extraction of noisy text from a highly textured engraved medium. This paper also demonstrates the usefulness of constraining a problem to a specific domain. The transcriptions of images zoned and segmented through the proposed system have a precision of 55% compared to 1% precision without zoning, a 62% recall compared to 39%, and an error rate of 78% compared to 8303%. 
INTRODUCTION
Cemetery headstones contain a wealth of genealogical information that is largely untapped and unindexed. Headstone data is authoritative and most often with no other source and has led to multiple indexing efforts.
1-3
Figure 2: Sample of a noisy headstone. Challenges to recognizing text found on headstone images are circled and include the following: (1) Three-dimensional characters causing inconsistent contrast and texture within the character, (2) inconsistent stone texture (3) high potential for additional noise (e.g. white circle within the character), (4) low contrast, and (5) Added noise due to weathering.
However, the manual gathering of such information is a time-consuming process. An automated process to transcribe this information on site would be of benefit in time, effort and preservation of data.
In the current literature only a couple of publications 4, 5 have explored recognizing engraved text. Challenges to recognition occur in such cases for a number of reasons as shown in Figure 2 .
Current state of the art OCR engines, 6, 7 are individually unable to overcome the challenges that headstone images present. Furthermore, current text recognition systems make one or more of the following assumptions: a clean and consistent background texture, high-contrast text, consistent-contrast text, or consistent-color text. Such assumptions fail when applied to the domain of headstones.
Rather than create a general solution, we claim that an approach specific to an even smaller domain (i.e. that of engraved text on headstones) will be of greatest benefit. Through constraining the domain (both spatially, Figure 7 , and contextually, Table 2 ) performance can be significantly improved.
The proposed system consists of two main processes (zoning and segmentation), a pre-processing step and a transcription and validation step used for quantitative analysis. The problem is constrained geometrically through zoning and segmentation by removing non-textual image data that would potentially interfere with the transcription process due to the large amount of noise. Additionally, in the transcription process, the problem is constrained contextually by reducing the possible transcriptions to the vocabulary found on headstones.
The contribution of this work is fourfold: the use of gradient orientation histograms to detect true edges in a noisy environment, the use of graph cut to enable a globally optimal connected component analysis, demonstration of improved performance through constraining the domain, and two new high resolution headstone data sets. Additionally, the possible contribution of a new problem domain to the DRR community is given.
RELATED WORK
No previous research has been found that focuses on recognition of text on cemetery headstones and little is found with respect to engraved characters. 4, 5 A variety of systems have been developed to recognize scene text (billboards, signs, etc.), graphic text (text synthetically overlaid on an image), and scanned document text, many of which are discussed in previous surveys. 
Scene Text Detection/Recognition
Of the three mentioned areas, scene text has the greatest potential for noise-related challenges. Noise can come from inconsistent lighting, perspective skew, and inconsistencies that exist because the the text "lives" in the real world (i.e. weathering). Therefore a wide spectrum of approaches have been applied to recognize scene text.
Perspective skew is a difficult challenge in scene text, and much of the literature places significant emphasis on this. In the proposed system, liberty is taken to require that the image be captured with the image plane as parallel to the plane of the headstone as possible. This is a reasonable requirement given that headstones are stationary and at ground level, giving flexibility to the angle at which the image is captured. 10 uses Sauvola binarization, followed by connected component labelling. The quality of each connected component is crucial in this system as disjointed characters would fail to be recognized in the connected component analysis. The Sauvola binarization of a headstone image region is shown in Figure 3 . The varying contrast within the engraved characters with respect to the background have caused characters to be disjointed and incomplete.
Kasar et al. describe a method that uses the Canny edge detector to zone potential text regions and produce bounding boxes.
11 Neighboring pixels of the bounding boxes are then used to estimate and segment the text from the background within the bounding box. This approach works well with a consistently-colored background, but is not designed for a non-homogeneous background.
A solely texture-based approach to locating text 12 uses neural networks with wavelet features and focuses on the frequencies found in individual regions to zone the text. Noisy stone and occasional artwork that exist on headstones images increase the difficulty of distinguishing between text and background solely from texture. The proposed system uses the edges and features within a text region combined with the edge-orientation to overcome the these challenges. Documents that suffer from challenges similar to those found on headstones are discussed with the system proposed by Takakura et al., 13 however the system is not automated and requires user interaction to determine an acceptable result.
Graphic Text Detection/Recognition
Graphic text recognition consists of text overlaid on a natural scene or complex image with a possible noisy background. A helpful feature for recognizing graphic text is that the text of interest was intentionally placed in view to be easily recognizable. The algorithms for recognizing graphic text can therefore rely on a strong contrast or difference in color with the background.
The assumptions made in the literature for recognizing graphic text such as consistently colored background and text, as well as text with strong contrast, provide for good results for zoning and segmentation of graphic text. [14] [15] [16] [17] As headstone text is often placed on a noisy and complex background, it is of value to consider research on graphic text detection. However, such assumptions are not applicable to cemetery headstones.
Scanned Document Recognition
Zoning, segmentation, and recognition of clean-scanned, first-generation documents can be considered a mostlysolved problem. However, research continues in the area of noisy OCR, with an emphasis on binarization. Specialized binarization techniques continue to be developed in difficult domains in which the traditional binarization algorithms are insufficient.
For zoning scanned document text, using variance in pixel intensity as a discriminator of text has been proposed. 18, 19 However, the non-homogeneous background and non-textual engravings (such as artwork) is difficult to distinguish from text based on variance alone.
An approach to segment scanned document text in the presence of a non-homogeneous background surveys the surrounding area and discriminates text based on the mean values found through trajectory paths from a Figure 4c .
region of interest. 20 However, variations in lighting and noise within the text itself is difficult to distinguish from a noisy background using only the mean.
Summary
Previous work for scene text and scanned document text generally focus on having a clean background and homogeneous text while previous work in graphic text generally focuses on having a strong contrast between text and background. A clean background, homogeneous text, nor a strong contrast can be expected when analyzing headstone images and therefore require a need for a specialized system in which text containing low contrast surrounded by a noisy background can be accurately zoned, segmented, and recognized.
Such a system is proposed in which the problem is reduced over multiple steps to obtain an accurate solution. Gradient orientation histograms are used to zone the headstone engravings and remove the noisy background allowing for a more accurate segmentation using Otsu binarization. Gradient orientation histograms are also used in conjunction with graph cut to remove additional noise and artwork after segmentation. The resulting binarized image is passed to TesseractOCR and contextually validated to correct errors using the reduced vocabulary of headstones. Thus, the proposed system leverages the previous work of gradient orientation histograms, graph cut, and neural networks to overcome the difficult challenges of zoning and segmenting headstone data.
METHODS
The preprocessing, zoning, and segmentation processes are described in addition to a post-processing step to error correct the OCR transcription based on contextual knowledge
Pre-processing
To provide for an efficient process of zoning and segmentation of the text, two preprocessing steps are applied. The system first creates an image pyramid allowing for processing on a lower resolution image with mapping to the original high resolution image. The lowest resolution image is used for headstone segmentation (described below) and multiple levels are used for zoning (section 3.2).
After the image pyramid is created, the headstone is separated from the surrounding background using a minimum graph cut algorithm with automated seeding of the foreground and background to remove unnecessary data and isolate the headstone from the surrounding environment.
Using the assumption that the headstone is centered within the image, foreground and background seeds are placed automatically ( Figure 4 ). Foreground seeds are sampled as the pixels underlying the green quadrilateral centered on the image, while the background seeds are sampled from the two long red edges of the image. Graph cut is then performed at the top of the image pyramid (lowest resolution image) and mapped directly back to the rest of the pyramid resulting in the segmentation shown in Figure 4c . 
Zoning
The zoning process finds the true edges found in the headstone image to zone the engravings of both text and artwork. The artwork will be removed later as part of the segmentation process (section 3.3.2). Neural networks are used and require that features be extracted from the image to perform classification. The feature extraction and classification processes are discussed in their respective order.
Feature Extraction
A key feature that separates the headstone engravings and background is found to be the gradient orientation histogram. 21 Upon quantizing the weighted orientations, large peaks characterize engravings while a flat and smooth histogram characterize stone texture.
The orientation (φ(∇I)) will be a value in the range of (−π, π]. The sign of the orientation is not important, therefore π is added to all negative orientations. The orientations are then quantized into eight bins as follows:
The first term scales the orientation values to the range [0, 8] and the second term accounts for a shift that centers each bin to a factor of (
The floor is then taken to complete the quantization of the orientations. Through experimentation of a variety of features it was found that the cumulative magnitude and variance of the histogram improved performance while other features such as color information and a combined gradient did not improve accuracy.
Classification
The neural network takes as input the ten features discussed in the previous section. The feature vector is normalized to the range [0,1] to avoid dominance by the large cumulative magnitude values. Only the three middle levels in the image pyramid are used for zoning, thus only three neural networks are created (one for each level). The same NxN size (N = 10 in the current implementation) for the image regions is used on all levels.
Upon starting the zoning process, the headstone image is sub-divided into NxN regions (where N is the same value as that defined in training) with 50% overlap both vertically and horizontally ( Figure 5 ). The overlapping regions cause, with the exception of the border cases, every pixel in the image to be part of four separate regions and are thus classified four separate times. The four outputs from the neural network are averaged for a final classification. A threshold t is specified where background < t ≤ f oreground.
The classification process is repeated for each of the three middle levels in the image pyramid in a cascaded fashion, beginning with the lowest resolution image. The result of each level is applied to the next level to improve the overall accuracy and efficiency of the zoning process ( Figure 6 ). The advantage of zoning is shown in Figure 7 where the resulting binarization is shown with and without zoning.
Segmentation
The segmentation process consists of two parts: binarization to remove the remaining stone texture and a segmentation of the text from all remaining noise. Each are discussed respectively. 
Binarization
The Otsu algorithm is used to segment the engravings from the remaining stone texture. The majority of headstone images contain text that is darker in color than the background, however, a number of them also include text that is lighter than the background. A single pass of the Otsu binarization algorithm is insufficient to capture both cases. Therefore, the image is passed to both a traditional and inverted Otsu binarization. Thus, two images are produced in the text segmentation process, both of which are processed separately in the remaining processes. The final transcriptions of each image are then combined.
Text Segmentation
Through zoning and binarization, the amount of noise has been greatly reduced with only text and artwork remaining. However, if such an image were passed to an OCR engine, it is likely that, due to the remaining noise (i.e. artwork), the OCR engine will produce a number of phantom characters in the transcription (Figure 1d) . Thus, the noise is removed through use of connected components and an implementation graph cut.
Graph cut acts as the final classifier between artwork and text. To create a graph upon which graph cut can operate, a quadtree is used. The tree is formed recursively using the full binarized image as the root node in the tree. If more than a single connected component is contained within that region, it is subdivided into four equal parts (forming the children of that node). Thus, every leaf node in the tree contains either zero or one connected component although a single connected component may span across multiple leaf nodes. Quadtrees also allow for the discovery of a node's neighbors (see Samet's quadtree tutorial 22 for further details).
The graph is initialized by weighting both the n-links (between neighboring nodes) and the t-links (between the source and sink) based on the connected component found within the node of interest and their similarity to neighboring connected components.
The weightings given to t-links represent how similar the node is to either the source (text) or the sink (noise). To classify the nodes, a neural network is used to compute confidence scores.
Gradient orientation histograms are created by mapping each connected component in its entirety back to the original image's gradients. The same ten features from the zoning process are also found to be useful in discriminating text from artwork and noise. However, an additional five features are used to leverage the characteristics of the connected components: width (w), height (h), aspect ratio (r a = An important aspect in the neural network classification is that the output is not the final classification. The confidence scores are used to determine the t-link weightings for graph cut as follows:
where s is either -1 (for noise) or 1 (for text) and ω η represents the t-link weighting value for node η. In both cases, the output is scaled to the range [0, ω maxt ], with a distinction as to where the weight is given (source or sink).
The creating of nodes through a quadtree, however, will leave many nodes that are empty (contain zero connected components). No classification can be done for empty nodes that do not have any features. If given an innocuous weighting, such nodes will effectively create holes within the graph reducing the connectivity and effectiveness of the graph cut approach (Figure 8a) . Therefore, if a node is empty, an analysis on the t-link weighting of each of its neighbors is performed to find which node to merge with:
where N is the neighbor to merge with, N is the set of all neighboring nodes, ω is the t-link weighting, and η n is the number of pixels in the connected component of node η.
The merging of two nodes is a simple assignment of the connected component from node N to the empty node. A flag also must be set on the previously empty node to indicate that the node does not contain a true connected component to avoid selecting a previously empty node for N . The proposed system is unique in that the connected component analysis is used in conjunction with a globally optimal graph cut algorithm. Such an approach considers not only the component's similarity to text, but also the textual similarity of neighboring components. Thus, a misclassification in a traditional connected component analysis (Figures 9a and 9b) is more likely to be retained in the presence of surrounding correct classifications (Figure 9c ).
The initialization of the n-links is done through calculating a similarity score between a node and its neighbor. The similarity score is based on the similarity between the contained components in four areas: pixel count (S n ), baseline (largest y-value of within the component) (S y ), width (S w ), and height (S h ). All four of these similarity scores are computed relative to each neighboring connected component. They are computed as follows: Figure 9a where the character 'S' is misclassified as non-text (shown with a red background) in the presence of surrounding characters that were classified as text (shown with a green background). The resulting image using no proximity knowledge is shown in Figure 9b and the resulting image using proximity knowledge is shown in Figure 9c .
where ∆n c1,c2 represents the difference in n between connected components 1 and 2. The term min{n c1 , n c2 } results in the minimum n between the connected components 1 and 2. The same is true for each of the four similarity measures except that n is replaced by y, w, or h according to the similarity score being calculated. Any similarity scores found to be less than zero are clamped at 0. The combined similarity score is the summation S = S n + S y + S w + S h and is scaled to fit within the appropriate weight range ([0,ω maxn ]) for the graph.
To leverage the knowledge that characters of a word in a typical layout span from left to right, the weights of the n-links between nodes that neighbor horizontally are doubled in strength.
Graph cut is performed using the assigned weights to make the final classification and retains only the nodes classified as text.
Text Recognition
Text recognition is performed on a granular level where individual text lines are generated. The non-traditional document layouts that appear on headstones are difficult to accurately transcribe for many OCR engines. Therefore, the proposed system locates any number of regions that are spatially similar and groups them together, thus removing the difficulties presented by multiple columns of text. The final segmentation map produced from the text segmentation process (section 3.3.2) is used to produce initial regions which are then refined by merging regions that are close in proximity. The text regions are then reduced recursively to smaller regions (if needed) and then to individual text lines using projection profiles.
Every text line is individually passed to an OCR engine (TesseractOCR 7 is used in the current implementation) and is validated through using the constrained domain of headstones (i.e. names, dates, etc.). Multiple dictionaries (month, day, year, common words, and names 23 ) and a confusion matrix are used to compute a score (P d ) for each possible correction:
where W is the set of all possible alternate words in the current dictionary, l i and l i are the characters in the i-th position in the alternate word and transcription respectively, p(l i |l i ) is the probability that l i was mistakenly transcribed as l i (per a confusion matrix), and p(w|d) is the probability of w given the current dictionary. Additionally: I = max{|w|, |w|} where |w| and |w| are the lengths of the alternate word and the transcribed word respectively. A minimum probability is given to characters not found in the confusion matrix (for a given alternate character) as well as the original transcription, if not found in the current dictionary.
The result, P d , represents the best score from the dictionary d. The word that gives the best score across all dictionaries is used as the final transcription.
The inclusion of the text recognition process results in a complete system in which a noisy and cluttered headstone image is processed and results in a clean and OCR-able image.
RESULTS
Direct analysis of the accuracy of the zoning and segmentation results is difficult. The majority of previous work have included an OCR engine as a final processing step to give a quantitative measure of accuracy and for a qualitative analysis, a number of resulting images are included.
To present the results of the proposed system, a similar approach is used. The new headstone image data sets used for analysis is described first, followed by the quantitative and qualitative analysis.
Data Sets
Two known labelled datasets of headstone images exist due to volunteer efforts.
1, 2 The images contained within these datasets, however, are scaled to a lower resolution than that required by the described system. Therefore, two new datasets have been created (with a resolution of 2592x1936), named by the cemetery at which the images were captured: Provo City Cemetery (160 images) and Orem City Cemetery (208 images).
The Provo City Cemetery dataset contains many headstone images that are 100+ years old and suffer from severe weathering, resulting in both increased noise in the stone texture and a decreased contrast between text and background. The Orem City Cemetery, however, contains fewer trees (resulting in a lower number of headstones that are affected by shadows) and headstones that date back only to the 1950s (less weathering).
Quantitative Analysis 4.2.1 Zoning and Segmentation
The zoning and segmentation processes use neural networks trained on labelled data, which when tested, allows for a quantitative understanding of how accurate the neural network is performing its classification task. The dataset for each process was created individually using samples from both datasets and was split into three randomly generated datasets (80% for training, 10% for the validation set, and 10% for testing). The values shown in Table 1 are the average accuracies calculated from 100 separately trained neural networks. 83.9873% Table 1 : Neural network accuracy in classifying headstone regions as engravings and background (zoning) and between text and noise (segmentation). The three levels represent the levels within the image pyramid, where level 1 is the highest resolution image and level 3 is the lowest resolution image. The highest resolution image (level 1) has the most difficulty in discriminating between engravings and the stone texture due to the finer detail of stone texture that interferes with recognizing the engraved areas. The other two levels are at a low enough resolution that the textured background is blurred to a more uniform texture. Additionally, it can be seen that the discrimination between text and the remaining noise in the segmentation process is a more difficult task than that of zoning.
Overall
Due to the varied layouts possible on a headstone, sequential matching is not possible. Therefore matching is performed by minimizing the Levenshtein (or edit) distance 24 to find a word-match. Every word (i.e. a collection of characters separated on both sides by white-space) provided by the ground truth is matched with the word from which the smallest edit distance is computed.
The number of matching characters between two matched words are used to compute |{C gt } {C ocr }|, facilitating the calculation of precision and recall as follows:
where |{C gt } {C ocr }| is total number of characters that are accurately matched from the OCR transcription to the ground truth, |{C ocr }| is the count of characters in the OCR transcription, and |{C gt }| is the count of characters in the ground truth transcription. Table 2 : The precision and recall of raw image OCR compared with those of proposed system's OCR.
The precision, recall and F-measure values for raw headstone image transcriptions and for headstone images produced by the proposed system are shown in Table 2 .
The precision measures of the raw image OCR transcriptions are low due to the cluttered and noisy nature of cemetery headstones (1.76% and 1.16% for the Provo and Orem City Cemeteries respectively). This result demonstrates that performing OCR on raw headstone images is of little to no value. However, by constraining the domain using the methods implemented in the proposed system, the cluttered and noisy environment of headstone text is removed resulting in a significantly higher precision (51.85% and 55.15%).
The recall measures show gains of 15% and 23% for the Provo and Orem City Cemeteries respectively.
The F-measure combines precision and recall and through a single metric shows the improved performance of images produced by the proposed system over the raw images. For the two datasets, the F-measure is increased by 50% and 56% by using the proposed system.
The error rate is also valuable to consider (shown in Table 3 ) and is calculated accordingly:
where #insertions is the count of spurious characters not matched, #deletions is the count of non-matched ground truth characters, Σ(d m ) is the summed edit distance of all the matched words, and #characters is the number of characters in the ground truth transcription. Table 3 : Error rate of the transcriptions produced by the raw headstone images and the images processed by the proposed system on the two datasets.
While both deletions and Σ(d m ) have an upper bound for error rate, insertions do not. The noisy medium causes a large number of insertions and is the cause for most errors.
The proposed system seeks to remove non-textual components through zoning and artwork removal. Because of the noisy medium, textual components can be obscured or hidden and will be removed through these processes and cause an increase in the error rate for deletions.
Through the proposed system the total error rate for each dataset is reduced by over 14925% and 8226%.
The run times for each process have been averaged across all headstone images included in both datasets and are as follows: pre-processing (0.7415s), zoning (0.6021s), and segmentation (2.1580s). The total average run time is 3.5031s on a single core of an Intel core i7 processor. The text recognition process averages 4.6753 seconds per run, and since this process is not a core contribution, little effort has been made to optimize it.
Qualitative Analysis
Qualitative results for the system are shown in Figure 10 where the original image is shown on the left, with the resulting image and transcription on the right.
We see in these results that the system is able to accurately locate the text within the image, removing the majority of noise. Any noise that does remain has characteristics similar to text. A challenge found in the binarization process is seen in 10e where text regions are retained in both binarization results and cause additional noise in the transcription (Figure 10f, zones 1 and 3) . 
CONCLUSIONS
The proposed system is foundational for extracting the textual data found on headstone images. Future work for the system will focus on improving and optimizing the OCR and validation process to provide a complete system. Such improvements combined with the proposed zoning and segmentation processes provide a more fully automated headstone transcription system. Additionally, the implementation of the system on a mobile device will allow for an efficient capture of the headstone image and indexing of the headstone data.
A number of assumptions have been used to allow for accurate scene, graphic, and scanned document text recognition. However, the assumptions of homogeneous characters, a homogeneous background, and high textual contrast are not applicable to headstone images. Therefore, a robust zoning and segmentation process has been proposed to allow for the OCR of the noisy and cluttered text found on cemetery headstone images.
The proposed system is shown to transcribe headstones with a precision of 55%, recall of 62%, and F-measure of 58% with an error rate of 77%. Without the proposed system, headstone image transcriptions result in as low as 1% precision, 39% recall and F-measure of 2% with an error rate of 8303%. Such a low precision and high error rate demonstrates that performing OCR on raw headstone images is virtually useless and that although the final text output is not 100% accurate, zoning is essential.
Additionally, the proposed system demonstrates the advantage of using a constrained domain (both geometrically and contextually) instead of seeking a global solution. While the proposed system demonstrates encouraging results, clearly there is much room for improvement in the nascent domain of recognition and retrieval of textual information from engraved text in a noisy environment.
