ABSTRACT In general, existing machine learning based approaches, developed for systolic and diastolic blood pressure (SBP and DBP) estimation from oscillometric waveforms (OWs), employ features extracted from the OW envelope (OWE) alone and ignore important beat-by-beat (BBB) features which represent fundamental physical properties of the entire non-invasive blood pressure (NIBP) measurement system. Unlike the existing literature, this paper proposes a novel deep-learning based method for BP estimation trained with BBB time-domain features extracted from OWs. First, we extract six time-domain features from each beat of the OW, relative to the preceding beat. Second, using the extracted BBB features along with the corresponding cuff pressures, we form a feature vector for each OW beat and locate it in one of three different classes, namely pre-systolic (PS), between systolic and diastolic (BSD) and after diastolic (AD). We then devise a deep-belief network (DBN)-deep neural network (DNN) classification model as well as a novel artificial feature extraction method for estimating SBP and DBP from feature vectors extracted from OWs and their corresponding deflation curves. The proposed DBN-DNN classification approach can effectively learn the complex nonlinear relationship between the artificial feature vectors and target classes. The SBP and DBP points are then obtained by mapping the beats at which the network output sequence switches from PS phase to BSD phase and from BSD phase to AD phase, respectively, to the deflation curve. Adopting a 5-fold cross-validation scheme and using a data base of 350 NIBP recordings gave an average mean absolute error of 1.1±2.9 mmHg for SBP and 3.0±5.6 mmHg for DBP relative to reference values. We experimentally show that the proposed DBN-DNN-based classification algorithm trained with BBB time-domain features can outperform traditional deep-learning based methods for BP estimation trained with features extracted only from OWEs.
I. INTRODUCTION
Automated non-invasive blood pressure (NIPB) measurement is now widely used to estimate SBP and DBP. While NIBP monitors available on the market may estimate BP by both auscultatory and oscillometric techniques, the majority of them today are based on the oscillometric method [1] - [4] because of its simplicity and robustness. The oscillometric method requires the inflation of the cuff beyond the The associate editor coordinating the review of this manuscript and approving it for publication was Bo Jin.
anticipated systolic pressure. As the cuff deflates, the oscillometric waves (OWs) superimposed on the pressure measurement are processed to produce the oscillometric waveform envelope (OWE).
A comprehensive survey of existing oscillometric BP estimation algorithms [5] reviews conventional maximum amplitude algorithm (MAA) and derivative oscillometric algorithms [6] , as well as those using a Bayesian approach [7] , Neural Networks (NN) [8] and fuzzy logic approaches and those analysing oscillometric pulse morphology [9] , [10] . Multiple linear regression and support VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ vector regression have also been applied on a number of time-domain features derived from the OWE [11] .
In the conventional MAA, the maximum value of the OWE is thought to correspond closely with the mean arterial pressure (MAP) [2] and SBP and DBP are found at fixed characteristic ratios derived from experiment [1] , [5] , either on the rising phase or the falling phase relative to the mean pressure peak. However, these empirical ratios are sensitive to changes in physiological conditions, including most importantly the pulse pressure (difference between systolic and diastolic blood pressure), the degree of arterial stiffness and the pulse rate [1] , [4] - [6] , [9] , [12] . Based on the MAA, in [13] , a novel approach to estimate the systolic and diastolic blood pressure ratios (SBPR and DBPR) has been developed using a Gaussian mixture regression (GMR) method. To this end, first, a number of features extracted from OWE are selected and the achieved feature vector is then represented by the Gaussian mixture model (GMM). The SBPR and DBPR are estimated with the help of the GMR and thereby the SBP and DBP values are subsequently obtained using the MAA method. Maximum/Minimum Slope Algorithm (MMSA) uses slopes of the OWE to estimate SBP and DBP [14] . It has been shown in [14] that the maximum and minimum of the first derivative of the OWE correspond to SBP and DBP. In this approach, the SBP and DBP are estimated as the beats at which the first derivative of the OWE becomes maximum and minimum, respectively. While the MMSA is a coefficient-free BP estimation method, it is very sensitive to noise such as motion artifacts. Dynamic Threshold Algorithm (DTA) [15] has been proposed to evaluate trustworthiness of the BP estimations. DTA employs the subject's heart rate (HR) and derives a specific threshold by which maximum and minimum limits for trustable measurements are determined. BP readings will be trusted if the estimated SBPs and DBPs are inside the corresponding trustable boundaries.
A number of NN-based regression techniques have also been proposed in the literature for the problem of oscillometric BP estimation. Among them, early studies in [16] - [18] prepare a training input data for the network by evenly sampling the raw OWE at specific increments of cuff pressure. This however leads to a large set of redundant correlated input data. Principal component analysis (PCA) is used in [19] to reduce the dimensionality of the OWE by neglecting low-variance components. Other feature extraction techniques have also been proposed in [20] and [21] . Forouzanfar et al. [20] model the OWE by an analytic expression using the sum of two Gaussian functions and use the optimum parameters of the Gaussian functions as the features.
As can be seen from the literature review above, the focus of the existing literature for BP estimation is on the OWE and the features extracted from it. For example, the features extracted from OWE include MAP estimated using the MAA technique mapped to the deflation curve, the maximum amplitude (MA) of the smoothed OWE, the area under the smoothed OWE (AE), the asymmetry ratio (AR) of the smoothed OWE calculated as the ratio of MAPL and the smoothed OWE's length, i.e. AR = MAPL EL [13] , [20] - [24] ; see Fig. 1 . The smoothed curve can be obtained as the asymmetrical Gaussian curve fitting [20] , [21] , e.g. sum of two Gaussian functions with the same centers, as follows
where a 1 and a 2 are the amplitudes, σ 1 and σ 2 are the standard deviation of the asymmetrical Gaussian function, and µ is the common mean location, as shown in Fig. 1 , which can be used along with the aforementioned features to form a feature space [20] , [21] . When a limited subject population is available, the aforementioned feature extraction approach may lead to a feature space which has a small sample size. This is a fatal weakness when using deep learning based approaches [21] , since these approaches need a big data volume to work well. While re-sampling algorithms such as the (parametric and non-parametric) bootstrap technique can be used to create artificial features or samples in order to improve the performance of the deep learning based BP estimation approaches [25] , our experiences show that the level of improvement possible using these re-sampling approaches is very limited for the problem of deep-learning based BP estimation using relatively small number of oscillometric measurements. Our proposed approach to overcome this problem and provide a non-redundant feature set with a relatively large sample size is to extract beat-by-beat (BBB) features from every OW in an NIBP recordings and thereby train an NN to predict SBP and DBP. Specifically, the six BBB features we extract from each OW are trough to peak amplitude of each OW, trough to peak duration of each OW, slope of OWE, maximum upslope of each OW, the cardiac period and the asymmetry ratio. In addition, we choose the smoothed cuff pressure at each beat as an additional feature. In this case, if for example an NIBP measurement includes 45 beats (note that this is the average number of beats in one record of the data set we used in this study), the total number of features extracted from an OW signal is 315 (7 features per beat × 45 beats). In contrast, as discussed earlier, the total number of features that can be extracted from the OWE of an NIBP record is typically less than 12; see for example [13] , [20] - [24] . In this study, unlike the existing regression-based deep neural network (DNN) estimation approaches trained with features extracted from OWEs, we construct a DNN classification problem using BBB features, extracted from NIBP measurements, as inputs of the network. To this end, first, each feature vector in an NIBP record is located in one of three different classes, namely pre-systolic (PS), between systolic and diastolic (BSD) and after diastolic (AD). Second, to form artificial feature sub-samples, a nonparametric bootstrap scheme is used to randomly re-sample with replacement the set of handcrafted feature vectors and their associated filtered vectors, obtained with the aid of a set of zero-phase low-pass filters. A deep-belief network (DBN)-DNN based classification model is then devised to learn the complex nonlinear relationship between the feature vectors obtained from the OWs and target classes (i.e. PS, BSD and AD). It should be noted that the DBN proposed in [26] is a probabilistic generative model containing many hidden layers. DBNs are based on the stack of Restricted Boltzmann Machines (RBMs) and the Contrastive Divergence Algorithm [27] . The greedy layer-wise algorithm [28] is used to train the DBN. This forms the unsupervised pre-training stage of the proposed DBN-DNN classification model. To fine-tune the parameters obtained from the pre-training stage, a supervised learning step is then carried out using the backpropagation algorithm. We also use a novel non-parametric bootstrap based technique to derive artificial features which are employed as training samples to efficiently train the developed DBN-DNN classification model. The SBP and DBP points are finally detected as the cuff pressures at which the predicted phase sequence of targets for each OW recording changes its structure, i.e. the beats at which the detected sequence switches from PS phase to BSD phase and later from BSD phase to AD phase, respectively. List of acronyms is given in Table 1 .
II. METHODS
From a data base of 643 recordings collected from a variety of subjects (UNSW Research Ethics Committee (HREC) approval Number: 12/11), using a single FDA approved NIBP device, we selected 350 recordings that were free of movement artefacts or noise. As we previously described in [29] and [30] , each record contains the cuff pressure, the oscillometric waveforms (OW) and the Korotkoff sounds digitized at 500 samples per second.
The 350 data records were from 155 individual subjects, (87 male, 68 female) aged 52.0 ± 21.6 years (range 23-97). The mean age and variance of both male and female subjects were closely matched at 51.1 ± 20.3 and 53.1 ± 23.4 years, respectively. Arm circumference ranged from 10-35 cms.
A. DETERMINING A REFERENCE STANDARD FOR SYSTOLIC AND DIASTOLIC BLOOD PRESSURE
The industry standard method for calibrating NIBP monitors is to compare the output of the monitor under test to simultaneous measurements made by two experienced observers using the classical auscultatory method of listening for the first audible Korotkoff sound to determine systolic pressure and then the muffling or preferably the cessation of audible Korotkoff sounds to determine diastolic pressure points. In previous studies [29] , [30] , we demonstrated that this standard reference method suffers from a number of possible inaccuracies, including the hearing acuity of the operators, the sensitivity of the stethoscope used, the anatomy of the patient and the intensity and morphology of the Korotkoff sound.
Using exactly the same criteria for determining systolic pressure, it has been demonstrated in the study [30] that digital sampling and applying simple signal processing to the auscultatory and oscillometric signal allows the unequivocal determination of systolic pressure, as the first Korotkoff sound that exceeds a background noise threshold. This is entirely analogous but more accurate than, the recommended method based on listening for the first Korotkoff sound.
For all 350 records, the mean noise level (MNL) with the cuff fully inflated was measured and a threshold value of MNL + 4 × Standard Deviation (SD) was calculated. The cuff pressure at which the first Korotkoff sound exceeded this threshold was selected as the reference systolic pressure.
The criteria for diastolic pressure are not as clear cut, as it has been shown in a previous study [29] that almost 50% of all NIBP records do not have a Phase V silent phase. According to classical sphygmomanometry, the compromise best estimate to DBP is then the rapid fall and muffling of the Korotkoff sounds (Phase IV). Accordingly, we define the DBP point as the pressure at which the energy of the Korotkoff sound stabilizes after a rapid fall from a peak, irrespective of whether that is above or below the hearing threshold. Both SBP and DBP points selected were checked visually for accuracy and consistency.
B. BEAT-BY-BEAT TIME-DOMAIN FEATURE EXTRACTION
On reviewing the different methods proposed in the literature for improving on the basic MAA algorithm, we note that nearly all use a limited set of features derived primarily from the OWE alone and ignore important BBB features which, according to modeling studies [7] , [9] , represent fundamental physical properties of the entire NIBP measurement system. As a consequence, in this study we propose a total of seven features that are extracted BBB from OW, as described in Table 2 . The time-domain features described in Table 2 are automatically calculated BBB from each NIBP record as follows. We denote the amplitude of the i-th peak and its preceding trough in mV as a i P and a i T , respectively, and the time-stamp of the i-th peak and its preceding trough in s as t i P and t i T . Then, the features in Table 2 are calculated as
where
and f s = 500 is the sampling frequency, h = 1 f s , f (·) denotes the deflation curve which is a function of time and a(t) denotes the amplitude of OW at time instant t. We also set the initial value t 0 P = 0, hence T 1 = t 1 P , and SOWE 1 = OWE 1 t 1 P , because OWE 0 = 0. Note that the term given for deriving Upslope(t i ) is simply the five-point stencil approximation of the first derivative of OW at the time instant t i , where t i = t i T − 2h, . . . , t i P + 2h. Fig. 2 visualizes the proposed features extracted from OW and its corresponding deflation curve. The time-domain features selected on OWs incorporate three features based on time duration; cardiac period (T), time from trough to peak of the oscillometric wave (OWD) and asymmetry ratio (AR) obtained as AR = OWD BW , two on magnitudes; the cuff pressure (CP) and the peak-to-peak value of the oscillometric wave (OWE) and two on slopes; including the slope of the oscillometric waveform envelope (SOWE) and the maximum upslope of the oscillometric wave (MSOW).
C. NORMALIZATION OF FEATURES
To train the DBN-DNN faster, reduce the probability of getting locked in local minima, and avoid saturation of the network, we normalized the input data. In this study, we normalized each of the extracted features as follows:
where j = ξ 1 , ξ 2 , . . . , ξ n j represents the sequence of one of the seven features (i.e. CP, T, OWE, OWD, SOWE, MSOW, AR) corresponding to the j-th (j = 1, . . . , N (= 350)) record,¯ j is the normalized feature sequence, and · ∞ denotes the infinity norm of a vector, i.e.
D. ARTIFICIAL FEATURE EXTRACTION
In this study, to improve the performance of the devised DBN-DNN classification model in BP estimation, we propose a bootstrap-inspired approach to extract artificial features. We denote the feature vector associated with each detected beat of OW as x i , i.e.
. Now, for the j-th NIBP record, we form the sequence of feature vectors as X j = [x 1 , x 2 , . . . , x n j ], where n j denotes the number of beats in the j-th record. Let us denote the feature vectors associated with j-th NIBP record as
Each feature vector in an NIBP record is also located in one of three different classes, namely pre-systolic (PS), between systolic and diastolic (BSD) and after diastolic (AD). The PS phase is from the first beat to the beat just before the systolic event; the BSD is from the systolic event to the diastolic event; and the AD is from the diastolic event to the last element of the feature vector (see Figs. 4 
and 5).
We also denote the output target (class) corresponding to the i-th beat of the j-th record as y i ∈ {1, 2, 3}. Note that PS = 1, BSD = 2 and AD = 3. The target sequence for the j-th record is formed as Y j = [y 1 , y 2 , . . . , y n j ]. Now, we provide P filtered sample of each set of features extracted from every measurement using zero-phase moving-average filters (MAFs). We denote an augmented feature set as
. . , P denote the filtered feature vector associated with the feature m (= 1, . . . , 7) of the j-th NIBP record using zero-phase MAFs; see Fig. 3 . Then, we randomly re-sample with replacement X a j,m using non-parametric bootstrap to
T , where b = 1, . . . , B, with B denoting the number of generated samples.
The previous step, i.e. filtering a feature vector by a set of low-pass filters, provides additional BBB features for training the deep network. This step, in the mean time, increases the dimension of the input provided for the network. VOLUME 7, 2019 Note that the dimension of the original input data formed by the original M (= 7) extracted features is M × N j=1 n j (N = 350 is the number of NIBP records and n j is the number of beats in j-th record). However, the proposed artificial feature extraction generates an input data whose dimension is {M · (P + 1)} × {B · 
E. STATISTICAL METHODS
MATLAB (R2018b) was used for all data analysis. All data collected were tested for normality using the single sample Lilliefors goodness of fit hypothesis test and visually verified using an empirical quantile-quantile plot of the sample quantiles of X versus theoretical quantiles from a normal distribution. If the distribution of X is normal, the plot will be close to linear. For data that was not normally distributed the Wilcoxon rank sum test for equal medians was used.
We used Bland-Altman plots to evaluate the bias between the mean differences between SBP and DBP developed using the DBN-DNN classification model and the reference values obtained using the semi-automated auscultatory method described earlier, to estimate the agreement interval between the two different methods, after testing that the differences were normally distributed.
F. DBN-DNN CLASSIFICATION MODEL
The goal of SBP and DBP prediction is to use the extracted feature vectors, as shown in Table 2 and Fig. 2 , as well as artificial features to predict the target sequence using DBN-DNN classification model, and thereby identify the SBP and DBP points.
So-called feed-forward NN (FFNN) is the most widely used network structure that can be used in regression or classification applications. To train the FFNN, the backpropagation algorithm, which is the most popular technique to train multilayer architectures, has been used. However, backpropagation algorithms can get locked in local minima or plateaus, when used for training networks with more than two hidden layers using random initialization [31] . An alternative method proposed in the literature [31] is to use unsupervised learning to initialize each layer in the network. DBN-DNN with unsupervised pre-training step is one of the techniques that has been shown capable of overcoming the drawbacks of FFNN in complex applications [31] . Specifically, DBN-DNN approach consists of a greedy layerwise unsupervised learning algorithm which initializes a good set of parameters for the network, referred to as pretraining, and a supervised learning step carried out using the backpropagation algorithm to fine-tune the parameters achieved in the first stage [26] . DBNs, in fact, are probabilistic networks which consist of individual modules having the form of Restricted Boltzmann Machines (RBMs), a two-layered NNs whose connections are only between the layers with stochastic latent variables as hidden neurons. The pretraining stage is accomplished through training the DBN, i.e. training the RBMs from the lowest RBM to the most top RBM. In this approach, the outputs of each trained RBM are used as the inputs for training the subsequent RBM module. While the connection between the tow-top layers in DBN are undirected ones, the other hidden layers form a top-down directed acyclic graph. A DBN with hidden layers can be defined as
where X = h 0 denotes the input feature vector, h i represents the hidden units at the i-th layer, P (h i−1 |h i ) is a conditional distribution for visible hidden units of an RBM corresponding to the level i of the DBN and P (h −1 |h ) denotes the visible-hidden joint distribution in the top level RBM [26] . The neurons in every RBM are binary and stochastic variables, hence, they output values 0 or 1 with certain probabilities, which are dependent on the values of neurons they are connected to. The conditional probability P (X |h) can be expressed as
where Z , W , c and b are the partition function (normalization constant), the weight matrix, the bias vector for hidden units and the bias vector for the visible units, respectively. The weight matrix W links the observed vector and the hidden vector. As can be seen, the RBM formed between the input data and the first hidden layer is the Gaussian-binary RBM. Multiple binary-binary RBMs are also stacked behind the first Gaussian-binary RBM [26] . The conditional probability of one hidden layer given the other layer is expressed as
where σ (s) = 1 1+e −s , h i,q denotes the q-th unit of the layer i and N i represents the number of units in the layer i. The bias terms as well as the weights W are trained using contrastive divergence (CD) [27] .
For fine-tuning the model, we minimize the following cross-entropy on the given input data set:
A where N m = 100 denotes the mini-batch size, and y tk and y tk (W , b) denote the target output and the predicted probability of being class k, respectively, for the input x t . To classify an unknown test observation element x t into one of the three classes (PS = 1, BSD = 2 or AD = 3), we find the class in the trained DBN-DNN that best matches with the unknown observation element. In particular, the unknown element is assigned to a class k, such that
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To update the weights and biases, we use the iterative scheme below:
where and ρ are the learning rate and the momentum parameters, respectively, and W l i and b l i denote the weights and biases of the layer i at the l-th iteration. Also, is the number of hidden layers, and thus the ( + 1)-th layer is the output layer.
The procedure to estimate the SBP and DBP from the obtained measured blood pressure is illustrated in Fig. 4 . In particular, the devised DBN-DNN classifies each feature vector into 3 different classes, i.e. class 1 (PS), class 2 (BSD) and class 3 (AD). At some stage, the detected sequence for each BBB feature vector set derived from a recording switches from class 1 to 2 (from PS to BSD) and later from class 2 to 3 (from BSD to AD). The SBP and DBP are estimated by finding the cuff pressure (from the deflation curve) at the beats when the detected sequence switches from class 1 to 2 and 2 to 3, respectively. However, due to possible misclassifications, the achieved sequence of estimated classes may not follow the desired sequence of VOLUME 7, 2019 FIGURE 5. Block diagram of the proposed algorithm, which estimates SBP and DBP using DBN-DNN.
PS-to-BSD-to-AD. In other words, in a detected sequence more than one switch from PS-to-BSD and BSD-to-AD may occur. In this study, we consider two schemes to detect the beats when the detected phase sequences change their structure. While the first scheme uses the first switching point from PS to BSD and from BSD to AD as the points associated with the SBP and DBP, respectively, the second scheme uses the last switching points for SBP and DBP estimation. We further compare the effectiveness of these two schemes in SBP and DBP estimation in the next section. Fig. 5 and Table 3 summarize the proposed DBN-DNN classification model to estimate SBP and DBP from the BBB features extracted from OWs. It should be noted that we use both the British Hypertension Society (BHS) [32] classification and the somewhat less stringent AAMI standard [33] which provides a table linking errors in the mean value of the error to an acceptable standard deviation of the error. Thus at a mean error of 0 mmHg the maximum permissable SD is 5.9 mmHg, whilst at a mean error of 5 mmHg, the maximum permissable error is 4.70 mmHg. According to the BHS protocol, a device is considered as the Grade A if 60% of its measurements have a mean absolute error (MAE) of less than or equal to 5 mmHg, 85% have an MAE of less than or equal to 10 mmHg, and 95% have an MAE of less than or equal to 15 mmHg. In addition, a device is categorized as the Grade B (Grade C), if 50% (40%), 75% (65%) and 90% (85%) of readings fall within the absolute differences of 5, 10 and 15 mmHg from the reference standard. A device is considered as Grade D, if it achieves results worse than Grade C.
More recently a consensus opinion has formed [34] between the three standards bodies (AAMI, ESH and ISO) that a device is considered acceptable if its estimated probability of a tolerable error (≤ 10 mmHg) is at least 85%.
III. RESULTS AND DISCUSSIONS
As mentioned earlier, in this study, we used a database of 350 NIBP records. Each record also includes a different number of beats, resulting from different resting heart rates and blood pressure values. The total number of beats analyzed was 11,482, while the maximum and minimum number of beats in one record were 79 and 12, respec- tively. In this study, to evaluate the performance of the proposed DBN-DNN based BP estimation method, we adopted a 5-fold cross-validation scheme. The reported results in terms of MAE, ME and SDE, in this paper, are calculated by averaging the five obtained values using the test samples. We first evaluated the performance of the Schemes 1 and 2 to map the switching beats (i.e. SBP and DBP points) of the achieved label sequences via the proposed DBN-DNN classification model to the deflation curve for finding the estimated blood pressure. We assumed a DBN-DNN with 3 hidden layers each of which included 50 hidden units trained with the derived artificial features (with B = 200) from the proposed BBB features. While the results of Scheme 1 were 77.6 % (≤ 5 mmHg), 95.7 % (≤ 10 mmHg), and 99.0 % (≤ 15 mmHg) for the SBP estimation and 48.6 % (≤ 5 mmHg), 77.2 % (≤ 10 mmHg), and 92.6 % (≤ 15 mmHg) for the DBP estimation, the achieved results of Scheme 2 were 82.8 % (≤ 5 mmHg), 97.3 % (≤ 10 mmHg), and 99.6 % (≤ 15 mmHg) for the SBP estimation and 72.8 % (≤ 5 mmHg), 88.6 % (≤ 10 mmHg), and 94.9 % (≤ 15 mmHg) for the DBP estimation. Thus, no significant difference exists between the performance of Schemes 1 and 2. As a result, in what follows, we will focus only on the proposed Scheme 2.
Then, we changed the number of hidden units of each hidden layer of the devised DBN-DNN classification model from 10 to 125 using the derived artificial features (with B = 100) from the proposed BBB features. Fig. 6 shows the achieved results. It is evident from Fig. 6 that while the best results are obtained with 75 hidden units, the proposed DBN-DNN model is robust against the variations in the number of hidden units.
We also carried out another test to verify the performance of the proposed DBN-DNN algorithm with different number of replications (B = 10 to 300) while the other conditions were fixed. It can be seen from Fig. 7 that the best results in terms of MAE and SDE are obtained with B = 200. The ME, MAE and the SDE of the estimated BP were investigated relative to the reference BP according to the AAMI/ISO 81060-2:2018(E) standard protocol [33] and BHS [32] standard. Tables 5 and 6 list the results obtained using the proposed DBN-DNN classification model with the structure (M × P, 75, 75, 75, 3), i.e. a network with M × P (M = 7 and P is the number of applied filters) input, 3 hidden layers, each of which included 75 hidden units, and 3 outputs, trained with the inputs obtained through the approaches explained in what follows. Approach 1: the artificial features were generated by a set of different zero-phase MAFs and non-parametric bootstrap scheme with B = 200, as explained in the Method section. Approach 2: the artificial features were generated by averaging the feature vectors achieved using zero-phase 2, 3, 4 and 5 points MAFs and the non-parametric bootstrap scheme with B = 200, as explained in the Method section. Approach 3: the artificial features were generated by 2, 3, 4 and 5 point MAFs and a different non-parametric bootstrap scheme with B = 200, in this approach, instead of using the non-parametric bootstrap scheme to achieve different combinations of filtered features and the raw feature vector, we randomly re-sampled the overall feature set obtained from the NIBP records with replacement. Approach 4: the artificial features were generated by 2, 3, 4 and 5 point MAFs and the stationary bootstrap scheme [35] with B = 200. Approach 5: the artificial features were generated by 2, 3, 4 and 5 point MAFs while no bootstrap scheme is used. Approach 6: the original feature set was used. The parameters of the DBN-DNN were set as in Table 4 .
We also trained FFNN classification models, with the same structure as the proposed DBN-DNN classification model as well as the structure (M × P, 10, 10, 3), by the inputs obtained via the aforementioned approaches. Furthermore, before training an FFNN with the input data, we scaled To have a fair comparison, we utilized the resilient backpropagation (RB) training algorithm to train the FFNN and set the hyper-parameters to the ones used in [20] .
The performance of the proposed DBN-DNN classification model trained with the BBB features in SBP and DBP estimation was also compared with those of a DBN-DNNbased regression model and an FFNN-based regression model trained with the input data obtained by either non-parametric re-sampling (B = 200) the feature set extracted from OWE alone, or the original feature set extracted from OWE. These features include MAP estimated using the MAA technique mapped to the deflation curve, the MA of the smoothed OWE, AE, AR of the smoothed OWE (AR = MAPL EL ), and the parameters obtained by fitting a curve to every OWE as sum of two Gaussian functions with the same centers, i.e. the amplitudes of the fitted curve (a 1 and a 2 ) , the standard deviation of the asymmetrical Gaussian function (σ 1 and σ 2 ), and the common mean location µ [13] , [20] - [24] ; see Fig. 1 .
For comparison purposes, we also used the conventional MAA which is a very common oscillometric algorithm for estimating SBP and DBP in non-invasive electronic BP devices. To this end, using the obtained oscillometric waveform envelope for each measurement and its corresponding MAP, we obtained the characteristic ratios for systole (RS) and diastole (RD) associated with the reference systolic and diastolic pressures whose derivation method has been explained earlier in this paper. The mean value of RS and RD were 0.5752 and 0.6275, respectively. Then, using the mean values of RS and RD as the fixed characteristic ratios in MAA, we estimated SBP and DBP of each measurement. Lastly, the non-parametric MMSA [14] method is used to estimate SBP and DBP. To this end, we find the beats at which the first derivative of the smoothed OWEs, obtained as the sum of three different Gaussian functions with different centers, becomes maximum and minimum, and then we map them to the deflation curve to derive SBP and DBP, respectively.
Bland-Altman plots comparing the performance of the proposed DBN-DNN-based classification model trained with artificial features (Approach 1 with zero-phase 2, 3, 4 and 5 points MAFs) and the semi-automated auscultatory method described earlier are shown in Fig. 8 . Note that the shown results are only from the test groups of the 5-fold scheme. This figure implies that the SBP and DBP estimates obtained with the proposed DBN-DNN-based classification model are in close agreement with the referenced BPs. The limits of agreement, i.e. dotted horizontal lines in Fig. 8 , are ME ± 1.96 × SDE for two plots; most black squares lie within the limits of agreement. The biases, i.e. the horizontal bold center lines, for the two plots are very small (≤ ±0.68 mmHg). Note also that Fig. 8 , in fact, represents the distribution of estimation errors corresponding to the best results in Table 6 .
It can be seen from Tables 5 and 6 that while the best results for SBP and DBP estimation were obtained by artificial features generated using Approach 1 explained in the previous section and with the combination of 2, 3, 4 and 5 points MAFs, all the classification models investigated including DBN-DNN and FFNN were able to achieve a BHS Grade A and an acceptable AAMI result in SBP estimation. However, none of the other BP estimation methods including DBN-DNN-based regression model, FFNN-based regression model, MAA and MMSA could achieve a Grade better than B, or meet the AAMI standard in SBP estimation. Moreover, the devised DBN-DNN classification models with the proposed approach for forming the artificial feature set using MAFs and bootstrapping method, encapsulated in Approach 1 and 2, slightly outperform the classification models trained with the artificial feature sets in Approaches 3, 4 and 5, and the original feature set (Approach 6) in terms of SBP estimation, whereas the former models significantly outperform the latter models in terms of DBP estimation. On the other hand, the DBN-DNN models trained with the artificial feature set in Approach 1 significantly outperforms the FFNN classification model trained with the same feature set. This can be explained by the fact that the distribution of the input data fits better the DBN-DNN than the FFNN architecture, as the devised DBN-DNN is a probabilistic graphical model. In other words, the FFNN architecture cannot take full advantage of the increased input data.
We also noted that there is no significant difference between the performance of the models trained with the original BBB feature set and the augmented feature set obtained by combining the BBB feature vectors and their filtered vectors achieved by the proposed MAFs. However, the artificial features achieved by re-sampling with replication of the augmented feature set (Approaches 1 and 2) lead to an outstanding result for both SBP and DBP estimation. The same results could not be achieved through Approaches 3 and 4 (see Section III), i.e. instead of using the non-parametric bootstrap scheme to achieve different combinations of filtered features and the raw feature vector, the overall feature set obtained from the NIBP records was randomly re-sampled with replacement. In fact, the novel method proposed for artificial feature generation can provide a big input data for training the developed DBN-DNN classification model and can achieve significantly higher precision. This occurs because the proposed artificial feature generation method can effectively avoid the overtraining of the network which improves the generalization of the model trained. Fig. 9 compares the difference between the training and test error (MAE and SDE) of the DBN-DNN classification models trained with different approaches considered to generate input data. As it is evident from Fig. 9 , the proposed Approach 1, unlike Approaches 3 and 4, can effectively avoid over-training the network while outperforming Approaches 5 and 6 in terms of MAE and SDE. This can be justified through the fact that the proposed bootstrap scheme which re-samples with replacement the feature vectors and their associated filtered vectors helps to make the trained network invariant to small changes in the extracted feature vectors possibly originating from measurement noise. Invariance to noise means that if we change the input by a small amount, the values of most of the network outputs do not change. Another well-known conventional technique to avoid over-fitting is the regularization method, i.e. adding a penalty term to the cost function. The regularization factor (RF) is then a hyper-parameter which can be tuned through crossvalidation. Fig. 10 shows the variation in training and test error with different RFs when using Approach 3 to generate a big input data. As can be seen from Fig. 10 , while larger values of the RF (i.e. > 0.001) can avoid over-fitting, albeit at the expense of downgrading the precision of the classification model, smaller values of the RF (i.e. < 0.0005) cannot fulfill this requirement. The optimum RF was found to be 0.001. However, this still could not outperform our proposed method to derive artificial features, i.e. Approaches 1 and 2, and the MAE and SDE obtained by setting the RF as 0.001 are much higher than the ones obtained via Approaches 1 and 2.
Furthermore, the performance of the proposed DBN-DNN classification model trained with the BBB features in SBP and DBP estimation was compared with that of a DBN-DNN-based regression model trained with the input data obtained by non-parametric re-sampling (B = 200) the feature set extracted from OWE alone. As it is evident from the results in Tables 5 and 6 , the DBN-DNN-based regression model trained with artificial features extracted only from OWE cannot give an acceptable results compared to the proposed DBN-DNN classification model trained with artificial BBB features. It can also be seen from Tables 5 and 6 that an FFNN-based regression model with the same structure trained with artificial features extracted only from OWE gives worse results compared to the DBN-DNN-based regression model. This result is quite consistent with the ones discussed earlier for the devised DBN-DNN-classification model and FFNN classification model.
Another finding of this paper is that the FFNN regression models with two hidden layers each with 10 hidden units trained with artificial and original features extracted only from OWE can significantly outperform the FFNN regression model with three hidden layers including 75 hidden units. This indeed is due to the fact that the backpropagation algorithms can get locked in local minima or plateaus, when used for training networks with more than two hidden layers using random initialization [31] . The results obtained here also confirm that the unsupervised learning to initialize each layer in the network can achieve better results.
IV. CONCLUSIONS
According to Tables 5 and 6 , the best results for both SBP and DBP were obtained with the proposed DBN-DNN classification model trained with the artificial features in Approach 1 with 2, 3, 4 and 5 points MAFs. For this model, while the MAE of the SBP estimation was 1.1 mmHg with an SDE of 2.9 mmHg, the MAE of DBP estimation was 3.0 mmHg with an SDE of 5.6 mmHg. This model results in a BHS Grade A and an acceptable AAMI result for both SBP and DBP estimation. However, it cannot achieve an equally impressive result for diastolic pressure, reflecting the fact that DBP estimation is broadly speaking a more challenging problem. Specifically, none of the other models from literature could give a performance better than Grade C for DBP estimation, according to the BHS standards.
When BP estimation is carried out using features derived exclusively from the OWE, the results for the standard MAA and MMSA methods are poor with MAEs of 9.6 and 9.1 mmHg and SDEs of 13.4 and 11.5 mmHg, respectively, for SBP, and MAEs of 10.8 and 12.9 mmHg and SDEs of 14.4 and 12.8 mmHg, respectively, for DBP. All other models presented in Tables 5 and 6 improve this result, but none achieve the superior results obtained using the devised DBN-DNN classification model. Specifically, the results achieved using only OWE derived features are significantly worse than the results obtained using oscillometric BBB time-domain features introduced in this paper. Clearly, BBB time-domain features make a significant contribution to the accuracy that can be achieved using the oscillometric method and the DBN-DNN deep learning approach with oscillometric features give better results than any previously reported in the literature and provide a very promising method for improving the automated non-invasive measurement of blood pressure using only oscillometric features.
To the best of the authors' knowledge, this is the first study to estimate the SBP and DBP using the DBN-DNNbased classification model with artificial BBB time-domain features extracted from oscillometric waveform. We believe that the developed DBN-DNN classification model along with the feature extraction approach, which makes it possible to train the devised DBN-DNN classification model even using relatively small samples, can make a major contribution to the more accurate and consistent estimation of SBP and DBP.
