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Abstract
Adjoint based optimisation has until now demonstrated a great promise for optimisation
in aerodynamics due to its independence of the number of design variables. This is es-
sential in large industrial applications, where hundreds of parameters might be needed
so as to describe the geometry. Although the computational cost of the methodology is
smaller than that of stochastic optimisation methods, the implementation and related
program maintenance time and effort could be particularly high.
The aim of the present is to contribute to the effort of redusing the cost above by ex-
amining whether programs using the adjoint methodology for optimisation can be au-
tomatically generated and maintained via Automatic Differentiation, while presenting
comparable performance to hand derived adjoints. This could lead to accurate adjoint
based optimisation codes, which would inherit any change or addition to the relative
original Computational Fluid Dynamics code.
Such a methodology is presented and all the different steps involved are detailed. It is
found that although a considerable initial effort is required for preparation of the source
code for differentiation, hand assembly of the sensitivity algorithms and scripting for
the automation of the entire process, the target of this research program is achieved
and fully automatically generated adjoint codes with comparable performance can be ac-
quired. After applying the methodology to a number of aerodynamic shape optimisation
examples, the logic is also extended to higher derivatives, which could also be included
in the optimisation process for robust design.
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Chapter 1
Introduction
1.1 Evolution in fluid mechanics
Fluids cover the greater percentage of the earth and have therefore always played an
important role in the lives of people and animals. Whether these are air, water or
anything else of similar type, fluids surround every aspect of life as we know it. As a
result, it was inevitable for the mankind to experiment with fluids and look for ways to
ease life.
In the pursuit to understand the laws of fluid flow, experimental facilities were built.
Throughout the years, there has been a lot of progress in this area, resulting in modern
wind tunnels (Figure 1.1) and experimental hydrodynamics channels, equipped with high
technology measurement techniques. Tests carried out in those provide real life results
with very high accuracy.
The experimental process though has always proved to be expensive. Considering the
variety of applications that include fluid flow, especially regarding engineering products,
the building, maintenance and use of such facilities soon becomes financially expensive.
With every engineering idea, a model would have to be constructed, tested, evaluated,
adjusted, rebuilt, retested and so on. Such a procedure is time consuming and can be pro-
hibitive for engineers with good ideas but insufficient funds. Even for large corporations,
such as those in the aeronautical industry, these costs needed to be reduced.
For this reason, scientists and engineers began exploring the physics behind fluid
flows and trying to describe them with physical models. Along with the evolution in
computer science, this gave birth to a new discipline for fluid mechanics in the mid to
late 20th century : the Computational Fluid Dynamics (CFD). The effort of this new
discipline was to numerically solve the equations that describe fluid flows on computers
by transforming the physical fluid models into computer programs. In the beginning,
such computations were of low accuracy and high computational cost. With the years
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Figure 1.1: Modern experimental wind tunnel at NASA research center (photo courtesy of
NASA, www.nasa.gov).
this has changed though and very accurate numerical models are available nowadays,
which have been extensively validated through experiments versus computations. These
can be used either on powerful personal computers or supercomputers to compute the
flow solutions in just a few minutes, for small problems, or a few hours, for bigger ones.
Today, most of the industry has replaced the largest part of their former experimental
design process with high fidelity CFD packages, reducing the development time and cost.
Only in the final design stage are experiments carried out and that is, if the designers
choose to validate the results from CFD.
Despite the fact that Computational Fluid Dynamics became an established and
widely used discipline, the design process of aero or hydrodynamic shapes still lacks
automation. Such design was still based on experience and a series of trial and error
experiments; not experimental but numerical experiments this time. So, in order to
improve the performance of the designed components there is still need of setting up
the numerical problem, evaluating the results, reforming the shape, retesting etc.. An
additional factor to this was that, the whole process heavily relies on the experience of
the designers and was built throughout many years. And even with practical experience,
this does not imply that the final results will be optimal. As a result, there is still need
for automatic optimisation of the design.
In most recent years, this problem was dealt with by using genetic algorithms. These
are based on stochastic methodologies and rules inspired from the evolution theory of
Darwin. Although this is a powerful methodology, it is computationally expensive, as it
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requires the solution of the complicated flow equations many times, in order to generate
“populations” and apply the rules of evolution. Therefore, although it does provide
optimal shapes automatically, its cost can still be prohibitive, due to the runtime and
computational costs.
On the other hand, gradient based optimisation methods use the derivative informa-
tion to drive a problem – in this case a shape – fast to its nearest extremal point, a
minimum or a maximum. Such methods though require the derivative of a cost function
with respect to all design variables and (for those not following the adjoint methodology)
their cost can soon become prohibitive for large real world optimisation cases with a
large number of design variables. This problem is eliminated with the use of the ad-
joint methodology, which is able to compute the sensitivity information independent of
the number of design variables. This was used in aerodynamic shape optimisation by
Jameson [51] as well as others [91]. The methodology was used through the years that
followed, but although it is a fast optimisation method, the derivation and implemen-
tation of the sensitivity systems to solve was complex and time consuming. This is the
reason why the idea was not widely adopted from the beginning. It is characteristic
to say that only recently have adjoint systems appeared, which are derived from the
complete Navier–Stokes equations. But the latest years also gave rise to the growing
discipline of algorithmic differentiation. Using this methodology (Appendix A, sensitivi-
ties of functions can be computed by differentiating the algorithm that computes them.
this gave birth to Automatic Differentiation (AD) tools, which perform this operation.
Despite what the name might imply though, the use and application of such tools is not
completely automatic and still presents many difficulties. Therefore, a fully automated
adjoint based optimisation methodology is still missing.
This is where the present thesis contributes to the field, by delivering a fully auto-
mated adjoint based optimisation methodology, with the aid of AD. In the chapters to
follow, the ingredients involved are going to be presented. Also, the present research
moved even further by the examination of automated second derivative code generation
and computation of Hessians via AD. Apart for the novel methodologies for the complete
automatic derivation of first and second order sensitivity systems, issues of performance
acceleration are examined and a novel methodology for the acceleration of second order
systems’ convergence is presented. All the above are coupled with other performance
improvement techniques, such as multi–grid and pre–conditioning.
The following sections in this chapter discuss the problem of optimisation and give a
general overview before the work of this thesis is presented.
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1.2 Optimisation methodologies
Optimisation essentially is to find the location of a local or global extremum of a given
function. This could be a simple mathematical function with just a single independent
parameter, the complex Navier–Stokes flow equations or any other type of function. Since
the beginning the optimisation concept in mathematics and science, many optimisation
strategies and algorithms have been developed. In fact, nowadays their number is so
high, that a whole book would needed to describe them. For that reason, only the most
important methods commonly used in the area of aerodynamics are going to be dealt
with in the present thesis.
There are two main families of optimisation methods used in aerodynamics, that fol-
low different approaches in finding the optimum. Following the methodology used, they
could be described as gradient–based or stochastic based optimisation. The category of
stochastic–based optimisation includes the popular method of genetic algorithms, that
consists the main body of the category as well. The logic is based on stochastic methods
and frequently on the evolutionary theory of Darwin. This logic is used in aerodynamic
shape optimisation but has proven to be very time consuming and computationally ex-
pensive, since it involves a high number of flow evaluations, which drive the design to
the optimum. Such a process can indeed lead to the global minimum of any function
but it is so time consuming that its cost soon becomes prohibitive for large industrial
applications. Apart from this, it should be considered that, in engineering applications,
the designer it not typically looking for the global optimum but for a local one, which is
near to the original design. In order to find the latter, the more effective methodology of
gradient based optimisation can be used, which is the one of interest in this thesis. The
category of stochastic based optimisation escapes the scope of the present research then
and therefore is not going to be discussed further. For some more detailed information,
one could refer to [45, 27, 73, 33].
1.3 Gradient based optimisation
In an optimisation problem, the target is to find the (local or global) extremum of a cost
function F , the extremum being a minimum or a maximum. The logic of gradient–based
optimisation is based on the following theorems1 :
1The symbols ↘ and ↗ represent continuously decreasing and continuously increasing function re-
spectively
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F(χ)
χ
Fmin
χ0
F(χ)
χ
Fmax
χ1 χ0χ1
Figure 1.2: From the starting point χ1 to the extremal χ0 using gradients in 2D.
Fmin
χ1
Figure 1.3: From the starting point χ1 to the extremal Fmin using gradients in 3D.
Theorem 1 :
If Φ : A 7→ B is a continuous function, then :
• Φ↘∈ (χ0, χ1)⇔ Φ′ ≤ 0
• Φ↗∈ (χ0, χ1)⇔ Φ′ ≥ 0
Theorem 2 :
If Φ : A 7→ B is a continuous function and [Φ↘∈ (χ1, χ0),Φ↗∈ [χ0, χ2)] or
[Φ↗∈ (χ1, χ0),Φ↘∈ [χ0, χ2)] then Φ′(χ0) = 0.
Based on these theorems, the gradient of the cost function F can be used to either “slide”
down to the minimum or “climb” up to the maximum of F , as shown in Fig. 1.2 and
1.3. Over the years, a number of methodologies to solve optimisation problems using
gradients have been developed. These are going to be discussed in Chapter 4.Before
exploring the gradient based optimisation methods further, it shall be mentioned that
the latter are not always able to find the global minimum and might get trapped in a
local one. This is an argument frequently used by researchers in the field of stochastic
optimisation methods. For example, it would easier for a gradient based optimisation
method to stop the optimisation process once a local minimum is reached in the “noisy”
Schwefel function of Figure 1.5.
1.4 Optimisation in aerodynamics 6
-2
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
 2-2
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
 2
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
 0
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
 0
Figure 1.4: Example of a minimum in a three dimensional problem: minimum of the function
f(x, y) = −e−x2 · e−y2 .
Despite this problem though and the fact that there are ways to bypass this problem
(such as multi point optimisation), it shall be kept in mind that in most engineering
cases, local extrema are typically acceptable and not global ones. The target gradient
based methods is to deliver the optimum that “leaves” close to a given solution. As an
example, the design of a car shall be considered. The artistic designer is delivering a first
shape of the car and then the engineer is asked to increase its aerodynamic performance,
but without completely changing the shape. Therefore, the optimal shape for the given
design will be somewhere close to the latter and a gradient based optimisation method
can drive to it very fast. Especially in the case of adjoint based methods, this could mean
even just a few evaluations. So, the restrictions of gradient based methods are known in
this thesis, but the delivery of algorithms that can compute local optimal shapes fast is
considered more important for engineering applications.
1.4 Optimisation in aerodynamics
There are several aspects in real world applications that can benefit from optimisa-
tion. Especially in the field of aerodynamics, engineering applications come in great
variety. Some of them are airfoils and wings, airplane bodies, turbo machinery compo-
nents (rotor/stator blades, channels, main body) helicopter blades, automotive external
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Figure 1.5: The Schwefel function.
aerodynamics, internal ducts, naval architecture and ship design, high speed trains, civil
engineering structures, artificial implants, sports equipment etc. The list can be long
extended and the applications become even more numerous, once the adjoint approach is
considered. As it will be explained in Chapter 3, using the adjoint methodology, one can
acquire the source of a behaviour and use that information to solve existing problems.
For instance, an application of CFD and adjoint has been presented for bomb impact
prediction by Professor Rainald Lo¨hner, which makes obvious that the nature of appli-
cations, where the methodology can be applied, varies to a great extent. It is up to the
scientists to encounter more and more applicable cases.
The biggest motivation to the derivation of a fast optimisation method is that it could
remove the need of several years experience and “trial and error” experimentation. To
make this point more clear, one can consider the developments in the aeronautical and
automotive industry, illustrated in Figures 1.6 and 1.7. The evolution in the shape
and the aerodynamic efficiency is more than obvious in the figures above. These changes
though needed more than a century to come about and they were all based on highly
costly experiments and a long chain of continuous error learning. All this progress, present
in other fields of engineering and science as well of course, was “optimisation by hand”,
in the sense that there was no inverse design logic behind the development. The results
therefore, always had to be an improvement to the currently existing applications and,
even that improvement was due to even further and better change. One could say that,
something better was always acquired but never the optimum. On the other hand, with
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Figure 1.6: Aerodynamic evolution in airplanes. Left: The Robertson airplane (source: Dig-
ital Collections), Right: Boeing high efficiency concept airplane (source:Boeing)
Figure 1.7: Aerodynamic evolution in cars. Left: one of the first cars (source: Alaina Hoff-
mann), Right: Current concept “green” car (source: Digital Collections)
the adoption of optimisation techniques, the optimum of a desired application (at least
in a local scale) can be found and within a few days or hours, with very high accuracy in
the results. Such a possibility becomes of even more and more increasingly important in
the last years, since the engineers are asked to deliver highly effective and nature friendly
products. The use of optimisation in industry can help towards that approach and lead
to airplanes, cars, etc. with very low fuel consumptions and a step towards a greener
planet.
A lot of the effort in this research is placed not only in the development of such
a methodology but also on the automated derivation and maintenance of the relative
software. It is a common problem in CFD, that the effective maintenance of the source
code can be difficult. This becomes even more complicated when, apart from the flow
solver, there are sensitivity solvers as well, e.g. an adjoint solver. As it will be shown, with
the use Algorithmic Differentiation and advanced scripting, the process of generating,
validating and maintaining any sensitivity solver can be full automated and adapted to
any change in the flow solver. This logic is applied not only to the adjoint solver but also
in the direct differentiation one as well as two solvers of second derivative systems, the
1.4 Optimisation in aerodynamics 9
direct differentiation over direct differentiation and the direct differentiation over adjoint.
In the flowing chapters, the logic behind gradient based optimisation using the method-
ologies above and Algorithmic Differentiation is going to be presented. The ways, in which
such an approach can be implemented, are described in detail. Issues of performance ac-
celeration are dealt with and the whole the whole theory is coded together to form the
contribution to the in–house research code mgOpt. This software is applied to a number
of cases, which are presented in the terms of flow, adjoint, optimisation and Hessian. In
the end, the future work is outlined and the upcoming challenges and applications are
discussed.
Chapter 2
The flow solver
2.1 General description
The basis of performing numerical aerodynamic shape optimisation is computing the flow
quantities over a given geometry. This is performed by a stable, verified and validated flow
solver, which can then be differentiated to provide sensitivities of the flow with respect
to the design variables. Therefore, before discussing about derivatives and optimisation,
the flow solver greater developed throughout this project is going to be discussed in this
Chapter.
As a part of the software mgOpt, an in–house legacy computer program, the flow
solver could, before the work of the author, compute first and second order accurate
Euler (inviscid) flows for cases in two dimensions and using Roe’s flux scheme, without
limiters. It was previously developed by Dr Jens–Dominik Mu¨ller, Dr Paul Cusdin and
Armen Jaworski [55], written in Fortran 77, who explored the first adjoint version of the
software (by hand generation of adjoint via algorithmic differentiation) and presented
results in [55, 56, 23, 25, 24]. The entire software has been further developed with the
work of the author and the details are going to be presented.
In its current form, mgOpt is a two and three dimensional, vertex centred, first and
second order accurate, hybrid element (triangles, quads, pyramids, prisms, tetrahedra,
hexahedral) program, which makes use of Roe and AUSM+up flux routines. Various flux
limiters are included (Barth, Venkatakrisnan and minmod) and the Spalart-Allmaras
turbulence model has also been implemented.
Data is stored at the grid vertices and the flow residuals are accumulated in loops
over edges. The solver, including the adjoint, tangent and others that will be discussed
in later chapters, is computing the solutions in a iterative/re-computation manner, so
there is no need for storage of the Jacobian matrix.
The source code is written in high level Fortran 90/95 (using modules, derived data
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Figure 2.1: Supported discretisation elements.
types, pointers e.t.c.) and is linked with libraries in Fortran 90 (L-BFGS-B [111]), Fortran
77 (Tapenade [101]) and C (Tapenade [101]). For the compilation, GNU gfortran [40]
and gcc [41] are used.
Having briefly discussed the basic characteristics of the software mgOpt, the next
sections are devoted to the detailed description of the flow solver.
2.2 Spatial discretisation
The spatial discretisation logic used is edge-based and there is a variety of elements sup-
ported in mgOpt, characterising it as a hybrid solver. In its form before the authors
research work, the software was supporting triangles and quadrilateral elements for ge-
ometries in two dimensions. This was extended in three dimensions and support was
added for tetrahedra, pyramids, prisms and hexahedra. All the supported elements are
illustrated in Figure 2.1.
Between the cell–centred (higher storage cost) and vertex–centred (higher compute
cost) storage schemes, the latter is used because it allows the use of more accurate Dirich-
let boundary conditions [38] and is convenient for mesh adaptivity (future implementation
plan).
Once the vertex–centred logic has been employed, the control volumes can be formed
by the centroid or the median dual, out of which the first is used [9]. An example is
given in Figure 2.2. The centroid dual is chosen due to the following reasons :
1. It provides simpler control volumes (especially in three dimensional cases) compared
to the median. A comparison of can already be made in the two dimensional
example of Figure 2.3.
2. The median dual has higher storage requirements due to the higher number of flux
faces.
2.3 Flux schemes 12
Figure 2.2: Examples of control volumes in two and three dimensions for the centroid dual
scheme.
Figure 2.3: Examples of control volumes for the median dual scheme. The median dual control
volume has two and four times the number of flux faces in 2D and 3D respectively,
compared to the centroid dual (Figure 2.2). This can lead to very complicated
and deformed control volumes.
Although the topic of the presented work is not mesh generation, credit should be
given to the software used for that purpose, as they helped illustrate the research work.
The open – source software Gmsh [36] was mainly used, as well as commercial products
Ansys Gambit [5] and Ansys ICEM-CFD [6]. In two dimensional cases, the free – ware
ipol [78] and Delaundo [76] were used for geometry preparation/manipulation.
2.3 Flux schemes
The flow solver developed provides solution to the compressible Navier–Stokes equations,
which in a Cartesian coordinate system be written in differential form [12] as :
∂ρ
∂t
+
∂(ρux)
∂x
+
∂(ρuy)
∂y
+
∂(ρuz)
∂z
= 0 (2.1)
ρ
(
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
+ uz
∂ux
∂z
)
= −∂p
∂x
− ∂τxx
∂x
− ∂τyx
∂y
− ∂τzx
∂z
+ Fx (2.2)
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ρ
(
∂uy
∂t
+ ux
∂uy
∂x
+ uy
∂uy
∂y
+ uz
∂uy
∂z
)
= −∂p
∂y
− ∂τxy
∂x
− ∂τyy
∂y
− ∂τzy
∂z
+ Fy (2.3)
ρ
(
∂uz
∂t
+ ux
∂uz
∂x
+ uy
∂uz
∂y
+ uz
∂uz
∂z
)
= −∂p
∂z
− ∂τxz
∂x
− ∂τyz
∂y
− ∂τzz
∂z
+ Fz (2.4)
ρ
(
∂Et
∂t
+
∂uxEt
∂x
+
∂uyEt
∂y
+
∂uzEt
∂z
)
= −
[
∂(uxp)
∂x
+
∂(uyp)
∂y
+
∂(uzp)
∂z
]
− 1
Re · Pr
(
qx
x
+
qy
y
+
qz
z
)
+
1
Re
[
∂
∂x
(uxτxx + uyτxy + uzτxz)
+
∂
∂y
(uxτxy + uyτyy + uzτyz)
+
∂
∂z
(uxτxz + uyτyz + uzτzz)
]
(2.5)
where ρ is density, ~U = [ux, uy, uz] velocity, t time, p pressure, ~τ = [τij] ∀ i, j = [x, y, z]
the matrix of stress tensors and
−→
F = [Fx, Fy, Fz] the vector of body forces acting on the
fluid. Re and Pr are the Reynolds (2.6) and Prandtl (2.7) numbers respectively and Et
the total energy (2.8). Lastly, −→q = [qx, qy, qz] is the heat flux vector (2.9).
Re =
ρUL
µ
=
UL
ν
(2.6)
Pr =
ν
α
=
cpµ
k
(2.7)
Et = ρe+
1
2
ρ(u2x + u
2
y + y
2
z) (2.8)
qi = −k ∂T
∂xi
= −cP µ
Pr
∂T
∂xi
(2.9)
In the equations above, U is the mean velocity, µ the dynamic viscosity, ν the kinematic
viscosity, α the thermal diffusivity, e the internal energy per unit mass for the fluid, cP
the specific heat and k the thermal conductivity.
In many of the results that are going to be presented in this and later chapters, the
set of Euler equations are used, which are a simplification to the Navier–Stokes equations
by assuming zero viscosity in the flow. Therefore, the equations to be solved take the
form of (2.10).
The equations above can be solved by employing a finite volume scheme, which is going
to be discussed in Sections 2.3.1 and 2.3.2. Two flux functions have been implemented
for this reason: Roe’s [95, 96] and the AUSM+up [62, 63] scheme. Roe’s scheme is a
popular upwind flux-difference scheme, which is commonly used for compressible flows
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and speeds of Mach number Ma ≥ 0.3. The latter belongs to the greater family of the
Advection Upstream Splitting Method (AUSM) and is able of solving efficiently even low
speed compressible flows, where Ma ≥ 0.01. In what follows, both schemes are going to
be discussed.
∂ρ
∂t
+ ∂(ρux)
∂x
+ ∂(ρuy)
∂y
+ ∂(ρuz)
∂z
= 0
ρ
(
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
+ uz
∂ux
∂z
)
+ ∂p
∂x
= 0
ρ
(
∂uy
∂t
+ ux
∂uy
∂x
+ uy
∂uy
∂y
+ uz
∂uy
∂z
)
+ ∂p
∂x
= 0
ρ
(
∂uz
∂t
+ ux
∂uz
∂x
+ uy
∂uz
∂y
+ uz
∂uz
∂z
)
+ ∂p
∂x
= 0
ρ
(
∂Et
∂t
+ ∂uxEt
∂x
+ ∂uyEt
∂y
+ ∂uzEt
∂z
)
+
[
∂(uxp)
∂x
+ ∂(uyp)
∂y
+ ∂(uzp)
∂z
]
= 0
(2.10)
2.3.1 Roe’s approximate Riemann solver
Roe’s approximate Riemann solver [96, 95] belongs to the category of flux-difference
splitting schemes, where the convective fluxes are evaluated on the faces of the control
volumes using the left and right states. The idea was first introduced by Godunov [44]
and the main logic is based on the Riemann problem (shock tube).
If ~F (~U) is the flux vector, the flow equations can be written in the form of equation
2.11.
∂~U
∂t
+
∂ ~F (~U)
∂x
+
∂ ~F (~U)
∂y
+
∂ ~F (~U)
∂z
= 0
⇒ ∂
~U
∂t
+
∂ ~F (~U)
∂~U
∂~U
∂x
+
∂ ~F (~U)
∂~U
∂~U
∂y
+
∂ ~F (~U)
∂~U
∂~U
∂z
= 0
⇒ ∂
~U
∂t
+ A(~U)
∂~U
∂x
+ A(~U)
∂~U
∂y
+ A(~U)
∂~U
∂z
= 0 (2.11)
In [96], Roe was in search of constructing a matrix ARoe, which would satisfy equation
(2.11) and will have the following properties :
1. It achieves a linear mapping from ~U to ~F .
2. When ~UL → ~UR → ~U then ARoe(~UL, ~UR) → A(~U), where A = ∂ ~F∂~U the flux Jaco-
bian.
3. ∀~UL, ~UR: ARoe(~Ul, ~UR)× (~Ul − ~UR) = ~Fl, ~FR
4. The eigenvectors of ARoe are linearly independent.
2.3 Flux schemes 15
i
j
Flux FaceC1
C2 C3
C4
−→
U L
−→
U R
i
j
C1
C2
−→
U L
−→
U R
Figure 2.4: Flux face in a centroid centred scheme between the nodes i and j. L and R denote
left and right state respectively and Ck centroids.
The flux through a flux face (Figure 2.4, centroid centred dual volume), is given as :
~F1/2(~UL, ~UR) = ARoe,1/2(~UL, ~UR)
~̂
U (2.12)
where
~̂
U the so–called Roe averaged variables. The subscripts 1/2, L and R denote the
flux face, left and right state respectively.
Knowing the convective flux Jacobian Ac (matrix that contains the derivatives of
the convective fluxes with respect to the conservative variables ∂ ~F c/∂~U), Roe’s Jacobian
matrix ARoe can be similarly built by using the Roe averaged variables instead :
ρ̂ =
√
ρLρR (2.13)
û =
uL
√
ρ
L
+ uR
√
ρ
R√
ρ
L
+
√
ρ
R
(2.14)
v̂ =
vL
√
ρ
L
+ vR
√
ρ
R√
ρ
L
+
√
ρ
R
(2.15)
ŵ =
wL
√
ρ
L
+ wR
√
ρ
R√
ρ
L
+
√
ρ
R
(2.16)
Ĥ =
HL
√
ρ
L
+HR
√
ρ
R√
ρ
L
+
√
ρ
R
(2.17)
ĉ =
√
(γ − 1)(Ĥ − q̂2/2) (2.18)
V̂ = ûnx + v̂ny + ŵnz (2.19)
q̂2 = û2 + v̂2 + ŵ2 (2.20)
For further information on Roe’s scheme and a more in depth analysis, one can refer to
[75].
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2.3.2 AUSM+up scheme
The AUSM+up flux scheme belongs to the greater family of the Advection Upstream
Splitting Method (AUSM), which was first introduced by Liou [64, 61, 62]. AUSM+up
[63] is the most recent and most effective of all other alternations of the AUSM family,
as it can handle low speed compressible flows quite accurately. It was implemented in
mgOpt with the help of the PhD student Shenren Xu. This flux function was adopted
in this research for the following reasons :
• The time–stepping algorithm of compressible discretisations is fully coupled, i.e. all
equations are dealt with in the same way. This makes it simpler to devise efficient
time-stepping schemes.
• It was within the research plans to compute second derivatives using adjoint meth-
ods 3, so the methodology was first developed using the simpler time-stepping of
compressible flows. In the future Algorithm Differentiation for second derivatives
of incompressible SIMPLE schemes [88] could be developed.
• The AUSM+up flux helps to lower the threshold of the Mach number for which
compressible discretisations are applicable.
In the AUSM+up scheme, the flux ~F1/2 though a flux face (see Figure 2.4), consists of
two parts, the convective and the pressure flux, as expressed in (2.21). The subscript 1/2
denotes the flux interface.
~F = m˙~φ+ ~P (2.21)
The mass and pressure fluxes, m˙ and ~P are given by (2.22) and (2.23).
m˙ = ρM1/2a1/2 (2.22)
~P =

0
p1/2nx
p1/2ny
p1/2nz
0
 (2.23)
α1/2 and p1/2 are the speed of sound and pressure at the interface and ~n = [nx, ny, nz] is
the unit normal of the flux face.
The vector ~φ is given as ~φ = [1, u, v, w,H]. In this formulation, the density ρ and
the vector ~φ directly adopt the values of either the left or the right states depending on
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the sign of M1/2. For this reason, the main focus in AUSM
+
up is the computation of the
Mach number M1/2, the speed of sound a1/2 and the pressure p1/2 at the interface.
The speed of sound is defined by (2.24) :
a1/2 = min(aˆL, aˆR) (2.24)
where aL and aR the speed of sound left and right of the interface are given as :aˆL = a∗
2
/max(a∗, VL)
aˆR = a
∗2/max(a∗,−VR)
(2.25)
The critical speed of sound (when the local Mach number is equal to unity) at the
interface a∗
2
can be computed using the definition of total enthalpy.
Ht =
a2
γ − 1 +
1
2
V 2 =
(γ + 1)a∗
2
2(γ − 1)
⇒ a∗ =
√
2(γ − 1)Ht
γ − 1 =
√
2a2 + (γ − 1)V 2
γ + 1
(2.26)
In (2.25), VR and VL are the contra-variant velocities VL,R = [~u · ~n]L,R on the right and
left states respectively.
The Mach number M1/2 at the interface is defined by equation (2.27) :
M1/2 =M+(4)(ML) +M−(4)(MR)−
Kp
fa(Mo)
·max(1− σM¯2, 0) · pR − pL
ρ1/2a21/2
(2.27)
where : 
ML =
uL
a1/2
, MR =
uR
a1/2
, M¯2 =
u2L + u
2
R
2a21/2
M2o = min(1,max(M¯
2,M2∞)) , fa(Mo) = Mo(2−Mo)
ρ1/2 = (ρL + ρR)/2
(2.28)
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
M±(4)(M) =
M±(1) if |M | ≥ 1M±(2)(1∓ 16βM∓(2)) otherwise.
M±(1)(M) = (M ± |M |)/2 , M±(2)(M) = ±(M ± 1)2/4
(2.29)
The mass flux at the interface m˙1/2 can then be defined as :
m˙1/2 =
ρL ·M1/2 · a1/2 if M1/2 > 0ρR ·M1/2 · a1/2 otherwise. (2.30)
The pressure flux at the interface p1/2 is defined in (2.31).
p1/2 = P+(5)(ML)pL + P−(5)(MR)pR + pu (2.31)
where pu and M
pm
(M) are given by (2.32) and (2.33) respectively.
pu = −KuP+(5)(ML)P−(5)(MR)(ρL + ρR)(faa1/2)(uR − uL) (2.32)
P±(5)(M) =
M±(1)/M if |M | ≥ 1,M±(2)[(±2−M)∓ 16αMM∓(2)] otherwise. (2.33)
Finally, the flux at interface can be defined by (2.34) :
~F1/2 = m˙1/2
~φL if m˙1/2 > 0~φR otherwise + ~P1/2 (2.34)
where :
~φ = [1, u, v, w,H]T (2.35)
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The values of the parameters α. β, σ, Kp and Kp above are taken from [63].
α =
3
16
(−4 + 5f 2a )
β = 0.125
σ = 1.0
Kp = 0.25
Ku = 0.75
(2.36)
Once a flux function, such as Roe’s (Section 2.3.1) or AUSM+up is available, issues of
flux discretisation accuracy can be examined. This is associated with the assumptions
of variations of the flow variables within each control volume and will be discussed in
Section 2.4.
2.4 Solution accuracy
The accuracy of a numerical flow solution in space is related with the flow variation
assumptions within each control volumes. In the presented research first and second
order accurate computations where implemented, whereas higher order methods escape
its scope.
In first order accurate calculations, the state variables are piecewise–constant over
the control volumes and only first–order neighbours (connected via an edge of the grid
in the case of vertex–centred dual scheme) are considered in the computational stencil.
Referring to Figure 2.4, ~UL,R are defined as :
~UL = ~Ui (2.37)
~UR = ~Uj (2.38)
For second order accurate computations, linear change over the control volumes is
assumed. The computational stencil includes the original computational nodes plus the
extrapolated values at the flux interface and the solution becomes second order accurate
in space. This implies that, the solution has to be reconstructed in order to calculate the
left and right flow states of a control volume face, which are needed in upwind schemes.
The most commonly used reconstruction techniques are :
1. Reconstruction based on the MUSCL approach [102].
2. Piecewise linear reconstruction [7].
3. Nodal weighting based linear reconstruction [34].
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Based on the data structure of mgOpt and wanting to keep the memory and runtime
cost as low as possible, the method chosen was the piecewise linear reconstruction. For
this and following the method of Barth and Jespersen [7], the left and right state for a
centroid-dual scheme can be calculated respectively from (2.39) and (2.39) :
UL = Ui + Ψi · ∇Ui · ~rL
UR = Uj + Ψj · ∇Uj · ~rR
(2.39)
where Ui,j are the flow variables, ∇Ui,j =
[
∂U
∂x
, ∂U
∂y
, ∂U
∂z
]T
i,j
the spatial gradients of the
flow variables and Ψi,j the values of the limiter function at nodes i and j respectively.
The vectors ~ri,j connect the grid nodes i and j with the control volume face midpoint,
Figure 2.5. The gradients and limiters involved in Equation 2.39 are discussed in the
i
j
~rL
~rR
Figure 2.5: Vectors from the vertices to the flux face midpoint.
next subsections.
2.4.1 Gradient computation
The two most common methodologies to calculate the gradients are those using the Green
- Gauss theorem [7] or the least squares theory [9, 8]. For this research, the first was
implemented by the author, as it is computationally less expensive and can also be used
for the calculation of the size of control volumes.
The area around the vertex, where the gradient must be computed (vertex–centred
logic), has the form of Figure 2.6.
The gradient within this region can be calculated using the the Green-Gauss formula
over the area Ω0, Equation (2.40) :∫
Ω0
∇udα =
∮
∂ω0
u~ndl (2.40)
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0Ω0
Figure 2.6: The area around the vertex of interest.
~n1−1/2
i+1
i−1
0
i
~n1+1/2
Figure 2.7: The application of the Green-Gauss theorem.
Following the approach of Barth [9] and the notation of Figure 2.7, the right hand
side of (2.40) can be approximated by trapezoidal quadrature, which is exact for linear
variations, Equation 2.41.
∮
∂Ω0
u~ndl ≈
∮
∂Ω0
uh~ndl =
K∑
i=1
1
2
(
uhi + u
h
i+1
) · ~ni+1/2 (2.41)
In (2.41), h stands for the linearly varying values of the state variable at the vertices
and K is the total number of the vertices neighboring with node 0. The vector ~ni+1
is perpendicular to the edge (i, i+ 1), with magnitude equal to the length of this edge.
With rearrangement of the terms on the right hand side, (2.41) can be written in the
form of (2.42). ∮
∂Ω0
uh~ndl =
K∑
i=1
1
2
uhi
(
~ni−1/2 + ~ni+1/2
)
(2.42)
Since the gradient of a constant function is zero, any constant solution can be added
to (2.42) without changing the result. Therefore, one can add the value of uh0 , which
leads to Equation (2.43).
∮
∂Ω0
uh~ndl =
K∑
i=1
1
2
(
uh0 + u
h
i
) (
~ni−1/2 + ~ni+1/2
)
(2.43)
For any closed path though,
∮
~ndl =
∮
d~n = 0, which implies the relation of Equa-
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tion (2.44), for any path connecting the vertices (i− 1) and (i+ 1).
~n1−1/2 + ~n1+1/2 =
i+1∫
i−1
d~n (2.44)
This path integral represents a vector parallel to and three times the magnitude of
any vector ~n obtained by computing the integral for any simple path connecting the
centroids of the two triangles, which share the edge (0, i) :
i+1∫
i−1
d~n = 3
i∫
i′−1
d~n = 3~n0i. Using
this, (2.43) takes the form of (2.45).
∮
∂Ω0
uh~ndl =
K∑
i=1
3
2
(
uh0 + u
h
i
)
~n0i (2.45)
Using (2.45), the vertex lumped average gradient at vertex can be computed by (2.46).
(∇uh)
0
=
3
AΩ0
K∑
i=1
1
2
(
uh0 + u
h
i
)
~n0i (2.46)
For a function with known gradients (i.e. a linear function), the control volumes can
be computed via (2.46), Equation (2.47).
.AΩ0 =
3
(∇uh)0
K∑
i=1
1
2
(
uh0 + u
h
i
)
~n0i (2.47)
2.4.2 Flux limiters
In second or higher order spatial discretisation, oscillatory solutions can occur in regions
with high gradient, e.g. around shock waves. This problem is dealt with by using limiter
functions, which preserve the monotonicity of a given function. These functions take
values between zero and one and limit the reconstruction in areas that discontinuities
may appear. In strong discontinuities they receive the value of zero, giving a first order
upwind scheme that guarantees monotonicity (see Equation (2.39)), and the value of one
at smooth flow regions. For three dimensional unstructured grids, the most established
limiters are Barth and Jespersen’s limiter [7], Venkatakrishnan’s limiter [105, 104] and
the minmod limiter [95]. In mgOpt, the first two were implemented.
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2.4.2.1 Barth and Jespersen’s limiter
Barth and Jespersen’s limiter [7] was one of the first to be conceived and proposed for
unstructured grids. It presents low complexity in implementation and this is the reason
for its popularity in the Computational Fluid Dynamics community. For the centroid
dual scheme that mgOpt is using, it is given by equation (2.48).
Ψi = minj

min
(
1, Umax−Ui
∆2
)
if ∆2 > 0
min
(
1, Umin−Ui
∆2
)
if ∆2 < 0
1 if ∆2 = 0
(2.48)
where :
∆2 =
∇Ui·A·−→n ff
2
Umax = max(Ui,max(Uj,∀j))
Umin = min(Ui,min(Uj,∀j))
(2.49)
The vector −→n ff is the normal vector of the flux face between the nodes i and j (Figure
2.5) and A is the area of the face.
Despite the simplicity of this limiter, it has been observed that it can be activated
in smooth flow regions, when high levels of numerical noise appear. This can lead to
solution inaccuracy and prevent from reaching lower convergence levels [1, 104]. Also,
the limiter has proven to produce high levels of dissipation. For this reasons, the more
efficient limiter of Venkatakrisnan was also implemented and is presented in the next
paragraph.
2.4.2.2 Venkatakrishnan’s limiter
Venkatakrishnan’s limiter [104, 105] is designed to overcome the problems of Barth’s
limiter. It is given as :
Ψi = minj

1
∆2
(∆21,max+2)∆2+2∆22∆1,max
∆21,max+2∆
2
2+∆1,max∆2+
2 if ∆2 > 0
1
∆2
(∆21,min+2)∆2+2∆22∆1,min
∆21,min+2∆
2
2+∆1,min∆2+
2 if ∆2 < 0
1 if ∆2 = 0
(2.50)
The variations ∆1,min and ∆1,max are given by (2.51).
∆1,min = Umin − Ui
∆1,max = Umax − Ui
(2.51)
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where ~Ui the vector of state variables at the vertex i, at which the limiter is being
calculated, and Umin and Umax the minimum and maximum values respectively of all
surrounding nodes j, including node i, as discribed in (2.52).
Umin = min (Ui,minjUj)
Umax = max (Ui,maxjUj)
(2.52)
For the centroid dual (Section 2.2), the variable ∆2 is defined as :
∆2 =
1
2
(∇Ui · ~rfaceij) (2.53)
where ~rfaceij are the vector from node i to the midpoint of the flux face between the
nodes i and j (as shown in figure 2.5).
Finally, the parameter 2 controls the aggressiveness of the limiter. For 2 equal to
zero, the flow field becomes piecewise–constant everywhere, with the risk of stalling the
convergence of the solution. For large values limiters approach unity, neutralising the
limiter function. In practice, it was found [105], that this variable should have a value
proportional to a local length scale :
2 = (k ·∆h)3 (2.54)
where k is a constant and ∆h could be, for example, the square root of the area in 2D
or the cube root of the volume in 3D. Practically, for values of k over 50, the limiter
becomes neutralised.
Apart from the higher accuracy that Venkatakrishnan’s limiter provides, compared
to Barth’s, its key design feature is the smooth switching, i.e. it reduces continuous
switching on/off of the limiter and hence gives better convergence. This should lead to
better differentiability, which will be performed in following chapters.
2.5 Temporal discretisation
In sections 2.3.1 and 2.3.2, the two different flux functions and the solution accuracy
improvement methods used this study have been discussed. Once these are in place, a
time stepping scheme needs to be employed so that the flow equations are solved (see
time dependent terms in the flow governing equations of Section 2.3). In the case of
steady flows, which will be the subject of the present research, these are actually pseudo
time–stepping schemes, which drive the residuals to zero. These methods divide into two
different subcategories, the implicit and the explicit time–stepping schemes. Only the
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latter will be considered in this study, due to its implementation simplicity. For more
information on the implicit time stepping schemes, the reader is referred to [12], Chapter
6.
Out of the explicit time-stepping, the most commonly used methodologies are those
of multi-stage Runge-Kutta (R-K) and hybrid multi-stage scheme, which is an alteration
of the first one. The hybrid multi-stage scheme [66, 71] is mostly applied to central
discretisation schemes and is not considered this study.
Jameson’s multi-stage Runge-Kutta (R-K) scheme [53] is commonly used in upwind
schemes (such as the ones in this research) and its main logic is to divide the solution
update in a number of steps.
Both Euler and Navier–Stokes equations (Section 2.3) can be summarised as :
d(Ω · M¯ · ~Q)i
dt
+ ~Ri (2.55)
where Ω the volume of the control volume i, M¯ the mass matrix, ~Q and ~Ri the vectors of
the conservative variables and residuals respectively. Considering a Runge–Kutta multi-
stage scheme of n steps, the solution would be updated in consequent steps, as described
by (2.56).
~Q1i = ~Q
0
i − λ1
∆ti
Ωi
~R0i
~Q2i = ~Q
0
i − λ2
∆ti
Ωi
~R1i (2.56)
. . .
~Qni = ~Q
0
i − λn
∆ti
Ωi
~Rni
where λi are the stage coefficients. The residuals R
0
i and the solution ~Q
0
i are either the
ones from the previous R-K or the initial ones. Different values have been proposed in
the literature for the stage coefficients λi. This study uses the optimised coefficients given
in [103], which are repeated in Table 2.1. It shall be noted that, λn must hold the value
of one. Also, the scheme is second order accurate in time only if λn−1 ' 0.5. For first
order in-time accuracy the equivalent coefficients of Table 2.1 must be used in the case of
strong discontinuities in the flow domain, such as shocks, for the same reasons that the
limiter functions are used (see Section 2.4.2), that is reduce the accuracy of the scheme
to first order. In this way, despite the spatial discretisation, oscilations or even stalling
in the convergence of the solution are avoided.
The time step ∆ti for every control volume i must satisfy the Courant-Friedricks-Lewy
(CFL) condition [21] for the scheme to remain stable. According to the CFL condition,
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first order second order
stages 3 4 5 3 4 5
CFL 1.5 2.0 2.5 0.69 0.92 1.15
λ1 0.1481 0.0833 0.0533 0.1918 0.1084 0.0695
λ2 0.4000 0.2069 0.1263 0.4929 0.2602 0.1602
λ3 1.0000 0.4265 0.2375 1.0000 0.5052 0.2898
λ4 1.0000 0.4414 1.0000 0.5060
λ5 1.0000 1.0000
Table 2.1: Runge-Kutta optimisated coefficients for first and second order spatial discretisa-
tion schemes [103].
the domain of dependence of the partial differential equation must be included in the
dependent domain of the numerical method for the numerical method to be stable. In
the case of explicit time–stepping schemes, the latter means that the time–step for each
control volume needs to be smaller or at maximum equal to the time required for the
transport of information across the stencil of the spatial discretisation.
This is only a necessary condition. It is only also a sufficient condition for forward-
Euler time-stepping. The stability limit for R-K multi-stage will be lower. Moreover,
this only applies to the convective limit.
Several methods have been proposed for the satisfaction of this condition, but the one
used in this study is the one proposed in [71]. The maximum time–step for each control
volume i is computed by (2.57).
∆ti = CFL · Ωi
(Ψcon + βΨvis)i
(2.57)
In (2.57), Ψcon and Ψvis represent the convective and viscous spectral radii and are
computed over all flux faces of the control volumes, by (2.58) and (2.59).
Ψicon =
NF∑
j=1
(|~u · ~n|ij + cij)∆Sij (2.58)
Ψivis =
1
Ωi
NF∑
j=1
[
max
(
4
3ρij
,
γij
ρij
)(
µLam
PrLam
+
µTur
PrTur
)
∆S2ij
]
(2.59)
Wherever the subscript ij is used, arithmetic averages of the equivalent variable are
implied. NF are the number of flux faces of the control volume i, ∆Sij the area of the
flux face j of the control volume i and cij the speed of sound at the flux face, takes as
an average between the neighbouring control volumes at the flux face ij. The rest of the
variables are defined as earlier in this chapter, with the subscripts ij, Lam (laminar) and
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Tur (turbulent) used, when appropriate. The variable β takes values between one and
four (1 ≤ β ≤ 4) for viscous cases and the value of zero for inviscid cases [12].
The next section describes boundary conditions, which conclude the mathematical
problem of the partial differential equations used in this study. Out of the various bound-
ary conditions in literature, a few have been selected and implemented, according to the
needs of the flow problems examined.
2.6 Boundary Conditions
A set of partial differential equations can only be solved when well–posed boundary
conditions are applied. These impose specific flow variables or flow variable properties
on the boundaries of the computational domain and vary in types.
In mgOpt, the logic of the “ghost” cell methodology is used. This is associated with
the following :
• Association of a fictitious “ghost” state with each boundary vertex.
• Appropriate modification of the state from the state of the boundary node, depend-
ing on the type of boundary condition.
• Same flux computation invoking as on the internal flux interfaces.
• The above lead to correct weak integral of the residual, but with the boundary
vertex representing the integral over the control volume, not the boundary value.
An example of this logic is presented in Figure 2.8. In the next paragraphs, the boundary
conditions implemented in mgOpt for the purposes of the present study are going to be
discussed.
Ghost node
Boundary node
Boundary control volume
Boundary
Figure 2.8: Example of a ghost node near the boundary. This node will be assigned with the
“right” flow variables so that it consists the right or left state at the boundary
flux face (Figure 2.4).
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2.6.1 Subsonic far–field
The subsonic far–field boundary condition for upwinded flux functions imposes a specified
state on boundaries very far from a solid geometry, e.g. far from the body of an airplane.
On such boundaries, the flow is supposed to have returned to free–stream conditions, after
interacting with a surface. If
−→
Q pr and
−→
Q con the vectors of primitive and conservative
variables respectively, then this boundary condition can be expressed by (2.60) or (2.61).
−→
Q prGhost =
−→
Q prfarfield or
−→
Q conGhost =
−→
Q confarfield (2.60)
⇒

ρ
u
v
w
P
 =

ρ
u
v
w
P

farfield
or

ρ
ρu
ρv
ρw
ρE
 =

ρ
ρu
ρv
ρw
ρE

farfield
(2.61)
In equations (2.60) and (2.61) ρ represents density, [u, v, w] the [x, y, z] components of
velocity.
2.6.2 Slip wall
The slip wall boundary condition is used in inviscid flow cases for solving the Euler
equations and neglects any friction phenomena. Referring to Figure 2.8 and for such
type of boundaries, the condition takes the form of (2.63), for primitive or conservative
variables respectively.
ρ
u
v
w
P

Ghost
=

ρ
utx − unx
vtx − vnx
wtx − wnx
P
 or

ρ
ρu
ρv
ρw
ρE

Ghost
=

ρ
ρ(utx − unx)
ρ(vtx − vnx)
ρ(wtx − wnx)
ρE
 (2.62)
where [u, v, w]ti and [u, v, w]
n
i the tangential and normal to the wall components of the
velocity in i = [x, y, z] directions.
2.6.3 No slip wall
For viscous flow cases, the wall forces have to be taken into consideration. Therefore, for
laminar of turbulent cases over solid walls a no slip boundary condition is needed. This
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can be applied in the form of Equation (2.63) implies.
ρ
u
v
w
P

Ghost
=

ρ
u
v
w
P

BN
≡

ρBN
0
0
0
PBN
 (2.63)
where BN stands for boundary node.
2.6.4 Subsonic inlet
The boundary condition of subsonic inlet [108] imposes four (in 3D) characteristics (den-
sity ρ and velocity ~U), while it receives pressure from the interior domain. Mathemati-
cally, the boundary condition is expressed by equation (2.64).
ρ
u
v
w
P

Ghost
=

ρ
u
v
w
0

BN
+

0
0
0
0
P0
γ−1 +
u2+v2+w2
2ρ
 (2.64)
In equation (2.64), γ is the adiabatic ratio of specific heats and P0 the pressure at the
outlet. The difference of this boundary condition, compared to the subsonic far–field, is
the computation of the pressure from the interior domain, which removes the need for
the boundary to be far from solid surfaces. Because of this, the boundary condition is
typically used ducted flows, such as intake pipes and turbo–machinery cascades.
2.6.5 Subsonic outlet
In the case of the subsonic outlet, the static pressure is enforced on the outlet of a usually
ducted flow. The rest of the flow variables are determined by the interior domain. The
flow variables at the ghost cells are set as shown in (2.65).
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
ρ
u
v
w
P

Ghost
=

ρBN
Maint ·
√
Pext·γ
ρ
· uBN‖ ~UBN‖
Maint ·
√
Pext·γ
ρ
· vBN‖ ~UBN‖
Maint ·
√
Pext·γ
ρ
· wBN‖ ~UBN‖
Pext
ρBN (γ−1) +
‖ ~UBN‖
2ρ2BN

(2.65)
In (2.65), Maint stands for the Mach number at the interior domain, Pext is the exterior
(enforced) static pressure and ~U the velocity vector ~U = [u, v, w]T .
2.7 Functionalities
This section describes various functionalities implemented in mgOpt by the author.
Apart from their use in evaluating a function based on the flow solution, these are going
to form the cost functions discussed later on in Chapter 3 and be an important part of
the optimisation algorithm.
2.7.1 Lift and drag
The lift and drag forces acting on a solid boundary can be computed by first calculating
the equivalent Cartesian force :
Fc =
∮
Pt · ~ndS (2.66)
where Fc the Cartesian force on the surface S, Pt the total pressure and ~n the normal to
the surface vector. In the context of a finite volume, vertex centred solver, equation 2.66
takes the form of (2.67).
~Fc =
mB∑
i=1
P it · ~ni · Si (2.67)
where mB the number of boundary faces, P it the total pressure at the boundary node i
amd ~ni and Si the normal to the boundary face normal and its area respectively. Once
the Cartesian force ~Fc has been computed, the drag and lift forces can be evaluated as
its components :
‖ ~D‖ = ~Fc · ~Vflow (2.68)
‖~L‖ =
√
‖~Fc‖2 − ‖ ~D‖2 (2.69)
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The lift and drag coefficients can also be computed, based onthe lift and drag values :
cL =
‖ ~D‖
PD · A =
~Fc · ~Vflow
PD · A (2.70)
cD =
‖~L‖
PD · A =
√
‖~Fc‖2 − ‖ ~D‖2
PD · A (2.71)
where PD =
1
2
ργRT ·Ma2 the dynamic pressure (using the ideal gas low here, which
is valid for air - ρ density, γ ratio of specific heats, R specific gas constant, T absolute
temperature and Ma Mach number) and A the reference area.
2.7.2 Total pressure loss
A function of interest, especially for ducted flows, is the total pressure loss. It is computed
by :
J =
∫
inlet
PtdS −
∫
outlet
PtdS (2.72)
In the case of a vertex centred finite volume solver, like mgOpt, equation 2.72 takes the
form :
J =
mBin∑
i=1
P it · Si −
mBout∑
i=1
P it · Si (2.73)
where mBin and mBout the number of boundary faces at the inlet and outlet respectively,
P it and Si the total pressure and the boundary face area of face i.
2.7.3 L2norm of total pressure
The difference between a computed pressure profile and a prescribed one can be quantified
by the L2norm over wall. The mathematical formulation of such a function is given by :
J =
∮
(P − Ptar)2dS (2.74)
where P the computed total pressure, Ptar the prescribed target pressure and S the
surface. In the context of a finite volume solver, equation 2.74 becomes :
J =
mB∑
i=1
(P i − P itar)2 · Si (2.75)
where mB the number of boundary faces and Si the area of the i-th boundary face.
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2.8 Convergence acceleration
2.8.1 Multi–grid
The multi–grid methodology [107] is an algorithmic technique, used to accelerate the
convergence of the solution to a system of differential equations. This is achieved by
using discretisations of varying resolutions for the same problem. The main operations
taking place in a multi–grid algorithm are i. smoothing of fine discretisation oscillations,
ii. solution and residual restriction from finer to coarser discretisation, iii. smoothing of
coarse grid oscilations and iv. correction prolongation from coarser to finer discretisation.
These operations can be performed in various algorithmic ways, e.g. from finest to coars-
est and back to the finest (V–cycle) or with the addition of an intermediate smoothing
on a semi–fine discretisation (W–cycle), Figure 2.9. The V–cycle is used throughout this
research. Following any of the algorithms above, convergence acceleration is achieved by
computing the numerical solution more on the (run–time cheaper) coarser and less on
the (expensive) fine discretisation and by the removal of low frequency convergence oscil-
lations, introduced by the fine discretisation. The methodology has been adopted by the
CFD community, where it is typically met in three variants: agglomeration [72], algebraic
[106] and geometric [30] multi–grid. Only the latter is used in the present research and
shall be discussed in this section.
Finest discretisation
Coarser discretisation(s)
Coarsest discretisation
Figure 2.9: Examples of multi–grid cycles, the V [left] and the W [right] cycles.
The operations of restriction and prolongation between levels of varying discretisation
resolution can be mathematically explained in the context of a CFD problem. The flow
equations can be written in the form :
A(U) = Ω (2.76)
where A is an operator on the solution, U the flow variables and Ω a right hand side.
The exact solution Uˆh to the discretised system (2.76) on the finest level [h] would satisfy
equation :
Ah(Uˆh) = Ωh (2.77)
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Iteratively, the solution U is updated in every iteration in the form of :
Un+1 = Un + Λ(Ω−A(Un)) (2.78)
where Λ stands for a time stepping algorithm. In every iteration, the error to the exact
solution on the fine level would be given by :
Eh = Uˆh − Uh (2.79)
Therefore, in every iteration, (2.77) would be satisfied by :
Ah(Uh + Eh) = Ωh (2.80)
Subtracting AhUh from (2.80), a residual Rh is acquired for the fine level :
Ah(Uh + Eh)−AhUh = Ωh −AhUh
⇒ Ah(Uh + Eh)−AhUh = Rh (2.81)
When the residual Rh is driven to zero, then the error Eh will be zero as well. Using the
Full Approximation Storage (FAS) methodology [15], the restriction of the solution and
the residuals from a fine to a coarser level would be performed in the next steps :
1. Smooth errors on the finer level.
Un = Un + Λ(Ωh −Ah(Un)) (2.82)
2. Transfer solution and residuals to the coarser level.
For this, geometrical transfer coefficients IH,Uh and I
H,R
h are used for the solution
and the residuals respectively, where UH = IH,Uh U
h and RH = IH,Rh R
h. So, on the
coarse level, (2.81) takes the form of (2.83).
AH(UH + EH)−AHUH = RH
AH(UH + EH) = ΩH (2.83)
Therefore, the right hand side on the coarser level is ΩH = RH + AHUH . After,
the solution and the residuals are transferred, the algorithm returns to Step 1 until
the coarsest level is reached. It shall be mentioned, that the number of smoothing
iterations on each level may vary. In the results presented in this thesis, typically
one smoothing iteration is used on all levels but the coarsest one, where the number
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is usually higher (8-10 for two dimensional cases and 3-6 for three dimensional ones).
3. Prolong the coarser level correction to the finer level.
After the coarser level is reached, smoothing is performed on it, equation (2.84).
UH = UH + Λ(ΩH −AH(UH)) (2.84)
Then, the coarser level correction is prolonged to the finer level, equation (2.85), by
using a prolongation operator IhH , which typically is the transpose of the residual
restriction operator IhH = (I
H,R
h )
T .
Uh = Uh + IhH(U
H − IH,Uh Uh) (2.85)
This step is repeated until the finest level is reached.
The operations above describe a V-Cycle of multi–grid, Figure 2.9, but can be regrouped
in any order to form another cycle, e.g. the W-Cycle.
In geometric multi–grid, the varying discretisation resolution is achieved by a group
of decreasing density meshes, based on the same geometry. In this research, the legacy
software h!p [77] is used for the generation of coarser meshes based on a fine one. This
software was implemented in the past by former members of the research group and the
supervisor of this thesis. Using the software for the present research, the author was able
to frequently report bugs and propose alterations, improvements and additions for the
tool, contributing to its further development.
h!p is using the edge/element–based algorithm of Moinier et al. [79] for the generation
of geometric multi–grid. Its algorithm is based on two basic rules, which state that a
set of edges can collapse only if the resulting geometry is still valid (negative volumes
due to folded grids are not tolerated) and none of the neighbouring edges exceeds a
certain multiple of its original length (design principle of the multi–grid: the length of
edges is approximately doubled when coarsening). Based on those rules, the first step
towards coarsening an isotropic mesh is to tag each edge with a maximum length, i.e. its
length times a growth factor. Then, the elements are sorted in a heap list for smallest
volume and the shortest edge and its conceptually parallel sibling are collapsed with a
fixed maximum angle for the collapsed elements (so as to maintain a level of minimum
mesh quality) and only if the rules allow it. Finally, a loop is run over all elements
until there are no edges left to collapse. For meshes with stretched elements (e.g. in
boundary layers) the algorithm is modified so as to perform only directional coarsening
and prevent the long edges of the stretched layers to collapse. For this, all short edges
in stretched areas are listed (chosen by a length–to–length ratio compared to longest
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neighbouring edge and with the restriction that there is at least one other neighbouring
edge of equivalent short length, pointing to the same direction). After this, coarsening is
applied to all stretch regions but with no collapsing for neighbouring long edges to the
ones to be collapsed. Once coarsening is finished on the stretched areas, the steps for
isotropic grids is followed. In the end of this procedure, H!P provides the set of multi–
grid meshes and their geometric coarse–to–fine connectivity, in terms of coarse element
and contained fine mesh node. Examples of such meshes are presented in Figures 2.10
and 2.11 for a two and three dimensional case respectively.
Figure 2.10: Geometric multi–grid meshes on a RAE 2822 airfoil, generated by H!P.
Figure 2.11: Geometric multi–grid meshes on a car engine part, generated by H!P
Provided a group of multi–grid meshes and the equivalent geometric connectivity,
the restriction/prolongation operators can be computed. One approach to this would
be by volume weighting. This logic existed in mgOpt for two dimensional meshes with
triangular elements and was extended into three dimensions and tetrahedral elements by
the author. According to this logic, the geometric transfer coefficients are computed by
the formula :
IHh,i =
Vhi
Vh
(2.86)
where Vh is the volume of the coarse mesh element that contains the fine mesh node and
Vhi is the volume of the element formed by the fine mesh node, the coarse mesh node i
and next node of the coarse mesh element, according to the elements orientation.
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Once the version of mgOpt, which supported three dimensional cases, was prepared
by the author, there was need for a more effective way for computing the transfer coeffi-
cients in hybrid meshes of potentially seven different element types (see Section 2.2). For
this, a minimum–normal approach was implemented by the colleague Shenren Xu [109].
In this approach, the transfer coefficients are supposed to be the solution to the linear
problem : 
x1 x2 · · · xn
y1 y2 · · · yn
z1 z2 · · · zn
1 1 · · · 1


IHh,1
IHh,2
...
IHh,n
 =

xFN
yFN
zFN
1

⇒ A~IHh = ~b, with the constraint IHh,i ≥ 0 (2.87)
where {x, y, z} and FN represent coordinates and the fine mesh node respectively and n is
the number of vertices forming the coarse mesh element. The problem is fully determined
by arguing that the solution to the system is the one that minimises the Euclidean norm
of the transfer coefficients vector ‖~IHh ‖ =
√∑n
i=1(I
H
h,i)
2. One way to compute the solution
~IHh to this minimum norm problem is by using reduced QR decomposition [100] for the
rectangular ([m×n],m > n) matrix AT = QR, where Q an [m×m] unitary matrix and
R an [m× n] upper triangular matrix :
A~IHh =
~b⇒ ~IHh = A−1~b
= (AATA−T )−1~b
= AT (AAT )−1~b
= QR(RTQTQR)−1~b
⇒ ~IHh = (QR)−T~b (2.88)
Using this approach, the algorithm built to solve the entire problem (with the positivity
constraint) follows the steps: i. assemble the matrix A and the right hand side term ~b, ii.
compute the QR decomposition of AT , iii. compute the unconstrained minimum norm
solution via 2.88 for all i ∈ [1, ..., n] and iv. if IHh,i < 0 remove node i and go to step [i]
with the remaining nodes or, if IHh,i = 0 ∀i, output IHh,i.
The above result in convergence acceleration. This can be demonstrated on the NACA
0012 case of Figure 2.12. The results presented are for second order accurate inviscid
flow and four levels of multi–grid (4400 to 28 elements). Ten smoothing iterations were
performed on the coarsest level and one on the rest. Similar behaviour can be observed the
three dimensional case of second order accurate laminar flow through an S-Bend, Figure
2.13. Four levels were used (173000 to 3300 elements) and two smoothing iterations were
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Figure 2.12: Multi–grid converge acceleration on a NACA 0012 airfoil: finest mesh [left] and
convergence comparison [right]
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Figure 2.13: Multi–grid converge acceleration for an S-Bend: finest mesh [left] and conver-
gence comparison [right]
performed on the coarsest level and one on the rest.
2.8.2 Pre–conditioning
Further convergence acceleration can be achieved by pre–conditioning the system of flow
equations. Especially in the case of viscous flow, a pre-conditioner is necessary in order to
maintain run–times to acceptable levels. For this reason, the block Jacobi pre–conditioner
[3] has been implemented for simultaneous use with multi–grid [90, 79] by other members
of the research group [109]. In the context of this thesis, the author used this pre–
conditioner on the adjoint system, work that is going to be presented in Section 3.6.3. For
steady flows with varying time–step ∆ti for each control volume i, the block Jacobi pre–
conditioner aims to accelerate convergence by taking into account the different speeds,
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with which the flow variables propagate. In this way, a different time step is applied
to each of the variables. Using Newton’s method and an intermediate solution Qni , the
solution would be updated as :
Qn+1i = Q
n
i −
[
∂Ri
∂Qi
(Qn)
]−1
Rni (Q
n) (2.89)
where the nomenclature of Section 2.5 is used. Therefore, the block Jacobi pre–conditioner
takes the form :
Bi = ∆ti

∂R1
∂Q1
(Qn) 0 0 0 0
0 ∂R2
∂Q2
(Qn) 0 0 0
0 0 ∂R3
∂Q3
(Qn) 0 0
0 0 0 ∂R4
∂Q4
(Qn) 0
0 0 0 0 ∂R5
∂Q5
(Qn)

−1
(2.90)
and the flow solution can now be updated as :
Qn+1i = Q
n
i − BiRni (Qn) (2.91)
Once implemented, the block Jacobi pre–conditioner offers an even further convergence
acceleration in the case of viscous flows. This is demonstrated in Figure 2.14, where the
viscous flow over a flat plate is examined.
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Figure 2.14: Convergence acceleration using the block Jacobi pre–conditioner
2.9 Flow solver validation and results
The next paragraphs present a number of benchmark literature cases, used for the val-
idation of the flow solver of mgOpt. Apart from those, a comparison is also made
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between the latter and the commercial CFD solver Fluent [4] for a non-benchmark case.
These will prove that the flow solver is trustworthy and therefore its differentiation and
derivation of the adjoint solver from it does make sense.
2.9.1 Inviscid transonic flow over an ONERA M6 wing
The transonic ONERA M6 wing (Figure 2.15) was used to validate the inviscid part of
the flow solver. It was chosen because there are detailed wind tunnel experimental data
[81] to compare against. The second order accurate Euler results should be qualitative
comparable to the experimental data for this simple configuration. It should be men-
tioned that this validation case was assigned to the student Mateusz Gugala as a part of
his masters project.
Figure 2.15: ONERA M6 wing [81]. CAD model prepared in Siemens NX6 [left] and geomet-
rical data [right].
The case was at the same time examined as a mesh convergence study, using four dif-
ferent meshes (Figure 2.16). The free–stream conditions were Mach number Ma = 0.8395
and angle of attack α = 3.06◦. Solutions were acquired on all meshes for second order
accuracy, using both Roe’s (2.3.1) and AUSM+up (2.3.2) flux functions and Venkatakris-
nan’s limiter (2.4.2). The boundary conditions were set as slip wall (2.6.2) on the wing
and the symmetry plane and as farfield (2.6.1) on the outer domain, Figure 2.17.
The experimentally computed lift coefficient in the wing tunnel at NASA [81] was
measured to be 0.26. In Table 2.2, the computed lift coefficients for the meshes and
settings above are presented.
Comparison against the experimental data was also performed for the pressure distri-
bution at sections one to six (Figure 2.15). The results are summarised in Figure 2.19 and
2.20. These figures show a close match between the results computed by mgOpt and
the experimental measurements, even for these inviscid computations. Therefore, the
inviscid part of mgOpt is considered valid for both available flux functions.
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(a) Mesh 1 (b) Mesh 2 (c) Mesh 3 (d) Mesh 4
Figure 2.16: Various surface meshes on the ONERA M6 wing. All the meshes consist of only
tetrahedral elements and have been refined in the shock areas.
Figure 2.17: Imposed boundary conditions on the ONERA M6 wing: slip wall [black - wing
and symmetry plane] and farfield [green - outer domain].
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Figure 2.18: Pressure coefficient distributions on various ONERA M6 wing sections, part one.
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Figure 2.19: Pressure coefficient distributions on various ONERA M6 wing sections, part two.
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Mesh Elements Lift Coefficient (Roe) Lift Coefficient (AUSM+up)
Mesh 1 158655 0.256 0.277
Mesh 2 272831 0.263 0.282
Mesh 3 715235 0.268 0.285
Mesh 4 1288695 0.271 0.289
Table 2.2: Mesh characteristics and computed lift coefficients on the ONERA M6 wing. The
experimental value of the lift coefficient is cL = 0.26.
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Figure 2.20: Pressure coefficient distributions on various ONERA M6 wing sections, part
three.
A visual result of the solution can be observed in Figure 2.21, where the velocity and
total pressure fields are presented.
2.9.2 Viscous flow over a flat plate
The viscous part of mgOpt was validated against the robust vertex–centred flow solver
FUN3D [80] of NASA. The configuration was the three dimensional flat plate of Fig-
ure 2.22. Detailed results on the latter, using the Spalart–Allmaras turbulence model
Figure 2.21: Velocity [left] and total pressure [right] on the ONERA M6 wing.
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in FUN3D (same with mgOpt), are available as a benchmark case [82]. It shall be
mentioned that the following results were computed by the colleague Shenren Xu.
Figure 2.22: Description of the viscous flat plate problem.
The set-up was for inlet Mach number Ma = 0.2 and Reynolds number Re = 5000000
(for unit characteristic length). The finest mesh used in mgOpt was consisting of 37050
hexahedra. The quantities of most interest in this case were the surface skin friction
coefficient cf , equation (2.92), and the shear velocity U
+ =
√
τw/ρ.
cf =
τw
1
2
ρU2∞
(2.92)
Figure 2.23 presents the comparison between mgOpt and the benchmark data. It
can be observed that the results are nearly identical. Therefore, the viscous part of
mgOpt is considered to be valid as well.
2.9.3 Laminar flow through an S-Bend duct
To conclude the series of flow results, an internal laminar flow case is examined, through
a bended duct. The geometry was provided by Volkswagen and is an air acclimatisation
duct of the VW Golf. The geometry and an equivalent mesh are shown in Figure 2.24.
The geometry has been prepared in the CAD package CATIA [26] and the meshing was
carried out in Ansys GAMBIT [5]. In this case, the surrounding duct is a No-slip Wall
(section 2.65), the inlet a subsonic inlet (section 2.6.4) and the outlet a subsonic outlet
(section 2.6.5). The inlet velocity is 30m/s and the boundary conditions set as no-slip
wall and subsonic inlet/outlet.s
2.9.4 Viscous flow over a passenger car
As a last demonstration of the flow solver, a case of viscous flow over a passenger car is
examined. The car is courtesy of Volkswagen and it is the Passat model. The case was
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Figure 2.23: U+ profile [left] and skin friction [right] on the viscous flat plate benchmark
case of NASA [82]. The results of mgOpt match and FUN3D [80] are nearly
identical.
Figure 2.24: Geometry and discretisation [left] and flow [right] through an S-Bend duct.
run for a speed of 120km/h and Figure 2.25 presents the pressure map on the car. This
case is going to be used in the next chapter for demonstration of design vectors.
2.10 Summary
In this chapter, the flow solver that was further developed during this study has been
presented. The spatial and temporal discretisation and flux functions implemented have
been presented. Apart from these, solution accuracy improvement methods have been
discussed and the boundary conditions used have been described. In order to validate
and demonstrate the capabilities of the flow solver of the current version of mgOpt, a
variety of external and internal flow cases were presented. The analysis of these solutions
shows that the flow solver is capable of solving a variety of fluid flow problems.
Closing this chapter and in contrast with other CFD studies, the flow is not going
to be the main focus in the following chapters. The flow solver has been developed
only in order to form the basis of for the derivation of sensitivity solvers, such as the
adjoint (Chapter 3), tangent (Chapter 3) and Hessian (Chapter 5). It is within the
2.10 Summary 45
Figure 2.25: Pressure contours on the VW Passat.
author’s knowledge that a lot more could be done so as to improve and extend the
capabilities of the flow solver, but this is of secondary importance to this research. As it
will be demonstrated in the next chapters, whichever improvement/addition is made to
the flow solver, can be automatically incorporated in the adjoint, tangent, Hessian and
generally anything that the optimisation algorithm incorporates, via the use of Automatic
Differentiation and advanced scripting techniques.
Chapter 3
The adjoint solver
3.1 Shape optimisation and adjoints
In aerodynamic shape optimisation problems, there are three main components describing
the problem : the Design Variables [α], the Flow Variables [Q] and the Cost Function(s)
[J ]. The design variables determine the shape of a solid surface. Such examples can
be the control points of B-Splines, Non-Uniform Rational B-Splines (NURBS) etc. or
even the nodes of a discretised surface themselves (node–based parametrisation), Figure
3.1. In order to construct a CFD problem, which will be used for optimisation later on,
the following relations are considered: i. the design variables α determine the design
surface S, ii. out of the surface S the surface discretisation X is determined, iii. the
surface discretisation X determines the space discretisation V , iv. the flow variables
U are computed using the space discretisation V and finally iv. the cost function J is
dependent on the flow and design variables α. The relations above imply a dependency
of the cost function J on the rest of the involved parameters. This dependency can be
summarised as :
J = J(U(V (X), X(S(α)))), α) (3.1)
Figure 3.1: Examples of design variables’ parametrisation, B-Splines [left], node-based
parametrisation [right]. The design variables are marked with red spheres.
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The next step towards a gradient based optimisation algorithm is the computation
of the sensitivity of the cost function J with respect to the design variables ~α. There
are different ways, in which this information can be acquired, such as Finite Differences
[50, 94], Direct Differentiation and the adjoint approach. The implementation of Finite
Differences (FD) is rather simple but their computational runtime cost increases linearly
with the number of design variables (at a rate of two or three for forward/backward
or central scheme respectively). So, for realistic optimisation cases with of hundreds of
design variables, the use FD for gradient computation soon becomes prohibitive. Also, the
perturbation step δx used for FD determines the levels of round-off and truncation errors.
A case–dependent value for δx has to be determined so that either do not dominate. This
makes this approach and the equivalent computed gradients very dependent on δx. For
the reasons above, FD is not the most suitable methodology for optimisation. Instead,
direct differentiation or the adjoint approach may be used. These will be discussed in
the following sections.
3.2 Direct differentiation
The logic of direct differentiation is to apply the chain rule to (3.1). Supposing that R
are the residuals of the partial differential equations characterising the flow problem, the
solution of the latter can be represented as :
R(U, α) = 0 (3.2)
U are the flow variables and α the design parameters. The derivative of a cost function
J = J(U, α) with respect to each design variable α can be acquired by applying the chain
rule :
dJ
dα
=
∂J
∂α
+
∂J
∂U
dU
dα
(3.3)
The most expensive term to compute is the sensitivity dU/dαi, which is the sensitivity of
the flow variables with respect to the design variables. This is calculated by differentiating
the (3.2) with respect to α :
d
dα
(R (U, α)) = 0
⇒ ∂R
∂U
dU
dα
= −∂R
∂α
⇒ Au = f (3.4)
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where A is the flux Jacobian (derivatives of the fluxes with respect to the state variables),
u = ∂U/∂α and f = −∂R/∂α a source term, which is added to the conservation equa-
tions by the shape change. Although direct differentiation is more accurate and robust
methodology to compute gradients compared to FD, the cost of solving the expensive
system (3.3) still scales linearly with the number of design variables. This scaling is at
factor of one, so less than FD, but still prohibitive for problems with large number of
design variables. This problem can be dealt with, when the above computations become
independent of the number of design variables, by using the adjoint approach. This will
be discussed in the following section.
3.3 The adjoint approach
The adjoint methodology for the computation of gradients is characterised by the inde-
pendence of the number of design variables, as it will be explained in this paragraph. This
makes this approach the most suitable for gradient based optimisation problems with a
large number of design parameters. It was first used in aerodynamic shape optimisation
by Pironneau [91] and Jameson [51] and triggered interest for future research, both in
academia and industry. The two main approaches to derive an adjoint system are the
continuous [51, 91] and the discrete [38, 74] approach. Any of the two methodologies may
be used to derive the adjoint system by hand and implement the equivalent sensitivity
code. The discrete adjoint sensitivity code though can also be acquired automatically
with the use of Automatic Differentiation (AD). The present research aims to further
explore the use of AD for this purpose and contribute to the existing literature in the
field and therefore, the discrete adjoint approach is the one that is examined.
Equation (3.3) implies that the computation of dJ/dα involves the solution of the
expensive system (3.4) for every design variable αi. The equations are repeated here for
convenience:
dJ
dα
=
∂J
∂α
+
∂J
∂U
dU
dα
⇒ dJ
dα
=
∂J
∂α
+ gTu (3.3)
∂R
∂U
∂U
∂α
+
∂R
∂α
= 0⇒ Au = f (3.4)
The system of adjoint equations is formed to be similar to (3.4), but using the transpose
of the Jacobian matrix A and the transpose of the derivative of the cost function J
with respect to the state variables U , g = ∂J
∂U
T
, as right hand side. The solution to this
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equation, is the adjoint solution :
∂R
∂U
T
v =
∂J
∂U
T
(
⇒ ∂R
∂U
T dJ
dR
T
=
∂J
∂U
T
)
⇒ ATv = g (3.5)
where v shall be referred to as the adjoint variables. The system above is independent
of the of design parameters α and, as a result, it has to be solved only once. Using (3.5)
and (3.4), the term gTu of (3.3) becomes :
gTu =
(
ATv
)T
u = uTAu = vTf
⇒ gTu = vTf (3.6)
Equation (3.6) is an important equation in understanding the adjoint methodology and
it will be referred to as adjoint–direct differentiation equivalence. Using (3.6), (3.3) can
be written as :
dJ
dα
=
∂J
∂α
+ vTf (3.7)
Hence, the derivative of the cost function with respect to the design variables can be
computed either using (3.3) or (3.7). In comparison to the disadvantages of using (3.3)
discussed in Section 3.2, the adjoint variables v (or dual) depend only on the transposed
Jacobian AT and the choice of the cost function g, meaning that they can be computed
once for all design variables. So, the cost for the computation of the gradient dJ/dαi
becomes independent of the number of design variables (as opposed to the tangent–linear
model, where this computation scales with the number of design variables).
A more efficient computation of the gradient of the cost function can be achieved by
considering the transpose of equation (3.7) :
dJ
dα
T
=
(
∂J
∂α
+ vTf
)T
⇒ dJ
dα
T
=
∂J
∂α
T
+ fTv
⇒ dJ
dα
T
=
∂J
∂α
T
+
∂R
∂α
T
v (3.8)
To compute the partial derivative ∂R
∂α
, the direct dependency of the residuals R of the
partial differential equations describing the flow to the design variables α must be con-
3.4 Discrete adjoint via Automatic Differentiation 50
sidered. Using the nomenclature of equation (3.1), this dependency can be summarised
as :
R = R(V (X(S(α))))) (3.9)
Therefore, the source term f can be written as :
f =
∂R
∂α
=
∂R
∂V
∂V
∂X
∂X
∂S
∂S
∂α
(3.10)
Equation (3.8) could now take the form :
dJ
dα
T
=
∂J
∂α
T
+
∂S
∂α
T ∂X
∂S
T ∂V
∂X
T ∂R
∂V
T
v (3.11)
By computing the gradients of the cost function in the transposed manner of the last
equation, any dependency of the design variables is moved to the end of the multiplication
chain (term ∂S
∂α
T
). So, the term β = ∂X
∂S
T ∂V
∂X
T ∂R
∂V
T
v is independent of the design variables
and can be computed only once. This reduces computational time further and makes
the gradient computation more efficient. The logic of equation (3.8) was adopted by the
author in mgOpt.
3.4 Discrete adjoint via Automatic Differentiation
Apart from the classic mathematical approach (see previous paragraphs), the gradients
of a function can be also derived by the methodology of algorithmic differentiation [46].
This methodology breaks the function into elementary operations, differentiates those and
then assemble the elemental derivatives into the gradient of the function, based on the
chain rule. This can be applied in both direct differentiation and adjoint manner, namely
forward and reverse accumulation respectively in terms of algorithmic differentiation.
This methodology generates lots of interest in the scientific community, especially in the
field of mathematics and computer science, the main reasons being the opportunity to
automatically derive machine accurate gradients (see [46]) of functions implemented in a
programming language. In the past years, a number of software tools have been developed
for this purpose, supporting a variety of programming languages and resulting into the
so–called Automatic Differentiation (AD). An example of automatic differentiation
and use of AD is given in Appendix A.
There are two main approaches to AD, operator overloading (OO) and source code
transformation (SCT) [99, 69]. The first is applied by overloading objects of elementary
mathematical operations and real numbers. In practice, AD following this methodology
can be used on source codes written in a programming language that supports operator
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overloading, such as Fortran 90/95, C++, Python etc. In the second case of SCT, the AD
tool automatically parses the supplied source code and generates the equivalent derivative
source code. The logic of SCT can be used on any programming language, although the
development of the equivalent AD tool is more laborious than that of OO. There is a
number of AD tools featuring both methodologies, an up–to–date list of which can be
found at www.autodiff.org. For the present research, SCT was used, the main reason
being that SCT allows user to view and read of the derivative source code and decide
upon parts that can be optimised to promote performance. The aim was not to use AD as
a far–end user but to investigate improvements, report to the AD community and exploit
the optimal use of AD on a CFD code written in an modern programming language. The
tool Tapenade [101] is used throughout this thesis.
Moving on to the use of AD for the generation of adjoint CFD codes, despite what
the name might imply, the process is actually not “automatic” in most cases. There as
many issues that have to be dealt with until the process becomes fully automatic. This
is also the reason why the industry has not adopted the methodology yet, as there is
lots of labour involved in the equivalent process, without guarantee of the result. This
thesis addresses those issues and presents a state of the art use of AD to automatically
generate sensitivity code. For this, high level object oriented Fortran 90/95 was used,
which incorporates derived data types, pointers, modules and all the high level features
of the language. All the issues and the ways to bypass them are discussed in the next
sections.
3.4.1 Source code preparation
The source code of a program, in this case a CFD solver, contains various functionalities,
only a fraction of which needs to be passed to an AD tool for differentiation. Once
those parts are identified, they could theoretically be passed to the tool and derive the
equivalent sensitivity code. To determine those, equations (3.11) and (3.5) need to be
examined. These involve differentiation of the parts of the source code that compute
geometric quantities (volumes, normals, etc.), the flow and the cost function. Two issues
might arise when submitting these parts to AD. First, these files may contain language
features that cannot be parsed by the tool. The development of AD tools is still on
going and not all aspects of modern languages are supported. For example, Tapenade
cannot identify dependencies within derived data types in reverse mode. This can be
dealt with by adjusting the source code to be compatible with the tool’s capabilities.
This could be a time consuming process, especially in the case of large industrial codes,
that requires a good knowledge of what is supported. This may not even be enough, as
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there might be features that have not been exploited by the AD tool developers yet. For
example, while differentiating mgOpt, the author was reporting undocumented bugs and
unsupported elements to the developers of Tapenade, helping towards its improvement.
Second, functions within the files supplied to the tool might cause problems due to their
high level syntax. Although these functions are not differentiated, they are still parsed
by the tool, which might not be able to understand their programming. Such functions
need to be stripped out from those files, rather than going through the laborious task of
readjusting the code. To achieve this automatically, the source code can be preprocessed
with the text/macro preprocessor (e.g. GNU C [39] or GNU M4 [42]), process which is
controlled via a Makefile. An example of this, applied on mgOpt, is given in Figure 3.2,
where introduced preprocessing pragmas will remove the code that is not to be seen by
the AD tool code.
Figure 3.2: Preprocessing pragmas in the source code. The subroutine will be removed from
the file before the file that contains it is supplied to the AD tool.
After these two basic steps, the source code will be ready for differentiation. Before
moving to the next paragraph, which describes an effective way of using the AD tool, it
shall be mentioned that the biggest obstacle in the preparation of the code is recoding.
Although the AD tools have evolved a lot and are very capable today, there are still
issues that have not been dealt with. Therefore, rearranging the source code is still a
non-automatic step in the procedure, which might put the code developers off using AD.
It can require lots of effort until the source code can be differentiated, a cost that grows
with the scale of the latter. In the case of large industrial codes, which are not written
with the aim of using AD, this may even be prohibitive. As far as mgOpt is concerned,
the coding strategy was to use as complex coding as possible, push the AD tool to its
syntax limits and propose changes and improvements. The relative work also contributed
to the application of AD on the industrial code ACE+ of ESI by other members of the
research group, which to the author’s knowledge is the first application of AD on a
commercial CFD solver written in a high level language.
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3.4.2 Application of AD
Once the source code has been prepared, the AD tool will be able to parse it and generate
the sensitivity code. The call to the tool is a process that can be automated. In the
context of this thesis, this is performed by augmenting the Makefile, so that the generation
of the sensitivity code is similar to the compilation of a program. In this way, the program
can be chosen to include sensitivity code or not at compile time. This shows the potential
of using AD. Even if someone does not have knowledge on sensitivity codes, they can
generate and use it in just a single line call. It would make no difference to the end user
compared to simple instructions on compilation. Such a property is essential for large
codes involving a number of developers and provides the highest level of code maintenance
possible. An example of the methodology is given in Figure 3.3, which includes rules and
call to the AD tool Tapenade. It can be observed that, the rules include instructions for
both forward and reverse mode, any of which can be selected to be included in the final
executable.
Figure 3.3: Rules [top] and call [bottom] to the AD tool.
3.4.3 Post–processing and linking
After applying AD and generating the desired sensitivity code, the latter needs to be
linked with the the source code and compiled. The biggest challenge in this is the
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(a) Original (b) Altered (c) Linked with reverse (d) Linked with forward
Figure 3.4: Example of modular program structure and alteration for correct linking with
AD generated sensitivity code. From left to right: original module, altered mod-
ule (which will be preprocessed) and correct linking with the reverse or forward
module (via the equivalent make command).
automatic correction of included modules in the remaining source code. To make this
more clear, suppose the module m write results, which includes subroutines for writing
out results of the program in desired formats for post processing. This module is not
differentiated but does include others that are, for example module m dtypes, which
describes the derived data types used in the program, Figure 3.4. After differentiating,
the definition of the original (not differential) derived data type will be included both in
the original and differentiated version of m dtypes. Not both can be used though, since
the compiler expects just one definition. To overcome this problem, a preprocessor can be
used to parse inserted concatenation macros in the source code, Figure 3.4. These macros
automatically change the modules used in every of the remaining non differentiated source
code, according to the compilation command. With this logic implemented in the source
code, any version of the sensitivity code can be compiled along with the rest of the
program with no extra effort in changing the source code manually.
Another issue that can arise is the introduction of the non supported features into the
preprocessed source code files. For example, the GNU C preprocessor was developed to
handle the C, C++ and objective C programming languages. It can parse others as well,
such as Fortran 90/95, but the output might be not suitable for compilation due to the
introduction of C syntax comments. This problem can be solved by using search/replace
commands, such as the stream editor sed [43], which removes these comments from the
files.
A note here would have to concern the possibility to have various sensitivity codes
at the same time. It has already been shown that the sensitivity code can be in either a
forward or adjoint mode. It might be of interest to have both versions available in the
software, e.g. for validation purposes. When using modules though, this would create a
linking problem. The original module mod would be mod d or mod b in the cases of tangent
and adjoint respectively and those would include original and differentiated information.
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Select code to AD Pre–process Differentiate
Source code
Link
Post–process
Compile
Figure 3.5: Automation algorithm for sensitivity code generation, linking and program com-
pilation.
For example the derived data type dtype would be defined in both versions, preventing
compilation. Instead of this, differentiation over differentiation can be used, a logic that
will be discussed further in Chapter 5. If the first differentiation was in reverse and mod b
was the product, a second forward differentiation can be applied on that to acquire the
tangent version of dtype. The final product of such an operation is the module mod bd,
which includes dtype (original), dtype b (adjoint) and dtype d (tangent), allowing
compilation this time.
Following all the steps described in the previous subsections, the generation of sensi-
tivity code via AD can be completely automated, apart from the initial step of adjusting
the source code to be AD parse–able. The entire process is summarised in the algorithm
of Figure 3.5. As discussed, the Makefile can be used as the driver of all the operations,
resulting in a compile–like generation of the sensitivity code.
3.5 Verification
Once the sensitivity code has been generated and integrated into the rest of the software,
its results should be verified before actually being used in an optimisation algorithm. This
could involve just a single function or the entire algorithm which computes the derivative
of the cost function with respect to the design variables. The verification process can be
performed in two steps by first verifying forward and reverse mode computed gradients
versus finite differences and then by testing if reverse and forward mode match to machine
precision [46]. Although Finite Differences (FD) can be accurate only to a limited extent
of decimal digits, they can indicate the magnitude of gradients, which ought to match
with those computed via AD generated sensitivity code. In the context of mgOpt,
verification was carried out both at an individual function (when required, typically
during debugging) and entire gradient computation level.
A single function verification can be demonstrated using the subroutine calclift of
the software, which computes the lift of a given geometry via surface integration. This
can be differentiated in forward and reverse mode, producing the subroutines calclift d
and calclift b respectively. The argument lists of those two subroutines would be
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Method Gradient
Central Finite Difference -0.16376939468009167
Tangent -0.16376939404141336
Adjoint -0.16376939404141336
Table 3.1: Finite difference vs tangent and adjoint for an individual function.
Method Gradient
Central Finite Difference 3.0305889714641
Tangent 3.0305888221515
Adjoint 3.0305888221516
Table 3.2: Finite difference vs tangent and adjoint for the gradient of lift wrt the angle of
attack.
(presenting only the inputs and outputs of most importance) :
calclift d(α,→ αd, CL,← CLd) and calclift b(α,← αb, CL,→ CLb)
where “→” and “←” represent input and output respectively. Setting αd = 1 and
CLb = 1 the two subroutines compute the derivatives CLd =
∂CL
∂α
and αb =
∂CL
∂α
T
, which
should match to machine precision [46]. The sensitivities via FD, tangent and adjoint
are presented in Table 3.1, verifying the correct forward and reverse differentiation of
calclift. The limited accurate FD provide qualitative information on the gradient
magnitude, which matches in order with the AD ones.
The verification of most importance though is that of the entire algorithm that com-
putes the gradient of the cost function with respect to the design variables. This was
performed for every cost function of mgOpt and is going to be presented here for the lift
function; the procedure is the similar for any other. For this, the NACA 0012 airfoil at
Mach number 0.43 and angle of attack 2◦ is used. Table 3.2 shows the verified gradients
between adjoint, tangent and FD. For FD, a perturbation δx stability study was carried
out and the value of 10−5 was used. A more interesting thought is to exploit the proper-
ties of AD and the direct differentiation–adjoint equivalence (3.6). AD delivers machine
accurate sensitivity code so gradients computed either in forward or reverse mode should
match in every iteration of the time marching scheme, which drives tangent and adjoint
residuals to zero. This relation was exploited using mgOpt and the results of Table 3.3
verify it.
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Iteration Forward mode Reverse mode
1 1.5693931118856 1.5693931118856
2 2.5791035355540 2.5791035355540
3 3.2301257117945 3.2301257117945
4 3.6606833916720 3.6606833916720
5 3.9529170141718 3.9529170141718
6 4.1559630103599 4.1559630103599
7 4.2996992666559 4.2996992666559
8 4.4027343761762 4.4027343761762
... ... ...
10000 3.0305888221497 3.0305888221497
... ... ...
Table 3.3: Tangent vs adjoint gradient
3.6 Performance acceleration
The previous paragraphs presented the procedure of automated sensitivity code gener-
ation via AD (after an initial preparation) and the equivalent verification. The next
challenge in using AD derived sensitivity codes and especially in reverse (adjoint) mode
is to examine performance in terms of runtime and memory, which is the subject of this
section. The next three subsections investigate this in terms of ways to use AD and link-
ing of the automatically generated sensitivity code with typical acceleration mechanisms
of the flow, such as multi–grid and the block Jacobi pre-conditioner.
3.6.1 Hand assembled adjoint code
As a first approach to accelerating the performance of AD generated adjoint code, the
way that the AD tool is used and the assembly of the sensitivity code with the rest of
the program are going to be considered. The simplest approach is to directly apply AD
to a source code that has been prepared to be AD parse–able (Section 3.4.1) and link the
source and sensitivity codes. Such an approach is referred to as black box application
of AD and is illustrated in Figure 3.6. It can be applied on the AD–prepared source
code without any further modification or directions to the AD tool. In the case of tools
using taping [46, 47, 10, 20] (read and write to memory operations) such as Tapenade
[101], this would generate sensitivity code with a long tape and therefore high memory
and runtime demands. Alternatively, instructions to the tool can help reducing that
length and resulting in a more efficient code. Those can be inserted in the source code
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Source
code
Code
to AD
Sensitivity
code
Select AD
Figure 3.6: Black box use of an AD tool. No extra effort is required by the user on the source
code, apart from its initial preparation so as to be AD parse–able.
Figure 3.7: Insertion of pragmas to accelerate AD code performance. Here, the pragma $AD
II-LOOP [101] informs Tapenade [101] of the following loop’s iteration indepen-
dence, leading to a sensitivity code with less stack operations and lower memory
requirements.
in the form of directives and pragmas1, which inform the tool about specific properties
of the source code at certain points. For example, the pragma $AD II-LOOP [47] informs
Tapenade that the loop to follow is iteration independent and the use of it in a part of
mgOpt is presented in Figure 3.7. Such directives though can only be applied if the
software developer has a very good understanding of the underlying operations and be
confident of the correct positioning the instructions. Otherwise, the AD tool might be
misled. Therefore, such a use of AD is no longer black box but rather grey box, since
it requires effort from the user into altering the source code, Figure 3.8. This would still
be though a rather brute–force application of AD (similar to black–box), since the user
knows nothing about the internal assembly of the sensitivity code but accepts the result
of the AD tool as it is.
Source
code
New
source
code
Code
to AD
Sensitivity
code
Insert
directives
Select AD
Figure 3.8: Grey box use of an AD tool. Extra effort is required by the user of the tool
regarding insertion of directives and pragmas in the source code. The result is
less stack operations and lower memory requirements [47].
An more efficient approach to using AD is to differentiate only the necessary parts
1Instructions on the available directives and pragmas and their use can be found in the AD tool’s
user manual.
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of the source code and hand assemble the sensitivity algorithm [22, 38, 19]. Although
AD provides a correct sensitivity computation algorithm, this will most probably not
be of best possible performance, as the tool cannot identify all the points where the
latter could be improved. By hand assembly, this problem is bypassed but again a good
understanding of the underlying operations is required by the code developer. Although
it can be time consuming to hand assemble the sensitivity algorithm, this is performed
only once and thereafter the AD code generation, linking and compiling chain will be
automatic. In the case of mgOpt, the most runtime expensive part of the code is the
iterative solver that computes the flow. The equivalent algorithm is summarised in Figure
3.9, where the arguments of most importance are included. Q are the flow variables, X the
coordinates of the volume grid nodes, Nrm the edge and boundary normals, R the residuals
of the flow equations and J the cost function. The symbols → and ← denote inputs and
outputs respectively. This algorithm computes flow and cost function. It can be provided
to an AD tool for brute–force differentiation, which would result in the sensitivity code
of Figure 3.10. The over–line implies adjoint quantities and subroutines differentiated
in reverse mode. In this way, the reverse differentiation traces the sensitivity backwards
from the cost function through all iterations to the mesh coordinates. This form of the
adjoint pseudo–time stepping loop contains the computation of the sensitivity of the
residuals with respect to the perturbation of the normals (Nrm), which is the term fT
in equation (3.11). This computation though only needs to be performed once, after
the adjoint solution is converged and thus its repeated computation is not necessary and
increases computational and runtime cost. Also, the adjoint variables Q will always be
initialised from the reverse differentiated cost function (see cost function), removing
the possibility of initialisation with a pre–computed solution. Examining the algorithm
of Figure 3.10 though, the following can be observed: i. the function cost function only
adds the source term g = ∂J
∂U
to the adjoint residuals and ii. the function update would
do exactly the same operation to update the adjoint solution as update, as far as local
time stepping is concerned. Therefore, the form of the primal time stepping algorithm
could be reused, in the form of Figure 3.11, where only the subroutine residual has
been differentiated once with respect to R and once with respect to Nrm, resulting in
the functions residual r and residual nrm respectively. It must be noted that the
positions of Q and R have been manually swapped in residualr so as to maintain the
logic of adjoint variables and residuals respectively. Also, the original update function is
used, through which the adjoint variables are updated as :
Q
i+1
= Q
i − δt ·Ri (3.12)
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call initialise flow ( ←Q )
call metrics ( →X, ←Nrm )
do nIter = 1,mIt
call residual ( →Q, →Nrm, ←R )
call update ( →R, ←Q )
end do
call cost fun ( →Q, →Nrm, ←J )
Figure 3.9: Main structure of a compressible flow solver.
Q = 0; J = 1
call cost fun ( →Q, ←Q, →Nrm, ←Nrm, ←J, →J )
do nIter = mIt,1,-1
call update ( →R, ←R, ←Q, →Q )
call residual ( →Q, ←Q, →Nrm, ←Nrm, ←R, →R )
end do
call metrics ( →X, ←X, ←Nrm, →Nrm )
Figure 3.10: Brute–force differentiation of a compressible flow solver.
The values of δt used are those computed during the flow computation. The source term
g must be added to the adjoint residuals before the solution update. In this way, the
adjoint pseudo-time stepping loop follows the same calculation order as the primal and
the same acceleration techniques can be used. Furthermore, the adjoint solution Q can be
initialised with any previous solution (hot–start) and not only through update. This will
characterise such a set up very suitable for the one-shot approach in optimisation, as it will
be explained later in Chapter 4. This form of the adjoint time–stepping shall be refereed
to as “primal time-stepping” or PTS adjoint. Such an approach to using AD requires a
large effort, knowledge and understanding from the software developer, who will now be
using the AD tool only when required and not in a brute–force manner. This could be
described as a white box use of AD, Figure 3.12. Again though, this preparation must
be performed only once and then the entire chain of differentiating, linking and compiling
will be fully automatic by using the methodology described in Section 3.4. Using the
call cost fun ( →Q, ←g, →Nrm, ←Nrm, ←J, 1 )
do nIter = 1,mIt
call residual r ( →Q, ←R, Nrm, ←R, →Q )
R = R + g
call update ( →R, ←Q )
end do
call residual nrm ( →Q, ←Q, →Nrm, ←Nrm, ←R )
call metrics ( →X, ←X, ←Nrm, →Nrm )
Figure 3.11: Hand assembly of the sensitivity algorithm.
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Figure 3.12: White box use of an AD tool. Maximum effort is required by the user which
results though in higher performance sensitivity code from AD.
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Figure 3.13: Demonstration of correct transposition of the Jacobian matrix A. Primal and
adjoint converge at the same rate.
white–box approach (with inserted directives) the runtime improvement compared to
the brute–force grey–box can be observed in Table 3.4. Such a performance is now more
competitive with fully hand derived continuous [52, 86, 85] or discrete adjoint codes
[38, 70]. In addition, this methodology is guaranteed to converge at the same rate of
the primal for steady flows (AD produces the exact transpose of the Jacobian matrix
A), which is might not be the case for hand derived adjoints due to human error or
assumptions and simplifications. Figure 3.13 demonstrates this property on a NACA
0012 airfoil.
Runtime (sec) Cost
Primal 9.6886053 1.0000000
PTS adjoint 25.517594798 2.6337738
Brute force adjoint 40.826551312 4.2138729
Table 3.4: Runtime for the primal, PTS and brute–force grey–box adjoint pseudo-
timestepping loop.
It shall be noted that, this approach also involves some extra effort in the differen-
tiation preparation. As discussed above, functions might need to be differentiated more
than once, when differentiating with respect to different arguments. An example of this
is the function residual, which was differentiated once with respect to Q and once with
respect to Nrm, Figure 3.11. If not otherwise instructed, the AD tool would in both cases
produce routines with the same name, in this case residual b. The same would happen
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Figure 3.14: Duplication of the source code for multi-differentiation.
Figure 3.15: Pre–processing of the duplicated source code.
for all functions called and the containing module and this would constitute a compiler
rules violation. Most of the AD tools provide functionalities, which change the name of
the differential functions but this would not be enough, as this would be applied only
on the main function and its module. All the internally called functions would still have
the same name, creating a compilation problem. In order to bypass this problem, dupli-
cating and preprocessing of such parts of the source code is proposed. This is performed
completely automatically, once the equivalent commands have been implemented in the
Makefile. These commands include operating system shell directions for multi-copying
of the source code with the desired suffixes, instructions to the pre-processor, which will
change all the names of functions and modules called accordingly as well as Makefile
scripting for the addition of the duplicated code to the definition of the source code to
be provided to the AD tool. A sample of such a parts of the Makefile is presented in
Figures 3.14 and 3.15. For the case of residual, these commands would generate the two
duplicates needed: resibual r and residual nrm. Last but not least, although these
duplicated modules do not actually exist in the source code, the latter needs to include
them and therefore the equivalent statements need to be added to the differentiated code.
Such an example is presented in Figure 3.16.
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Figure 3.16: Use of copied modules in non-differentiated source code. AD FS is defined at
compile time, determining suffix/type of the relative module’s differentiation
(tangent or adjoint) and MCAT directs the C-preprocessor to concatenate the
module name with the differentiation suffix.
3.6.2 Primal multi–grid
The convergence of the adjoint equations (3.5) can also be accelerated by using the multi–
grid methodology, Section 2.8.1. In the context of the developed software mgOpt, the
author examined the use of the primal (not differentiated) geometric multi–grid for the
adjoint. This was formed in the same logic as for the flow, but using the adjoint variables
and residuals. Following the nomenclature of Section 2.8.1 and the FAS methodology
[15], the multi–grid operations for the adjoint follow the next steps :
1. Smooth adjoint errors on the finer level.
vn = vn + Λ
[
(gT )h − (AT )hvn] (3.13)
2. Add the adjoint source term to the finer level adjoint residuals.
R¯h = R¯h + gT (3.14)
3. Transfer the adjoint solution and residuals to the coarser level.
vH = IH,Uh v
h and R¯H = IH,R¯h R¯
h (3.15)
4. Prolong the coarser level adjoint correction to the finer level.
After smoothing on the coarsest level :
vH = vH + Λ
[
(gT )H − (AT )HvH] (3.16)
the coarser level correction is prolonged to the finer level :
vh = vh + IhH(v
H − IH,Uh vh) (3.17)
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Figure 3.17: Use of geometric multi–grid on the adjoint. Primal and adjoint are accelerated
at the same ratio.
In the equations above, v and R¯ are the adjoint variables and residuals respectively. This
methodology has been implemented in mgOpt, resulting in converse acceleration of the
same order of magnitude as for the flow. An example is given in Figure 3.17.
3.6.3 Pre–conditioning
Section 2.8.2 discussed the use of the block Jacobi pre–conditioner [3] in the context of
accelerating the convergence of the system of flow equations. In the same logic, the pre–
conditioner could be used to accelerate the converge of the system of adjoint equations.
The most accurate approach to this would be to differentiate the block Jacobi pre–
conditioner in reverse and compute it in every step of the iterative solver based of the
adjoint variables. Since though the transposed Jacobian matrix AT of the adjoint system
of equations (3.5) is the exact transpose of the Jacobian matrix A of the system of flow
equations and therefore they share the same eigenvalues, it would interesting to examine
if the adjoint system can be preconditioned by a block Jacobi matrix based on the primal.
Using Newton’s method, an intermediate adjoint solution vni is updated as :
vn+1i = v
n
i −AT R¯ni
⇒ vn+1i = vni −
[
∂Ri
∂Qi
(Qn)
]−T
R¯ni (3.18)
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Figure 3.18: Pre–conditioning of the adjoint with the block Jacobi matrix. Primal and adjoint
converge at the same rate.
where R¯ni the residuals of the adjoint system. The pre–conditioning matrix in the case
of the adjoint system would therefore have the form of :
B¯i = ∆ti

∂R1
∂Q1
(Qn) 0 0 0 0
0 ∂R2
∂Q2
(Qn) 0 0 0
0 0 ∂R3
∂Q3
(Qn) 0 0
0 0 0 ∂R4
∂Q4
(Qn) 0
0 0 0 0 ∂R5
∂Q5
(Qn)

−T
(2.90)
= BTi (3.19)
So, the adjoint solution is updated by:
vn+1i = v
n
i − B¯iR¯ni (3.20)
or⇒ vn+1i = vni − BTi R¯ni (3.21)
This algorithm has been implemented in mgOpt by the author and such a pre–conditioner
for the adjoint system results in a similar convergence rate between primal and adjoint.
This is demonstrated in Figure 3.18 for a laminar flow case through an S-Bend duct,
which was discretised with 16000 hexahedral elements.
3.7 Examples of sensitivity vectors
Once an adjoint solver has been implemented and verified, it computes the sensitivities
of a cost function J with respect to any number of design variables α. These gradients
provide information on how the shape should change so that the cost function is driven to
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(a) Design space (red) (b) Sensitivity vectors
Figure 3.19: Sensitivity vectors on an S-Bend duct. Courtesy of VolksWagen.
an extremum, e.g. a minimum, and can either be used as guidance to manually change
the shape or to guide an optimisation algorithm (Chapter 4). In this section, various
examples of sensitivity vector maps are presented by using the automatically generated
AD adjoint of mgOpt and the cost functions available (see Section 2.7).
A first example is given using the low speed, ducted laminar flow case through the
S-Bend of Section 2.9.3. This geometry was provided by Volkswagen and, for this exam-
ples, only the bended fraction was defined as the design space. It should be mentioned
though that even if the entire solid wall was the design space, the cost of computing the
sensitivities using the adjoint methodology would be the same, as explained in Section
3.3. The design vectors of Figure 3.19 indicate how the surface should be moved so that
the pressure drop through the entire duct is minimised. Most of these vectors point
outwards, which is physically valid as, increasing the volume of the bended section would
lower speed and increase pressure. Some of these indications could possibly be predicted
by an experienced CFD analyst, who however would not be in a position to predict the
best possible shape. Before moving to the next example it is worthwhile mentioning that
the design surface in this case does not participate in the definition of the cost function
but only contributes to the change of the flow.
Another example can be given for the external flow case over the front wings of the
student formula car, in which the wheel is also added. The cost function was the down
force coefficient constrained by the drag coefficient. The target is to maximise the down
force at the speed of 100 km/h, where the maximum acceleration appears, in order to
increase traction but without increasing drag. The cost function for this case was defined
as :
J =
1
cDF
+ 2 · cD (3.22)
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(a) Design space (red) (b) Design vectors
Figure 3.20: Design vectors on the front wings of a student formula car.
where cDF and cD the down force and drag coefficients respectively. The parameters 1
and 2 are weighting constants (in this case 1 = 1 and 2 = 10). For this example, the
design space is defined by the wings.
Sensitivity vectors like the above provide valuable information that lead to a better
design. They can be coupled with an optimisation algorithm (Chapter 4) and lead to
the optimum shape automatically. Alternatively, this information may also be used just
as an indicator of manual changes because the use of an design algorithm is of lower
interest. In the automotive industry for example, small improvements are of interest
and the actual optimal shape is of secondary importance. Such improvements can be
achieved by examining the sensitivity vectors and applying changes by hand. With
the proposed methodology (Section 3.6) this would cost only almost two flow evaluations
and is therefore very affordable. This logic can be demonstrated using Figure 3.21, which
presents the design vectors on the VolksWagen Passat, as computed by mgOpt using
the drag force as the cost function. Apart from the expected indications for smaller gaps
between hood/wide–screen, windows/car body and handles as well as a smaller mirror,
they also advise that a spoiler (or a lifted geometry) at the rear can reduce drag. If such
indications are taken into consideration by the industry during the design and production
process, more efficient products can be delivered to the public, with lower emissions and
therefore a smaller impact on the environment.
3.8 Summary
The present chapter focused in presenting the adjoint methodology and its role in shape
optimisation in CFD. After a brief description of the shape optimisation problem in CFD,
the theories behind direct differentiation and the adjoint were presented. In this analysis,
the property of the adjoint to be able to compute derivative information independently
of the number of design variable proved that the adjoint is a very promising approach
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Figure 3.21: Design vectors on the Volkswagen Passat.
for large scale industrial shape optimisation cases.
The main interest in this chapter was to examine the automatic generation of ad-
joint sensitivity code via Automatic Differentiation (AD), using the high level modular
language of Fortran 90/95. Until today, only relatively low level languages like Fortran
77 or low level Fortran 90 have been tested by the CFD community for source code
transformation AD. The problems in this were described and way to overcome them
were presented. The proposed state of the art methodology led to a versatile and full
automated generation of adjoint code via AD for the developed software mgOpt, which
makes use of modules, derived data types, pointers and all features of a modern ob-
ject oriented language. All the above are controlled via a single Makefile and therefore
convenient sensitivity code maintenance is promoted.
After the generation of adjoint sensitivity code via AD, the computed gradients were
verified, proving that the differentiation and the use of the generated code is correct. Is-
sues of maintaining both adjoint and tangent linear sensitivity codes in the same software
were outlined and a methodology to overcome the related problems was described.
Once all the above were discussed, the next bottleneck in using AD derived adjoint,
the performance, was examined. It was presented that a hand assembled sensitivity code
can improve performance a lot and that a brute–force use of AD shall be of second choice,
if the knowledge and time to perform the by hand implementation is available. Apart
from this, the use of multi–grid and pre-conditioners on the adjoint was demonstrated,
methodologies that accelerate performance even further and can be coupled with a hand–
assembled sensitivity code.
Last, examples of sensitivity vector were presented on various cases. These vectors
indicate the shape change towards a better geometry. It was discussed how these can be
used in order to manually change the shape but in the next chapter they will be coupled
with an optimisation algorithm, in order to produce optimum shapes automatically.
Chapter 4
Optimization
4.1 Introduction
The previous chapters presented the relative work of the present research in computing
fluid flow and sensitivities of a cost function J with respect to the design variables ~α.
These sensitivities are computed via the adjoint methodology, which is characterised by
its independence from the number of design variables. Automatic differentiation was
used for the derivation of the adjoint system, which was hand assembled for performance
acceleration. Once the sensitivities are computed, they can be used as indicator that
suggests shape changes that will improve performance, or they can be coupled with an
optimisation algorithm in order to automatically drive the shape to its optimum. This
is the subject of the present chapter, which discusses the rest of the basic ingredients for
such an algorithm.
4.2 Parametrisation
The first step towards defining an optimisation case is the parametrisation of the design
space. In aerodynamic shape optimisation problems, this could be performed by using
Bezier lines [35], Splines [2, 31], B-Splines [28, 59, 60], NURBS (Non-uniform rational
basis splines) [89] e.t.c. .These are smooth polynomial functions, which preserve the
smoothness of the surface and are modified by their control points. An example of such
a parametrisation can be observed in Figure 4.1, where a sphere is parametrised with
NURBS. In such a parametrisation, the design variables of the optimisation problem
are the control points of the parametric surface. The advantage of this approach is
that the design surface always remains smooth, even if big design perturbations occur.
Therefore, there is no need for the implementation of a smoothing algorithm to prevent
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Figure 4.1: Sphere parametrised with NURBS. The black dots are the control points of the
surface. Moving the latter, the form of the surface will change. Geometry created
in Blender [13].
Figure 4.2: Complex geometry under a passenger car (source: Volks Wagen) . The parametri-
sation only with NURBS and the imposing of constrains is appears difficult.
the generation of noisy designs, during optimisation. On the other hand, it is very difficult
and maybe impossible to parametrise complicated geometries with the approaches above.
For example, the parametrisation of an under vehicle geometry, Figure 4.2, only with
NURBS would be very difficult and take months of implementation. Apart from this,
there are further issues with imposing constraints on the design space, which presents
many challenges for complex geometries. Last but not least, a large number of control
points would have to be introduced in order not to restrain the design space further,
action which would introduce more complexity to the previous comments.
Instead of the approach above, in this thesis a node based parametrisation is used,
where every node of the surface mesh of the design surface is a design variable, Figure
4.3. In the case of the present research, such nodes are allowed to move in the normal
direction to the surface for reasons of simplicity. Otherwise, every variable can have from
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one to three degrees of freedom ([x,y,z] directions) in the Cartesian coordinate system.
The advantage of this approach is that, even the most complicated geometries, can be
straightforwardly parametrised for optimisation. Apart from this, imposing constrains
can be achieved faster than in the parametric surface description, at least in the form
of box constrains (minimum and maximum values for the design variables). The main
disadvantage of the node based parametrisation though is that, there is need for imple-
mentation of a surface smoothing algorithm, so as to prevent noisy surfaces, which are
not manufacturable. The complexity of this can increase, when feature lines and specific
characteristics of the design surfaces have to be maintained, e.g. lines which are fixed by
the artistic designer of a car.
Figure 4.3: Examples of node based parametrisation on the sphere of Figure 4.1 [left] and the
complex geometry of Figure 4.2.
After a parametrisation has been selected, the gradients of the cost function with
respect to the design variables can computed using the adjoint methodology as discussed
in Chapter 3. Those provide the direction towards which the design should move. The
next step before perturbing the design surface is the computation of the design step
(values of the design variables), which will determine the surface movement. Various
algorithms have been proposed for this, with the most popular being Steepest Descent
[17, 98], Newton’s method [32, 14], Quasi Newton’s method [16, 29] and Conjugate gra-
dients method [49]. These algorithms are available today on the web, in the form of
open source libraries. Proprietary libraries may also be found. The one used in this
research is the Quasi Newton method in the form of the open source library L-BFGS-
B [111] (http://users.eecs.northwestern.edu/~nocedal/lbfgsb.html), which was
designed for limited memory systems and also provides a simple form of box constrains.
4.3 Smoothing
As discussed in Section 4.2, the surface mesh nodes of the design space are used as design
variables in this thesis and not the control points of a parametrisation curve, such as
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(a) Initial (b) Without smoothing (c) With smoothing
Figure 4.4: Effect of smoothing on the design surface. Initial shape [top left], perturbed
surface without smoothing [top right] and with smoothing [bottom].
Splines, NURBS, etc. This parametrisation enables the representation of practically any
potentially complex geometry and provides the opportunity to impose straightforward
constrains on the design, at least in the form of box constraints. To raise the regularity
of the computations though, smoothing has to be introduced for various aspects of the
optimisation algorithm. These shall be discussed in this section.
The first element to be smoothed is the design surface. In a node based parametri-
sation, the perturbation of any design variable varies from those of the neighbouring
nodes. This can result in noisy surfaces after the design perturbation, as in the example
of Figure 4.4, which can lead to divergence or non manufacturable shapes. Introducing
smoothing, this problem can be restrained and, when used along with scaling (Section
4.4), almost eliminated.
Another aspect of the design process that needs smoothing is the volume mesh. The
perturbation of the design surface introduces deformation of the volume mesh and can
decrease the mesh quality. This though would be undesirable as it can lead to com-
putational inaccuracy, especially when boundary layers for viscous flows are used (such
meshes are not going to be examined in the present thesis but this problem is similar
for any type of mesh). This problem occurs for any type of parametrisation and not
only in a node based context. Therefore, smoothing has to be applied on the volume
mesh, in order to maintain the accuracy level of the computations. An example of such
an operation can be observed in Figures 4.5 and 4.6. As it can be observed in Figure
4.5, where no volumetric smoothing is applied, the perturbation of the design surface
distorts the volume elements associated with it to a big extent. This would introduce
inaccuracies, especially in the case of viscous flows. Applying smoothing though can
reduce this phenomenon. Figure 4.6 compares the same internal volume mesh with and
without smoothing and, as it can be observed, the distortion effect is less significant when
smoothing is used. In this example, only one smoothing iteration was used, which was
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Figure 4.5: Initial [left] and not smoothed [right] volume mesh. The figures are plane cuts
through an S-Bend.
Figure 4.6: Effect of smoothing on the volume mesh. Not smoothed [left] and smoothed [right]
volume mesh. The original mesh is presented in Figure 4.5.
able to demonstrate the smoothing effect. Should more smoothing iterations be used,
the effect of distortion would be even smaller.
Last but not least, smoothing can also be applied on the gradients, in order to prevent
extreme abnormalities in the deformation [97, 55] (e.g. Figure 4.4).
The next two subsections present the smoothing methodologies implemented and used
throughout this thesis.
4.3.1 Implicit Sobolev smoothing
A first way of smoothing is the implicit Sobolev smoothing. This type of smoothing has
been used in [54] by Jameson and Vasseberg to smoothen the gradients. It is applied
through equation :
ψj+1i −
β
2
(
ψj+1i−1 − 2ψj+1i + ψj+1i+1
)
= ψji (4.1)
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Figure 4.7: Problem of unscaled design. If the perturbation is large, smoothing cannot even
it out in a logical number of smoothing iterations. Initial [left] and perturbed
[right] geometry, where the design surface penetrates the volume mesh.
where ψ the quantity that needs to be smoothed, i the variable under examination and j
the smoothing iteration number. The constant variable β ∈ [0, 1] is an under relaxation
factor. The disadvantage of this type of smoothing is that it affects a broad range of
frequencies, that can compromise the accuracy of the design [55, 56]. An alternative
formulation is given in the following paragraph.
4.3.2 Explicit Jacobi smoothing
Another smoothing methodology is the explicit point-Jacobi smoothing. It can be applied
using equation (4.2).
ψj+1i = ψ
j
i +
β
2
(
ψji−1 − 2ψji + ψji+1
)
(4.2)
In comparison to implicit smoothing, explicit smoothing affects mostly the higher fre-
quencies and has very little effect on the lower frequency modes. Apart from that, it is
very straightforward to implement.
4.4 Design scaling
Section 4.3 revealed a problem that can occur after the movement of the design surface.
The volume mesh gets distorted and its quality is reduced, Figure 4.5. One way to
prevent this, is the use of smoothing on the volume mesh, Figure 4.6. If the perturbation
of the design is rather large though, smoothing cannot even it out in a logical number
of smoothing iterations. In such cases the quality of the mesh will remain low (after
the perturbation) or even worse, problems of not matching shape and volume mesh can
occur, like the one in Figure 4.7. In order to prevent this problem, scaling can be applied
on the design variables, which will restrict the perturbations at a local level for each
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design variable, equation (4.3) and Figure 4.8.
αis = σ ·i αi (4.3)
In equation (4.3), αi are the unscaled design variable (i = [1, ...,m], where m the number
of design variables, σi the scaling factor for αi and αis the equivalent scaled design vari-
able. The application of scaling may result in slower design convergence but it restricts
αi
αis = σ
i · αi
Logical border of the smoother capabilityNode to be moved
Figure 4.8: Logic behind the scaling of design variables.
abnormalities, like the one in Figure 4.7. In the context of this thesis, geometrical scaling
is used, based on edge lengths. Equation (4.4) describes the computation of the scaling
factors via this approach. Similar logic can be used based on other geometrical variables,
such as boundary normals or volumes.
σi = ξ
N∑
j=1
Lj
N
(4.4)
N is the number of edges connected to the node/design variable (node based logic), Lj
the length of edge j and ξ ∈ [0, 1] a global scaling factor, which may or may not be used
for further scaling (user defined parameter).
4.5 One shot methodology
An optimisation problem in CFD using the adjoint methodology would be described by
the Karush-Kuhn-Tucker (KKT) system [57, 58] :
R(Q,α) = 0, (4.5)
ATv = g, (4.6)
∂J
∂α
+ vTf = 0, (4.7)
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This includes the solution of the primal (flow) (4.5) and dual (adjoint) (4.6) as well as
the gradient equation (design) (4.7). When the KKT system is satisfied, the gradients
are zero and the optimisation has reached an extremal point. An approach to converging
this system to its solution is to converge the primal and dual to a large extent, before
the gradients are computed. These gradients are of high accuracy, since they are based
on accurate flow and adjoint. This methodology is accompanied by a relative runtime
cost, which involves the computation of high fidelity gradients in each design step. This
cost can be reduced by adopting the logic that the direction to which the gradients
are pointing is more important that their magnitude. This means that less accurate
gradients can be computed in each design step which will point to the direction of the
extremal location. The closer to the minimum or maximum though, the more accurate
the gradients need to do be. Following this methodology, flow, adjoint and design are
converged simultaneously. This is called the one–shot methodology [55, 48] for gradient
based optimisation. In order to use the one–shot methodology, an appropriate stopping
criterion for the convergence of primal and dual has to be adopted. A simple approach is
to use a specified number of iterations for primal and dual [48]. A more efficient approach
was proposed by Jaworski et. al. [55], where the convergence of the primal and the dual is
dynamically controlled via the norm of the gradients with the magnitude of the gradient,
equation 4.8.
gRMS =
∑ |∇J |
C
(4.8)
where gRMS the stopping criterion, J the cost function and C a user defined constant.
Such a formulation automatically increases the accuracy of primal, dual and gradients
with the number of design iterations. For this reason, this methodology is adopted in
this thesis and to be precise, primal and dual are converged to a large extent at the first
design iteration and, from there on, one shot is used, as described in the algorithm of
Figure 4.9. An example of the acceleration that can be achieved is presented in Figure
4.10, for which the case of upcoming Section 4.6.1 was used .
4.6 Optimization results
In optimization cases, the optimal shape is usually not known and therefore there is
no comparison for the output of the optimisation code. The only indication that the
optimisation was successful is the performance improvement. Before such case can be
examined though, the optimisation algorithm has to be tested and validated. For this
reason, a few reverse engineering optimisation cases were constructed, where the final
shape is known. Shall the optimisation algorithm end up in the known target shape,
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Figure 4.9: Dynamic one–shot approach used in mgOpt for converging the KKT system.
after beginning from another one, then it can be trusted. Three such cases are presented
in the following subsections.
4.6.1 Pressure distribution recovery on a RAE 2822 airfoil
A first case for validation of the optimization algorithm is to perturb a node of a known
airfoil, creating a small bump, and try to match this modified shape to the original
one. In order to demonstrate this example, the airfoil RAE 2822 will be used. Both
for the original RAE shape and the perturbed shape, set of four unstructured meshes of
triangular elements is used for the multi–grid process, with 81 nodes on the surface, 4527
cells and 2310 nodes on the finest grid. As far as the one-shot convergence criterion is
concerned (equation 4.8), the value of the constant C is set to 105, as proposed in [55].
The conditions are set to Ma = 0.43 and angle of attack α = 0.0◦. No smoothing is used
in this case. This is a rather simple case, but it consists a solid optimisation validation
case, one step before using the entire node based parametrisation, and is also of low cost.
These are the main reasons why this is presented here. The original shape of RAE 2822
and its pressure distribution are presented in the Figure 4.11.
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Figure 4.10: One–shot acceleration example
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Figure 4.11: Original RAE 2822 shape and equivalent pressure distribution.
Perturbing a node on the front bottom part of the airfoil, one can get the perturbed
shape and its initial pressure distribution, Figure 4.12.
The area, where the initial shape is perturbed, can be observed in more detail in the
zoomed Figure 4.13. The node has been perturbed in the y-direction.
Running the optimization algorithm by using the L2norm of the total pressure, as described
in Section 2.7.3, the perturbed node indeed returns to its original position and recovers
the pressure distribution. The convergence of the functional and its gradient are presented
in the graphs of Figure 4.14.
Using this simple test case, one can have a first indication that the optimization algorithm
is functioning properly, before moving on to a more complicated test case (4.6.2) or a
real optimization case, like the ones examines in later sections. The advantage of this
test case is that the scale of the problem is small and so the convergence of the shape
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Figure 4.12: Perturbed shape and initial pressure distribution.
Figure 4.13: Area of the perturbation.
and therefore this first validation of the optimisation algorithm is achieved rapidly.
4.6.2 NACA 0012 to RAE 2822
A more demanding optimization case would be to match an initial shape to a prescribed
one. For this purpose, the initial geometry and target geometries used in this example
are going to be that of the NACA 0012 and the the RAE 2822 airfoils respectively. The
leading and trailing edge are kept fixed. The conditions used are Ma = 0.43 and angle
of attack α = 0.0◦. A set of four unstructured grids of triangular elements is used on the
NACA 0012, with the finest having 81 surface nodes, 4331 cells and 2212 nodes. The
initial shape and pressure distribution are presented in Figure 4.15.
The constant C for the one–shot optimisation (see Section 4.8) is set to 105. Also, in every
design iteration, one Jacobi smoothing iteration is performed on the design variables and
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Figure 4.14: Convergence of the functional [top] and the gradient [bottom].
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Figure 4.15: Initial shape and pressure distribution.
the gradients, with β = 0.5 (equation (4.2)). As far as the volume mesh is concerned,
ten Jacobi smoothing iterations are performed with β = 0.6. The functional used in this
case is the integral of the L2norm of the total pressure difference, as in 4.6.1, discussed in
Section 2.7.3. The convergence of the functional and the L2norm of its gradient around
the airfoil are presented in Figure 4.16. The initial, target and optimised shapes can be
observed in Figure 4.17.
The cost function and the gradients in the pictures above could converge further and
therefore the small discrepancy in the shape would not appear but there are two reasons
why this does not happen. First, the leading and trailing edges of the two airfoils do not
match and second, the wall nodes of the two airfoils do not have the same x coordinates.
Since the wall nodes of the NACA airfoil are only allowed to move in the y direction, this
constrains the design space. Overall though, the shape change is considered successful
and therefore the optimisation algorithm valid.
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Figure 4.16: Convergence of the functional and the L2-norm of its gradient.
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Figure 4.17: NACA 0012 to RAE shape change.
4.6.3 Optimisation verifidation in three dimensions
In order to validate the algorithm in three dimensions as well, the simple and fast to run
case of Figure 4.18 was constructed. The case was examined for drag minimisation and
the expected result is a flat plate. The leading and trailing edges of the bar were kept
fixed in this case and the Euler equations were used. Figure 4.19 demonstrates that the
target was achieved and indeed the original shape turns into a flat plate. Figure 4.20
presents the convergence of the cost function and the L2norm of the gradients.
The previous three subsections were verification cases for the optimisation algorithm,
which proved its validity. The following ones are real optimisation cases, in which the final
shape is unknown and the optimisation algorithm’s effectiveness can only be observed by
the performance improvement.
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Figure 4.18: Verification case for the optimisation algorithm in three dimensions. The ex-
pected optimisation output is a flat plate.
Figure 4.19: Changes of the shape on a 3D optimisation validation case. Initial [left], inter-
mediate [middle] and final [right] shape.
4.6.4 S-Bend duct optimisation
The previous sections presented optimisation verification results for two and three di-
mensional cases. It is important to examine such cases before examining more general
cases. In real life though, the final optimised shape is unknown and the validity of the
optimisation algorithm can only be tested by examining the performance improvement.
As a case of this form, the S-Bend duct of Figure 4.21 (top) was examined with regards
to pressure change. The entire wall was defined as the design surface, while inlet and
outlet were kept fixed. With regards to smoothing, one smoothing and ten smoothing
iterations were performed on the design surface and the volume grid respectively, with
under relaxation factors (β, Section 4.3) 0.5 and 0.7. The one–shot methodology factor
C was set to 103. In this case, the Euler equations were used, solved with second order
accuracy. The convergence of the functional and the L2norm of the gradients is presented
in Figure 4.22.
As it can be observed, although the functional and the gradients converge, the surface
mesh is getting rather deformed for a three dimensional case. This was observed after
application of various levels of smoothing, from little to a lot of smoothing and for
different under relaxation parameter values. Although such a smoothing methodology
can be used for Euler flows and relatively coarse meshes, it is not suitable for viscous
flows and fine meshes, where the non smooth surfaces cause either divergence in the flow
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Figure 4.20: Convergence of functional [left] and gradient [right] for a 3D optimisation vali-
dation case.
Figure 4.21: Shape change on a S-Bend duct. Initial (top), intermediate (middle) and final
(bottom).
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Figure 4.22: Convergence of the functional and the gradients.
or non numbers in the adjoint. A series of viscous cases were examined but the problems
above always appeared. This can be bypassed by adopting a more efficient smoothing
methodology (e.g. [84]), but this escapes the scope of this research.
4.6.5 Summary
This chapter presented the remaining ingredients needed to construct a gradient based
optimisation algorithm. First, the parametrisation was discussed and the node based
parametrisation used in this thesis was presented. Second, the necessity for a smoothing
algorithm for the design surface and volume mesh (which may also be used for the design)
and a simple form of smoothing was presented. Third, the logic behind the scaling of the
design variables was outlined and the relative methodology used in the present research
was explained. Then, the one-shot methodology was discussed, which accelerates the
design convergence. Last, optimisation cases were presented for cases in two and three
dimensions. Although the optimisation algorithm was verified and it did improve shapes,
it was found the simple form of smoothing is unsuitable for viscous cases and a more
sophisticated smoothing algorithm should be implemented in such cases. Considering
though that this research is focused on exploring the limits of using AD for aerodynamic
optimisation, smoothing escapes the scope of this research. The logic followed though
did prove to be valid and is considered successful at this point.
Chapter 5
Hessian computations
5.1 Motivation
The previous chapters discussed the computation of the optimal aerodynamic shape for
a given geometry using gradient based methodology and, most efficiently, the adjoint
theory. This process was based on first order derivatives, for a specific point of operating
conditions. This would then have to be described as single point optimisation. Of course,
the methodology can be coupled with multi point optimisation techniques, where the cost
function Jtotal is constructed by the summation of weighted cost functions Ji,...,N in N
various operating conditions :
Jtotal =
N∑
i=1
wiJi (5.1)
Apart from that though, it is interesting to examine how robust an optimum solution is.
To demonstrate this, let us suppose that a function f(x) may have the form of Figure 5.1.
Supposing the definition space of f is that of Figure 5.1, the function has two minimums,
a global at x1 and a local at x2. At a first glance, x1 would be the point of interest in
an (minimisation) optimisation case, as the value of f is the minimum at x1∀x. It can
be observed though that, small variations in x would cause large changes in f . On the
x
f(x)
x1 x2
Figure 5.1: Multiple extrema of a function f .
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f(x)
x1 x2
Robust minimum
Global minimum
Figure 5.2: Global and robust optima of a function f .
other hand, changes in x in the neighbourhood of x2 would cause less change in f . In
engineering applications, this may in many cases be of greater importance than the global
minimum, as it would mean that the optimal design will be able to operate well, even
with variations in the operating conditions. Therefore, even if x1 is the global minimum,
the engineer would choose the design of x2, which would be described as more robust,
Figure 5.2. Such variations in x would be described as uncertainties and, in real life,
they can arise in any point of a product’s life, from the mathematical description of the
underlying physical models used to design it, to manufacturing and operating. Examples
of such uncertainties, e.g. in the field of aeronautical design, could be a varying angle
of attack during the different phases of flight, varying atmospheric conditions, tolerances
in the manufacturing, geometric variations during flight, geometric variations due to
degradation, e.t.c.. All these uncertainties would affect performance and, therefore, their
quantification and consideration during the optimisation process would lead to more
robust designs [11], than the ones based just on predefined operating conditions. Once
the main uncertainties have been identified, quantified and embodied in the optimisation
cycle, the cost functional J could be expressed by its expected value µ and its variance
σ. Such statistical variables are acquired by integrating in the n-dimensional space of
the α ∈ R uncertain variables [11, 67] :
µ =
∫
J(α)ϑ(α)dα (5.2)
σ2 =
∫
J(α)2ϑ(α)dα− µ2 (5.3)
where ϑ(α) is a probability density function (PDF) for the uncertain variables. Such an
integration though is prohibitively expensive to perform, considering the cost of the flow
solver. Alternative methods to compute these variables had to be be developed then and
the main categories of those are the Method of Moments [92], Monte Carlo estimates
using surrogates and Polynomial Chaos expansion.
To use, e.g. a Method of Moments, the variance would need the computation of second
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order sensitivity information, as implied by (5.3). But, even without having in mind the
methods above, a robust optimum can be acquired by the minimisation of second order
sensitivity information (Hessian). So, for example, even when basing the optimisation
on first derivatives, a constraint could be introduced, enforcing the minimisation of the
Hessian along with the first order gradient.
In what follows, the main focus will be the computation and validation of second
order derivatives via Algorithmic Differentiation. The first effort to compute Hessians
via Automatic Differentiation (AD) was made by Sherman et al [65], giving a detailed
description of the underling methodology. Their paper addressed the advantages and
disadvantages of each of the four methods of computing a Hessian matrix, that is any
combination of the tangent and the adjoint approch, as it will be discussed in Section 5.2.
This lead to focusing on the Tangent over Tangent (ToT) and Tangent over Reverse (ToR)
approaches. Ghate and Giles [37] made smart use of the adjoint methodology in order
to alter the ToT approach and cut the computational cost. Martinelli and Duvigneau
[67] employed the alternative ToT of [37] to perform a metamodel-based Monte Carlo for
uncertainty estimation in aerodynamics and in [68], Martinelli and Hascoe¨t performed a
comparison of the ToT and ToR approaches, by using a simplified model of a CFD code
(everything combined within a single function) and, therefore, a brute force application of
AD. Last but not least, Rumpfkeil and Mavriplis [93] examined in depth the alternative
ToT (which makes use of the adjoint), presenting a detailed analysis that includes most
of the components of a modern CFD code.
Apart from those, interesting use of the Hessian matrix has been presented in a
couple of papers. First, Zervogiannis, Papadimitiou and Giannakoglou [110],[87] used
the Hessian (via continuous adjoint) for Newton and exactly initialised quasi Newton
optimisation cases for design convergence acceleration. Also, Naumann et al [83] used
the Hessian via AD in Truncated Newton methods.
Effort is therefore being made for efficient computation of the Hessian, in order to be
used in optimisation problems, both to examine robustness and design convergence ac-
celeration issues. The present research contributes to this effort by presenting a detailed
description of constructing both ToT and ToR algorithms via AD, which are computa-
tionally cheaper and able to be initialised. Also, all the various parameters of an CFD
aerodynamic optimisation are considered and not only simplified models, as in the rest
of the bibliography. The methodology is described in the next sections.
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5.2 Methodology
In Chapter 3, the computation of the derivatives of a function F has been described both
for the direct differentiation and discrete adjoint methodology. Similar logic can be fol-
lowed for the derivation of the second derivative of the function F . The first derivatives
can be differentiated by using either direct differentiation or adjoint, resulting in four in
total methodologies: Direct differentiation over Direct differentiation, Direct differentia-
tion over Adjoint, Adjoint over Direct differentiation and Adjoint over Adjoint. Using the
nomenclature of Automatic Differentiation (see Section 3.4), the respective terminology
would be: i.Tangent over tangent (ToT), ii.Tangent over reverse (ToR), iii.Reverse over
tangent (RoT) and iv.Reverse over reverse (RoR). The latter nomenclature is going to be
frequently used for the rest of the Chapter for simplicity. In [65] certain characteristics of
the different approaches are being discussed, which are briefly summarised in Table 5.1.
Taking into account those characteristics, the most favourable are the Tangent-over-
Tangent (ToT) and the Tangent-over-Reverse (ToR) approaches. In [68], Martinelli and
Hascoe¨t compared ToT and ToR by applying brute force AD over a simple example, to
propose that ToT performs better for less than 40 design variables but ToR outperforms
it for a larger group. Both methodologies are presented in detail in the following sections.
Method Cost Note
ToT ∼ N2DV Low complexity
ToR ∼ NDV Low complexity
RoT ∼ NDV Low benefit
RoR ∼ NDV High complexity
Table 5.1: Remarks on the different methods to compute second derivatives. NDV is the
number of design variables.
5.2.1 Direct differentiation over Direct differetiation
Following this approach, two sequential direct differentiations are applied on a function.
In the context of a CFD gradient based optimisation problem (see Chapters 3 and 4)
and following this approach, the Hessian of a cost function J(U, α) with respect to the
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design variables α (U are the state variables) could be computed by :
dJ
dαi k
=
∂J
∂αi
+
∂J
∂U
dU
dαi
⇒ d
2J
dαidαk
=
d
dαk
(
∂J
∂αi
+
∂J
∂U
dU
dαi
)
⇒ d
2J
dαidαk
=
∂2J
∂αi∂αk
+
∂2J
∂U∂αi
dU
dαk
+
∂2J
∂U∂αk
dU
dαi
+
∂
∂U
(
∂J
∂U
dU
dαi
)
dU
dαk
+
∂J
∂U
d2U
daidak
⇒ d
2J
dαidαk
= D2i,kJ +
∂J
∂U
d2U
daidak
(5.4)
For representation simplicity, the differential operator D2i,k, acting on a function F (U, α)
has been introduced, where :
D2i,kF =
∂2F
∂αi∂αk
+
∂2F
∂U∂αi
dU
dαk
+
∂2F
∂U∂αk
dU
dαi
+
∂
∂U
(
∂F
∂U
dU
dαi
)
dU
dαk
(5.5)
In the equation above, the most expensive term to compute is d2U/daidak, which can be
acquired by two direct differentiations of the state equations R(U, α) = 0 :
d
dαk
(
dR
dαi
)
= 0
⇒ d
dαk
(
∂R
∂U
dU
dα
)
=
d
dαk
(
− ∂R
∂αi
)
⇒ ∂
2R
∂U∂αk
dU
dαi
+
∂
∂U
(
∂R
∂U
dU
dαi
)
dU
dαk
+
∂R
∂U
d2U
dαidαk
= − ∂
2R
∂αi∂αk
− ∂
2R
∂U∂αi
dU
dαk
⇒ ∂R
∂U
d2U
dαidαk
= −D2i,kR (5.6)
The algorithm for computing the Hessian in such a way, would then have to be :
1. ∀αi, i ∈ [1, n], compute and store the solution of the equation : ∂R∂U dUdαi = − ∂R∂αi
2. ∀αi, i ∈ [1, n] :
∀αk, k ∈ [1, i] :
(a) Compute the solution to the equation : ∂R
∂U
d2U
dαidαk
= −D2i,kR
(b) Compute d
2J
dαidαk
= D2i,k +
∂J
∂U
d2U
dαidαk
Provided that the equivalence d
2J
dαidαk
= d
2J
dαkdαi
is satisfied, the algorithm above would
have a computational cost of :
(NDV + (N
2
DV +NDV )/2) ·Nit
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iterations, where NDV the number of design variables and Nit the number of required
iterations to solve the tangent or adjoint system (practically the same). Therefore, the
cost of the methodology increases quadratically with the number of design variables and
its use soon becomes prohibitive for optimisation cases with a large number of design
variables.
5.2.2 Alternative Direct differentiation over Direct differetia-
tion
A more efficient way of computing the Hessian in a tangent manner can be acquired by
making a few rearrangements in the equations of the previous paragraph. To describe
this approach, (5.6) has to be rewritten in the form :
(5.6)⇒ d
2U
dαidαk
= −∂R
∂U
−1
D2i,kR (5.7)
The term d
2U
dαidαk
can then be substituted in (5.4) :
(5.4)
(5.7)⇒ d
2J
dαidαk
= D2i,kJ −
∂J
∂U
∂R
∂U
−1
D2i,kR (5.8)
In Chapter 3, the derivation of the adjoint equation (3.5)) was presented. That equation
can be reformed as :
∂R
∂U
T
v =
∂J
∂U
T
⇒ v = ∂R
∂U
−T ∂J
∂U
T
⇒ vT = ∂J
∂U
∂R
∂U
−1
(5.9)
Then, (5.8) can be written via (5.9) as :
(5.8)
(5.9)⇒ d
2J
dαidαk
= D2i,kJ − vTD2i,kR (5.10)
In this way, the algorithm to compute the Hessian changes into :
1. Solve : ∂R
∂U
T
v = ∂J
∂U
T
2. ∀αi, i ∈ [1, n], solve and store the solution of : ∂R∂U dUdαi = − ∂R∂αi
3. ∀αi, i ∈ [1, n] :
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∀αk, k ∈ [1, i] :
Compute d
2J
dαidαk
= D2i,k +
∂J
∂U
d2U
dαidαk
The computational cost of this alternative algorithm is :
(1 +NDV ) ·Nit + (N2DV +NDV )/2
The relation to the number of design variables is still quadratic, but the number of
required iterations is reduced. This alternative tangent over tangent approach, which
though makes use of the adjoint, is cheaper that the pure ToT methodology but still
expensive for large cases with great number of design variables. It should be empha-
sized that, although this methodology does make use of the adjoint, it is actually in a
Direct differentiation over Direct differentiation logic. The use of the adjoint is just a
mathematical rearrangement.
5.2.3 Direct differantiation over Adjoint
A more promising methodology for the computation of the Hessian is Direct differenti-
ation over Adjoint approach. The second derivative information in this case is derived
by differentiating the first derivative (computed via adjoint) in a direct differentiation
manner. In the context of a CFD optimisation problem, as in the previous paragraph,
this is described in the following equations :
dJ
dαi
T
=
∂J
∂αi
T
+
∂R
∂αi
T
v
⇒ d
dαk
(
dJ
dαi
T)
=
d
dαk
(
∂J
∂αi
T)
+
d
dαk
(
∂R
∂αi
T
v
)
⇒ d
dαk
(
dJ
dαi
T)
=
∂
∂αk
(
∂J
∂αi
T)
+
∂
∂U
(
∂J
∂αi
T) dU
dαk
+
∂
∂αk
(
∂R
∂αi
T
v
)
+
∂
∂U
(
∂R
∂αi
T
v
)
dU
dαk
− ∂R
∂αi
T dv
dαk
⇒ d
2J
dαidαk
= ˙¯Jα − ˙¯Rα − ∂R
∂αi
T dv
dαk
(5.11)
For simplicity, the terms ˙¯Jα and
˙¯Rα have been introduced, which are given by :
˙¯Jα =
∂
∂αk
(
∂J
∂αi
T)
+
∂
∂U
(
∂J
∂αi
T) dU
dαk
(5.12)
˙¯Rα =
∂
∂αk
(
∂R
∂αi
T
v
)
+
∂
∂U
(
∂R
∂αi
T
v
)
dU
dαk
(5.13)
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The most expensive term to compute in (5.11) is dv/dαk, which represents the sensitivity
of the adjoint variables with respect to the design variables. This term can be computed
by applying direct differentiation on the adjoint equation (3.5) to acquire (5.14) :
d
dαk
(
∂R
∂U
T
v
)
=
d
dαk
(
∂J
∂U
T)
∂
∂αk
(
∂R
∂U
T
v
)
+
∂
∂U
(
∂R
∂U
T
v
)
dU
dαk
+
∂R
∂U
T dv
dαk
=
∂
∂αk
(
∂J
∂U
T)
+
∂
∂U
(
∂J
∂U
T) dU
dαk
∂R
∂U
T dv
dαk
=
[
∂
∂αk
(
∂J
∂U
T)
+
∂
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(
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T) dU
dαk
]
−
[
∂
∂αk
(
∂R
∂U
T
v
)
+
∂
∂U
(
∂R
∂U
T
v
)
dU
dαk
]
⇒ ∂R
∂U
T dv
dαk
= ˙¯JU − ˙¯RU (5.14)
where, similarly, the terms ˙¯JU and
˙¯RU are given by :
˙¯JU =
∂
∂αk
(
∂J
∂U
T)
+
∂
∂U
(
∂J
∂U
T) dU
dαk
(5.15)
˙¯RU =
∂
∂αk
(
∂R
∂U
T
v
)
+
∂
∂U
(
∂R
∂U
T
v
)
dU
dαk
(5.16)
The algorithm to compute the Hessian in way is 6:
1. Solve the primal.
2. Compute the adjoint solution from : dJ
dαi
= ∂J
∂αi
T
+ vTf .
3. ∀αi, i ∈ [1, n] :
(a) Compute the tangent solution from : ∂R
∂U
dU
dα
= − ∂R
∂αi
(b) Compute the terms ˙¯Jα,
˙¯Rα,
˙¯JU and
˙¯RU .
(c) Solve ∂R
∂U
T dv
dαk
= ˙¯JU − ˙¯RU .
(d) Compute d
2J
dαidαk
= ˙¯Jα − ˙¯Rα − ∂R∂αi
T d
dαk
(
dU
dαi
T
)
The computational cost of the algorithm above is :
Nit + 2 ·Nit ·NDV
iterations. This implies a linear relation to the number of design variables and therefore
more suitable for real-world industrial optimisation cases than ToT. For this reason, the
ToR approach is the one of most interest in this research. Once the methodologies above
have been implemented in the framework of a software, these results have do be verified.
This process is described in the next section.
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5.3 Second derivatives computation via AD
The previous paragraphs presented the methodologies of most interest for the derivation
of second derivatives of a cost function in the context of a CFD optimisation problem. The
implementation of those in a software can be performed either by hand or by Automatic
Differentiation. The present chapter aims to explore the latter and present a novel
methodology for the fully automated generation of second order sensitivity code.
5.3.1 Preparation and application of double differentiation
At this stage, it is supposed that all the requirements discussed in Section 3.4.1 are met,
that is the syntax of the source code is in accordance with the capabilities of the AD tool
and blanking directives have been introduced. This means that the source code can be
parsed by the AD tool for the first differentiation. The second differentiation is applied
on the AD generated sensitivity code, which will be suitable for automatic differentiation
(since it is written out by the tool itself). Therefore, no extra effort is needed for these
two steps, regarding the second differentiation.
A part of the preparation for the second differentiation that needs attention is the
identification of the dependent and independent variables, so that the equivalent direc-
tions to the AD tool are implemented correctly. In the case of Tangent over Tangent
approach (ToT), the equivalent to the Direct differentiation over Direct differentiation,
the logic of differentiation does not change, compared to the first one: independents re-
main independents and the same for dependants. If for example, if the function f(x, y) is
computed by the routine “subroutine functionF (x,y,f)”, its first and second deriva-
tives are going to be respectively computed by the following AD generated routines :
subroutine functionF d (x,xd,y,yd,f,fd)
subroutine functionF d d (x,,xd,xdd,y,yd,ydd,f,fd,fdd)
were d and dd denote first and second differentiation in forward mode. In all the above
routines, [x,xd,xdd] and [y,yd,ydd] are inputs and [f,fd,fdd] outputs. This means
that the logic of information flow of the primal routine does not change in either the
first or second differentiation. This shall be used as a guideline, when writing the dif-
ferentiation directions to the AD tool. In this case, the tool shall be called for the first
differentiation with [x,y] inputs and [f] output and for the second [x,xd,y,yd] and [fd]
likewise.
On the other hand, this is not the case in the Tangent over Reverse approach, the
equivalent of AD to Direct differentiation over Adjoint. The first differentiation of the
primal code version of f(x, y) in reverse mode would result in the routine “subroutine
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functionF b (x,xb,y,yb,f,fb)”, where [x,y,fb] are inputs and [f,xb,yb] outputs.
The logic of the flow information has now been reversed and input symbols became
outputs and vice versa. The second differentiation in tangent mode would generate
“subroutine functionF b d (x,xb,xd,xbd,y,yb,yd,ybd,f,fb,fd,fbd)” and main-
tain the logic of information flow of the adjoint, thus [x,xd,y,yd,fb,fbd] would be
inputs and [xb,xbd,yb,ybd,fd] outputs. Therefore, the AD tool would have to be called
with [x,y] and [f] as inputs and output respectively for the first differentiation but with
inputs [x,y,fb] and outputs [xb,yb,f] for the second.
After this logic is understood, the rules to the AD tool for the differentiation can be
written. For the automation of this procedure, it is again proposed to use a Makefile, as in
Chapter 3. This will contain the preprocessing commands (see Section 3.4.1), the rules
for the first and second differentiation, the definitions of the code to be differentiated
and the call to the AD tool. For example, the differentiation directionsl implemented for
mgOpt are presented in Figure 5.3. The call to the tool can be performed in the same
way as Figure 3.3.
5.3.2 Embodying in the non–differentiated souce code
Once the methodology has been implemented, the sensitivity code computing second
derivatives can be generated via AD. The next step into using this code in the relative
software is to identify the terms involved in the methodology of Section 5.2 in the AD
generated second derivative routines and link them to the the source code accordingly.
To demonstrate this in the context of a CFD solver, two functions of high importance
are considered, the flux/residual routine and the cost function, as they are involved in
the computation of the complicated terms are D2i,kR and D
2
i,kJ (see Section 5.2. For
simplicity, these are considered here to be functions of the design variables α and the
state U(α) : R : (α, U(α)) 7→ R(α, U(α)) and J : (α, U(α)) 7→ J(α, U(α)) and have the
form (only arguments of most importance are presented) :
subroutine residuals (a,U,R)
subroutine functional (a,U,J)
Using the ToT approach, the twice differentiated versions of these functions would be :
subroutine residuals d d (a,
δα
↓
ad,
δ2α
↓
add,U,
dU
dα↓
Ud,
d2U
dαidαk↓
Udd ,R,Rd, Rdd
↓
D2
i,k
R
)
subroutine functional d d (a,
δα
↓
ad,
δ2α
↓
add,U,
dU
dα↓
Ud,
d2U
dαidαk↓
Udd ,J,Jd,Jdd
↓
D2
i,k
J
)
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Figure 5.3: Rules for the second differentiation implemented in the Makefile. AD MODE is
provided by the user as a part of the make command and determines the type of
differentiation. CP FS determines the suffixes for the files having multiple copies.
where the inputs and outputs of most interest are presented. δα and δ2α are the 1st
and 2nd order perturbations of the design variables α. The most important terms of the
equations presented in Section 5.2.1 are marked as inputs (on top of the argument list)
and outputs (below the argument list) in the differentiated routines above.
Using the ToR approach on the same primal functions, the twice differentiated rou-
tines would have the form :
subroutine residuals b d (a,
δα
↓
ad,ab, abd
↓
˙¯Rα
, U,
dU
dα↓
Ud,Ub, Udd
↓
˙¯RU
, R,
v
↓
Rb)
subroutine functional b d (a,
δα
↓
ad,ab, abd
↓
˙¯Jα
, U,
dU
dα↓
Ud,Ub, Udd
↓
˙¯JU
, J,Jb)
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where dU/dα the tangent solution, v the adjoint solution and δα the perturbation of the
design variables α. The terms involved in the equations of Section 5.2.3 are presented as
inputs and outputs in a similar way to ToT.
Having identified the terms of the mathematical model in the differentiated routines,
the latter can be called in an appropriate manner from the source code. Before they can
by used though, issues of linking and compiling have to be bypassed. These are discussed
in the next section.
5.4 Linking & compiling
The issues with linking and compiling that arose in for the first differentiation are again
present for the second differentiation and they can be dealt with in a similar way. Apart
from those though, there is an additional problem in the case of double differentiation,
which is related with AD tools using stack operations (e.g. PUSH/POP [47] functions
for Tapenade [101]). After the first differentiation, the generated code will include such
functions in the case of reverse accumulation. During the second differentiation, the calls
to these functions are going to be differentiated and therefore a differential version of
them has to be provided for the compiler to be able to link and compile. Figure 5.4
presents such and example for the case of ToR. A similar problem would occur if the
Reverse over Reverse (RoR) methodology was examined. If the source code of these
functions is provided by the AD tool developers, then it can be added to the code to
be differentiated. If not, then the relative binaries have to be provided. In the case of
Tapenade [101], which is used in this thesis, the source code of such functions and their
differentiated versions are provided. This though was only a relatively recent addition
to the tool and might not be the case for other AD tools. Also, although the later were
provided, there was a number of programming bugs involved, which the author reported
to the developers and which are now corrected. All the above indicate that the procedure
might not be implemented straightforwardly and that it is not guaranteed to work. In the
case of mgOpt though, these problems were dealt with and therefore second derivative
computations were enabled both for ToT and ToR.
5.5 Verification of second derivatives
After the generation of the relative sensitivity code, the second derivatives computed via
AD need to be verified. For this, a similar approach to Section 3.5 is followed. Gradients
computed via ToT and ToR are verified between themselves and their magnitude is
confirmed by Finite Differences. It shall be noted though that FD can be noisy for
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Figure 5.4: Stack operations occurring from the first reverse differentiation and there differ-
ential equivalents after the second forward differentiation.
Figure 5.5: Naca 0012 and perturbation mode for second derivative computation.
second derivatives and therefore not be able to provide an estimation to the gradients.
On the other hand, ToT and ToR should match to machine precision [46].
To demonstrate this methodology, an example has been constructed, where the sen-
sitivity of lift on a 2D airfoil NACA 0012 (Fig. 5.5) is computed with respect to a single
nodal perturbation on the surface. This example has been selected on purpose, as the
visualisation of second order sensitivities in the computational domain in three dimen-
sional cases can be difficult. The farfield conditions used were Mach number Ma = 0.4
and angle of attack a = 2◦. The gradient values computed via FD, tangent, adjoint,
ToT and ToR are compared in Table 5.2 for the AUSM+up flux. It can be observed that
AD gradients match to machine precision and their magnitude is verified by FD. The
accuracy of FD though is limited and it decreases even further for second order accurate
computations. Figures 5.6 and 5.7 make a visual comparison for the gradient fields of
y-velocity. Only minor differences can be observed, verifying that the gradients via AD
are computed correctly.
Despite the fact that the second derivative was verified for the AUSM+up scheme,
problems were encountered for the Roe scheme. Although the first gradients were verified
for this scheme (also see Section 3.5), only the second derivatives via the ToT approach
were computed correctly. In the case of ToR, the magnitude of the computed gradients
did not match the ones from ToT and FD. Although the source code was differentiated
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AUSM+up Method 1
st Order Accuracy 2nd Order Accuracy
First FD 0.453321242571 0.619166853538
Derivative Tangent 0.453321292403 0.619166824022
Adjoint 0.453321292403 0.619166824022
Second FD 138.3578951408 142.2067719136
Derivative ToT 138.3578906648 142.2184126185
ToR 138.3578906648 142.2184126185
Table 5.2: Gradient comparison on NACA 0012, using AUSM+ up.
Figure 5.6: First order accurate sensitivity fields of y-velocity via FD [left] and ToT [right].
Figure 5.7: Second order accurate sensitivity fields of y-velocity via FD [left] and ToT [right].
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ROE Method 1st Order Accuracy 2nd Order Accuracy
First FD 0.488457739739 0.623140574551
Derivative Tangent 0.488457833838 0.623140717437
Second FD 181.7805383996 168.0491124034
Derivative ToT 181.8151423224 168.0571788088
Table 5.3: Gradient comparison on NACA 0012, using Roe’s flux.
correctly and the AD generated routines were invoked in the right way, the gradients
via ToR failed to match the correct value. Also, the value of the FD or ToT computed
second derivative using the Roe scheme was similar to the ones via AUSM+up but did
differ to a noticeable extend. This was not the case for first derivatives. Based on all
the above, this discrepancy lead to the assumption that the Roe scheme might not be
suitable for double differentiation, especially using the ToR methodology.
5.6 Performance improvement
The previous sections presented the methodology for the derivation of sensitivity code
that computes second derivatives via AD and the relative verification. Apart from these
though, it is also important to accelerate the computations of such information. As dis-
cussed in Section 3.6, there are several ways, in which AD can be applied. The black,
grey and white box use of AD revealed a increasing performance but also complexity and
effort. The white box approach proposed though was proved to have the highest per-
formance and also enabled the adjoint to be hot–started (initialised with a pre–existing
solution). It was the most complex one but this was restrained only to the initial prepara-
tion. After the latter, the process was automated via Makefile. Apart from this, coupling
of the adjoint with the primal multi–grid and flux pre–conditioner was performed, which
resulted in further performance improvement.
In the same logic, this section presents the effort to accelerate the computations
of second derivatives via AD. The white box approach application of AD for second
derivatives is presented and the relative logic is also coupled with the primal multi–grid.
5.6.1 Selective use of AD and hand assembly
The main features of a CFD code include metrics computations (normal vectors, volumes,
etc.), fixed point iterations and cost functions. Summarising those in a sample code, the
relative functionalities would be in the order of Table 5.4. The symbols ‘→’ and ‘←’
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call metrics ( →X, ←Mtrx )
do nIter = 1,mIt
call residual ( →U, →Mtrx, ←R )
call update ( →R, 
U )
end do
call cost function ( →U, →Mtrx, ←J )
Table 5.4: Representation of a sample flow solver.
call metrics d d (→X,→X d,→X d d,←Mtrx,←Mtrx d,←Mtrx d d )
do nIter = 1,mIt
call residual d d (→U,→U d,→U d d,→Mtrx,→Mtrx d,→Mtrx d d,
←R,←R d,←R d d )
call update d d ( →R,→R d,→R d d,
U,
U d,
U d d)
end do
call cost function d d (→U,→U,→U,→U,→Mtrx,←J )
Table 5.5: Representation of brute–force ToT applied on the code of Table 5.4
imply inputs and outputs respectively, X are design variables and Mtrx represents the
metrics. Using source code transformation AD and the black or grey box approach (see
Section 3.6), the generated sensitivity code using the ToT or the ToR methodology would
have the form of Table 5.5 or Table 5.6 respectively. In practice, the algorithm of Tables
5.6 would not have such a clean form but would incorporate taping (stack) operations
(e.g. push/pop, see [101]), which increase the memory and runtime of computations.
call metrics d (→X,→X d,←Mtrx,←Mtrx d)
do nIter = 1,mIt
call residual d (→U,→U d,→Mtrx,→Mtrx d,←R,←R d)
call update d ( →R,→R d,
U,
U d)
end do
call cost function b d (→U,→U d,←U b,←U b d,→Mtrx,→Mtrx d,
←Mtrx b,←Mtrx b d,←J,→J b)
do nIter = mIt,1,-1
call update b d (→R,→R d,←R b,←R b d,→U,→U b,→U b d )
call residual b d (→U,→U d,←U b,←U b d,→Mtrx,→Mtrx d,
←Mtrx b,←Mtrx b d,←R,←R d,→R b,→R b d)
end do
call metrics b d (→X,→X d,←X b,←X b d,←Mtrx,←Mtrx d,
→Mtrx b,→Mtrx b d, )
Table 5.6: Representation of brute–force ToR applied on the code of Table 5.4
Instead of such a brute–force approach to using AD, the logic described in Section 3.6
and [19] for first derivatives can be used for second derivatives, in order to acquire better
performance, without unnecessary stack operations and computations. In this way, AD is
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call metrics d d (→X,→X d,→X d d,←Mtrx,←Mtrx d,←Mtrx d d )
call residual MTRX d d (→Mtrx,→Mtrx d,→Mtrx d d,←R,←f,←DR )
do nIter = 1,mIt
call residual U d d (→U,→U d,→U d d,←R,←R d,←R d d )
R d = R d - f
R d d = R d d - DR
call update d d ( →R,→R d,→R d d,
U,
U d,
U d d)
end do
call cost function d d (→U,→U,→U,→U,→Mtrx,←J )
Table 5.7: Representation of hand assembled ToT with selective differentiation applied on the
primal code of Table 5.4
used in a better way, that increases the performance of the code. For this, the derivative
code would have to be hand assembled and various functions differentiated multiple
times with respect to different arguments each time (e.g. the residual/flux computation
function in a similar logic to Section 3.6. For example, the algorithms of Table 5.5 would
take the form of Table 5.7. Similarly, the algorithm of Table 5.6 can take the form
of Table 5.8. Note that the arguments U b and U b d have been switched with R b and
R b d respectively in Table 5.8, in order to maintain the logic of information flow of the
algorithm. Through this white box application of AD for second derivatives, the solution
of the second order systems can be initialised by selecting a hot–start, avoiding starting
from the same point each time (as in the black-box approach). Furthermore, the runtime
is decreased by restraining the taping operations. An example of the latter is presented
for ToR in Table 5.10. Last but not least, the form of the assembled algorithms above,
enables the use of the original multi–grid, as it will be described in the next subsection.
On the other hand though, there is also a number of disadvantages. First, the initial
preparation of the differentiation requires the maximum amount of effort and can be
time consuming. This includes selecting the right code to differentiate, understanding
which functions will be differentiated multiple time and with respect to which arguments,
implementing and testing the differentiation rules, hand assembling the algorithms and
implementing the interfaces for automatic embodying of the differentiated routines to the
rest of the code. Although this is a complicated procedure, the linking of the differentiated
code to the rest of the source code can be fully automated via Makefile by following the
methodology of Section 3.6.1, once the initial necessary preparations have been made.
Apart from this, the verification process is more time consuming and can be quite complex
when debugging issues arise.
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call metrics d (→X,→X d,←Mtrx,←Mtrx d)
call residual Mtrx d (→Mtrx,→Mtrx d,←R,←f(=R d))
do nIter = 1,mIt
call residual d (→U,→U d,←R,←R d)
R d = R d - f
call update d ( →R,→R d,
U,
U d)
end do
call cost function b d (→U,→U d,←g,←w,→Mtrx,→Mtrx d,
←Mtrx b,←Mtrx b d,←J,→J b)
do nIter = mIt,1,-1
call residual b d (→U,→U d,←R b,←R b d,→Mtrx,→Mtrx d,
←Mtrx b,←Mtrx b d,←R,←R d,→U b,→U b d)
R b = R b - g
R b d = R b d - w
call update b d (→R,→R d,←U b,←U b d,→U,→R b,→R b d )
end do
call metrics b d (→X,→X d,←X b,←X b d,←Mtrx,←Mtrx d,
→Mtrx b,→Mtrx b d, )
Table 5.8: Representation of hand assembled ToR with selective differentiation applied on the
primal code of Table 5.4
Methodology Runtime [sec]
Brute force ToR 2944.4360
Proposed ToR 2387.4854
Improvement 19%
Table 5.9: Performance acceleration using the proposed ToR methodology.
5.6.2 Use of the primal multi–grid
Once the white box use of AD described in the previous paragraph is implemented,
coupling of the methodology with a multi–grid methodology can be examined. In this
research effort was made to use the primal geometric multi–grid (Section 2.8.1) instead of
a differentiated one. The restriction/prolongation operations are performed in the same
way as the primal, but the second derivative systems’ variables and residuals (equations
(5.6) and (5.14)) are used instead. Using the nomenclature of Section 2.8.1 and the FAS
methodology [15], the multi–grid operations for the ToT are :
1. Smooth errors on the finer level.[
d2U
daidak
]n
=
[
d2U
daidak
]n
+ Λ
[
[−D2i,kR]h −Ah
[
d2U
daidak
]n]
(5.17)
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2. Add the ToT source term to the finer level ToT residuals.
R¨h = R¨h −D2i,kR (5.18)
3. Transfer the ToT solution and residuals to the coarser level.[
d2U
daidak
]H
= IH,Uh
[
d2U
daidak
]h
and R¨H = IH,R¨h R¨
h (5.19)
4. Prolong the coarser level ToT correction to the finer level.
After smoothing on the coarsest level :[
d2U
daidak
]H
=
[
d2U
daidak
]H
+ Λ
[
[−D2i,kR]H −AH
[
d2U
daidak
]H]
(5.20)
the coarser level correction is prolonged to the finer level :[
d2U
daidak
]h
=
[
d2U
daidak
]h
+ IhH
[[
d2U
daidak
]H
− IH,Uh
[
d2U
daidak
]h]
(5.21)
Following the same logic, the multi–grid operations in the case of ToR are :
1. Smooth errors on the finer level.[
dv
dαk
]n
=
[
dv
dαk
]n
+ Λ
[
[ ˙¯JU − ˙¯RU ]h − [AT ]h
[
dv
dαk
]n]
(5.22)
2. Add the ToR source term to the finer level ToR residuals.
˙¯Rh = ˙¯Rh + [ ˙¯JU − ˙¯RU ]h (5.23)
3. Transfer the ToR solution and residuals to the coarser level.[
dv
dαk
]H
= IH,Uh
[
dv
dαk
]h
and ˙¯RH = IH,
˙¯R
h
˙¯Rh (5.24)
4. Prolong the coarser level ToR correction to the finer level.
After smoothing on the coarsest level :[
dv
dαk
]H
=
[
dv
dαk
]H
+ Λ
[
[ ˙¯JU − ˙¯RU ]H − [AT ]H
[
dv
dαk
]H]
(5.25)
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the coarser level correction is prolonged to the finer level :[
dv
dαk
]h
=
[
dv
dαk
]h
+ IhH
[[
dv
dαk
]H
− IH,Uh
[
dv
dαk
]h]
(5.26)
As in the case of the primal, tangent and adjoint, multi–grid can accelerate the
converge of the ToT and ToR systems. An example for ToR on the case of Section 3.6.2
(with the same multi–grid configuration) is presented in Table 5.10.
Methodology Runtime [sec] Improvement
Black box AD 2944.4360 -
White box AD 2387.4854 19%
White box AD with MG 707.0922 76%
Table 5.10: Performance acceleration using the primal multi–grid on ToR.
5.7 Summary
This chapter presented the motivation behind the derivation of second derivatives and
described in detail two approaches to the latter: Direct Differentiation over Direct Differ-
entiation and Direct Differentiation over adjoint. In the present thesis, the author aimed
to explore the relative methodologies via Automatic Differentiation (AD) and propose a
state–of–the–art methodology for source code preparation, application of AD, post–code
generation linking and compiling and automation of the entire process (after the initial
manual preparations). Although a brute–force approach to the use of AD for second
derivatives was examined, the findings of the research revealed that a selectively dif-
ferentiated source code and hand assembled sensitivity algorithm outperforms the first.
Also, the methodology was coupled with the primal geometric multi–grid of the devel-
oped software mgOpt, revealing further performance acceleration. Last but not least,
issues of code maintenance were discussed and the logic behind the via AD and Makefile
automated sensitivity software maintenance was explained.
Concluding this chapter, it shall be mentioned that the entire logic above has been de-
rived, implemented, embodied, validated and automated in the relative research software
mgOpt. The main focus in the case of the present research was to explore the derivation
of second derivatives via AD, automate it and improve the performance, targets which
have been met. The absence of parallelism on the software at the present time prohibits
the application of the methodology on a real world large case. It will be available for use
though to the future researchers of the research group, enhancing further research in the
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relative area. The main focus in the present research was to expand the automated use
of AD in CFD codes and implement scripts that maintain the code efficiently, as it will
be discussed further in the following chapter. For this reason, there will be no further
application of second derivatives in this thesis.
Chapter 6
Epilogue
6.1 The thesis in a few words
The previous chapters presented the research that was carried out by the author during
his doctorate study years. In what follows, the summary of the entire thesis is outlined.
Chapter 1 consisted a pre-phase to the chapters that followed, presenting the mo-
tivation for the presented research. The evolution in the field of fluid mechanics and
optimisation was presented, which revealed the need for automatic optimisation and
design processes based on reverse engineering and especially the adjoint methodology.
Given such an automatic procedure, the time and cost of the engineering design process
can be minimised and the relative constructions would perform most efficiently.
In Chapter 2, the basic features of the CFD code mgOpt further developed through-
out the writer’s research have been presented. The space discretisation and the methods
use for solving the flow equations have been described in detail. Furthermore, solution
accuracy issues have been discussed and the way second order accurate solutions are
computed was explained, including mathematical explanation of the scheme and the flux
limiters used. The two methodologies used for performance acceleration, multi–grid and
pre–conditioning, have also been presented. Finally, a number of flow cases have been
examined, which validated the results of the solver before the the implementation of the
sensitivity solvers, as well as a few that were going to be used in the later chapters for
sensitivity computations and optimisation.
Moreover, the adjoint methodology was exploited in Chapter 3. First, a basic refer-
ence to direct differentiation (or tangent in Algorithmic Differentiation terminology) was
examined, in order to form a basis for the adjoint methodology. Then, the discrete adjoint
approach was presented, which revealed the advantages of using such a methodology for
optimisation cases with a large number of design variables. After presenting the theory
behind the approach, the methodology used in this thesis for the derivation of the adjoint
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via Automatic Differentiation was presented. The difficulties were addressed and ways
to bypass them were proposed. A novel methodology for the complete automation of the
generation of the adjoint (and tangent) sensitivity code was detailed, which makes use
of advanced scripting and AD. All these were applied on high level Fortran 90/95, which
uses pointers, derived data types, modules etc. This was another novelty of the present
research as AD has been applied in CFD on the simpler syntax of Fortran 77 until now
and the relevant literature was lacking the use of AD on more complex syntaxes. The
thesis outlines the difficulties and could constitute a how–to guide to future researchers
in this area. The relative work has also contributed to the further development of the
AD tool Tapenade [101] by reporting bugs and suggestions. Further in the chapter, the
verification of the computed gradients was performed. Later in the chapter, issues of
performance acceleration of the adjoint via AD were addressed. The hand assembly of
the sensitivity code was found to outperform the brute–force use of AD and the method-
ology in which this can be performed was described. Apart from this, the hand assembled
adjoint from AD was also coupled with the non differentiated multi–grid methodology
as well as the bock Jacobi pre–conditioner, which was not differentiated but based on
the primal. Last, examples of sensitivities were presented on various geometries and the
ways in which these can be used have been discussed.
Chapter 4 was devoted to the use of gradients computed via the adjoint methodology
from AD for aerodynamic shape optimisation. The parametrisation was discussed and
the node based logic was presented. Issues of smoothing and design scaling were outlined
along with the relative methodology used is this thesis. Apart from these, the one–shot
methodology was introduced to the optimisation algorithm, in order to accelerate the
design convergence and reduce the computational cost. Optimisation validation cases
were examined for both two and three dimensional cases before the algorithm was used
in unknown optimal shape cases.
Chapter 5 expanded the methodology presented until then and explored the com-
putation of higher order derivatives via AD. The Tangent over Tangent and Tangent
over Reverse methodologies were presented, before the issues of using AD for this pro-
cess on a modern programming language were addressed. The methodology used to
bypass upcoming problems was described and a novel methodology to completely auto-
mate the generation of the higher order sensitivity code was proposed. Afterwards, the
computed higher sensitivities were verified. Also, a state–of–the art hand assembled form
of the higher order sensitivity code was presented, which outperformed the brute–force
derived one. Last, the hand–assembled sensitivity algorithm was coupled with the non-
differentiated multi–grid to achieve even further performance acceleration. This had also
not been presented in literature until now.
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The chapters above were also accompanied by two appendixes, which are included in
the end of the thesis. Although not a main part of the latter, these appendixes presented
the logic behind algorithmic differentiation and an example of AD and also discussed
issues of multi-capability software generation.
6.2 Presentations and publications
Any research should not only explore new areas but also share the knowledge acquired
with other people. Following this logic, the findings in this thesis were presented in a
number of scientific conferences and workshops, which are summarised bellow.
1. EUROGEN 2009
Evolutionary and Deterministic Methods for Design, Optimization and Control
with Applications to Industrial and Societal Problems
Crakow, Poland, 15–17 June 2009
Presentation: Parametrisation and smoothing for multigrid design optimisation
2. BFG 2009
14th Belgian-French-German Conference on Optimisation
Leuven, Belgium, 14–18 September 2009
Presentation: Adjoint-based Design in the Automotive Industry
3. ICFD 2010
Numerical Methods for Fluid Dynamics
Reading, United Kingdom, 12–15 April 2010
Presentation: Discrete adjoint CFD codes and fixed-point iterations using Auto-
matic Differentiation
4. ECCOMAS CFD 2010
Fifth European Conference on Computational Fluid Dynamics
Lisbon, Portugal, 14–17 June 2010
Presentation: Pseudo-time stepping for adjoint CFD codes from Automatic Differ-
entiation
5. FLOWHEAD workshop 2010
Workshop on industrial design optimisation for fluid flow
Varna, Bulgaria, 22–24 September 2010
Presentation: Hessian computations in CFD via Automatic Differentiation
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6. 8th ASMO UK
Conference on Engineering Design Optimisation
London, United Kingdom, 8–9 July 2010
Presentation: Adjoint based flow optimisation
7. ECCOMAS 2011
CFD & Optimisation
Antalya, Turkey, 23-25 May 2011
Presentation: Second derivatives in CFD via Automatic Differentiation and vali-
dation
8. FLOWHEAD & ESI 2012
Conference on Industrial Design Optimisation for Fluid Flow
Munich, Germany, 28—29 March 2012
Presentation: Discrete adjoint CFD solver for first and second derivatives via Au-
tomatic Differentiation
9. ASMO/ISSMO UK 2012
Conference on Engineering Design Optimization
University College Cork, Cork, Ireland, 5–6 July 2012 Presentation: Discrete ad-
joint solvers in industrial design
Also, main parts of this work have been documented in the following journal and confer-
ence proceedings papers :
1. Christakopoulos F., Jones D. and Mu¨ller J.-D.
Pseudo-timestepping and verification for automatic differentiation derived CFD
codes
Computers & Fluids, Volume 46, Issue 1, July 2011, Pages 174-179, ISSN 0045-
7930, doi:10.1016/j.compfluid.2011.01.039
2. Jones D., Christakopoulos F and Mu¨ller J.-D.
Preparation and assembly of discrete adjoint CFD codes
Computers & Fluids, Volume 46, Issue 1, July 2011, Pages 282-286, ISSN 0045-
7930, doi:10.1016/j.compfluid.2011.01.042
3. Yu G, Jones D., Christakopoulos F. and Mu¨ller J.-D.
CAD-based shape optimisation using adjoint sensitivities
Computers & Fluids, Volume 46, Issue 1, July 2011, Pages 512-516, ISSN 0045-
7930, doi:10.1016/j.compfluid.2011.01.043
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4. Christakopoulos F., Mu¨ller J.-D. and Jones D.
Timestepping for adjoint CFD codes from Automatic Differentiation
J. C. F. Pereira and A. Sequeira, ECCOMAS CFD 2010 Proceedings
5. Christakopoulos F., Mu¨ller J.-D. and Jones D.
Second derivatives in CFD via Automatic Differentiation and validation
CFD & Optimisation conference proceedings, ECCOMAS 2011, No:55
6. Christakopoulos F. and Mu¨ller J.-D.
Accelerated and initialisation enabled adjoint based Hessian computations in CFD
via Automatic Differentiation
Computer Methods in Applied Mechanics and Engineering, written/to be submit-
ted
6.3 Discussion
In this thesis it was found that the process of sensitivity code generation can be completely
automated both for first and second order derivatives and at the same time have a
competitive performance. This process should be first manually prepared though.
In order to reach those findings, source code transformation Automatic Differentiation
(AD) and advanced scripting were used. The combination of the two proved to be a
competitive alternative to the hand derived, error prone equivalent methodologies. Once
the initial preparations have been made, any version of the sensitivity code of a CFD
solver (tangent, adjoint, etc.) can be automatically generated, incorporating any changes,
improvements and additions made to the latter. This can increase productivity and
enhance the enrichment of CFD solvers and gradient based optimisation software, while at
the same time the computed gradients are guaranteed correspond correctly to the primal
code. Apart from the use of the methodology for first derivatives and optimisation, its
use for the derivation of second derivatives can provide accurate information available for
use for robust optimisation. Although this methodology does indeed lead to automated
sensitivity sensitivity code generation, it does require a considerable amount of time
for the hand assembly and a very good understanding not only of the physical and
mathematical models but also of algorithmic differentiation. This is essential during the
debugging process in order to bypass problems. Therefore, although automatic in the
end, the method is in the beginning time consuming and effort demanding.
Apart from the benefits of the methodology proposed though, there is a number of
potential weaknesses as well. First, the parallelisation of sensitivity codes from AD is still
a issue that has not been dealt with in depth at the present time. Second, the extension of
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the methodology in unsteady flows could present increased memory requirements. Last,
there is dependency on Automatic Differentiation tools, which is not always desirable,
either because of financial reasons or because the latter are still under development not
robust/mature enough to deal with all the upcoming shortcomings.
During the research, there was an unexpected finding regarding the differentiability
of the Roe flux function. It was observed that the twice differentiated function would
provide inaccurate results, which were orders of magnitude different from the expected
ones. Despite the effort to compute the correct gradients, no error was found in the
implementation and this lead to the conclusion that maybe the Roe flux is not appropriate
for double differentiation.
The present study contributes to the field of aerodynamic shape optimisation by
presenting the way first and second order sensitivity codes can be fully automatically
generated, while having a competitive performance at the same time. Apart from this,
was applied on a modern language and not a older one with simpler syntax, which was
generally the case in literature studies. It has been proved that such a procedure is indeed
feasible.
Closing this discussion the author would like to make two recommendations for future
research on this field. First, unsteady flows would be an interesting field for the adjoint
methodology from AD. Second, fluidstructure interaction problems have not been ex-
amined in the context of adjoint before and they could benefit from gradient based
optimisation methods as well.
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Appendix A
An example of algorithmic
differentiation
This appendix uses a simple function to present the methodology of algorithmic differ-
entiation, both in a direct differentiation (Section 3.2) and adjoint (Section 3.3) manner.
The Automatic Differentiation (AD) tool Tapenade [101] is also used to demonstrate the
automatic derivation of the sensitivity code that computes the gradient of that function.
For this, suppose a function f(x, y), f : R 7→ R, which is described by :
f(x, y) = x sin y (A.1)
Following differentiation rules, the analytic derivatives of f with respect to each of the
independent variables x and y would be :
∂f
∂x
= sin y and
∂f
∂y
= x cos y (A.2)
This would be a direct differentiation of f . The equivalent procedure in algorithmic
differentiation is called forward accumulation and its first step is to break f into its
most elemental parts, forming the elemental list, Table A.1. Then, the elemental entities
are differentiated and assembled using the chain rule so as to form the derivative of
Elemental part Equivalent evaluation
p1 = x x
p2 = y y
p3 = sin p2 sin y
p4 = p1 · p3 x sin y
Table A.1: Elemental list of f
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Forward code list Linearisation on x Linearisation on y
∇p1 1 0
∇p2 0 1
∇p3 = cos p2 · ∇p2 0 cos y
∇p4 = ∇p1 · p3 + p1 · ∇p3· sin y x cos y
Table A.2: Forward code list example.
the function with respect to each of the independent variables. This forms the forward
list, Table A.2. It can be observed that the last operations of the forward list are the
calculations of ∂f/∂x and ∂f/∂y respectively, which are identical to equation (A.2).
The same derivatives can be computed in an adjoint manner, which is referred to as
reverse accumulation in algorithmic differentiation. The procedure in this case would be
again to form the code list and then differentiate the last elemental entity with respect
to all of them, from last to first (reverse). This would form the reverse list, Table A.3.
It can be observed that ∂p4
∂p1
and ∂p4
∂p2
are the derivatives ∂f/∂x and ∂f/∂y respectively
(equation (A.2)). The benefit of the reverse accumulation is that all the derivatives of a
function can be computed in a single parse, as demonstrated in this small example.
Reverse list Equivalent evaluation
∂p4
∂p4
= 1 1
∂p4
∂p3
= p1 x
∂p4
∂p2
= ∂p4
∂p3
∂p3
∂p2
= p1 · cos p2 x · cos y
∂p4
∂p1
= p3 sin y
Table A.3: Reverse code list example
After presenting the algorithmic differentiation of the simple example above, the use
of an Automatic Differentiation (AD) tool can be demonstrated. This will apply the
methodology on the source code (of a computing language) that computes the function f
and output the equivalent sensitivity code. For this purpose the source code transforma-
tion AD tool Tapenade [101] is used, which is also the one used throughout this thesis.
Using Fortran 90/95 syntax [18], the function f could be computed by the subroutine of
Figure A.1. Calling the AD tool in forward mode along with stating the inputs/outputs of
the function would produce the tangent linear code of Figure A.2. Each of the derivatives
∂f/∂x and ∂f/∂y can now be computed by calling the sensitivity code with different
arguments, Figure A.3. The subscript–like symbols “D” and “d” denote tangent sensi-
tivities forward mode differentiation (see [47]). The sensitivity code would have to be
invoked as many times as the number of independent variables.
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Figure A.1: The simple function f coded in Fortran 90/95.
Figure A.2: Generated tangent code via AD.
Figure A.3: Partial derivatives via forward mode AD.
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Figure A.4: Generated adjoint code via AD.
Figure A.5: Partial derivatives via reverse mode AD.
Calling the AD tool in reverse mode, the sensitivity code produced would have the
form of Figure A.4. This code can now only be invoked once to provide the sensitivities of
the function with respect to all the independent variables, Figure A.5. The subscript–like
symbols “B” and “b” denote reverse mode differentiation (see [47]).
Appendix B
Sensitivity software maintanance
automation
A challenge that software developers have to deal with is maintenance. In the case of
sensitivity based CFD optimisation programs, this issue can hinder development and im-
provement, as addition to the source code would main that the equivalent derivative code
has to be changed. In this thesis several types of derivative codes have been discussed and
the the ones that compute first derivatives in direct differentiation and adjoint manner
(Chapter 3) as well as second derivatives using the ToT and ToR methodologies (Chap-
ter 5). The maintenance of software containing all of those, like mgOpt, the relative
research software of this thesis, could be time wise prohibitive. A novel methodology
was presented though, which can maintain the code automatically, after a number of
initial preparations. This is making use of Automatic Differentiation (AD) and advanced
Makefile scripting (Chapters 3 and 5). Once the methodology presented in those two
chapters is implemented, sofware of various capabilities can be generated. For example,
mgOpt can be compiled with the make commands of Table B.1 to generate versions of
the same software with differencing capabilities. This table can be further enriched using
the methodologies described in the thesis, for example for the case of RoR or for even
higher derivatives.
make command Capability of the generated software
make Flow computation
make AD MODE=1 Flow and tangent computation
make AD MODE=2 Flow and adjoint adjoint computation
make AD MODE=11 Flow, tangent and ToT computation
make AD MODE=21 Flow, tangent, adjoint and ToR computation
Table B.1: Various make commands that control the generation of sensitivity code in mgOpt.
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Figure B.1: Definitions of algorithm blanking pre–processing directives.
For this process to be fully automatic though, an additional step is required. In a
program that is able to compute derivatives using the methodologies above, the relative
algorithms will be calling differentiated functions. If those functions were absent, the
source code would be unable to compile. To understand this better, mgOpt and the
commands of Table B.1 are considered. If it is desired that the executable is only able
to compute the flow and therefore no function is differentiated, the program would be
unable to compile because the algorithms that compute the tangent, adjoint, ToT, ToR
etc. would call the relative differentiated routines but the latter would be absent. Similar
examples can be made for any case of Table B.1. To bypass this problem and make the
make commands above possible, source code blanking pre–processor directives need to
be introduced in the source code. These will hide certain parts of the source code to the
compiler, depending to the make command. Examples of such directives are presented in
Figure B.1. The variables INCLUDE IN ADJOINT, INCLUDE IN TANGENT, INCLUDE IN TOR
etc. are defined in the Makefile, according to the make command given at compile time,
Figure B.2. This is the last pre–processing step that concludes the necessary operations
for a sensitivity computing program to be fully automated.
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Figure B.2: Blanking of algorithms from the compiler for enabling the generation of executa-
bles with varying capabilities.
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