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Foreword
is thesis is the nal product of a Master of Research at Western Sydney University,
with the research portion begun on the 2nd of January, 2018. Parts of this work have
been partially submied as a scientic journal article to the Publications of the As-
tronomical Society of the Pacic’s Focus on Machine Intelligence in Astronomy and
Astrophysics edition1, expected to be published in December 2018. e submied
paper was accepted on the 23rd of October, 2018. e contents of the submied pa-
per are similar to Chapters 2 and 3, however, this thesis tested additional algorithms
and dierent pre-processing methods, and hence results are slightly dierent. I have
placed a copy of the complete paper in Appendix A.1
1hp://iopscience.iop.org/journal/1538-3873/page/machine-intelligence-in-astronomy-and-astrophysics
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Abstract
e next wave of large radio telescopes is being commissioned, with plans to observe
deeper, in wider areas than ever before. e Evolutionary Map of the Universe (EMU)
project is expected to increase the number of known radio galaxies from ∼2.5 mil-
lion to ∼70 million, allowing for statistical studies of unprecedented size in the radio
regime. However, most of the studies planned by the EMU project require redshi
estimates. While the redshi measurements required don’t need to be measured to
excellent resolution and can be roughly binned, they do require a low level of outliers.
Even with recent advancements in multi-object spectroscopy, spectroscopic red-
shis will only be possible for a small fraction of sources. e majority of the newly
discovered radio sources will have limited multi-wavelength photometry, whereas
traditional photometric template ing methods requires high-quality, complete multi-
wavelength photometry.
Previous research has used machine learning (ML) to estimate redshi, but has
primarily focused on trying to match the best results provided by photometric tem-
plate ing, using the best, and most complete data available. For the most part, the
datasets used are not radio-selected – which typically fail using photometric tem-
plate ing methods – and are limited in redshi. While Machine Learning (ML)
techniques have proved to be eective, most have not been conclusively tested on
radio-selected datasets, at the higher redshi ranges expected from the EMU project.
In this thesis, I examine the utility of thek-Nearest Neighbours (kNN) and Random
Forest (RF) regression and classication algorithms for estimating the redshi of a
source from its features. e kNN tests include using ve dierent distance met-
rics. I use a radio-selected dataset, built from the Australia Telescope Large Area
Survey (ATLAS) 1.4 GHz radio survey which was completed in anticipation of the
EMU project, and has been observed to around the depth of the EMU project. e
1.4 GHz ux – measured by ATLAS – was combined with Infrared (IR) uxes from the
Spitzer Wide-area Infrared Extragalactic Survey (SWIRE), optical magnitudes from
the DES, and spectroscopic redshi measurements from the OzDES. Based on the
combined multi-wavelength catalogue, I create three datasets. Dataset A consists of
all sources with a spectroscopic redshi, with the sources with missing observations
included, and those missing values lled with the mean of that feature across the en-
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tire dataset. Dataset B is a subset of Dataset A, with those sources without complete
multi-wavelength photometry removed. Dataset C is a subset of Dataset B, with the
sources removed that have optical or IR photometry below the detection limits of all-
sky surveys. To test the generalisation of the algorithms across the sky, I use three
dierent training and test sets. Set 1 uses a training set randomly selected from the
dataset. Set 2 uses a training set made up entirely of sources from the European Large
Area ISO Survey-South 1 (ELAIS-S1) eld, with the test set made up from the Extended
Chandra Deep Field South (eCDFS) eld. Set 3 uses a training sample made up en-
tirely of sources from the eCDFS eld, with the test set made up from the ELAIS-S1
eld.
is thesis shows that traditionally simple ML algorithms like kNN and RFs can
provide acceptable redshi estimations on radio selected data, with the best results
coming from redshis binned to a lower resolution. By extending the algorithms
to suit the data, the kNN classication algorithm using the Largest Margin Nearest
Neighbour (LMNN) learned distance metric provided a decrease in the number of
outliers, reaching, an η0.15 outlier rate of ∼5%, with accuracies of σ∆z/(1+zspec ) ≈ 0.09.
Once completed, the EMU project is expected to have optical and IR counterparts
for ≈ 40% of the 70 million detected radio galaxies. By 2020, this is expected to in-
crease to ≈ 70% of the galaxies detected by the EMU project. is thesis shows that
the EMU project can be provided with reliable redshis for ≈ 95% of sources with op-
tical and IR photometry – ∼ 27 million sources when the EMU project is completed,
increasing to ∼ 47 million sources by 2020. is will enable many of the key science
goals of the EMU project to be completed.
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Chapter 1
Introduction
1.1 Redshi
Cosmological redshi is a measure of how spectral features – emission or absorption
lines – have been shied and stretched due to the expansion of the universe – demon-
strated in Figure 1.1 – analogous to ‘Doppler-shi’. e ‘Doppler-shi’ is the change
in frequency of a wave, dependant on the relative motion between the source and the
observer. e redshi phenomenon is characterised by Equation 1.1:
z =
λobserved − λemied
λemied
(1.1)
Where z is the redshi of the object, and λ is the wavelength of an emission or absorp-
tion feature – was rst observed by Hubble (1929). In a precise study of extra-galactic
nebulae (now known to be galaxies in their own right) with known distances mea-
sured from their luminosity, Hubble (1929) made the observation that these distant
objects also tend to have high radial velocity.
e recognition of redshi was paramount in the realisation that the Universe
is still expanding (Einstein and de Sier, 1932). It was not, as previously postulated
by Einstein (1917) temporally innite and spatially nite. is recognition was a
signicant step in understanding the Universe.
Knowing the redshi of an astronomical source is vital, as it gives a third di-
mension to the data since the distance to the source can be determined based on
the velocity of the source in comparison to the observer, and a chosen cosmological
model. Knowledge of this inferred distance is fundamental to our understanding of
the Universe, as it allows us to distinguish between nearby low-luminosity objects
like asteroids and distance high-luminosity objects like quasars. Redshi can also be
used to help constrain the mass of black holes (Salvato et al., 2011) and the distribu-
tion of Dark Energy (DE) and Cold Dark Maer (CDM) in the Universe (Camera et al.,
2012).
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Figure 1.1: Plot showing the eect of redshi on emission lines from an optical spec-
trum. e grey spectrum has been shied to its natural rest frame. e red spec-
trum has been redshied to a value of z = 0.5. Note that the red spectrum has been
stretched by the process. e dashed and doed lines show the shi of the Lyman-
alpha, Nitrogen-V and Carbon-IV emission lines in the rest frame and redshied spec-
trum. e spectrum has been taken from Abolfathi et al. (2018)
1.2 Multi-Wavelength Astronomy
Multi-wavelength astronomy is becoming more prevalent, as surveys across the
Electromagnetic (EM) spectrum cover the same elds. Multi-wavelength astronomy
can allow for much higher quality science to be completed, as it provides a clearer
picture of the physical processes behind each source. e expanded knowledge of
each source our knowledge of how our Universe has come to be.
Multi-wavelength astronomy consists of low photon-energy astronomy with ra-
dio astronomy, building up to Infrared (IR), optical, UltraViolet (UV), X-ray, and -
nally gamma-ray astronomy – demonstrated in Figure 1.2 and Table 1.1. While the
dierent astronomical regimes each oer a dierent view of the Universe – see Fig-
ure 1.4 for a view of the galactic plane at dierent wavelengths – they all combine
to form the complete picture. However, the entire spectrum cannot be viewed from
a single telescope. Figure 1.3 shows the dierent wavelengths that the Earth’s at-
mosphere absorbs, and hence these wavelengths must be observed with space-based
telescopes.
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Figure 1.2: Visualisation of the wavelength of dierent astronomical regimes. (Credit:
NASA’s Imagine the Universe1)
Figure 1.3: Visualisation of the atmospheric absorption at dierent astronomical
regimes. (Credit: NASA’s Imagine the Universe1)
1hps://imagine.gsfc.nasa.gov/science/toolbox/emspectrum1.html
2hps://imagine.gsfc.nasa.gov/science/toolbox/multiwavelength1.html
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Figure 1.4: Observations of the Milky Way at dierent wavelengths, provided by dif-
ferent astronomical regimes. (Credits: Radio: Haslam et al. (1982); IR: NASA; optical:
ESO/S. Brunier; X-ray: Max Planck Institute for Extraterrestrial Physics and S. L.
Snowden; gamma-ray: NASA/DOE/Fermi LAT Collaboration2)
1.2.1 Radio Astronomy
Radio astronomy is at the low-frequency end of Figures 1.2 and 1.3 and Table 1.1.
Radio astronomy uses specially designed receivers – with dishes to reect the sig-
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Table 1.1: Comparison of the features of dierent astronomical regimes. Presented is
the wavelength in metres, frequency in hertz, energy in joules and the temperature
of the source in kelvin for each regime. Credit: Mason et al. (2013)
Astronomical Wavelength Frequency Energy
Regime (m) (Hz) (J)
Radio > 1 × 10−3 < 3 × 1011 < 2 × 10−22
Infrared 7 × 10−7 − 1 × 10−3 3 × 1011 − 4 × 1014 2 × 10−22 − 3 × 10−19
Optical 4 × 10−7 − 7 × 10−7 4 × 1014 − 7.5 × 1014 3 × 10−19 − 5 × 10−19
Ultraviolet 1 × 10−8 − 4 × 10−7 7.5 × 1011 − 3 × 1016 5 × 10−19 − 2 × 10−17
X-Ray 1 × 10−11 − 1 × 10−8 3 × 1016 − 3 × 1019 2 × 10−17 − 2 × 10−14
Gamma-Ray < 1 × 10−11 > 3 × 1019 > 2 × 10−14
nal at higher frequencies – to detect radio emission from sources, made up of the
synchrotron radiation produced by particles accelerated by strong magnetic elds
in objects like Supernova Remnants (SNRs) and Supermassive Black Holes (SMBHs),
and thermal emission. Emission and absorption lines are also present at radio wave-
lengths, allowing astronomers to trace the formation of stars and galaxies in the Uni-
verse by searching for Atomic Hydrogen (HI).
Radio waves were rst detected from an astronomical source in 1932, when Karl
G. Jansky was investigating interference in transatlantic transmissions while working
at Bell Laboratories (Jansky, 1932), with the worst interference determined to coin-
cide with the passing of the Milky Way over his antennas (Jansky, 1933). Grote Reber
subsequently reported the rst true extragalactic radio source (Reber, 1944). While
these discoveries were among the rst in the radio regime, there was no great rush
to begin exploring this new-found parameter space. It wasn’t until the end of World
War II when ex-radar engineers formed groups in Cambridge, Manchester and Syd-
ney and applied their skills to the problem, that radio astronomy started to become
mainstream (Norris, 2017c).
e rst large-scale radio survey was completed in 1955, with the 2C survey cat-
aloguing 1936 discrete sources at 81 MHz (Shakesha et al., 1955). While it was later
found to contain many spurious sources (Mills, 1984), the 2C survey was the rst
radio survey to impact our understanding of the Universe seriously, ruling out (it
was claimed) the ‘Steady State’ theory (Ryle and Scheuer, 1955; Scheuer, 1957), and
paving the way for the current ‘Big Bang’ model. Modern radio astronomy has im-
proved the number of known radio sources from the 1936 sources discovered by the
2C survey, to currently ∼2.5 million sources (Norris, 2017c), primarily discovered by
the Faint Images of the Radio Sky at Twenty Centimeters (FIRST, Becker et al., 1995),
the Westerbork Northern Sky Survey (WENSS, Rengelink et al., 1997), the NRAO VLA
Sky Survey (NVSS, Condon et al., 1998), and the Sydney University Molonglo Sky Sur-
vey (SUMSS, Mauch et al., 2003) surveys. is is going to be improved upon again by
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the upcoming Evolutionary Map of the Universe (EMU) survey, which is expected to
produce a catalogue of ∼70 million sources at 1.4 GHz (Norris et al., 2011) across the
southern sky. e EMU project will be complemented by the Very Large Array Sky
Survey (VLASS) – the successor to the NVSS as the largest and deepest sky survey
in the northern hemisphere. e VLASS will use the newly upgraded expanded-Very
Large Array (eVLA) to survey the sky in 3 batches between 2 and 4 GHz, reaching a
sensitivity of 69µJy (Murphy and Vlass Survey Science Group, 2015). e MeerKAT
International GigaHertz Tiered Extragalactic Exploration Survey (MIGHTEE) survey
(to be completed using the MeerKAT telescope in South Africa) is surveying ∼20
deg2 between 900 and 1670 MHz to a depth of ∼1µJy, making it one of the deepest
radio surveys ever conducted (Jarvis et al., 2016). At lower frequencies, the Murchi-
son Wideeld Array (MWA, Tingay et al., 2013) has recently completed a southern
sky survey with the Galactic and Extragalactic All-sky MWA Survey (GLEAM) sur-
vey, cataloguing ∼300 000 sources over 30 000 deg2 between 72 and 231 MHz. e
LOFAR Two-metre Sky Survey (LOTSS) is the equivalent low-frequency survey be-
ing completed in the northern hemisphere using the LOw-Frequency Array (LOFAR,
van Haarlem et al., 2013), and aer its rst data release has catalogued 44 000 sources
over 350 deg2 between 120 and 168 MHz (Shimwell et al., 2017).
In preparation for the Square Kilometre Array (SKA) which is expected to be built
in the next 10–15 years (Dewdney et al., 2009; Norris et al., 2013), radio astronomy has
undergone an upgrade in order to test the technologies required for the SKA. New
telescopes in the form of the Australian Square Kilometre Array Pathnder (ASKAP,
Johnston et al., 2007, 2008; Norris et al., 2013, pictured in Figure 1.5) in Western Aus-
tralia, LOFAR across Europe, MeerKAT (the South African SKA Pathnder, Jonas,
2009; Holwerda et al., 2012) and the MWA in Western Australia (Lonsdale et al., 2009)
are all at least in their testing phases. Current telescopes are not being neglected, as
the Westerbork Synthesis Radio Telescope (WSRT) in the Netherlands has recently
been provided with a new Phased Array Feed (PAF) receiver system (Oosterloo et al.,
2009). e Multi-Element Radio Linked Interferometer Network (MERLIN) in Eng-
land has been almost completed upgraded and become extended-Multi-Element Ra-
dio Linked Interferometer Network (eMERLIN, Garrington et al., 2004) and the Very
Large Array (VLA) in the USA has received a major upgrade and become the eVLA
(Napier, 2006).
1.2.2 Infrared Astronomy
IR is one step below optical astronomy in energy and frequency – consequently one
step higher in wavelength, as shown in Figure 1.2 and Table 1.1. IR astronomy is typ-
3hps://www.icrar.org/our-research/ska/ska-precursors/
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Figure 1.5: e ASKAP in Western Australia. Credit: ICRAR3
ically broken down into 3 sub-bands – Near Infrared (NIR) (1µm to ∼25µm), Mid In-
frared (MIR) (∼25µm to ∼300µm) and Far Infrared (FIR) (∼300µm to ∼1000µm) (Smith,
1995, Section 5.1). However, the boundaries between the dierent IR sub-bands are
not well-dened, with the Spitzer Science Center placing their 3.6, 4.5, 5.8 and 8.0 mi-
cron lters in the MIR band, and their 24, 70 and 160 micron lters in the FIR band,
demonstrated in Figure 1.6.
IR astronomy uses similar telescopes to both optical and radio astronomy, with
NIR using similar telescopes as Earth-bound optical astronomy, MIR oen using the
similar telescopes as space-bound optical astronomy and FIR oen using similar tele-
scopes as radio astronomy. e location of telescopes used are largely due to the
amount of IR radiation absorbed in the atmosphere – as shown in Figure 1.3. e
absorption of IR radiation results in most FIR observatories being located at high al-
titude – like the James Clerk Maxwell Telescope (JCMT, Hills, 1985) and the United
Kingdom Infrared Telescope (UKIRT, Hewe et al., 2006) in Mauna Kea, Hawaii. MIR
to FIR telescopes like the Spitzer Space Telescope (SST, Gallagher et al., 2003), the
Wide-eld Infrared Survey Explorer (WISE, Wright et al., 2010) and the FIR Herschel
Space Observatory (Pilbra et al., 2010) need to be located in space.
e primary emission detected by the FIR regime is from cold interstellar dust
(Smith, 1995, Section 6.1.6). NIR emission tends to be the result of the same mecha-
nisms as the optical regime – mostly starlight – with MIR being a mix of NIR and FIR,
combined with emission from molecules and warm dust grains. Additionally, as the
wavelength of EM radiation increases, the interstellar dust becomes less opaque, giv-
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ing IR astronomy the unique ability to map dierent depths of dust – from optically
thick to optically thin. Finally, with the proximity to optical wavelengths, IR astron-
omy can identify a higher range of redshied objects, with the standard emission
lines used to place the object being redshied into the IR wavelengths.
IR light was initially named ‘caloric rays’ by William Herschel in 1800 when he
discovered that thermometers placed beyond the red spectrum of light aer a prism
has split it grew hoer than any other (Herschel, 1800). Once discovered; however,
there weren’t the technological advancements made to be able to begin studying the
Universe in IR seriously until the mid-twentieth century. It wasn’t until 1966 that
Johnson (1966) formalised the photometric bands for the IR wavelengths. In 1968, the
rst IR sky survey was conducted, with the Two-Micron Sky Survey (TMSS) discover-
ing ∼5 000 sources (Neugebauer and Leighton, 1969). In comparison, modern surveys
are detecting hundreds of millions of sources, with the WISE catalogue currently de-
scribing ∼563 million sources4 (Wright et al., 2010).
Much like radio astronomy, new telescopes are being planned that will pro-
pel the eld forward again, with the Large Synoptic Survey Telescope (LSST,
LSST Science Collaboration et al., 2009), expecting rst light in 2019, the James Webb
Space Telescope (JWST, Clampin, 2011) (pictured in Figure 1.7) expecting to be
launched in 2019/2020, the Giant Magellan Telescope (GMT, Johns et al., 2012), ex-
pecting rst light to be 2024, and the Wide Field Infrared Survey Telescope (WFIRST,
Goullioud et al., 2012), expecting to be launched mid 2020’s.
Figure 1.6: Visual representation of the optical, NIR, MIR and FIR bands, with the pri-
mary emission mechanism at the given wavelengths marked. Credit: Spitzer Science
Center5
4hp://wise2.ipac.caltech.edu/docs/release/allsky/
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Figure 1.7: An artists impression of the JWST. Credit: NASA6
1.2.3 Optical Astronomy
e vast majority of what optical astronomy observes is starlight. Optical astronomy
is the oldest astronomical regime, and is possible because the human eye evolved in
response to light from stars, like our sun. Starlight is what Hipparchus saw when he
designed the rst magnitude system in the rst century BCE. It was another ∼300
years until the rst optical survey was completed entirely by eye (Smith, 1995, Sec-
tion 2.2).
e dominant model of the Universe was geocentric until the late 16th century,
placing the Earth at the centre. Copernicus (1543) put forward the heliocentric model,
placing the Sun at the centre. While this heliocentric model still placed the bounds
of the Universe at our Solar System, it was a step forward and was supported by
observational data in 1610, when Galileo used one of the rst telescopes for astronomy
(Galilei, 1610).
Both the geo- and helio-centric models place the bounds of the known Universe
at the edge of the Solar System, with the stars being on the surface of the sphere
that was the known Universe. ese ideas were slowly overturned by the observa-
tional advances brought by new telescopes, with the new theory being put forward
by Newton (1687) of an innite universe, set in a ‘steady state’, neither expanding nor
5hp://www.spitzer.caltech.edu/images/2627-sig07-011-e-Spitzer-Space-Telescope-Spectrum
6hps://www.ickr.com/photos/nasawebbtelescope/16678793810/in/album-72157624413830771/
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contracting. is ‘steady state’ model remained in place until the early to mid 20th
century, where further observational data proved the Universe was expanding – with
this process described in Section 1.2.1.
Given the maturity of optical astronomy compared to all other regimes, optical
astronomy has had many high performing telescopes. Oen Earth-based optical tele-
scopes can be re-purposed with new hardware, and can continue to serve the com-
munity. Telescopes like the Anglo-Australian Telescope (AAT) housing the AAOmega
Multi-Object spectrograph (Saunders et al., 2004), the Hubble Space Telescope (HST,
Bahcall, 1986), the Sloan Digital Sky Survey (SDSS) telescope at the Apache Point
Observatory (APO, York et al., 2000; Gunn et al., 2006), the Subaru Telescope (Kaifu,
1998) and the Very Large Telescope (VLT, Arnaboldi et al., 1998) have been serving
the optical astronomy community for many years. ese will be complemented by
the Large Synoptic Survey Telescope (LSST, LSST Science Collaboration et al., 2009)
due to see rst light in 2019, the James Webb Space Telescope (JWST, Clampin,
2011), due to be launched 2019/2020 and the Extremely Large Telescope (ELT,
Gilmozzi and Spyromilio, 2007) due to see rst light 2024.
e largest optical survey is currently the SDSS, having begun data collection in
2000. e SDSS covers the entire northern sky, with ∼900 million sources7catalogued
across ∼32 000 square degrees7 (Abolfathi et al., 2018). e southern sky counterpart
to the SDSS is currently the SkyMapper Southern Sky Survey, being completed using
the SkyMapper telescope at the Siding Springs observatory in Coonabarabran, Aus-
tralia (Keller et al., 2007). e SkyMapper Southern Sky Survey has completed its rst
shallow survey, observing >98% of the southern sky in u, v, g, r, i, z bands (visualised
in Figure 1.9), covering ∼20 000 deg2 and ∼285 million unique astrophysical objects
(Wolf et al., 2018).
1.2.4 High Energy Astronomy
High energy astronomy typically consists of the X-ray and gamma-ray regimes, and
are still in their formative stages when compared to optical, IR and radio astronomy.
High energy astronomy can be signicantly more dicult to observe. X-ray emis-
sion is completely blocked by the Earth’s atmosphere, and gamma-ray sources are
only able to be detected indirectly from Earth in the form of Cherenkov light – the
EM extensive air shower that occurs when a suciently high energy photon enters
the Earth’s atmosphere (Hofmann and e H.E.S.S. Collaboration, 2000). e high-
energy regimes both require extreme conditions to accelerate particles to high energy,
making detections much less common. Much like IR astronomy, the high energy
regime makes use of space-based telescopes to avoid the absorption of intervening
7hps://www.sdss.org/dr14/scope/
8hps://www.lsst.org/about/tel-site
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Figure 1.8: An artists impression of the 8.4m LSST on the Cerro Pacho´n ridge in north-
central Chile. Credit: LSST Corporation8
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Figure 1.9: e lter transmission curves used when measuring photometry by the
SkyMapper in u, v, g, r, i, z bands. Credit: Bessell et al. (2011)
emission by the atmosphere. Astronomical objects like SNRs, SMBHs, Active Galac-
tic Nuclei (AGNs) and neutron stars are typical sources of high energy particles.
High energy astronomy began seriously in the 1960’s, with the rst extragalactic
X-ray source detected by a simple detector on a rocket (Giacconi et al., 1962). While
11
rockets and balloons were used temporarily, it was a further 13 years until a long-
term solution in the form of a space-based telescope was launched for the high en-
ergy regime; the COS-B gamma-ray observatory, launched in 1975 (Bignami et al.,
1975). It was followed shortly by the Einstein X-ray Observatory launched in 1979
(Giacconi et al., 1979).
ere have been multiple instruments since the rst generation of high energy
telescopes. In space, X-ray astronomers have had the use of ROentgen Survey with an
Imaging Telescope Array (ROSAT, Pfeermann et al., 1987) and the Advanced Satel-
lite for Cosmology and Astrophysics (ASCA, Antunes et al., 1994) among others, and
now have the Chandra X-ray Observatory (CXO, Weisskopf et al., 2000) and X-ray
Multi-Mirror Mission (XMM-Newton, Jansen et al., 2001).
Gamma ray astronomy has had both space based telescopes like the 3rd
High Energy Astronomy Observatory (HEAO 3, Mahoney et al., 1980) and
the Compton Gamma Ray Observatory (CGRO, Gehrels et al., 1992), and
Earth based telescopes like the High Energy Stereoscopic System (H.E.S.S,
Hofmann and e H.E.S.S. Collaboration, 2000), the Very Energetic Radiation
Imaging Telescope Array System (VERITAS, Krennrich et al., 2004) and the Major
Atmospheric Gamma Imaging Cherenkov (MAGIC, Mirzoyan, 2005) telescope.
Surveys conducted under the high energy astronomy regimes have had a much
smaller impact than the lower energy astronomy regimes, when comparing the num-
ber of sources discovered – primarily due to the lack of sources that can accelerate
particles to the extreme energies. One of X-ray’s rst surveys covered the Cygnus
region, discovering 8 sources (Giacconi et al., 1967), with the 2CG survey – gamma-
ray astronomy’s rst survey – discovering 25 (Swanenburg et al., 1981). In compar-
ison, modern surveys in the Extended Chandra Deep Field South (eCDFS) survey
(Lehmer et al., 2005) and XMM-Newtown Wideeld Survey in the COSMOS eld
(Allevato et al., 2011) – both recent X-ray surveys which catalogued 593 and 795
sources respectively, and the recent H.E.S.S galactic plane survey, which catalogued
196 high energy gamma-ray sources (H.E.S.S. Collaboration et al., 2018).
Upcoming X-ray telescopes include the extended ROentgen Survey with an Imag-
ing Telescope Array (eROSITA, Merloni et al., 2012), expecting to launch in 2018/2019,
and the Advanced Telescope for High ENergy Astrophysics (ATHENA, Barcons et al.,
2012), expecting to launch in 2028. Gamma ray astronomy is expecting the Cherenkov
Telescope Array (CTA, Cherenkov Telescope Array Consortium et al., 2017) (pictured
in Figure 1.10) to be complete in 2025, and the e-ASTROGRAM (Tatische et al., 2016)
space telescope to be launched in the 2030’s.
9hps://www.cta-observatory.org/project/technology/lst/
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Figure 1.10: An artists impression of the CTA9
1.3 Multi-Messenger Astronomy
Multi-messenger astronomy includes not just the observation of EM radiation in
Multi-Wavelength Astronomy, but high-energy particles like neutrinos, cosmic rays,
and Gravitational Waves. High-energy particle physics will not be discussed at length
in this thesis, with a brief overview provided only for completion.
Of the high-energy particles to be examined, neutrinos are the best observed and
explained. Neutrinos are extremely low mass, high energy, don’t carry an electric
charge, and travel almost at the speed of light. ese factors all combine to create a
particle that rarely interacts with other particles, making them dicult to observe.
Due to the sensitivity required to detect these rare collisions, neutrino detectors must
be built below ground, underwater or deep in ice. e main detectors used by neutrino
astronomy have been the Irvine-Michigan-Brookhaven (IMB) project built in 1981 in
a salt mine in Ohio, America (Braon et al., 1981), the Kamiokande (and the subse-
quently upgraded Super-Kamiokande) built in 1983 in Japan, the Astronomy with a
Neutrino Telescope and Abyss environmental RESearch (ANTARES) project built in
2008 in the Mediterranean Sea (Montaruli, 2006) and the IceCube Neutrino Observa-
tory in 2010 in Antarctica (Achterberg et al., 2006). Both the Kamiokande and the IMB
project simultaneously observed neutrinos from SN1987A – a supernova in the Large
Magellanic Cloud (Braon et al., 1988; Hirata et al., 1988). e second extra-galactic
neutrino source was discovered recently by the IceCube Neutrino Observatory, nd-
ing the source was a blazar (a quasar with its relativistic jets pointed towards Earth)
at a redshi of 0.34 (Aartsen et al., 2018a,b).
Cosmic rays are high energy particles discovered in the early 1900’s (Wulf, 1909;
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Pacini, 1912), and found to be from extra-galactic sources by repeating observations
during an eclipse (Hess, 1912). One hundred years later using the Fermi Large Area
Telescope, Ackermann et al. (2013) conrmed that SNRs were one of the sources of
cosmic rays, although it is noted that SNRs cannot be the only source of these high
energy particles. Unlike neutrinos, astronomers haven’t had any problems detecting
cosmic rays. e diculty with cosmic rays is nding the source. Cosmic rays are
primarily high-energy protons. e charged nature of cosmic rays allows their tra-
jectory to be modied by a magnetic eld, making the original path near impossible
to track.
Gravitational Waves are ripples in the curvature of spacetime caused by the ro-
tation of high-mass binary systems, typically binary black hole systems. Gravita-
tional Waves were rst proposed by Poincare´ (1905) and later predicted by Einstein
in the General eory of Relativity (Einstein, 1916, 1918). Gravitational Waves are
the most recently observed in the multi-messenger regime, with less than 10 Gravi-
tational Wave events measured since the rst in late 2015 (Abbo et al., 2016).
1.4 Current Methods of Measuring Redshi
Redshi is currently measured and estimated in a number of ways. ese methods
will be discussed in the following subsections.
1.4.1 Spectroscopy
e gold standard of redshi measurement is through spectroscopy. Spectroscopy
is the process of taking high wavelength-resolution observations of an object, and
identifying the emission and absorption lines (an example is given in Figure 1.1, with
the Lyman-α , Nitrogen-V and Carbon-IV identied with black vertical lines). One of
the methods of determining the redshi from this is by using Equation 1.1, compar-
ing the wavelength of the detected emission and absorption lines with the unshied
wavelength of the emission or absorption line.
Optical spectroscopy is discussed in Subsection 1.4.1.1. Radio spectroscopy fol-
lows in Subsection 1.4.1.2. Methods of redshi estimation follow, with Photometric
template ing in Subsection 1.4.2 and Radio Spectral Energy Distribution (SED) t-
ting in Subsection 1.4.3.
1.4.1.1 Optical Spectroscopy
Optical spectroscopy is the primary method of obtaining reliable redshi measure-
ments. e rst large accurate spectroscopic redshi survey was the Center for As-
trophysics (CFA) Redshi Survey, undertaken in 1979, with Tonry and Davis (1979)
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using a diraction grating similar to Figure 1.11 to split the light from the CFA Photon
Counting Reticon Detector on the Mt. Hopkins 60” telescope. At the time, the CFA
Redshi Survey was able to produce a single spectroscopic redshi every 10-40 min-
utes, depending on the surface brightness of the source, with the survey reaching a
depth of 14.5m. Over the ∼150 nights allocated to the survey, Tonry and Davis (1979)
were able to produce almost 3000 redshis.
Technological advancements have since allowed for Multi-Object Spectroscopy
(MOS), vastly increasing the depth at which objects can be measured, as well as the
number of objects that can be measured simultaneously, while still observing each
source for 10-40 minutes. Surveys like the SDSS (York et al., 2000) and 2dF Galaxy
Redshi Survey (2dFGRS, Colless et al., 2001) have both been running for multiple
years now, with the SDSS having released its 14th data release, resulting in ∼3 million
redshis having been measured in the past 18 years (Abolfathi et al., 2018) out to
a redshi of z = 6 (Jiang et al., 2016), and the 2dFGRS having measured ∼250 000
redshis over the 5 years the project ran10 using the 2-degree Field Facility at the
AAT (Lewis et al., 2002). e 2-degree Field (2dF) Multi-Object Spectrometer allowed
for up to 400 objects to be spectroscopically measured simultaneously, within a 2 deg2
eld.
e Australian Dark Energy Survey (OzDES) is a spectroscopic follow up to
the Dark Energy Survey (DES) using the AAOmega Multi-Object spectrograph
(Saunders et al., 2004) at the AAT. e AAOmega spectrograph was an upgrade to
the 2dF Multi-Object Spectrometer, giving higher resolution and coverage. Aer 3
years the OzDES has measured almost 18 000 redshi measurements (Childress et al.,
2017). e OzDES is on track to measure over 30 000 spectroscopic redshis by the end
of its 6-year life (Childress et al., 2017). Looking forward, the Taipan Galaxy Survey
using the new Taipan instrument on the newly refurbished 1.2m UK Schmidt Tele-
scope at the Siding Spring Observatory, Coonabarabran, Australia is beginning in the
coming year and is expected to provide another 2 million spectroscopic redshis out
to a redshi of z = 0.4 (da Cunha et al., 2017). e Wide Area Vista Extragalactic
Survey (WAVES) using the 4-metre Multi-Object Spectroscopic Telescope (4MOST,
de Jong et al., 2014) is expecting to provide up to 2.5 million spectroscopic redshis
across the majority of the southern sky out to a redshi of z = 1.5 (Driver et al., 2016).
1.4.1.2 Radio Spectroscopy
e frequency-based resolution of radio astronomy is typically limited by the size
of the resultant data, with high frequency-resolution data quickly becoming dicult
to manage if high bandwidth is required. Radio telescopes are typically capable of
10hp://www.2dfgrs.net/Public/Survey/statusnal.html
11hp://www.atnf.csiro.au/outreach/education/senior/astrophysics/spectrographs.html
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Figure 1.11: An example of an optical spectrograph, showing light being from a tele-
scope being passed through a slit to be split using a diraction grating before being
recorded by a detector. Credit: Australian Telescope National Facility (2004)11
resolutions in the scale of Hertz. However, unless detail on specic spectral features
is sought aer, high frequency-resolution in continuum studies doesn’t provide any
more information, at the cost of a larger dataset.
With telescopes like the ASKAP and the SKA enjoying incredibly large elds of
view on the horizon (Johnston et al., 2008; Dewdney et al., 2009; Norris et al., 2011),
the ability to observe large areas of the sky simultaneously means radio spectroscopy
can become a more useful tool in measuring redshi.
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Surveys like the HI Parkes All Sky Survey (HIPASS, Barnes et al., 2001) have been
completed in the past, nding HI spectra for ∼5 000 sources over the complete sky.
is is expected to be greatly improved upon by the upcoming Wideeld ASKAP L-
band Legacy All-sky Blind surveY (WALLABY, Duy et al., 2012), which will observe
three-quarters of the sky at 21-cm, imaging the HI in the local universe. By imaging at
this range, the WALLABY will capture the HI emission and absorption lines, thereby
directly measuring the redshi of the galaxies where these lines are detected, up to a
redshi of z = 0.2 (Duy et al., 2012).
1.4.2 Photometric Template Fitting
Photometric template ing makes use of a much lower resolution SED (measure-
ments taken of an object’s spectrum) – typically less than 30 lter bands instead of a
SED measured from hundreds or thousands of data points. ese lter bands provide
a rough estimate of the SED shape and can be compared with templates of known
object type and redshi to produce a Photometric redshi (photo-z).
Baum (1957) was the rst to aempt this method of determining cosmological
distance, realising that there was a signicant region of unexplored territory between
the spectroscopic limit and the faintest galaxies detectable by photography. e main
caveat that Baum (1957) found, however, was that for the photometric concept to
work, the galaxies being compared need to be of the same type. At the time, that
meant comparing them directly to the tuning fork classication scheme designed by
Hubble (1927) – pictured in Figure 1.12. Specically, the galaxies that were classied
as elliptical (E0–E7 in Figure 1.12) would need to be carefully classied, since those
that were also of lower luminosity tended to have aer and broader peaks than those
of higher luminosity. If not accounted for, these dierences would give false photo-zs.
Work on photo-zs has progressed, with Loh and Spillar (1986) providing one of the
rst formal tests of the photometric template ing method. By using 6 lter bands
within the optical range, Loh and Spillar (1986) estimated the redshi of galaxies with
spectroscopic redshi, nding that when separated into red and blue galaxies there
were only 2 of the 37 objects with an incorrect redshi.
Currently, there are many photometric template ing methods implemented,
withhyperz (Bolzonella et al., 2000) being the rst signicant implementation. Bayesian
Photometric Redshi Estimation (BPZ, Bentez, 2000) was an alternative method at the
same time, using Bayesian statistics instead of χ 2 ing. One of the signicant dif-
ferences between hyperz and BPZ is the way they deal with dust – BPZ deals with
it internally, while hyperz treats it as a free parameter. Following these precursors,
there was Zurich Extragalactic Bayesian Redshi Analyzer (ZEBRA, Feldmann et al.,
2006) which built its set of templates from a training set of spectroscopic redshis, im-
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proving accuracy as long as the training set covered the required redshis and galaxy
types. Easy and Accurate Redshis from Yale (EAZY, Brammer et al., 2008) combined
basic templates with templates created on the y. e LePhare (Arnouts and Ilbert,
2011) code is one of the later implementations, including emission lines in the ing
of the SEDs, allowing for much higher accuracy when there is high-quality photom-
etry. However, all photometric template ing methods suer from the same faults
– without having IR coverage for objects, the solutions found are prone to failure
on AGNs (Salvato et al., 2018). is failure is due to the emission from the Black
Hole (BH) at the centre of the galaxy being confused with the emission from the host
galaxy, oen causing catastrophic failures at low-redshi. is eect is further ex-
acerbated for radio-loud AGNs, where there are few templates designed to t these
objects – objects that will make up a signicant portion of high-redshi sources in
the EMU survey (Norris et al., 2011).
All currently available photometric template ing implementations have their
use cases, and while the end goal is always to estimate photo-zs, each has been opti-
mised in a dierent manner (Salvato et al., 2018).
1.4.3 Radio Spectral Energy Distribution
e SED of an astronomical source changes over frequency, with the change depen-
dent on redshi. For some objects – particularly dusty galaxies – the radio (at 1.4 GHz)
to IR (at 350 GHz) Spectral Index (α ) has been shown to be a good indicator of redshi
(Carilli and Yun, 1999). Yun and Carilli (2002) then showed that this indicator could
be improved by using the entire SED, rather than just the α . e concept of using the
IR SED was used again by Chakrabarti and McKee (2008), who showed that just the
IR SED was enough to indicate the redshi of dusty galaxies with acceptable errors.
Other objects like Gigahertz Peak Spectrum (GPS) and Compact Steep Spectrum
(CSS) sources also have SEDs that correlating with redshi. GPS and CSS radio
sources are radio galaxies with generally well-dened peaks in their SED, with CSS
sources peaking around a few hundred MHz, and GPS sources typically peaking in
the 1–10 GHz range (O’Dea, 1998; Orienti, 2016; Collier, 2016; Orenstein et al., 2018).
ese peaks are expected to be correlated with redshi, and as such may be used to
estimate the redshi of the source (Norris, 2017a).
1.5 Survey Science
Surveys in astronomy have been aempted for the past two thousand years, with
each consecutive survey looking deeper, wider, or at a dierent wavelength of EM
12hps://www.spacetelescope.org/images/heic9902o/
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Figure 1.12: A reproduction of Edwin Hubble’s tuning fork galaxy classication
scheme. Hubble classied all galaxies into 4 distinct groups (Hubble, 1927). e rst,
along the main branch is the Elliptical galaxies, with the E number relating to how
elliptical it was as a ratio between its semi-major and semi-minor axis, omiing the
decimal places. Along the top branch are the standard spiral galaxies, with the lower
case character denoting how tightly wound the spiral is. e boom branch is similar
to the top, however they have a bar in the center of the spiral. Irregular galaxies do
not t on this ‘tuning fork’. Credit: NASA and ESA12
radiation, all in an aempt to understand what the Universe is, and how it came
to be. Beginning with optical surveys, astronomers began cataloguing starlight: its
position and how bright it was compared to other bright stars – a measurement that
came to be known as magnitudes (Smith, 1995, Chapter 2, Section 2). is evolved
into how bright it was in smaller lter bands, providing multiple measurements per
object. Finally, astronomers began branching beyond optical astronomy post-WWII
and began re-observing the sky at dierent wavelengths and in the case of radio
astronomy and through the use of space-based telescopes, at times of day that hadn’t
been possible before.
Surveys like the EMU project (Norris et al., 2011) using the ASKAP in the com-
ing years will bring together researchers from around the world to work on a single
project – the mapping of radio continuum of the entire southern sky, to a sensitivity
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currently only matched by small, deep radio studies. e closest survey of this type
in radio astronomy in the northern hemisphere is the NVSS, which has catalogued
1.8 million radio sources13 (Condon et al., 1998) over ∼34 000 deg2 of the ∼2.5 mil-
lion known radio sources (Norris, 2017c). In the southern hemisphere, the SUMSS
(Bock et al., 1999) surveyed a total of 7 000 deg2 and resulted in ∼211 00014 sources
catalogued (Mauch et al., 2003)
e EMU project will cover a similar area of the sky as the NVSS (demonstrated in
Figure 1.14). However, due to a combination of technical advancements – primarily
the PAF – the EMU project will be∼45 times more sensitive, and have 4.5 times higher
angular resolution. is results in an expected increase from ∼1.8 million sources de-
tected by the NVSS to ∼70 million sources detected by the EMU project (Norris et al.,
2011), vastly increasing the number of known radio galaxies (demonstrated in Fig-
ure 1.15).
Ekers (2009) concluded that the signicant discoveries in radio astronomy have
in large been serendipitous discoveries, as opposed to predicted (with the number of
signicant discoveries in radio astronomy ploed against the decade it was discovered
in Figure 1.13). With new surveys exploring regions of unobserved parameter space
– either in depth of observations, width, or wavelength – it is likely that Figure 1.13
will grow further serendipitously (Norris, 2017b).
e EMU project will play a much more signicant role in multi-wavelength stud-
ies than previous radio surveys, with the sensitivity being reached allowing for the
study of a higher number of Star Forming Galaxys (SFGs) and radio-quiet AGNs -
sources that will be detected in higher numbers due to the sensitivity of the EMU
project (Norris et al., 2011).
Key science goals of the EMU project taken from Norris et al. (2011);
EMU Collaboration (2018) include:
• Providing the EMU Value-Added Catalogue (EVACat) - enhanced data products
for the EMU consortium including cross-identications, redshi estimates and
the classication of galaxies (SFG or AGNs);
• Measuring the fundamental cosmological parameters, such as the evolution of
dark energy, the structure of the noise from the Big Bang, and whether general
relativity is still supported over large distances;
• Detecting relativistic plasma (and magnetic elds) associated with low density
regions of the cosmic web, namely laments of galaxies and the very periph-
eries of massive galaxy clusters;
13hps://www.cv.nrao.edu/nvss/
14hp://www.astrop.physics.usyd.edu.au/sumsscat/news.html
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Figure 1.13: e number of major discoveries in radio astronomy between 1930 and
1990, classied as either predicted or serendipitous, showing those that are discovered
serendipitously occur more oen than those that are predicted. Adapted from Ekers
(2009)
• Measuring the radio emission from clusters, both from the galaxies and from
diuse emission, to understand the physics of galaxy clusters and large scale
structure;
• Deriving the Cosmic Star Formation History and growth of stellar mass density
for galaxies as a function of their mass, environment, colour, halo-central vs
satellite;
• Understanding how SMBHs evolve over cosmic time and how they inuence
the evolution of the host galaxy;
• Studying of radio AGNs in the Epoch of Reionisation to nd the earliest radio
galaxies and use them to probe the early Universe;
• Studying of radio-quiet AGNs to understand the radio emission mechanism and
their contribution to the extragalactic ecosystem;
• Identifying binary SMBHs to help us understand the formation and evolution
of SMBHs;
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Figure 1.14: e sky area observed vs the sensitivity of the survey in modern radio
surveys. e dashed line represents the boundary of current surveys and roughly cor-
responds to a few months on one of the leading international radio telescopes. e
symbols indicate the type of telescope used to make the survey as follows: red circle:
single dish, light blue square: non-synthesis interferometer array, blue plus: conven-
tional synthesis array, light green triangle: a phased array, dark green diamond: a
synthesis array using phased-array feeds, orange star: a cylindrical telescope. Credit:
Norris (2017c)
• Examining of the local Universe to explore galaxy evolution using detailed stud-
ies of nearby galaxies ;
• Studying of the Galactic Plane to discover new supernova remnants, radio stars,
planetary nebulae, and star formation region, and use them to understand the
evolution of our Galaxy;
• Discovering the unexpected with the Wideeld ouTlier Finder (WTF) project
(Norris, 2017b);
• Studying galaxy processes and stellar evolution using the Magellanic Clouds -
our nearest neighbours.
In almost all of the key science goals of the EMU project, knowledge of an astro-
nomical source’s redshi, and therefore age and distance is vital.
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Figure 1.15: e increase in the number of radio sources detected by extragalactic
radio surveys, from the birth of radio astronomy to the next-generation surveys. Sur-
veys with less than 1000 sources are omied except for those in the early days of
radio astronomy. e symbols indicate the type of telescope used to make the survey
as follows: red circle: single dish, light blue square: non-synthesis interferometer ar-
ray, blue plus: conventional synthesis array, light green triangle: a phased array, dark
green diamond: a synthesis array using phased-array feeds, orange star: a cylindrical
telescope, purple cross: anything else. Credit: Norris (2017c)
1.6 Problems with Current Methods
While the best option would be to use optical spectroscopy for all sources, it requires
a signicant amount of time dwelling on single sources (or in the case of MOS, up to
hundreds of sources) before a redshi measurement can be completed. Newman et al.
(2015) has noted that current deep spectroscopic surveys fail to yield reliable redshis
from 30–60% of measured spectra. For a survey the size of the EMU project, with ∼70
million sources where the mean redshi is expected to be z > 1 (Norris et al., 2011),
spectroscopic redshi measurements will not be feasible for more than a few percent
of sources.
As an alternative to optical spectroscopy, the WALLABY survey will run concur-
rently with the EMU project on the ASKAP and will produce a valuable set of redshis
for galaxies in the local Universe. However, WALLABY is expecting to measure red-
shis up to z = 0.2 (Duy et al., 2012) – far below the estimated mean redshi of the
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EMU project.
Redshis measured using photometric template ing can be highly accurate,
reaching accuracies of σ∆z/(1+zs ) = 0.012. However, that accuracy requires high-
quality photometry and many lter bands from optical, NIR and MIR (Ilbert et al.,
2009) – levels of photometry that will not be possible for the vast majority of sources.
Additionally, without beer templates to use for radio-AGNs, a signicant proportion
of EMU sources would result in false estimates. Norris et al. (2018) has shown that
when using photometry of reduced depth and coverage, the errors in photometric
redshi get far worse.
Radio to IR SEDs can be a good indicator of redshi (Carilli and Yun, 1999;
Yun and Carilli, 2002; Chakrabarti and McKee, 2008). Like optical spectroscopy, how-
ever, the number of SEDs possible to obtain in a timely fashion will not be accept-
able, with the IR component of the SED dicult to obtain with space-based IR tele-
scopes not having the time to do complete sky surveys when they aren’t originally
planned. Additionally, with the class of astronomical objects called Infrared-Faint Ra-
dio Sources (IFRSs) discovered by Norris et al. (2006), there is an entire class of objects
where this method is not possible.
With the majority of the science goals relying on redshi measurements for the
sources, current methods are not able to provide an answer. In most cases, the science
goals do not need a high-resolution redshi measurement – most can be roughly
binned. In some cases - like Key Science Project 2, the redshi of radio sources from
the EMU project will only need to binned into 3-5 values for the measurement of the
noise in the Universe from the EMU project to be beer than dedicated telescopes
being built (Raccanelli et al., 2015), demonstrated in Figure 1.16.
1.7 Machine Learning in redshi estimation
Machine Learning (ML) provides us with automated methods of determining relation-
ships between data. ML tasks consist of classication, clustering, regression, tran-
scription, synthesis and anomaly detection. With the growth of data in all astronom-
ical regimes, there has been a concerted push towards nding ML based solutions to
problems traditionally solved by manually processing small batches of data.
e eld of ML is broad, with Neural Networks (NNs) having particular success
in image processing – for example, Ciregan et al. (2012) showed that it was possible
for computers to recognise trac signs with an accuracy around twice as high as
humans. Taigman et al. (2014) later showed that computers could recognise human
faces almost as accurately as humans. Shortly aer, He et al. (2016) generalised this,
producing similar errors with general image recognition.
Astronomy has also used ML techniques to great result. Baron and Poznanski
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Figure 1.16: e eect of having redshi measurements in bins on the measurement
of non-gaussianity - the structure of the noise from the Big Bang - in the Universe
(lower is beer), when compared to the SKA, Planck and Euclid projects. In the 2 bin
case, the bins would be 0 < z < 1 and 1 < z < 5. e 3 (low-z) bin case would be
0 < z < 0.5, 0.5 < z < 1 and 1 < z < 5. e 3 (high-z) bin case would be 0 < z < 1,
1 < z < 2 and 2 < z < 5. e 5 bin case would be 0 < z < 0.5, 0.5 < z < 1,
1 < z < 1.5, 1.5 < z < 2 and 2 < z < 5. Credit: Raccanelli et al. (2015)
(2017) were able to use Random Forests (RFs) as an outlier detector, reporting hun-
dreds of outliers that were genuinely ‘odd’ sources that hadn’t been picked up by
dedicated algorithms. Zevin et al. (2017) used NNs to help characterise noise in the
detection of Gravitational Waves at the Laser Interferometer Gravitational-Wave Ob-
servatory (LIGO). NNs (Lukic et al., 2018; Wu et al., 2018) and Self-Organised maps
(Geach, 2012; Polsterer et al., 2015; Galvin et al., 2018; Ralph et al., 2018) have been
used to visualise and classify galaxy morphology.
Due to the breadth of research in ML, this thesis will only discuss ML in detail
within the context of redshi estimation.
1.7.1 Neural Networks
NNs were some of the rst ML based techniques imagined (McCulloch and Pis,
1943), as well as being some of the rst and most prevalent ML based techniques
used to estimate redshi.
NNs have been modelled on the human brain, with a number of simulated ‘neu-
rons’ set up in a graph as shown in Figure 1.17. Deep NNs have many more hidden
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layers, with those in the hidden layers initialised with a set of weights and biases
(Bishop, 1995). e network is trained by passing the data through the network, gen-
erating a prediction, and back-propagating the error (calculated using a loss function
minimised using a form of gradient descent (Kelley, 1960; Dreyfus, 1962; Amari, 1967;
Director and Rohrer, 1969)) through the network (LeCun, 1985; Rumelhart et al., 1986;
LeCun et al., 1988; Werbos, 2006).
e work of Firth et al. (2003) was the precursor to what has been a large push
by the astronomical community to use NNs to estimate redshi. In almost all cases,
the NNs were trained and tested on various data releases from the SDSS. e use
of the SDSS datasets has generally limited the data sets to a redshi of z < 0.8
for the early tests (Firth et al., 2003; Tagliaferri et al., 2003; Collister and Lahav, 2004;
Brodwin et al., 2006; Oyaizu et al., 2008; Hoyle, 2016; Sadeh et al., 2016) with the latest
eorts using the SDSS having the redshi range extended to z < 1 for galaxy popu-
lation studies (Cavuoti et al., 2017; Samui and Samui Pal, 2017). e quasar selected
dataset used by Pasquet-Itam and Pasquet (2018) from the SDSS contains redshi val-
ues of z < 4. In all cases, researchers using the SDSS use the optical magnitudes in
u, g, r, i and z bands, selecting only those sources with complete optical photometry
and a spectroscopically measured redshi. Hoyle (2016) was one of the few studies
using images taken by the SDSS - all others use the measured photometry. Bonne
(2015) used a dataset similar to the SDSS, but using the Canada-France-Hawaii Tele-
scope Legacy Survey (CFHTLS). e CFHTLS provided Bonne (2015) with the same
u, g, r, i and z optical bands. However, spectroscopic redshis need to be sourced
from other surveys, and resulted in a dataset out to a redshi of z < 2. In most cases,
the data sets used numbered in the tens- to hundreds of thousands of sources - the
sole exception being the quasar selected data set of Pasquet-Itam and Pasquet (2018)
which contained 9 000 sources.
Other studies have used deep observations using multiple photometry bands from
UV to MIR, making use of between 15 (Cavuoti et al., 2015) to 18 (Cavuoti et al., 2012)
photometric bands. In both cases, the number of sources detected is much smaller -
less than 4 000 sources with complete photometric coverage in total - than using a
dataset built solely on the SDSS. However, the redshi range is much higher, going
out to a redshi of z < 6.
All studies have shown that using NNs is an acceptable method of estimating the
redshi of their given dataset. In all cases, the data are complete, without missing
values and with close to uniform redshi coverage in the chosen range.
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Figure 1.17: An example of a simple NN architecture, with n input features, a single
hidden layer with p nodes and a single output value – z. Credit: Firth et al. (2003)
1.7.2 Random Forests
Random Forests are based on a Decision Tree (DT) architecture (depicted in Fig-
ure 1.18), where a series of questions get asked by the algorithm to provide a class
for each observation. DTs are structured like a tree, beginning with a single ‘root’
node at the top, branching downwards, asking questions of selected variables until
there is a clear, single class that can be decided upon. is single classication takes
place at the base of the tree in the ‘leaves’. e DT architecture was rst described in
1963 as a method of processing survey data (Morgan and Sonquist, 1963) and was fur-
ther formalised by inlan (1987). It wasn’t until 1996 that the concept of ‘bagging’
(Breiman, 1996) was applied to DTs, allowing many DTs to be combined to ‘vote’ for
specic classes, leading to the concept of a RF (Ho, 1995; Breiman, 2001).
RFs have both been the subject of study in astronomy (Carliles et al., 2008, 2010;
Zitlau et al., 2016; Mountrichas et al., 2017), as well as being used as a benchmark-
ing tool in the study of NN architectures (Cavuoti et al., 2012, 2015; Hoyle, 2016;
Sadeh et al., 2016; Cavuoti et al., 2017; Pasquet-Itam and Pasquet, 2018).
As with NNs (Subsection 1.7.1), the datasets used to test RFs are generally limited
in redshi, and with a consistent level of photometry. Using the same datasets results
in RFs providing acceptable redshi estimates with acceptable errors.
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Figure 1.18: An example of a single decision tree predicting redshi (zphot) based
on dierent optical magnitudes (mu,g,i,z). e ‘root’ of the tree is the entire dataset,
depicted by a star. Each ‘branch’ splits based on some criteria, resulting nally at the
boom with the ‘leaves’ that are the predicted redshi values. Credit: Sadeh et al.
(2016)
1.7.3 Other Machine Learning techniques
Other machine learning techniques have been used in the estimation of redshi, al-
though none with such a concerted eort. With this paucity of published research,
this subsection will not go into great detail on the methods used.
Support Vector Machines (SVMs) are a binary classication method that maps
the data to higher dimensional space and compute the hyperplane that best separates
the two classes (Cortes and Vapnik, 1995) – depicted in Figure 1.19. Support vector
regression is similar to linear regression, but the line is t to minimise the errors
outside of a margin, rather than minimising the mean squared error. SVMs have been
used for both the regression of redshi (Wadadekar, 2005; Jones and Singal, 2017) and
the classication of low and high redshi galaxies (Martin and Acquaviva, 2015).
Self Organised Maps (SOMs) are a type of NN that is designed specically to learn
features of the input data in an aempt to reduce the dimensionality of data to two di-
mensions (Kohonen, 1982) – depicted in Figure 1.20. Once this map has been trained,
and each neuron contains an approximation of the data, Carrasco Kind and Brunner
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Figure 1.19: An example of the transformation a SVM is aempting. By applying theϕ
transformation, the previous non-linearly separable data becomes linearly separable.
Credit: Jones and Singal (2017)
(2014) and Zitlau et al. (2016) fed their test set through the SOM and assigned each un-
known redshi the mean of the spectroscopic redshis of the best matching neuron.
Zitlau et al. (2016) also used DTs and stacked both SOMs and DTs.
Figure 1.20: A schematic representation of a SOM. A training set of n vectors is
mapped to the two-dimensional laice of K neurons, noting that depending on the
size of the map, each neuron is likely to represent multiple sources. e colour of
each vector maps to the region of neurons that best match the input vector. Credit:
Carrasco Kind and Brunner (2014)
Bayesian statistics are a method built around Bayes’ eorem, where a given dis-
tribution is assumed for statistics, independent of those found in data. Bayesian statis-
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tics allow the combination of results into a probability, by calculating likelihoods of
each situation occurring separately - called priors, and then combining the likeli-
hoods of each situation occurring together with their priors. Bayesian statistics have
been used in astronomy to combine the results from multiple template ing meth-
ods (described in Section 1.4.2) to produce a beer result in the form of probability
distribution functions (Duncan et al., 2018a). Duncan et al. (2018b) inherently imple-
ments Bayesian statistics in the use of Gaussian Process’ (GPs) to estimate redshi.
GPs treat input vectors as Gaussian distributions, with an error aached in the form
of the standard deviation of the Gaussian distribution. Using Bayesian statistics, the
probability of an input vector having a particular redshi can be calculated given a
large training set.
e k-Nearest Neighbours (kNN) algorithm is a method that locates the k most
similar observations (neighbours) in feature space to a given new observation by us-
ing a chosen distance metric; the optimal value of k is chosen by testing options, with
the optimal value of k chosen for the given data (Cover and Hart, 1967). e class
of the new observation is predicted as the mode of the class labels for each of the k
nearest neighbours, demonstrated in Figure 1.21. Regression can also be completed
by taking the mean of the k neighbours values. Further examination of the kNN al-
gorithm will be in Chapter 2. e kNN algorithm has been used primarily as a bench-
marking tool for astronomy (Cavuoti et al., 2017), however, it has also been used as
the main method to determine redshi based on optical spectra (Ku¨gler et al., 2015)
and photometric data (Ball et al., 2007, 2008; Zhang et al., 2013) and used to estimate
the error metric for redshis estimated using NNs (Oyaizu et al., 2008).
1.8 Summary and Researchestion
All EM regimes from the low-energy in radio, to infrared, to optical and to high en-
ergy astronomy are geing upgrades in the form of new or upgraded telescopes in
the coming decade. One of the main reasons is the surge in demand for survey sci-
ence - the eorts to map the entire sky at particular wavelengths to complete popu-
lation studies. e surge in all-sky surveys like the EMU project in the radio regime
is expected to increase the number of known sources vastly. e introduction of so
many new sources will pave the way for large-scale population studies, enabling as-
tronomers to, among other things, track the evolution of SMBHs over cosmic time to
understand how SMBHs inuence their host galaxies.
With the increase in known astronomical sources comes the problems in scaling
up of techniques faced by many other elds as they enter the era of Big Data. Current
methods are no longer sucient. In particular within astronomy, the knowledge of an
object’s redshi – analogous to the distance to the object – is a required parameter for
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?Figure 1.21: An example of kNN classication. If the value of k is chosen to be 5,
the red triangle would be assigned a green square, due to the higher number of green
squares in the 5 nearest neighbours. If the value of k is chosen to be 7, the red triangle
would be assigned a blue circle. Adapted from: Ajanki, Ani (2007)
most science, and the current best option – spectroscopically measuring the source
– will not be able to keep up. e SDSS – the largest optical survey to date – has
imaged ∼900 million sources. Only ∼3 million of these have been spectroscopically
measured. Other astronomical solutions – like photometric template ing – require
accurate photometry which will be dicult to measure for a signicant portion of
sources detected by all-sky surveys.
ML has been aempted within astronomy for redshi estimation since the early
2000’s but has mostly focussed on trying to match photometric template ing for
accuracy. In most cases, that required either limited redshi ranges, or a wide view
of each object across the EM spectrum – typically containing Optical, NIR and MIR
data in up to 30 measurements. is depth of photometry is not going to be available
for the majority of sources detected by the EMU project, and the average redshi
of sources detected is going to be far beyond the range tested by most ML based
studies so far. Some signicant exceptions are Duncan et al. (2018a), Duncan et al.
(2018b), Luken et al. (2018) and Norris et al. (2018), all of which consider the impact
of the reduced levels of photometry expected in the upcoming all-sky surveys, with
no clear best option discovered.
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For most key science projects of the EMU project, low-resolution redshi esti-
mates are beer than no redshi measurements. In this case, redshi measurements
estimated at a low-resolution – or in bins – are adequate.
is thesis aims to answer the question: can ML be used to estimate the redshi
of extragalactic sources discovered by the EMU project, suciently well to enable the
Key Science Projects from the EMU project to be completed.
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Chapter 2
Methodology
To answer the question raised in Subsection 1.8, I used three catalogues. e rst
and second both consisted of sources with ux density measurement at 1.4 GHz –
taken from the Australia Telescope Large Area Survey (ATLAS), Infrared (IR) ux
densities measured at 3.6, 4.5, 5.8 and 8.0 µm – taken from the Spitzer Wide-area
Infrared Extragalactic Survey (SWIRE) catalogue, g, r, i, z optical magnitudes – taken
from the Dark Energy Survey (DES) and a spectroscopic redshi – taken from the
Australian Dark Energy Survey (OzDES). e rst catalogue was called ‘Dataset A’
and contained all sources with a spectroscopic redshi measurement; missing values
in optical or IR bands were replaced with the median of measurements of other objects
at that wavelength. e second – called ‘Dataset B’ – contained only those sources
in Dataset A that had complete optical and IR measurements. e third dataset –
‘Dataset C’ – did not use the 5.8 and 8.0 µm IR ux measurement, and was restricted
in depth to match the expected depth and wavelength coverage of all-sky surveys
(SkyMapper in optical, and the All-WISE survey in IR).
e approach to estimating redshi for most of the Key Science Projects of the
Evolutionary Map of the Universe (EMU) project is somewhat dierent to the usual
approach of nding the most accurate redshi possible. For most of the Key Sci-
ence Projects, the aim is to achieve more certain redshi estimates, by minimising
the outlier rate. Towards the goal of certain redshis estimates, I have tested stan-
dard regression algorithms. I have also aempted standard regression algorithms on
redshi measurements binned into 15 bins with equal numbers of galaxies in each
bin, allowing for a uniform training distribution. e binned redshi measurements
were also used with classication metrics. e balanced training set was therefore
much lower resolution than the continuous values typically used, but should allow
for a lower outlier rate.
is thesis used linear and logistic regression for a baseline comparison, and k-
Nearest Neighbours (kNN) and Random Forests (RFs) as the primary algorithms being
tested. I tested diering values of k and multiple distance metrics for kNN, and dif-
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fering numbers of trees for RF.
In order to examine whether the Machine Learning (ML) algorithms would gener-
alise across dierent observation strategies and depths, I used three dierent training
and testing samples. e rst was a simple random sample, called ‘Set 1’. e second
(‘Set 2’) and third (‘Set 3’) were training on one of the elds of sky in the ATLAS cat-
alogue, and testing on the other – directly testing the generalisation across dierent
observations.
An exploration of the ATLAS dataset used is in Section 2.1, and the denition of
the ML methods used is in Section 2.2.
2.1 Data Exploration
is thesis made use of the ATLAS DR3 dataset which provided 1.4 GHz radio ux
density measurements of 4780 unique radio sources (Norris et al., 2006; Franzen et al.,
2015). e ATLAS is a deep (∼15 µJy) radio survey surrounding the European Large
Area ISO Survey-South 1 (ELAIS-S1) and Extended Chandra Deep Field South (eCDFS)
providing a rst look at what the EMU project may provide. Both the ELAIS-S1 and
eCDFS are covered by deep IR, optical and spectroscopic redshi surveys.
e ATLAS DR3 dataset has been cross-matched by eye, without the use
of automated tools by Swan et al. (in preparation), providing IR counterparts
from the SWIRE dataset (Lonsdale et al., 2003) – containing 3.6, 4.5, 5.8 and
8.0 µm ux density measurements, and optical counterparts from the DES dataset
(Dark Energy Survey Collaboration et al., 2016) – providing g, r, i and z band optical
magnitudes. e optical counterparts were cross-matched with the OzDES spectro-
scopic redshi survey (Childress et al., 2017).
e datasets used in this thesis are explored in Subsections 2.1.1, 2.1.2 and 2.1.3.
2.1.1 Dataset A
‘Dataset A’ used in this thesis was made up of a 1.4 GHz radio ux densities (taken
from the ATLAS catalogue), 3.6, 4.5, 5.8 and 8.0 µm IR ux densities (taken from the
SWIRE catalogue) and g, r, i and z optical magnitudes (taken from the DES catalogue).
567 sources in Dataset A had some missing photometry. e missing features for each
source were replaced with the mean of the dataset for that feature. e eect of this
simple imputation is visible in Figure 2.2, with the 5.8 and 8.0 µm IR ux density distri-
butions in the Kernel Density Estimate (KDE) plot in the lower le corner particularly
disrupted.
Dataset A had a total of 1878 spectroscopic redshi measurements, with the dis-
tribution shown in Figure 2.1. Dataset A had a mean redshi of z = 0.53, and median
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of z = 0.41. e IR ux densities shown in Figure 2.2 display strong correlations
between the 3.4 and 4.5 µm ux densities, and weaker correlations between others.
e optical magnitudes are strongly correlated together, and appear normally dis-
tributed – shown in Figure 2.3 – with the majority of the missing values in the g band.
ere are not enough missing values to disrupt the KDE plot in the lower le corner.
When using the average of the IR and optical magnitudes in the pair plot in Fig-
ure 2.4, we can see that there is lile direct correlation between radio ux, IR ux or
optical magnitudes and redshi, with the optical magnitudes showing the best corre-
lation.
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Figure 2.1: e redshi distribution of Dataset A used in this thesis. e eCDFS and
ELAIS-S1 elds are marked in blue and orange respectively, with their mean and
median redshi values marked by the vertical doed and dash-doed lines in the
same colour as their distribution. e mean and median of the total ATLAS dataset
are marked in red.
2.1.2 Dataset B
‘Dataset B’ used in this thesis was made up entirely of sources that had a 1.4 GHz radio
ux density measurement (taken from the ATLAS catalogue), 3.6, 4.5, 5.8 and 8.0 µm
IR ux densities (taken from the SWIRE catalogue), g, r, i and z optical magnitudes
(taken from the DES catalogue), and a spectroscopic redshi (taken from the OzDES
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Figure 2.2: A comparison of the log of the IR ux densities in Dataset A using a
pair plot. e upper triangle and diagonal are coloured by ATLAS sub-eld, with the
eCDFS in blue and the ELAIS-S1 in orange. e plots in the top right-hand corner
show a scaer plot for each wavelength vs all others. e lower le corner shows
a KDE plot of the same data. e diagonal shows a histogram of the wavelength.
ere are strong correlations between the 3.6 and 4.5 µm uxes, with weaker cor-
relations between higher wavelengths. e missing values particularly disrupt the
distributions of the higher wavelengths.
catalogue). e requirement for complete photometric coverage meant that Dataset
B contained 1311 observations.
Much like Dataset A discussed in Section 2.1.1, there are limited correlations be-
tween redshi and other variables. e redshi distribution shown in Figure 2.5
shows a lower mean (z = 0.47) and median (z = 0.34) redshi when compared with
Dataset A, indicating the higher redshi sources are those with missing optical or IR
data.
In Figure 2.6, it is shown that redshi is oen the limiting factor in the number of
sources available for testing.
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Figure 2.3: A comparison of the optical magnitudes in Dataset A, using a pair plot in
the same form as Figure 2.2. ere are strong correlations between all optical wave-
lengths, with missing values not seriously disrupting any distributions. Magnitudes
at all wavelengths appear to be roughly normally distributed.
2.1.3 Dataset C
‘Dataset C’ was a subset of Dataset B, reduced in depth of optical and IR photometry
to match the Skymapper optical survey and the All-WISE IR survey. is reduction
involved removing the 5.8 and 8.0 µm IR uxes, and removing all sources with a 3.6 µm
ux < 26 µJy and 4.5 µm ux < 56 µJy1. All sources with optical magnitudes g > 21.2,
r > 21.0, i > 22.5 and z > 20.5 (Keller et al., 2007) were removed from the dataset.
e redshi distribution was heavily aected by this reduction, with the mean
(z = 0.24) and median (z = 0.21) signicantly reduced. Few sources were above a
redshi of z ≈ 0.4. e majority of the high redshi sources that were dropped were
due to the harsh cut in optical photometry, demonstrated in Figure 2.8.
1hp://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2 3a.html
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Figure 2.4: A comparison of radio and infrared ux densities, optical magnitudes and
redshi using a pair plot in the the same form as Figure 2.2. e average IR uxes and
optical magnitudes are shown. ere are no strong correlations between redshi and
any variable, with optical magnitude showing a weak correlation in the KDE plot.
2.1.4 Data Preparation
Across all datasets, the same pre-processing step was completed. To prevent the tested
algorithms being dominated by single features with wide variation, all features were
standardised to set the feature mean to 0, and variance to unit variance using Equa-
tion 2.1:
xi =
xi − µx
σx
(2.1)
Where xi is a single value in a feature vector, µx is the mean of the feature vector over
all sources and σx is the standard deviation of the feature vector.
I also aempted using ‘colours’ instead of optical magnitudes – replacing magni-
tudes which are brightness- and redshi-dependent, by the ratio between magnitudes
that depend only on the Spectral Energy Distribution (SED, Polsterer et al., 2013), and
taking the log of radio and IR uxes to bring the beer distribute the data. How-
38
0 1 2 3 4
Redshift
0
20
40
60
80
100
120
140
160 ATLAS Mean = 0.47
ATLAS Median = 0.34
eCDFS Distribution
eCDFS Mean = 0.44
eCDFS Median = 0.32
ELAIS-S1 Distribution
ELAIS-S1 Mean = 0.51
ELAIS-S1 Median = 0.39
Figure 2.5: Redshi distribution in Dataset B used in this thesis. e elds of eCDFS
and ELAIS-S1 are marked in blue and orange respectively, with their mean and me-
dian redshi values marked by the vertical doed and dash-doed lines in the same
colour as their distribution. e mean and median of the total ATLAS dataset are
marked in red.
ever, both pre-processing steps achieved similar η0.15 outlier rates, demonstrated in
(Luken et al., 2018).
In order to test and compare regression and classication techniques, this thesis
set up four tests:
1. Regression, on the standardised data;
2. Binning the data into 15 equal sized redshi bins, with equal numbers of obser-
vations in each bin, assigning the median of the bin to all observations in the
bin, then using the modied bins with regression algorithms;
3. Binning the data into 15 equal sized redshi bins, with equal numbers of obser-
vations in each bin, assigning the median of the bin to all observations in the
bin, then using the modied bins with classication algorithms;
4. Binning the data into 15 equal sized redshi bins, with equal numbers of obser-
vations in each bin, assigning the median of the bin to all observations in the
bin, then using the modied bins with regression algorithms, nally reassign-
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Figure 2.6: Venn diagram showing the number of sources with a spectroscopic redshi
measurement, complete optical photometry and complete IR uxes. In Dataset B, it
is clear that the spectroscopic redshi measurements are the limiting factor in the
catalogue size.
ing redshi values to the same bins for direct comparison with the classication
test.
is thesis used three dierent test and training sets to address its aims. e
training and test sets were applied to all three datasets. e sets are as follows:
• Set 1 involved randomising the dataset, and taking 70% as the training set, and
the remaining 30% as the test set.
• Set 2 involved taking all sources from the ELAIS-S1 eld as the training set, and
the remaining sources from the eCDFS eld as the test set.
• Set 3 involved taking all sources from the eCDFS eld as the training set, and
the remaining sources from the ELAIS-S1 eld as the test set.
By using dierent sets, this thesis could test the eectiveness of the algorithms on
the radio selected sources, and further, could test the generalisation of the algorithms,
by training on sources from one part of the sky and testing on another. is thesis
aimed to show that this was possible, allowing additional coverage in redshi to be
aained by seeking higher redshi sources from dierent parts of the sky.
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Figure 2.7: Redshi distribution of Dataset C used in this thesis. e elds of eCDFS
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Hyper-parameters for the algorithms were evaluated using k-fold cross validation
(Geisser, 1975). e use of k-fold cross-validation prevents the need for having a
dedicated validation set to prevent over-ing the algorithm to the data. k-fold cross-
validation is the process of spliing a training set into a number of slices (this thesis
chose 10 slices, with fewer slices risking over-ed models, and more slices being
more computationally intensive (Hastie et al., 2001)), with the remaining slices (9 in
this thesis) used as the training set. A chosen error metric is minimised and combined
to provide a mean error for all slices, allowing the hyper-parameters to be chosen
using only the training set.
2.2 Machine Learning Methods
Machine Learning methods have previously been used for the estimation of redshi.
However, the algorithms used tend to be aimed at solving a dierent problem to this
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Figure 2.8: Venn diagram showing the number of sources with a spectroscopic redshi
measurement, complete optical photometry and complete IR uxes. In Dataset C,
it is clear that the optical photometry measurements are the limiting factor in the
catalogue size.
thesis – that of reaching the most accurate redshi estimate using the best possible
data, in comparison to this thesis which has used radio-selected sources (oen not
well represented in the best possible data), and reducing the number of catastrophic
failures.
In this thesis, I have tested the kNN and RF regression and classication algo-
rithms – with both the kNN and the RF algorithms present in literature, achieving
respectable results. e results were compared to our baseline methods of linear and
logistic regression.
Linear and logistic regression are explained in Subsection 2.2.1. e kNN algo-
rithm is explained in Subsection 2.2.2 and the RF algorithm is explained in Subsec-
tion 2.2.4.
2.2.1 Linear and Logistic Regression
Linear and logistic regression are simple ML models. Linear regression ts a line to
the data, and uses the t to predict the continuous values based on input data. Logistic
regression nds the probability of input data belonging to particular classes.
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In this thesis, I made use of the scikit-learn Python package in testing both linear
and logistic regression (Pedregosa et al., 2011).
2.2.1.1 Linear Regression
Linear regression ts a straight line to the data using Equation 2.2
y = β0 + β1x1 + ... + βnxn + ϵ (2.2)
Where y is the response, β are the coecients of the t, xn are the features being
ed, and ϵ is an error term having a normal distribution with mean of 0 and constant
variance.
e linear regression equation is commonly solved using Ordinary Least Squares,
typically minimising βˆ in Equation 2.3 using the sum of squared residuals (Equa-
tion 2.4)
βˆ = (XTX )−1XTy (2.3)
Where βˆ is the vector containing the estimated coecients (in the case of a perfectly
ed model, βˆ = β), X is the matrix of features, and y is a vector of measured re-
sponses.
SSR =
n∑
i=1
(yi − yˆi)2 (2.4)
Where SSR is the Sum of Squared Residuals, yi is the measured response, and yˆi
is the predicted response.
To allow for beer generalisation, a small amount of bias can be added to reduce
the variance of the coecients across dierent data. is is done using Ridge (Equa-
tion 2.5) and Lasso (Equation 2.6) regularisation:
βˆ ridge = argminβ
n∑
i=1
(yi − xTi β)2) + α
p∑
j=1
β2j (2.5)
βˆ lasso = argminβ
n∑
i=1
(yi − xTi β)2) + α
p∑
j=1
|βj | (2.6)
Where β , βˆ ridge and βˆ lasso are the vector of estimated coecients, yi is the response, x
is a feature vector for the observation corresponding to the response, β is the vector
of coecients that are being optimised over, and α is the regularisation parameter
typically found using cross-validation, as completed in this thesis.
Ridge regression aims to equalise the magnitude of the coecients, and Lasso
regression aims to minimise the use of under-performing features.
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2.2.1.2 Logistic Regression
Logistic regression is a method of binary classication using a generalised linear
model, that provides a probability estimate of one class over the other. Contrasting
with linear regression, logistic regression predicts the probability of a class, calculated
using Equation 2.7:
logit(pˆ) = β0 + β1x1 + ... + βnxn (2.7)
Where pˆ is the estimated probability of the source belonging to a particular class, βn
are the coecients of the t and xn are the features being ed. Unlike linear regres-
sion, where the residual sum of squares is oen the metric being minimised, logistic
regression aempts to maximise the likelihood of predicting the correct class. In or-
der to predict the likelihood of classication, logistic regression uses a logit function
to ensure predictions are bound to the domain (0,1) (Equation 2.8):
logit(P) = ln
(
P
1 − P
)
(2.8)
Where P is the probability of the rst class being correct. e logit function in Equa-
tion 2.8 results in the ‘S’ shaped prediction in Figure 2.9, compared to the straight line
predicted by linear regression.
A binary classication can be completed using Equation 2.9:
yˆ =

1 β0 + β1x1 + ... + βnxn > 0
0 else
(2.9)
Where yˆ is the predicted class, βn are the coecients of the ed linear model, xn are
the features being ing and ϵ is an error term.
2.2.2 k-Nearest Neighbours
e k-Nearest Neighbours algorithm is a non-parametric ML method – meaning it
does not take into consideration a model; it relies entirely on the data. e kNN
algorithm was rst introduced by Cover and Hart (1967). It uses a distance metric
to measure the distance in feature space between each observation and every other
observation. Once this distance matrix is compiled, the k nearest neighbours are
chosen, with the optimum value for k chosen by cross-validation.
While the kNN algorithm is conceptually simple, the speed is greatly dependent
on the number of observations, and the number of features being used. e simple
kNN algorithm does not scale well, leading to the introduction of the kd-tree in the
2hp://scikit-learn.org/stable/auto examples/linear model/plot logistic.html
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Figure 2.9: e eect of linear and logistic regression on the prediction of a ‘1’ or
‘0’. Logistic regression is clearly a beer choice, with the logit link function creating
a ‘S’-shaped prediction curve, representing the probability of the ‘1’ or ‘0’. Adapted
from Pedregosa et al. (2011)2
storage of distance matrix, rather than a typical matrix. e use of a tree-like structure
dramatically increases the lookup speed of the algorithm, allowing thekNN algorithm
to be used on modern datasets.
Once the k nearest neighbours are chosen, regression or classication can be com-
pleted by taking the mean – for regression – or the mode – for classication – of the
closest k neighbours labels with classication demonstrated in Figure 1.21.
Simple distance metrics tested by this thesis include Euclidean distance (Equa-
tion 2.10), Manhaan taxicab distance (Equation 2.11) and Mahalanobis distance (Equa-
tion 2.12).
d(®p, ®q) =
√
n∑
i=1
(qi − pi)2 (2.10)
d(®p, ®q) = | | ®p − ®q | | =
n∑
i=1
|pi − qi | (2.11)
d(®p, ®q) =
√
(®p − ®q)TS−1(®p − ®q) (2.12)
Where ®p and ®q are vectors containing all features of a single source, d(®p, ®q) is the
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distance between the two vectors and S−1 is the inverse of their covariance matrix.
Euclidean distance is the standard metric used in most of the literature. e Manhat-
tan taxicab distance metric is similar to Euclidean distance, although the Manhaan
taxicab distance metric is less prone to outliers. Mahalanobis distance transforms the
data so that the variance and covariance are normalised.
e kNN algorithm has been shown to be acceptable in the past at estimating red-
shi from photometry both as the main study by Ball et al. (2007, 2008); Zhang et al.
(2013); Luken et al. (2018) and Norris et al. (2018) and as a benchmark by Cavuoti et al.
(2017), from spectra by Ku¨gler et al. (2015) and has been used to estimate the errors
of more complex algorithms by Oyaizu et al. (2008). I used kNN to estimate redshi
due to it’s simple and non-parametric nature – allowing researchers to let the data
guide the solution, rather than enforce possibly incorrect models.
In this thesis, I used the scikit-learn implementation of the kNN algorithm
(Pedregosa et al., 2011).
2.2.3 Distance Metric Learning
e choice in distance metric for the kNN algorithm can potentially make a great
deal of dierence to the result. e standard choices in distance metric are Euclidean,
Manhaan taxicab and Mahalanobis distance. Neither Euclidean or Manhaan taxi-
cab considers the data before nding the nearest neighbours, and Mahalanobis makes
a cursory aempt to transform the data into a beer subspace. One possible method
to improve the results of the kNN algorithm is to modify the feature space of the data
so that in classication schemes all objects from the same class are clustered together,
and in regression schemes, all objects with similar redshis are moved closer. e M
matrix makes this transformation in Equation 2.13 – a modied squared dierence
distance metric in matrix form, similar to Euclidean distance (Equation 2.10):
d(®xi , ®xj) = (®xi − ®xj)TM(®xi − ®xj) (2.13)
is thesis tests the Metric Learning for Kernel Regression (MLKR) learned met-
ric (Subsection 2.2.3.1) for the kNN regression tests, and the Largest Margin Near-
est Neighbour (LMNN) learned metric (Subsection 2.2.3.2) for the kNN classication
tests. Both the MLKR and LMNN implementations were used from the metric-learn3
Python package
3hps://github.com/metric-learn/metric-learn
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2.2.3.1 Metric Learning for Kernel Regression
e Metric Learning for Kernel Regression distance metric designed as a supervised
principal component analysis, allowing for a smarter transformation of the data
(Weinberger and Tesauro, 2007).
In order to optimise M eciently, the MLKR metric decomposes the square, sym-
metric matrix M to Equation 2.14:
M = ATA (2.14)
Where the ith row of A is the vector
√
λi ®vTi , where ®vi is the ith eigenvector and λi
is the corresponding eigenvalue of M – forcing the constraint for M to be positive
semi-denite. Using Equation 2.14, Equation 2.13 can be rewrien as Equation 2.15:
d(®xi , ®xj) = | |A(®xi − ®xj | |2 (2.15)
Equation 2.15 can be solved forA, using gradient descent, where the gradient is Equa-
tion 2.16:
∂L
∂A
= 4A
∑
i
(yˆi − yi)
∑
j
(yˆj − yj)kij ®xij ®xTij (2.16)
Where yˆi is dened in Equation 2.17, kij is a kernel function – oen a Gaussian kernel
(dened in Equation 2.18), ®xij = (®xi − ®xj), with the loss function being minimised
calculated in Equation 2.19:
yˆi =
∑
y,i yjkij∑
j,k kij
(2.17)
kij =
1
σ
√
2pi
e−
d ( ®xi , ®xj )
σ 2 (2.18)
L =
∑
i
(yi − yˆi)2 (2.19)
e eect of the metric learned by MLKR is demonstrated in Figure 2.10, with
normal Euclidean distance displayed on the le, taking no notice of the structure in
the data. e right panel shows the MLKR metric, with a smaller radius aligned with
the structure of the data.
2.2.3.2 Largest Margin Nearest Neighbour
e LMNN distance metric aempts to learn a mahalanobis-like linear transforma-
tion, aiming to pull objects of the same class (‘targets’) together, and push objects
of dierent classes (‘imposters’) apart (Weinberger et al., 2006; Weinberger and Saul,
2009). Using Equation 2.13, LMNN aempts to nd the matrix M to optimise this
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Figure 2.10: An illustration of the eect of standard euclidean distance (le) and Met-
ric Learning for Kernel Regression (right) on the result of kernel regression. e
colour of the points represents the function value. e circle shows the radius that
encapsulates 95% of the weights. e function value is estimated at a test point at the
center. Credit: Weinberger and Tesauro (2007)
problem.
e LMNN algorithm aempts to minimise the cost function (Equation 2.20),
which is broken down into two distinct terms, aempting two distinct tasks. e
rst term penalises large distances between target objects. e second term penalises
small distances between imposter objects:
ϵ(L) =
∑
ij
ηij | |L(®xi − ®xj)| |2+c
∑
ijl
ηij(1−yil )[1+ | |L(®xi − ®xj)| |2− ||L(®xi − ®xl )| |2]+ (2.20)
Where ϵ(L) is the cost of the linear transformation, i , j, and l are individual objects
being compared, ηij ∈ {0, 1} denoting whether ®xi is a target of ®xj , c is a positive
constant typically set by cross validation and [z]+ = max(z, 0) – the typical hinge loss
function.
e LMNN distance metric can either be used directly in a Euclidean distance-like
equation (Equation 2.13), or it can be used to transform a dataset, where Euclidean
distance is used in the transformed space. e transformation is visualised in Fig-
ure 2.11, with k = 3.
2.2.4 Random Forests
e Random Forest algorithm is built upon many bootstrapped Decision Trees (DTs).
e DT is an algorithm set up like a tree (shown in Figure 1.18). A fully grown decision
tree (a tree where the leaves are pure, meaning they only contain a single class – used
in this thesis) oen over-ts the data, resulting in high validation scores, but low test
48
Figure 2.11: e eect of the Largest Margin Nearest Neighbour algorithm on a single
object’s (®xi ) neighbourhood before and aer training. e distance metric is optimized
so that it’s k = 3 target neighbours lie within a smaller radius aer training, and dif-
ferently labelled inputs lie outside this smaller radius with a margin of at least one unit
distance. Arrows indicate the gradients on distances arising from the optimization of
the cost function. Credit: Weinberger et al. (2006)
scores due to the lack of generalisability. Over-ing of a decision tree can be solved
either by pruning (removing levels of the tree) or combining many trees into a RF.
DTs are constructed by spliing the data into partitions, with the aim of creating
partitions so that partitions are ‘pure’ – they only contain a single class. e split is
done at an interval that minimises an impurity function, which is dierent in classi-
cation and regression tasks. e impurity at a node is calculated using Equation 2.21:
G(Q,θ ) = nle f t
Nm
H (Qle f t (θ )) +
nriдht
Nm
H (Qriдht (θ )) (2.21)
Where Q is the data at node m, θ is a subset of data, Nm is the number of objects at
node m, nle f t and nriдht are the numbers of objects on the le and right sides of the
split, Qle f t and Qriдht are the objects on the le and right sides of the split, and the H
function is a impurity function that diers between classication and regression.
For regression, the Mean Square Error is used as the impurity function (Equa-
tion 2.22:
H (Xm) = 1
Nm
∑
i∈Nm
(yi −
[
1
Nm
∑
j∈Nm
yj
]
)2 (2.22)
Where Nm is the number of objects at nodem andyi andyj are the response variables.
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For classication, the Gini Impurity (Equation 2.23) is oen used:
H (Xm) =
∑
k
pmk(1 − pmk) (2.23)
Wherepmk is the probability of an object being correctly classied; calculated in Equa-
tion 2.24
pmk =
1
Nm
∑
xi∈Rm
I (yi = k) (2.24)
Where Nm is the number of objects in nodem, I is the indicator function, identifying
the correct classications.
is calculation is completed recursively, with the parameters chosen to minimise
the impurity at each node, stopping when the maximum depth is reached. e output
of a single DT is something similar to Figure 1.18.
In order to reduce the chance of over-ing a DT to a dataset, many DTs can
be combined using bootstrapping. Bootstrapping is the process of creating many
classiers using a random sample with replacement of the data, with the mode (for
classication) or the mean (for regression) result of all trees used as the nal output.
RFs have been extensively used in redshi estimation (Carliles et al., 2008, 2010;
Cavuoti et al., 2012, 2015; Hoyle et al., 2015; Sadeh et al., 2016; Zitlau et al., 2016;
Cavuoti et al., 2017; Mountrichas et al., 2017; Pasquet-Itam and Pasquet, 2018), and
was used in this thesis as a benchmark.
In this thesis, I used the scikit-learn implementation of the RF algorithm
(Pedregosa et al., 2011).
2.3 Tests, Process and Error Metrics
is section will discuss the questions this thesis aimed to answer (Subsection 2.3.1),
the method used to answer them (Subsection 2.3.2), and the metrics used to evaluate
them (Subsection 2.3.3).
2.3.1 Tests
is thesis aimed to answer a number of questions:
• With simple mean imputation of missing values, can simple Machine Learning
techniques estimate the redshi of radio-selected galaxies?
– By removing all galaxies without complete photometry, can we signi-
cantly improve the predicted redshi values?
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– In the case of all-sky surveys, optical and IR photometry is not expected
to reach the depths of deep surveys. If the complete dataset is reduced in
depth of optical and and IR photometry, what is the eect on the predicted
redshis?
• Can the kNN algorithm perform beer than the RF algorithm, if used in con-
junction with a distance metric that accounts for the data?
• Can the kNN and RF algorithms perform beer than simple regression when
estimating redshi?
• Can the ML algorithms generalise across dierent elds of the sky?
• Can we improve upon the estimation of redshi by treating it as a classica-
tion problem by binning the data into distinct bins, rather than a regression
problem?
2.3.2 Process
In order to answer these questions, I followed the following steps:
1. Construct Datasets A, B, and C, as dened in Section 2.1
2. Construct training and test sets, Set 1, Set 2, and Set 3, as dened in Section 2.1
3. Construct pre-binned dataset by binning all redshi values into 15 bins with
equal numbers of observations for use with classication and comparison tasks.
4. Test the linear regression algorithm on all three datasets, and all three training
and test sets, and the pre-binned data, providing a baseline for the regression
tasks. Once the regression task was complete, bin the redshi values into 15
bins with equal numbers of observations for comparison with logistic regres-
sion
• Additionally, test the eect of L1 (Lasso) and L2 (Ridge) regularisation on
linear regression, using 10-fold cross-validation to identify the optimum
value of α .
5. Test the logistic regression algorithm on all three datasets, and all three training
and test sets and the pre-binned data, providing a baseline for the classication
tasks.
6. Test both the kNN regression and classication algorithms on all three datasets,
all three training and test sets and the pre-binned data, using 10-fold cross-
validation to identify the optimum value of k , where k ∈ [2...20]. When the
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regression test was complete, bin the redshis into 15 equal sized to compare
with classication algorithms. e distance metrics tested were:
• Euclidean distance
• Manhaan taxicab distance
• Mahalanobis distance
7. Using the MLKR and LMNN algorithms, transform the three datasets and three
training and test sets and pre-binned data and re-aempt the kNN tests, us-
ing Euclidean distance. e optimum value of k , where k ∈ [2...20] and was
determined using 10-fold cross-validation.
• Note. For the kNN regression tasks, 1000 bootstrap samples were esti-
mated in order to provide 95% condence intervals. e condence in-
tervals allow estimations of the variance of sample estimates under the
assumption that the population from which the sample is taken is approx-
imately many replications of the sample. e estimated intervals provide
the range in which the true redshi is likely to occur, while also provid-
ing an indication of the uncertainty of the prediction. ese condence
intervals were displayed in the form of error bars.
2.3.3 Error Metrics
For both the regression and classication tasks, 3 metrics were used in both regimes,
with the primary error metric minimised being the outlier rate (η0.15), dened in Equa-
tion 2.25
η0.15 =
count(|∆z | > 0.15 × (1 + zspec))
Number Of Sources × 100 (2.25)
where ∆z = zspec − zphoto
e outlier rate is a percentage representing the number of ‘catastrophic fail-
ures’, and is commonly used in literature (Ilbert et al., 2009; Salvato et al., 2009, 2011;
Cavuoti et al., 2012; Zitlau et al., 2016; Cavuoti et al., 2017; Jones and Singal, 2017;
Mountrichas et al., 2017; Luken et al., 2018; Norris et al., 2018).
To provide a more statistically sound comparison, we include a secondary outlier
rate (η2σ ), dened in Equation 2.26:
η2σ =
count(|∆z | > 2σ )
Number Of Sources × 100 (2.26)
where ∆z = zspec − zphoto , and σ is the standard deviation of the estimated response.
e residual standard deviation is the other metric common to both regression
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and classication tests. e residual standard deviation is dened in Equation 2.27
σ =
√
1
N
∑
i=1
(yi − y¯)2 (2.27)
Where N is the number of observations, yi is an observation, and yˆi is the estimated
observation.
e residual standard deviation is a measure of the spread of the residuals, with a
smaller value beer.
2.3.3.1 Regression Metrics
e regression tests used the following metrics:
• Normalised Median Absolute Deviation (NMAD)
– Dened in Equation 2.28
σNMAD = 1.4826 ×median(|Xi −median(X )|) (2.28)
where X is a vector of residuals.
– e NMAD is a measure similar to the standard deviation; used when the
distribution is not expected to be Gaussian. A signicant dierence be-
tween the NMAD and the standard deviation can indicate the distribution
is not Gaussian.
• R2 coecient of determination
– Dened in Equation 2.29
R2 = 1 −
∑
j(yj − yˆj)2∑
i(yi − y¯)2
(2.29)
Wherey is a response variable, yˆ is the corresponding estimated response,
and y¯ is the mean of the response variables.
– e R2 coecient is a measure of how well the variation in the dataset is
modelled, with the higher the R2 beer.
• Mean Square Error (MSE)
– Dened in Equation 2.30
MSE = 1
N
N∑
i=1
(yi − yˆi)2 (2.30)
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Where N is the number of observations, yi is the measured response, and
yˆi is the estimated response.
– e MSE is a measure of how badly the estimator performed, with a smaller
value beer.
2.3.3.2 Classication Metrics
e classication tests used the following metrics:
• Accuracy
– Dened in Equation 2.31
accuracy(y, yˆ) = 1
n
n−1∑
i=0
I (yˆi = yi) (2.31)
Where y is the measured response, yˆ is the predicted response, n is the
number of samples, and I is an indicator function, indicating the cases
where the predicted response matched the measured response.
– Accuracy is a commonly used metric. However, it does provide harsh val-
ues where multi-class labels are predicted. Particularly in the case of this
thesis, accuracy can provide a guide, but is not a denitive error metric,
as this thesis aims to minimise the outlier rate, inherently accepting some
leakage between classes that accuracy will penalise.
• Precision
– Dened in Equation 2.32
Precision = 1
K
K∑
i
( TPi
TPi + FPi
) (2.32)
Where K is the number of unique classes, TP is the number of true posi-
tives, and FP is the number of false positives
– Like Accuracy, Precision is a commonly used metric for classication esti-
mators. Precision, like Accuracy, is a harsh metric for multi-class labelling
where some leakage is acceptable. Precision gives a metric to gauge how
well the estimator handles false positives.
• Recall
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– Dened in Equation 2.33
Recall = 1
K
K∑
i
( TPi
TPi + FNi
) (2.33)
Where K is the number of unique classes, TP is the number of true posi-
tives, and FN is the number of false negatives
– Like Accuracy and Precision, Recall is a commonly used metric for clas-
sication estimators. Like the previous metrics, Recall penalises incorrect
classications, a problem when some leakage of classes is expected and
tolerated. Recall gives a metric to gauge how well the estimator handles
false negatives.
• F1 Score
– Dened in Equation 2.34
F1 = 2P × R
P + R
(2.34)
Where P is the Precision score, calculated using Equation 2.32, and R is
the Recall score, calculated using Equation 2.33.
– Like the previous metrics, the F1 score is a metric commonly used in classi-
cation, which provides a measure of how accurate the estimator is. With
the dependence on the Recall and Precision to calculate the F1 score, the
multi-class classication problem that exists in the Precision and Recall
statistics persists in the F1 score.
• Normalised Mutual Information
– Dened in Equation 2.35
Normalised Mutual Information(U ,V ) = MI(U ,V )√
H (U )H (V )
(2.35)
Where U and V are two classes, MI is the mutual information between
the two classes, calculated with Equation 2.36, and H (U ) and H (V ) are the
entropy in each class, calculated using Equation 2.37.
MI(U ,V ) =
|U |∑
i=1
|V |∑
j=1
P(i, j) log
(
P(i, j)
P(i)P ′(j)
)
(2.36)
WhereU andV are two vectors of categories, P(i) = |Ui |/N , P ′(j) = |Vj |/N
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and P(i, j) = |Ui ∩Vj |/N
H (X ) = −
|X |∑
i=1
P(xi) log(P(xi)) (2.37)
Where X is a vector of response variables. e normalised mutual in-
formation score can suggest how dependant one set of data is upon an-
other, with 1 being completely dependant, and 0 being independent. Like
the previous classication-based metrics, it can provide a harsh cut when
used in multi-class classication where some leakage between classes is
acceptable.
2.3.3.3 Choice of Metrics
is thesis adopts the standard error metrics and testing procedures as performed by
the majority of Astronomical literature, particularly works pertaining to the estima-
tion of redshi. e primary metric used within literature is the η0.15 outlier rate
(Ilbert et al., 2009; Salvato et al., 2009, 2011; Cavuoti et al., 2012; Zitlau et al., 2016;
Cavuoti et al., 2017; Jones and Singal, 2017; Mountrichas et al., 2017; Luken et al.,
2018; Norris et al., 2018), with some literature using 0.2 instead of 0.15 as the cut-
o to determine whether an estimate is an outlier (Duncan et al., 2018a,b). Gen-
erally, the astronomical community uses specialised error metrics (like the outlier
rate), rather than tests such as the paired t-test used in the statistics literature. is
thesis adheres to this practice in order to be compared directly to works within lit-
erature, such as Carrasco et al. (2015), Cavuoti et al. (2017), Alhassan et al. (2018),
D’Isanto and Polsterer (2018), Duncan et al. (2018a) and Salvato et al. (2018)
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Chapter 3
Results
In this chapter, I have detailed the results of all tests completed. Due to the number of
tests, only a select few have plots in this chapter – I have placed a copy of all plots in
Appendix B. e main comparison will be completed with Dataset B, Set 1. Dataset
B was chosen as it is the largest, most complete dataset used in this thesis. Set 1 was
chosen to minimise any bias introduced by training on one eld with one observation
strategy, and testing on a dierent eld, with a dierent observation strategy.
In each table of results, there is a link to the plot in the appendix, the dataset that
was tested, the set that was tested, the number of observations in the training and
test sets, and the error metrics for that test.
All ML algorithms consistently produced their lowest η0.15 outlier rates using
Dataset C. is thesis considers Datasets A and B to be main datasets to be compared,
as Dataset C represents a highly idealised scenario. e reduced depth in optical and
IR photometry present in Dataset C greatly impacted the high-redshi sources, with
the majority of sources of redshi z > 0.5 removed. While this thesis does not con-
sider this representative of future surveys, I have retained the results to allow for a
simple comparison with early ML-based literature that used the early Sloan Digital
Sky Survey (SDSS) datasets that were similarly limited in redshi.
In the following sections, there is a table of results for each algorithm, and test
type (regression, regression on binned redshi values, binning of redshi values af-
ter regression, and classication on binned redshi values). For each test type and
Dataset/Set combination, the best error metric has been placed in bold.
3.1 Linear and Logistic Regression
In this section, I present the results of using linear regression (Subsection 3.1.1), ridge
regression (L2 regularisation; Subsection 3.1.2), lasso regression (L1 regularisation;
Subsection 3.1.3), and logistic regression (Subsection 3.1.4).
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Using linear, ridge and lasso regression, I have tested all three datasets and train-
ing/test sets. I have tested both binning before estimation, and aer estimation.
3.1.1 Linear Regression
In this section, I present the results using linear regression without binning the red-
shi (Table 3.1), binning the redshi before estimation (Table 3.2), and binning the
redshi aer the estimation (Table 3.3). I show the results using Dataset B, Set 1
across the standard regression test, and binning redshi before and aer estimation
in Figure 3.1.
An example of the eect of having a reduced redshi distribution in Dataset C is
in Figure 3.2.
In the following tables, the error metrics dier by test type. e regression, and
regression on pre-binned redshis display the following:
• e η0.15 outlier rate. Used as the main metric of concern, representing the
percentage of estimations with residual > |0.15| – lower the beer;
• e η2σ outlier rate. Used as a proxy for normality, with the values close to 5%
representing close to normal residuals;
• e R2 value. Used to show the proportion of variation in the dataset explained
by the model – higher the beer;
• e Mean Square Error. Used to show the average squared error in the estimates
– lower is beer;
• e residual standard deviation (σ ) – lower is beer;
• e Normalised Median Absolute Deviation. An alternative to the residual stan-
dard deviation that does not assume normality in the residuals.
e error metrics displayed in the regression before binning of redshi, and clas-
sication on binned redshi values are:
• e η0.15 outlier rate. Used as the main metric of concern, representing the
percentage of estimations with residual > |0.15| – lower the beer;
• e η2σ outlier rate. Used as a proxy for normality, with the values close to 5%
representing close to normal residuals;
• e accuracy. A simple percentage of galaxies with their redshi correctly pre-
dicted – higher is beer;
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• e Precision score. Used as a gauge for how well the model handles false
positives – higher is beer;
• e Recall score. Used as a gauge for how well the model handles false negatives
– higher is beer;
• e F1 score. A combination of the Precision, and Recall scores – higher is
beer;
• e Normalised Mutual Information. A measure of how dependant two sets of
data are upon each other – higher is beer;
• e residual standard deviation (σ ) – lower is beer;
Table 3.1: Summary of the results using linear regression, without binning. Included
is the dataset and set used, the size of the training and test sets, theη0.15 andη2σ outlier
rates, the R2 value, the MSE, the residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.1a A 1 1315 563 26.64 4.26 0.43 0.09 0.17 0.11
B.1b A 2 765 1113 28.93 4.40 0.31 0.12 0.20 0.13
B.1c A 3 1113 765 24.58 3.92 0.36 0.11 0.17 0.13
B.2a B 1 918 393 24.68 3.05 0.44 0.09 0.15 0.12
B.2b B 2 495 816 31.74 3.68 0.26 0.12 0.22 0.13
B.2c B 3 816 495 22.62 4.64 0.35 0.12 0.17 0.12
B.3a C 1 419 179 8.94 1.68 0.20 0.04 0.10 0.06
B.3b C 2 201 397 13.85 2.02 0.01 0.05 0.13 0.08
B.3c C 3 397 201 9.45 2.99 0.06 0.06 0.14 0.06
Linear regression typically fails to estimate an acceptable (in terms of η0.15) red-
shi in ∼ 20−25% of tests. Dataset B provides beer results than Dataset A, although
not by a large margin – particularly if the redshi is being binned before or aer
estimation. Set 1 typically reports a higher R2 value across all datasets, indicating
that with a random training sample, the linear model is able to account for a higher
proportion of variation in the data.
ere is no dierence in the results using a linear model when comparing redshis
binned before or aer estimation. In both cases, the model never accurately estimates
the correct value for the high redshi observations. When looking at the accuracy
for the post-binning test, linear regression does perform beer than random chance
in a 15-class classication scheme (∼ 6.67%). is is reected in the precision, recall
and F1 scores, and mutual information. e η2σ outlier rate is ≈ 6% across all tests,
suggesting the model residuals are roughly Gaussian, as the η2σ is the percentage of
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Table 3.2: Summary of the results using linear regression, binning the redshi before
estimation. Included is the dataset and set used, the size of the training and test sets,
the η0.15 and η2σ outlier rates, the R2 value, the MSE, the residual standard deviation
(σ ), and the NMAD
Plot Data Set Training Test η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.4a A 1 1315 563 22.74 6.57 0.50 0.06 0.16 0.10
B.4b A 2 765 1113 26.33 5.57 0.42 0.07 0.18 0.12
B.4c A 3 1113 765 22.22 6.01 0.49 0.06 0.16 0.11
B.5a B 1 918 393 22.90 6.87 0.51 0.05 0.13 0.11
B.5b B 2 495 816 27.57 4.90 0.35 0.07 0.20 0.12
B.5c B 3 816 495 18.99 7.68 0.48 0.07 0.15 0.10
B.6a C 1 419 179 1.68 5.03 0.56 0.00 0.05 0.04
B.6b C 2 201 397 4.03 3.78 0.34 0.01 0.07 0.04
B.6c C 3 397 201 2.99 4.89 0.44 0.01 0.06 0.04
Table 3.3: Summary of the results using linear regression, binning the redshi aer
estimation. Included is the dataset and set used, the size of the training (Tr Set) and
test sets (Te Set), the η0.15 and η2σ outlier rates, the accuracy (Acc), the precision (Pre),
recall (Re) and F1 scores, the normalised mutual information (NMI) and the residual
standard deviation (σ )
Plot Data Set Tr Te η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%) Score Score Score
B.7a A 1 1315 563 22.74 6.22 0.19 0.19 0.24 0.24 0.24 0.16
B.7b A 2 765 1113 26.33 6.20 0.18 0.19 0.19 0.17 0.23 0.18
B.8a A 3 1113 765 22.22 5.88 0.21 0.26 0.21 0.22 0.21 0.16
B.8b B 1 918 393 22.90 7.89 0.19 0.19 0.19 0.17 0.19 0.13
B.9a B 2 495 816 27.57 7.60 0.19 0.19 0.19 0.17 0.24 0.20
B.9b B 3 816 495 18.99 6.46 0.23 0.24 0.23 0.23 0.21 0.15
B.10a C 1 419 179 1.68 6.15 0.22 0.35 0.23 0.23 0.16 0.05
B.10b C 2 201 397 4.03 5.54 0.14 0.19 0.14 0.13 0.18 0.07
B.11a C 3 397 201 2.99 4.98 0.23 0.23 0.21 0.19 0.20 0.06
estimations with a residual greater than 2 standard deviations – approximately 95% of
a Gaussian distribution. However, there are distinct systematic errors that the model
is unable to account for, leading to a recognisable paern in the residuals.
Figure 3.2 shows the eect of removing the deep optical and IR observations from
the dataset. e result of binning the redshi is that all bins contain redshis of
z / 0.5, with the nal bin containing all sources of redshi of 0.34 < z / 2.5.
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(a) Dataset B, Set 1, no binning of redshi.
η0.15 = 24.68%
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(b) Dataset B, Set 1, binning of redshi be-
fore estimation. η0.15 = 22.90%
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(c) Dataset B, Set 1, binning of redshi aer estimation. η0.15 = 22.90%
Figure 3.1: Results plots using linear regression.
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(a) Dataset C, Set 1, no binning of redshi.
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(b) Dataset C, Set 1, binning of redshi be-
fore estimation. η0.15 = 1.68%
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(c) Dataset C, Set 1, binning of redshi aer estimation. η0.15 = 1.68%
Figure 3.2: Results plots using linear regression using Dataset C.
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3.1.2 Ridge Regression
In this section, I present the results using ridge regression without binning the redshi
(Table 3.4), binning the redshi before estimation (Table 3.5), and binning the redshi
aer the estimation (Table 3.6).
Table 3.4: Summary of the results using ridge regression (linear regression with L2
regularisation), without binning. Included is the dataset and set used, the size of the
training and test sets, theη0.15 andη2σ outlier rates, the R2 value, the MSE, the residual
standard deviation (σ ), and the NMAD
Plot Data Set Training Test η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.12a A 1 1315 563 27.71 4.27 0.43 0.09 0.17 0.11
B.12b A 2 765 1113 28.30 4.22 0.34 0.12 0.19 0.12
B.12c A 3 1113 765 25.49 3.92 0.37 0.11 0.17 0.13
B.13a B 1 918 393 23.92 3.05 0.44 0.09 0.14 0.11
B.13b B 2 495 816 31.37 3.68 0.27 0.12 0.22 0.13
B.13c B 3 816 495 22.62 4.64 0.35 0.12 0.17 0.12
B.14a C 1 419 179 7.82 2.23 0.18 0.04 0.10 0.07
B.14b C 2 201 397 17.88 1.76 0.11 0.04 0.12 0.09
B.14c C 3 397 201 7.46 3.48 0.13 0.06 0.12 0.07
Table 3.5: Summary of the results using ridge regression (linear regression with L2
regularisation), binning the redshi before estimation. Included is the dataset and set
used, the size of the training and test sets, the η0.15 and η2σ outlier rates, the R2 value,
the MSE, the residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.15a A 1 1315 563 23.62 6.39 0.51 0.06 0.15 0.10
B.15b A 2 765 1113 25.88 5.48 0.46 0.06 0.17 0.12
B.15c A 3 1113 765 22.75 6.01 0.50 0.06 0.16 0.11
B.16a B 1 918 393 21.88 6.36 0.58 0.05 0.13 0.10
B.16b B 2 495 816 27.57 5.02 0.36 0.07 0.19 0.11
B.16c B 3 816 495 19.19 7.27 0.49 0.06 0.15 0.10
B.17a C 1 419 179 1.68 4.47 0.56 0.00 0.05 0.04
B.17b C 2 201 397 3.27 4.03 0.43 0.01 0.06 0.05
B.17c C 3 397 201 3.48 5.97 0.44 0.01 0.06 0.05
When using ridge regression (linear regression with L2 regularisation), across
Datasets A and B, an η0.15 outlier rate of ≈ 25% is achieved – Dataset C achieves
≈ 5%. While the 2σ outlier rate (η2σ ) suggests the residuals are roughly Gaussian, the
residual plots show a distinct paern of under-estimation. is systematic eect is
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Table 3.6: Summary of the results using ridge regression (linear regression with L2
regularisation), binning the redshi aer estimation. Included is the dataset and set
used, the size of the training (Tr Set) and test sets (Te Set), the η0.15 and η2σ outlier
rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1 scores, the normalised
mutual information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%) Score Score Score
B.18a A 1 1315 563 23.62 6.39 0.23 0.25 0.23 0.22 0.24 0.15
B.18b A 2 765 1113 25.88 6.02 0.19 0.20 0.19 0.18 0.22 0.17
B.19a A 3 1113 765 22.75 5.88 0.21 0.27 0.22 0.22 0.21 0.16
B.19b B 1 918 393 21.88 7.38 0.16 0.16 0.17 0.15 0.19 0.13
B.20a B 2 495 816 27.57 7.60 0.19 0.19 0.18 0.17 0.23 0.19
B.20b B 3 816 495 19.19 6.26 0.21 0.24 0.22 0.22 0.21 0.15
B.21a C 1 419 179 1.68 5.59 0.22 0.34 0.22 0.22 0.16 0.05
B.21b C 2 201 397 3.27 5.54 0.14 0.18 0.14 0.13 0.17 0.06
B.22a C 3 397 201 3.48 7.46 0.21 0.17 0.18 0.16 0.17 0.06
present in both the estimation without binning (Subgure 3.3a), and estimation using
binned redshi (Subgure 3.3b) gures. Subgure 3.3c shows that no observations
were correctly estimated to be in the largest, z > 1.02 bin.
ere are no dierences in outlier rate (η0.15) between the pre- and post-binned
redshi tests, with both providing a lower outlier rate than estimation without the
binning of redshi. e pre-binned test provides higher R2 values when compared
to estimation without binning. e accuracy of the post-binned test is consistently
higher than random chance in a 15-class classication scheme (∼ 6.67%), reected in
the precision, recall, F1, and mutual information scores.
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(a) Dataset B, Set 1, no binning of redshi.
η0.15 = 23.92%
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(b) Dataset B, Set 1, binning of redshi be-
fore estimation. η0.15 = 21.88%
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(c) Dataset B, Set 1, binning of redshi aer estimation. η0.15 = 21.88%
Figure 3.3: Results plots using Ridge regression.
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3.1.3 Lasso Regression
In this section, I present the results using lasso regression without binning the redshi
(Table 3.7), binning the redshi before estimation (Table 3.8), and binning the redshi
aer the estimation (Table 3.9).
Table 3.7: Summary of the results using lasso regression (linear regression with L1
regularisation), without binning. Included is the dataset and set used, the size of the
training and test sets, theη0.15 andη2σ outlier rates, the R2 value, the MSE, the residual
standard deviation (σ ), and the NMAD
Plot Data Set Training Test η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.23a A 1 1315 563 26.29 3.73 0.42 0.09 0.15 0.11
B.23b A 2 765 1113 26.77 4.13 0.35 0.11 0.17 0.12
B.23c A 3 1113 765 25.10 3.92 0.36 0.11 0.16 0.12
B.24a B 1 918 393 22.65 3.05 0.41 0.10 0.14 0.11
B.24b B 2 495 816 31.00 3.80 0.27 0.12 0.22 0.13
B.24c B 3 816 495 23.84 4.04 0.34 0.12 0.16 0.12
B.25a C 1 419 179 6.15 2.23 0.14 0.04 0.10 0.06
B.25b C 2 201 397 14.61 1.51 0.12 0.04 0.12 0.09
B.25c C 3 397 201 6.97 3.48 0.11 0.06 0.11 0.07
Table 3.8: Summary of the results using lasso regression (linear regression with L1
regularisation), binning the redshi before estimation. Included is the dataset and set
used, the size of the training and test sets, the η0.15 and η2σ outlier rates, the R2 value,
the MSE, the residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.26a A 1 1315 563 23.27 6.22 0.52 0.09 0.14 0.10
B.26b A 2 765 1113 24.98 6.11 0.49 0.06 0.15 0.11
B.26c A 3 1113 765 24.31 5.88 0.44 0.09 0.16 0.12
B.27a B 1 918 393 22.65 6.11 0.56 0.05 0.13 0.11
B.27b B 2 495 816 27.45 4.90 0.37 0.07 0.19 0.12
B.27c B 3 816 495 21.82 7.68 0.43 0.07 0.15 0.11
B.28a C 1 419 179 2.23 6.15 0.54 0.00 0.05 0.04
B.28b C 2 201 397 2.52 4.53 0.50 0.01 0.06 0.05
B.28c C 3 397 201 3.98 5.47 0.41 0.01 0.06 0.05
Lasso regression (linear regression with L1 regularisation) achieves anη0.15 outlier
rate of ≈ 25% using Datasets A and B, and an outlier rate of ≈ 5% using Dataset C. e
residuals show distinct systematic errors, however, the η2σ outlier rate for all tests is
≈ 5%, suggesting an approximately Gaussian distribution. e same systematic errors
ensure that no observations are correctly classied into the z > 1.02 bin.
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Table 3.9: Summary of the results using lasso regression (linear regression with L1
regularisation), binning the redshi aer estimation. Included is the dataset and set
used, the size of the training (Tr Set) and test sets (Te Set), the η0.15 and η2σ outlier
rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1 scores, the normalised
mutual information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%) Score Score Score
B.29a A 1 1315 563 23.27 6.39 0.24 0.27 0.24 0.23 0.24 0.14
B.29b A 2 765 1113 24.98 6.47 0.20 0.21 0.20 0.18 0.22 0.15
B.30a A 3 1113 765 24.31 6.27 0.21 0.28 0.22 0.22 0.20 0.16
B.30b B 1 918 393 22.65 7.38 0.16 0.16 0.16 0.15 0.20 0.13
B.31a B 2 495 816 27.45 7.35 0.19 0.19 0.19 0.17 0.24 0.19
B.31b B 3 816 495 21.81 7.07 0.20 0.23 0.20 0.19 0.20 0.15
B.32a C 1 419 179 2.23 6.15 0.18 0.18 0.16 0.15 0.13 0.05
B.32b C 2 201 397 2.52 5.29 0.15 0.18 0.13 0.12 0.16 0.06
B.33a C 3 397 201 3.98 7.46 0.19 0.17 0.17 0.16 0.17 0.06
ere are no dierences in outlier rate (η0.15) between the pre- and post-binned
redshi tests, with both providing a lower outlier rate than estimation without the
binning of redshi. e pre-binned test provides higher R2 values when compared
to estimation without binning. e accuracy of the post-binned test is consistently
higher than random chance in a 15-class classication scheme (∼ 6.67%), reected in
the precision, recall, F1, and mutual information scores.
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(a) Dataset B, Set 1, no binning of redshi.
η0.15 = 22.65%
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(b) Dataset B, Set 1, binning of redshi be-
fore estimation. η0.15 = 22.65%
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(c) Dataset B, Set 1, binning of redshi aer estimation. η0.15 = 22.65%
Figure 3.4: Results plots using Lasso regression.
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3.1.4 Logistic Regression
In this section, I present the results using logistic regression binning the redshi be-
fore estimation (Table 3.10).
Table 3.10: Summary of the results using logistic regression, binning the redshi aer
estimation. Included is the dataset and set used, the size of the training (Tr Set) and
test sets (Te Set), the η0.15 and η2σ outlier rates, the accuracy (Acc), the precision (Pre),
recall (Re) and F1 scores, the normalised mutual information (NMI) and the residual
standard deviation (σ )
Plot Data Set Tr Te η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%) Score Score Score
B.34a A 1 1315 563 14.39 6.57 0.34 0.37 0.36 0.32 0.37 0.16
B.34b A 2 765 1113 15.09 6.29 0.24 0.24 0.27 0.19 0.30 0.18
B.35a A 3 1113 765 17.12 6.93 0.19 0.27 0.25 0.18 0.30 0.17
B.35b B 1 918 393 8.65 7.63 0.37 0.36 0.40 0.36 0.39 0.14
B.36a B 2 495 816 16.18 8.70 0.23 0.19 0.26 0.18 0.29 0.19
B.36b B 3 816 495 11.52 5.25 0.22 0.23 0.28 0.21 0.32 0.16
B.37a C 1 419 179 7.82 7.26 0.16 0.10 0.15 0.12 0.16 0.08
B.37b C 2 201 397 7.56 4.79 0.10 0.06 0.13 0.07 0.12 0.08
B.38a C 3 397 201 5.47 4.98 0.14 0.18 0.18 0.11 0.15 0.08
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Figure 3.5: Results plot using Logistic regression, with redshi binned before estima-
tion, using Dataset B, Set 1. η0.15 = 8.65%
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Logistic regression classied ≈ 85% of sources correctly using Dataset A and B,
and ≈ 94% of observations in Dataset C (according to the outlier rate – η0.15). e
random training sample (Set 1), with complete optical and IR photometry (Dataset B)
provided the best result, with an η0.15 outlier rate of 8.65%, estimating 63% of z > 1.02
observations correctly.
e standard classication error metrics are ≈ 0.3 for Datasets A and B, and ≈ 0.1
for Dataset C. For Datasets A and B, these accuracies are signicantly higher than
random chance in a 15-class classication scheme (∼ 6.67%). e standard classica-
tion metrics show that while the outlier rate (η0.15) of Dataset C is impressive, logistic
regression using Dataset C is almost entirely relying on random chance.
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3.2 k-Nearest Neighbours
In this section, I present the results of using k-Nearest Neighbours regression, and
classication. In Subsection 3.2.1, I present the results using Euclidean distance. Man-
haan taxicab distance follows in Subsection 3.2.2. Mahalanobis distance (Subsec-
tion 3.2.3) is followed by the two learned metrics – Metric Learning for Kernel Re-
gression (Subsection 3.2.4) and Largest Margin Nearest Neighbour (Subsection 3.2.5).
3.2.1 Euclidean Distance
In this section, I present the results using k-Nearest Neighbours regression with Eu-
clidean distance, without binning the redshi (Table 3.11), binning the redshi be-
fore estimation (Table 3.12), binning the redshi aer the estimation (Table 3.13), and
kNN classication using Euclidean distance, binning the redshi before estimation
(Table 3.14).
Table 3.11: Summary of the results using kNN regression with euclidean distance,
without binning. Included is the dataset and set used, the size of the training and test
sets, the optimum value of k , the η0.15 and η2σ outlier rates, the R2 value, the MSE, the
residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test k η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.39a A 1 1315 563 6 11.55 5.33 0.65 0.06 0.14 0.06
B.39b A 2 765 1113 3 11.68 4.94 0.54 0.08 0.15 0.07
B.39c A 3 1113 765 3 12.55 4.58 0.52 0.08 0.14 0.06
B.40a B 1 918 393 4 8.14 5.09 0.67 0.06 0.10 0.05
B.40b B 2 495 816 3 9.07 4.78 0.61 0.06 0.13 0.06
B.40c B 3 816 495 18 9.70 4.24 0.48 0.10 0.13 0.07
B.41a C 1 419 179 2 3.91 3.35 0.31 0.04 0.11 0.04
B.41b C 2 201 397 6 4.79 2.52 0.14 0.04 0.11 0.05
B.41c C 3 397 201 16 4.48 1.99 0.04 0.06 0.10 0.05
ekNN regression algorithm using Euclidean distance clearly improves (in terms
of the η0.15 outlier rate) between Datasets A to B to C. As does the kNN classication
algorithm – though to a lesser degree. e η2σ outlier rate uctuates around 5%,
suggesting roughly Gaussian residuals.
ere is no dierence in the η0.15 outlier rate between the pre- and post-binned
redshi tests, however, the act of binning the redshi does provide an improvement
when compared with the normal regression test.
When comparing the kNN regression with post-binning with the kNN classica-
tion with pre-binning, the regression test provides the beer outlier rates and accu-
racy (and related classication metrics). e regression test correctly predicts the top
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Table 3.12: Summary of the results using kNN regression with euclidean distance,
binning the redshi before estimation. Included is the dataset and set used, the size
of the training and test sets, the optimum value of k , the η0.15 and η2σ outlier rates,
the R2 value, the MSE, the residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test k η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.42a A 1 1315 563 3 11.01 5.86 0.68 0.04 0.13 0.06
B.42b A 2 765 1113 3 11.41 6.20 0.66 0.04 0.13 0.07
B.42c A 3 1113 765 5 11.63 6.41 0.68 0.04 0.12 0.07
B.43a B 1 918 393 2 6.36 5.60 0.78 0.02 0.09 0.05
B.43b B 2 495 816 2 8.09 5.15 0.67 0.04 0.12 0.06
B.43c B 3 816 495 2 7.68 5.86 0.72 0.04 0.11 0.01
B.44a C 1 419 179 3 2.79 3.91 0.51 0.00 0.06 0.04
B.44b C 2 201 397 5 2.52 5.04 0.50 0.01 0.06 0.05
B.44c C 3 397 201 6 2.49 4.98 0.44 0.01 0.06 0.05
Table 3.13: Summary of the results using kNN regression with euclidean distance,
binning the redshi aer estimation. Included is the dataset and set used, the size
of the training (Tr Set) and test sets (Te Set), the optimum value of k , the η0.15 and
η2σ outlier rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1 scores, the
normalised mutual information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te k η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%)
B.45a A 1 1315 563 3 11.01 4.97 0.37 0.37 0.37 0.37 0.34 0.13
B.45b A 2 765 1113 3 11.41 5.93 0.28 0.30 0.29 0.28 0.31 0.13
B.46a A 3 1113 765 5 11.63 5.75 0.31 0.35 0.32 0.32 0.32 0.12
B.46b B 1 918 393 2 6.36 7.38 0.36 0.36 0.37 0.35 0.35 0.09
B.47a B 2 495 816 2 8.09 6.25 0.30 0.31 0.31 0.30 0.33 0.12
B.47b B 3 816 495 2 7.67 8.09 0.36 0.38 0.38 0.36 0.36 0.11
B.48a C 1 419 179 3 2.79 3.91 0.15 0.14 0.15 0.14 0.11 0.06
B.48b C 2 201 397 5 2.52 5.79 0.15 0.22 0.15 0.14 0.15 0.06
B.49a C 3 397 201 6 2.49 5.47 0.17 0.21 0.17 0.16 0.10 0.06
‘z > 1.02’ bin 67% of the time, compared with the classication test of 52%.
e kNN classication algorithm using Euclidean distance (and to a lesser extent,
the post-binned regression test) has a particular problem with Dataset C. While the
outlier rate (η0.15) remained low, the accuracy, precision, recall, and F1 scores, and
the mutual information are much closer to random chance in a 15-class multi-label
structure than on Dataset A and B.
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Table 3.14: Summary of the results using kNN classication with euclidean distance,
binning the redshi before estimation. Included is the dataset and set used, the size
of the training (Tr Set) and test sets (Te Set), the optimum value of k , the η0.15 and
η2σ outlier rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1 scores, the
normalised mutual information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te k η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%)
B.50a A 1 1315 563 6 13.32 3.91 0.34 0.34 0.35 0.34 0.32 0.14
B.50b A 2 765 1113 14 14.56 4.49 0.26 0.30 0.27 0.25 0.28 0.14
B.51a A 3 1113 765 6 14.77 4.97 0.28 0.29 0.30 0.28 0.29 0.13
B.51b B 1 918 393 6 9.41 4.83 0.30 0.31 0.30 0.30 0.29 0.10
B.52a B 2 495 816 6 11.52 6.00 0.24 0.24 0.26 0.23 0.29 0.13
B.52b B 3 816 495 8 11.31 6.87 0.27 0.28 0.27 0.26 0.31 0.13
B.53a C 1 419 179 2 2.79 6.15 0.15 0.20 0.15 0.15 0.09 0.06
B.53b C 2 201 397 13 3.27 5.54 0.10 0.11 0.12 0.09 0.09 0.07
B.54a C 3 397 201 6 4.98 4.98 0.09 0.10 0.10 0.09 0.09 0.07
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(a) Dataset B, Set 1, no binning of redshi.
η0.15 = 8.14%
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(b) Dataset B, Set 1, binning of redshi be-
fore estimation. η0.15 = 6.36%
Figure 3.6: Results plots using kNN regression with Euclidean distance.
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(a) kNN Regression using Euclidean distance, Dataset B and Set 1, binning of redshi
aer estimation. η0.15 = 6.36%
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(b) kNN Classication using Euclidean distance, Dataset B and Set 1, binning of redshi
before estimation. η0.15 = 9.41%
Figure 3.7: Results plots using kNN with Euclidean distance, comparing classication
and regression.
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3.2.2 Manhattan Taxicab Distance
In this section, I present the results using k-Nearest Neighbours regression with Man-
haan taxicab distance, without binning the redshi (Table 3.15), binning the redshi
before estimation (Table 3.16), binning the redshi aer the estimation (Table 3.17),
and kNN classication using Manhaan taxicab distance, binning the redshi before
estimation (Table 3.18).
Table 3.15: Summary of the results using kNN regression with Manhaan taxicab
distance, without binning. Included is the dataset and set used, the size of the training
and test sets, the optimum value of k , the η0.15 and η2σ outlier rates, the R2 value, the
MSE, the residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test k η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.55a A 1 1315 563 7 12.26 4.97 0.59 0.06 0.13 0.06
B.55b A 2 765 1113 10 12.76 4.22 0.51 0.09 0.13 0.07
B.55c A 3 1113 765 3 11.89 4.71 0.53 0.08 0.14 0.06
B.56a B 1 918 393 4 7.63 4.07 0.66 0.06 0.10 0.05
B.56b B 2 495 816 3 9.31 3.55 0.54 0.08 0.13 0.06
B.56c B 3 816 495 13 10.51 4.24 0.48 0.10 0.13 0.06
B.57a C 1 419 179 2 4.47 3.35 0.34 0.03 0.11 0.04
B.57b C 2 201 397 5 5.54 2.77 0.15 0.04 0.11 0.05
B.57c C 3 397 201 15 4.48 1.99 0.06 0.06 0.10 0.05
Table 3.16: Summary of the results using kNN regression with Manhaan taxicab
distance, binning the redshi before estimation. Included is the dataset and set used,
the size of the training and test sets, the optimum value of k , the η0.15 and η2σ outlier
rates, the R2 value, the MSE, the residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test k η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.58a A 1 1315 563 4 11.37 5.86 0.67 0.04 0.12 0.06
B.58b A 2 765 1113 3 11.13 6.29 0.63 0.04 0.13 0.07
B.58c A 3 1113 765 2 13.20 6.14 0.69 0.04 0.12 0.06
B.59a B 1 918 393 4 7.38 5.34 0.76 0.03 0.09 0.06
B.59b B 2 495 816 2 9.44 6.00 0.64 0.04 0.12 0.07
B.59c B 3 816 495 2 9.90 6.67 0.72 0.04 0.12 0.05
B.60a C 1 419 179 5 1.12 6.70 0.58 0.00 0.05 0.04
B.60b C 2 201 397 5 3.53 5.29 0.45 0.01 0.06 0.06
B.60c C 3 397 201 14 2.99 4.48 0.37 0.01 0.06 0.05
e kNN regression algorithm using Manhaan taxicab distance clearly improves
(in terms of the η0.15 outlier rate) between Datasets A to B to C. As does the kNN
classication algorithm – though to a lesser degree. e η2σ outlier rate uctuates
around 5%, suggesting roughly Gaussian residuals.
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Table 3.17: Summary of the results using kNN regression with Manhaan taxicab
distance, binning the redshi aer estimation. Included is the dataset and set used,
the size of the training (Tr Set) and test sets (Te Set), the optimum value of k , the η0.15
and η2σ outlier rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1 scores,
the normalised mutual information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te k η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%)
B.61a A 1 1315 563 4 11.37 4.26 0.33 0.33 0.32 0.32 0.32 0.12
B.61b A 2 765 1113 3 12.13 5.30 0.27 0.30 0.27 0.27 0.30 0.13
B.62a A 3 1113 765 2 13.20 6.01 0.34 0.36 0.36 0.34 0.33 0.12
B.62b B 1 918 393 4 7.38 5.60 0.33 0.34 0.34 0.33 0.33 0.09
B.63a B 2 495 816 2 9.44 6.74 0.29 0.31 0.31 0.30 0.32 0.11
B.63b B 3 816 495 2 9.90 8.69 0.35 0.37 0.36 0.35 0.34 0.12
B.64a C 1 419 179 5 1.12 5.03 0.23 0.27 0.23 0.23 0.15 0.05
B.64b C 2 201 397 8 3.53 6.80 0.12 0.15 0.13 0.11 0.13 0.06
B.65a C 3 397 201 14 2.99 3.98 0.11 0.09 0.14 0.10 0.11 0.06
Table 3.18: Summary of the results using kNN classication with Manhaan taxicab
distance, binning the redshi before estimation. Included is the dataset and set used,
the size of the training (Tr Set) and test sets (Te Set), the optimum value of k , the η0.15
and η2σ outlier rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1 scores,
the normalised mutual information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te k η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%)
B.66a A 1 1315 563 9 14.03 4.44 0.32 0.33 0.33 0.32 0.31 0.14
B.66b A 2 765 1113 7 13.30 5.30 0.27 0.30 0.28 0.27 0.27 0.13
B.67a A 3 1113 765 7 14.90 6.01 0.30 0.30 0.33 0.30 0.30 0.15
B.67b B 1 918 393 10 8.65 5.09 0.30 0.31 0.30 0.30 0.29 0.11
B.68a B 2 495 816 8 11.15 5.76 0.24 0.24 0.26 0.23 0.28 0.13
B.68b B 3 816 495 12 11.92 5.45 0.25 0.28 0.27 0.25 0.31 0.14
B.69a C 1 419 179 9 3.91 7.27 0.15 0.15 0.15 0.14 0.08 0.07
B.69b C 2 201 397 13 3.78 4.28 0.11 0.12 0.13 0.10 0.10 0.07
B.70a C 3 397 201 9 6.47 6.47 0.09 0.14 0.12 0.10 0.10 0.08
ere is no dierence in the η0.15 outlier rate between the pre- and post-binned
redshi tests, however, the act of binning the redshi does provide an improvement
when compared with the normal regression test.
When comparing the kNN regression with post-binning with the kNN classica-
tion with pre-binning, the regression test provides the beer outlier rates and accu-
racy (and related classication metrics). e regression test correctly predicts the top
‘z > 1.02’ bin 48% of the time, compared with the classication test of 56%.
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(a) Dataset B, Set 1, no binning of redshi.
η0.15 = 7.63%
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(b) Dataset B, Set 1, binning of redshi be-
fore estimation. η0.15 = 7.38%
Figure 3.8: Results plots using kNN regression with Manhaan taxicab distance.
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(a) kNN Regression using Manhaan taxicab distance, Dataset B and Set 1, binning of
redshi aer estimation. η0.15 = 7.38%
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(b) kNN Classication using Manhaan taxicab distance, Dataset B and Set 1, binning of
redshi before estimation. η0.15 = 8.65%
Figure 3.9: Results plots using kNN with Manhaan taxicab distance, comparing clas-
sication and regression.
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3.2.3 Mahalanobis Distance
In this section, I present the results using k-Nearest Neighbours regression with Ma-
halanobis distance, without binning the redshi (Table 3.19), binning the redshi be-
fore estimation (Table 3.20), binning the redshi aer the estimation (Table 3.21), and
kNN classication using Mahalanobis distance, binning the redshi before estimation
(Table 3.22).
Table 3.19: Summary of the results using kNN regression with Mahalanobis distance,
without binning. Included is the dataset and set used, the size of the training and test
sets, the optimum value of k , the η0.15 and η2σ outlier rates, the R2 value, the MSE, the
residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test k η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.71a A 1 1315 563 12 9.24 6.39 0.71 0.05 0.12 0.03
B.71b A 2 765 1113 4 11.41 5.39 0.58 0.07 0.14 0.04
B.71c A 3 1113 765 5 10.33 5.23 0.51 0.08 0.14 0.04
B.72a B 1 918 393 5 6.36 4.33 0.63 0.06 0.11 0.03
B.72b B 2 495 816 7 9.07 5.02 0.58 0.06 0.13 0.04
B.72c B 3 816 495 18 7.47 4.04 0.56 0.08 0.12 0.04
B.73a C 1 419 179 2 3.35 2.79 0.69 0.02 0.06 0.03
B.73b C 2 201 397 2 3.02 2.52 0.01 0.05 0.11 0.04
B.73c C 3 397 201 3 3.98 2.49 0.13 0.06 0.09 0.03
Table 3.20: Summary of the results using kNN regression with Mahalanobis distance,
binning the redshi before estimation. Included is the dataset and set used, the size
of the training and test sets, the optimum value of k , the η0.15 and η2σ outlier rates,
the R2 value, the MSE, the residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test k η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.74a A 1 1315 563 3 9.95 6.39 0.75 0.03 0.12 0.04
B.74b A 2 765 1113 5 10.96 6.82 0.71 0.03 0.12 0.05
B.74c A 3 1113 765 6 10.07 6.80 0.69 0.04 0.13 0.05
B.75a B 1 918 393 2 6.11 5.85 0.82 0.02 0.09 0.04
B.75b B 2 495 816 5 9.07 7.23 0.70 0.03 0.12 0.04
B.75c B 3 816 495 8 9.49 7.07 0.73 0.03 0.11 0.04
B.76a C 1 419 179 6 0.00 7.26 0.75 0.00 0.04 0.03
B.76b C 2 201 397 2 2.27 5.04 0.58 0.00 0.05 0.04
B.76c C 3 397 201 3 1.49 4.48 0.63 0.00 0.05 0.03
e kNN regression algorithm using Mahalanobis distance clearly improves (in
terms of the η0.15 outlier rate) between Datasets A to B to C. As does the kNN classi-
cation algorithm – though to a lesser degree. e η2σ outlier rate uctuates around
5%, suggesting roughly Gaussian residuals.
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Table 3.21: Summary of the results using kNN regression with Mahalanobis distance,
binning the redshi aer estimation. Included is the dataset and set used, the size
of the training (Tr Set) and test sets (Te Set), the optimum value of k , the η0.15 and
η2σ outlier rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1 scores, the
normalised mutual information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te k η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%)
B.77a A 1 1315 563 3 9.95 7.46 0.48 0.49 0.49 0.48 0.43 0.12
B.77b A 2 765 1113 5 10.96 8.72 0.38 0.40 0.39 0.38 0.38 0.12
B.78a A 3 1113 765 6 10.07 6.14 0.40 0.43 0.40 0.40 0.40 0.13
B.78b B 1 918 393 2 6.11 6.36 0.48 0.51 0.50 0.49 0.48 0.09
B.79a B 2 495 816 5 9.07 7.84 0.40 0.44 0.41 0.40 0.43 0.12
B.79b B 3 816 495 8 9.49 9.29 0.44 0.47 0.44 0.44 0.45 0.11
B.80a C 1 419 179 6 0.00 6.15 0.23 0.26 0.23 0.23 0.22 0.04
B.80b C 2 201 397 2 2.27 4.53 0.14 0.15 0.15 0.13 0.20 0.05
B.81a C 3 397 201 3 1.49 4.48 0.24 0.25 0.24 0.23 0.23 0.05
Table 3.22: Summary of the results using kNN classication with Mahalanobis dis-
tance, binning the redshi before estimation. Included is the dataset and set used, the
size of the training (Tr Set) and test sets (Te Set), the optimum value of k , the η0.15
and η2σ outlier rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1 scores,
the normalised mutual information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te k η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%)
B.82a A 1 1315 563 19 9.59 4.09 0.44 0.45 0.44 0.44 0.44 0.13
B.82b A 2 765 1113 9 10.15 4.67 0.33 0.36 0.35 0.32 0.37 0.13
B.83a A 3 1113 765 6 11.63 5.49 0.39 0.42 0.41 0.41 0.38 0.15
B.83b B 1 918 393 19 5.60 5.09 0.48 0.50 0.50 0.50 0.47 0.12
B.84a B 2 495 816 5 7.10 5.88 0.36 0.37 0.37 0.35 0.40 0.14
B.84b B 3 816 495 14 7.47 6.46 0.41 0.44 0.43 0.41 0.44 0.13
B.85a C 1 419 179 8 1.68 6.15 0.22 0.21 0.23 0.21 0.19 0.05
B.85b C 2 201 397 5 2.52 5.54 0.16 0.20 0.17 0.16 0.16 0.06
B.86a C 3 397 201 18 4.98 5.47 0.17 0.20 0.20 0.17 0.22 0.06
ere is no dierence in the η0.15 outlier rate between the pre- and post-binned
redshi tests, however, the act of binning the redshi does provide an improvement
when compared with the normal regression test.
When comparing the kNN regression with post-binning with the kNN classica-
tion with pre-binning, both tests perform well, with the results mostly comparable.
e regression test correctly predicts the top ‘z > 1.02’ bin 70% of the time, compared
with the classication test of 67%.
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(a) Dataset B, Set 1, no binning of redshi.
η0.15 = 6.36%
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(b) Dataset B, Set 1, binning of redshi be-
fore estimation. η0.15 = 6.11%
Figure 3.10: Results plots using kNN regression with Mahalanobis distance.
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(a) kNN Regression using Mahalanobis distance, Dataset B and Set 1, binning of redshi
aer estimation. η0.15 = 6.36%
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(b) kNN Classication using Mahalanobis distance, Dataset B and Set 1, binning of red-
shi before estimation. η0.15 = 5.60%
Figure 3.11: Results plots using kNN with Mahalanobis distance, comparing classi-
cation and regression.
82
3.2.4 Metric Learning for Kernel Regression Distance
In this section, I present the results using k-Nearest Neighbours regression with the
learned Metric Learning for Kernel Regression distance metric, without binning the
redshi (Table 3.23), binning the redshi before estimation (Table 3.24), and binning
the redshi aer the estimation (Table 3.25).
Table 3.23: Summary of the results using kNN regression with a metric learned using
MLKR, without binning. Included is the dataset and set used, the size of the training
and test sets, the optimum value of k , the η0.15 and η2σ outlier rates, the R2 value, the
MSE, the residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test k η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.87a A 1 1315 563 3 11.90 5.68 0.60 0.06 0.14 0.05
B.87b A 2 765 1113 6 11.77 5.03 0.58 0.07 0.15 0.06
B.87c A 3 1113 765 15 15.16 3.79 0.48 0.09 0.10 0.05
B.88a B 1 918 393 5 8.65 3.82 0.65 0.06 0.10 0.05
B.88b B 2 495 816 4 8.46 5.27 0.68 0.05 0.13 0.06
B.88c B 3 816 495 9 11.91 4.04 0.54 0.09 0.13 0.08
B.89a C 1 419 179 2 5.03 3.35 0.41 0.03 0.09 0.05
B.89b C 2 201 397 4 4.53 2.27 0.13 0.04 0.12 0.05
B.89c C 3 397 201 2 3.98 4.48 0.70 0.02 0.10 0.05
Table 3.24: Summary of the results using kNN regression with a metric learned using
MLKR, binning the redshi before estimation. Included is the dataset and set used,
the size of the training and test sets, the optimum value of k , the η0.15 and η2σ outlier
rates, the R2 value, the MSE, the residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test k η0.15 η2σ R2 MSE σ NMAD
# Set Size Size (%) (%) Value
B.90a A 1 1315 563 6 8.35 6.75 0.77 0.03 0.10 0.04
B.90b A 2 765 1113 8 12.94 7.19 0.65 0.04 0.13 0.06
B.90c A 3 1113 765 5 11.11 6.80 0.70 0.04 0.12 0.05
B.91a B 1 918 393 13 5.34 5.34 0.81 0.02 0.08 0.05
B.91b B 2 495 816 3 8.46 6.00 0.70 0.03 0.12 0.05
B.91c B 3 816 495 7 9.70 5.66 0.74 0.03 0.11 0.05
B.92a C 1 419 179 7 0.56 5.59 0.66 0.00 0.05 0.03
B.92b C 2 201 397 2 1.26 4.79 0.60 0.00 0.05 0.04
B.92c C 3 397 201 3 1.49 4.96 0.63 0.00 0.05 0.04
e MLKR learned distance metric improves as expected from Dataset A, to Dataset
B, to Dataset C. e R2 value increases between Dataset A and B, with Dataset C pro-
viding the lowest R2 value, indicating that Dataset B allows for a model to be created
that explains the most variation in the dataset.
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Table 3.25: Summary of the results using kNN regression with a metric learned using
MLKR, binning the redshi aer estimation. Included is the dataset and set used, the
size of the training (Tr Set) and test sets (Te Set), the optimum value of k , the η0.15
and η2σ outlier rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1 scores,
the normalised mutual information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te k η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%)
B.93a A 1 1315 563 3 11.01 4.97 0.37 0.37 0.37 0.37 0.34 0.13
B.93b A 2 765 1113 5 15.81 5.39 0.23 0.28 0.24 0.23 0.26 0.13
B.94a A 3 1113 765 6 12.29 5.10 0.28 0.33 0.29 0.29 0.30 0.13
B.94b B 1 918 393 6 11.96 6.62 0.26 0.27 0.27 0.26 0.27 0.10
B.95a B 2 495 816 4 7.60 6.86 0.30 0.32 0.31 0.30 0.36 0.11
B.95b B 3 816 495 8 15.76 5.45 0.25 0.28 0.25 0.24 0.23 0.13
B.96a C 1 419 179 7 2.23 6.70 0.20 0.19 0.20 0.18 0.16 0.05
B.96b C 2 201 397 4 2.02 4.79 0.18 0.20 0.17 0.16 0.16 0.06
B.97a C 3 397 201 14 2.99 4.98 0.13 0.10 0.16 0.11 0.13 0.06
e tests binning redshi before estimation result in the best outcomes (in terms
of η0.15 outlier rate), followed by estimation without the binning of redshi. Binning
of redshi aer estimation performs the worst.
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(a) Dataset B, Set 1, no binning of redshi.
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(b) Dataset B, Set 1, binning of redshi be-
fore estimation. η0.15 = 5.34%
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(c) Dataset B and Set 1, binning of redshi aer estimation. η0.15 = 11.96%
Figure 3.12: Results plots using kNN regression with the learned MLKR distance met-
ric.
85
3.2.5 Largest Margin Nearest Neighbour Distance
In this section, I present the results using k-Nearest Neighbours classication with
the learned Largest Margin Nearest Neighbour distance metric, binning the redshi
before estimation (Table 3.26).
Table 3.26: Summary of the results using kNN classication with a metric learned
using LMNN, binning the redshi before estimation. Included is the dataset and set
used, the size of the training (Tr Set) and test sets (Te Set), the optimum value of k , the
η0.15 and η2σ outlier rates, the accuracy (Acc), the precision (Pre), recall (Re) and F1
scores, the normalised mutual information (NMI) and the residual standard deviation
(σ )
Plot Data Set Tr Te k η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size (%) (%)
B.98a A 1 1315 563 10 10.30 3.73 0.42 0.42 0.42 0.42 0.41 0.13
B.98b A 2 765 1113 13 11.14 4.85 0.35 0.37 0.37 0.33 0.36 0.15
B.99a A 3 1113 765 20 10.98 5.62 0.39 0.41 0.42 0.40 0.39 0.14
B.99b B 1 918 393 7 4.83 4.33 0.43 0.46 0.45 0.45 0.46 0.10
B.100a B 2 495 816 13 6.62 5.64 0.36 0.38 0.38 0.35 0.41 0.14
B.100b B 3 816 495 7 7.88 7.07 0.40 0.43 0.42 0.41 0.42 0.12
B.101a C 1 419 179 10 2.79 4.47 0.23 0.24 0.24 0.23 0.17 0.05
B.101b C 2 201 397 19 3.53 4.79 0.13 0.20 0.15 0.12 0.14 0.06
B.102a C 3 397 201 2 2.99 2.99 0.23 0.24 0.24 0.22 0.20 0.05
e classication test using the LMNN learned metric performed best (in terms
of η0.15 outlier rate) on Dataset C, followed by Dataset B. Dataset A was the worst
performing in terms of η0.15 outlier rate, however, still performed beer than Dataset
C in terms of standard classication metrics (accuracy, precision, recall and F1 scores,
and mutual information). e classication metrics for Dataset A and Dataset B
fall around 40%, well above random chance in a 15 class multi-label dataset (6.67%).
Dataset C (∼ 20%) was lower, but still above random chance.
Using Dataset B, Set 1 (Figure 3.13), the top two bins (z = 0.91 and z > 1.02) were
correctly estimated in 70% of cases.
In all cases, the outlier rate (η0.15) worsened when using a specic eld as the train-
ing set, rather than a random sample. ere was no specic eld (Set 2 – ELAIS-S1
as training – or Set 3 – eCDFS as training) that provided a clear beer option.
e outlier rate (η2σ ) was consistently around 5%, indicating roughly Gaussian
residuals.
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Figure 3.13: Results plot using kNN classication with the learned LMNN distance
metric, Dataset B and Set 1, binning of redshi before estimation. η0.15 = 4.83%
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3.3 Random Forest
In this section, I present the results using Random Forest regression and classica-
tion. Table 3.27 contains the results across all data sets and training/test sets, without
binning the data, using RF regression. Table 3.28 contains the results across all data
sets and training/test sets, binning the data before estimation, using RF regression.
Table 3.29 contains the results across all data sets and training/test sets, binning the
data aer estimation, using RF regression. Table 3.30 contains the results across all
data sets and training/test sets, binning the data before estimation, using RF classi-
cation.
Table 3.27: Summary of the results using RF regression, without binning. Included
is the dataset and set used, the size of the training and test sets, the optimum value
of trees, the η0.15 and η2σ outlier rates, the R2 value, the MSE, the residual standard
deviation (σ ), and the NMAD
Plot Data Set Training Test Num η0.15 η2σ R2 MSE σ NMAD
# Set Size Size Trees (%) (%) Value
B.103a A 1 1315 563 52 12.97 5.33 0.63 0.06 0.13 0.05
B.103b A 2 765 1113 48 14.29 5.21 0.49 0.09 0.16 0.07
B.103c A 3 1113 765 52 13.07 4.18 0.51 0.08 0.15 0.06
B.104a B 1 918 393 11 9.67 4.58 0.57 0.07 0.13 0.05
B.104b B 2 495 816 29 13.48 6.62 0.26 0.12 0.20 0.06
B.104c B 3 816 495 26 11.52 4.24 0.54 0.09 0.14 0.05
B.105a C 1 419 179 2 5.03 2.23 0.05 0.05 0.10 0.04
B.105b C 2 201 397 2 6.05 3.28 –0.23 0.06 0.14 0.06
B.105c C 3 397 201 23 9.45 4.98 0.21 0.06 0.16 0.05
Table 3.28: Summary of the results using RF regression, binning the redshi before
estimation. Included is the dataset and set used, the size of the training and test sets,
the optimum value of trees, the η0.15 and η2σ outlier rates, the R2 value, the MSE, the
residual standard deviation (σ ), and the NMAD
Plot Data Set Training Test Num η0.15 η2σ R2 MSE σ NMAD
# Set Size Size Trees (%) (%) Value
B.106a A 1 1315 563 41 11.55 6.22 0.70 0.04 0.11 0.06
B.106b A 2 765 1113 39 13.12 6.11 0.66 0.04 0.12 0.07
B.106c A 3 1113 765 49 11.76 5.49 0.66 0.04 0.13 0.07
B.107a B 1 918 393 55 10.69 6.36 0.71 0.03 0.10 0.06
B.107b B 2 495 816 38 13.36 6.00 0.63 0.04 0.12 0.06
B.107c B 3 816 495 28 11.31 5.86 0.66 0.04 0.12 0.06
B.108a C 1 419 179 6 2.79 7.26 0.52 0.00 0.06 0.04
B.108b C 2 201 397 5 2.77 6.55 0.39 0.01 0.06 0.06
B.108c C 3 397 201 9 4.98 6.47 0.22 0.01 0.07 0.05
e RF algorithm performed best on the pre- and post-binned regression tests
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Table 3.29: Summary of the results using RF regression, binning the redshi aer es-
timation. Included is the dataset and set used, the size of the training (Tr Set) and test
sets (Te Set), the optimum value of trees, the η0.15 and η2σ outlier rates, the accuracy
(Acc), the precision (Pre), recall (Re) and F1 scores, the normalised mutual information
(NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te Num η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size Trees (%) (%)
B.109a A 1 1315 563 41 11.55 6.22 0.32 0.34 0.32 0.32 0.32 0.11
B.109b A 2 765 1113 39 13.12 5.75 0.29 0.33 0.30 0.29 0.32 0.12
B.110a A 3 1113 765 49 11.76 5.23 0.34 0.39 0.35 0.34 0.34 0.13
B.110b B 1 918 393 55 10.69 7.38 0.36 0.40 0.37 0.36 0.34 0.10
B.111a B 2 495 816 38 13.36 7.84 0.30 0.32 0.31 0.30 0.31 0.12
B.111b B 3 816 495 28 11.31 8.69 0.34 0.37 0.34 0.33 0.34 0.12
B.112a C 1 419 179 6 2.79 7.27 0.18 0.18 0.19 0.17 0.12 0.06
B.112b C 2 201 397 5 2.77 5.29 0.15 0.20 0.15 0.14 0.11 0.06
B.113a C 3 397 201 9 4.98 6.47 0.16 0.22 0.19 0.17 0.13 0.07
Table 3.30: Summary of the results using RF classication, binning the redshi be-
fore estimation. Included is the dataset and set used, the size of the training (Tr Set)
and test sets (Te Set), the optimum value of trees, the η0.15 and η2σ outlier rates, the
accuracy (Acc), the precision (Pre), recall (Re) and F1 scores, the normalised mutual
information (NMI) and the residual standard deviation (σ )
Plot Data Set Tr Te Num η0.15 η2σ Acc Pre Re F1 NMI σ
# Set Size Size Trees (%) (%)
B.114a A 1 1315 563 46 13.68 4.97 0.36 0.35 0.35 0.35 0.35 0.14
B.114b A 2 765 1113 34 12.85 4.67 0.30 0.31 0.31 0.29 0.31 0.13
B.115a A 3 1113 765 37 14.90 6.14 0.34 0.35 0.37 0.35 0.32 0.15
B.115b B 1 918 393 55 7.63 4.83 0.35 0.35 0.36 0.35 0.36 0.10
B.116a B 2 495 816 48 10.05 6.25 0.28 0.28 0.31 0.27 0.32 0.13
B.116b B 3 816 495 14 12.12 4.24 0.33 0.34 0.34 0.33 0.33 0.14
B.117a C 1 419 179 34 2.79 4.47 0.22 0.22 0.22 0.21 0.12 0.07
B.117b C 2 201 397 11 5.04 4.79 0.12 0.14 0.14 0.12 0.10 0.08
B.118a C 3 397 201 33 4.48 5.97 0.15 0.18 0.17 0.15 0.13 0.07
(in terms of η0.15 outlier rate), with the standard regression test performing as well
as the classication test. e classication metrics for Dataset A and Dataset B fall
around 30%, above random chance in a 15 class multi-label dataset (6.67%). Dataset C
(∼15-20%) was lower, but still beer than random chance.
e number of trees required in the regression tests were generally much higher
when estimating using Datasets A and B. Only one test using Dataset C (Set 3, no
binning) required a number of trees greater than 10.
In all cases, the outlier rate (η0.15) increased when using a specic eld as the train-
ing set, rather than a random sample. ere was no specic eld (Set 2 – ELAIS-S1
as training – or Set 3 – eCDFS as training) that provided a clear beer option.
e outlier rate (η2σ ) was consistently around 5%, indicating roughly Gaussian
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(a) Dataset B, Set 1, no binning of redshi.
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(b) Dataset B, Set 1, binning of redshi be-
fore estimation. η0.15 = 10.69%
Figure 3.14: Results plots using RF regression.
residuals.
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(a) RF Regression, Dataset B and Set 1, binning of redshi aer estimation. η0.15 = 10.69%
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(b) RF Classication using Dataset B and Set 1, and binning of redshi before estimation.
η0.15 = 7.63%
Figure 3.15: Results plots using RF comparing classication and regression.
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3.4 Dataset Comparison
is section will compare the evaluation of the set of learning algorithms across the
dierent data sets.
In Figures 3.16 to 3.24, I show the results using each algorithm and distance met-
ric displayed along the x-axis (consisting of linear regression, ridge regression, lasso
regression, logistic regression, kNN using Euclidean distance, kNN using Manhaan
taxicab distance, kNN using Mahalanobis distance, kNN using a learned distance met-
ric – the MLKR distance metric for regression tasks, and the LMNN distance metrics
for the classication task – and RFs).
e top panel shows the residual standard deviation for all tasks (regression with-
out binning the redshi, binning redshi before regression, binning the redshi aer
regression, and binning the redshi before estimation), and the NMAD for the re-
gression without binning the redshi, and the binning of redshi before regression
tests.
e middle panel shows theR2 value for the regression without binning of redshi
and the binning of redshi before regression, and the accuracy for the regression
before binning of redshi, and the classication aer the binning of redshi.
e boom panel shows the η0.15 outlier rate, and the η2σ outlier rate for all tests.
3.4.1 Dataset A, Set 1
Dataset A consisted of the complete radio-selected dataset, including the sources with
incomplete photometry. Set 1 used a random 70-30 split for the training and testing
sets.
Figure 3.16 shows the kNN algorithm using the Mahalanobis, and learned metrics
were most eective, across most metrics. e pre-binned regression task provided
the lowest standard deviation (σ ) using the learned MLKR distance metric, with the
Mahalanobis distance metric provided the lowest NMAD using the regression task.
e pre-binned regression task achieved the highest R2 value using the MLKR learned
distance metric. e post-binned regression task using the Mahalanobis distance pro-
vided the highest accuracy. e lowest η0.15 outlier rate was achieved using the MLKR
learned distance metric, with the LMNN achieving the lowest η2σ outlier rate on the
post-binned classication task.
3.4.2 Dataset A, Set 2
Dataset A consisted of the complete radio-selected dataset, including the sources with
incomplete photometry. Set 2 used the ELAIS-S1 eld as the training set, and the
eCDFS eld as the test set.
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Figure 3.16: Primary error metrics summarised across tests using Dataset A, Set 1.
Along the x-axis are the dierent algorithms. e dierent coloured lines represent
the 4 dierent structures of tests - regression, binning redshi before regression, bin-
ning redshi aer regression, and binning redshi before classication. e top panel
shows the standard deviation (solid lines with a point marker) and Normalised Median
Absolute Deviation (broken lines with a triangle marker). e middle panel shows the
R2 value for the regression and pre-binned regression tests, and the accuracy of the
post-binned regression and pre-binned classication tests. e boom panel shows
the η0.15 outlier rates (solid lines with a point marker) and ησ outlier rates (broken
lines with a triangle marker)
Figure 3.17 shows the kNN algorithm using the Mahalanobis distance metric pro-
viding the best results across the majority of metrics. e post-binned regression
task achieved the lowest σ , with the regression without binning task reaching the
lowest NMAD. e pre-binned regression task reached the highest R2 value, with the
post-binned regression task reaching the highest accuracy. e lowest η0.15 outlier
rate was achieved using the post-binned regression, with the lowest η2σ outlier rate
93
reached using Lasso regression and the regression without binning task.
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Figure 3.17: e same as Figure 3.16, using Dataset A, Set 2.
3.4.3 Dataset A, Set 3
Dataset A consisted of the complete radio-selected dataset, including the sources
with incomplete photometry. Set 3 used the eCDFS eld as the training set, and the
ELAIS-S1 eld as the test set.
Figure 3.18 shows the kNN algorithm using the Mahalanobis and learned met-
rics provide the lowest η0.15 outlier rate. e lowest σ was achieved using the MLKR
learned metric for the regression task. e lowest NMAD was achieved using the
regression task and the Mahalanobis distance metric. e MLKR learned distance
metric reached the highest R2 value for the regression task, and the highest accu-
racy was achieved by the Mahalanobis distance metric for the post-binned regression
task. e lower η0.15 outlier rate was reached using the pre- and post-binned regres-
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sion tasks using the Mahalanobis distance metric, with the MLKR learned metric and
regression task achieving the lowest η2σ outlier rate.
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Figure 3.18: e same as Figure 3.16, using Dataset A, Set 3.
3.4.4 Dataset B, Set 1
Dataset B consisted of the complete radio-selected dataset, including only the sources
with complete photometry. Set 1 used a random 70-30 split for the training and testing
sets.
Figure 3.19 shows the kNN algorithm using the Mahalanobis, and learned dis-
tance metrics achieving the best results. e MLKR learned distance metric reached
the lowest σ using the pre-binned regression task, and the Mahalanobis distance met-
ric achieved the lowest NMAD using the regression task. e Mahalanobis distance
metric reached the highest R2 value with the pre-binned regression task, with the Ma-
halanobis distance metric reached the highest accuracy with the post-binned regres-
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sion, and pre-binned classication tasks. e lowest η0.15 outlier rate was achieved
using the LMNN learned metric, using the pre-binned classication task. e lowest
η2σ outlier rate was achieved using the linear regression tasks.
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Figure 3.19: e same as Figure 3.16, using Dataset B, Set 1.
3.4.5 Dataset B, Set 2
Dataset B consisted of the complete radio-selected dataset, including only the sources
with complete photometry. Set 2 used the ELAIS-S1 eld as the training set, and the
eCDFS eld as the test set.
Figure 3.20 shows the kNN algorithm using the Manhaan taxicab, Mahalanobis,
and learned distance metrics achieve the best results. e regression based Man-
haan taxicab distance metric reaches the lowest σ , with the pre- and post-binned
regression based Mahalanobis distance metrics reaching the lowest NMAD. e Ma-
halanobis distance metric using the pre-binned regression task reaches the highest
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R2 value, with the Mahalanobis distance metric using the post-binned regression task
reaching the highest accuracy. e LMNN learned distance metric using the pre-
binned classication task reached the lowest η0.15 outlier rate, with the Manhaan
taxicab distance metric and regression achieving the lowest η2σ outlier rate.
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Figure 3.20: e same as Figure 3.16, using Dataset B, Set 2.
3.4.6 Dataset B, Set 3
Dataset B consisted of the complete radio-selected dataset, including only the sources
with complete photometry. Set 3 used the eCDFS eld as the training set, and the
ELAIS-S1 eld as the test set.
Figure 3.21 shows thekNN algorithm using the Euclidean, Mahalanobis and learned
distance metrics providing the majority of the best results. e pre- and post-binned
regression tasks with Euclidean distance, and the pre-binned MLKR regression task
provide the lowest σ . e Euclidean distance metric using the pre-binned regression
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task reaches the lowest NMAD. e learned MLKR pre-binned regression task re-
sults in the highest R2 value, with the highest accuracy aained by the post-binned
regression task using the Mahalanobis distance metric. e regression and pre-binned
classication tasks using the Mahalanobis distance metrics reached the lowest η0.15
outlier rate, with the regression tasks using Lasso regression and the Mahalanobis
distance metric providing equal η2σ outlier rates.
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Figure 3.21: e same as Figure 3.16, using Dataset B, Set 3.
3.4.7 Dataset C, Set 1
Dataset C consisted of the complete radio-selected dataset, including only the sources
with complete, reduced depth photometry. Set 1 used a random 70-30 split for the
training and testing sets.
Figure 3.22 shows the kNN algorithm using the Mahalanobis distance metric pro-
vides the majority of best results. e post-binned regression task using Mahalanobis
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reaches the lowest σ , with the regression and pre-binned regression tasks using the
Mahalanobis distance metric providing the lowest NMAD. e pre-binned regres-
sion task using the Mahalanobis distance metric provides the highest R2 value, with
the post-binned regression using the Manhaan taxicab and Mahalanobis distance
metrics, and the pre-binned classication task using the LMNN learned metric pro-
viding equal accuracies. e lowest η0.15 outlier rate was achieved by the pre- and
post-binned regression tasks using the Mahalanobis distance, with linear regression
achieving the lowest η2σ outlier rate.
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Figure 3.22: e same as Figure 3.16, using Dataset C, Set 1.
3.4.8 Dataset C, Set 2
Dataset C consisted of the complete radio-selected dataset, including only the sources
with complete, reduced depth photometry. Set 2 used the ELAIS-S1 eld as the train-
ing set, and the eCDFS eld as the test set.
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Figure 3.23 shows the kNN algorithm obtaining the best results for most of the
evaluation functions. e lowest σ was reached using the pre-binned regression task
and the MLKR learned distance metric, which, along with pre-binned linear regres-
sion and pre-binned regression with Mahalanobis distance, provided the best NMAD.
e pre-binned regression task with the MLKR learned metric provided the best R2
value. kNN with the MLKR learned metric and post-binned regression provided the
highest accuracy. e pre-binned regression with the MLKR learned metric reached
the lowest η0.15 outlier rate. e lowest η2σ outlier rate was reached using lasso re-
gression and the regression task.
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Figure 3.23: e same as Figure 3.16, using Dataset C, Set 2.
3.4.9 Dataset C, Set 3
Dataset C consisted of the complete radio-selected dataset, including only the sources
with complete, reduced depth photometry. Set 3 used the eCDFS eld as the training
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set, and the ELAIS-S1 eld as the test set.
Figure 3.24 shows the kNN algorithm using the Mahalanobis and learned distance
metrics provided the majority of the best results. e lowest σ was reached using the
pre- and post-binned regression tasks and Mahalanobis distance, and the pre-binned
regression and pre-binned classication tasks using the learned MLKR and LMNN
distance metrics. e lowest NMAD was reached by both regression, and pre-binned
regression using Mahalanobis distance metric. e highest R2 value was reached us-
ing the MLKR learned metric and regression, with the highest accuracy reached us-
ing post-binned regression and Mahalanobis distance. e lowest η0.15 outlier rate
was reached by pre- and post-binned regression and Mahalanobis distance, and pre-
binned regression using the MLKR learned distance metric. e lowest η2σ outlier
rate was reached using regression, and the Euclidean and Manhaan taxicab distance
metrics.
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Figure 3.24: e same as Figure 3.16, using Dataset C, Set 3.
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3.5 Summary
is thesis has tested a number of dierent aspects:
• Machine Learning techniques:
– Linear and Logistic Regression
– e k-Nearest Neighbours algorithm
– e Random Forest algorithm
• Classication and Regression schemes:
– Comparing the regression schemes:
∗ Linear regression (including with L1 – lasso – and L2 – ridge – regu-
larisation)
∗ k-Nearest Neighbours regression
∗ Random Forest regression
– with classication schemes:
∗ Logistic regression
∗ k-Nearest Neighbours classication
∗ Random Forest classication
• Within the k-Nearest Neighbours algorithm, diering distance metrics:
– Euclidean distance
– Manhaan taxicab distance
– Mahalanobis distance
– e Metric Learning for Kernel Regression learned distance metric
– e Largest Margin Nearest Neighbour learned distance metric
• Data quality:
– Testing on a complete sample of radio galaxies, with missing optical and IR
photometry lled with the average for that wavelength across the dataset
– Testing on a sample of radio galaxies with complete optical and IR pho-
tometry
– Testing on a sample of radio galaxies with complete optical and IR pho-
tometry, with the optical and IR photometry reduced to match all-sky sur-
veys at those wavelengths
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• Generalisation of algorithms across dierent sections of sky
– Using a random sample from the dataset as the training set (Set 1)
– Using a training set taken explicitly from the ELAIS-S1 eld (Set 2)
– Using a training set taken explicitly from the eCDFS eld (Set 3)
is thesis required a total of 270 tests in order to examine the above, with the
results displayed in the tables above (from Table 3.3 to Table 3.30). e results have
been summarised in Figure 3.19, with the residual standard deviation, NMAD, R2
value, accuracy, and η0.15 and ησ outlier rates for Dataset B, Set 1 shown. e tests
completed show the following:
• Across all tests, the kNN and RF algorithms performed beer (in terms of η0.15
outlier rate) than linear and logistic regression. e kNN algorithm with all
distance metrics out-performed the RF algorithm.
• In almost all cases, binning the redshi before using a regression algorithm
provided the best η0.15 outlier rate. e single exception is using the kNN clas-
sication algorithm with the learned LMNN distance metric, which provided
the best outlier rate of 4.84% for Dataset B, Set 1.
• e LMNN learned metric provided the lowest η0.15 outlier rate, followed by the
MLKR learned metric and Mahalanobis distance metric. Euclidean distance and
Manhaan taxicab distance equally well, with Euclidean distance performing
marginally beer.
• Across both regression and classication schemes, Dataset C provided the low-
est η0.15 outlier rates. Dataset B provided the lower η0.15 outlier rate compared
to Dataset A using regression schemes – classication schemes provided less
of a dierence.
• Finally, in almost all tests, a random training sample (Set 1) provided a lower
η0.15 outlier rate than either Set 2 or 3.
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Chapter 4
Discussion, Conclusion, and Future
Work
In Section 4.1, I explain the results shown in Chapter 3, and explore the ramications
of the results on the Evolutionary Map of the Universe (EMU) survey. Section 4.2
summarises this thesis, highlighting the important ndings. Finally, Section 4.3 in-
troduces possible areas of research to build on the results in this thesis.
4.1 Discussion
is thesis has shown that linear and logistic regression models can provide an ac-
ceptable redshi estimate for around 75% of radio sources in the surveys considered
here. e Random Forest algorithm is able to estimate the redshi of approximately
90% of galaxies acceptably. Using learned distance metrics, the k-Nearest Neighbours
algorithm can extend this result to around 95% of galaxies. In Subsections 4.1.1, 4.1.2
and 4.1.3 (linear and logistic regression, the k-Nearest Neighbours algorithm, and the
Random Forest algorithm respectively), I explore the reasons behind these results.
Subsection 4.1.4 compare the algorithms tested. Subsection 4.1.5 puts these results in
the context of the Evolutionary Map of the Universe survey.
4.1.1 Linear and Logistic Regression
Linear and logistic regression were used to provide a simple baseline to compare the
other algorithms against. e linear regression algorithm was tested on the unmodi-
ed redshi values, on the binned redshi values, and on unmodied redshi values
which were then binned. e logistic regression algorithm was performed only on
the pre-binned redshi values, allowing them to be treated as classes, rather than
continuous values.
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All tests performed using linear regression showed the same tendency to under-
estimate the high-redshi galaxies, with very few high-redshi galaxies correctly es-
timated. is tendency was true for all datasets, all sets, and regardless of whether
the redshi is binned before estimation, binned aer estimation, or not binned at all.
While minimising the squared error, linear regression will inherently result in the
under-estimation of the response variable in cases where the training set is heavily
unbalanced. e linear regression algorithm will t a straight line, minimising the
error in the low-redshi points, weighting the high-redshi points lower.
Linear and logistic regression both performed beer on Dataset B than Dataset
A. is result is expected, as the features missing in Dataset A were replaced by the
mean – in the majority of cases this would be an incorrect assumption. Most of the
missing features would be caused by sensitivity limits – the surveys (the Dark Energy
Survey (DES) at optical wavelengths, and the Spitzer Wide-area Infrared Extragalactic
Survey (SWIRE) at Infrared (IR) wavelengths) may not be deep enough to detect the
object at the respective wavelength. Hence, rather than the mean of the feature being
used, a beer option would be to use an upper limit or to use additional data to create
a model of the objects Spectral Energy Distribution (SED) and estimate the missing
features. However, this was beyond the scope of this thesis.
When testing whether dierent elds can be used as the training and test data,
Set 2 was typically the worst performing in terms of η0.15 outlier rate by a few per-
cent than Set 1 or 3. e dierences in results using Sets 1, 2 and 3 are likely to be
caused by the diering observations strategies, and dierent sample redshi distri-
butions. While there is likely to be no dierence in population redshi distributions
in the European Large Area ISO Survey-South 1 (ELAIS-S1) and Extended Chandra
Deep Field South (eCDFS) elds, the depths of observations are slightly dierent, giv-
ing slightly dierent sample redshi distributions. e results from Set 2 were not
catastrophically worse than Set 1 and Set 3, with Set 3 being similar to Set 1. is
result suggests that the training sets used in the future can be supplemented with
observations from dierent elds, allowing for a wider redshi distribution.
Binning the redshi improved the η0.15 outlier rate in all linear regression tests.
While the estimated redshis were not as high-resolution as the non-binned, contin-
uous redshis, the estimated redshis were more acceptable. With the exception of
logistic regression, however, the high redshi objects remained dicult for the linear
models to estimate.
Linear and logistic regression are prone to failure due to multiple causes. One of
the primary causes is a large variance in the data used to train the model. is thesis
has accounted for this by standardising the input data, seing all features to mean of
0, and unit variance. However, other failure modes were not explored.
ere are two other possible signicant causes of failure within the linear and
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logistic regression models used by this thesis.
e rst is the probable non-linearity of the feature space. Both linear and logistic
regression aempt to nd coecients that allow for a linear model to be built. If there
are no simple coecients that can be used to t the observations to a straight line, the
model will not be accurate. Non-linear models can be created by taking non-linear
combinations of input features; however, this thesis did not explore that region of
feature space.
e second possible cause of failure is a combination of the wrong variables. Lin-
ear and logistic regression fail when there is no dependence between the response
variable and some combination of the input features. Additionally, linear and logistic
regression fail when there is complete dependence or correlation between input fea-
tures. In the rst case, regularisation (for example Ridge – L2 – and Lasso – L1) can
help, as they both seek to minimise the impact of lower performing features.
is thesis did not see an improvement using regularisation, suggesting that the
poor performance of the linear regression models was not due to the model overt-
ting. e non-linearity of the problem likely caused the poor performance. e linear
models were not able to nd coecients to allow the input features to be combined
linearly to estimate the redshi accurately.
is thesis did see a signicant improvement when using logistic regression, when
compared to linear regression, with and without regularisation. With η0.15 outlier
rates of almost half the corresponding linear regression tests, logistic regression was
also able to correctly estimate the highest redshi bin (z > 1.02) in 63% of cases,
with the majority of the other z > 1.02 galaxies being classied in the second highest
redshi bin (z = 0.91).
Compared to linear regression, logistic regression performed worse using Dataset
C with a binned redshi. e limited redshi distribution was beer modelled by
linear regression, possibly due to the similarity between classes at low redshi. While
logistic regression can model the probability of belonging to a class, linear regression
can estimate a continuous value between classes.
4.1.2 k-Nearest Neighbours
e k-Nearest Neighbours (kNN) regression and classication algorithms were used
primarily because they are non-parametric and straightforward, allowing the data to
determine the model. e distance metric chosen for use with the kNN algorithm
can dramatically impact the results, with the standard metrics used not always the
optimum. e standard metric used – Euclidean distance – is the most straightfor-
ward metric. When there are signicant outliers, the Manhaan taxicab distance
metric is similar to Euclidean distance but doesn’t weight outliers as highly by taking
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the absolute dierence, rather than the squared dierence between features. Both of
these metrics are simple, hence their wide usage. However, other metrics that are
shaped by the data can provide beer results. e Mahalanobis distance metric tries
to standardise the variance in features, while also taking into account the correlation
between features before measuring the distance between observations. While the Ma-
halanobis distance metric makes an unsupervised aempt at modifying the dataset,
the Largest Margin Nearest Neighbour (LMNN) and Metric Learning for Kernel Re-
gression (MLKR) distance metrics take a supervised approach. e LMNN distance
metric maximised the distance between observations of diering classes using a lin-
ear transformation. e MLKR distance metric aempts to use something similar to
a supervised principal component analysis to transform the data into a subspace that
spreads the data out so similar values are grouped.
e kNN regression algorithm oen under-estimated the redshi of high redshi
sources. is trend was present across all datasets, all training/test sets and most
distance metrics. Some regression tests (Dataset C, Set 1, Mahalanobis distance for
example) were able to estimate all high redshi sources within the 95% condence
interval. In most cases, however, it required the binning of redshi before the high-
redshi galaxies could be correctly estimated. is trend can be aributed to the
lack of high-redshi sources in the data, with success in the binned redshi tests
suggesting an increase of sources at high redshi would improve the high-redshi
estimates.
As with linear and logistic regression (discussed in Subsection 4.1.1), tests us-
ing Dataset B performed beer than Dataset A, with the higher η0.15 outlier rate in
Dataset A suggesting the mean imputation of missing values wasn’t the optimum
value. Beer imputation – using limits where objects are too faint to be detected by
all-sky surveys, or the use of a model to replace missing values – of missing values
would achieve beer results. Like linear and logistic regression (discussed in Sub-
section 4.1.1), in most cases Set 1 (randomly assigned training and test sets) provides
beer results than Set 2 (training set assigned from the ELAIS-S1 eld) and Set 3
(training set assigned from the eCDFS eld). ere is no clear beer option between
Sets 2 and 3. While the redshi distribution should be identical between the two
elds, the dierence in results between the dierent Sets reects the dierence in ob-
servation depths and strategies. In most cases, it was a 2-3% increase in η0.15 outlier
rate between Set 1 and Sets 2 and 3 – not a catastrophic dierence, suggesting a more
statistically consistent training sample might be constructed from multiple elds.
In almost all cases, the process of binning the redshi – be it before regression,
or aer – improved regression results in terms of η0.15 outlier rate. In some cases
(typically when using the Euclidean and Manhaan taxicab distance metrics), the re-
gression without binning tests achieved lower η0.15 outlier rates than the pre-binned
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classication tests. e bestη0.15 outlier rate using Dataset B, Set 1 was achieved using
the pre-binned classication test using the LMNN learned metric. While the resolu-
tion of the estimated redshis is not as high as the continuous, non-binned redshis,
the outlier rates generally become much more acceptable. While there was still a
trend of under-estimating the high-redshi sources, the binned redshis reduced the
number that were underestimated, with the LMNN learned metric able to correctly
classify 70% of the two highest redshi bins using Dataset A, Set 1.
In both regression and classication regimes, the kNN algorithm can only predict
values that are represented in the training set, with no ability to extrapolate beyond
the training dataset. e kNN algorithm has a further problem – the estimations are
highly dependent on the value of k , and the uniformity of the training set. Non-
uniform datasets ensure the kNN algorithm is inherently biased towards the mode
of the dataset, with the under-represented classes having a lower weight in the esti-
mations. Lowering the value of k can aid the under-represented classes, with fewer
observations of the under-represented class required. However, by lowering the value
of k , the variance in the estimated values will increase. In this thesis, all datasets used
are highly unbalanced, with few redshi sources. Without any modications to the
data, the high-redshi observations are inherently unlikely to be estimated within
acceptable error limits. In an aempt to mitigate this problem, I re-ran the regression
tasks on binned redshi data, forcing the redshi distributions to be uniform at the
cost of the resolution of estimated redshi, which produced a decreased η0.15 outlier
rate in almost all cases.
In this thesis, I tested the eect of dierent distance metrics. e results shown
from Subsection 3.2.1 to Subsection 3.2.5 show that the distance metrics that are pa-
rameterised based on the data distribution generally perform beer in terms of the
η0.15 outlier rate. When comparing the distance metrics on Dataset B, Set 1 (Fig-
ure 3.19), the kNN classication task using LMNN learned metric performed best with
the MLKR and Mahalanobis distance metrics following. e Euclidean and Manhat-
tan taxicab distance metrics performed the worst, as expected, as neither take the
structure of data into account. e success of the Mahalanobis distance metric, when
compared with the Euclidean and Manhaan taxicab distance, suggests that the vari-
ation between features is at least partly the cause. e learned metrics (the MLKR and
LMNN distance metrics) performed best in terms of η0.15 outlier rate, suggesting there
is a linear transformation possible to make the distance measured more meaningful,
in terms of redshi.
Whether or not the distance metrics consider structure in the data is suggestive
of whether the mean of the k-nearest neighbours (kNN regression), or the mode of
the k-nearest neighbours (kNN classication) provides the best estimate of redshi.
Using the Euclidean, and Manhaan taxicab distance metrics, the mean was more
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successful than the mode in terms of η0.15 outlier rate. Conversely, the kNN classi-
cation was more successful in terms of η0.15 outlier rate using the Mahalanobis and
learned distance metrics. is suggests that if the structure of the data is not con-
sidered, the redshi of the k-nearest neighbours are less likely to be representative
of the measured redshi of the point, making the mean of the k-nearest neighbours
redshi measurements more ideal. Whereas, if a distance metric is used to reshape
the observations’ feature-space, the k-nearest neighbours can become representative
of the target, making the mode of the k-nearest neighbours redshi measurements
ideal.
e removal of the deep IR and optical observations in Dataset C created a notice-
able systematic under-estimation of redshi. e Mahalanobis and learned distance
metrics somewhat mitigate this, but the under-estimation is still present. e sys-
tematic under-estimation may be caused by the η0.15 outlier rate being too generous
for the low-redshi dominated Dataset C. e value of k in the kNN algorithm in
this thesis is chosen by cross-validation, minimising the η0.15 outlier rate. When a
signicant portion of the data can t inside a redshi bin of z = 0.15 wide, the 0.15
cuto is likely to be too large, not allowing for an optimum value of k to be chosen.
Unfortunately, this means that either a non-ideal value of k is chosen, or, if the 0.15
cuto is reduced, the results will not be directly comparable across all datasets.
In all tests, the kNN regression and classication algorithms out-performed the
linear and logistic regression tests. e success compared with linear and logistic
regression is likely to be primarily because the problem being solved is not a linear
problem. e reshaping of the feature space – completed within the Mahalanobis and
learned distance metrics – particularly aided the estimation of redshi.
4.1.3 Random Forest
e Random Forest (RF) regression algorithm has been used extensively in the lit-
erature and is used in this thesis to provide a comparison to other metrics used. In
Appendix A.2 (hereaer Paper 2) I have included a paper I co-authored, which com-
pares dierent Machine Learning (ML) algorithms, including two implementations of
RFs lead by experts in the eld. When the RF regression results in this thesis (using
Dataset B, Set 1) are compared to those in Paper 2 (Test ID D2 in Figure 6) the outlier
rates achieved in the η0.15 outlier rate of 9.67% sits between the two implementations
(6.83% and 15.63%), with the Normalised Median Absolute Deviation (NMAD), and
residual standard deviation being similar. e RF that provided the 6.83% η0.15 outlier
rate was constructed using the R statistical language, and 500 trees. e RF that pro-
vided the 15.63% η0.15 outlier rate was completed using the DAMEWARE platform1
1hp://dame.dsf.unina.it/dameware.html
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and 1000 trees. e placement of the RF result from this thesis between the two pub-
lished results show that the result used in this thesis is typical of values obtained in
the literature.
e RF algorithm, using both classication and regression regimes, and across all
redshi binning tests performed marginally beer on Dataset B, than Dataset A. e
dierence in η0.15 outlier rate was typically 2-3%, with the classication test being the
only test where the dierence is more signicant (Dataset B providing a dierence
of 6.05%). e lack of signicant dierence suggests the simple mean imputation of
missing values may be acceptable for use with the RF algorithm.
Set 1 (training sample taken randomly) typically performed beer than Set 2
(training sample taken exclusively from the ELAIS-S1 eld) and Set 3 (training sample
taken exclusively from the eCDFS eld). e results from Sets 1, 2 and 3 are, for the
most part, not catastrophically dierent and are oen within 3-4% in terms of η0.15
outlier rate. is is expected, as the population redshi distribution should be iden-
tical across dierent elds – the dierence in elds in this test is likely to be caused
by the dierence in observation strategies, and the dierence in sample redshi dis-
tributions. As with previous algorithms, this result suggests the lack of high-redshi
observations may be supplemented with high-redshi observations from other elds.
e binning of redshi largely lowered the η0.15 outlier rate, with Dataset B, Set 1
being the sole test where this was not the case. While the majority of tests improved
the η0.15 outlier rate by 1-2%, the eect of binning the redshi was not as signicant
as with other ML techniques. e lack of signicant improvement shows the fully-
grown RF algorithm is aected more by training/test distribution dierences, than
unbalanced classes. In all tests completed in this thesis, the training and test samples
have redshis distributed approximately the same, with Set 1 randomly sampling
the redshi distribution present, and Set 2 and 3 having roughly the same redshi
distribution.
e RF algorithm makes use of many Decision Trees (DTs). e bootstrapping
of many DTs allows the RF algorithm to eectively model ‘so’ and ‘lumpy’ distri-
butions. Subsequently, the RF algorithm typically struggles with clear divisions in
classes. Based on the ability of the RF algorithm to model ‘so’ and ‘lumpy’ distri-
butions makes it ideal for the estimation of redshi, where the dierent ‘classes’ of
redshi are oen not well-dened. However, to accurately t complex problems, the
RF requires a signicant training sample, demonstrated by the poor R2 values in the
regression tests on Dataset C, compared to Dataset A and B (Table 3.27). e vari-
ance brought into the results of the RF algorithm by the DTs that form the basis of
the RF algorithm is typically resolved by using many DTs. Using the RF regression
algorithm, the number of trees required for the RF when using Dataset C is typically
low, further suggesting the RF is not accurately ing the redshi in this dataset.
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e RF classication regime can more accurately (in terms of η0.15 outlier rate)
t the redshi than the RF regression regime, using Dataset B, Set 1. e success
in classication compared with regression is likely to be caused by the dierence in
the aggregation of the DTs that contribute to the RF. In the regression regime, the
mean of the DTs predictions are taken as the RF prediction; the mode is taken in
the classication regime. Like the results from the Mahalanobis and learned distance
metrics in the kNN tests, when the data is taken into consideration, the best method
of prediction is oen the mode.
In all tests, the RF algorithm performs beer than linear and logistic regression (in
terms of η0.15 outlier rate). e decrease in η0.15 outlier rate is likely to be caused by
the non-linearity of the problem. e RF algorithm is beer able to t the optical, IR,
and radio ux measurements to the redshi, due to its ability to t non-linear data.
4.1.4 Comparison of Algorithms
When comparing each algorithm on Dataset A, Set 1 (Figure 3.16), thekNN regression
algorithm using the MLKR learned distance metric on pre-binned redshis reached
the lowestη0.15 outlier rate of 8.35%, with a residual standard deviation (σ ) of 0.10. e
kNN regression algorithm using the Mahalanobis distance metric without binning the
redshi achieved a slightly higher η0.15 outlier rate of 9.24%, with a residual standard
deviation (σ ) of 0.12.
When comparing each algorithm on Dataset B, Set 1 (Figure 3.19), the kNN classi-
cation algorithm, using the LMNN distance metric provides the best η0.15 outlier rate
of 4.83% with a residual standard deviation (σ ) of 0.10. e kNN regression algorithm
using the MLKR learned distance metric on pre-binned redshis was not signicantly
worse, with a η0.15 outlier rate of 5.34% and a residual standard deviation (σ ) of 0.08.
When comparing each algorithm on Dataset C, Set 1 (Figure 3.22), the kNN re-
gression algorithm using the Mahalanobis distance metric on pre-binned redshis
on both pre- and post-binned redshi measurements achieved the lowest η0.15 out-
lier rate of 0%, with a residual standard deviation (σ ) of 0.04. e kNN regression
algorithm using the MLKR learned distance metric on pre-binned redshis was not
signicantly worse, with a η0.15 outlier rate of 0.56% and a residual standard deviation
(σ ) of 0.05.
e dierence in results between Dataset A and Dataset B is merely a maer of
which algorithms beer handled having missing features within individual observa-
tions replaced by the mean of the feature within the dataset. Using the MLKR dis-
tance metric with a balanced redshi distribution allowed for good results using both
Dataset A and Dataset B. As expected, the results from Dataset B, with complete mea-
sured photometry for all features provides the beer results. However, even with the
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missing values in Dataset A, with a distance metric that accounts for the dataset, the
kNN algorithm performs beer than almost all algorithms used in Paper 2, including
much more advanced algorithms like a neural network.
Dataset C, made up almost entirely of low-redshi sources, is dicult to draw con-
clusions from. e kNN algorithm using the Mahalanobis distance with a balanced
redshi distribution was able to perfectly estimate the redshi of all observations,
within the residuals being less than 0.15 scheme. For a dataset with a redshi distri-
bution as narrow as Dataset C, the cut-o value of 0.15 could, and should be lowered,
to continue pushing for beer accuracy and adequately test the given algorithms.
However, to continue the comparison with all other datasets, I have chosen to leave
it at 0.15. With this in mind, the narrow redshi distribution (consisting primarily of
sources 0 < z < 0.5) combined with a not-entirely suitable cut o (0.15), allow most
metrics to achieve reasonable outlier rates with lile more than random chance. In
the case of the kNN algorithm using the Mahalanobis and MLKR distance metrics,
the R2 values of the models (0.75, and 0.66 respectively) suggest this is not the case,
with the models still accounting for large proportions of variation.
One important conclusion can be drawn from the examination of algorithms across
the dierent datasets. e ease of estimation using Dataset C compared with Datasets
A and B shows that while restricting the redshi range when testing algorithms can
allow for excellent results, the results don’t reect how the algorithm would perform
on an unrestricted dataset.
Overall, the kNN algorithm performed best across all datasets using a distance
metric that accounted for structure in the data. However, no algorithms were able to
extrapolate beyond the training sample.
4.1.5 Impact on the Evolutionary Map of the Universe Survey
Most of the key science projects from the EMU project require as many redshi es-
timates as possible. However, there is a greater need for redshi estimates to have
low numbers of outliers, as opposed to redshis measured to high accuracy. e
preference for low outlier rates over high accuracy allows the use of redshi bins as
tested in this thesis. All-sky surveys accompany the EMU survey in optical like the
SkyMapper survey (Keller et al., 2007; Wolf et al., 2018), and in IR with the All-WISE
(Wright et al., 2010) and Vista Hemisphere Survey (VHS, Banerji et al., 2015) survey.
In small, deep elds, deeper photometry will be available from surveys like the Dark
Energy Survey (DES, Dark Energy Survey Collaboration et al., 2016)
Using all-sky surveys, the EMU project expects to have ∼40% of the ∼70 million
sources catalogues to have optical and IR photometry. is is expected to increase
to ∼70% of sources by 2020. is thesis shows that ∼95% of sources can have their
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redshi acceptably estimated, given optical and IR photometry, resulting in ∼27 mil-
lion radio galaxies with accurately estimated redshi values to begin, extending to 47
million radio galaxies by 2020. is will allow researchers to complete the key science
goals of the EMU project.
One potential problem for the EMU project in the aempt of estimating redshi
is the so-called ‘WTFs’ – the galaxies discovered that do not t traditional classi-
cations. It has been established that when probing new feature space, unexpected
discoveries are likely to occur (Norris, 2017b). For example, in the Australia Telescope
Large Area Survey (ATLAS), a new class of radio galaxy called an Infrared-Faint Radio
Source was discovered. As demonstrated by the problems traditional template ing
has assigning photometric redshis to radio-Active Galactic Nucleus (AGN), current
methods of estimation of redshi are unable to estimate the redshi of galaxy types
that are not well-represented in the training sample. e problem of unknown galaxy
types persists across all types of ML techniques, and traditional template ing meth-
ods. Hence, additional research is required to identify these poorly-dened galaxies
and remove them before they are introduced into the chosen ML algorithm. Alterna-
tively, the poorly-dened galaxies may be assigned a redshi with a high error, which
might be used to nd these ‘WTFs’
4.2 Conclusion
In this thesis, I have discussed the history, and importance of redshi, and given a brief
overview of the history of Astronomy. I have given particular focus to the surveys
that contribute large source counts, and the dierent methods that have traditionally
been used to measure redshi. I have outlined the shortcomings of the traditional
methods, and have identied ML-based methods suitable for the task and examined
their utility.
is work has been completed in anticipation of the EMU project – a radio survey
being undertaken in the next 12-24 months using the Australian Square Kilometre Ar-
ray Pathnder telescope in Western Australia. One of the main shortcomings of cur-
rently used redshi estimation methods is the diculty of dealing with radio-selected
datasets. erefore, the estimation of redshis of the ∼70 million galaxies expected
to be detected by the EMU project is a non-trivial exercise. e non-triviality leads
astronomers to be more forgiving of low-resolution redshi estimates, in exchange
for lower outlier rate.
In this thesis, I have used a combination of radio data (taken from the ATLAS cat-
alogue), IR data (taken from the SWIRE catalogue), optical data (taken from the DES
catalogue), and spectroscopically measured redshis (taken from the OzDES cata-
logue). is combined catalogue was arranged into three datasets – Dataset A (the
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complete catalogue, with missing optical and IR features for each galaxy replaced
with the dataset mean), Dataset B (a reduced version of Dataset A, with all galaxies
without complete photometry removed), and Dataset C (a reduced version of Dataset
B, with all galaxies with optical and IR measurements deeper than all-sky optical and
IR surveys removed).
I have tested two dierent ML algorithms – the kNN, and RF algorithms. e
desire from astronomers for redshis with few outliers allows this thesis to explore
both regression and classication versions of the kNN and RF algorithms. Within the
testing of the kNN algorithm, I have examined the eect of dierent distance metrics,
including the commonly used Euclidean, and Manhaan taxicab distance metrics, the
Mahalanobis distance metric, and the learned MLKR and LMNN distance metrics. e
kNN and RF algorithms were compared to linear (with L1 and L2 regularisation), and
logistic regression. All ML algorithms require a training, and test sample. In this
thesis, I have tested three dierent training and test sets – Set 1 (training and test
samples randomly split 70:30), Set 2 (training sample taken from the ELAIS-S1 eld,
and test sample taken from the eCDFS eld), and Set 3 (training sample taken from
the eCDFS eld, and the test sample taken from the ELAIS-S1 eld).
is thesis has found the kNN algorithm, with all tested distance metrics, and the
RF algorithm were able to outperform the linear and logistic regression algorithms.
e RF algorithm can acceptably estimate the redshi of ∼90% of galaxies with pho-
tometric data available. Using the LMNN distance metric, the kNN classication al-
gorithm can extend this to 95% of galaxies. Based on a comparison with other ML
techniques (See Paper 2), this result is beer than expected given the simplicity of
the kNN algorithm, although, the use of the learned LMNN distance metric increases
the complexity. Assuming this accuracy translates to the EMU project, astronomers
can expect ∼27 million radio galaxies of ∼28 million radio galaxies with optical and IR
photometry with acceptable redshi estimates at rst release. By 2020, it is expected
to extend to ∼47 million radio galaxies with acceptable redshi estimates as future
all-sky surveys release deeper photometry.
4.3 Future Work
roughout this thesis, I had numerous ideas for the expansion of this thesis, with few
able to be implemented in time. e below list includes some of the more important
extensions.
• Most ML methods do not extrapolate result well, with the kNN and RF algo-
rithms unable to extrapolate at all. Additionally, most ML algorithms (partic-
ularly the kNN algorithm) suer greatly with unbalanced training sets. is
114
thesis aempted to handle an unbalanced training set problem by binning the
redshi; however, the lack of high-redshi galaxies in the ATLAS dataset meant
that the majority of bins were at low-redshi. To rectify this, a larger, more
balanced dataset with a higher sample of high-redshi sources should allow
for beer estimation of high-redshi sources.
• is thesis has not included any astronomical knowledge in the selection of fea-
tures, or in the model creation. Future eorts may look towards including some
prior knowledge – for example, galaxies with a radio ux, but no IR counterpart
are likely to be high-redshi galaxies.
• Previously, most of the research into redshi estimation has only used opti-
cal and IR data, with radio ux measurements oen ignored. With new tele-
scopes being commissioned at both low frequency (like the MWA), and high-
frequency, the additional feature space being opened in the radio regime may
allow another set of features for redshi estimation.
• is thesis has not provided any form of error on the estimated redshis, be-
yond a basic residual standard error. Traditionally, errors are treated as single
values aached to an estimate. However, it has been noted in other studies that
this method may not be ideal for redshi measurements, with redshi oen
appearing multi-modal due to emission and absorption lines being confused
when redshied (Ku¨gler et al., 2016). Alternatively, the use of Probability Dis-
tribution Functions (PDFs) would allow for a smarter form of error, allowing
for multiple redshi estimates to be completed.
• e use of uncertainties, in general, would extend the usability of redshi esti-
mation models. Initially, uncertainties could be propagated through the chosen
algorithm, providing an error based on the quality of the features used in es-
timation. e use of uncertainties could then allow a chosen algorithm to be
extended to allow for missing features for a galaxy, with an arbitrary value to be
assigned with high uncertainty, eectively allowing the algorithm to ignore the
missing values. Uncertainties can also be incorporated into a PDF, providing a
smarter estimate of redshi.
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Appendix A
Submitted Papers
A.1 Estimating Redshi with k-Nearest Neighbours
Regression
In this appendix I aach a paper that I wrote as a rst author during my Master’s
degree. e contents are similar to the k-Nearest Neighbours regression tests in
Chapter 2 and Chapter 3. However, the preprocessing method in this paper is dif-
ferent to the pre-processing method used in this thesis (this paper uses optical and
Infrared colours, whereas this thesis uses standardisation), and the implementation
of the k-Nearest Neighbours algorithm in the paper is using the Tensorow1 python
package, rather than the scikit-learn2 python package. is paper was accepted on
the 23/10/2018 to the Focus on Machine Intelligence in Astronomy and Astrophysics
edition3 of the ‘Publications of the Astronomical Society of the Pacic’.
1hps://www.tensorow.org/
2hp://www.scikit-learn.org
3hp://iopscience.iop.org/journal/1538-3873/page/machine-intelligence-in-astronomy-and-astrophysics
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ABSTRACT
In the near future, all-sky radio surveys are set to produce catalogues of tens of millions of sources
with limited multi-wavelength photometry. Spectroscopic redshifts will only be possible for a small
fraction of these new-found sources. In this paper, we provide the first in-depth investigation into the
use of k-Nearest Neighbours (kNN) Regression for the estimation of redshift of these sources. We use
the Australia Telescope Large Area Survey (ATLAS) radio data, combined with the Spitzer Wide-
Area Infrared Extragalactic Survey (SWIRE) infra-red, the Dark Energy Survey (DES) optical and
the Australian Dark Energy Survey (OzDES) spectroscopic survey data. We then reduce the depth
of photometry to match what is expected from upcoming Evolutionary Map of the Universe (EMU)
survey, testing against both data sets. To examine the generalisation of our methods, we test one
of the sub-fields of ATLAS against the other. We achieve an outlier rate of ∼ 10% across all tests,
showing that the kNN regression algorithm is an acceptable method of estimating redshift, and would
perform better given a sample training set with uniform redshift coverage.
Keywords: methods: analytical — methods: statistical — galaxies: distances and redshifts — galaxies:
statistics — distance scale
1. INTRODUCTION
Large scale radio surveys are becoming more common,
resulting in catalogues of millions of radio sources with
limited multi-wavelength data (Norris 2017). Knowl-
edge of their redshift is important to achieve most sci-
ence goals (Norris et al. 2011). While spectroscopic red-
shifts remain the gold standard, only a few million spec-
troscopic redshifts will be available in this decade with
the Sloan Digital Sky Survey (SDSS) having measured
∼3 million over the northern sky (Abolfathi et al. 2018),
the Taipan Galaxy Survey expecting to provide 2 mil-
lion spectroscopic redshifts out to a redshift of z = 0.4
Corresponding author: Kieran Luken
k.luken@westernsydney.edu.au
∗ Released on June, 1st, 2018
(da Cunha et al. 2017), and the Wide Area VISTA
Extra-galactic Survey (WAVES) expecting to measure
2.5 million redshifts across the souther sky out to a red-
shift of z = 1.5 (Driver et al. 2016). Alternatively, red-
shift can also be measured photometrically, by compar-
ing the magnitudes at different wavelengths to templates
(Baum 1962; Butchins 1981; Loh & Spillar 1986). Pho-
tometric redshifts - or photo-z’s - measured using tem-
plate fitting can be highly accurate, estimating redshift
to an accuracy of σ∆z/(1+zspec) ∼ 0.015 (Salvato et al.
2011). However, this requires high quality photometry
in at least 15 different filter bands, and up to 31 different
bands for the high-accuracy results. Unfortunately, this
level of photometry will not be available for large scale
sky-surveys. Additionally, photometric template fitting
methods tend to fail catastrophically when attempted
on AGN, particularly radio-selected AGN (Duncan et al.
2018; Salvato et al. 2018).
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Rather than measuring the redshift directly in the
form of spectroscopy, or indirectly by fitting templates,
it has been shown that photo-z’s can be estimated empir-
ically using the knowledge of previously measured red-
shifts from similar astronomical objects.
Machine learning has been applied to this problem in
the past in the form of neural networks (Tagliaferri et al.
2003; Firth et al. 2003; Collister & Lahav 2004; Cavuoti
et al. 2012; Brescia et al. 2013; Cavuoti et al. 2014,
2015; Sadeh et al. 2016; Cavuoti et al. 2017; Pasquet-
Itam & Pasquet 2018), random forests (Carliles et al.
2010; Carrasco et al. 2015; Mountrichas et al. 2017), the
combination of template fitting methods using Bayesian
statistics (Duncan et al. 2018) and the stacking of a Self-
Organised Map and a Decision Tree (Zitlau et al. 2016).
For the most part, these methods have mainly been con-
cerned with maximising the accuracy of the measured
redshift, testing with optically selected galaxy samples,
and have been able to achieve a similar accuracy to tem-
plate fitting methods given a large enough training set.
The datasets used have been derived mainly from optical
surveys like the SDSS, limiting the number of possible
radio-loud AGN, which also create issues for photomet-
ric template fitting.
Norris et al. (2018) have addressed the problem of
relatively low-quality photometry available from all-sky
surveys by comparing the performance of different algo-
rithms when using photometry similar to the upcoming
EMU survey (Norris et al. 2011), using radio-selected
AGN. This has given a glimpse of the expected accura-
cies of various techniques when the depth of observations
and the coverage of all frequency bands is not complete.
This paper provides a deeper investigation into the ef-
fectiveness of the kNN algorithm (Cover & Hart 1967)
for estimating redshift. The kNN regression algorithm
has previously been applied to photometric redshifts by
Polsterer et al. (2013), Ku¨gler et al. (2015) and Cavuoti
et al. (2017), however Ku¨gler et al. (2015) used opti-
cal spectra from the Sloan Digital Sky Survey (SDSS),
and Polsterer et al. (2013) and Cavuoti et al. (2017)
used spectroscopic redshifts and optical magnitudes only
from the SDSS. k Nearest Neighbours Regression is a
regression model, meaning that it uses a training set of
objects and their known redshift values to estimate the
redshift of new objects. In particular, kNN regression
estimates the redshift of each new object as the mean of
the redshifts of the k nearest neighbours from the train-
ing set. To perform this task, we must define a feature
space (so that we can represent each object as a vec-
tor), a metric (to provide the distance between object
vectors), and the value of the constant k. The feature
space dimensions are chosen as the set of variables that
are thought to be predictive of the regression response.
Each object is represented as a vector in this space using
their measurements of the feature space variables (e.g.
in our case each object vectors contain a set of photom-
etry at different wavelengths from a given object in the
training set). It is common to find Euclidean distance
being used as the kNN metric, and the number of neigh-
bours k typically set within the range of 2 and 20.
Given that the speed of the kNN algorithm does not
scale well with the number of dimensions or number of
sources, this algorithm can be modified to use a k-d tree
to find the k most similar sources (Polsterer et al. 2013).
Alternatively, the problem can be parallelised and run
on a GPU. This paper has implemented the kNN regres-
sion algorithm using the publicly available TensorFlow 1
on GPU (Abadi et al. 2015), which provides a 3-5 times
speed improvement over the equivalent CPU version.
Our initial investigation was to determine the suit-
ability of kNN for the problem. We then tested how
well the kNN algorithm generalises by testing one sub-
field against the other. We next modified our dataset
to match the depth expected from the EMU survey,
and corresponding sky surveys from other astronomi-
cal regimes. For all of these tests, we compared the use
of Euclidean distance and Manhattan Taxicab distance.
2. THE DATA
The dataset used in this paper is primarily based on
the ATLAS Data Release 3 (Norris et al. 2006; Franzen
et al. 2015), with cross-identifications to other wave-
lengths provided by Swan et al. (in preparation). Other
catalogues used include the SWIRE Infra-red dataset
(Lonsdale et al. 2003), the DES Optical dataset (Ab-
bott et al. 2018) and the OzDES spectroscopic redshift
dataset (Yuan et al. 2015; Childress et al. 2017).
2.1. ATLAS
The ATLAS DR3 dataset (Franzen et al. 2015) forms
the basis for our total catalogue, providing 1.4 GHz radio
flux densities on 4780 sources measured using the Aus-
tralia Telescope Compact Array (ATCA). The ATLAS
dataset covers the European Large Area ISO Survey–
South 1 (ELAIS-S1) and extended Chandra Deep Field
South (eCDFS) fields, down to a r.m.s noise level of
∼ 15µJy.
2.2. SWIRE
The SWIRE dataset provides infra-red flux densities
at 3.6, 4.5, 5.8 and 8.0 µm, measured using the Spitzer
Space Telescope (SST) (Lonsdale et al. 2003), reaching a
1 https://www.tensorflow.org/
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5σ sensitivity of 5, 9, 43 and 40 µJy/beam respectively.
SWIRE identifications were found for 4328 radio sources
at 3.6 µm, providing at least a 3.6 µm flux for ∼ 91%
of radio sources. All ATLAS sources were initially cross
matched with SWIRE sources, and then the SWIRE
sources were cross-matched to the DES sources.
2.3. DES
The DES dataset provides g, r, i and z optical magni-
tudes (to a depth of g = 24.33, r = 24.08, i = 23.44 and
z = 22.69), measured using the Dark Energy Camera
mounted on the 4-m Blanco telescope at Cerro Tololo
Inter-American Observatory in Chile. (Abbott et al.
2018). The DES dataset provides optical counterparts
for 3102 of our radio sources at g band, covering ∼65%
of sources.
2.4. OzDES
The OzDES dataset provides the spectroscopic red-
shifts required to create any empirical model (Yuan et al.
2015; Childress et al. 2017). The spectroscopic redshift
master list compiled as the OzDES dataset by Childress
et al. (2017) provides spectroscopic redshifts for 2012
radio sources, covering ∼42% of sources.
2.5. Test Sample
The kNN algorithm works best if the reference data
set is shaped such that the feature space is populated
homogeneously, i.e. avoiding strong concentrations in a
certain region, or sparsely populated regions. In the
tests described here, we made no correction for any
excess sources in any of the given training samples.
Instead, we calculated optical and infrared colours as
ci = magi −magi+1. This transformation improves the
distribution of the photometric data over the parameter
space for each band (Norris et al. 2018) and also re-
places flux, which is brightness- and redshift-dependent,
by colour that depends only on the SED. (Polsterer
et al. 2013) . We completed this transformation on both
the optical magnitudes, and log-transformed infra-red
fluxes. Note that this operation reduces the effective
number of dimensions of the feature space by 2.
We compiled a a full-sensitivity “DEEP” sample con-
taining those sources that have photometry at 1.4 GHz,
infra-red 3.6, 4.5, 5.8 and 8.0 µm, optical g, r, i and z
bands, and a spectroscopic redshift. This provides us
with 1408 sources with complete photometry and spec-
troscopy for our tests.
We then selected a “WIDE” sample to match the
depth of photometry expected from the EMU survey
(Norris et al. 2011), which will use the SkyMapper sur-
vey which has r and i limits of ≈ 22 (Wolf et al. 2018)
and the AllWISE Infrared Survey (Cutri & et al. 2013)
of 3.6 µm > 26 µJy and 4.5 µm > 56 µJy. We re-
moved the 5.8 and 8.0 µm data from our sample, and
rejected any sources which were undetected at any band
at the above limits. The resulting WIDE sample had
760 sources.
As discussed in Section 2.1, the ATLAS catalogue cov-
ers two fields. The ELAIS-S1 field, which makes up 553
of the 1408 sources in the DEEP data set and 281 of the
760 sources in the WIDE data set, and the eCDFS field,
which makes up 855 of the 1408 sources in the DEEP
dataset and 479 of the 760 sources in the WIDE data
set.
3. EXPERIMENTS
In these experiments, we use the kNN regression algo-
rithm to estimate redshifts, using the following steps:
1. Compute a distance matrix between all test
sources and training sources.
2. Sort the distance matrix by the distance calculated
in step 1, identifying the k closest training sources
in feature space to the test sources
3. Take the mean redshift of the known sources iden-
tified from step 2, and assign it to the test source.
To apply this method, we split our data into a train-
ing and test set. Depending on the test being run, the
training set was either 70% of the data set in the case of
the full dataset tests (Tests 1-4 in Table 1), or the entire
sub field in the case of the sub-field tests (Tests 5-12 in
Table 1). The remaining 30% or sub-field was set aside
as the test set.
To avoid under- or over-fitting the data, 10-fold cross
validation was used with our training sets - excluding our
test sets, minimising the number of incorrect estimates.
In all tests, the value of k that minimised the outlier
rate varied, and is listed in Table 2.
We computed 95% confidence intervals for each red-
shift prediction using bootstrapping with 1000 itera-
tions. Bootstrapping is a sampling method that allows
us to estimate the variance of sample estimates under
the assumption that the population from which the sam-
ple is taken is approximately many replications of the
sample. The estimated intervals provide the range in
which the true redshift is likely to occur, while also pro-
viding an indication of the uncertainty of the prediction.
These confidence intervals are displayed in the form of
error bars in our figures in Section 4.
In our investigation of the accuracy of kNN, we ex-
amined the effect of varying the following experimental
parameters:
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• Distance Metric: We evaluated both the Eu-
clidean distance metric:
d(~p, ~q) =
√√√√ n∑
i=1
(qi − pi)2 (1)
and the Manhattan Taxicab distance metric:
d(~p, ~q) = ||~p− ~q|| =
n∑
i=1
|pi − qi| (2)
Where p and q are vectors containing the features
of two sources.
• Depth of Photometry: We used both the
full-sensitivity DEEP sample and the reduced-
sensitivity WIDE sample.
• Generalisation: We randomly selected training
and test sets from both ATLAS sub-fields as one
test, and used one ATLAS sub-field as the training
set and the other as the test set and reverse as
additional tests.
As these variations are not independent, each needed
to be completed in combination with all others, resulting
in the 12 experiments listed in Table 1.
4. RESULTS
We present the results of the experiments in Table 2
and Figures 1 to 3.
In Table 2 and Figures 1 to 3, we calculate the outlier
rate η as:
η =
count(|∆z| > 0.15× (1 + zspec))
Number Of Sources
× 100 (3)
where ∆z = zspec − zphoto and the normalised median
absolute deviation σNMAD as:
σNMAD = 1.4826×median(|Xi −median(X)|) (4)
where X is a vector of residuals
In Figures 1, 2 and 3, the top panels show the distri-
bution of zspec vs zphoto, and the lower panels show the
normalised residuals vs the zspec, where the normalised
residuals are calculated by:
∆z
zspec + 1
For every source plotted on the top panels, we have
provided error bars representing the 95% confidence in-
terval of each redshift, calculated using the bootstrap
method. On each of the plots, we display multiple statis-
tics:
• N - The number of sources in the test sample
• σ - Standard deviation of the residual error, cal-
culated typically
• NMAD - Standard deviation of the residual error,
calculated using the normalised absolute deviation
(Equation 4)
• η - Outlier rate, calculated using Equation 3
These results have all been summarised in Table 2.
4.1. Distance Metric
Across all of our experiments, we have found neg-
ligible difference between using the Manhattan Taxi-
cab distance metric and the Euclidean Distance metric.
This indicates that there were few significant outliers
when finding the k nearest neighbours, as the Manhat-
tan Taxicab distance will minimise the effect of outliers.
In Tests 3 vs 4, 7 vs 8, and 11 vs 12, we find that Eu-
clidean Distance provides a slightly lower outlier rate.
In Test 5 vs 6 and 9 vs 10, Manhattan Taxicab distance
provides the better option with Test 1 vs 2 being equal.
In no case however, does one distance metric have a dif-
ference in outlier rate greater than 1.78%.
4.2. Depth of Field
In all cases, we find that the outlier rate is higher
in the WIDE dataset when compared with the DEEP
dataset, as shown by the right-hand pair of panels in
Figures 1 to 3. For the kNN regression algorithm, this
is expected in current catalogues. In the process of mod-
ifying the DEEP dataset to become the WIDE dataset,
all sources that we removed are at the fainter end of the
dataset, which are typically the high redshift sources.
This leaves the WIDE dataset with a more heavily pos-
itively skewed distribution of zspec, with the majority of
sources being below z = 0.5. For the sources at high
redshifts, the kNN algorithm tends to fail because of
the paucity of high-redshift sources, forcing low-redshift
sources into the group of nearest neighbours.
A better test would use a larger data set, with a larger
population of high-redshift sources, but such a dataset
is not yet available.
4.3. Generalisation
While the best-case DEEP experiments using a ran-
dom sample as the training set attain the best results,
experiments that train on one ATLAS field, and test
on a different ATLAS field, are not much worse. We
can attribute the better results in the former case to a
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Table 1. Details of experiments completed, including the experiment number, training and test set sizes, the distance metric
used, the dataset used and where the training sample came from.
Experiment Size of Size of Distance Data set Training
Number Training Set Test Set Metric Used Sample
1 986 422 Manhattan DEEP Random
2 986 422 Euclidean DEEP Random
3 532 228 Manhattan WIDE Random
4 532 228 Euclidean WIDE Random
5 553 855 Manhattan DEEP ELAIS-S1
6 553 855 Euclidean DEEP ELAIS-S1
7 281 479 Manhattan WIDE ELAIS-S1
8 281 479 Euclidean WIDE ELAIS-S1
9 855 553 Manhattan DEEP eCDFS
10 855 553 Euclidean DEEP eCDFS
11 479 281 Manhattan WIDE eCDFS
12 479 281 Euclidean WIDE eCDFS
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Figure 1. Summary of the results from Tests 1-4, from left to right. All results displayed here have been trained on sources
randomly sampled from the entire ATLAS data set. The top panels show the distribution of zspec vs zphoto, and the lower panels
show the normalised residuals vs the zspec. The dashed red line represents zspec = zphoto, and the dashed blue lines represent
the outlier boundary, calculated using Equation 3.
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Table 2. Summary of the results from all tests. We include
the experiment number, the test size, standard deviation cal-
culated typically and by normalised absolute deviation and
outlier rate.
Experiment Test Best Standard NMAD Outlier
Number Size k Deviation Rate
1 422 3 0.1 0.06 7.35%
2 422 14 0.12 0.05 7.35%
3 228 3 0.12 0.06 11.40%
4 228 2 0.12 0.05 10.96%
5 855 13 0.13 0.05 11.11%
6 855 9 0.13 0.05 11.46%
7 479 3 0.12 0.06 13.15%
8 479 4 0.12 0.06 12.11%
9 553 4 0.12 0.06 10.31%
10 553 3 0.12 0.06 9.04%
11 281 2 0.13 0.06 13.88%
12 281 2 0.12 0.06 12.10%
more uniform and statistically consistent training sam-
ple. This indicates that, with a more consistent train-
ing sample, the kNN regression algorithm should per-
form well across different sections of sky.
5. IMPLICATIONS FOR LARGE-SCALE RADIO
SURVEYS
Table 2 shows that redshifts can be measured to an
accuracy of about 6% (NMAD) to 12% (standard de-
viation), with an outlier rate of about 11%, and this
result remains true for all sources for which photometry
is available, independently of the depth of the photom-
etry.
If we assume that the DEEP sample has the same ra-
dio sensitivity as EMU, and that the WIDE sample has
the same optical/infra-red photometric depth as that
available for EMU sources, then the relative sizes of the
DEEP and WIDE samples implies that ∼ 45% of EMU
sources will have the required photometry for redshift
measurement.
We can therefore conclude, based on these tests, that
about 40% of EMU sources will have redshifts available,
or a total of about 28 million radio sources.
We plan to extend this work by investigating the ef-
fect of (a) using the non-detection information, (b) using
a more sophisticated metric that allows missing values
and measurement bounds, (c) carefully modelling the
sensitivity limits of the available photometric surveys,
(d) incorporating other data types (such as radio and
X-ray), (e) quantising redshift to provide a classification
problem rather than a regression problem, (f) obtaining
more high-redshift training data from deep surveys in
small fields. Future work will continue in this direction.
6. CONCLUSION
The main result from these preliminary experiments
is that, using the kNN algorithm, we can make good
estimates of redshifts in large radio surveys given the
photometry that is likely to be available, although fur-
ther work is expected to improve results further. Around
90% of EMU sources with optical/infra-red photometry
will have a reliable estimated redshift, resulting in red-
shifts for ∼ 40% of EMU sources. However, we expect
that future work will result in an even higher fraction of
sources with useful redshifts.
We found no obvious difference in the results provided
by Manhattan Taxicab distance and Euclidean Distance.
However, greater benefits may be obtained from self-
learned distance metrics that can weight features based
on their relevance, and can deal with missing values.
We found that the DEEP dataset reported better re-
sults than the WIDE dataset, probably because the
WIDE survey contains mainly low-redshift sources with
the few high-redshift sources having to be estimated
from low-redshift sources. Further work will characterise
what fraction of sources have the required photometry
at higher redshifts.
We found that there was no obvious difference in
success rate if the algorithm used training and test sets
from spatially separate fields in the sky. Experiments
7-8 and 11-12 (different field training sets on the WIDE
dataset) suggest that we can overcome the lack of high
redshift sources in training sets by drawing training sets
from small, deep fields and applying them to targets
covering the entire sky.
Finally, this paper has demonstrated that with suffi-
cient redshift coverage in the training set, the kNN al-
gorithm provides acceptable error rates when estimating
the redshift of radio galaxies.
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ABSTRACT
Future radio surveys will generate catalogues of tens of millions of radio sources, for which redshift
estimates will be essential to achieve many of the science goals. However, spectroscopic data will be
available for only a small fraction of these sources, and in most cases even the optical and infrared
photometry will be of limited quality. Furthermore, radio sources tend to be at higher redshift than
most optical sources (most radio surveys have a median redshift greater than 1) and so a significant
fraction of radio source hosts differ from those for which most photometric redshift templates are
designed. We therefore need to develop new techniques for estimating the redshifts of radio sources.
As a starting point in this process, we evaluate a number of machine-learning techniques for estimating
redshift, together with a conventional template-fitting technique. We pay special attention to how the
performance is affected by the incompleteness of the training sample and by sparseness of the parameter
space or by limited availability of ancillary multi-wavelength data. As expected, we find that the quality
of the photometric-redshift degrades as the quality of the photometry decreases, but that even with
the limited quality of photometry available for all sky-surveys, useful redshift information is available
for the majority of sources, particularly at low redshift. We find that while template-fitting techniques
perform best with very high quality data, machine-learning techniques perform almost as well on
lower-quality data.
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2 Ray P. Norris et al.
Keywords: Photometric Redshift – galaxies – radio sources
1. INTRODUCTION
Next-generation radio surveys will generate catalogues
of tens of millions of galaxies (Norris 2017b). Much of
the science generated by these surveys depends on the
availability of identifications and redshifts for each ra-
dio source. However, in spite of recent advances, even
multi-object spectroscopy can only provide redshifts for
a small fraction of these galaxies. Instead, only pho-
tometric redshifts (hereafter photoz’s) can provide the
necessary redshift information for the large samples of
radio sources.
For example, the EMU (Evolutionary Map of the Uni-
verse) radio survey will use the new ASKAP radio tele-
scope to make a deep (∼ 10µJy/beam target rms) radio
survey covering the entire Southern Sky and extending
as far North as 30o (Norris et al. 2011). EMU aims
to detect about 70 million sources, about half of which
are expected to be star-forming galaxies and the rest
Active Galactic Nuclei (AGN). AGN present a particu-
lar challenge to photometric redshift techniques. EMU’s
key science goals include tracing the evolution of galaxies
from the early Universe to the present day, and using the
distribution of radio sources to explore the large-scale
structure and cosmological parameters of the Universe.
These goals require redshift estimates for a significant
fraction of the sources.
Since the early pioneering work (Baum 1962; Butchins
1981; Loh & Spillar 1986), many different methods
to evaluate photoz’s have been implemented and exten-
sively tested on a wide range of data. A comprehensive
review of these techniques has recently been published
by Salvato et al. (2018).
All these methods use some a-priori knowledge gained
either from spectroscopy or from physical assumptions,
to deduce the function that maps the parameter space of
photometric observables onto the spectroscopic redshift
distribution. Methods can be roughly divided into two
categories: (i) SED (Spectral Energy Distribution) tem-
plate fitting, and (ii) machine learning (ML) techniques.
Template fitting techniques (e.g. Arnouts et al. 1999;
Ben´ıtez 2000; Bolzonella et al. 2011; Brammer et al.
2010) rely on a library of template galaxy spectra which
are then shifted to different redshifts and fitted to the ob-
served photometric data points. The various implemen-
tations differ in the way the template library is assem-
bled (from real galaxy spectra or from synthetic spec-
tra), in the possible inclusion of emission lines (crucial
to model AGN and starburst spectra), and on the abil-
ity to use priors and in the fitting procedure adopted.
The method used to create the optical catalogs can also
profoundly affect the photoz accuracy. For example, sin-
gle band extractions give worse redshifts than combined
extractions. Most template fitting techniques do not
use wavelengths longer than the infrared, since the tem-
plates are not well defined at longer wavelength. Notable
exceptions are Rowan-Robinson et al. (2008) who used
early IRAC data up to 8µm from the SWIRE survey,
Aretxaga et al. (2007) who used radio and far-infrared
data, and Pearson et al. (2013) who used Herschel and
sub-mm data. Here we use the Le Phare (Arnouts et al.
1999; Ilbert et al. 2006) code (see Section 4.1) with
optical and infrared data.
Machine learning (ML) based techniques first intro-
duced by Tagliaferri et al. (2003); Firth et al.
(2002), use the a-priori knowledge from a “training set”
of objects (also known as a knowledge base or KB) for
which accurate spectroscopic redshifts are available. Im-
plementations include random forest, neural networks,
nearest neighbours, and self-organised maps. Recent
developments include the ability to generate probabil-
ity distribution functions for the redshifts, rather than
a single most likely value (Amaro et al. 2017), and the
ability to take account of spectral variability (Pasquet-
Itam & Pasquet 2017). Masters et al. (2015) also dis-
cuss the effect of the biases introduced by the a priori
information.
Several studies have compared the relative merits of
ML and template approaches (Hildebrandt et al. 2008;
Dahlen et al. 2013; Abdalla et al. 2011). For exam-
ple, ML methods cannot effectively estimate photomet-
ric redshifts for objects fainter than the spectroscopic
limit, or for rare objects that are not represented in the
KB. Template fitting methods cannot estimate redshifts
of rare or peculiar objects which are poorly matched
by the available templates. Key advantages of the tem-
plate fitting methods are: (i) they can be extrapolated
beyond the spectroscopic limit and, (ii) they can pro-
vide an estimate of the galaxy spectroscopic type and
thus morphology.
However, if the KB samples the observed parame-
ter space well, and the properties of sources in the KB
closely match those in the target data, ML methods can
be more accurate than template fitting. Furthermore,
they do not require an a priori hypothesis about the un-
derlying physics, and they can use non-photometric in-
formation such as morphology, radio polarization, pho-
tometric gradients (Gieseke et al. 2011; Norris et al.
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2013) or even the spectroscopic type provided by tem-
plate fitting procedures (Cavuoti et al. 2017) .
The quality of photoz might be expected to improve
with the depth of the data, the number of the bands
available, and a decreasing spacing between the filters
(e.g. Budava´ri & Szalay 2008; Ben´ıtez et al. 2009).
While this is usually true for template fitting methods,
this is not necessarily true for ML methods where ad-
ditional parameters, or features, may increase the noise
and decrease performance. For example, increasing the
number of bands may increase the incompleteness of
the data, and reduce the density of training points in
the parameter space, thereby increasing the noise in the
photozs. Instead, the choice of the features to be used
should be optimized by a feature selection phase (Bres-
cia et al. 2013). Polsterer et al. (2014) and Cavuoti et
al. (2014) have shown that feature selection should be
data-driven rather than driven by astronomical reason-
ing.
Most studies comparing the performance of photoz
methods have been based on optically-selected samples,
which under-represent the AGN and starburst galaxies
that dominate radio-selected samples. Furthermore, the
median redshift of sources found in EMU is expected to
be z ∼ 1.2, which is very different from the median red-
shift z < 0.2 of most wide optical surveys (Norris et al.
2011). Most of the high-redshift radio sources are high-z
radio-loud AGN, which are relatively rare in optical sur-
veys because they are faint at optical wavelengths. For
example, about half the sources in modern radio surveys
host an AGN (Norris et al. 2013), most of which are
not detected in X-ray (La Franca et al. 2012; Smolcˇic´
et al. 2017).
Template fitting techniques typically use a standard li-
brary of templates that are applicable to most optically-
selected samples. This is not true for X-ray and radio
surveys, on the other hand, as they have a significant
fraction of AGN whose properties change as a function
of survey depth (e.g. Salvato et al. 2011; Hsu et al.
2014). Furthermore, current templates generally do not
use wavelengths beyond ∼ 5 µm whereas ML methods
can use radio, IR, and X-ray data to improve the photoz
accuracy. The quality of photometry is also poorer in
large surveys: Table 4 compares the available photomet-
ric data available for EMU and COSMOS.
As a result, comparisons of photometric redshift tech-
niques performed on optically-selected samples do not
necessarily reflect their performance on radio-selected
samples. Duncan et al. (2018a,b) have shown that radio-
selected samples produce very different results from
optically-selected samples. In this paper, we compare
the performance of a number of photoz techniques, on a
radio-selected sample in the COSMOS field..
Previous analysis of this field based on 31 filters
(13 broad bands, 6 narrow bands and 12 intermediate
bands) with a typical depth of 26 mag (AB) allowed
template fitting methods to predict photoz’s with an
accuracy better than 0.015 for normal galaxies (Ilbert
et al. 2009) and for a sample of X-ray selected galaxies
(Salvato et al. 2009, 2011).
In this paper, §2 presents the data and overall exper-
imental approach; §3 describes the individual methods,
§4 describes the methods and tests, and §5 presents the
16 cases that we tested. In §6 and §7 we compare the
results from the various method and try to summarize
what we have learned.
2. THE DATA
The data from the COSMOS project are publicly
available1 and provides an ideal benchmark for this
project (Scoville et al. 2007). COSMOS covers a 2
sq. deg. field: an area large enough for reducing cos-
mic variance and for including also rare objects. It
has a large spectroscopic follow-up pursued using opti-
cal and near-infrared spectrographs, thus increasing the
sampling completeness. It has deep, multi-epoch multi-
wavelength observations from X-ray (XMM, Chandra)
to radio (VLA), including UV (Galex, Zamojski et al.
(2007), optical (broad band photometry from SDSS ,
SUBARU, CHFTL and Intermediate band photometry
from SUBARU) , NIR and MIR. The data are highly
homogeneous, since images have been registered to a
common grid and convolved to a common PSF and
fluxes computed in a common aperture Capak et al.
(2007); Ilbert et al. (2009); Laigle et al. (2016). All
data have been corrected for extinction, and magnitudes
(AB) are computed in a 3 arcsec aperture. The survey
is complemented by VLA-COSMOS (Schinnerer et al.
2007, 2010) and XMM-COSMOS (Hasinger et al. 2007).
VLA-COSMOS provides radio coverage of the field with
roughly the same depth and resolution expected for
EMU. The COSMOS field is currently being surveyed
to an even greater depth using the VLA(Smolcˇic´ et al.
2017) but those data are not used in this paper. Her-
rera Ruiz et al. (2017) have observed all these sources
with VLBI, and confirm that a significant fraction of
them are high-redshift radio-loud AGN. Sargent et al.
(2010) argue that 99.9% of the VLA-COSMOS data
have a secure optical counterpart, although, since some
of the radio sources are likely to be very high redshift
radio-loud AGN which are extremely faint at optical/IR
1 http://irsa.ipac.caltech.edu/data/COSMOS/
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wavelengths, a small fraction of these are likely to be
misidentifications.
The VLA-COSMOS 1.4 GHz sample consists of 2242
sources with optical counterparts (Sargent et al. 2010).
In this paper, we use as our primary set a subsample
of 757 sources that have reliable spectroscopic redshifts.
We call this our “spectroscopic knowledge base” or KB.
Of the 757 sources in the KB, 91 have X-ray fluxes mea-
sured by XMM and an additional (i.e. excluding those
also detected by XMM) 158 have X-ray fluxes measured
by Chandra (Brusa et al. 2010; Civano et al. 2012;
Marchesi et al. 2016).
From this vast array of data, a total of 45 different
photometric measurements, or “features”, were used in
the experiments here and are listed in Table 5.
3. EXPERIMENTAL APPROACH
We ran the experiment as a “blind data challenge”,
in which different groups (all of whom are coauthors on
this paper) were invited to test their algorithms on the
KB, with the challenge being run by a control group.
Machine learning techniques require the KB to be split
into two subsets called the ’training’ and ’test’ set re-
spectively. These two subsets need to be disjoint, and
to map the parameter space uniformly. For the exper-
iments described here, the control group provided the
testers with the training set, which includes redshifts,
and the test set, which does not include redshifts. The
testers then used the training set to train their algo-
rithms. The trained algorithms were then applied to the
test set to yield a set of estimated redshifts. These were
then passed back to the control group who compared
them with the true spectroscopic redshifts, to evaluate
the algorithms in terms of standard statistical indica-
tors.
As well as evaluating the test on the best data avail-
able, we are interested in the sensitivity of the tests to
the number of bands available, the sensitivity of the pho-
tometry, whether radio flux density is used, and whether
X-ray detected AGNs are included in the training sets.
These tests were therefore varied in four ways:
• Variation 1: Bias: In general, spectroscopy
tends to be available on sources that are brighter
than the population of sources for which we wish
to obtain photometric redshifts. Here we test the
ability of the techniques to train on a brighter sam-
ple of sources and extrapolate that training to a
larger sample containing fainter sources. We there-
fore performed two variations: In the“Bright”vari-
ation, the training set was chosen to be the opti-
cally brightest 50% of sources, selected in the i
band. In the “Random” variation, the training set
was randomly chosen from the parent sample of
757 objects. In both cases, because of an imple-
mentation detail, the fraction was not exactly half.
In the “Bright” variation, 391 sources were in the
training set, and 366 were in the test set. In the
“Random” variation, 343 sources were in the train-
ing set, and 414 were in the test set.
• Variation 2: Depth As discussed in Section 1,
all-sky photometry surveys will be much shallower
than the deep data available in small fields such
as COSMOS. This will introduce incompleteness
in these large surveys, and a significant fraction of
objects will only have upper limits on their pho-
tometry in some bands. We simulated this effect
by performing two variations. In the “Deep” vari-
ation, the training set used the deepest data avail-
able in the KB. For example, these data include
the Spitzer-IRAC measurements (Sanders et al.
2007), which are available only in small regions
of the sky. In the “Shallow” variation, the training
set used shallower data to simulate the data avail-
able to the EMU survey. Specifically, (i) Spitzer
IRAC data was limited to bands 1 and 2 and lim-
ited to the depth of the ALLWISE data (Wright
et al. 2010), and (ii) optical photometry data for
sources fainter than i=22 was removed. None of
these reductions in the quality of the data affected
the size of the training (391, 343) and test (366,
414) sets.
• Variation 3: Radio: template fitting techniques
typically do not use wavelengths longer than the
infrared since the templates are not well defined
at longer wavelengths. However, ML methods can
in principle use radio data too. To our knowledge,
no systematic study of whether the radio fluxes
may be used to help constrain photoz’s, has been
performed using ML methods. To see if the inclu-
sion of radio data made a difference, testers were
asked to incorporate radio data in their tests in
the “radio=Y” variation, and to ignore them in
the “radio=N” variation. This did not affect the
size of the training and test sets.
• Variation 4: X-ray AGN: In previous template
fitting in the COSMOS (e.g. Salvato et al. 2009),
X-ray detected sources were treated differently, by
using different libraries and priors. Here we test
how ML techniques are affected by the presence
of these sources and whether knowing in advance
that they are AGN, can help improve the results.
To see if the presence of AGN affected the results,
X-ray AGN detected by XMM were excluded from
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the training sets in the “X-ray=N” variation, and
included in the “X-ray=Y” variation. However, it
should be noted that since most radio-loud AGN
are not detected in X-rays, this test does not re-
move all AGN. Furthermore, Chandra data in this
field were not available at the time of these tests
and so were not used in this process. As a re-
sult of this variation, the size of the training set
used in the “X-ray=N” tests was reduced to 302
and 278 objects respectively in the “bright” and
“random” samples, and the size of the test set was
correspondingly increased to 455 and 479.
These four variations are not independent and so each
of them must be combined along with the other varia-
tions. The combination of these variations resulted in a
set of 16 tests listed in Table 3, which shows the size of
the training and test sets and the number of features. In
all cases (except for Le Phare), the tests were trained on
the training set provided, and then applied to the entire
test set, which includes members of the training set. The
control group then removed the sources in the training
set from the test set before evaluating the results.
For consistency in this paper, we adopt the follow-
ing terminology. An “experiment” is one of the sixteen
listed in Table 3. A “test” occurs when one of these
experiments is undertaken by one of the six “methods”
listed in Section 4.
4. THE METHODS
We used the Le Phare template fitting method as a
baseline, and compared four different machine learning
based methods with it: the k-nearest neighbours (kNN),
two different implementations of Random Forest (RF),
and the Multi Layer Perceptron with Quasi Newton Al-
gorithm (MLPQNA). Here we discuss the implementa-
tion of each of them.
In each case, the method used the training set whose
size is shown in Table 3, and the test set consisted of
all members of the KB that were not included in the
training set. The size of the test set for each experi-
ment is shown at the top of Table 4.4. However, before
analysing the results, we removed from the test set any
invalid results in which the method had failed, as indi-
cated by a NaN in the estimated redshift. The actual
number of valid results in the test set for each test is
indicated by N in each entry of Table 4.4
4.1. Le Phare
The Le Phare code is public2 (Arnouts et al. 1999; Il-
bert et al. 2006) and has been extensively used for pho-
toz and stellar mass computations. Its reliability and
accuracy have been subject to careful analysis (Hilde-
brandt et al. 2008; Dahlen et al. 2013; Cavuoti et al.
2017) and it allows the calculation of the emission line
contribution to the templates. The code also allows the
use of priors in absolute magnitude, which enables bet-
ter constraints on the photometric redshifts of AGNs
(Salvato et al. 2009, 2011). The photometric redshift
can be computed either by minimising the χ2 (zBEST),
or by marginalising over the the best solution for each of
the templates in use (zML). In both cases, in addition to
the (zBEST) and (zML), 1σ and 3σ upper and lower errors
are computed, in addition to the probability distribution
function P(z).
In this work, for the non X-ray detected sources, we
used the library of templates and extinction laws as Il-
bert et al. (2009). For the X-ray detected sources we
used the same libraries and extinctions laws as in Salvato
et al. (2011), who also used X-ray and morphological
information before setting the priors and choosing the
correct set of templates. We allow redshift solutions up
to redshift z=7, in steps of 0.01.
Since template fitting does not use a training set, and
the overall results do not depend on the size of the test
set, it would be meaningless to run Le Phare for each of
the different experiments, which differ only by varying
the training set. We therefore ran Le Phare on the entire
sample of 757 objects.
4.2. kNN
kNN is a standard regression method in machine learn-
ing, and takes into account the similarities of objects
in the n-dimensional feature space defined by the input
parameters. kNN is widely used in the photometric red-
shift literature (Gieseke et al. 2011; Polsterer et al.
2013; Cavuoti et al. 2017), and has also been used to
estimate redshift uncertainties for SDSS sources (Oyaizu
et al. 2008).
The principle of kNN is that the observed parameter
space (OPS) defined by the input features is populated
using the objects in the spectroscopic KB. Typically, the
features are photometry measured at a number of opti-
cal and infrared wavelengths, but as radio photometry
becomes deeper in next-generation radio surveys, radio
features are also likely to be important. In addition to
photometric measurements, the feature space can also
2 http://www.cfht.hawaii.edu/˜arnouts/LePhare/LePhare.
html
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Id. CODE KB bias depth Radio Xray # training # test # training
sources sources features
A1 BDNY Bright Deep N Y 391 366 44
B1 BDYY Bright Deep Y Y 391 366 45
C1 BDNN Bright Deep N N 302 455 44
D1 BDYN Bright Deep Y N 302 455 45
E1 BSNY Bright Shallow N Y 391 366 44
F1 BSYY Bright Shallow Y Y 391 366 45
G1 BSNN Bright Shallow N N 302 455 44
H1 BSYN Bright Shallow Y N 302 455 45
A2 RDNY Random Deep N Y 343 414 44
B2 RDYY Random Deep Y Y 343 414 45
C2 RDNN Random Deep N N 278 479 44
D2 RDYN Random Deep Y N 278 479 45
E2 RSNY Random Shallow N Y 343 414 44
F2 RSYY Random Shallow Y Y 343 414 45
G2 RSNN Random Shallow N N 278 479 44
H2 RSYN Random Shallow Y N 278 479 45
Table 1. Summary of the 16 experiments. Column 1: identification code; column 2: mnemonic code; column 3: Bright or
Random training set; column 4: shallowness of optical/IR data; column 5: radio fluxes used (Y) or not used (N) in training;
column 6: bright X ray detected AGN included (Y) or not included (N) in the training set; column 7: number of sources in the
training set; column 8: number of sources in the test set; column 9: number of features in the training set. The test set has the
same number of features less one, corresponding to the spectroscopic redshift.
include other source characteristics such as polarization
or morphological parameters.
The photometric redshift for an object not in the KB
is then evaluated by looking at the k nearest neighbours
of the object in the OPS, where “nearest neighbour” of
a source is defined by the Chebyshev distance to other
objects in the parameter space. Chebyshev distance d
is defined as:
da =
∑
i
|xi − x0 |a (1)
where xi and x0 are, respectively the coordinates in the
n-dimensional feature space (i.e. the OPS) of the i−th
point in the KB, and of the point for which we need
to derive the estimate; a is an exponent which can be
adapted to the problem. In the case a = 2, the Cheby-
shev distance reduces to the traditional Euclidean dis-
tance, while a = 1 leads to the so called Manhattan
distance.
“k” is an integer number typically about 10, but the
optimal value can be inferred by running the routine in a
loop with k varying within a certain range and then com-
paring the results based on a specific evaluation metric.
The optimal value for a can also be identified empirically
by looping through different values of a.
Once the k nearest neighbours with a spectroscopic
redshift have been identified, the redshift of the queried
source can be obtained as, e.g. the mean or the median
of the neighbour redshifts.
The computational time needed to execute kNN can
be dramatically shortened by implementing specific spa-
tial data structures, e.g. kd-trees (Gieseke et al. 2011;
Polsterer et al. 2013), enabling its application to massive
data sets (Zinn et al. 2012; Luken et al. 2018).
The kNN algorithm works best if the reference data
set are shaped such that the feature space is popu-
lated homogeneously, i.e. avoiding strong concentra-
tions in a certain region, or sparsely-populated regions.
In the tests described here, we made no correction for
any excess sources in any of the given training sam-
ples. Instead, to distribute the photometric data over
the parameter space for each band, we first used colours
rather than magnitudes by calculating a colour ci =
magi − magi+1. Note that this operation reduces the
effective number of dimensions n of the feature space by
1. We then spaced the data uniformly in the feature
space by replacing the largest colour cmax by 1, and
other colours cj by (cj/cmax ).
The redshift of each object in the test set was then
estimated by taking the mean redshift of the k nearest
neighbours of the object. For this work, the optimal
value of k was inferred by choosing the value of k that
gave the best fit in the training set, and was allowed to
vary from test to test, but was typically around 10.
4.3. Random forest
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Table 2. Numbers of objects and features used in the
MLPQNA and RF-NA training sets, after deleting invalid
data.
Experiment objects features
A1 53 28
B1 53 29
C1 16 28
D1 16 29
E1 391 7
F1 391 8
G1 302 8
H1 302 9
A2 316 29
B2 316 30
C2 269 29
D2 269 30
E2 270 5
F2 270 6
G2 228 5
H2 228 6
.
Random Forest is a popular non-parametric regres-
sion technique which learns by generating a forest of
random decision trees, by following the variations in the
parameter space of the training sample objects. Ran-
dom Forest combines two successful techniques (CART
(Breiman 1984) and Bagging (Breiman 1996)) with
a novel approach to dimensionality reduction (random
subspace sampling; Ho et al. 1998) to produce an en-
semble classifier (Breiman 2001). This method has been
successfully applied to photometric redshift estimation
(e.g. Carliles et al. 2010; Carrasco et al. 2015; Cavuoti
et al. 2017).
The problem is posed as the estimation of the condi-
tional mean of the response values (redshift in this case)
conditioned on feature values (photometry.) The only
assumption about the population is that its distribu-
tion is continuous. The algorithm first generates a set
of bootstrap samples selected with replacement and uni-
formly at random from the training set. Each bootstrap
sample is then used to train a separate randomized re-
gression tree. Each tree recursively partitions the train-
ing set according to the optimal reduction in empirical
risk chosen over all possible split points in a randomly
selected subset of feature dimensions at each node. Par-
titioning stops at a node when it contains a minimum
specified number of training set objects, typically be-
tween five and ten. The mean response over the points
in the node is that individual tree’s estimate of the re-
sponse for any new test points that are classified into
that node. The ensemble estimate for a given point is
then the mean of the individual tree estimates for that
point.
Some advantages of this technique are: (i) the train-
ing time scales relatively well with feature dimension-
ality, naturally tending to condition on those features
which are most informative, while the regression time is
essentially independent of dimensionality; (ii) it is com-
putationally relatively fast after the training phase even
with low-dimensional input spaces; (iii) it behaves some-
what like kNN but with the benefit of being invariant
to scale differences between dimensions; (iv) it assumes
very little about the underlying population distribution;
and, finally, (v) it has very few user-defined parameters,
and thus has a gentle learning curve, typically perform-
ing well even with default parameter values.
The primary caveat with this technique is that, as a
non-parametric technique, it relies heavily on data, so
that data sparsity may become an issue as the dimen-
sionality of the feature space increases, as is the case in
the present setting.
We used two different implementations of RF.
The RF-NA implementation used the DAMEWARE
platform 3 (Brescia et al. 2014) with 1000 trees with-
out limiting the depth of the tree (i.e. the nodes were
expanded until all leaves are pure). Unfortunately the
input data for RF-NA had to be heavily censored to re-
move objects or features that contained missing values,
resulting in the numbers of objects and features shown
in Table 4.4.
The RF-JHU implementation used the R package (R
Core Team 2013) with 500 trees.
4.4. MLPQNA
The MLPQNA algorithm is a type of neural net con-
sisting of a multilayer perceptron (MLP) in which the
learning rule uses the Quasi Newton Algorithm (QNA)
to find the stationary point of a function. MLPQNA
makes use of the Limited memory - Broyden Fletcher
Goldfarb Shanno (L-BFGS) algorithm (Byrd et al.
1994), originally designed for problems with a large num-
ber of features. The analytical details of the MLPQNA
method, as well as its performances on different data
sets, have been extensively discussed elsewhere (Brescia
et al. 2013; Cavuoti et al. 2015b, 2012, 2014).
For these tests we used the MLPQNA implementation
that is available as a public service under the DAME-
WARE platform (Brescia et al. 2014).
As for the RF-NA method, the input data had to be
heavily censored to remove objects or features that con-
3 http://dame.dsf.unina.it/dameware.html
8 Ray P. Norris et al.
tained missing values, resulting in the numbers of ob-
jects and features shown in Table 4.4.
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5. THE RESULTS
We summarise the results of the tests in Table 4.4 and
present a plot for each test in Figures 1 to 10. We define
the error on each measurement ∆z = zspec − zphot , and
we define an “outlier” as being a measurement for which
|∆z | ≥ 0.15 ∗ (1 + zspec). The upper panel of each plot
shows the distribution of zspec vs. zphot , and the lower
panel shows the normalized residuals
∆z
zspec + 1
vs zspec. The dashed blue lines mark the position of the
outlier region defined by |∆z | ≥ 0.15 ∗ (1 + zspec). The
dashed red line marks the locus of zspec = zphot .
In each plot we list: the number N of points used
in the test set; σ = standard deviation (∆z) ; the nor-
malised median absolute deviation = NMAD = 1.4826∗
(median(|∆z |) ; and the fraction of outliers η for which
∆z > 0.15 ∗ (1 ∗ zspec).
To help with the interpretation of these plots, we
have identified those objects which can be classified as
AGN based on their Chandra detections or mid-infrared
(MIR) colours (Chang et al. 2017; Donley et al. 2012).
We colour MIR AGN in red, Chandra AGN in blue, and
in green we colour objects which are simultaneously MIR
and Chandra. Remaining objects are coloured in black.
5.1. Results from the Le Phare experiments
Le Phare does not use a training set, and instead fits
the data to astrophysically-derived templates. We there-
fore ran Le Phare on the entire sample of 757 objects.
Le Phare templates do not currently include radio pho-
tometry, and so radio data were not used in any of the
Le Phare experiments. We ran all four available experi-
ments using Le Phare. The results are shown in Figure
1.
Predictably, Le Phare performs better than any of the
other techniques when using all available data, but pro-
gressively degrades as the quality of the available data
is reduced.
5.2. Results from the BRIGHT biased experiments
Experiments A1 to H1 train each algorithm on a
brighter data set, then apply it to the full data set. If
this were an effective strategy, it would be invaluable to
future surveys, since spectroscopy is often not available
on fainter objects. However, no machine learning tech-
niques perform well in circumstances in which the train-
ing set differs significantly from the test set, and this
is reflected in the results shown in Table 4.4. This ex-
periment demonstrates that, training on a brighter part
of the galaxy distribution does not provide enough in-
formation for the algorithm to be able to extrapolate to
fainter objects. Given the poor quality of the results, we
do not show the plots for each experiment, but instead
show a representative sample in Figure 2.
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5.3. Results on the RANDOM DEEP experiments
As may be expected, compared to their performance
on the BRIGHT experiments, the machine learning
methods perform better on a randomly selected training
set which matches the test set. Here we summarize the
results of these experiments on the RANDOM DEEP
experiments, in which the full-depth data in the KB are
used..
5.3.1. Experiment A2: RDNY
In this experiment, the full-depth COSMOS data, in-
cluding X-ray sources, are used, and radio data are not
used to train the algorithms. As shown in Fig. 3, all ML
methods perform well. The best performing overall are
kNN and MLPQNA followed by RF-JHU which has a
smaller fraction of outliers but a slightly larger σ. kNN
performs well at z < 1, but shows a systematic offset
above that, presumably because of the paucity of neigh-
bours at high redshift, and MLPQNA performs best at
high redshift.
5.3.2. Experiment B2: RDYY
This experiment (B2) differs from the previous one
(A2) only in that radio data are included in the train-
ing set. In most cases the results of B2 are almost in-
distinguishable from those of A2. For MLPQNA the
standard deviation is halved by the inclusion of radio
data, and its scatter at low redshift is noticeable im-
proved, although there are more extreme outliers. We
conclude that adding a single radio photometry mea-
surement to an existing excellent optical/IR photomet-
ric data set makes very little difference in most cases,
but the improvement in MLPQNA should be explored
further..
5.3.3. Experiment C2: RDNN
This experiment (C2) differs from A2 in that XMM
X-ray sources are excluded from the training and test
sets. All methods performed better on this variation
than on A2, with the exception of RF-JHU which per-
formed similarly in the two experiments.
As shown in Fig. 5 the best performance is obtained
with MLPQNA, RF-NA and kNN. RF-NA has a smaller
fraction of outliers. MLPQNA shows a systematic pat-
tern at zphot ∼ 2.9, and kNN fails at z > 1.0.
5.3.4. Experiment D2: RDYN
D2 differs from C2 in that radio fluxes are used in
the training process. As shown in Fig. 6, all tests per-
formed very similarly or slightly worse than C2. The
best results in terms of statistical indicators are achieved
by MLPQNA, RF-NA and kNN. All methods perform
poorly at redshifts higher than ∼ 1.0 where training
points become scarce.
5.4. Results on the RANDOM SHALLOW experiments
In the RANDOM SHALLOW experiments, we delib-
erately degrade the quality of the optical/IR photomet-
ric data to simulate the photometric data that will be
available for EMU.
5.4.1. Experiment E2: RSNY
In this experiment, the degraded photometry data,
including X-ray sources, are used, and radio data are
not used to train the algorithms. Naturally the results
are not as good as the full-depth data, but the results of
E2, shown in Figure 7, still represent a valuable source of
redshifts for large radio surveys. The RF-JHU algorithm
performs the best, with 20% outliers and σ =0.1, but it
fails above z=1.
5.4.2. Experiment F2: RSYY
F2 differs from E2 by including radio data. The re-
sults, shown in Figure 8, show that all methods have a
success rate which is not significantly different from E2,
confirming that the addition of a single radio photomet-
ric point does not provide useful information.
5.4.3. Experiment G2: RSNN
G2 differs from F2 by excluding radio and X-ray data.
The results, shown in Figure 9, show that MLPQNA and
RF-JHU are improved by omitting these data, whilst the
other results are roughly the same.
5.4.4. Experiment H2: RSYN
H2 differs from G2 by including radio data. The re-
sults, shown in Figure 10, have a success rate which is
not significantly changed, confirming that the addition
of a single radio photometric point does not provide use-
ful information.
6. DISCUSSION
When given all the available data (experiment A2), Le
Phare performed better than any of the ML methods,
and performed even better when the X-ray sources were
removed (C2). However, its performance was compara-
ble to some of the ML techniques when the data were
reduced in sensitivity (E2 and G2).
In the RANDOM-DEEP experiments (A2 to D2), all
algorithms performed quite well (with NMAD ∼ 0.05-
0.07, and η ∼ 10-15%, compared to 0.01-0.02 and 3-5%
respectively for Le Phare) with RF-NA typically per-
forming rather better than the others, and MLPQNA
often best at high redshift. kNN generally performed
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well at low redshifts, but had a greater tendency than
the other techniques to fail at z ≥ 1, presumably because
of the paucity of neighbours at high redshift.
In the RANDOM-SHALLOW experiments (E2 to
H2), all algorithms performed less well than with the
deeper data (with NMAD ∼ 0.1-0.2, η ∼ 10-15%, com-
pared to 3-5% for Le Phare) with RF-NA typically
performing rather better than the others. The best
performing was RF-JHU and the worst performing was
kNN, which essentially failed on these data. Luken et
al. (2018) has shown that kNN is capable of good per-
formance on low sensitivity data, so it is likely that the
poor performance of kNN in these experiments was due
to a particular implementation detail of the algorithm.
Nevertheless, it is encouraging that most methods give
useful results even on the shallow data. For example, of
the 70 million EMU sources, about 70% are likely to
have photometry (from SkyMapper, SDSS, VHS, and
WISE) comparable to that used in experiments E2 to
H2, and RF-JHU was able to provide redshifts for ∼ 80%
of these, with an NMAD ∼ 0.1. This level of scatter
is quite adequate for many of the EMU science goals,
and having redshifts for ≥ 50% of the EMU sources will
significantly enhance the science from EMU.
Nevertheless, it is likely that even better results can
be obtained by (i) making full use of the available multi-
frequency radio data, and (ii) developing the algorithms
further to optimise them for the limited data available
for most EMU sources. Further work is continuing (e.g.
Luken et al. 2018) to achieve this.
7. CONCLUSION
We have tested a number of photometric redshift
techniques, including both template-fitting and machine
learning techniques, on high-quality photometric data in
the COSMOS field, and also explored reducing the qual-
ity of the photometric data to match that available from
all-sky radio surveys such as EMU. We find that:
• Given high-quality multi-band photometry such as
is available for the COSMOS data, the template-
fitting Le Phare technique outperforms the ma-
chine learning techniques tested here, especially
when X-ray sources are omitted.
• When the quality of the photometry is reduced
to match that available for the EMU all-sky ra-
dio survey, both the template-fitting and the ma-
chine learning techniques give comparable results,
typically with ∼ 20-30% of sources appearing as
outliers, and with NMAD ∼ 0.1-0.2.
• Most machine learning techniques perform better
at z < 1 than at higher redshifts, presumably be-
cause of the paucity of training data at higher red-
shifts.
• This level of redshift information from reduced-
sensitivity data is still valuable and will result in a
significant enhancement to the science from these
surveys.
In this first set of experiments, we have set a baseline
which will no doubt be improved on by further work in
this field. Particularly important future directions are to
(i) obtain better training data for radio sources at high
redshifts, and (ii) continue developing the algorithms,
optimising them for the lower quality photometry likely
to be available.
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Field X-ray UV OPTICAL NIR MIR Radio
Flux magnitude magnitude magnitude magnitude Flux
COSMOS XMM,Chandra GALEX 22 bandsa J,H,K IRAC band 1 VLA
∼ 10−14ergs−1cm−2 25 ∼ 26 ∼23.5 5 µJy 10 µJy/bm rms
EMU eROSITA GALEX Skymapper (5 bands) VHS (Y,J,H,K) WISE W1 EMU
∼ 10−14ergs−1cm−2 20.4 ∼ 21.5 ∼20 26 µJy 10 µJy/bm rms
Table 4. Comparison of multiwavelength coverage for COSMOS and for the EMU all-sky survey.
id parameter note
1 u cfht U photometry from CFHT Megaprime
2 B subaru B photometry from Subaru Suprime-cam
3 V subaru V photometry from Subaru Suprime-cam
4 g subaru G photometry from Subaru Suprime-cam
5 r subaru R photometry from Subaru Suprime-cam
6 i subaru I photometry from Subaru Suprime-cam
7 z subaru Z photometry from Subaru Suprime-cam
8 J wfcam J photometry from UKIRT WFCAM
9 H wircam H photometry from CFHT Wircam
10 flamingos Ks Ks photometry from Gemini FLAMINGOS
11 K wircam K photometry from CFHT Wircam
12 i cfht I photometry from CFHT Megaprime
13 u SDSS u’ photometry from SDSS
14 g SDSS g’ photometry from SDSS
15 r SDSS r’ photometry from SDSS
16 i SDSS i’ photometry from SDSS
17 z SDSS z’ photometry from SDSS
18 f814 Subaru Suprime-cam 814nm
19 IB427 Subaru Suprime-cam 427nm
20 IB464 Subaru Suprime-cam 464nm
21 IB484 Subaru Suprime-cam 484nm
22 IB505 Subaru Suprime-cam 505nm
23 IB527 Subaru Suprime-cam 527nm
24 IB574 Subaru Suprime-cam 574nm
25 IB624 Subaru Suprime-cam 624nm
26 IB679 Subaru Suprime-cam 679nm
27 IB709 Subaru Suprime-cam 709nm
28 IB738 Subaru Suprime-cam 738nm
29 IB767 Subaru Suprime-cam 767nm
30 IB827 Subaru Suprime-cam 827nm
31 NB711 Subaru Suprime-cam 711nm
32 NB816 Subaru Suprime-cam 816nm
33 ch1 IRAC band 1 (3.6 µm)
34 ch2 IRAC band 2 (4.5 µm)
35 ch3 IRAC band 3 (5.8 µm)
36 ch4 IRAC band 4 (8.0 µm)
37 galex1500 Galex 150 nm
38 galex2500 Galex 250nm
39 morphology See http://irsa.ipac.caltech.edu/data/COSMOS/tables/morphology/
40 zspec spectroscopic redshift
41 radio integrated flux VLA integrated 20cm radio flux
42 xmm soft XMM soft
43 xmm hard XMM hard
44 ch soft Chandra soft
45 ch hard Chandra hard
Table 5. Features (observational parameters) used in the tests. Column 2: feature name, column 3: explanation. Details of all
these filters are given on http://cosmos.astro.caltech.edu/page/filterset. Uncertainties for all measurements were also available
in the KB
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Figure 1. Summary of the results obtained from Le Phare in four experiments. Panel a) Experiment A2/RDNY, using all
available data Panel b) Experiment C2/RDNN, using all data but excluding X-ray sources; Panel c) Experiment E2/RSNY, as
(a) but using optical/IR data with reduced sensitivity; Paned e) Experiment G2/RSNN as (b) but using optical/IR data with
reduced sensitivity.
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Figure 2. A representative sample of results obtained when the training set is selected from a brighter distribution of galaxies
than the test set, in experiment A1/BDNY. Panel a) MLPQNA. Panel b) RF-NA. Panel c): RF-JHU. Panel d) kNN
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Figure 3. Summary of the results obtained in the experiment A2/RDNY with the various methods. Panel a) MLPQNA; Panel
b) RF-NA; Panel c): RF-JHU; Panel d): kNN.
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Figure 4. Summary of the results obtained in the experiment B2/RDYY with the various methods. Panel a) MLPQNA;
Panel b) RF-NA; Panel c): RF-JHU; Panel d: kNN.
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Figure 5. Summary of the results obtained in the experiment C2/RDNN with the various methods. Panel a) MLPQNA; Panel
b) RF-NA; Panel c): RF-JHU; Panel d) kNN.
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Figure 6. Summary of the results obtained in the experiment D2/RDYN with the various methods. Panel a) MLPQNA;
Panel b) RF-NA; Panel c): RF-JHU; Panel d) kNN.
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Figure 7. Summary of the results obtained in the experiment E2/RSNY with the various methods. Panel a) MLPQNA; Panel
b) RF-NA; Panel c): RF-JHU; Panel d) kNN.
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Figure 8. Summary of the results obtained in the experiment F2/RSYY with the various methods. Panel a) MLPQNA; Panel
b) RF-NA; Panel c): RF-JHU; Panel d) kNN.
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Figure 9. Summary of the results obtained in the experiment G2/RSNN with the various methods. Panel a) MLPQNA;
Panel b) RF-NA; Panel c): RF-JHU; Panel d) kNN.
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Figure 10. Summary of the results obtained in the experiment H2/RSYN with the various methods. Panel a) MLPQNA;
Panel b) RF-NA; Panel c): RF-JHU; Panel d) kNN.
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Appendix B
Results Plots
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B.1 Linear Regression
B.1.1 No redshi binning – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.1: Results using linear regression without binning the redshi from Table 3.1,
with each sub-gure using dierent datasets and sets (labelled). e top panel of each
gure is the spectroscopic redshi (zspec ) vs the estimated redshi (zphoto). e boom
panel of each panel is the spectroscopic redshi (zspec ) vs the normalised residuals.
e dashed red line represents zspec = zphoto , and the dashed blue lines represent the
outlier boundary, calculated using Equation 2.25
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(a) Results for Dataset B, Set 1
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(b) Results for Dataset B, Set 2
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(c) Results for Dataset B, Set 3
Figure B.2: As with Figure B.1, using dierent datasets and sets (results from Table 3.1)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.3: As with Figure B.1, using dierent datasets and sets (results from Table 3.1)
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B.1.2 Binning redshi before estimation – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.4: As with Figure B.1, using dierent datasets and sets, and binning the
redshi before estimation (results from Table 3.2)
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(a) Results for Dataset B, Set 1
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(b) Results for Dataset B, Set 2
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(c) Results for Dataset B, Set 3
Figure B.5: As with Figure B.1, using dierent datasets and sets, and binning the
redshi before estimation (results from Table 3.2)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.6: As with Figure B.1, using dierent datasets and sets, and binning the
redshi before estimation (results from Table 3.2)
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B.1.3 Binning redshi aer estimation – Regression
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(a) Results for Dataset A, Set 1
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Figure B.7: Results using linear regression, binning the redshi aer estimation. Fig-
ure displayed as a scaled confusion matrix, with the colour representing the proba-
bility of the class being predicted, and the size of the box representative of the size of
the redshi bin (results from Table 3.3)
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Figure B.8: As with Figure B.7, using dierent datasets and sets (results from Table 3.3)
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(b) Results for Dataset B, Set 3
Figure B.9: As with Figure B.7, using dierent datasets and sets (results from Table 3.3)
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(a) Results for Dataset C, Set 1
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Figure B.10: As with Figure B.7, using dierent datasets and sets (results from Ta-
ble 3.3)
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(a) Results for Dataset C, Set 3
Figure B.11: As with Figure B.7, using dierent datasets and sets (results from Ta-
ble 3.3)
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B.2 Ridge Regression
B.2.1 No redshi binning – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.12: As with Figure B.1, using ridge regression and dierent datasets and sets
(results from Table 3.4)
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(a) Results for Dataset B, Set 1
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(b) Results for Dataset B, Set 2
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(c) Results for Dataset B, Set 3
Figure B.13: As with Figure B.1, using ridge regression and dierent datasets and sets
(results from Table 3.4)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.14: As with Figure B.1, using ridge regression and dierent datasets and sets
(results from Table 3.4)
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B.2.2 Binning redshi before estimation – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.15: As with Figure B.1, using ridge regression and dierent datasets and sets,
binning the redshi before estimation (results from Table 3.5)
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(a) Results for Dataset B, Set 1
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(b) Results for Dataset B, Set 2
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(c) Results for Dataset B, Set 3
Figure B.16: As with Figure B.1, using ridge regression and dierent datasets and sets,
binning the redshi before estimation (results from Table 3.5)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.17: As with Figure B.1, using ridge regression and dierent datasets and sets,
binning the redshi before estimation (results from Table 3.5)
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B.2.3 Binning redshi aer estimation – Regression
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(a) Results for Dataset A, Set 1
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Figure B.18: As with Figure B.7, using ridge regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.6)
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(b) Results for Dataset B, Set 1
Figure B.19: As with Figure B.7, using ridge regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.6)
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(a) Results for Dataset B, Set 2
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(b) Results for Dataset B, Set 3
Figure B.20: As with Figure B.7, using ridge regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.6)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
Figure B.21: As with Figure B.7, using ridge regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.6)
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(a) Results for Dataset C, Set 3
Figure B.22: As with Figure B.7, using ridge regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.6)
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B.3 Lasso Regression
B.3.1 No redshi binning – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.23: As with Figure B.1, using lasso regression and dierent datasets and sets
(results from Table 3.7)
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(a) Results for Dataset B, Set 1
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(b) Results for Dataset B, Set 2
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(c) Results for Dataset B, Set 3
Figure B.24: As with Figure B.1, using lasso regression and dierent datasets and sets
(results from Table 3.7)
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(c) Results for Dataset C, Set 3
Figure B.25: As with Figure B.1, using lasso regression and dierent datasets and sets
(results from Table 3.7)
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B.3.2 Binning redshi before estimation – Regression
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(a) Results for Dataset A, Set 1
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(c) Results for Dataset A, Set 3
Figure B.26: As with Figure B.1, using lasso regression and dierent datasets and sets,
binning the redshi before estimation (results from Table 3.8)
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(a) Results for Dataset B, Set 1
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(c) Results for Dataset B, Set 3
Figure B.27: As with Figure B.1, using lasso regression and dierent datasets and sets,
binning the redshi before estimation (results from Table 3.8)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.28: As with Figure B.1, using lasso regression and dierent datasets and sets,
binning the redshi before estimation (results from Table 3.8)
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B.3.3 Binning redshi aer estimation – Regression
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Figure B.29: As with Figure B.7, using lasso regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.9)
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Figure B.30: As with Figure B.7, using lasso regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.9)
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Figure B.31: As with Figure B.7, using lasso regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.9)
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Figure B.32: As with Figure B.7, using lasso regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.9)
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Figure B.33: As with Figure B.7, using lasso regression and dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.9)
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B.4 Logistic Regression
B.4.1 Redshi binning before estimation – Classication
< 
0.
11
0.
13
0.
19
0.
23
0.
27
0.
31
0.
36
0.
42
0.
49
0.
57
0.
64
0.
72
0.
82
0.
98
> 
1.
08
zspec
< 0.11
0.13
0.190.23
0.270.31
0.36
0.42
0.49
0.57
0.64
0.72
0.82
0.98
> 1.08
z p
ho
to
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
(a) Results for Dataset A, Set 1
< 
0.
11
0.
13
0.
19
0.
23
0.
27
0.
31
0.
36
0.
42
0.
49
0.
57
0.
64
0.
72
0.
82
0.
98
> 
1.
08
zspec
< 0.11
0.13
0.190.23
0.270.31
0.36
0.42
0.49
0.57
0.64
0.72
0.82
0.98
> 1.08
z p
ho
to
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
(b) Results for Dataset A, Set 2
Figure B.34: As with Figure B.7, using logistic regression and dierent datasets and
sets, binning the redshi before estimation (results from Table 3.10)
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(b) Results for Dataset B, Set 1
Figure B.35: As with Figure B.7, using logistic regression and dierent datasets and
sets, binning the redshi before estimation (results from Table 3.10)
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Figure B.36: As with Figure B.7, using logistic regression and dierent datasets and
sets, binning the redshi before estimation (results from Table 3.10)
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Figure B.37: As with Figure B.7, using logistic regression and dierent datasets and
sets, binning the redshi before estimation (results from Table 3.10)
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Figure B.38: As with Figure B.7, using logistic regression and dierent datasets and
sets, binning the redshi before estimation (results from Table 3.10)
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B.5 kNN – Euclidean Distance
B.5.1 No redshi binning – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.39: As with Figure B.1, using kNN regression with Euclidean distance, dif-
ferent datasets and sets (results from Table 3.11)
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(a) Results for Dataset B, Set 1
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(c) Results for Dataset B, Set 3
Figure B.40: As with Figure B.1, using kNN regression with Euclidean distance, dif-
ferent datasets and sets (results from Table 3.11)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.41: As with Figure B.1, using kNN regression with Euclidean distance, dif-
ferent datasets and sets (results from Table 3.11)
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B.5.2 Binning redshi before estimation – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.42: As with Figure B.1, using kNN regression with Euclidean distance, dier-
ent datasets and sets, binning the redshi before estimation (results from Table 3.12)
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(a) Results for Dataset B, Set 1
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(c) Results for Dataset B, Set 3
Figure B.43: As with Figure B.1, using kNN regression with Euclidean distance, dier-
ent datasets and sets, binning the redshi before estimation (results from Table 3.12)
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(a) Results for Dataset C, Set 1
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(c) Results for Dataset C, Set 3
Figure B.44: As with Figure B.1, using kNN regression with Euclidean distance, dier-
ent datasets and sets, binning the redshi before estimation (results from Table 3.12)
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B.5.3 Binning redshi aer estimation – Regression
< 
0.
11
0.
13
0.
19
0.
23
0.
27
0.
31
0.
36
0.
42
0.
49
0.
57
0.
64
0.
72
0.
82
0.
98
> 
1.
08
zspec
< 0.11
0.13
0.190.23
0.270.31
0.36
0.42
0.49
0.57
0.64
0.72
0.82
0.98
> 1.08
z p
ho
to
0.0
0.1
0.2
0.3
0.4
0.5
0.6
(a) Results for Dataset A, Set 1
< 
0.
11
0.
13
0.
19
0.
23
0.
27
0.
31
0.
36
0.
42
0.
49
0.
57
0.
64
0.
72
0.
82
0.
98
> 
1.
08
zspec
< 0.11
0.13
0.190.23
0.270.31
0.36
0.42
0.49
0.57
0.64
0.72
0.82
0.98
> 1.08
z p
ho
to
0.0
0.1
0.2
0.3
0.4
0.5
(b) Results for Dataset A, Set 2
Figure B.45: As with Figure B.7, using kNN regression with Euclidean distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.13)
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(b) Results for Dataset B, Set 1
Figure B.46: As with Figure B.7, using kNN regression with Euclidean distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.13)
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(b) Results for Dataset B, Set 3
Figure B.47: As with Figure B.7, using kNN regression with Euclidean distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.13)
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(b) Results for Dataset C, Set 2
Figure B.48: As with Figure B.7, using kNN regression with Euclidean distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.13)
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Figure B.49: As with Figure B.7, using kNN regression with Euclidean distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.13)
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B.5.4 Binning redshi aer estimation – Classication
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(a) Results for Dataset A, Set 1
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Figure B.50: As with Figure B.7, using kNN classication with Euclidean distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.14)
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Figure B.51: As with Figure B.7, using kNN classication with Euclidean distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.14)
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(a) Results for Dataset B, Set 2
< 
0.
1
0.
12
0.
17
0.
21
0.
24
0.
27
0.
31
0.
34
0.
38
0.
46
0.
54
0.
62
0.
73
0.
91
> 
1.
02
zspec
< 0.1
0.120.17
0.210.24
0.270.31
0.340.38
0.46
0.54
0.62
0.73
0.91
> 1.02
z p
ho
to
0.0
0.1
0.2
0.3
0.4
0.5
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Figure B.52: As with Figure B.7, using kNN classication with Euclidean distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.14)
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Figure B.53: As with Figure B.7, using kNN classication with Euclidean distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.14)
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Figure B.54: As with Figure B.7, using kNN classication with Euclidean distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.14)
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B.6 kNN – Manhattan Taxicab Distance
B.6.1 No redshi binning – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.55: As with Figure B.1, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets (results from Table 3.15)
225
01
2
3
4
z p
h
ot
o
N = 393
σ = 0.1
NMAD = 0.05
η = 7.63%
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
zspec
−0.4
−0.2
0.0
0.2
0.4
z s
p
e
c
−z
p
h
o
to
z s
p
e
c
+
1
(a) Results for Dataset B, Set 1
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(b) Results for Dataset B, Set 2
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(c) Results for Dataset B, Set 3
Figure B.56: As with Figure B.1, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets (results from Table 3.15)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.57: As with Figure B.1, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets (results from Table 3.15)
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B.6.2 Binning redshi before estimation – Regression
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(a) Results for Dataset A, Set 1
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(c) Results for Dataset A, Set 3
Figure B.58: As with Figure B.1, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.16)
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(a) Results for Dataset B, Set 1
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(c) Results for Dataset B, Set 3
Figure B.59: As with Figure B.1, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.16)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.60: As with Figure B.1, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.16)
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B.6.3 Binning redshi aer estimation – Regression
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Figure B.61: As with Figure B.7, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets, binning the redshi aer estimation (results from
Table 3.17)
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Figure B.62: As with Figure B.7, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets, binning the redshi aer estimation (results from
Table 3.17)
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Figure B.63: As with Figure B.7, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets, binning the redshi aer estimation (results from
Table 3.17)
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Figure B.64: As with Figure B.7, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets, binning the redshi aer estimation (results from
Table 3.17)
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Figure B.65: As with Figure B.7, using kNN regression with Manhaan taxicab dis-
tance, dierent datasets and sets, binning the redshi aer estimation (results from
Table 3.17)
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B.6.4 Redshi binning before estimation – Classication
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Figure B.66: As with Figure B.7, using kNN classication with Manhaan taxicab
distance, dierent datasets and sets, binning the redshi before estimation (results
from Table 3.18)
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Figure B.67: As with Figure B.7, using kNN classication with Manhaan taxicab
distance, dierent datasets and sets, binning the redshi before estimation (results
from Table 3.18)
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Figure B.68: As with Figure B.7, using kNN classication with Manhaan taxicab
distance, dierent datasets and sets, binning the redshi before estimation (results
from Table 3.18)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
Figure B.69: As with Figure B.7, using kNN classication with Manhaan taxicab
distance, dierent datasets and sets, binning the redshi before estimation (results
from Table 3.18)
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Figure B.70: As with Figure B.7, using kNN classication with Manhaan taxicab
distance, dierent datasets and sets, binning the redshi before estimation (results
from Table 3.18)
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B.7 kNN – Mahalanobis Distance
B.7.1 No redshi binning – Regression
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(a) Results for Dataset A, Set 1
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(c) Results for Dataset A, Set 3
Figure B.71: As with Figure B.1, using kNN regression with Mahalanobis distance,
dierent datasets and sets (results from Table 3.19)
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(a) Results for Dataset B, Set 1
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(b) Results for Dataset B, Set 2
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(c) Results for Dataset B, Set 3
Figure B.72: As with Figure B.1, using kNN regression with Mahalanobis distance,
dierent datasets and sets (results from Table 3.19)
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(a) Results for Dataset C, Set 1
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(c) Results for Dataset C, Set 3
Figure B.73: As with Figure B.1, using kNN regression with Mahalanobis distance,
dierent datasets and sets (results from Table 3.19)
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B.7.2 Binning redshi before estimation – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.74: As with Figure B.1, using kNN regression with Mahalanobis distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.20)
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(a) Results for Dataset B, Set 1
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(c) Results for Dataset B, Set 3
Figure B.75: As with Figure B.1, using kNN regression with Mahalanobis distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.20)
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(a) Results for Dataset C, Set 1
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(c) Results for Dataset C, Set 3
Figure B.76: As with Figure B.1, using kNN regression with Mahalanobis distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.20)
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B.7.3 Binning redshi aer estimation – Regression
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(a) Results for Dataset A, Set 1
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Figure B.77: As with Figure B.7, usingkNN regression with Mahalanobis distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.21)
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(b) Results for Dataset B, Set 1
Figure B.78: As with Figure B.7, usingkNN regression with Mahalanobis distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.21)
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Figure B.79: As with Figure B.7, usingkNN regression with Mahalanobis distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.21)
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(a) Results for Dataset C, Set 1
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Figure B.80: As with Figure B.7, usingkNN regression with Mahalanobis distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.21)
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Figure B.81: As with Figure B.7, usingkNN regression with Mahalanobis distance, dif-
ferent datasets and sets, binning the redshi aer estimation (results from Table 3.21)
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B.7.4 Binning redshi aer estimation – Classication
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Figure B.82: As with Figure B.7, using kNN classication with Mahalanobis distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.22)
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Figure B.83: As with Figure B.7, using kNN classication with Mahalanobis distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.22)
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Figure B.84: As with Figure B.7, using kNN classication with Mahalanobis distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.22)
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Figure B.85: As with Figure B.7, using kNN classication with Mahalanobis distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.22)
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Figure B.86: As with Figure B.7, using kNN classication with Mahalanobis distance,
dierent datasets and sets, binning the redshi before estimation (results from Ta-
ble 3.22)
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B.8 kNN – Metric Learning for Kernel Regression
B.8.1 No redshi binning – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
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(c) Results for Dataset A, Set 3
Figure B.87: As with Figure B.1, using kNN regression with the MLKR learned metric,
dierent datasets and sets (results from Table 3.23)
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0
1
2
3
4
z p
h
ot
o
N = 495
σ = 0.13
NMAD = 0.08
η = 11.92%
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
zspec
−0.4
−0.2
0.0
0.2
0.4
z s
p
e
c
−z
p
h
o
to
z s
p
e
c
+
1
(c) Results for Dataset B, Set 3
Figure B.88: As with Figure B.1, using kNN regression with the MLKR learned metric,
dierent datasets and sets (results from Table 3.23)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.89: As with Figure B.1, using kNN regression with the MLKR learned metric,
dierent datasets and sets (results from Table 3.23)
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B.8.2 Binning redshi before estimation – Regression
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(a) Results for Dataset A, Set 1
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(c) Results for Dataset A, Set 3
Figure B.90: As with Figure B.1, using kNN regression with the MLKR learned met-
ric, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.24)
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(a) Results for Dataset B, Set 1
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(c) Results for Dataset B, Set 3
Figure B.91: As with Figure B.1, using kNN regression with the MLKR learned met-
ric, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.24)
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(a) Results for Dataset C, Set 1
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(b) Results for Dataset C, Set 2
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(c) Results for Dataset C, Set 3
Figure B.92: As with Figure B.1, using kNN regression with the MLKR learned met-
ric, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.24)
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B.8.3 Binning redshi aer estimation – Regression
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(a) Results for Dataset A, Set 1
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Figure B.93: As with Figure B.7, using kNN regression with the MLKR learned met-
ric, dierent datasets and sets, binning the redshi aer estimation (results from Ta-
ble 3.25)
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Figure B.94: As with Figure B.7, using kNN regression with the MLKR learned met-
ric, dierent datasets and sets, binning the redshi aer estimation (results from Ta-
ble 3.25)
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Figure B.95: As with Figure B.7, using kNN regression with the MLKR learned met-
ric, dierent datasets and sets, binning the redshi aer estimation (results from Ta-
ble 3.25)
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Figure B.96: As with Figure B.7, using kNN regression with the MLKR learned met-
ric, dierent datasets and sets, binning the redshi aer estimation (results from Ta-
ble 3.25)
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Figure B.97: As with Figure B.7, using kNN regression with the MLKR learned met-
ric, dierent datasets and sets, binning the redshi aer estimation (results from Ta-
ble 3.25)
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B.9 kNN – Largest Margin Nearest Neighbour
B.9.1 Redshi binning before estimation – Classication
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Figure B.98: As with Figure B.7, using kNN classication with the LMNN learned
metric, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.26)
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Figure B.99: As with Figure B.7, using kNN classication with the LMNN learned
metric, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.26)
269
< 
0.
1
0.
12
0.
17
0.
21
0.
24
0.
27
0.
31
0.
34
0.
38
0.
46
0.
54
0.
62
0.
73
0.
91
> 
1.
02
zspec
< 0.1
0.120.17
0.210.24
0.270.31
0.340.38
0.46
0.54
0.62
0.73
0.91
> 1.02
z p
ho
to
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
(a) Results for Dataset B, Set 2
< 
0.
1
0.
12
0.
17
0.
21
0.
24
0.
27
0.
31
0.
34
0.
38
0.
46
0.
54
0.
62
0.
73
0.
91
> 
1.
02
zspec
< 0.1
0.120.17
0.210.24
0.270.31
0.340.38
0.46
0.54
0.62
0.73
0.91
> 1.02
z p
ho
to
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
(b) Results for Dataset B, Set 3
Figure B.100: As with Figure B.7, using kNN classication with the LMNN learned
metric, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.26)
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(a) Results for Dataset C, Set 1
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Figure B.101: As with Figure B.7, using kNN classication with the LMNN learned
metric, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.26)
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Figure B.102: As with Figure B.7, using kNN classication with the LMNN learned
metric, dierent datasets and sets, binning the redshi before estimation (results from
Table 3.26)
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B.10 Random Forest
B.10.1 No redshi binning – Regression
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(c) Results for Dataset A, Set 3
Figure B.103: As with Figure B.1, using RF regression, dierent datasets and sets (re-
sults from Table 3.27)
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(a) Results for Dataset B, Set 1
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(c) Results for Dataset B, Set 3
Figure B.104: As with Figure B.1, using RF regression, dierent datasets and sets (re-
sults from Table 3.27)
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(a) Results for Dataset C, Set 1
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(c) Results for Dataset C, Set 3
Figure B.105: As with Figure B.1, using RF regression, dierent datasets and sets (re-
sults from Table 3.27)
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B.10.2 Binning redshi before estimation – Regression
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(a) Results for Dataset A, Set 1
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(b) Results for Dataset A, Set 2
0
1
2
3
4
z p
h
ot
o
N = 765
σ = 0.13
NMAD = 0.07
η = 11.76%
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
zspec
−0.4
−0.2
0.0
0.2
0.4
z s
p
e
c
−z
p
h
o
to
z s
p
e
c
+
1
(c) Results for Dataset A, Set 3
Figure B.106: As with Figure B.1, using RF regression, dierent datasets and sets,
binning the redshi before estimation (results from Table 3.28)
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(a) Results for Dataset B, Set 1
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(c) Results for Dataset B, Set 3
Figure B.107: As with Figure B.1, using RF regression, dierent datasets and sets,
binning the redshi before estimation (results from Table 3.28)
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(a) Results for Dataset C, Set 1
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(c) Results for Dataset C, Set 3
Figure B.108: As with Figure B.1, using RF regression, dierent datasets and sets,
binning the redshi before estimation (results from Table 3.28)
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B.10.3 Binning redshi aer estimation – Regression
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Figure B.109: As with Figure B.7, using RF regression, dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.29)
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Figure B.110: As with Figure B.7, using RF regression, dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.29)
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Figure B.111: As with Figure B.7, using RF regression, dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.29)
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(a) Results for Dataset C, Set 1
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Figure B.112: As with Figure B.7, using RF regression, dierent datasets and sets,
binning the redshi aer estimation (results from Table 3.29)
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Figure B.113: As with Figure B.7, using RF classication, dierent datasets and sets,
binning the redshi before estimation (results from Table 3.30)
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B.10.4 Redshi binning before estimation – Classication
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Figure B.114: As with Figure B.7, using RF classication, dierent datasets and sets,
binning the redshi before estimation (results from Table 3.30)
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Figure B.115: As with Figure B.7, using RF classication, dierent datasets and sets,
binning the redshi before estimation (results from Table 3.30)
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(a) Results for Dataset B, Set 2
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Figure B.116: As with Figure B.7, using RF classication, dierent datasets and sets,
binning the redshi before estimation (results from Table 3.30)
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Figure B.117: As with Figure B.7, using RF classication, dierent datasets and sets,
binning the redshi before estimation (results from Table 3.30)
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(a) Results for Dataset C, Set 3
Figure B.118: As with Figure B.7, using RF classication, dierent datasets and sets,
binning the redshi before estimation (results from Table 3.30)
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