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Abstract
In this work we study the evolution of intrinsic domain wall magnetoresistance (DWMR) with
domain wall confinement. Clean permalloy notched half-ring nanocontacts are fabricated using
a special ultra-high vacuum electromigration procedure to tailor the size of the wire in-situ and
through the resulting domain wall confinement we tailor the domain wall width from a few tens of
nm down to a few nm. Through measurements of the dependence of the resistance with respect
to the applied field direction we extract the contribution of a single domain wall to the MR of
the device, as a function of the domain wall width in the confining potential at the notch. In this
size range, an intrinsic positive MR is found, which dominates over anisotropic MR, as confirmed
by comparison to micromagnetic simulations. Moreover, the MR is found to scale monotonically
with the size of the domain wall, δDW , as 1/δ
b
DW , with b = 2.31 ± 0.39. The experimental result
is supported by quantum-mechanical transport simulations based on ab-initio density functional
theory calculations.
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I. INTRODUCTION
Magnetoresistance (MR) effects encompass a range of varied phenomena which are of
great fundamental interest, but also of significant practical importance for detecting mag-
netic states in devices. Prominent examples of effects that are employed in current technol-
ogy include giant magnetoresistance (GMR) [1, 2], tunneling magnetoresistance (TMR) [3, 4]
and anisotropic magnetoresistance (AMR) [5]. Over the last years, a number of devices have
been proposed relying on magnetic domain wall (DW) propagation in nanowires [6, 7], mak-
ing domain walls interesting elements for achieving different functionalities. Domain walls
have associated MR contributions which can be employed for sensing a particular state or
position of a DW in a wire and for memory functionality [8, 9]. A wide variety of theoretical
models exist to explain such DWMR, predicting different sizes and even signs of the MR
depending on the materials system and the dimensions of a given device [10–16] as reviewed
in Refs. [17, 18]. In general, larger effects are predicted and observed as the confinement of
a DW is increased on reducing the size of a wire or for domain walls at constrictions [19–22].
This includes enhanced AMR effects [23–25] and new ballistic magnetoresistance contribu-
tions (BMR) [26, 27], providing an avenue for tailoring DWMR which exhibits favourable
scaling behaviour on reducing the size of the structures, as desired for miniaturized devices.
However in particular for small nanocontacts, it is often difficult to disentangle other con-
tributions to the resistance which can manifest as apparent MR effects, such as mechanical
rearrangements of a system [28–32]. Furthermore the influence of contamination or local ox-
idation can often dominate the signals [33–36], making an understanding of the fundamental
intrinsic properties of a system difficult and requiring careful experimental design in order
to exclude or account for such parasitic contributions. As a result, and due to the large
range of approaches to determine MR in confined magnetic systems, there is a large spread
in the reported values [11, 18, 22, 37–47] and hence it can be difficult to understand the
regimes of applicability of different theories. One proven approach to a robust determination
of different contributions to the MR involves the formation of magnetic Py nanocontacts
in ultra-high vacuum (UHV), with different regimes of behaviour observed depending on
the contact size. For larger contacts no significant intrinsic DWMR is observed with only
relatively small effects, which are of less interest for devices, and which can be accounted
for due to the AMR effect from the components of the magnetization within the wall which
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are no-longer collinear with the current [22, 38, 48]. Alternatively for ultra-narrow contacts
much larger intrinsic effects have been reported [49], yet these effects are very sensitive to the
exact atomic-coordination at the domain wall position and change in both magnitude and
sign based on small atomic rearrangements [50], hence they are difficult to employ in a device
context. What is not yet clear is the transition between these two regimes of behaviour in
this system and the structure widths and resulting resistance values at which DWMR starts
to dominate. In particular, certain theories predict a regime where the DWMR should scale
monotonically with the size of the domain wall [11, 12, 16, 51–53] which would be highly
advantageous, yet while isolated reports of large DWMR for narrow DWs exist, the different
materials systems and geometries employed make it hard to draw firm conclusions. Surpris-
ingly, there are few studies systematically investigating the scaling behaviour of the DWMR
with DW size, which is a key component of the theories. For nanowires with perpendicular
magnetic anisotropy (PMA), the scaling of DWMR with DW width has been explored by
tailoring the domain wall size via ion-irradiation induced anisotropy modulation in a mul-
tilayer system [54]. However for in-plane systems and the alternative approach of tailoring
the domain wall size via domain wall confinement in narrow wires or in notches [55, 56], the
scaling relation remains to be robustly demonstrated. Yet this approach of DW tailoring is
particularly compatible with various proposed device architectures [6, 57].
In this work we employ our previously established approach of tailoring the size of mag-
netic nanocontacts in clean UHV conditions [22, 49, 58] to study the evolution of intrinsic
DWMR for nanocontacts in a regime where the contacts are expected to be a few nm in size.
The resulting contacts are smaller than those that can be achieved by direct lithographic pat-
terning techniques, but not so small that tunneling or atomic coordination effects dominate
the signals. We compare the resistance of the samples with and without a magnetic domain
wall at the contact position where, as a result of the geometrical confinement, the domain
wall width is similarly tailored, as confirmed by micromagnetic simulations. The results re-
veal an unambiguous contribution from intrinsic DWMR and a monotonic evolution in the
MR with the DW size. We discuss the origin of these effects in relation to the results of mi-
cromagnetic simulations and compare the results to the predictions of quantum-mechanical
scattering calculations in order to understand the regimes of validity of the experimentally
observed contributions.
3
II. METHODS
A. Experiments
The experiments were carried out on polycrystalline permalloy (Py: Ni80Fe20) samples of
23 nm thickness, grown by thermal evaporation in a UHV chamber with a base pressure of
5× 10−10 mbar. In order to avoid certain parasitic contributions to the MR measurements,
we use our previously established procedure to fabricate magnetic nanocontacts in clean
UHV conditions [49] and perform in-situ magnetic characterization, as outlined below. The
size of the contact is subsequently tailored in-situ from the initial lithographically defined
cross-section, which is a few tens of nm at the narrowest part, down to the single nm regime
and below via a computer-regulated electromigration procedure [59–62]. At each stage, the
MR behaviour is measured to determine the evolution of the properties with contact size.
In order to avoid magnetostrictive contributions we choose Py as our magnetic material and
use a notched half-ring geometry where we can control the presence and position of DWs in
the structure at remanence, as depicted in Figure 1. The system and process of nanocontact
fabrication are described in detail in [58]. In the initial state, the contact is around 70 nm
wide at the notch position. Both electromigration and magnetotransport measurements
are performed at temperatures around 80 K using a liquid nitrogen cryostat. In order to
characterize the magnetoresitance we perform a so-called mode-e´toile measurement [63]. A
magnetic field of 150 mT is applied along a given angle, θ, using a vector magnet [64] and
then relaxed to zero, before measuring the two-point resistance of the contact at remanence.
This process is then repeated for incrementally changing angles until the desired angular
range is probed. The electromigration procedure is subsequently performed in order to
narrow down the sample at the region of highest current density, which corresponds to the
notch, as detected by the concurrent increase in resistance of the sample from the initial
state of around 436 Ω. The magnetotransport characterization is then carried out for the
new contact state and the whole process is iterated until the contact size has been reduced
to the expected sub-nm regime [58].
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B. Density function theory calculations (DFT)
To theoretically understand the transport properties of the system semi-quantitatively,
we have modeled Ni80Fe20 by Ni3Fe in the common faced-centered crystal structure (fcc).
In the experiment, the transport at the narrow-constriction is likely to be dominated by a
single grain [64], while the 5% composition difference is not expected to give a significance
change in the transport properties. In this configuration, the Fe atoms sit at the summit of
the pseudo-cubic unit cell and the Ni atoms are at the center of the faces. The experimental
pseudo-cubic lattice parameter a = 3.55 A˚ was used. We have calculated the band structure
with the full potential linearized augmented plane wave (FLAPW) basis set as implemented
in the FLEUR [65] ab-initio package. We have used a cutoff of the plane wave basis set of
Kmax = 5.4 bohr
−1 and 560 k-points in the irreducible Brillouin zone. The band structure
was obtained with the Perdew-Burke exchange and correlation [66].
The band structure was extrapolated using maximally localized Wannier functions as
implemented in the wannier90 package [67–69]. We have used 9 Wannier orbitals (1s, 3p
and 5d) for each atom in the chemical unit cell for spin up and spin down. The bands were
disentangled within an energy window up to 30 eV containing 50 bands and a frozen window
up to 15 eV above the Fermi level [68]. To obtain the s-character contribution of the Bloch
state shown in Figure 2, we have projected the resulting wannier orbitals on the s-wannier
orbitals.
Figure 2 shows the s-character of the Bloch states along the high symmetry lines of a
simple cubic lattice. The conduction bands are evenly spread along the high symmetry lines.
To parametrize a simple tight-binding Hamiltonian, it is convenient to pinpoint bands which
have the same orbital character and which are not degenerate at the Fermi level. The bands
around the R-point show these characteristics (Fig. 2 inset). We can then extract the Fermi
velocity, vf =
dnk
~dk , the s-d coupling, Jsd which corresponds to the band splitting at the Fermi
level and the chemical potential µ. We have focused on the up and down spin channels at the
Fermi level along the high symmetry line Γ−R. We have extracted vf = 0.93×106 ms−1 which
is of the same order of magnitude as typical metals [70], Jsd = 0.29 eV, kf = 0.084 bohr
−1
and µ = 0.45 eV. These parameters were then used to parametrize an effective tight-binding
Hamiltonian.
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C. DC electrical conductivity from quantum simulations
To obtain insights into the domain wall magnetoresistance (DWMR), we perform trans-
port calculations by solving the quantum-mechanical scattering in the ballistic regime for
both spin channels through a domain wall. The ballistic regime approximation is justified
by the spin diffusion length on the order of 0.6 − 14 nm [71, 72] which has been measured
in Ni80Fe20 and compares favourably with the experimentally estimated domain-wall sizes
down to ∼ 1 nm (see Ref. [58] and Fig. 5).
According to our DFT calculations the physical behaviour of low energies can be described
by a surprisingly simple Hamiltonian, which is commonly referred to as the s-d model [73]. In
this approximation the d-orbital is associated to the magnetic moments of permalloy which
have a fixed position and direction, while the spin of the s-electrons is scattered through the
domain wall. In the case of non-collinear magnetization, such a model can be written as:
Hˆ =
∑
j,σ
[
−t
(
cˆ†jσ cˆ(j+1)σ + h.c.
)
− µcˆ†jσ cˆjσ
]
(1)
−Jsd
∑
j,σ,σ′
(
cˆ†jσSσσ′ · nj cˆjσ′
)
,
where t is the hopping parameter, µ is the chemical potential, Jsd is the spin-splitting, nj
is a unit vector Mj/Ms at site j and Sσσ′ is the spinor of the s-electron. To derive the
suitable scattering transport parameters, we consider the band-structure of Ni3Fe, which
was obtained by DFT calculations. The value of the Jsd = 0.29 eV and µ = 0.45 eV can be
used directly but the vf = 0.91 × 106 ms−1 and kf = 0.084 bohr−1 have to be transformed
to a hopping parameter t. For a free electron, the dispersion  (k) is given by the simple
relation:
 = −2t cos kl↑a−
Jsd
2
− µ (2)
where a = 3.55 A˚ is the lattice parameter of bulk Ni3Fe. This relation can be used to obtain
the Fermi velocity vf =
d
~dk as a function of kf . We therefore obtain
t =
~vf
2a sin (kfa)
(3)
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This yields t = 1.58 eV. The DFT calculations were done for a collinear magnetic texture.
We impose the DW profile within the Hamiltonian from eq. 1 via the Jsd-coupling. Without
loss of generality, the magnetization is constrained in the (x; z) plane and is given by:
nj = Mj/Ms ≡ sin(Θ(z))zˆ + cos(Θ(z))xˆ (4)
where Θ(x) is the polar angle that changes from 0 to pi over the DW’s width δDW or a Ne´el
DW.
In order to find the total resistance we have to average over the resistance R(~klσ) for
different incident particles with momentum ~klσ over the 3D Fermi sphere [70, 74],
1
RDW
= e2
∫ [
d~klσ
8pi
1
R(klσ)
ν(~klσ)
(
∂f(~klσ)
∂~klσ
)]
, (5)
where e is the electron charge, ν(~k) is the velocity and f(~k) is the Fermi-Dirac distribution.
In our case, the scattering parameters only depend on the ~kσ-components along the domain
wall if the perpendicular components are approximately conserved. It is therefore sufficient
to solve the 1D scattering problem using the usual plane-wave ansatz:ψ
l
jσ = aσe
iklσj + rσe
−iklσj, j ≤ 0,
ψrjσ = tσe
ikrσj, j ≥ δDW ,
(6)
where the wave number kσ = zˆ · ~klσ is the projection of ~kσ along the domain wall direction
and we consider a completely up-spin-polarized current a↑ = 1, a↓ = 0. Note that the
reflection and transmission coefficients are also a function of incident momentum. Here the
wave-numbers for up and down spin must be related by the dispersion relations
+ µ = −2t cos kl↓↑a +−
Jsd
2
, (7)
+ µ = −2t cos kr↑↓a +−
Jsd
2
. (8)
Finally, knowing the resistance is directly proportional to the reflection coefficients, the
resistance for each momentum can be determined from,
R(klσ) ∝
∑
σ |rσ|2 sin(klσ)∑
σ |aσ|2 sin(klσ)
. (9)
Since the scattering problem is solved for a number of incident particles with different
momenta numerically, the integral is turned into a summation over the values obtained for
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a reasonably large number of incident particles (here we found out that 150 different k-
values suffice). From Eq. 5 and after going to polar coordinates, the resistance for each δDW
averaged over different momenta is simplified as,
1
RDW
=
∫ 1
0
dzk2f
v(kfz)
2
R(kfz)
(10)
where z = cos θ parameterizes the incoming direction and we have approximated ∂f(
~klσ)
∂~klσ
with
a delta function which is justified for the relevant parameter ranges. The results and their
comparison to experiments are discussed in Sec. IV.
D. Micromagnetic Simulations
Micromagnetic simulations of the domain wall spin structure were performed using the
multi-scale modified MicroMagnum code [75] as described in Ref. [76]. Multiscale modelling
is necessary to realistically model the spin structures even for very narrow domain walls.
Standard parameters for permalloy were chosen, namely exchange energy constant, A = 13×
10−12 J/m3, anisotropy constant, K = 0 and saturation magnetization, Ms = 8 × 105A/m.
In-plane cell sizes of 2 × 2 nm and 0.4 × 0.4 nm were used for the coarse- and fine- scale
regions, respectively, with the cell size normal to the plane equal to the film thickness. A
high damping, α = 0.5, was used to speed up the convergence. In order to further save
on simulation time we simulated just the central portion of the half-ring over an area of
2000×720 nm and fixed the magnetization at both ends of the wire to be parallel to the
wire axis, as expected from the shape anisotropy and confirmed previously by imaging of
the spin structures. In the simulations this was achieved by applying a localized large
field to the cells at the two edges. The fine-scale region of the simulation is applied to a
region of 40×40 nm for the portion of the wire where the confined DW is expected, based
on initial coarse-scale simulations of the whole system. For most constriction widths this
corresponds to the central notch region, however for the asymmetric transverse wall in the
case of the smallest constriction, the fine-scale region was positioned on the outer-edge of
the half-ring. To account for the effect of electromigration on the dimensions of the contact,
as employed in the experiments to change the contact size, we reduce the width of the wire
at the notch position and since the electromigration procedure is expected to reduce the
size of the contact in all dimensions, for widths smaller than the initial wire thickness we
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also reduce the simulated wire thickness accordingly. To calculate the AMR contribution
from the simulated magnetization configurations for states with and without a DW at the
notch we perform simulations of the current distribution in the samples. From these, we
calculate the difference in the resistance in each case, taking into account the angle between
the magnetization and the current and assuming an AMR of around 1%, as in Ref. [77].
III. RESULTS
The results of the mode-e´toile measurement for selective resistance states of the sample
are presented in Figure 3 (a) [78]. For the initial state of the contact - i.e. the state with a
resistance of 436 Ω, the plot shows two main resistance levels as a function of the angle, which
can be understood as follows: Depending on the angle of the saturating field, a domain wall
may or may not be nucleated in the structure and as a result the two resistance states can
be attributed to the presence and absence of a domain wall between the probes [22]. When
the field is initially applied along angles in the range 325◦-035◦, or equivalently 145◦-215◦,
the remnant configuration is expected to be a quasiuniform state with no domain wall in
the half-ring. Conversely, for the remaining field ranges, a domain wall is expected to be
nucleated from the larger pad regions and propagate into the half ring until it is aligned
with the field. In this case, the resistance of the structure is seen to decrease when a domain
wall is present. However as confirmed by previous work, for this initial size regime the
reduction can be attributed primarily to the AMR effect which, due to the component of
magnetization within the wall that is directed off-axis to the wire, leads to a reduction of the
wire resistance. For the second resistance state (495 Ω) we still see the two previous levels
corresponding to no domain wall (A) and a domain wall in the main part of the wire (B),
however a third level is now evident for angles in the vicinity of the direction of the notch
position (90/270◦). For a half ring of constant width, the domain wall is expected to be
nucleated close to the position of the applied field due both to the curved geometry, as well
as to the soft magnetic properties of the Permalloy. However, in the presence of significant
constrictions the domain wall can be attracted to the resulting potential well from a large
distance away. Hence this resistance level can be attributed to a new resistance state for
a domain wall within the notch (C). As can be seen, with increasing resistance of the
nanocontact, or equivalently for decreasing size of the contact at the notch, the resistance
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state corresponding to the DW in the notch in general becomes broader and larger. The
change in resistance associated with the DW in the notch is plotted as a function of the
resistance in Figure 3 (b). Here the resistance change, ∆R, is calculated as the size of the
peak corresponding to the DW in the notch, normalized with respect to the level with no
DW in the structure
(
∆R = (C − B)/A). As such for ∆R = 0 there is a difference in the
contact resistance for a DW in the wire and in the notch, whereas for ∆R > 1 the resistance
for a DW in the notch is larger than that with no DW in the structure. Strikingly it can be
seen that for the narrowest contacts the resistance of state C, corresponding to a DW in the
notch, even exceeds that of state A, and hence the effect can not be described solely based
on a different size of the AMR for the particular spin state of the domain wall at the notch
(which would reduce the resistance), but rather there must also exist an intrinsic DWMR
contribution which dominates for this size regime. While previous work has reported both
positive and negative DWMR for Py, here we find a positive effect for our contact sizes.
To gain insights into the evolution in the magnetic domain wall width with the nanocon-
tact size, as well as the contribution from AMR, we perform multiscale micromagnetic
simulations for the employed geometry. Figure 4 (a) presents typical simulations of the
magnetization configurations as a function of the contact width, w. In all cases a transverse
domain wall spin configuration is formed, as expected from the dimensions of the wires [79]
with a tilted transverse wall for the smaller notch evolving to a symmetric transverse wall
for the larger notches, as previously observed in experiments [80]. Furthermore, as seen
both in the images and in Figure 4 (b), the DW width, δ, shows a monotonic dependence
on the nanoconstriction size. This scaling of the wall size with the geometrical confinement
is consistent with the predictions of Bruno [55], who showed that the increased exchange
energy of the narrower wall is compensated by restricting the wall to a smaller volume, as
has also been observed experimentally [56, 80–82]. The AMR contribution from the chang-
ing DW is shown in Figure 4 (c). In such a notched system, the magnitude of the AMR
component is an interplay between the confinement of the DW, which reduces the off-axis
magnetization components and the confinement of the current, which means that the signal
is increasingly dominated from the central region. In our case we find that in general the
AMR contribution from the DW increases for smaller constrictions. However the size of the
AMR contribution is rather small, on the order of 1-2 %, in agreement with previous reports
of AMR in Py nanocontacts [22, 49], with sub 1 % changes for evolving contact size within
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the studied range, which is much smaller than the total effects we observe, and hence we
now consider alternative explanations for the DWMR we observe.
IV. DISCUSSION
In order to understand the data, it is instructive to fit the data to a power function of
the following form, as predicted by theory [11, 12, 16, 51–53]:
ρDW
ρ0
(δDW ) = C × (δDW )β (11)
where ρDW is the domain wall resistivity, ρ0 is the material resistivity and C, B are con-
stants [11]. The resistivity of the domain wall can be defined based on the area of the
contact, Ac = pir
2, and the domain wall width:
ρDW = ∆RDW × Ac
δDW
(12)
The contact radius, r, can be estimated from the contact resistance Rc via Wexler’s formula,
which is an interpolation between the classical Maxwell expression of the conductance and
the Sharvin expression valid in the ballistic regime [22, 58, 83]:
Rc =
4
3pi
ρ0l
r2
+ γ
ρ0
2r
, with γ =
1 + 0.83(l/r)
1 + 1.33(l/r)
(13)
l is the electron mean-free path which is taken as 0.6 nm [72] and the resistivity of Permalloy
is taken as ρ0 = 2.95×10−7Ωm based on the relation in Ref. [84]. The value of Rc is calculated
from the measured two-point resistances, corrected for the effective lead-resistance, which is
determined to be ∼ 429± 5 Ω based on the initial contact dimensions [78]. The DW size is
in turn calculated using the previously determined proportional scaling of the DW with wire
width for rings [81, 82], presented in Figure 4 (b), which has reasonable agreement with
the simulations performed here for our notched system. The resulting data are presented
in Figure 5. For larger contacts, Equation 13 returns a relatively large error in the contact
size and correspondingly also the domain wall size, since there is some uncertainty in the
original lead resistance. However as the contact is narrowed down, the increase in resistance
is expected to originate solely from the notch region where the current density is highest and
the electromigration therefore occurs and hence the junction region resistance increasingly
dominates the overall two-point resistance.
11
The line represents a fit to the data using Equation 11 which is weighted based on
the strongly varying errors in the DW width [78], yielding an exponent of B = −2.31 ±
0.39. For the larger domain wall widths it can be seen that there is some deviation from
the fit, with the data not tending to zero domain wall resistivity for the widest widths,
indicative of additional contributions such as the AMR effect. However as confirmed by
the micromagnetic simulations, the AMR effect is small for our geometry and does not
dominate for the smaller constrictions. Furthermore, Yuan et. al predict the existence of
an additional spin-orbit coupling induced contribution to the resistivity [85], which would
lead to a similar plateau for large domain widths and would also be consistent with the
presented data. The observation of an intrinsic positive DWMR that scales with the contact
size in Py is in contrast to our previous measurements for both larger and smaller contacts,
since in the former case only AMR dominated signals were determined [22], whereas in the
latter both positive and negative DWMR was seen, the size and sign of which was primarily
determined by the atomic co-ordination at the contact position [49]. The scaling of the
domain wall resistivity with domain wall size has been theoretically studied by a number
of approaches [17], with certain models predicting a positive contribution to the domain
wall resistivity which has an inverse scaling relation with the domain wall size [11, 12, 16].
A semi-classical model by Viret et al. considered the ability of an electron to track the
local magnetization direction as it traverses a domain wall [11]. As the width of the wall
decreases, the non-adiabaticity of the majority electron spin alignment with the local wall
spin direction increases. Hence changes to the dynamic non-adiabaticity parameter of the
system are also expected, as hinted at by experimental depinning measurements. In the
model, the electrons precess in the locally canted exchange field of the DW and depending on
the rate of precession and the magnetization gradient they can track the changes to a greater
or lesser extent. The resulting mistracking results in extra scattering and a corresponding
increase in the DW resistivity which was found to scale with the square of the domain wall
width. An equivalent scaling has been predicted by Levy and Zhang who treated the problem
quantum mechanically [12] and showed that the mixing of the spin channels is the origin
of the enhanced resistivity, and other works also arrive at similar results [16, 51]. In our
case, the observed exponent of B = −2.31± 0.39 agrees with these theories. Similar results
have been seen for the PMA Pt/Co/Pt system, where Ga ion implantation was employed
to modifiy the anisotropy, K, of the films and thereby set the DW width, which scales
12
as pi
√
A/K, where A is the exchange stiffness [54]. In that work also a 1/δ2 dependence
was determined. Here, we reveal a comparable scaling dependence for an in-plane system
consisting of a single layer and with DW width tailoring via geometrical confinement.
We now use our theoretical calculations to understand the regimes of validity of the
different behaviours in more detail. We perform theoretical calculations of DWMR by solving
a quantum-mechanical scattering problem, as described in section II C.
It can be seen that for a single given incoming wave-number there are characteristic
oscillations in the reflection and transmission coefficients due to the precession of the electron
spins that may or may not be commensurate with the domain wall width. The contribution
of a single channel to the DWMR is depicted for kl↑ = zˆ ·kf =
kf
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in Fig. 6(a). The data for a
single k↑ shows strong oscillations and a slow decay with δDW which is changed by averaging
over incoming directions in Eq. II C . The resulting calculated total DWMR is plotted in
Fig. 6(b) in a log-log plot. The fit to the data shows that the average fit to the DWMR scales
as 1/δ2.53DW (blue line), and the fit to the maxima of the DWMR scales with 1/δ
2.32
DW (red line)
in excellent agreement with our experiments and earlier theoretical results [21, 52, 53, 86].
This reveals that the observed scaling of the effects is robust and is preserved on transition
from the diffusive [11] to the ballistic regime as studied here and hence could be usefully
employed in a device setting.
V. CONCLUSION
In conclusion, we have studied the evolution in domain wall resistivity with the size of the
domain wall in electromigrated permalloy nanocontacts. By employing a robust technique
to create clean, magnetostriction-free nanowires with tailored size and with domain walls
stable at remanence, we are able to demonstrate for narrow domain walls in narrow con-
strictions a clear positive intrinsic contribution to the domain wall resistivity which is not
due to the anisotropic magnetoresistance effect. This finding is supported by micromagnetic
simulations, which additionally demonstrate the geometrical confinement of the domain wall
as the nanocontact is reduced in size by electromigration. The domain wall resistivity is
found to scale with the domain wall width as 1/δ2.31±0.39DW , in excellent agreement with trans-
port calculations which yield a dependence of 1/δ2.32DW , confirming increased scattering of the
electrons as they traverse narrower domain walls which provide a more abrupt transition in
13
the magnetization and hence a sharper potential step. While large domain wall magnetore-
sistance effects have previously been reported, they were often not particularly reliable or
depended very delicately on the contact configuration. Hence the robust demonstration of a
regime where large effects are seen and which scale monotonically with the geometrical con-
finement is of particular interest for proposed devices where notches are routinely employed
as geometrical pinning centres for domain walls and where large magnetoresistance effects
are beneficial.
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FIG. 1. False colour scanning electron microscope image of a typical structure. The sample consists
of a notched Permalloy half-ring of radius 2.5 µm and 400 nm width with initial constriction size
∼70 nm (purple). Due to the large undercut of the resist, the sample is electrically isolated from
the permalloy on top of the resist (green), enabling direct in-situ measurement. Electrical contact
is made via Cr(5 nm)/Au(55 nm) contact pads (yellow). The schematic below demonstrates the
mode-e´toile measurement scheme, as described in the text.
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FIG. 2. Band structure of Ni3Fe. The width of the lines corresponds to the s-character of the
Bloch states. The inset corresponds to the region of the band structure that was used to extract
the Fermi velocity vf , the sd coupling Jsd, the chemical potential µ and the Fermi wavevector kf .
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FIG. 3. (a) Normalized resistance of the contact at remanance as a function of angle following
saturation along the given angle. Four different base resistance levels are shown, corresponding to
different resistance states for contacts without a domain wall, equivalent to 436, 496, 602 and 825
Ω from bottom to top. The plots are offset for clarity. Three main levels are seen, depending on
the state, as indicated for the 495 Ω resistance sample. A) A high resistance state when there is
no DW in the structure. B) A lower resistance state when a DW has been nucleated in the wire,
away from the notch region. C) A variable sized local-peak corresponding to the DW present in
the notch. A continuous thermal drift in resistance as a result of heating from the magnet has been
subtracted from the presented data in each case, from a fit to the resistance levels in the regions
without a DW in the structure. (b) Extra resistance for a DW in the notch compared to a DW in
the wire (∆R = (C − B)/A) as a function of the contact resistance, R. The line is a guide to the
eye. 22
FIG. 4. (a) A series of micromagnetic simulations showing the evolution in DW spin structure as
a function of contact size. (b) The evolution in DW width with the geometrical confinement, as
extracted from the simulations. It is determined from the change in the x-magnetization profile
due to the presence of the wall, as plotted in the inset. The dotted black line is a comparison to
the previously determined experimental relation between DW width and wire width in Permalloy
of δ ≈ 1.74 × w [81, 82]. (c) Evolution in AMR associated with the presence of a DW in the
constriction as a function of the constriction size.
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FIG. 5. Evolution of scaled domain wall resistivity with the calculated domain wall width. The
solid line is a fit to Equation 11. The inset shows an enlarged view of the data for small domain
wall widths.
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(a)
(b)
FIG. 6. (a) Calculated DWMR of a single channel of k =
kf
10 as a function of δDW. The maxima
of the resistance for this single momentum scales with δ−1.82DW . For each value of the incident
particle’s momentum we obtain a different exponent and as we sum over all contributions up to
Fermi momentum to get the total resistance the exponent diverges from inverse square as a result
of oscillations. (b) DWMR (RDW) as a function of domain wall width (δDW) depicted on a log-log-
plot. The DWMR fits to 1/δ2.53DW (blue line) but for all DW-widths, oscillations in the resistance
occurs. The red line shows a fit to the maxima of the total DWMR and scales with δ−2.32DW in
excellent agreement with the experimentally measured exponent. Actual data shown by black
dots.
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