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A particle jumps between the nodes of a graph interacting with local spins. We show that the
entanglement entropy of the particle with the spin network is related to the length of the minimum
cycle basis. The structure of the thermal state is reminiscent to the string-net of spin liquids.
I. INTRODUCTION
In 1935 Schrödinger defined entanglement as the dis-
tinctive property of quantum mechanics [1]. It is inter-
esting to note that, in addition to the usual definition
in terms of the separability of a composite system state
(the “representative” in his words) into a product of indi-
vidual factors corresponding to each constituent, he put
forward the fact that the information contained in the
whole cannot be necessarily obtained from the informa-
tion contained in its parts, implicitly expressing that en-
tanglement is an information resource. Since then the
double status of the quantum state as physical and in-
formational has gained in importance to characterize a
great variety of phenomena [2, 3], ranging from quan-
tum computing [4, 5] to topological phases in condensed
matter [6, 7].
Highly entangled states are the essential resource used
in the so called measurement based quantum computing
[8], in which one qubit measurements are sequentially
realized on a previously build cluster state, a quantum
state associated to a graph. The structure of entangled
states is also important in the characterization of topo-
logical phases [9], where the long range entanglement
is related to the string-net organization of the gapped
ground state [10, 11]. Another important domain where
entanglement plays a central role is in the relaxation of an
initially out of equilibrium state, towards thermal equi-
librium [12, 13]. As stated by the eigenvalue thermal-
ization hypothesis, a necessary condition for an isolated
system in a pure state to reach a thermodynamic state
(described by the microcanonical ensemble), is that the
energy eigenvectors are chaotic [14–16].
Entanglement is not only a theoretical concept, but
it is also a measurable quantity. The von Neumann
and Rény entropies are used, among other indicators,
to quantify entanglement [17]; these quantifiers can be
experimentally accessed, for instance, with cold atoms in
optical lattices [18, 19]. Spatially resolved entanglement
entropy measurements can be useful to detect the non-
local, topological, order in quantum spin liquids [20, 21].
In a different context, the relaxation of isolated systems
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towards equilibrium, measurement of entanglement also
shed light on the underlying mechanism: entanglement
entropy of a subsystem identifies with the thermal en-
tropy [22] (see also Ref. [23]). Thermal states of isolated
systems and spin liquid ground states are examples of
highly entangled states, and although fundamentally dif-
ferent, they share structural features as revealed for ex-
ample by the finite temperature behavior of the Kitaev
hexagonal model [24, 25].
A paradigmatic example of string-net ground state is
given by the toric code of Kitaev [26]. The toric Hamilto-
nian is constructed in such a way that its ground state is
invariant under a set of local operators, in analogy with
stabilizer codes used in error correction algorithms [27].
Kitaev showed that the protected subspace of the toric
code, the stabilizer subspace, coincides with the ground
state of the toric Hamiltonian [26]. The toric model can
be worked out exactly, and, as first found by Hamma
et al. [28], the entanglement entropy reveals the string-
net structure of the ground state [11]. The large ground
state entropy and strong quantum fluctuations inherent
to the topological phase of frustrated systems, allow to
recover the low-temperature properties of quantum liq-
uids using a single many-body eigenstate [24]. This re-
markable universality of the many-body eigenstates was
called typicality in Lloyd thesis [29], and in fact it can be
seen as a consequence of the eigenvalue thermalization
hypothesis [30, 31]. Therefore, in spite of their seemingly
different physics, a link can be established between some
quantum liquids and thermalized systems through the
complex structure of their many-body, highly entangled,
quantum states.
In a previous work [32] we investigated the entangle-
ment properties of graph quantum states, obtained by
the interaction of a particle walking between neighbor-
ing nodes and the network of spins. The model can be
viewed as a unitary construction of a quantum state as-
sociated to a graph by the interaction of a walker with
the spins (which physically define the graph connectiv-
ity). As such, the system generalizes the simple quan-
tum walk [33, 34], used in particular to study topological
phases in condensed mater [35, 36], and quantum states
associated to graphs, used for instance, to investigate the
graph structure, or more generally, multipartite quantum
states as a computational resource [37–41].
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FIG. 1. Typical random graphs: (top) Watts-Strogatz with
15 vertices, an average of 4 neighbors and rewiring probability
0.35, (bottom) Erdős-Rényi with 15 vertices, mean degree 6,
and edge creation probability 0.35. The corresponding Hilbert
space dimensions are 1 966 080 and 2 949 120.
We found that, for rather general graphs and a set of
simple rules for the motion and interactions, the particle-
spins system evolves towards a thermal stationary state
well described by the eigenvectors of the unitary opera-
tor. The purpose of this paper is to further investigate
the entanglement structure of the obtained random ther-
mal state. More specifically, we analyze the entanglement
between the walker and the spin network, and propose an
explicit formula for the von Neumann entropy, based on
the assumption that the structure of the thermal state
is somewhat similar to the ground state of spin liquids
(string-net): it can be described as a superposition of
closed strings, or more precisely, as an independent set
of cycles belonging to the cycle graph space.
In the next section we recall the main ingredients of
the model, Hilbert space and unitary operators associ-
ated with the graph. Next, we formulate our hypothesis
concerning the structure of the thermal state, and pro-
pose a formula of the particle-spin entanglement entropy.
To assert this formula we compare its prediction with a
series of numerical results on random graphs. The last
section contains our conclusions.
II. QUANTUM WALK ON A SPIN NETWORK
We consider quantum systems [32] defined on graphs
G = (V,E), consisting in a set x ∈ V of |V | vertices (| · |
denotes the cardinal of a set), and a set e ∈ E of |E|
edges; the set of neighbors of the node x is,
Vx = {y | e = (x, y) ∈ E} , (1)
whose size is dx = |Vx|, the degree of node x. A particle,
the walker, can jump between neighboring nodes of G; its
state is characterized by the position quantum number x,
referring to the node, and an internal degree of freedom,
the color c, referring to its neighbors; they take values
in the sets x = {0, . . . , |V | − 1} and c = {0, . . . , dx − 1}.
In addition, on each node sits a one half spin labeled
by sx = 0, 1, x ∈ V , for the spin up and down states,
respectively. The spin network and the particle define
together a Hilbert space H, spanned by the basis
|xcs〉 = |x〉 ⊗ |c〉 ⊗ |s0s1 . . . s2|V |−1〉 ∈ H , (2)
where s = s0s1 . . . s|V | is a |V |-digits binary string rep-
resenting the 2|V | − 1 spins states. We choose two
different types of random graphs, the Watts–Strogatz
(small world) [42] and Erdős-Rényi graphs [43], having
|V | = 6, . . . , 15 nodes. The Watts-Strogatz graph (WS),
is chosen to have a mean of 4 neighbors per node and
rewiring probability of 0.35. For the Erdős-Rényi graph
(ER), the probability to create an edge is fixed to 0.35,
which gives, according to the increasing number of ver-
tices, mean degrees between 3 and 6, approximately. The
Hilbert space dimension of the systems corresponding to
the largest graphs is about 3× 106. Figure 1 presents
an example of two 15 nodes graphs used in the compu-
tations. The graphs were generated with the networkx
python library.
One step of the quantum walk evolution operator U
decomposes into three parts,
• an operation over the color degrees of freedom
(Fourier coin [33, 44])
C(dx) =
1√
dx
exp (2ipic ∧ c/dx) , (3)
where ∧ denotes the outer product, and c =
(0, 1, . . . , dx) is a vector of rank the node degree,
whose coordinates are the particle colors;
• a motion part, which exchanges position states be-
tween node x and its neighbors [45],
M |xcys〉 = |ycxs〉 , (4)
for each x ∈ V and y ∈ Vx;
• and an interaction part, which includes a color and
spin (X) coupling, and a spin-spin (Z) coupling;
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FIG. 2. Thermal properties of the stationary state. (left) Position probability (‘num’ dotted line) showing good correspondence
with the microcanonical distribution (‘th’ crosses). (center) Mean spin z component as a function of time, showing a relaxation
to the paramagnetic state. (right) Evolution of the entanglement entropy for the position x, color c, and spin s (ER random
graph with 15 nodes).
the X operator exchanges the values of local node
color (for the values c = 0, 1) and spin:
X |. . . cx . . . sx . . .〉 = |. . . sx . . . cx . . .〉 (5)
for x ∈ V , and spin interaction is of the Ising type
[46],
Z |. . . sx . . . sy . . .〉 = (−1)sxsy |. . . sx . . . sy . . .〉 (6)
for (x, y) ∈ E, modifies the phase of two neighbor-
ing down spins.
Note that the joint action of the X and Z operators, cre-
ates some frustration in the spin arrangements: the coin-
spin interaction flips the local spin, while the Ising inter-
action, which commutes with z Pauli matrix, entangles
x-aligned spins; together they act to increase neighbor-
ing spins entanglement by favoring equal superposition
of up and down orientations. With these definitions the
unitary one time step operator is (~ = 1),
U |ψ(t+ 1)〉 = ZXMC |ψ(t)〉 , (7)
where t is the step number and |ψ(t)〉 the corresponding
state. The initial state
|ψ(0)〉 = 1√|V |∑
x∈V
|x00〉 (8)
is chosen to be an equal superposition over the nodes in
V , with color c = 0, and all spins up s = 0.
As already observed in [32] the quantum walk evolves
towards a thermal state, well described by the micro-
canonical ensemble. To illustrate the behavior of the
thermal state we computed the probability distribution
over the nodes of the particle position, the evolution of
the mean spin per node and of the entanglement entropy
between the tree parts of the Hilbert space {x, c, s} (see
Fig. 2).
The particle position probability at node x and time
step t is defined by,
p(x, t) = Trx¯ ρ(t) , (9)
where ρ(t) = |ψ(t)〉 〈ψ(t)| is the density matrix, and the
trace is over the complementary set x¯ of node x (the other
nodes, the color and spin quantum numbers); we note
that the numerical computed probabilities match the de-
gree distribution. Indeed, the microcanonical distribu-
tion predicts equal probabilities of each state, leading to
a homogeneous distribution of the particle positions over
the graph according to its connectivity p(x) = dx/
∑
x dx.
We compare in Fig. 2 (left), the microcanonical distribu-
tion with the numerically computed particle position in
the stationary state, reached after an initial transitory,
and found a good agreement.
The mean total spin in the z direction,
s¯z(t) = Trs¯ σzρ(t) (10)
(σz is the z Pauli matrix) represented in Fig. 2, evolves
from the initial value s¯z(0) = 1 to a paramagnetic s¯z = 0
state, showing a smooth relaxation.
The entanglement entropy is given by the von Neu-
mann formula,
Sl(t) = −Tr ρl(t) log ρl(t), l = {x, c, s} (11)
where ρl = Trl¯ ρ is the partial trace of the total density
matrix and l¯ is the set {c, s} for the position, the set
{x, s} for the color, and {x, c} for the spin entropies,
respectively. The base two logarithm is denoted log. An
example of the behavior of the position (x), color (c),
and spin (s) entropies is given in Fig. 2. It is interesting
to note that both, particle distribution and entanglement
entropy have a short relaxation time, essentially fixed by
the size of the graph (of the order of the ballistic time,
t ∼ |V |). In contrast, the spin relaxation is much slower;
for the ER graph of Fig. 1, it take about 200 steps.
The operator U associated with a graph, in partic-
ular random graphs, has a set of chaotic eigenvectors
and eigenvalues, well described by the unitary Gaussian
ensemble (Ref. [32]), which in addition to support the
eigenstate thermal hypothesis of quantum isolated sys-
tems [14, 15], demonstrates the ability of the quantum
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FIG. 3. Spin entanglement entropy Ss, normalized to the
Page entropy for a pure random state, as a function of the
node number of graphs WS and ER.
walk dynamics to create highly entangled states. In the
next section we investigate the structure of the thermal
state relating it with the topology of the graph through
the entanglement entropy.
III. GRAPH CYCLES AND ENTANGLEMENT
ENTROPY
The entanglement entropy can be viewed as a measure
of the correlations between the degrees of freedom of a
many-body complex quantum state, beyond the classical
ones. However, the entanglement entropy can in addi-
tion, unveil topological properties of the quantum state.
Indeed, the entanglement entropy is used to character-
ize topological phases in quantum liquids [47, 48]. For
instance, in the case of the toric code, the entanglement
entropy between the interior of a connected region and
its exterior, has two contributions: one proportional to
the perimeter (area law, in two dimensions) of the region,
and the other, nonlocal, which depends on the topology
of the region [28] (for example, its connectivity). The op-
posite situation would be the one of pure random states,
or typical states in the context of eigenvectors thermal-
ization. Page [49] computed the entanglement entropy in
a pure random state, and showed that, for a subsystem
A, it is proportional to the logarithm of its dimension
DA and a correcting term,
SR(A) = logDA − D
2
A
2D ln(2) . (12)
(we use throughout base 2 logarithms) where D = |H| is
the dimension of the total system. This formula, which
applies to thermal states [50], gives a good estimation of
the entanglement in chaotic systems [51]. It shows that
the entropy of a subsystem in a typical state is propor-
tional to its volume (its number of degrees of freedom),
and that, for such states, it is maximal.
We have shown that the interacting quantum walk
reach an equilibrium state well described by a thermal
ensemble (previous section and Ref. [32]). The rules
defining the system’s evolution (3)-(6), can be thought as
an algorithm to build up, starting with a simple product
state, an entangled state. The rules are local, only neigh-
boring spins interact, and the particle walk is also be-
tween neighboring nodes. An interesting question arises
about the entanglement structure of the thermal state.
In particular, one may ask weather the entangled state
can be compared with the graph states [52], or with the
ground state of the spin liquid topological phases [3]. In-
deed, as in the construction of a graph state [46], the
joint action of C and Z tends to maximize the entan-
glement of interacting spins. For instance, in the Kitaev
toric code [26], the ground state is an equal superposition
of closed strings in the square lattice of, say, spins down
in a background of spins up. Even if this comparison
may seem unnatural, spin liquids follows an area law for
entanglement at variance to the volume law expected for
our thermal state, both systems possess random states
and an analogy could be interesting. In our system, the
particle explores the graph creating correlations by in-
teracting with the local spins, favoring states of maximal
entanglement, as we discussed in § II.
We can test the randomness of the quantum state
reached after t = 400 iterations U , by comparing the
numerical values of the spin entanglement entropy with
the Page entropy; their ratio should equal one for a pure
random state of the particle-spin system. In Fig. 3 we
show the result; it confirms that for the set of random
graphs studied, the system reach a near random, ther-
mal state (see also Fig. 2). The question arises, and this
is our central point, whether this random state has, as
for instance a spin liquid ground state, a specific hidden
structure associated with the underlying graph topology.
Assuming that the thermal state generated by U is
dominated by a superposition of closed spin strings max-
imally entangled with the walker, we can guess an explicit
expression of the entanglement entropy, and compare it
with the exactly computed one. We need before to define
the cycle structure of a connected simple graph.
A cycle b is a closed path in G; it is a subset of the
graph edge set E. The set BC(G) of all cycles is the
cycle space. To each cycle b ∈ BC(G) we can associate
a vector with |E| components, each taking the values in
the set {0, 1}, where the value 1 stands for an edge in b,
and 0 otherwise. The cycle space BC(G) equipped with
the ring sum forms a vector space over the finite field
GF(2), of dimension [53],
|B| = |E| − |V |+ 1 (13)
(for a connected graph). The composition rule of the
vector space, the ring sum b1 ⊕ b2, corresponds to the
symmetric difference between the edges subsets (b1∪b2)\
(b1 ∩ b2). A set of cycles that cannot be written one
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FIG. 4. Spin entanglement entropy for random graphs with 6 to 15 nodes; (left) WS, (center) ER. Numerical results are com-
pared with formula (16); (left) Comparison of the numerical (abscissa) and theoretical (ordinate) spin entanglement entropies
for the WS and ER graphs from 6 to 15 nodes.
another as a ring sum combination, is an independent
set. A set B ⊂ BC of independent cycles of dimension
|B|, given by (13), is a cycle basis B:
B = {bn ∈ BC , n = 1, . . . , |B|} , (14)
of BC . Therefore, every element b ∈ BC can be written
as a linear combination of the basis cycles:
b =
|B|∑
n=1
snbn, sn = 0, 1 .
We call the minimum cycle basis of BC , the basis of short-
est length [54],
BG = {bn ∈ B | min len(B)} (15)
where,
len(B) =
|B|∑
n=1
len(bn)
with the length of a cycle b defined as the total number
of its nodes:
len(b) = |b| .
The reason we define the weight of a basis as its number
of nodes is because the physical degrees of freedom asso-
ciated with the particle and spins, reside on the nodes.
The fact that the particle-spin entanglement could be
dominated by closed strings naturally should establish a
relation with the graph cycle basis, which characterizes
the graph organization by an independent set of elemen-
tary structures. Indeed, it is natural to think that each
basis cycle corresponds to a distinct configuration of spins
whose overlap with the particle state is proportional to
the vertices in the cycle. We therefore propose a formula
of the spin entanglement entropy in terms of the cycle
basis with minimum length:
Ss ≈ SC = log
 |B|∑
n=1
len(bn)
 , (16)
where bn ∈ BG, applicable when the system is in its
thermal state.
We test now conjecture (16) on the series of ran-
dom graphs introduced before (WS and ER). For each
graph, with vertex number |V | = 6, . . . , 15, we mea-
sure the entanglement entropy and compare it with
formula (16) (Fig. 4). The main difference between
the two types of graphs, is that WS has fixed mean
degree d¯ = 4, while it varies for ER graphs d¯ =
{3.7, 4, 4.3, 4.2, 4.6, 5.8, 4.7, 4.8, 5.3, 6}; as a consequence
WS has, for the same number of vertices, a smaller span-
ning basis than ER. The richer cycle structure of the ER
graphs reflects in the faster growth of the entanglement
with the number of nodes than for the WS graphs (com-
pare Fig. 4 left and middle). This shows that the spin
entanglement is not directly proportional to simply the
number of nodes but instead, with the cycle basis rank
and its length (note the slope inversion at |V | = 11 in
Fig. 4, which corresponds to a locally larger mean de-
gree and basis size at |V | = 11 node graph, larger than
the one for the |V | = 12 graph). We collected in Fig. 4
(right) all numerical and theoretical values of Ss showing
that the numerical computed spin entanglement entropy
agrees within 2% error with (16).
Therefore, we find that for a variety of graphs, with a
large range of Hilbert space dimensions and topologies,
the conjecture (16) suitably describes the quantitative
behavior of the particle-spin entanglement in the thermal
state.
IV. CONCLUSIONS
Using a model of an interacting quantum system intro-
duced in [32], we investigated the entanglement structure
of the thermal state. The model do not contain dimen-
sional parameters: it is essentially defined by the graph.
The physical properties of the particle-spin interacting
system reflect the topological structure of the graph. In
this sense, we can say that the thermal state generated
by U , at variance to a pure uncorrelated random state, is
6chaotic and should possess some internal structure. As-
suming that the interaction between the walker and the
local spins favors a superposition of states associated with
the topology of the graph, in particular its cycle vector
space structure, we conjectured a formula for the entan-
glement entropy. We found that the hypothesis of an
entangled state as a superposition of closed spin strings
following the graph cycles, leads to a formula Eq. (16),
of the particle-spin entanglement entropy, which is well
verified by numerical computations.
The specific correlations found in the thermal state,
can be traced back to the way the particle walks on the
graph, interacting through its color with the local spins,
following essentially one dimensional paths (only the val-
ues of c = 0, 1 intervene in the particle-spin interaction).
However, we would think that the universality of the sta-
tistical properties of the evolution U ensures the validity
of our findings about the existence of a characteristic
structure behind the randomness of the thermal state,
to other systems satisfying the eigenvalue thermalization
and state typicality.
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