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Abstract  This paper proposes a reliable approach for 3D motion parameters estimation by using only two images which 
are taken before and after 3D movement of the object. Under the condition that all features must be on a plane, lots of 
advanced methods are proposed until now. Comparing to the existing method, we obtained 3D motion parameters by LSM 
(Least Squares Method) based on a more convenient perspective projection model. Because the derived equations are hardly 
solved deterministically, the steepest descent method was used to find the solution. However, this iterative procedure 
sometimes happens to fall into a local minimum in the case of a few feature points depending on the initial values. Then this 
problem was resolved by using the annealing algorithm. And both the signs and the value of the solutions can be determined 
automatically in our method.   
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1. Introduction 
3D pose estimation or 3D motion estimation is one of the 
most important problems in computer vision. For this problem, 
a lot of methods have been proposed until now. Totally, they 
can be divided into two groups: some are iterative methods, 
such as the Gauss-Newton Method [1] and so on; the others 
are a sort of decomposing method, such as homography 
decomposition method [2] and so on. But both of these two 
kinds of methods have some disadvantages respectively. For 
example, the iterative methods have the problem of the local 
minima and the decomposing methods have the problem of the 
ambiguity for the solutions. 
In this paper, we propose a kind of reliable estimation 
method based on a perspective projection model. Although it 
is a kind of an iterative method, we try to resolve not only the 
local minima problem, but also the ambiguity problem. And as 
the same as most advanced existing methods, only 4 pairs of 
corresponding points are enough to get the correct estimation 
result in our method. 
 
1.1 Related Works  
For at least three or four non-colinear corresponding points 
for the two different 3D poses, exact estimation solutions can 
be computed: A fourth- or fifth-degree polynomial system can 
be formulated using geometrical invariants of the observed 
points and the problem can be solved by finding solutions of 
the polynomial system [3], [4]. Because the solutions are 
hardly to get deterministically, many methods are proposed. 
Most typical method is the Gauss-Newton method [1]. It is 
used Gauss-Newton iterative method to solve the nonlinear 
least-squares formulations. And Levenberg-Marquardt Method 
is also a useful one which is a sort of advanced Gauss-Newton 
method. This is one of the most reliable optimization methods 
currently in use. But as a kind of iterative method, both of 
these two kinds of methods rely on a good initial guess to 
guarantee to converge to the correct solution. And the 3D 
shape of the object is necessary. 
Then, Lu and Hager etc. proposed Orthogonal Iteration 
Method [5]. Different from the traditional methods which 
formulate pose estimation based on the estimation error in the 
image space, this method is based on the estimation error in 
the object space. The computation speed of OI method is 
relatively faster than the traditional methods. Although it can 
guarantee the global convergence for this method, it is hardly 
to prove that OI method will converge to the correct solutions. 
And in OI method, the 3D shape of the object is necessary. 
But for all of the iterative methods, there always contains a 
problem which the estimation process will be trapped in by the 
local minima unless a good initial guess is available. And most 
of this kind of methods are based on the situation which the 
3D shaped of the object is known. 
In the other way, some noniterative methods were proposed, 
too. The homography decomposition methods are widely used 
currently. Most of those methods are based on the SVD 
(singular value decomposition) of the homography matrix, 
H=UΣV t.  
In Faugeras’ method [2], the singular value matrix Σ is 
further decomposed into 3 matrices, RΣ, tΣ, and nΣ, which are 
  
the components of the singular values to the Rotation matrix R, 
Translation vector t, and the normal vector n of the feature 
plane. So, the 3D pose parameters R and t can be calculated by 
U, V, RΣ, and tΣ. In this method, the analytical expression can 
not be obtained, and totally 8 groups of approximate solutions 
will be obtained, and we need to eliminate the wrong ones 
manually. 
In Zhang’s method [2], the singular values and the singular 
vectors are used to get the normal vector n of the feature plane 
and the normalized translation vector t*. Then from the 
relation between H, R, t*, and n, the rotation matrix R will be 
calculated. But in this method, the ambiguity of the sign +/- is 
still unsolved and the result is still not the analytical 
expression. 
 Even though the homography matrix H can be obtained 
deterministically by a simple linear method, the further work 
to get the 3D pose parameter is relatively complex. None of 
the current decomposition method can get the analytical 
expression. We can only get the approximate solutions as the 
same as the iterative method. On the other hand, most of the 
decomposition methods have the ambiguity problem for both 
the solution sign and the solution value.   
 
1.2 Our approach 
In this paper, we propose a kind of iterative estimation 
method based on the situation which the 3D shape of the 
object is unknown. In another word, we use only some 
corresponding points from two images to estimate the 3D pose 
parameters. The ambiguity problem is overcome in our 
perspective projection model, and the trapping problem of the 
local minima is overcome by the annealing algorithm here. 
Although we did not prove that our method will definitely 
converge to the right estimation solutions, lots of experiment 
results show that our method does not rely on a good initial 
values. An arbitrary initial value can lead to estimate the right 
solutions.  
 In the following parts of this paper, we first explain details 
of our approach to estimate the 3D motion parameters by 
fewer pairs of feature points; then we show some results of the 
simulation experiments. Finally, we will discuss both of the 
advantages and disadvantages of our method in the last part. 
 
2. Estimation Method of 3D motion parameters 
2.1 Rotation Center Estimation  
In this paper, we will focus on some feature points extracted 
from a planate object, so that the direction of the plane can be 
detected by observing the area of convex hull of these feature 
points. For example, some features are extracted from a face 
surface. By moving the face, the front face can be detected by 
observing the maximum area of convex hull obtained from the 
feature points. The face surface detected in this manner will be 
perpendicular to the direction from the camera to the face. We 
call this situation of the object as “front pose”. By using the 
features obtained from the front pose, a new method to 
estimate the motion parameters of a planate object will be 
presented in this paper. 
Two pieces of 2D images will be used to estimate the 3D 
motion parameters: one is from the front pose; the other one is 
taken from the position after 3D movement, including rotation 
and translation, this situation is called as “moved pose”. Our 
purpose is to estimate the 3D motion parameters from the front 
pose to the moved pose by using only fewer pairs of feature 
points. The object in our research is assumed to be planate as 
mentioned before. 
In our method, the projected point of the rotation center (the 
average coordinate of the all feature points) is a key factor to 
estimate the motion parameters, so the exact coordinates on 
the image of the rotation center projected from the front pose 
on different direction are necessary to improve the estimation 
accuracy. 
Fig.1 illustrates a situation of front pose. {A1, B1} is feature 
points of the object. X axis represents the image plane. We can 
know those projected feature points {a1, b1}. Z’ axis is the 
direction to the object. After getting the front pose image, we 
need to know the rotation center o1 of the projected object, 
because the intersection point between the line pointing to the 
object center and the image plane does not coincide with the 
average of projected feature points. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1 Illustration of the Front Pose (Top View) 
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As the illustration shown in Fig.2, the procedure to get the 
projected rotation center is like bellow: 
[Estimation algorithm for rotation center on the image plane] 
(1) The initial value o1 of the projected point of the 
rotation center is assumed as the average coordinate 
of the projected feature points {a1, b1} on the image 
plane (X axis).  
(2) The direction vector 
joo  from the camera o to the 
current projected point oj of the rotation center can be 
known. Here, j (=1, 2,..) is the index of iteration. 
(3) The plane (aj’bj’) which is perpendicular to the 
direction vector 
joo  and passes through oj is created 
by Eq.(1). 
                                             
(1) 
Here, (Xc, Yc, Zc)t is the coordinate of the current 
projected point of the rotation center; (A, B, C)t is the 
direction vector 
joo  from the camera o to the 
current projected point of the rotation center oj.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2 Iteration Method to Estimate the Projected Point of 
the Rotation Center 
 
(4) By using the vectors from the camera o to the 
projected the feature points {a1, b1}, the intersection 
points {aj’, bj’} between these vectors and the plane 
(aj’bj’) obtained in step 3 can be calculated. 
(5) The average point oj’ of the intersection points {aj’, 
bj’} can be calculated. Note that the average point is 
not on the image plane. 
(6) If the center point oj’ of the intersection points is very 
close to the current projected point oj of the rotation 
center, the iteration finishes. The stop condition in this 
iteration is when the distance between these two 
points is less than 10-6 pixel. 
Otherwise, a new direction vector 'joo  from the 
camera o to this center point oj’ is calculated, and we 
can get the intersection point oj+1 between direction 
vector 'joo  and image plane (X axis). Make oj+1 as 
a new projected point of the rotation center, and go 
back to step 2.    
 
 
 
 
 
 
 
 
 
 
Fig.3 Distance Convergence for Iteration  
 
In Fig.3, the horizontal axis represents the index of the 
iteration; the vertical axis represents the distance between the 
rotation center on the image plane oj and the average 
coordinate oj’ of the feature points in the 3D space. The 
parameter shows the direction to the object. Each graph in 
Fig.3 shows that the distance converges to zero rapidly even 
when the initial distance is big. Eventually, all the iteration for 
different angle can be finished in 5 iterations.  
 
2.2 Estimation of the Motion Parameter Matrix 
In this section we will explain the detail of our estimation 
method. As shown in Fig.4, the front pose {a1, b1} is taken 
when the rotation center of the object {A1, B1} is on the 
position o2. Then it is moved to the position o3, and rotated by 
a 3D angle. The moved pose {c1, c2} is taken after the object 
{A2, B2} finished the 3D rotation at the position o3. 
Commonly, the 3D motion parameters include a 3D rotation 
matrix R (3×3) and the translation vector ttrue (3×1). Three 
elements of the translation vector ttrue are described as (ΔX, ΔY, 
ΔZ)t. This represents the spatial translation at the absolute 
position of the object. 
In our situation, we can never know the absolute position of 
the object, so that we consider a relative 3D movement on the 
basis of the image plane (X axis) instead of the true movement 
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in the 3D space. In this way we can overcome the problem of 
unknown absolute position. 
In Fig.4, the 3D movement can be changed like: the front 
pose {a1, b1} is taken when the virtual object {a1’, b1’} can be 
observed from the corresponding feature points. Then it is 
translated to the new position o4 by a translation vector t and 
rotation matrix R. The moved pose {c1, c2} is taken after the 
virtual object finished the movement. Note that the translation 
vector t, (Δx, Δy, Δz)t, has the special relation with the true 
translation vector in the 3D space. This relation can be 
obtained under the condition that the size of the virtual object 
does not change after movement. It is the relative 3D 
movement. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4 3D Movement Model of a Planar Object   
(Top View) 
 
Under the concept described above, we will explain the 
details of our method. 
Firstly, we need to obtain the initial positions {a1’, b1’} of 
the virtual feature points in the 3D space from the 
corresponding projected points {a1, b1}. The procedure is 
similar to the iterative method to estimate the projected point 
of the rotation center. 
As we already estimated the rotation center o1 on the image 
plane, a direction vector (Z’ axis) from camera o to this point 
o1 can be calculated. From Eq.(1), a plane (X’-Y’ plane) which 
is perpendicular to the direction vector (Z’ axis) and through 
the point o1 can be also calculated. 
 The vectors from the camera o to the projected points of 
the feature points {a1, b1} can be expressed by the parametric 
equation of the straight line as Eq.(2).  
Here, (Xfront_i, Yfront_i, Zfront_i)t is the coordinate of the 
projected feature points, and i is the index of the feature point; 
(m, n, p)t is the direction vector from camera to the projected 
feature points; s is a real number. 
 
 
(2) 
 
By Eq.(1) and Eq.(2), the intersection points can be got from 
Eq.(3). These intersection points are considered as the initial 
3D coordinate of the feature points in the front pose. They are 
denoted as Xi = (Xi, Yi, Zi, 1)t. Here, i is the index of the feature 
point. 
 
 
(3) 
The projected point of the rotation center can be denoted as 
Xc = (Xc, Yc, Zc, 1)t. Here, Zc is equal to the focal length f.  
Then, the virtual object {a1’, b1’} is translated and rotated in 
the 3D space. After the 3D movement, the corresponding 
projected points {c1, c2} of the feature points {a2, b2} are 
denoted as Xi_m = (Xi_m, Yi_m, Zi_m, 1)t. 
We express the 3D movement by a homogeneous translation 
matrix P as Eq.(4), which includes all the 3D motion 
parameters 
 
 
 
 
                                            (4) 
 
 
So, Eq.(5) represents the 3D movement mentioned above. 
 
 
 
 
 
 
 
 
 
 
(5) 
After the relative 3D movement, the virtual object {a2, b2} 
will be projected onto the image plane by perspective 
projection. This is the moved pose image that we mentioned 
before. So the 2D coordinate of the corresponding projected 
feature points on the image plane will be denoted as Ui = (Ui, 
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Vi)t. Using the 3D coordinates of the virtual object at the 
moved pose position, Ui can be easily obtained by the 
perspective projection rule. 
 
 
 
 
 
 
 
 
 
(6) 
Ui calculated above will be considered as the estimated 
feature point coordinates for the moved pose by the translation 
matrix P.  
To get the matrix P, the estimated feature points Ui should 
be very close to the true corresponding feature points {c1, c2} 
of the moved pose on the image plane. That coordinate is 
represented as ui = (ui, vi)t, so we use the LSM (Least Squares 
Method). And the Euclidean distance between the estimated 
coordinate Ui, and true coordinate ui, will be used as the 
yardstick by Eq.(7). 
 
 
 
 
 
(7) 
Here, d1 and d2 can be represented as 
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(9) 
To get the least distance d, the partial derivatives of d1 and 
d2 for each element of P will be calculated respectively. For 
example, 
 
 
 
 
 
(10) 
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(12) 
 
 
 
 
 (13) 
In the same way, the other 14 partial derivatives, ∂d1/∂r12, 
∂d1/∂r21, ∂d1/∂r22, ∂d1/∂r31, ∂d1/∂r32, ∂d1/∂Δy, ∂d1/∂Δz, ∂d2/∂r12, 
∂d2/∂r21, ∂d2/∂r22, ∂d2/∂r31, ∂d2/∂r32, ∂d2/∂Δy and ∂d2/∂Δz can 
also be calculated.  
To get the solutions by the LSM, the following equations 
should be satisfied. 
 
 
(14) 
and 
 
 
(15) 
However, the equations above can not be solved 
deterministically. Therefore, we use the steepest descent 
method to find the solution. However, it is sometimes trapped 
into a local minimum. So, we combine the SDM (Steepest 
Descent Method) with the annealing algorithm to resolve the 
local minimum problem.  
In our research, we set the initial value P0 of the motion 
parameter matrix as 0 and the initial temperature T0 as 1. The 
current temperature Tx can be got from the previous 
temperature by the following rules.  
(16) 
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The loop at some temperature Tx is a process to find a group 
of optimal resolution by the steepest descent method until then. 
All of the elements of the translation matrix P are modified by 
the following rule until they satisfy the stop condition.  
 
 
(17) 
and 
 
 
(18) 
Where, k is an arbitrary small real number. Although, (r13, 
r23, r33)t is not included in these derivative forms, we can 
calculate (r13, r23, r33)t by the outer product of (r11, r21, r31)t and 
(r12, r22, r32)t by the property of the 3D rotation matrix R. In 
this way, we can finally obtain an optimal solution.  
Depending on the different temperatures, the different initial 
values can be got in the random way. Then an optimal solution 
can be estimated until the stop condition is satisfied. The stop 
condition we used is d <ε. Here, ε is a quite small number, we 
defined ε= 10-5 in our experiment. 
Finally, we can get a relatively exact estimation result of 3D 
motion parameter matrix P from two pieces of 2D images. 
 
3. Experiments and Results 
The 3D motion includes the 3D rotation and the 3D 
translation. Being different from the quaternion model or the 
Rodrigues rotation formula, we define the 3D rotation by three 
angles around three axes in our research: Pitch (around X-axis, 
α), Roll (around Y-axis, β), Yaw (around Z-axis, γ). It is much 
more intuitive and convenient to be used. The 3D rotation 
parameters can be calculated by the product of three rotation 
matrices by these angles. About the initial translation 
parameters, we will set them manually to simulate the 3D 
movement. 
In order to test the accuracy and stability of our method, we 
did some simulation tests. For example, we simulated in some 
condition that the 3D rotation angles were defined as α = 10°, 
β = -20° and γ = 20°; the relative translation parameters were 
defined as Δx = -90, Δy = 80 and Δz = -100 (pixels). 
Consequently, the 3D motion parameter matrix Pture can be 
calculated as Eq.(19). 
 
 
 
 
 
(19) 
In this simulation, we used 4 pairs of feature point from 
both front pose image and moved pose image. The size of the 
image in this experiment is 640 × 480. Four feature points on 
the front pose image were defined as the left column of Tab. 1. 
 
Tab.1 Feature Points 
Feature points of Front pose Feature points of Moved pose
 
 
 
 
 
 
 
 
Correspondingly, the feature points on the moved pose 
image were defined as the right column of Tab.1. These are the 
ideal positions converted from initial feature points by the 
Eq.(19). 
The true projected point of the rotation center is (391, 240) 
and the focal distance was set as 400. The average coordinate 
of the 4 pairs of feature point on the front pose image is (395, 
240). Then, the projected point o1 of the rotation center was 
estimated as (391.3, 240.5) by the rotation center estimation 
algorithm in subsection 2.1. 
Fig.5 illustrates the situation of the example above. The 
quadrangle “ABCD” represents the region which consists of 
the feature points projected from the front pose; the 
quadrangle “abcd” represents the region which consists of the 
feature points projected from the moved pose.  
 
 
 
 
 
 
 
 
 
 
Fig.5 a Simulation Image for the 3D Movement 
 
By our method, we finally obtained an estimated 3D motion 
parameter matrix Pesimate as shown in Eq.(20). 
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Considering four rows in Eq.(19) and Eq.(20) as four 
vectors respectively, we can evaluate the estimation error ε 
between Ptrue and Pestimate by taking the average among four 
angles that are calculated from two sets of four vectors.  It 
was only 0.48° in the case of this example. 
In order to evaluate the accuracy of our estimation method 
statistically, we checked the effect of all the 6 parameters (α, β, 
γ, Δx, Δy and Δz) using only 4 pairs of feature points. The 
three angles were changed from -45° to 45° by 5°, and the 
translation parameters changed from -150 to 150 by 10(pixels) 
to make the 3D true motion parameter matrix Ptrue.  
By estimating the 3D motion parameters with only 4 pairs 
of feature points, two kinds of results are shown in Fig. 6: (a) 
shows the accuracy by the steepest descent method only; (b) 
shows the accuracy by both of the steepest descent method and 
the annealing algorithm. The horizontal axis in the figure is the 
direction to the object. The vertical axis is the average error ε. 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Estimation Accuracy by SDM only 
 
 
 
 
 
 
 
 
 
 
 
 
(b) Estimation Accuracy by SDM and Annealing Algorithm 
Fig.6 Estimation Accuracy using 4 pairs of Feature Points 
 
Each point in Fig.6 is the average of about 20 sets of data. 
In Fig.6 (a), the accuracy is low and unstable, because it 
sometimes might be trapped into a local minimum. Especially 
when the angle between Z axis and Z’ axis is large, the 
estimation error tends to be big. Some of the estimation errors 
are over 20°. However, in Fig.6 (b), we can see that the 
problem of the local minima is solved by the annealing 
algorithm. The accuracy is relatively higher. The maximum 
estimation error is at most about 2.5°. Most of them are around 
1°. Even though the angle between the Z axis and Z’ axis is 
large, the accuracy is still high and stable. This means that our 
approach can be used to estimate the 3D motion parameters 
even for only 4 pairs of feature point.  
 
 
 
 
 
 
 
 
 
 
 
 
(a) Accuracy for Rotation Parameters by SDM only 
 
 
 
 
 
 
 
 
 
 
 
 
(b) Accuracy for Rotation Parameters by SDM and 
Annealing Algorithm 
Fig.7 Estimation Accuracy for the Rotation Parameters by 
Different Numbers of Feature Points 
 
We also tested for different number of the feature points to 
evaluate our method. They are 4 pairs, 8 pairs 12 pairs and 16 
pairs of feature point. Four kinds of results are shown in Fig.7 
and Fig.8. In Fig.7, the rotation parameters were changed 
keeping the translation parameters constant，to make the true 
3D motion parameter matrix Ptrue, and then tested the accuracy 
of our method; and in Fig.8, the translation parameters were 
changed keeping the rotation parameters constant，to make the 
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true 3D motion parameter matrix Ptrue, and then tested the 
accuracy of our approach. In Fig.7, (a) shows the accuracy for 
rotation parameter by the steepest descent method only; (b) 
shows the accuracy for rotation parameter by both of the 
steepest descent method and the annealing algorithm. In Fig.8, 
(a) shows the accuracy for translation parameter by the 
steepest descent method only; (b) shows the accuracy for 
translation parameter by both of the steepest descent method 
and the annealing algorithm. 
In Fig.7 (a), when the object bears off the optical axis, the 
estimation error becomes larger. While the angle between Z 
axis and Z’ axis is from -10° and 10°, the estimation error is 
about 2°. But in Fig.7 (b), the accuracy is better and more 
stable than Fig.7 (a). Even though the angle between Z axis 
and the Z’ axis is large, the estimation error is still small. As 
the number of the feature points increasing, the accuracy really 
tends to be better gradually. But the improvement is quite 
small, most of which is less than 0.5°. This proves the stability 
of our method. 
 
 
 
 
 
 
 
 
 
 
 
(a) Accuracy for Translation Parameters by SDM only 
 
 
 
 
 
 
 
 
 
 
 
 
(b) Accuracy for Translation Parameters by SDM and 
Annealing Algorithm 
Fig.8 Estimation Accuracy for the Translation Parameters 
by Different Numbers of Feature Points 
 
In Fig.8 (a), when the angle between Z axis and Z’ axis is 
large, the estimation error is smaller than Fig.7 (a), but they 
are sill large and unstable. However, in Fig.8 (b), both of these 
problems can be solved by the annealing algorithm. Most of 
the estimation errors exist in the range from 0.6° to 1°. The 
accuracy is high and stable.  
In conclusion, our method can estimate the 3D motion 
parameters precisely for any number of feature points on the 
planar objects. 
 
4. Conclusion 
In this paper, we proposed a reliable approach to estimate 
3D pose by estimating the 3D motion parameters from only 
two pieces of 2D images based on the perspective projection 
model. Comparing to the existing iterative methods, the 
trapping problem of the local minima is resolved by annealing 
algorithm. Our method also has an advantage that the signs of 
the 3D motion parameter are determined automatically, and 
the 3D rotation parameters and the translation parameters can 
be obtained directly so that we do not need to break the matrix 
down to get the translation vector and the rotation matrix. It is 
much more convenient than the homography matrix 
decomposition. And it is robust enough, because the accuracy 
will not decrease while the object bears off the optical axis. It 
can be applicable to real images. 
Meanwhile, there is still much work to do, such as the 
computation cost and so on. 
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