Abstract. We give an exposition of the classi cation of nite type invariants of homology 3-spheres. A new conceptually-based proof of the topological IHX relation, needed to show the well-de nedness of diagrams to manifolds, is given.
Introduction
The purpose of this note is two-fold. The primary goal is to give a new proof of the topological IHX relation among homology spheres. We feel our proof is conceptually simpler than the proof given by S. Garoufalidis and T. Ohtsuki in GO] . A secondary goal is to give an exposition of the classi cation of nite type invariants, also known as`perturbative' 1 quantum invariants, of homology 3-spheres. We are partially motivated by the fact that the elements of this classi cation are contained in a variety of papers and that it would be useful to have such an account in one place.
A more important motivation for us was an attempt to understand this classi cation topologically. Ultimately, one is not so much interested in the invariants themselves, but in their topological signi cance. Recent progress has been made in this regard for nite type invariants of links, and our presentation makes use of the recently discovered relationship Date: May 15, 1998. This and related preprints can be obtained at http://www.math.sciences.univ-nantes.fr/preprints. 1 These invariants are called`perturbative' quantum invariants as they are believed to originate in perturbative topological quantum eld theory. Roughly speaking, in the theory of knots and the theory of 3-manifolds, the unknot and the sphere play the role of the quantum`ground state' and knots and 3-manifolds, which are states of higher topological energy, are obtained from them by perturbation of their topology. This leads, ultimately, to a perturbative expansion in terms of Feynman diagrams for the objects of study. 1 of the Kontsevich integral with Milnor's invariants (see HM]). 2 We reduce many considerations directly to Milnor invariant computations and we give a Milnor invariant proof of the classi cation, referring only to the basic topological construction of Levine L] classifying links up to surgery equivalence. There is a general philosophy at work here. The principle is that the algebra of knots and links and of manifolds obtained by surgery on them, should be re ected ultimately through the algebra of the braid group. In particular, our proof of the IHX relation is philosophically simple in that we make contact directly with the Jacobi relation for elements in the free group, considered as a subgroup of the pure braid group. 3 The topological IHX relation among homology 3-spheres is an essential ingredient in determining the Ohtsuki ltration (see O]) on the Q-vector space S, whose basis is the set of oriented di eomorphism classes of homology 3-spheres. The calculation of this ltration (or rather its associated graded) was completed by Le Le1 ]. Le's result is the analogue for homology spheres of the Kontsevich theorem for the Vassiliev ltration for knots (see B]). One ingredient in the determination of the Vassiliev ltration (or rather its associated graded) is the fact that corresponding to the 4T relation among chord diagrams, there is a topological 4T relation among knots. One uses the topological 4T relation in showing that the construction, beginning from a chord diagram, of a certain linear combination of knots in the Q-vector space K, whose basis is the set of isotopy classes of knots, yields a map from diagrams, modulo 4T relations, to a term in the associated graded of K, ltered by the Vassiliev ltration.
Analogously, one needs a topological IHX relation (as well as a topological AS relation) to be able to construct a map from Feynman diagrams, modulo the IHX and AS relations, to a term in the associated graded of S, ltered by the Ohtsuki ltration.
Whereas the topological 4T relation is rather elementary, 4 the geometrical signi cance of the topological IHX relation has remained rather mysterious. The key to understanding this relation seemed deeply embedded in the isotopies used in the proof given in GO]. Our proof grew out of an attempt to elucidate this mystery.
More precisely, consider the free group on 3 letters as a subgroup of the pure braid group on 4 strands (i.e., let one strand wind around the 3 others). Then the Jacoby relation among words in the free group is a relation among 4 strands of a link. Since the three terms of this relation are triple commutators, we know, by Levine L] , that each of these terms is surgery equivalent to the trivial braid. Then the main observation of this note is that we can compute the triple Milnor invariants involving the added surgery components which were introduced to trivialize the commutator.
The idea that this could be done arose in a surgery construction, of the author and K. Orr, of links with given Milnor invariants (see HO]). 5 This construction originated in the work of Ohtsuki and the computation of Le. The basic idea is that in order to construct a given diagram, one rst breaks the diagram into (contractible) pieces and uses surgery to 2 In fact, in this paper we only make use of this relationship for low orders, i.e., for linking numbers and triple Milnor invariants. 3 For another striking example of this philosophy at work, see the epilog of HM] establishing the relationship of the Kontsevich integral with Milnor's invariants. See also the exposition of the Ohtsuki-GaroufalidisLevine relation below. 4 The topological 4T relation may also be directly deduced from a relation in the pure braid group on 3 strands, see section 4. 5 The reader should be forewarned that only the`manifold' case is actually given in HO]. The`link' case is analogous, but not published.
piece them back together again. As a particular case of this construction, this gives Le's computation of the diagram associated to the Borromean ring construction of Ohtsuki O] . Now since trees correspond to Milnor invariants, 6 the above procedure can be used to construct a Milnor invariant of length 4 (an order 3 tree) from two Milnor invariants of length 3 (two order 2 trees). In particular, the internal edges of each of the 3 terms of the IHX relation can be viewed as having been amalgamated by doing surgery on a component 7 whose triple Milnor invariants with the remaining components (i.e., the 4 strands involved in the length-4 Milnor invariant) are speci ed.
In other words, one can produce links having a speci ed Milnor invariant of length 4 by doing surgery on an additional component, provided we specify certain triple Milnor invariants. In particular, one should be able to produce a triple commutator in the pure braid group (as these correspond to Milnor invariants of length 4), via surgery on a knot in the complement of a trivial 4-strand braid. Conversely, one would expect to be able to pass back to the trivial link via the inverse of this construction. 8 We organize this note as follows. In section 2 we give a general setting for de ning nite type invariants. In section 3 we outline the general scheme for their computation. In section 4 we review the Kontsevich theorem. In section 5, we discuss the basic set-up in the theory of nite type 3-manifold invariants, as developed essentially by the following authors, working in various combinations: Ohtsuki, Garoufalidis, Levine, Le, and Murakami. In section 6, we introduce Ohtsuki's graphical calculus for specifying certain links. In section 7 we prove the Topological IHX relation: we reproduce Levine's argument for trivializing a 3-fold commutator via surgery, and then compute the triple Milnor invariants of the introduced surgery component(s). Finally, in section 8 we reproduce the computation, due to Le, of the LMO invariant of the Ohtsuki construction, but with several new features. In particular, our computation is based only on Milnor's invariants and we carry out the calculation in general for arbitrary links, not just those coming from trivalent graphs. In particular, this gives the calculation for the original uni-trivalent graphs of Ohtsuki.
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Finite Type Invariants
We begin with some general considerations. Let S be a set and denote by S the vector space over Q (or some other ring) whose basis is the set S. We wish to de ne a decreasing ltration S n of S given some extra data. Then given this ltration, the basic questions one can ask are: 6 Actually invariants are dual to diagrams, i.e., the Milnor invariants are the coe cients of the trees, and our language is admittedly abusive. Actually, the situation is somewhat more complex than described here, as there is a`framing' problem. In general several surgeries are needed to correct this. (E.g., in the IHX relation, there are 3 components for each of the 3 commutators, for a total of 9 surgeries). This framing problem also accounts for the di erence between the so-called`black' and`white' vertices. See sections 5, 6, and 7. 8 Actually, one expects this to only work up to homotopy and one would need further surgeries to undo the homotopy. But in fact, our construction, done with appropriate care, shows that we can indeed produce the desired braid up to isotopy, and no additional components are needed.
Q1: Are the vector spaces Sn S n+1 nite dimensional? If so, we will say that the ltration is of nite type.
Q2: Can one`compute' Sn S n+1 and if given two elements in S whose di erence is in S n , can one decide if their di erence lies in S n+1 ? Q3: Is \ n S n = 0 or at least is the map S ! S \nSn injective? Question 3 is interesting, for if true, then we have an iterative proceedure for deciding whether two elements of S are the same, namely, check recursively whether their di erence is trivial in Sn S n+1 . This assumes we have some method for computing this di erence, whence the interest in question 2, as well as question 1 to a lesser extent.
We have in mind two such situations. The rst is the Vassiliev ltration of knots and the second is Ohtsuki's ltration of homology 3-spheres. In both cases the answer to question 1 is yes, and question 2 has (essentially) been solved (or at least reduced to algebra and combinatorics), but question 3 is still open. 9 For knots, question 2 was solved by using the Kontsevich integral Z K (see B]), whereas question 2 for homology spheres was solved using the Le-Murakami-Ohtsuki perturbative invariant Z LMO LMO] .
Let us give a general procedure for constructing a ltration from some extra data. The extra data we require can be described as follows:
Let X be a cubical complex. This is the analogue of a simplicial complex, but with cubes instead of simplices. We consider the cubical 0-chains on X. This is a vector space S = S(X), whose basis is the set S of vertices of X. Recall that if I denotes the unit interval, the`algebraic' boundary of I, denoted @I, is given by @I = @ + I ? @ ? I, where @ I are the endpoints of I. Note that if c = I n is an n-cube of X, then (@I) n is a linear combination of the 2 n vertices of X (in fact an alternating sum) and hence an element, which we will denote by c], of S. We will call c] the`value' of the n-cube c. 10 We de ne the n-th term S n of our ltration of S to be the space generated by the values c], where c varies over the n-cubes of X.
Note that if c = I n I is an n+1-cube of X, and c = I n @ I are two of its n-dimensional faces opposite each other, then one has the`fundamental equation' c] = c + ] ? c ? ]: It follows that S n+1 S n , so we indeed have a decreasing ltration.
The above construction is functorial for maps X ! Y of cubical complexes, which therefore induce ltered maps S(X) ! S(Y ). In particular, this holds for inclusions of complexes.
Note however that two cubical complexes may have the same 1-skeleton (and thus the same number of components) but di erent n-cubes, and in that case the ltrations may be very di erent. There is every reason to hope that the answer to quesiton 3 is positive in the knot and manifold cases, but as some would have it, a negative answer would be more`interesting'. We remark here that there is some possibilty for interplay with the Poincar e conjecture: The Casson invariant, which is the perturbative invariant of degree 1, is known to vanish for homotopy spheres. But nothing is known about the vanishing of the higher order invariants, for homotopy spheres.
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Note that the value of a cube depends up to sign on its orientation. Note also that the value of a path in the 1-skeleton of the cubical complex is the value of its boundary. Thus the value of a 1-cycle is 0. By the fundamental equation, see below, it follows inductively that the value of a cube times a 1-cycle also vanishes.
Note that if X is not connected, then if X i denote the components of X, one has that S(X) = i S(X i ), and S n (X) = i S n (X i ). Thus in particular, Sn(X) S n+1 (X) = i ( Sn(X i ) S n+1 (X i ) ), so the determination of the ltration may be made component-wise.
For example, in the case of knots in the 3-sphere, the corresponding cubical complex is connected, as one can pass from any knot to any other via crossing changes. However if we work in a non-simply connected manifold, the associated cubical complex is not connected. Its connected components correspond to the (free) homotopy classes of maps of the circle to the manifold.
In this scheme, one de nes the Vassiliev ltration by specifying that the n-cubes correspond to a system of n 3-balls embedded disjointly in the manifold, each of which intersects the knot in a`crossing' (i.e., in two disjoint intervals, which in a planar projection intersect transversely in a point). Note that in each of the balls, we have a 1-parameter family (parameterized say by I) of`singular' tangles given by pushing one of the two strands of the crossing across the other. If in each of these balls, we replace the original tangle by one of these singular tangles, we obtain an n-cube lying in the space of singular knots, whose vertices lie in the subspace of non-singular knots. If one replaces the vertices of this n-cube with their isotopy classes, one has an n-cube whose vertices lie in the set of isotopy classes of knots. Taken together, these cubes give us a cubical complex, whose vertices are the set of isotopy classes of knots.
We now consider ltrations for 3-manifolds. Consider the 3-manifold D 2 D 2 . It contains a 1-parameter family of`singular' 3-dimensional sub-manifolds, 11 each having boundary S 1 S 1 , which interpolate between the two pieces of its boundary, S 1 D 2 and D 2 S 1 .
Let M be a 3-manifold. For each component of some n-component framed link in M, we have an embedding of S 1 D 2 in M. If we replace each S 1 D 2 by the singular manifolds described above, we thus have an n-parameter family (an n-cube) of singular manifolds, whose vertices are non-singular manifolds obtained by doing surgery on some of the components of the link. Retaining only the oriented di eomorphism class of the 3-manifolds, we thus obtain a cubical complex, whose vertices lie in the set of oriented di eomorphism classes of 3-manifolds. As one can get from any closed connected oriented 3-manifold to any other via surgery, this cubical complex is connected. One may check however, that the corresponding ltration is trivial, therefore uninteresting.
In order to get an interesting ltration, it is necessary to pass to subcomplexes of the above, by restricting the set of cubes one allows, i.e. by restricting the types of links on which the surgeries are performed. The`admissible' ltration is obtained by restricting to surgeries oǹ admissible' links. We say a framed link L M is`admissible', if each component L i bounds a Seifert surface i such that it does not meet L j ; j 6 = i, and such that it meets the parallel of L i (in its framing) transversely in a single point. In case M is a homology 3-sphere, an admissible link is one which is algebraically split, i.e., has zero linking numbers, 12 and is unit framed, i.e., has self linking numbers 1.
The`admissible' cubical complex is no longer connected. The vertices in a given connected component correspond to the oriented di eomorphism classes of closed connected 3-manifolds in the same H 1 -cobordism class. (See CM], where it is also shown that these cobordism classes correspond to manifolds having the same intersection and linking forms.) In particular, the vertices of the component containing the 3-sphere are precisely the integral homology 3-spheres, and the ltration corresponding to this component is known as the Ohtsuki ltration. It is this ltration which concerns us here. Su ce it to say that little is known about the ltration for other components (though in CM], it is shown that they are of nite type and often non-trivial). 13 We mention in passing that there are further subcomplexes of the above, given by restricting even more the links. The`boundary' ltration is given by restricting to links which bound disjoint Seifert surfaces. Note that the corresponding complex has the same 1-skeleton as thè admissible' complex, so the same number of components. However, for homology spheres, this ltration is more restrictive GL2] and not completely understood, e.g., it is not known if it is of nite type. Other intermediate ltrations have been de ned and partially studied. 14 3. The General Computational Scheme
The general method for determining the ltration on the space S may be described as follows: Suppose we are given a graded vector space D, with basis a graded set D and a graded relation sub-space R. We set A to be (the graded completion of) n A n , with A n = Dn Rn .
The vector space A n is considered to be`known', and our goal is to construct an isomorphism Sn S n+1 ! A n . In general, one begins with a construction D n ! S n which involves some choice and is not particularly well-de ned, but which yields, upon extending linearly, a well-de ned linear map D n ! Sn S n+1 . One generally shows by some means (a topological argument for the cases we consider) that the image of D n generates Sn S n+1 . In particular, if D n is nite, this shows that Sn S n+1 is of nite type.
Next, one checks that in the above mapping, the relation module R n is sent to zero. This involves showing that the corresponding relators hold in S n modulo S n+1 . Thus one obtains 12 To see this, note that since linking numbers can be computed as the algebraic intersection number of one component with a Seifert surface for another component, the hypothesis of zero linking numbers means that the intersections come in pairs having opposite sign. One can remove these intersections by doing index 1 surgery on pairs of oppositely signed intersections, i.e., one removes from the surface two small disks about the two intersection points, and replaces these disks with a tube lying in a small tubular neighborhood of one of the two arcs between the two points on the other component. (One needs to assume that there are no other intersections along this arc. It is always possible to nd such a pair.) 13 It is possible that there is a generalization of the LMO invariant taking values in homotopy classes of maps of Feynman graphs to an Eilenberg-Maclane space K(H 1 ; 1), where H 1 denotes the rst homology group of the manifold. Then given such an invariant, it is possible that the results discussed here may be extended to a full theory of 3-manifolds, and not just homology spheres. The details of such a program are yet to be worked out. a surjective map A n ! Sn S n+1 , which one next wants to show is also injective. This is done via`integration'. Namely, one constructs a map Z : S ! A by de ning it on the basis S and extending linearly. Then one checks that the map sends S n+1 to A n , thereby inducing a map Z n : S S n+1 ! A n , and a map Z n : Sn S n+1 ! A n . Finally, one checks that the composite A n ! Sn S n+1 ! A n is the identity, whence the map A n ! Sn S n+1 is also injective and Z n is its inverse. It follows inductively that Z n : S S n+1 ! A n is an isomorphism and the map Z : S ! A becomes a ( ltered) isomorphism after completing S with respect to the ltration (i.e., we replace S by the inverse limit of S Sn ).
The Case of Knots
The case of knots in the 3-sphere, due to Kontsevich (see B]), was the prototype of the method described in the preceding paragraph. The case of links is similar. 15 In the knot case, the set S is the set of (unframed) knots in the 3-sphere, up to isotopy, and S is usually denoted K. D = D(S 1 ) denotes the set of chord diagrams on the circle. A diagram in D n is a circle with n pairs of points joined by`dashed' chords 16 considered up to isotopy of these points on the circle. There are nitely many such pairs. R consists of the so-called 4T-relations and by de nition A n (S 1 ) is Dn
Rn . This is an algebra under connected sum of diagrams and one passes to a further quotient A(S 1 ) by quotienting by the ideal generated by a single chord.
The correspondance D n ! K n (not well-de ned) is given by choosing an embedding of the diagram in the 3-sphere and by letting the n 3-balls be small neighborhoods of the embedded dashed chords (this intersects the circle in 2 arcs and can therefore be considered a crossing).
The map D n ! Kn K n+1 is easily seen to be well-de ned, since we can pass from one embedding to another via crossing changes on the circle. 17 One next shows that the topological 4T relations hold, 18 and this implies that there is an induced map A n (S 1 ) ! Kn K n+1 . Moreover, this passes to give a quotient map A n (S 1 ) ! Kn K n+1 , since a local crossing change just interpolates between a small positive and negative kink in a knot, which, for an unframed knot, di er by an isotopy.
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See HM] for a discussion of some technical modi cations needed in the general setting of framed qtangles. 16 We consider these diagrams in the abstract, though in practice, we usually consider the circle as lying in the plane, and we draw an immersed picture of the chord diagram, by taking the dashed chords to be the straight line segments between the pairs of points to be joined. 17 As each chord is contractible, one can avoid having the chords cross each other or the circle. 18 The topological 4T relation can be proven as follows: In the pure braid group on 3 strands, which is a semi-direct product of two free groups, there is a relation coming from the semi-direct product structure. This can be expressed as saying that 12 We remark that the algebraic 4T relation may be obtained from the topological one, by replacing each of the above four 2-cubes, by the chord diagram which they determine via the association which takes a crossing change and replaces it with a chord between the points of intersection at the crossing.
Finally, the map K ! A n (S 1 ) is the Kontsevich integral Z K , originally de ned analytically using the Knizhnik-Zamolodchikov connection (see B]), but which was later given a combinatorial construction (see e.g. LM1,2,3]). The main property needed is a`local' computation of this map. Namely, a crossing goes to the exponential in 1 2 times a chord and the opposite crossing to its inverse. The di erence is then locally given by the chord, to lowest degree. This shows that K n+1 is sent to A n+1 (S 1 ) and moreover that the composite A n (S 1 ) ! Kn K n+1 ! A n (S 1 ) is the identity.
5. The Case of Homology 3-Spheres We now turn to the homology 3-sphere case, which is the subject of this paper. Here S will be the set of oriented di eomorphism classes of homology 3-spheres, and S will be the vector space with basis S. S n will denote the n-th term of the Ohtsuki ltration. 19 If L M is an admissible framed link having n components in the homology sphere M, we will denote by M; L], the corresponding generator of S n (i.e., the value of the corresponding n-cube). 
Here (L K) M is an admissible framed link in a homology sphere and K is one of its components. One can check that L M(K) is also admissible. Now it is a theorem of Levine L], that algebraically split links in S 3 are classi ed, up to surgery equivalence, by their triple Milnor invariants (one for each sublink of 3 components). 22 By surgery equivalence, one means the equivalence relation generated by the moves 19 S has been referred to as M in the literature, but we feel it would be more appropriate to use M to denote the vector space with basis the set of all oriented di eomorphism classes of 3-manifolds. 20 Indeed, choose a Seifert surface for K and isotope it to one disjoint from L by retracting the surface to a 1-complex missing L. (This is, of course, an isotopy of K, and not of L K.) 21 To see this, use induction on the`distance' of M from S 3 (i.e., the minimal number of unit-framed surgeries needed to get to M from S . Note that in the unit framed case, a Seifert surface for K is also one for K 0 .) 22 The triple Milnor invariants of an (oriented) algebraically split link in a homology 3 sphere can be de ned as follows. Given 3 components of an algebraically split link, we may choose Seifert surfaces for them missing the other two. The corresponding triple Milnor invariant is then the algebraic intersection number of the 3 Seifert surfaces. As an exercise, one can check that the Borromean Rings have triple Milnor invariant equal to 1. Note also that the triple Milnor invariants remain unchanged, after surgery on a unit framed knot which does not link any of the components, since we may chose Seifert surfaces which do not intersect from a given link, to the link it determines after doing unit framed surgery on an unknot (lying in the complement of the link) which has zero linking numbers with the components of the link. One can describe the change of a link in the complement of the unknot, after surgery, as the result given by a full twist (left handed if the framing is +1) of the strands 23 passing through a disk bounding the unknot. 24 There are two other such relations of the same type. The rst is the Ohtsuki-GaroufalidisLevine relation and the second is the IHX relation. In both of these relations, we are in a local situation and are dealing with a trivial braid whose strands are a part of L. In the Ohtsuki-Garoufalidis-Levine relation there are 6 strands and 7 unknotted components, whereas in the IHX relation there are 4 strands and 9 unknotted components. The proof of the IHX relation will be given in section 7. Su ce it to say here that in the IHX case, although both the strands and the knots are isotopically trivial, putting the unknots into a nice position seems to tangle up the strands and vice versa. From this point of view, the IHX relation seems to be geometrically deeper.
On the other hand, the Ohtsuki-Garoufalidis-Levine relation is quite easy to describe. 27 the knot. In particular, surgery equivalent (algebraically split) links have the same triple Milnor invariants. Note that changing the orientation of a component changes the Milnor invariant by a sign. Note also that the action of the permutation group is via the sign of the permutation.
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Note that if the strands are part of a framed link, this operation also adds an additional twist to the framings of the strands.
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Note that unit framed surgery on an unknot in a manifold does not change the manifold.
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Two links are said to be link-homotopic if we can go from one to the other via crossing changes of strands lying on the same component. See HL] for the classi cation of links up to link-homotopy. 26 To see this, it is enough to consider the case of the framed knot in its tubular neighborhood. Considering this neighborhood to lie in the 3-sphere as the unknot, the result folows from our description of 1 surgery on the unknot in terms of twisting the complement (since surgery on K 0 twists in the opposite direction).
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In this footnote, we give a more formal presentation of the Ohtsuki-Garoufalidis-Levine relation, tying it to a relation in the framed braid group. For economy of notation, we will write L], in place of S By
each other, each band also gets twisted around itself. 29 Now undo the full twist by twisting in the opposite direction the bands taken 2 at a time. This adds 3 new surgery components with opposite framing. After this is done, the bands will no longer be twisted amongst each other, but individually we will have twisted each band once in one direction, say positive, and twice in the negative direction, for a total of 1 self-twist in the negative direction. Adding 3 more surgery components to undo these self-twists, we have a total of 7 components, 1 with positive framing surrounding all 3 bands, 3 with negative framing each surrounding 2 bands, and 3 with positive framing each surrounding a single band. The core is any embedded curve which joins the remaining two boundary components after removal of the two strands.
29
This is the aforementioned`framing problem'.
What is at stake here are the Milnor invariants of the situation. But it is easy to compute these using the fact that they are additive under connected sums. Assuming we know how to compute the Milnor invariants of the unknots about the 3 individual bands, then the Milnor invariants of the remaining four unknots are just the sums of these 3, taken either 2 at a time, or all 3 together.
If some unknot bounds a disk with more than 3 bands, than a similar argument shows we can write it in terms of twists involving at most 2 bands. One now proceeds to use this relation as follows: De ne the i-order, o i , to be the sum of the absolute values of all the Milnor invariants involving the i-th component. The sum of all of these i-orders is 3 times the total order, i.e., the sum of the absolute values of all of the Milnor invariants. We may assume that the link in question is given as a sum of o i links each having total order 1 and i-order 1 (which we represent locally as the i-disk being pierced by a single band), and another link having i-order 0 (which locally is given as an i-disk which is not pierced). Writing the total as a sum of terms involving at most 2 bands, reduces to the case of i-order at most 2 without increaing any j-order, j 6 = i. Thus we may assume that all i-orders are at most 2.
There are a nite number of such Milnor invariants. Thus we have the result of Ohtsuki that Sn S n+1 is of nite type.
6. Graphical Calculus It is convenient to introduce some graphical notation. We consider a trivalent vertex in the form of the letter`Y', where the edges are labelled, say i; j; k, in some order, and which we denote by Y ijk . We consider this`basic tensor' to be antisymmetric in the ordering, i.e., Y ijk = Y jki , but Y ijk = Y ?1 jik (we have written this`multiplicatively'). We will also call a word in these basic tensors a tensor. Then if the Milnor invariants are ijk , we write down the product Q i<j<k Y ijk ijk or if we wish to draw these, we draw the character, Y ijk , ijk times, if this is positive (otherwise we use Y jik ). More generally, we may also write (or draw) words in the basic tensors, even if they are not reduced using the relations Y ijk Y jik = 1 and Y ijk = Y jki , although for the purpose of computations, words which are equivalent will yield the same values. More precisely, given a tensor t on n labels, we have an n-component labelled link L S 3 , well de ned up to surgery equivalence whose Milnor invariants are given by t, and therefore an element x t = S 3 ; L] 2 Sn S n+1 , well de ned up to a sign depending only on the choice of framings of the components. 30 Note that the element x t is left xed under the action of the symmetric group on the indices of the tensors, as surgery on a link does not depend on the labelling of the components.
If further the i-orders are all less than or equal to 2, we join any two edges having the same label. This leads to an edge-labelled vertex-oriented uni-trivalent graph. We also allow for labelled edges which are disjoint intervals so as to include components with i-order zero. However, such graphs are zero in Sn S n+1 , see below. Conversely, given such an edge-labelled vertex-oriented uni-trivalent graph ?, we have a tensor t ? given by Q v2V ? t v , where V ? is the set of trivalent vertices of ?, and t v denotes the basic tensor corresponting to the vertex v. We will write x ? in place of x t ? . This construction is really an algebraic formulation of 30 The usual choice, by authors working in the subject, has been to take all the framings to be +1. Alternatively, we may just as well keep the framing information as an additional part of the data.
Ohtsuki's original construction, where he took such a graph, replaced each vertex with the Borromean Rings, and connected up the components according to the edges.
By abuse of notation, we may sometimes use the graph, or the word in the basic tensors, to represent elements of Sn S n+1 , under the above associations. For graphs or tensors x; y, we will write x y, if x and y are equal in Sn S n+1 . Note that we may reverse the orientation of a component and that this changes the Milnor invariants and thus the graph (or word in the tensors). On the other hand, as surgery is independant of the orientation, the resulting element of Sn S n+1 does not change. As an example, consider the graph Y corresponding to both Y ijk and Y jik . These yield the same element in S 3 S 4 , which, as we shall see, is non-trivial. As another example, the graph, which corresponds to Y ijk Y jik , gives the trivial element of S 3 S 4 , since it is equivalent to 1, the empty tensor, i.e., the Milnor numbers are zero. On the other hand, the graph 0 , which corresponds to Y 2 ijk , will turn out to be non-trivial. From these examples, we see that there is a problem with the anti-symmetry property of Feynman graphs.
The solution, as discovered by Garoufalidis-Ohtsuki, is to introduce a new kind of vertex, called a`white' vertex. By such a vertex we will mean the formal linear combinationỸ ijk = Y ijk ? 1. We multiply these symbols and expand using the associative, distributative and commutative laws. To distinguish these`white' vertices from the original`black' ones, we will put a tilde above the symbol to designate the fact that all the vertices are white ones. 
As a consequence of these relations it is easy to see that we may assume that all i-orders are exactly 2, i.e. we have a purely trivalent graph. 32 It follows that Sn S n+1 = 0, if n is not divisible by 3. This is a key observation, originally made by .
Let D n be the set of trivalent graphs having n edges. (Here n is a multiple of 3, otherwise D n is empty.) We have seen that D n is a set of generators for Sn S n+1 . In fact D n is also a set of generators where we change the map by using white vertices instead of black ones. 33 (Using white vertices, we will denote this set byD n .) Thus we have a surjective mappingD n ! Sn S n+1 , whereD n is the vectorspace whose basis is the setD n of vertex-oriented unitrivalent graphs with white vertices and n edges. Let
where R 3n is the submodule generated by the anti-symmetry (AS) and the Jacoby relation (IHX). 34 Under the above mapping, the anti-symmetry relation holds. Indeed, in a purely trivalent graph, each vertex has a neighbor (as is not the case in the Y graph). Relation 6 above is just the antisymmetry of the ijk-vertex, in the presence of an irs-vertex, but written out in terms of black vertices and not white ones.
In the next section we will prove the IHX relation. We will therefore have produced a surjective mapping A n (;) ! S n S n+1 : 7. A Proof of the Topological IHX Relation We begin by noting that if the vertices of our graph are white, then each term of the IHX relation is really 3 terms, 35 when considered as black vertices. The Topological IHX relation, is thus a relation among 9 terms of Sn S n+1 . Writing this in terms of Milnor invariants, the IHX relation is a consequence of the fundamental equation, and the following Theorem.
31
This follows from the second relation, noting that x and xY irs (in place of x) are both j-disjoint (i.e. with j playing the role of i). 32 Indeed, if the j-order is 1, say we have xY ijk Y irs , the last relation says that we may assume the i-order is one. Continuing in this way, we reduce a component of our graph having a univalent vertex, either to a disjoint union of Y -graphs or to a graph which is -disjoint for some and thus zero. But then we may use the 5th relation to replace any Y with a 0 , up to a factor. 33 To see this, note that if x is purely trivalent, then we have that x ?x is a sum of graphs with black vertices, each having at least one component having a univalent vertex. Such a component is either trivial, or is equivalent to a disjoint union of Y 's. But we may replace such a Y with a~ , up to a factor. Removing this component in this way, and arguing by induction on n, we see that any black-vertex trivalent graph, is equivalent to a sum of white-vertex trivalent graphs. 34 Actually, the Jacoby relation is not the IHX relation, but rather is equivalent to the Jacoby relation, after one of the vertices has been subjugated to anti-symmetry, whence a di erence in sign for the H term.
35
There are actually 4 terms, but the 4th terms are all zero.
Proof. Let a; b; c be generators of a free group of rank 3. We will denote by a; b; c their inverses, by a; b] the commutator abab and by a b , the conjugate of b by a, i.e., bab.
In the free group, we have the following Jacoby relation: The pure braid groups are semidirect products of a sequence of free groups, where each strand wraps around the previous ones. (Putting a braid in this form is known as combing the braid.) In particular, the free group of rank 3 is a subgroup of the pure braid group on 4 strands. The theorem is then a consequence of the following observation: Each of the three triple commutators x; y; z]] above is surgery equivalent to the trivial braid 37 by a single band crossing change, where the two unknots about the two bands in question have respectively the Milnor invariants, Y u;w;x and Y u;y;z , where u denotes the component of the unknot, w denotes the component of the strand which does the winding, and x; y; z are the three strands whose meridians are conjugate to the labels.
Given this fact, we conclude the proof as follows: Each such band crossing change can be made by rst doing surgery on a certain connected sum of the two unknots. This puts a full twist among the bands and also a twist of each of the bands. Now correct for the twist on the bands by doing surgery on the two unknots with the opposite framing. Thus there is a 3 component unlink in the complement of each of the 3 braids corresponding to a triple commutator, such that the braid is trivial after surgery. It follows that their product is trivial after all 9 surgeries. Since the product of the 3 braids was trivial to begin with, this proves the theorem, once we have computed the Milnor invariants.
Since the triple Milnor invariants are additive under connected sum, we see that the third term has Milnor invariants Y u;w;x Y u;y;z . Thus the 9 Milnor invariants are Y u;w;a , Y u;b;c and Y u;w;a Y u;b;c , together with cyclic permutations of the letters a; b; c. Taking into account the sign coming from the framings, these are the 9 terms of the Jacobi relation.
Thus it remains to nd the band crossing changes in question. Let us rst do the easy case, a; b; c]], and then the hard case, b; c a c ; a c ]] a c : The third case is similar.
We have by de nition that a; b; c]] = abcbcacbcb. Let us note that setting c = 1 trivializes this word and that there are a total of 4 occurrences of c and c in the word. We will focus only on the part of the word and the corresponding braid which contains these four letters, i.e. cbcacbc. Note that this is a conjugate of a. We will show that there is a band crossing change which will take this word to bab, which is the same word but with the letters c and c removed.
36
A string link is an embedding of a disjoint union of intervals in the product of the plane with an interval, which on the boundary, is the same as the trivial braid.
37
The main point in the proof of the theorem of Levine is that triple commutators are surgery equivalent to the empty word.
It
In place of the plane times an interval, we will use the complex plane times another axis, considered as the time direction. Now in the complex plane, consider three points on the real axis labelled a; b; c in that order and rays parallel to the imaginary axis starting at these points and going in the negative imaginary direction. Consider the half planes which are the products of these rays and the time axis. Rather than considering the trivial braid to be the points a; b; c xed in time, we will have the points stay xed for only a short time and then move rapidly o along the direction of the rays, both in positive and negative time. This amounts to taking the boundary of small neighborhoods of the rays in the half planes. We will label these strands by the label of the corresponding point on the real axis.
The above description has the advantage of being able to describe some crossings, by just drawing some curves on the plane and checking their intersections with the rays. It also allows us to describe bands lying in the plane, as a small neighborhood of a curve (the band's core). For any curve in the plane, we have a word given by the convention that we write the letter corresponding to the end of the ray, if we cross the ray from right to left, and its inverse if we cross from left to right. Now we make the fundamental observation that cbcacbc is the word coming from an embedded curve! Indeed, start from the point a and draw a curve determining the word cbc. This can be done so as to be embedded and cbcacbc is just a piece of the boundary of a small neighborhood of in the plane. Call the resulting curve 0 . Then 0 is a curve made of 3 segments, two of which form the boundary of a band b whose core is the curve and the third a piece of the boundary of a small disk D about the point a.
Note that crosses over the c-ray once in each direction. Consider the curve consisting of the segment between these 2 points of intersection together with the constant rays in the positive time direction emanating from these 2 points. intersects the c-strand in 2 points. A small neighborhood of will therefore intersect the c-strand in two small intervals. If we make the neighborhood large enough to contain the band b, our neighborhood will be a ball with two bands inside, the b band, which is thin and long, and another band b 0 , which is fat and short, and whose boundary is the two small intervals of the c-strand. Pushing the c-strand down below the plane amounts to a band crossing change. Once this has been done, we may isotope the band o the c-ray and then pull the c-strand back up again. In terms of the curve , this is equivalent to pushing o the c-ray, replacing the word cbc by b, as desired.
We now proceed to compute the Milnor invariants of the unknots about the bands. Clearly, any Milnor invariant of an unknot about a band must involve the component of the band, since its removal just leaves an unknot spanned by a disk in the complement of the other components. Therefore we proceed by rst calculating the intersection of the Seifert surfaces for the unknot and the band component. In general the band may be taken as part of the Seifert surface of the band component. 38 Moreover, the unknot bounds a genus one 38 To see this, note that the band component is the connected sum, along the core of the band, of two knots. As the union of these knots is nul-homologous in the complement of the disk bounding the unknot, together they bound a surface which, unfortunately may hit the core of the band. But these intersections can be removed by pushing them to the knot and tubing around the knot. This will still leave intersections, surface obtained by adding a tube to avoid the two intersections on the disk it bounds. The intersection of the two Seifert surfaces, up to isotopy in the complement of the remaining components, consists therefore of the arc which is the intersection of the band and the disk, together with one of the two intervals of the band component lying between its two points of intersection with the disk.
For the unknot about the band b, this intersection is isotopic to the boundary of the small disk D containing a, so has linking number 1 with the a-strand. Hence we get one of the Milnor numbers as claimed. 39 We obtain the unknot about the band b 0 by taking the connected sum of two meridians of the c-strand at the 2 points of intersection, the connected sum being made along a segment parallel to . Therefore, up to isotopy the loop consists of the segment along the c-ray between the points of intersection together with the segment of between these 2 points. As the word for this loop is b, this linking number is also 1 and hence we get the remaining Milnor number as claimed.
For the case b; c a c ; a c ]] a c , the word which gives is u = cawa, where, after reducing the word w to minimal length, we have w = aca. We wish to eliminate the two occurances of a and a in u, but there is an added complication due to the presence of the occurances of a and a in the word w as well. As luck will have it, the curve is again embedded, and moreover, the extra intersections with the a-ray cause no problem, as they lie further down the ray. 40 The computation of the Milnor invariants is entirely analogous.
Computation of the LMO invariant
Throughout this section, we use the notation o(n) to denote terms of degree greater than or equal to n.
In this section we assume the reader is familiar with the basic facts concerning the Kontsevich Integral. 41 but only in the interior of the surface. There will now be a non-singular surface in a neighborhood of this singular surface and to which the band can now be attached, giving the desired surface.
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The intersection number of the three Seifert surfaces is the linking number of the intersection of the rst two Seifert surfaces, with the third component. 40 Had this not been the case, or had the -curve not been embedded, we only would have gotten to the trivial word, up to homotopy. This would have necessitated computing Milnor invariants for additional surgery components. 41 The Kontsevich Integral is a monoidal functor from the monoidal category of framed q-tangles to the category of Feynmen diagrams on 1-manifolds. Thus for a framed q-tangle T : X ! R Le's computation of the LMO invariant can be summarized as follows: Start with a purely trivalent graph ?. For each vertex of ?, the Ohtsuki construction gives a local copy of the Borromean rings. One may consider the Borromean rings as the closure of the commutator x; y] in the free group on two generators, considered as a pure braid on 3 strands. In terms of the standard generators of the pure braid group, one has 12 corresponds to x and 13 corresponds to y. Let I ij denote the chinese character of degree 1 which is an interval whose vertices are labelled i and j, and let Y ijk be the chinese character which is the letter`Y' whose external vertices are labelled i and j and k. Since Z( 12 ) is the exponential of (I 12 ) and Z( 13 ) is conjugate to the exponential of (I 13 ), one gets that Z( One of our goals in this section is to eliminate the need for considering`white' vertices. We will in fact calculate the LMO invariant for all uni-trivalent graphs with`black' vertices. 43 More generally, we will make the computation globally, rather than locally, that is, we will only make the assumption that the triple Milnor invariants are speci ed. and should not be confused with its precursor Z f (T). See LM2] for the de nition of q-structure, which technically is necessary for the de nition of Z. However, we suppress this from the notation. In what follows, one may choose the standard q-structure, where needed.)
Note that for X =``i =1 I i , A(X) has a product de ned by stacking diagrams. In this case we often denote A(X) by A(`). An inclusion of I in X de nes an injection of A(1) into A(X), and an action of A(1) on A(X), called connect summing. For X = S 1 , such an inclusion induces an isomorphism of A(1) with A(S 1 ), which thus inherits a product structure, which is abelian. For X = ;, A(X) has a product given by disjoint union.
We will set U to be the unknot with zero framing, and we will use the notation = Z(U) to designate both the element of A(S 1 ) and its image in A(1), under the isomorphism of these two modules.
We will need the following facts about the Kontsevich integral: There is a coalgebra (but not multiplicative) isomorphism : B(`) ! A(`), where B(`) denotes the graded completed Hopf algebra of`-labelled chinese characters (i.e., linear combinations, modulo AS and IHX relations of vertex-oriented uni-trivalent graphs, whose univalent vertices are labeled with elements of the set f1; : : : ;`g). This isomorphism sends the primitives of A(`), denoted P(`), to the primitives of B(`), denoted C(`), which is the span of the connected chinese characters.
If T is any tangle, Z(T) is a group-like element. Group-like elements in a Hopf algebra are exponentials of primitive elements. In particular, if is a string link, then Z( ) and ?1 (Z( )) are exponentials in primitives. 42 Actually there is a global sign, see below. 43 As we have seen, both black and white vertices generate Sn Sn+1 ' A n (;), so theoretically, this computation could have been deduced from Le's. On the other hand, we nd it elucidating to do the computation directly.
We will consider admissible links L whose framing on the ith component is ii . We will set = Q i (? ii Finally, if ? is purely trivalent, with components ? , one has? = Q ? , and? = V V ? (?1) jV j ? V , where jV j denotes the cardinality of V . We claim that t 00 ? = t ? . Since both sides behave multiplicatively, it su ces to consider this for connected ?. The di erence of the two sides is a linear combination of tensors 1 2 r t 2 ? V , V 2 S(?). The is a map, which reduces degree by n`, de ned in LMO] . The map n is easy to describe, when computed on Chinese characters (see Le2] ). It is the composite of 3 maps. The rst is the projection n onto characters having exactly 2n univalent vertices of each label. The second is the mapping x 7 ! hxi, which to a character associates the sum of all ways of coupling the vertices of the same label in pairs (i.e., we glue them together in pairs). The third map is O ?2n which sets all circle components equal to ?2n. This composite mapping will be denoted 0 n .
Circle components arise whenever the degree 1 characters I ij , with labels i and j, appear. The coe cients of these characters are the linking and self-linking numbers. In the admissible link case, only the self-linking numbers are non-zero.
The character Y ijk , which is the Y -graph with univalent vertices labelled i; j; k, has coefcient the triple Milnor invariant. More precisely, we need the following result, which is a particular case of more general results about the Kontsevich Integral and Milnor's invariants (see HM]). Theorem 8.4. Let be a string link with framings ii and vanishing linking numbers ( ij = 0; i 6 = j) and triple Milnor invariants ijk .
Then, written in Chinese characters, one has log( ?1 (Z( )) = i ii 2 I ii + i<j<k ijk Y ijk + 2 ; where 2 denotes connected Chinese characters with two or more internal vertices.
An easy computation 45 shows the following. Lemma 8.5. Let be a chinese character with exactly 2 univalent vertices of each label and no components of degree 1. Then 0 n (exp( i ii 2 I ii ) ) = n?1 h i. 45 Indeed, note that the only term which contribute involves Q i I n?1 ii . Repeatedly use the formula hCi(2k+ c) = h I ii i, where C is a vertex-oriented unitrivalent graph (possibly with circle components) which has 2k univalent vertices labelled i and c denotes a circle component. Then set c = ?2n.
We now give the proof of the theorem. Proof. Let be a framed string link whose closure gives L. For each sublink 0 of , we set 0 to be the string link which adds trivial components 46 to 0 in place of the components in n 0 , but with the same framing. 47 Since Z(L) is the image of `Z ( ), we have n ( Z(L)) = 0 n ( ?1 ( ` `Z ( ))): Set ] = 0 (?1) j 0 j~ 0 . Set x] to be the projection onto those characters which have a vertex on every component. Then one has ?1 (Z( ]) = ?1 Z( )]: Then the numerator in the expression for Z n ( S 3 ; L]) is 0 n ( ?1 ( ` `e xp( i ii (I ii )) Z( 0 )]). Here, 0 denotes with the zero framing.
Note that ?1 (ab) 6 = ?1 (a) ?1 (b), but that this equality holds modulo terms with more internal vertices. We see that the term of the numerator having lowest degree coincides with the term of lowest degree of 0 n (exp( i ii I ii ) ?1 ( Z( 0 )])) and this is the same as the lowest degree term of 0 n (exp( i ii I ii ) exp( i<j<k ijk Y ijk )]). Since the vertices of I ii come in pairs, and since x] has a vertex on each component, this is 0 n (exp( i ii I ii ) 2 (exp( i<j<k ijk Y ijk ))). The result then follows from the lemma, using the fact that the terms in the denominator are n ( Z(U )) = 1 + o(1) (see LMO] ).
This technical device allows us to consider the Kontsevich integrals as lying in the same space A(`), where`is the number of components of . Note that upon taking the closure and doing surgery, the result for~ 0 is the same as for 0 .
