Concerning the existence and construction of orthogonal designs by Robinson, P. J.
CONCERNING THE EXISTENCE AND CONSTRUCTION 
OF ORTHOGONAL DESIGNS 
by 
Peter J. Robinson 
A thesis submitted for the degree of 
Doctor of Philosopy 
in the 
Australian National University 
Canberra 
February 1977 
This thesis is my own work, except where specifically acknowledged. 
P.J. Robinson 
(i) 
(ii) 
ACKNOWLEDGEMENTS 
I extend my warmest thanks to my supervisor, Dr Jennifer Seberry 
Wallis, for her enthusiasm and constructive guidance during the course of 
this research. 
I thcink Mrs Barbara Geary for her patience and her skilful typing. 
Finally, I am grateful to the Australian National University for the 
award of a Research Scholarship. 
(iii) 
ABSTRACT 
This thesis is concerned with the existence problem for orthogonal 
designs, amicable orthogonal designs and product designs. 
In order to give a basis for attacking the existence problem of 
orthogonal designs, the problem is solved completely for the case of 
orthogonal designs of order 16 . The ideas developed here are extended to 
prove that there is no orthogonal design of order n , n > 40 , and type 
(1, 1, 1, 1 , 1, n-5) . 
Some properties of amicable orthogonal designs are investigated, 
especially from the point of view of non-existence. We prove, for example, 
that there are no amicable orthogonal designs of order n = 0 (mod 8) and 
types [(1); (1, a , n-a-1)] , a = 2, 3, 4 or 5 . 
Product designs are defined and various properties of these designs are 
given. It is shown how these designs may be combined with amicable 
orthogonal designs to produce new orthogonal designs. Examples are given of 
how these designs may be used to produce orthogonal designs of orders 32, 
64 and 128 . An orthogonal design of order 2^ and type 
(l, 1 , 1, 1, 2, 2, 4, 4, ..., is constructed. This design 
often meets the Radon bound for the number of variables. 
Some properties of Turyn sequences are investigated, and it is shown 
how these sequences may be used to construct orthogonal designs. 
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CHAPTER 1 
INTRODUCTION 
DEFINITION 1.1 „ An Hadamard matrix, // , is an n x n matrix with 
entries from {±1} satisfying 
H.H^ = nl^ . 
Hadamard matrices have found their way into such fields as statistics, 
engineering and communication theory, and much research has been concerned 
with their existence. It is conjectured that Hadamard matrices exist for 
orders 1, 2 and Ht , for every positive integer t . 
Many techniques have been applied to the existence problem, and one 
particular approach, which eventually led to the study of orthogonal designs, 
was introduced by Williamson [25] in 1944. Williamson produced the following 
theorem: 
THEOREM 1.2 (Williamson). If A, B, C , and D are oomrmting, 
eyrmetria n 'x- n matrices with entries ±1 suah that 
9 9 9 9 4 + B + C + D = Unl^ , then the array 
A B C D 
-B A -D C 
-C D A -B 
-D -C B A 
is a Hadamard matrix of order 4n . 
This array, which is called a VJilliamson array, was used to obtain 
Hadamard matrices of orders 148 and 172 . Later, Baumert and Hall [1] 
produced a 12 12 Williamson array which gave an Hadamard matrix of order 
156 . 
Because these arrays were such powerful tools for producing new 
Hadamard matrices, a great deal of work was done on finding such arrays, and 
in [7] Geramita, Geramita and Wallis generalized this idea with the 
following definition: 
DEFINITION 1.3. An orthogonal design of order n and type 
[u , . .. , M ] , M . > 0 , on the commuting variables x, , , .. . , a; is X S 'V X o 
n X n matrix A with entries from { o , ..., which satisfies an 
= I 
2 u .X. 
^ t I n i = l 
The Williamson array given in Theorem 1.2 may be thought of as an 
orthogonal design of order H and type (1, 1, 1, 1) . 
Geramita, Geramita and Wallis gave many constructions for orthogonal 
designs, and in 1976 Wallis [23], by using orthogonal designs, was able to 
reduce the existence problem for Hadamard matrices to a "finite problem" 
with the following theorem: 
THEOREM 1.4 (Wallis). Given any integer q ^ there exists t , 
dependent on q ^ such that an Hadamard matrix exists for every order 2 q 
for s > t . 
Since orthogonal designs were first defined, there has been a great 
deal of research done on the existence and non-existence problems for 
orthogonal designs. 
By considering an orthogonal design as a family of rational matrices, 
Geramita, Pullman, Shapiro and Wolfe (see [8], [19], [26], [27]) have 
produced many necessary conditions for the existence of orthogonal designs. 
These results, when combined with a theorem of Geramita and Verner [9], 
were, at one time, thought to give sufficient conditions for the existence 
of orthogonal designs. 
In Chapter 2, we completely solve the existence (and non-existence) 
problem for orthogonal designs of order 16 . These results, together with 
those of Chapter 3, show that the algebraic conditions for the existence of 
orthogonal designs come nowhere near giving the complete answer for the 
non-existence problem of orthogonal designs and that there is still a great 
deal of work to be done in this area. 
In Chapter U we are interested in amicable orthogonal designs. Wolfe 
[27] gives both algebraic and combinatorial non-existence proofs for 
amicable orthogonal designs, and in Chapter 4 we give further non-existence 
results. 
In Chapter 5 we produce new types of designs which are extremely useful 
for constructing orthogonal designs, and, as examples of their use, we 
construct several orthogonal designs of orders 32, 64 and 128 , and an 
infinite family in powers of 2 . 
Many other techniques have been used to construct orthogonal designs 
and Hadamard matrices. One very useful method, which is an extension of 
Theorem 1.2, was given by Goethals and Seidel in [11] and we state their 
result in the following theorem. 
THEOREM lo5 (Goethals and Seidel). Suppose there exists four 
oireulant matriaes A,B,C and D of order n satisfying 
AA^ + BB^ + CC^ + DD^ = fl^ . 
Let E he the back-diagonal matrix. Then 
GS = 
A BR CR DR 
-BR A D'R -C^R 
-CR -D'R A BH 
-DR C^R -B'R A 
ie an orthogonal design of order Un and type [u^, u^, ..., u^] on 
x^, •••» ^s ^^^^ 
f - I u / . . 
Further^ GS is skew or skew-type if A is skew or skew-type. 
The problem here is to find circulant matrices satisfying (*). 
Geramita, Wallis, Eades and Hain ([10], [3], [4], [5], [6]) have produced 
many results in this area. 
In Chapter 6, we consider sequences introduced by Golay [12], [13], 
[14], Turyn [19], [20] and others which may be used to produce circulant 
matrices satisfying (*). These sequences are also of interest to engineers 
working on signal processing, for example, in radar and sonar. 
NOTATION. Throughout this thesis, - denotes -1 and x denotes 
-X . We use I for the identity matrix. 
APPENDIX. 
Definitions. 
Let M = be a m X p matrix and N be a n x q 
matrix. The Kronecker product M x n is the mn x pq matrix whose (i,j) 
n X q block is m..N. 
ID 
If m = n and p = q then the Hadamard product M-A-N is thg 
m X p matrix whose (i,j) entry is . The direct sum M + N 
is the matrix given by 
M + N = M 0 
0 N 
The sum of two matrices , M + N , is the matrix whose (i,j) 
entry is m.. + n.. . ij 1] 
A monomial matrix , P , is a matrix with entries taken from 
{0 ,±l} which satisfies PP = I . 
We now define an equivalence relation for orthogonal designs 
of the same order and type in terms of the following operations on an 
orthogonal design A : 
(i) pre- and post- multiplying by monomial matrices ; 
(ii) negating a variable ; and 
(iii) interchanging the names of variables . 
We say two orthogonal designs are equivalent if they are in the same 
equivalence class. 
An orthogonal design of order n and type is full 
if 
Eu. = n . 1 
That is , the design contains no zeros . 
Algebraic theory of orthogonal designs. 
Definition. A rational family of order n a ^ type 
u. rational , is a collection of s rational matrices satisfying : 
(i) A^A^ = u^I ; and 
(ii) A.A^ - - A.a! , i M . 
ID D 1 
It is obvious that the non-existence of a rational family of 
order n and type ] , with u. integers , implies the 
non-existence of an orthogonal design of order n and type ( u ^ , . . . ) . 
Geramita,Pullman,Shapiro and Wolfe have given necessary and 
sufficient conditions for the existence of such a rational family by 
appealing to the theory of Quadratic forms and Clifford algebras. 
See [8] ,[19] , [26] , [27] , and [28] . 
Applications. 
The most important use of orthogonal designs has been in the 
construction of Hadamard matrices (see [23]). Although orthogonal designs 
have yet to find practical applications , Hadamard matrices have been 
extensively used. 
One important use of Hadamard matrices is in the construction 
of error correcting codes. 
An error correcting code is a collection of code words with 
the property that each code word can still be recognised after a 
certain amount of error has been introduced into the system . 
Hadamard matrices can be used to construct these codes in the 
following way. 
Take an alphabet of 2n letters and assign each of the first 
n letters to different rows of an n x n Hadamard matrix H , and each 
of the second n letters to different rows of -H . 
The rows become the code words for the alphabet , and the 
system is error correcting because if less than n/2 signs are 
changed in a code word , the origional code word can still be 
recognised. 
an 
CHAPTER 2 
ORTHOGONAL DESIGNS OF ORDER 16 
This chapter considers the existence problem for orthogonal designs of 
order 16 . We construct several designs and show that any designs which 
cannot be obtained from these designs, or those previously known, do not 
exist. 
2ol Introduction 
For'convenience, we restate the following definition: 
DEFINITION 2.1ol. An orthogonal design of order n and type 
(uj^, M^* "g) » u^ > 0 , on commuting variables x^, x^, x^ is 
n X n matrix A with entries from { o , ±x^] which satisfies 
Aa' - I uJ.I„ 
^=l 
Alternatively, the rows of A are formally orthogonal and each row has 
precisely u^ entries of the type ±x^  . 
A may be considered as a matrix with entries in the field of quotients 
of the integral domain zQc^^, ... , a;J . Thus we obtain 
. s „ 
A^A = y U.X.I 
V V n 
and so our alternative description applies equally well to the columns of 
A . 
In [7] the following result was given: 
THEOREM 2.1.2. Let A he an orthogonal design of order n and type 
[u^^ Mg) on the variables x^, , 'J^sre n = 2% with b 
odd, and a = ho d where 0 < d < U . If p(n) - 8e + is Radon's 
function, then g 5 p(n) . 
Proof. Write A - + ... A x where A. are (0, 1, -1) 1 1 s s % 
matrices of order n . Now 
t ^ 2 t AA = y U.X.I A .A. = U.I , i = 1, ..., s , A, t % n % V ^ n ' ^=l 
and A .A^. A A^. - 0 for i i: j . If we replace A. by the real matrix t- J J t t-
—i—i4 . = B. , then the B. are real orthogonal matrices satisfying 
\ 't 
B .B . + B£. = 0 for i ^ ,i , and Radon has shown that there do not exist 
^ J C t A 
more than p(n) such real matrices. This completes the proof. 
We note that p(16) = 9 , and therefore we can have, at most, 9 
variables in an orthogonal design of order 16 . We also note that if A 
is an orthogonal design and P and Q are monomial matrices of the same 
order, then PAQ is an orthogonal design of the same type as A . This 
allows us to interchange and negate rows and columns of A without 
essentially changing the design. 
In Section 2.2 we give the statement of the main theorem; in Sections 
2.3 and 2.U we give proofs for existence and non-existence respectively. 
2.2 Main Result 
THEOREM 2.2.1. The following orthogonal designs^ and those that can 
he obtained from them by equating variables or setting variables equal to 
zero J are the only orthogonal designs of order 16 ; 
(1, 1, 1, 1, 1. 1, 1, 1, 1) 
(1, 1, 1, 1, 1, 1, 1, 1, 2) 
(1, 1, 1, 1, 1, 1, 1, 1, 4) 
(1, 1, 1, 1, 1, 1, 1, 1, 8) 
(1, 1, 1, 1, 1, 1, 2, 2, 2) 
(1, 1, 1, 1, 1, 1, 3, 3) 
(1, 1, 1, 1, 1, 1, 4, 4) 
(1, 1, 1, 1, 1, 1, 5, 5) 
(1, 1, 1, 1, 1, 2, 2, 2, 2) 
(1, 1, 1, 1, 1, 2, 3, 3, 3) 
(1, 1, 1, 1, 2, 2, 2, 2, 2) 
(1, 1, 2, 2, 2, 2, 2, 2, 2) 
(1, 1, 1, 1, 2, 2, 3, 3) 
(1, 1, 1, 1, 2, 2, 4, 4) 
(1, 1, 2, 2, 2, 2, 3, 3) . 
The proof of this theorem is given in two parts: first we establish 
the existence of the designs quoted in the theorem then we verify non-
existence of all the other designs. 
2.3 Existence of Orthogonal Designs of Order 16 
We consider the following matrix of order 16 ; 
R = 
'h ^2 h M 
N Q P A B C D E F G H ~ 
M 
-h 
N P -Q B -A D -C F -E H • -G 
-M 
h Q 
-p N C -D -A B G -H -E F 
-M 
h 
-P -Q N -D -C B A -H -G F E 
-ri -9 P h -M E -F -G H -A B C -D 
-N P Q -M -F -E H G B A -D -C 
-Q -P -N -h 
M -G -H -E -F C D A B 
-P Q -N M ^ -H G -F E D -C B -A 
-A -B -C D -E F G H 'i '2 h 
R S T U 
-B A D C F E H -G h R -h 
5 U -T 
-C -D A -B G -H E F -h -R '1 "2 
T -U S 
-D C -B -A -H -G F -E -R h -'2 
-U -T S 
-E -F -G H A -B -C -D -S -T u h '2 
-R 
-F E H G -B -A -D C -5 U T '1 -B 
-G -H E -F -C D -A -B -T -u -S R h 
-H G -F -E D C -B A -U T -S R h -"2 
"fArtu^hooT "This fttafrtx ^X' thoyfof <ts ^X^. 
This matrix is an orthogonal design if and only if the following conditions 
are satisfied: 
{|w|, \N\, 1^1, \p\} = {\R\, |5|, lr|, \u\ 
{M+B)D + IN+S)F + (Q+T)G + iP+U)H = 0 
{M+R)C + IN+S)E + iQ-T)H - iP-U)G = 0 
(M+R)B + IN-S)H - (Q+T)E - iP-U)F = 0 
iM^R)A + {N-S)G - iQ-T)F + {P+U)E = 0 
{R-M)H + iN+S)B + (Q+T)C + (P-U)D = 0 (a) 
(R-M)G + {N+S)A + (Q-T)D - {P+U)C = 0 
IR-M)F + IN-S)D - iQ+T)A - (P+U)B = 0 
{R-M)E + IN-S)C - (Q-T)B + {P-U)A = 0 
AH - BG + CF - DE = 0 . 
The following designs can be obtained by choosing the variables of R in 
the manner indicated: 
(1, 1, 1, 1, 1, 1, 1, 1, U) 
(1, 1, 1, 1, 1, 1, 1, 1, 8) 
M = S = x^ , N = T = x^ , 
R = -Q ^ x^ , P = U = x^ , 
A = D= G=-F=X^ , 
all others zero; 
M = S = x^ , N = T = x^ , 
R = P = x^ , Q = U = x^ , 
A = -B = D= C= G=-H=-E=-F-X 
(1, 1, 1, 1, 1, 1, 2, 2, 2) 
(1, 1, 1, 1, 1, 1, 4) 
9 ' 
A = x^ , P = U = x^ , R = -D = -M = x^ , 
N = -S = F = x^ , e = -r = G = a:g , 
all others zero; 
M = S ^ XG , R ^ -Q = X^ , 
A=G=D=-F=x^, B=H=C=-E=X, 
all others zero; 
(1, 1, 1, 1, 1, 1, 5, 5) M -- S - x^ 
A = G = P = 
B = H = D = 
DEFINITION. 2.^.0. The Hilbert norm-residue symbol 
(a,b)p is defined to be +1 or - JL , according as the 
congruence - o o 2 . -L 2 / , m ax +by = z (mod p ) 
does or does not have a solution in integers x,y,z, 
not all multiples of p , for arbitrarily high powers of p. 
(1, 1, 1, 1, 2, 2, U, 4) D = F = x^ , G = H = x^ , 
M = R = E = C=-N^-S = x. 
7 ' 
o 
The orthogonal design of order 16 and type (1, 1 , 1 , 1 , 2 , 2 , 2 , 2, 2) is 
^3 ^2 
0 0 
^6 ^7 ^8 ^9 ^7 -^6 ^9 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
~x 
7 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
.^9 ^6 -^7 ^9 -^8 -^7 ^6 
0 
^3 -^2 
0 
-^5 
The remaining designs 
obtained from product designs. 
are given by Geramita and Wallis [10] may be 
j/^sert 
2.4 Non-Existence of Orthogonal Designs of Order 16 
The following theorems by D. Shapiro [19] and Geramita and Verner [9] 
give strong non-existence results. 
THEOREM 2.4.1 (Shapiro). If n E 16 (mod 32) , then there exists an 
orthogonal design of type (a^^, a^j cig) only if the Hasse invariant 
10 
8 (a^^, a^) equals 1 at every pT*ime p . 
We note that 
s fa,, ...» a.] = 1 r [a., a.] 
where (a., a.) is the HiUbert norm residue symbol (see [15]). T' J P 
THEOREM 2.4„2 (Geramita and Verner). If there exists an orthogonal 
design of type (w , u , ..., u ) in order n i 0 (mod 4) and 
A. Z S 
s 
Y^ u. - n - 1 then there exists an orthogonal design of type 
i=l 
(l, u , u , ..., w ) in order n . 
JL Z S 
These theorems are used to show the following 9-tuples and 8-tuples 
cannot be the type of an orthogonal design; 
1, 1, 1, 1, 1. 1, 7) 
1, 1, 1, 1, 1, 2, 3) 
1, 1, 1, 1, 1, 2, 5) 
1, 1, 1, 1, 1, 2, 6) 
1, 1, 1, 1, 1, 3, 3) 
1, 1, 1, 1, 1, 3, 5) 
1, 1, 1, 1, 1, 4, U) 
1, 1, 1, 1, 2, 2, 5) 
1, 1, 1, 1, 2, 3, 3) 
1, 1, 1, 1, 2, 3, U) 
1, 1, 1, 1, 1, 1, 3, 3, 3) 
1, 1, 1, 1, 1, 3, 3, 4) 
1, 1, 1, 1, 2, 2, 2, 3) 
1, 1, 1, 1, 2, 2, 2, 4) 
1, 1, 1, 1, 2, 2, 2, 5) 
1, 1, 1, 1, 2, 2, 3, 3) 
1, 1, 1, 2, 2, 2, 2, 3) 
1, 1, 1, 2, 2, 2, 3, 3) 
1, 1, 2, 2, 2, 2, 2, 2) 
1, 1, 2, 2, 2, 2, 2, 3) 
1, 1, 2, 2, 2, 3, 3) 
1, 2, 2, 2, 2, 2, 3) . 
1, 1, 1, 3, 3, 4) 
1, 1, 2, 2, 2, 5) 
To complete the proof of the main theorem we need only show that no 
designs of the following types can exist in order 16 : 
(1, 1, 1, 1, 1, 4, 7) 
(1, 1, 1, 1, 1, 2, 7) 
(1, 1, 1, 1, 1, 1, 7) 
(1, 1, 1, 1, 1, 1, 2, 3) 
(1, 1, 1, 2, 2, 2, 7) 
(1, 1, 1, 1, 2, 2, 3, 5) 
(1 ) 
(2) 
(3) 
(4) 
(5) 
(6) . 
(b) 
We begin by considering (1) to (4) of (b). 
11 
Let A be a design of type (l, 1, 1, 1, 1, s,, s,) , k > ^ , in 
order 16 . 
We can force the diagonal blocks of A to be of the form 
Xr 
X a. 
X 
3 t 
a. x^ 
1 ^ 
a. X, 
3 
a. X 
x^ 
x^ 
X, 
for some a.'s . 
If the variable does not appear in any diagonal block, we can 
assume that A is the matrix R . 
Now we consider the following matrices: 
= 
= 
1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 - 0 0 0 0 
' = 
0 0 0 0 0 1 0 0 
3 
0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 - 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 0 0 0 0 0 0 o" 0 - 0 0 0 0 0 o" 
0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 - 0 0 0 0 0 . K -- 0 0 0 1 0 0 0 0 • 
0 0 0 0 0 1 0 0 0 0 0 0 - 0 0 0 
0 0 0 0 - 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0_ 
Let 
y. = 
X. 0 
X 
0 J:. 
9 • • • J 4 • 
12 
Now, is similar to R but with the variables x^ and x^ 
interchanged. (MNQP) is changed to (MQNP) and (RSTU) to (RTSU) . 
^^ similar to R but with the variables x^ and 
interchanged. (MNQP) is changed to (NMQP) and (RSTU) to (SRfU) . 
y^Ry^ is also similar to R but with x^ replaced by x^ and x^ 
replaced by -x-^  . (MNQP) is changed to (MNPQ) and (RSTU) to (RSUf) . 
Hence we may assume 
x^ = M = R , x^ = M = S , or x^ = A . 
Simple permutations and negations of rows and columns 9 to 16 ensure 
that all the above signs are positive. 
If the variable a:^^ appears in all the diagonal blocks, we can permute 
rows and columns until x^ appears in position (1, 5) and (9, 13) . 
Then, on interchanging the names of the variables a:^  and , we obtain 
R with x^ = M = R . 
If the variable x^ ^ appears in only two diagonal 4 x 4 blocks, it 
can be seen that the variable cannot appear in the top right hand 
8 x 8 block. If the variable x^ does not appear in any diagonal 1 x u 
block, we can see that this is equivalent to R with M = S = x^ . 
If the variables x^ and x^ both appear in two diagonal 4 x 4 
blocks, we interchange rows and columns 1 and 2 , 5 and 6 , 9 and 
10 , 11 and 13 , 12 and 14 , and 13 and 14 , then change the signs 
of rows and columns 1, 5, 7, 8, 9 and 11 . We obtain a matrix similar to 
R with M = S = x^ , but with x^ replaced by -x^ ^ , Xj^  replaced by 
-Xc , and Xp replaced by x . 0 3 -J 
Therefore, any orthogonal design of order 16 and type 
13 
(l, 1, 1, 1, 1, Sj^ , s^] , 5 H , can be written as R with 
M = R ^ x^ , M = S ^ x^ or = . 
Nov/ we com ider R with M - R - x^ . 
The equations (a) give 
A = 3 = C = Z? = 0 
+ {Q^T)G + {F+U)H = 0 
{N+S)E + {Q-T)H - {P-U)G = 0 
{E-S)E - (Q+T)E - (P-U)F = 0 
(N-S)G - {Q-T)F + {P+U)E = 0 . 
By trying all possibilities, we can see taat these equations yield no 
designs of the types given in (b). 
Similarly we can show that no designs in (b) can be obtai :ied from R 
with M - S - x^ or A - x^ . 
Hence, we have shown that there are no designs of the typ2S given in 
(1) to (4) of (b). 
We now assume that there exists a design, B , of order 16 and type 
(1, 1, 1, 1, 2, 2, 3, 5) . 
Since this is a design which contains no zeros and has fo ir variables 
which appear once per row and colurnn, we see that B = R (giv^n above) or 
B is the following matrix: 
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Q = 
M 
"n 
N Q F A B c D E F G H 
M 
- h 
N P -Q B -A D -C F -E H -G 
-M 
h Q 
-p N C -D -A B G -H -E F 
-M 
h -"2 
-P -Q N -D -C B A -H -G F E 
-N -Q P h 
-M D C -B -A -H -G F E 
-N P Q h 
-M C -D -A B -G H E -F 
-Q -P -N M 
h 
-B A -D C F -E H -G 
-P Q -N M 
h - ' 2 
A B C D -E -F -G -H 
-A -B -C D -D -C B -A 
h h 
R S T U 
-B A D C -C D -A -B 
- h h ^ S -R U -T 
-c - A -B B A D -C 
- h h 
T -U -R S 
-D C -B -A A -B -C -D 
- h 
-U -T S R 
-E -F -G H H G -F E -R - 5 -T U 
h 
-F E H G G -H E F -S R U T 
h 
-G -H E -F -F -E -H G -T -U R -S X. 
-H G -F -E -E F G H -V T -S -R 
i ^ r f f i t t X' , t h o t / f o f 
J J ) 
Equations (a) cannot yield a design of type (1, 1, 1, 1, 2, 2, 3, 5) 
and therefore B ^ R . 
The matrix Q is an orthogonal design only if the following equations 
are satisfied: 
A^ ^ B^ + C^ D^ - E^ - - G^ - H^ = Q 
MD ' NC + QB - PA + RE + SF TG + UH = 0 
MC + ND - OA - PB + SE - RF + UG - TH = 0 
-MB + NA + QD - PC TE - UF - RG + SH = 0 
-MA - NB - QC - PD - UE - FT + SG + RH = 0 . 
By considering these equations, it can be seen that Q cannot produce 
a (1, 1, 1, 1, 2, 2, 3, 5) design. Therefore, there is no orthogonal 
design of order 16 and type (1, 1, 1, 1, 2, 2, 3, 5) . 
We now assume that there is an orthogonal design, C , of order 16 
and type (1, 1, 1, 2, 2, 2, 7) . 
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As before, we force the diagonal 4 x 14 blocks of C to be 
^2 
^3 ^2 
for some a.'s . 
Since, in C , there are three variables which each appear twice per 
row and column, at least one of these variables does not appear in any 
diagonal x 4 block. Let this variable be x^ ^ . 
By using various permutations and negations of rows and columns, we 
may assume appears in position (1, 9) of C and tx^ ^ appears in 
position (5, 13) of C . 
The variable a;^^ appears again in row 1 and is either in a different 
4 x 4 block from the first , or is in the same block. If the first 
possibility is true then C may be written in the following way: 
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'h '2 h 
M A B C D E F G P Q R 
h 
M 
- h 
B -A D -C E G -F P R -Q 
-M 
h 
C -D -A B F -G E Q -E P 
-M 
- h h 
-D -C B A -G -F E 
h 
-R -Q P \ 
-A -B -C D N P r e f 9 
-B A D C 
-'2 
N 
- h P 
V e 9 -f 
-C -D A -B -N 
h (J 
-r P f -9 \ e 
-D C -B -A -N 
h -'2 h 
-r -R P \ -9 -f e 
-E -F G 
-"H -V -1 r h h m A -B -C d 
-E G F -V h 
r q m - h 
-B -A d C 
-F -G -E -r -p -m h 
-C -d -A -B 
-G F -E 
- h 
-r -P -m h 
-d C -B A 
-P -Q R -e -f 9 -A B C d h h h n 
-P R Q -e 9 f B A d -C - h h 
n 
- h 
-Q -R -P -f -9 - h 
-e C -d A B 
- h 
-n 
h "2 
-E Q -P -9 f -e -d -C B f. -A .J -n h - h h 
If the second possibility is true then let 
X = 
1 0 0 0 
0 1 0 0 
0 0 0 -
0 0 1 0 
and Y = 
0 - 0 0 
1 0 0 0 
0 0 1 0 
0 0 0 1 
We put 
= 
= 
X 0 
0 y 
y 
'x 
X 0 
0 y 
X 
' = 
y 0 
0 z 
• = 
(I) 
and consider the following operations on C : Z^ZZ^ , Z^CZ^ , , 
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changing the signs of rows and colunins 2, 3, 6, 7, 10, 11, 14 and 15 , 
interchanging rows and columns 13 and 15 , and 14 and 16 , and 
changing the signs of rows and columns 15 and 16 . 
By using these operations where necessary, and in some cases relabelling 
the variables, we can see that C may be written in one of the following 
two ways: 
h M A B c D 
P Q E F G H 
h 
M -h B -A D 
-C Q -P F -E H -G 
-M h h C 
-D -A B P -Q G -H -E F 
-M \ -D -C B A -Q -P \ -H -G F E 
-A -B- -C D h h h 
N e f 9 h R S 
-B A D C h N -h f 
-e h -9 R s 
-C -D A -B -h -s h 9 
-h -e f -5 R 
-D C -B -A -N h -h -9 f 
e -S R 
-P Q -e -f -9 h h h -M a 
b 0 d 
Q P -f e h 9 h -H b -a 
d -0 
-P -Q \ -9 -h e -f - h M h a -d -a b 
-Q P -h 9 -f -e M h - h 
-d -a b a 
-E -F -G H -R S -a -b -o d h h 
-N 
-F E H G -R S -b a d a -'2 h 
-N 
-G -H E -F -S -R -o -d a -b N h 
-H G -F -E -S -R -d c -b -a N '3 -'7 
(II) 
or 
rf^fvjftctiT fftts matrix ^y* fh«y/J tt^df ^S ^y}. 
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^ 
-Z3 -M 
h h 
-A -B -C D 
-B A D C 
-C -D A -B 
-D C -B -A 
Q 
\ Q P 
-P 
-Q 
-E -F -G H 
-F E H G 
-G -E E -F 
-H G -F -E 
A B C D 
B -A D -C 
C -D -A B 
-D -C B A 
"1 h " 
-'2 h " 
h '2 
-N 
^3 "^2 
F E -G H 
E -F H G 
-G -H -F E 
-H G E F 
-X^ X^ S R 
-R -S X^ -X^ 
Q 
« 
-Q -P X, X, 
-F -E G H 
-E F H -G 
G -H F -E 
.H -G -E -F 
h '2 
- X , M o h "2 
M 
3 2 1 
B A -C -D 
A -B -D C 
-C D -B A 
-S R -X^-X^ 
E F G H 
F -E H -G 
G -H -E F 
-H -G F E 
X, X^ R S 
4 4 
J, -X, S -R 
4 4 
R -S -Z, X, 
4 4 
-S -R 
4 4 
-B -A C -D 
-A B -D -C 
C D B -A 
D -C -A -B 
-'2 -'3 
h '2 
(III) 
N X -X X^ 
3 2 1 
D C A B 
The matrix (I) gives an orthogonal design only if the following equations are 
satisfied: 
M = -d = -N y m - -n - -D 
pE + Pe + Fq + Qf + rG + Rg = 0 
p + e - E + P= 0 
q + f + Q - F= 0 
- r - g + G- R= 0 
r F - f R - G q + gQ = 0 
-Er + ei? + pG - ^P = 0 
-Eq + eQ + pF - Pf = 0 
M(G-R) + m{G-v) - B(p+P) - = 0 
-M{E-P) - m(E-p) - Aiq+Q) - B(r+R) = 0 
M(R.G) - m(R^g) + B{E-e) + C{F-f) = 0 
M{Q-F) - miO^f) - CiG-g) + A{E-e) = 0 
-M{P-E) + m(P-e) + A(F-f) + B(G-g) = 0 
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A(H-r) - B(Q-q) + CiP-p) = 0 
-A{G+g) + BiF+f) - CiE+e) = 0 . 
By tedious and systematic elimination we can see that (I) cannot produce a 
(1, 1, 1, 2, 2, 2, 7) design. 
The matrix (II) gives an orthogonal design only if the following 
equations are satisfied: 
Bg + Gb - Cf • - aF - De 
e + / + E + G = 0 
-e + f - F - H = 0 
9 - h + E - G = 0 
-9 - h - F + H = 0 
-/I - C - a - b = 0 
B + D - b + a = 0 
-A + C - a - d = 0 
B - D - d + Q = 0 . 
By systematic elimination we can see that (II) cannot produce a 
(1, 1, 1, 2, 2, 2, 7) design. 
The matrix (III) gives an orthogonal design only if the following 
equations are satisfied: 
D(M^N) + GiP+H) + HiQ^S) = 0 
CiM-^N) + H(P-E) - GiQ-S) = 0 
-BiM+N) + FiP-S) - EiQ-R) = 0 
-A{M+N) - EiP-^S) - FiQ+R) = 0 
HiM-N) - C(P+R) - D(Q-S) = 0 
G(M-N) - D{P-R) + CiQ+S) = 0 
-F{M-N) - B(P+5) + A{Q-R) = 0 
-E(M-N) + A(P-5) + B(Q+R) = 0 
-A{G+H) + B{G-H) + CiE-F) + D(E+F) = 0 . 
Again we cannot obtain a (1, 1, 1, 2, 2, 2, 7) design. 
Therefore, there is no (1, 1, 1, 2, 2, 2, 7) design of order 16 . 
This completes the proof of the main theorem. 
In the next chapter we extend some of the ideas used here to obtain a 
strong non-existence proof for higher orders. 
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CHAPTER 3 
A STRONG NON-EXISTENCE THEOREM 
It had previously been conjectured, because of the algebraic theory, 
that: any fe-tuple, where k ^ pin) - I and I is "about" 6 , was the 
type of an orthogonal design of order n . Hence, the theorem of this 
chapter is surprising because it shows that the combinatorial structure is 
much more restrictive than previously thought. 
The theorem is: 
THEOREM 3 . 1 . There is no orthogonal design of order n , n > 40 , 
and type (1, 1, 1, 1, 1, n-5) . 
Proof. The proof appears in the paper [16] bound into the rear of 
this thesis. 
Peter Eades [5], for example, has used this theorem to obtain 
restrictions on the generalization of the Goethals-Seidel array. 
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CHAPTER 4 
AMICABLE ORTHOGONAL DESIGNS 
In this chapter we will be mainly concerned with the non-existence 
problem for amicable orthogonal designs. We do, however, give some 
constructions for amicable orthogonal designs and, in the next chapter, we 
produce a very powerful tool for constructing orthogonal designs from 
amicable orthogonal designs. 
4.1 Introduction 
In [7] Geramita, Geramita, and Wallis give the following construction: 
If there is an orthogonal design of order n and type (s^, s^) then 
(i) there is an orthogonal design of order 2n and type 
(s^, s ^ , S2> s^] \ aneC 
(ii) there is an orthogonal design of order 4n and type 
This construction depends on the existence of orthogonal designs, A 
and B , of the same order which satisfy 
AB^ = BA^ . 
These designs, apart from being interesting in their own right, have 
become very useful for constructing orthogonal designs, and so it became 
necessary to give such designs a name. 
DEFINITION 4,1.1. Let A and B be orthogonal designs of the same 
order and types (a^, a^] and [b^, ..., b^) respectively. If 
AB^ = BA^ 
then we say A and B are amicable orthogonal designs of types 
• • • ' ^g) ' • • • ' ^t)) • 
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Most constructions seem to produce very few orthogonal designs of 
order n and type (a^, a^] with 
k 
J , "i = " 
1=1 
and some a. odd, especially 1 . 
This therefore, leads us to consider amicable orthogonal designs A 
and B of order n and types ((a , a ); [b , b,]] with a = 1 
A. S J. "C _L 
and 
s t 
X a . = I h.-.n . 
The restriction placed upon the designs by insisting ~ 1 is quite 
strong as we see in the following lemma. 
LEMMA 4.1.2, If A and B are amicable orthogonal designs of order 
n and types ((l, a , a , ..., a ); [b , b , fc )) then there exist 
Z o o X z V 
monomial matrioes P and Q such that 
PAQ = Ix^ + X = A^ 
and 
PBQ = B^ 
with 
"" "^/l ' = -X , and sj = . 
Proof. We find a pair of monomials, P and Q , which force x^ to 
appear along the diagonal of A . The other results follow by considering 
the facts that A is an orthogonal design and 
= BA'^ . 
We may therefore assume A = Ix^ + X , where X is an orthogonal design 
of type , ..., a ) with X^ = -X , and B^ - B . 
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In [17] we gave the solution to the problem of existence of such 
amicable orthogonal designs in order 8 . Since then it has been discovered 
that some of the non-existence results are examples of more general results. 
4.2 Non-existence Results 
Wolfe [28], by considering the algebraic existence problem, gives 
bounds on the number of variables in amicable orthogonal designs. For 
example, in order 8 , we have the following: 
No. of variables i n S 1 2 3 4 5 6 7 8 
No. of variables i n i 4 5 4 4 4 1 - - - . 
This seems to be the only general algebraic restrictions in powers of 
two. It is certainly not the whole story of non-existence as Wolfe [27] 
shows in the following two theorems. 
THEOREM 4.2.1 (Wolfe). Suppose A and B are amioable orthogonal 
designe of order n = 0 (mod 4) where A is of type [l, 1, 1, a^^ ..., 
and B is of type [b^, b^^ . . . , h^ . Then there exists an orthogonal 
design of order n and type ( l , . . . , b^ . 
In order 8 , for example, there can be no amicable orthogonal designs 
of types ( d , 1, 1); (8)) , since the existence of such a pair would imply 
the existence of an orthogonal design of order 8 and type (1, 8) , which 
is clearly impossible. 
THEOREM 4„2o2 (Wolfe). Suppose A and B are amiaable orthogonal 
designs of order n = 0 (mod 4) , n # 4 , and types 
(d, 1, n-2); (Z?^ , ..., i?.^ }) J then b^ t 1 for any i . 
We now give more non-existence results. 
THEOREM 4.2.3. There are no amicable orthogonal designs of order 
n = 0 (mod 4) , n > a , and types ((1, 1, k); (n)) , k odd. 
Proof. Assume that such an amicable pair, A and B , exists. 
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By multiplying by suitable moncjinial matrices if necessary, we may 
assume 
A - x^J + x^ + x^ 
with 
z = e 
n/2 
0 1 
- 0 
By considering Xl^ = -IX^ , Y^ ^ -Y ^ XB* = BX^ , and b'^ ^ B , we 
see that Y and B are made up of 2 x 2 blocks of the form 
fa 
b a 
, a, b ^ {0, 1, -1} . 
Now (AB)^ = B^A^ = BA^ = AB^ = AB , and therefore A and B are amicable 
only if AB is symmetric, and hence only if the top left hand 2 x 2 block 
of AB , and therefore YE , is symmetric. 
The top left hand 2 x 2 block of YB , however, is made up of the sum 
of 2 x 2 blocks of the form 
X y a b 
b a 
xa+yb xb-ya 
-xb^rya xa-\yb 
with a, fc = ±1 and x , i/ € {O, 1, -l} . 
This Slim cannot produce a symmetric block unless the sum of the 
iya-xb)^s is zero, which is clearly impossible with an odd nimber of non-
zero x and z/'s . 
Therefore, there can be no designs, A and B , of the required types. 
Before we proceed with the remaining results, we need the following 
lemma. 
LEMMA 4,2,4, If A and B are amiaahle orthogonal designs of order 
n = 0 ( m o d 4 ) and types ( ( 1 , n - 1 ) ; ( 1 ) ] then 
B = @ Y @ X 
(n/2)-l 
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where 
X = 
- 0 
0 1 
and Y = 
0 1 
1 0 
A = 
Proof. From Lemma 1.2, we may assume B is symmetric and 
Ix^ + Wx^ , where fv' is a skew weighing matrix of weight n - 1 , that 
is, W is a (0, 1, -1) matrix satisfying W^ = -W and ww'^ = (n-l)I . 
It is obvious that we can find a monomial matrix, P , such that 
PBP'' = ® X. 
l^iSn/2 
where X. = X or 7 or tl^ • 
If, however, X. = ±J„ , for any i , then positions (2i, 2i-l) and 
(2i-l, 2i) of AB cannot be equal. Therefore none of the X.'s are 
±J . This also means that at most one of the X.'s is ±X , for if two 
Z.'s are ±X , we can find another monomial matrix which produces ±I 
somewhere on the diagonal of B . 
We now assume X. = Y , 1 S i ^ n/2 , and 'V' 
w = 
1 
0 '^ l ^(n/2)-l 
(n/2)-l 
where A. are ( 2 x 2 ) matrices with entries ±1 . ^ 
Since A and B are amicable, we have and B are amicable, and 
therefore UB is symmetric. 
Let 
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^ 
, a:. = ±1 
Now 
and A^ Y^ = 
^3 
X X 4 2 
and therefore x = -x and x - -x . o J. H 
This reasoning is also true for the other A.'s , and so 
1 f 1 
= + or ± 
- 1 -
Now, by the orthogonality of A , 
(n/2)-l 
X A.A. = (n-2)I . 
Also 
i=l 
A.A^. = ^ ^ 
V V 
• 2 -2 
- 2 2 
(1) 
or 
2 2 
2 2 
But since there is an odd number of 4.'s , (1) cannot possibly be true. If 
Therefore, exactly one of the J.'s is Z , and we may assume ly 
= ^ "" ^  ' ^ ^ l,...,(n/2)-l . 
We now use this lemma to produce a result similar to that of Wolfe 
(Theorem 
THEOREM 4.2.5o There are no amioable orthogonal designs of order 
n = 0 (mod 8) and types [(1); (1, a, n-a-1)] ^ a = 2, 3, 4 or 5 . 
Proof. Assume that A and B are amicable orthogonal designs of type 
(1, a, n-a-1) and (1) respectively. 
We may assume B is of the form given in Lemma 4.2.4 and this implies 
that the first two rows of A have the following form: 
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^ ••• ^ (n/2)-3 ^(n/2)-2 ^(n/2)-l ^ 2 
^2 % S ••• ^ (n/2)-2 ^(n/2)-3 ^(n/2)-l \l2 
for some a.'s . 
% 
The innerproduct of these two rows gives 
Let x^ be the variatle which appears a times per row and column and 
the remaining variable. 
From (I) we have 
(i)- ^(n/2)-l = % / 2 ' 
(ii) a. - ±x_ for an even number of i's , 3 < i < (n/2)-2 ; 
(iii) a.. ^ - - for an even number of i's , 2^-l 2r I 
2 < i ^ (n/4)-l . 
We note that similar properties exist for the other rows of A , except 
the last two. 
Now we consider the matrix A^ obtained from A by putting 
X = X - 0 and x = 1 and show that no such matrix can exist if J. o Z 
a = 2, 3, U or 5 . 
Case 1. a - 2 or 3 . 
We can find a monomial, P , such that PBP^ = B and, if n > 16 , 
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-0 a^ 
0 0 0 
1 1' 
1 
0 
0 
0 a^ 
0 
1 0 1 0 
0 - 0 -
1 0 - 0 
0 - 0 1 
0 
0 0 0 0 
0 
- 0 - 0 
0 1 0 1 
- 0 1 0 
0 1 0 -
0 
0 a^ 
0 a^ 
a 2 0 
0 
1 
0 0 0 
0 a^ 
V 
where 
a. = 
±1 if a = 3 , 
0 if a = 2 . 
By deleting rows and columns 3, 4, 5, 6, n-2, n-3, n-U and n-5 , we 
obtain a matrix similar in structure to A^ but in order n - 8 . Hence, 
the existence of A^ in order n implies the existence of a similar matrix 
in order 8 . It is easy to see, however, that no such design exists in 
order 8 . 
Therefore, there is no A^ in order n . This means that there are no 
amicable orthogonal designs of types ((1); (1, a, n-a-1)) , a = 2 or 3 , 
in order n = 0 (mod 8) . 
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Case 2. a = 
We can find a monoinial, Q , such that QBQ^ - B and, if n > 24 , 
where 
cind 
QA^Q"- = 
0 0 
^ 1 
0 "2 0 
0 0 
L = 
1 1 
- i 
1 1 
- 1 
1 0 1 0 
0 - 0 -
- 0 - 0 
0 1 0 1 
z = 
2 
1 0 
0 -
1 0 
0 -
- 0 
0 1 
- 0 
0 1 
By deleting rows and columns 1, 2, 3, 4, n, n-1, n-2 and n-3 of 
4-
Q A ^ and replacing the first two columns (rows) of the Z^ [Z^j in the 
corners by L (l^) we obtain a matrix with similar structure to A^ but in 
order n-8 . Hence, the existence of A^ in order n implies the 
existence of a similar matrix in order 16 . It is easy to see that no such 
designs can exist in order 8 or 16 and so, there can be no amicable 
designs of types (1) and (1, U, n-5) in order n E 0 (mod 8) . 
3 0 
Case 3. a = 5 . 
We proceed in a similar fashion to that of Case 2 but with diagonal 
2 x 2 blocks of the form 
0 a. % 
inserted. We note that this makes no 
difference to the proof. 
COROLLARY 4.2.6, Theve a'fe no amiaabte orthogonal designs of order 
n = 0 (mod 4) and types ((1); (1, a, b, o)] , a + b + a = n-1 , 
a , b , G # 0 , and aba odd. 
Proof. By considering (I) in the proof of Theorem 4.2.5 we can see 
that each variable appears an even number of times off the diagonal 2 ^ 2 
block and therefore only one of a, b and c is odd. 
We now give two results in order 8 . 
L E M M A 4 „ 2 „ 7 . There are no amiaable orthogonal designs of order 8 
and types [(1); (2, 2, 2, 2)) . 
Proof. By Lemma 4.1.2 we need only prove that there is no symmetric 
(2,2,2,2) orthogonal design in order 8 . Assume that such a design, B , 
exists. Each variable must appear an even number of times on the diagonal 
* 
and we can permute rows and columns of B so that the variable x^ , say, 
appears in positions (1, 1), (2, 2), (3, 4) and (4, 3) and one of 
positions (1, 2), (1, 3) or (1, 4) . It is easy to see, however, that 
the position (1, 2) is the only one of these which is possible. We may 
therefore assume appears in position (3, 3) and (4, 4) of B . 
Therefore, if a variable appears on the diagonal, it must appear either 
4 or 8 times. Hence we may assume B is 
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^2 ^2 
^2 ^2 
^2 ^2 
^2 ^2 
^2 ^2 
^2 ^2 
^2 ^2 
or 
^2 ^2 
^2 ^2 
^2 ^2 
^2 ^2 
^2 ^2 
^2 ^2 
^2 ^2 
^ ^2 ^2 
for some X and Y . 
But no such i?' or , with 2 variables appearing twice per row and 
column, can exist if B is to be orthogonal. 
Therefore, there is no symmetric (2, 2, 2, 2) orthogonal design of 
order 8 . 
LEMMA 4o2.8. There are no amicable orthogonal designs of order 8 
and types ((1, 2, 2, 3); (4, 4)) . 
Proof. We assume that there are amicable orthogonal designs A and B 
of types (1, 2, 2, 3) and (4, 4) respectively. 
As before, we may assume A - Ix -v X , X^ = -X , B^ - B and 
XB^ = BX^ . In fact, XB is symmetric. 
It is obvious that we can find permutations and negations of rows and 
columns of X and B which allow us to assume X has the following form: 
0 a ^2 h a d~ 
a 0 h d o 
0 a d a F 
a 0 o 1 b 
F d o 0 a 
F o d a 0 
a 1 b 0 a 
a ^2 h X 1 a 0 
(I) 
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for some a^ b, o^ d . 
Now, the variable x^ appears again in the first row. That is 
^ {a, b, a, d} . 
If (i = , we interchange rows and columns 3 and 4 and rows and 
columns 7 and 8 . We then negate rows and columns 2 and 6 . These 
operations shift ±X2 from d to e without essentially changing the rest 
of the matrix. 
If a = , we use the permutation matrix 
1 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 
0 1 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 
0 0 1 0 0 0 0 0 
0 0 0 0 0 0 1 0 
0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 
of the variables 
matrix (I) with o = ±X2 • 
If c = -X2 » we negate rows and columns 3, 4, 7 and 8 and change 
-Xj^  to . This gives (I) with o = x^ . 
If fo = -X2 > we interchange rows and columns 1 and 2 , and, 5 and 
6 . Then we negate rows and columns U and 8 , and change -x^ to x^ . 
We obtain (I) with b - x^ • 
Therefore X can be written in the form (I) with b - x^ or o = x^ • 
We let x\t , t-1 be X with x. replaced by t. and consider ^ 1 2 3 'V 't' 
the case: Z? = . We have 
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x^, q 
Now let 
0 0 
^2 ^2 
0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 
^2 ^2 
0 0 
B = 
B. 
a b 
a d 
e / 
g h 
\ 
4 e g 
f h 
«2 a a 
b d < 
for some matrices B. , i - 1, ^ . 
In order for XB to be symmetric, XH, 0, 0]S and 1, 0]5 must 
be symmetric. 
The (1, 5) and (5, 1) entries of Xll, 0, 0]B give 
e + g = a + b 
while the (5, 7) and (7, 5) entries of 1, 0]B give 
e + g = -a - a . 
These equations imply 
a = -b - -c and e = -g . 
By considering the (4, 7), (7, 4), (3, 7) and (7, 3) entries of 
Z[l, 0, 0]B , we obtain 
a- -b--o-g--e-f-h. 
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By using these results, we can see that the (1, 4) and (4, 1) 
entries of J[0, 1, 0]fl cannot possibly be equal. Therefore b x^ 
If o - x^ we have 
X = 
x^ 
X, 
x^ 
0 
x^ 
x^ 
^^3 
X, 
ex. 
^2 ^^3 
x^ 
^2 "^3 X, 
x^ 
X, 
^2 ^3 "^3 ^2 0 ^3 
X 2 0 
ex X 1 0 
^^3 ^2 ^2 ^3 ^3 0 
with e = ±1 
We put 
B = 
h ^ 
for some B . , -i = 1, 2 and 3 , and consider Z[l, 0, 0]S and 
1, 0]S . This gives 
and 
^3 = 
for some a and b . 
By considering XB , we obtain 
a a F F 
a a F b 
F F a a 
_F b a a_ 
'b b a -=\ a 
b b a a 
a a b b 
a a b b 
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= 
m n p q 
n m q p 
p q m n 
^ P n m_ 
for some rrij n, p and q . 
Entries (1, 3) and (3, 1) of X[0, 1, 0]B give 
m - p = n + q 
and entries (1, 5), (5, 1), (1, 6) and (6, 1) of 0, 1] give 
2n + bil-e) - a(l+e) = 0 
2m - bil-e) + a(l+e) = 0 . 
These give 
m = - n = p = q = b if e = - l , 
m = - n = p = q = -a if e = l . 
Therefore, one variable appears at least six times per row and column, 
and hence there is no B of the required type. 
This completes the proof. 
We use the above results to obtain: 
LEMMA 4.2.9. There are no amioable orthogonal designs of order 8 
and types 
( d , 7); (1, 1, 6)) 
( d , a , fc); (1, 7)] , a + fc = 7 3 a and b 0 
( d , 7); (2, 2, 2, 2)) 
[(1, 1, 1, 5); (8)) 
( d , 7); (5)) 
( d , 1, 3, 3); (8)) 
( d , 2, 2, 3); U)) . 
Proof. Wolfe (Theorems 4.2.1 and U.2.2) shows that there are no 
amicable designs of type ((1, 1, 1, 5); (8)) and ((1, 7); (1, 1, 6)) and, 
in [17], which is bound into the back of this thesis, we prove that there 
are no amicable designs of type ((1, 7); (5)) . The remainder of the 
proof is obtained by appealing to Theorem 4.2.5, Theorem 4.2.3, Lemmas 4.2.7 
and 4.2.8. 
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LEffIA 4.2.10 (Robinson and Wallis). There are no amiaable orthogonal 
designs of order 16 and types ((1, 15); (1)) . 
Proof. As before, we may assume B is symmetric and A = Ix^ + Wx^ , 
where A/ is a skew weighing matrix of weight 15 . 
We now consider Lemma 4.2.4 and rearrange rows and columns so that 
B = 
0 
where X = 
- 0 
P 1 
We also put 
and Y = 
0 1 
1 0 
W = 
0 1 
- 0 
^ ^^ 5 '^ e 
0 a 
-a 0 ^3 ^ 
Since WB must be symmetric, we see each A. is of the form 
each B . is of the form J 
e f 
l-f -^J 
Clearly we can choose A^ = 
and B . - Z. -Z, Z^ or -Z^ where Z = 
0 
1 1 
. Now FZ = 
c a 
d -d_ 
1 1 
1 -
2 -2 
0 0 
and 
= V 
and 
7Z = 
0 0 
2 2 
So the orthogonality condition of the first and second rows 
of blocks gives us a = -1 and 
{B^, Sg, B^, Bg, B^} = {Z, -Z^, Z, -Z, Z^, -Z^ 
Indeed, each diagonal block of A , except the first, can be written as 
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D = 
0 -
1 0 
Clearly since two Z's occur in each row we can simultaneously 
t . apply monomial matrices P to ^ and B so that PWP is the W given 
below and B is unchanged: 
W = 
I,* V V V V V V 
-I'' D Z z 
- z ' D 
-V* -Z^ D 
• 
• 
« 
• • • • • • 
two rows of blocks can 1 
(i) 
(ii) 
(iii) 
(iv) 
D Z 
-V^ -Z^ D 
-y" D -Z 
.v' Z' V 
•V^ D Z^ 
-V -Z D 
•V^ D -Z^ 
-Y Z D 
which have inner product 
which have inner product 
which have inner product 
which have inner product 
0 0 
_ 0 0 _ 
4 o" 
p 4 
4 o' 
P 4 
0 o' 
0 0 
Z Z Z'^ Z'^ 
Now the inner products of , , , , are 
2 Z^ Z^ 2 
2 2 0 o" 
f 
2 2_ 0 0_ 
' 2 -2~ 0 o" 
-2 2j 
> 
0 0_ 
» 
respectively. 
We now choose each of the choices (i), (ii), (iii), (iv) for the third 
and fourth rows of blocks and try to complete the matrix given that there 
t t 
must be Z , Z, - Z , -Z , -Z in each row. 
Case (i). Row 3 and 4 can only be completed (ignoring column 
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permutations) as shown -
-V^ D Z Z 
-V^ -Z^ D Z Z -Z -Z^ Z^ 
-V^ -Z^ -Z^ D Z Z Z^ -Z . 
The only choice to complete the second row of blocks to give orthogonality 
with the third is -Z Z^ -Z^ -Z^ and now the second and fourth rows of 
blocks are not orthogonal. 
Case (ii). Rows 3 and 4 can be partially completed in only one way 
(ignoring colyrm permutations) to enforce orthogonality as shown -
D -Z Z Z^ -Z^ 
-V^ -Z^ Z^ D -Z -Z^ Z^ . 
But now the fourth row of blocks has too many ±Z^'s . 
Cases (iii) and (iv) can be converted into cases (ii) and (i) 
respectively by permuting the third and fourth rows of blocks and third and 
fourth columns of blocks of both W and B simultaneously. 
Hence the matrix W cannot be completed and we have the lemma. 
4.3 Constructing Amicable Orthogonal Designs 
A very important construction is given by Wolfe [27] and we now state 
this result. 
THEOREM 4 o 3 „ l (Wolfe). If there exist amioable orthogonal designs 
of order n and types » a ) ; (i> , fc 11 and a pair of 
X o X "0 
amicable orthogonal designs of order m and types 
([c^, . . . , o^] ; [d^t ...» then there exists a pair of amicable 
orthogonal designs of order nm and types 
( ( V l ' ^ i V l ' V w ' V J ' ^l^v^ ^ t ^ J ) 
The following corollaries are noted by Geramita and Wallis [10], 
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COROLLARY 4.3.2. I f there are caniaable orthogonal designs of order n 
and types [(a^^, . . . , a^) ; [b^, and a pair of amiaable designs of 
types ( d , u); (OT)) in order p , then there is a pair of amiaable 
orthogonal designs of order pn and types 
[(a^, wa^, ma^, wz^) ; [mb^, nib^, mb^]] . 
COROLLARY 4.3.3. Suppose that there exists amtcahle orthogonal 
designs of order n and types ((a , a ); [b , b^] . Then there J. s ± v 
exist amiaable orthogonal designs of order 2n and types 
Proof. We simply note that 
^2 
and 
y^ 
are amicable orthogonal designs of order 2 and types ((1, 1); (1, 1)) . 
We equate two variables in one design and use the resulting designs in the 
above corollary. 
Before we proceed we note that 
^3 
^2 ^3 ^3 
^3 ^3 ^2 
^3 ^3 ^2 
and 
y. hn i/o y-
^2 H ^3 
y^ y^ y^ y^ 
i/o i/o y•-) 
are amicable designs of order 4 and types ((1, 1, 2); (1, 1 , 2)] . 
Using these designs in Corollary 4.3.3 and proceeding by induction we 
obtain: 
COROLLARY 4.3.4. There exist amiaable orthogonal designs of order 2^ 
and types ((i, l, 2, u, ; [2'-^ 2'-^]] • 
LEMMA 4.3.5. The following are the types of amiaable orthogonal 
designs in order 8 •* 
uo 
(i) (d, 1, 2, 2, 2); (8)) ; 
(ii) [(1, 2, 2, 3); (2, 6)] ; 
(iii) (d, 7); (1, 7)) ; 
The above designs are given in [17] which is bound in the rear of this 
thesis. 
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CHAPTER 5 
PRODUCT DESIGNS 
This chapter is concerned with generalizing a construction of Geramita 
and Wallis. We define and construct product designs and show how these 
designs may be combined with amicable orthogonal designs to produce new 
orthogonal designs. 
5,1 Introduction 
In 4.1 we noted that amicable orthogonal designs were introduced as a 
way of constructing new orthogonal designs. In order to exploit the 
structure of these designs more fully, Geramita and Wallis, in [10], 
produced the following construction: 
CONSTRUCTION 5 , 1 ( G e r a m i t a and Wallis). Suppose there exist three 
matrices R, P and S of order n which give amicable orthogonal designs 
S , x^R ^ x^P 
of types ((s^, ..., s^); (u^, u^]) . Then 
-j/o-^+i/.p y.^-y^P -yJ^-yJ' s 
'U 
-5 y^p-y^p -yz^^y^F 
is an orthogonal design of order hn and type 
-y^R^y^P -s 
(s^, S^, U^, U^, U^, U^) . 
We note that the above matrix can be written in the form 
where M ^ , M^ and N are the 4 x 4 matrices of the coefficients of R, P 
and 5 respectively. 
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In this chapter we are interested in generalizing this idea. With this 
in mind, we give the following definition. 
DEFINITION 5.1.2. Let M^, M^ and N be orthogonal designs of order 
n and types (a^, a ^ , ..., b ^ and (e^, ..., e^) respectively. 
Then n] are product designs of order n and types 
(a^, a^; ..., c?^, ..., a^] if 
(i) M ^ * N = M ^ * N = 0 (Hadamard product), 
(ii) M^ + N and M^ + N are orthogonal designs, and 
(iii) M M ^ ^ M M ^ . 
^^^ 12 2 1 
Construction 5.1.1 produces product designs of order U and types 
(1, 1, 1; 1, 1, 1; 1) . 
5.2. Constructing product designs 
Before we give the main results of this section, we produce two 
examples of product designs. For convenience we write the designs 
and N in the form M^ + zN and M^ . 
EXAMPLE 5.2.1, The following matrices give product designs of order 
8 and types (1, 1 , 1; 1 , 1, 1; 5) . 
^2 
z 
^3 
z z 3 3 
z z z 3 3 
i z z 3 3 
i z z 3 3 
i i i z ^ 3 X 
z 3 z z X 
2 
X 
1 
X 
3 
3 
z z z z i 
z z z z ^3 
3 
^2 
X 
0 
0 
0 
h "2 
='3 
0 
h 
"2 
0 
0 
0 
0 
U3 
EXAMPLE 5 .2.2. The following matrices give 
12 and types u , 1, 1; 1, 1, 1; 9) . 
z z z 2 i z z z z J/2 1/3 0 
z h z z i i z z z z 2/2 
z z z z z z z z z 0 
z z z z z z z z z 0 h ^ 2 
z i z i z z z z z 
z z z z z z z z z 
0 
z z z z z z z z z 
z z z z z z z z z 
z z z -z z i z z z 
z z z z i z z z z 
0 
z z z z z z z z z 
z z z z z z z z z ^3 ^2 
° 
0 2/3^/2 
J/3 ° 
0 y^ 
0 1 3 2 
0 
The next theorem gives us a way of obtaining product designs from 
product designs of smaller orders. 
THEOREM 5.2.3. Let (a/^ ;^ Y N ) be product designs of order n and types (a^^, h^, b^i o^i •••5 o^ and let S and x^B + x^P 
be amicable orthogonal designs of order m and types ((u); (y, zx;)) . Then 
(X^P ^ M^ + R ^ M^-, Y^S ^ + Y^B X M^-, Z^P X + 5 X 
are product designs of order rm and types 
(Wib^ , va^, va^; ub^, vb^; wb^, uo^, . 
Proof. By straightforward verification. 
A very useful form of this theorem is obtained by using the amicable 
orthogonal designs of order 2 and types ((1, 1); (2)) (see Geramita, 
Geramita and Wallis [7]). We state this particular case in the following 
corollary. 
COROLLARY 5.2.4. Let (m ; y M +y M N] be product designs of order X J. o M-
n and types (a^^, b^, b^-, o^, e^) . Then there are product 
designs of order 2n and types 
[b^, a^, a^-, b^-, b^, . 
In Theorem 5.2.3 and Corollary 5.2.4 we may have M^ or M^^ equal to 
zero. In this case, however, the next theorem gives a better result. 
THEOREM 5.2.5. If M^; n] are product designs of order n and 
types (a^, ..., a^; fc; a . . . , c^} and if S and y^E + P are amicable 
orthogonal designs of order m and types ((kj^, u^) ; (y, Wj^, w^]) 
then there are product designs of order mn and the foliating types: 
(i) [va^, ..., va^-, vb; cu^, ..., bw^, ..., and 
(ii) [po.^, ..., vb-, uc^, ..., uc^, bw^, ..., bw-j^] , 
where u and c are the sums of the u.'s and c.'s respectively. 
t' 1' 
Proof. We consider 
[B X M^; R X M^i S X N + P X M^] 
with the appropriate variables equated. 
We now produce a method for constructing product designs from amicable 
orthogonal designs. 
THEOREM 5.2.6. If S^ and x^/?^ + amicable orthogonal 
designs of order n and types ((w^^, u^) ; ( f , w)) and S^ and 
y^^ + J/2^2 ^^ amicable orthogonal designs of order m and types 
((8^, ..., s^ - (r, p)] then 
are product designs of order mn and types 
[ru^, ..., ru^, vp- V8^, ..., vs^, wr- wp] . 
Proof. By straightforward verification. 
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In the following lemma, we give an example of product designs which 
will be used in the next section to produce a very useful orthogonal design. 
LEW1A 5.2.7. There are product designs of order , t > ^ , and 
types 
(l, 1, 1, 1, 2, 4, 2, 2^-2. 2, . 
Proof. The product designs of order U and types (1, 1, 1; 1, 2; 1) 
produce product designs of order 8 and types (1, 1, 1, 1; 2, 2; 2, 2) 
(Corollary 5.2.4). This design in turn produces product designs of order 
16 and types (1, 1, 1, 1, 2; 2, 4; 2, 4, 4) , 
By repeated use of Corollary 5.2.4 we obtain the required result. 
In Appendix I we give a list of product designs of orders 4, 8, 16, 
32 and 64 which are obtained by using the results given in this section. 
5.3 Constructing orthogonal designs from product designs 
We now produce a generalization of Construction 5.1,1. 
THEOREM 5.3.1. Let y^E + P and S be amicable orthogonal designs 
of order m and types ((y, .. ., ; (u^, . . . , u^) and let 
^2' ^^ ^^ product designs of order n and types 
[a^, . . . , a^; b^, b^-, c^, . Then there exist orthogonal 
designs of order rm and types 
(i) [va^, . . . , ya^, wb^, . . . , wb^, uo^, . . . , uc^] , 
(ii) [va^, . . . , va^, wb^, . . . , wb^, u^c, . . . , u^c] , 
(Hi) [va^, . . . , va^, w^b, . . . , w^b, uc^, . . . , uc_^] , 
(iv) [va^, . . . , va^, w^b, . . . , Wjb, u^c, . . . , u^c] , 
where b, a, u and w are the sums of the b.'s, c.'s, u.'s and w.'s 
'h % X-
vespectively. 
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Proof. We consider 
with the appropriate variables equated. 
As an example of the use of this theorem, we give the following lemma. 
LEMMA 5.3.2. There is an orthogonal design of order , t > 2 , 
and type (l, 1, l, 1, 2, 2, 4, U, ..., . 
Proof. If t > 5 we apply the above theorem with the product designs 
of order 2^ ^ and types 
(l, 1, 1, 1, 2, 2, 2, ..., 
(Lemma 5.2.7) and amicable orthogonal designs of order 2 and types 
( d , 1); (2)} . 
The orthogonal design of order 16 and type (1, 1, 1, 1, 2, 2, 4) 
may be obtained in a similar manner by using the product designs of order 8 
and types (1, 1, 1, 1; 2, 2; 2, 2) (see proof of Lemma 5.2.7). 
The design of order 4 and type (1, 1, 1, 1) is given in Geramita et 
al [7] and the design of type (1, 1, 1, 1, 2, 2) is obtained from the 
orthogonal design of order 8 and type (1, 1, 1, 1, 1, 1, 1, 1) (see 
Geramita et al [7]). This completes the proof. 
We note that the above orthogonal design has 2t variables. If 
t = 4fe + 1 , p(t) = 8fe + 2 = 2t and if t - kk + 2 , p(t) = + 4 = 2t . 
Therefore, if t = + 1 or kk + 2 , the above design has the maximum 
number of variables allowed. We also note that the above design is full. 
That is, the design contains no zeros. 
By equating variables in the above design we obtain: 
COROLLARY 5.3.3. All orthogonal designs of type (1, 1, a, 2?, a) , 
a + b + c = - 2y exist in order 2^ , t > 3 . 
In Appendix II we give the types of some orthogonal designs of orders 
32, 64 and 128 obtained from product designs. These designs are used in 
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the following section. 
We now give two results to show how product designs may be used to 
obtain orthogonal designs in orders other than powers of 2 . 
LEMMA 5,3.4. There are product designs of order 12 and types 
(1, 1, 1; 1, 1, 4; 4), (1, 1, H; 1, 1, 1; 1), (1, 1, 4; 1, 4, 4; 1), 
(1, 1, 4; 1, 1, 4; 4), (1, 4, 4; 1, 4, 4; 1) and (1, 1, 1; 1, 1, 1; 9) . 
Proof. In his PhD dissertation, Wolfe gives amicable orthogonal designs 
of order 6 and types ((1, 1); (1, 4)) and [(1, 4); (1, 4)) . By using 
these designs in Theorem 5.2.6, we obtain the first 5 designs. The last 
is given in Example 5.2.2. 
By using Theorem 5.3.1 with the above designs, we obtain: 
COROLLARY 5.3.5. There are orthogonal designs of order 24 and types 
(1, 1, 1, 1, 1, 1, 9, 9) (1, 1, 1, 1, 4, 4, 4, 4) 
(1, 1, 1, 1, 1, 4, 4, 4) (1, 1, 1, 1, 1, 1, 4, 4) , 
These designs are discussed in [18]. 
5.4 Orthogonal designs in powers of two 
Wallis, in [24], gives the following result. 
LEMMA 5.4.1. If there is an orthogonal design of order n and type 
(mj^, ..., u^) , then there is an orthogonal design of order 2n and type 
("l' "i. 2^2, . 
By equating variables in the orthogonal designs given in Appendix II 
and by using the above lemma, we obtain the following results. 
LEMMA 5.4.2. All e-tuptes of the form 
{a, b, G, d, e, 32-a-b-G-d-e) , 0<a + b + o + d-\-e<32j 
are the types of orthogonal designs of order 32 , except possibly 
(1, 1, 1, 1, 1, 27) . 
COROLLARY 5.4.3. All possible b-tupleSy except possibly 
U8 
(1, 1, 1, 1, 27) 3 ore the types of orthogonal designs of order 32 . 
LEMMA 5.4.3. All 5-tuples of the form 
(a, b, o, d, 2^-a-b-o-d] , + b + + 
are the types of orthogonal designs of order , t = 6 and 1 . 
COROLLARY 5.4.4. All possible n-tuples, n = l, 2, 3, 4 , are the 
types of orthogonal designs of orders t+, 8 , 16, 32, 54 and 128 . 
Proof of theorem 5.2.3. 
Write the new design as (Mj ). 
We want to show : 
(i)M,-.vW = = 0 ; 
(ii) Mj+N and M ^ + W are orthogonal designs ; and 
(iii) = M ^ M ] _ 
For (i) we have 
= (x^PxMg + RxM^)-;c(z^PxM^ + SxN ) 
Since M vVM, = M -.'rN = R--VP = M -.'cN = 0 , we have M^-.'-'N = 0 . 
O M" vj -L 
By similar reasoning , we obtain = 0 . 
For t h e first part of (ii) it is sufficient to show Mj and W are 
o r t h o g o n a l designs and MjW^ = -WMj . 
Now , , ^ ^ -(- -j-
M ^ M ; = (xiPxMg + RXM^)(X^P xMg + R xM^) 
3 x?PP^xM MI; + R R ^ X M ^ M ^ + x / P R ^ X M „ M ^ + RP^x M ^ M ^ . 
1 3 3 i i i o i 1-3 
Therefore M , is an orthogonal design since P , R , M^ , and M^ are 
t t t t 
o r t h o g o n a l designs , PR = -RP , and , M ^ M ^ = M ^ M ^ . 
Similar reasoning shows W is an orthogonal d e s i g n . 
We also have 
MjW^ = (x^PxMg + RxM^)(z^P'^xMf^ + 
= x^z^PP^XM^MJ + x^PS^xMgN^ + Z^RP^XM^MJ + RS^xM^N^ 
= -WMj . 
The second part of (ili,pnd (Jii) follow in a similar w a y . 
This complets the proof . 
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CHAPTER 6 
GOLAY SEQUENCES AND OTHER SEQUENCES WITH ZERO AUTO-CORRELATION FUNCTION 
In this chapter we consider sequences with zero non-periodic auto-
correlation function and show how such sequences may be used to construct 
orthogonal designs. The results of this chapter arise from joint work 
carried out with Dr Jennifer Seberry Wallis. 
6.1 Preliminaries 
Let X = {a^, A^, . . . , A^] , where A^ = {a^y, a^.^} , be m 
sequences of commuting variables of length n . 
The non-periodic auto-aorvelation function of the family of sequences 
X (denoted ^^^ ] is a function defined by 
= y fa, .a, . . + .a_ . . + .. . + a .a . .1 . 
The periodic auto-correlation function of the family of sequences 
X (denoted P^ ) is defined by 
n 
Pvij) = y fa, .a- , . + a^ . . + ... + a .a . .1 
where we assume the second subscript is actually chosen from the complete 
set of residues mod(n) • 
We can interpret the function P ^ in the following way: form the 
circulant matrices which have first rows respectively. 
m 
a,, a,„ ... a. ... a . a n « o ••• 1 1 ^ 1 2 '• In ' 21 22 •• 2n ' ' ' ' m l m2 mn 
then PyCj) is the sum of the inner products of rows 1 and j + 1 of 
A 
these matrices. 
Clearly if X is a family of sequences as above, then 
= + N^(n-j) , J = 1, ..., n-1 , 
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and 
J^^U) = 0 Vj = 0 Vj . 
Note. may equal 0 for all J = 1, n-1 even though the 
Nj^ij) are not. 
We say the weight of X is the number of non-zero entries in X . 
Let X be as above with j^^ (j) = 0 Vj = 1, 2, ..., n-1 then we will 
a j-tf o/ 
call X m-complementary sequences of length n . A 
If X = ^2' ^rt^ w-compleTnentary s e q u e n c e s of l e n g t h n 
and weight 2k such that 
are also m-complementary sequences (of weight k ) then X will be said to 
ffi set of 
be m-complementary disjointdble sequences of length n . X will be said 
A 
c? set of 
to be^ m-comptementary disjoint sequences of length n if all (^ j pairs 
of sequences are disjoint; that is, . * 4 . = 0 Vi, j where * is the 
3 
Hadamard product. 
One more piece of notation is in order. If g^ denotes a sequence of 
integers of length r then by xg^ we mean the sequence of length r 
obtained from g^ by multiplying each member of g^ by x . 
IS a sef af 
If X = • ^JT)^ a*»e^ two sequences where 
a., b. ^ {l, -1} and Nyij) = 0 for j = 1, n-1 then the sequences 
in X are called Gotay complementary sequences of length n . For example 
n = 2 1 1 and 1 -
n = 10 1 - - 1 - 1 1 and 1 1 1 -
n = 26 1 1 1 - - 1 1 1 - 1 1 - 1 1 - - 1 a^nxd 
1 1 1 - 1 1 - 1 - 1 - 1 1 - - 1 . 
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LEMMA 6 .2 .1 . Let X = A^, .. . , A^ 
6.2 Cons t ruct ing sequences 
We will use the notation to mean the order of the entries in the 
sequence A are reversed. 
Then a few simple observations are in order and for convenience we put 
them together as a lemma. 
be a set of m-complementary 
sequences of length n . Then 
(i) Y = \A* A^ A"^ A A \ 
is a set of m-aomplementavy sequences of length n ; 
W = {A^, A., -A. ^ , . . ., -/I 
'•1 t ^+l ' m' 
is a set of m-complementary sequences of length n ; 
(Hi) if m is even, then 
2 = { K , A , A m-\ m A -A m-1 . m 
is a set of m-complementary sequences of length 2n . 
is odd, 
Z = {{A^, A 
If m let be a sequence of n zeros. Then 
A , A ^ OT m+1 A , -A ^ m' m+1 
is a set of m^l-complementary sequences of length 2n . 
(iv) If m is even, then 
A m-1 m^ J 
where A./A^ means a a^^, a a^^ 
is a set of m-complementary sequences of length 2n . 
^jn' ^kn ' 
If m is odd, let A OT+1 
V = 
be the sequence of n zeros. Then 
A l-A A lA , m m+1 m' m+1 
is a set of m-^1-complementary sequences of length 2n . 
THEOREM 6.2 .2 . Suppose X = [a^, 
IS » S^t of 
2m-complementary 
sequences of length n mid weight I and Y = {s^, B^ it j*f of 
2-complementary disjointable sequences of length t and weight 2k . Then 
there are 2m-complementary sequences of length nt and weight kl . 
/5 « S^T • / 
The same result is true if X 2m-complementary disjointahle 
tf a. t*f o f 
sequences of length n and weight 2l and Y 2-complementary 
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sequences of weight k . 
Proof. Using an idea of R.J. Turyn we consider 
and 
for i = 1 , ..., m , which are the required sequences in the first case, and 
and 
for i = 1, ... y m , which are the required sequences for the second case. 
COROLLARY 6.2.3. Since there are Golay sequences of lengths 2, 10 
and 26 there are Gotay sequences of length 2*^10^26'^ for a, b, c 
non-negative integers. 
COROLLARY 6.2.4. There are 2-complementary sequences of lengths 
2*^6^10^14^26^ of weights 2^5^10^13^26®2 where a, b, c, d, e are non-
negative integers. 
Proof. We use Golay sequences of lengths 2 , 10 and 26 and the 
following 2-complementary disjointable sequences of lengths 6 and 14 
respectively: {{l 1 - 1 0 1 } , {l 1 - - 0 -}} and 
{ { l l l - - l l l - l - - 0 - } , { l l l l - l l - - l - l ^ 1}} . 
LEMMA 6.2.5. Consider four (1, -1) sequences A ^ [X, Y, Z, W] 
where 
X- [x^ - 1 , Vm' ^^2' = ^ 
U -- [u^-- 1 , u ^ , U g , f^u^, / 3 U 3 , ^ ' 
y = y^, y^, V l V l ' ^ 2 ^ 2 ' ' 
7 = V r V i V i ' V 2 ' • 
Then N. - 0 implies that h. - f . , i > 1 , and g. = e. . Here A V V J J 
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&m - 2 = 
m 
y x.+x.h. 
m 
y u.+u.f. 
m-l 
^=l 
m-l 
y + y v.-vv.e. 
m % % V ^=l 
Proof. We note since all variables are ±1, a + b - ab + 1 (mod 4) 
and X + xyz = y + z (mod 4) . Clearly NA2m-1) = 0 gives -h = f = 1 , 
Pl X -L 
and 
= + + f^ + f2 + ^ ^ + (mod 4) 
= 0 (mod 4) . 
This gives " ' proceed by induction to show that 
\h = ^ i-i^i-i ^^^ ^ - • 
Assume h .f. - q. ,e. , , that is, +f. + <7. , + e , = 0 (mod 4) , 
for all i, < k •^i m • Now consider 
. f^, ... , f^, g^, ... , 
E 0 (mod 4) . 
This gives the result for all 1 < i S m . 
Suppose k = m + j < 2m . Then 
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+ V e .V .] 
liA2m-k) = [x X . + ... + x jc] + (ar. h x + ... + x h . x. J 
A 1 m-j+1 J nt' ^ mm m j+1 j+1^ 
+ [h xJl ^. + ... + h . .X . 
+ ("TM^ + ... + U .U ) + fu . U + ... + u f, 1 m-3+1 J m^ ^ j+1 w m nfj+l J+1 
+ [fuf.u. + . . . + / . . 
" ( V i V i V i ^ j - 1 ^ ••• ^ 
= + ... + h + h + h ] 1 ^ m-j+1 V 
1 •'m •'m-j+1 •'m^ 
+ fe, + • . . + e 1 + e + . .. + e -,+11 (mod 4) -L m-1 m-j+1 m-1 
E + (mod 4) 
= ^ • = ^ • ^ " ^ • "iH - 1 • 
By constructing the circulant matrix with X as its first row, we can 
see that 
m 
y X .+x .h . is the sum of the innerproducts of row 1 with 
rows 1, 2, m ; the innerproduct of row 1 with itself is the sum 
of the squares of the elements of X • 
By repeating this argument with U, Y and V and noting that N = 0 
ri 
implies P = 0 , we can see that 
/x 
Qm - 2 = 
m 
i=l 
y x.+x.h. + y u.+u.f. A', t i t , -7. 
m 
i=l 
m-1 
ym ' I ^i^HH t' — -L 
m-1 
y + y v.+e .V. m ^ t t 
u — X 
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where 
COROLLARY 6.2.6. Consider four (1, -1) sequences A ^ [X, U, Y, W] 
J 
X = [x^ = 1 , X g , x^, -x^, . . . , - X g , -x^, -x^ = - 1 
U ^ [u^ - - 1, u^, U3, . . . . fgUg, = ^ 
^ = i^/r V i ' V r ^ 
V = y , y , y , y , e y , . . . , e v , e v , e v 1 2 m-± Tn m-l m-1 0 0 2 2 1 1 
Then N. = 0 implies that all e. are +1 and all f . , i > 1 , are -1 . 
n. Xr ' X-
Here 8m - 6 is the sum of two squares. 
Similajrly we can prove 
COROLLARY 6.2.7. Consider four (1, -1) sequences A U, Y, w} 
where 
= {xj^  = 1, x^, Xg, x^, ..., Xg, x^, X = 1} , 
U = 1, U3. ..., u^, f^u^, fgXg, f^x^, -1} , 
^ = {j/i. ^m' ^ 
which have N. = 0 . He/>C(^ e. = -1 for all i and f. - +1 for all i . 
A If 
Here 8m + 2 is the sum of two squares. 
DEFINITION 6.2.8. Sequences such as those described in the last two 
corollaries w i l l be called Turyn sequences of length I (the four sequences 
are of weights I, I, I - 1 and I - 1 ). A sequence X - {x^, x^ 
wi l l be called sP-ew i f n is even and x • = -x . , and symmetric if n 
^ n-^+l 
is odd and x. = X . , . 
^ n-t+1 
LEMMA 6.2.9. There exist Turyn sequences of lengths 2, 4, 6, 8, 3, 
5, 7, 13 and 15 . 
Proof. Consider 
1 = 2 X = {{1-}, {11}, {1}, {1}} , 
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I = 4 Z = {{11—}, {11-1}, {111}, {1-1}} , 
I = 6 Z = { { i l l— } , {11-1-1}, {11-11}, {11-11}} , 
t = 8 X = {11-1-1—}, { 1 1 1 1— 1 } , {111-111}, {1—1—1}} , 
t = 3 Z = {{111}, {11-}, {1-}, {1-}} , 
I = 5 X = {11-11}, { n i l - } , {11—}, {]-i-}} , 
I = 7 X = {111-111}, {11—-1-}, {11-1—}, {11-1--}} , 
I = 13 X = {1111-1-1-1111}, { 1 1 1 - 1 - 1—11- } , {iii-ii--i-—} 
or 
{ 1 1 1 - 1 - 1 1—-}} , 
X = {{111-11-11-111}, {111--1-1—11-}, { 1 1—1 - 1 1 1—} , 
{1111-1-1 }} , 
Z = 15 : X = {{11-111-1-111-11}, {111-11—-11-11-}, {111I--I-II }, 
{1 1-1-1111-}} . 
Remark. These" Sequences were constructed using the Research School of 
Physical Sciences DEC-10 System. 
A complete computer search gave no more solutions for I even and less 
than 20 , or I odd and less than 30 . 
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6.3 Using sequences to construct orthogonal designs 
Before v;e proceed with the first result, we need one simple remark. 
If we have a collection of sequences, X (each of length n ), such that 
Nj^ij) = 0 , J = 1, n-1 , then we may augment each sequence at the 
beginning with k zeros and at the end with I zeros so that the resulting 
collection, say X^ , of sequences having length n k + I still has 
N (j) = 0 , J = 1, ..., n+k+l-1 . We use this remark in the next result. 
'^ l 
THEOREM 6.3.1. Let r^ he any number of the form 2 10 26 5 13 
""2 ^2 
and let he any number of the form 2 10 26 5 13 , a., h ., a ., d. 2. u u u l/" 
and e. non-negative integers. Further^ let n be any integer greater than 
a h o d e a b c d e 
or equal to max(2 "^10 26 6 , 2 10 26 ^ Iff ] . Then there 
exist orthogonal designs of order i+n and types 
(i) (r^, r^, r^, r^ and 
Hi) ( l , 4, r . , r . ) , i = 1, 2 . 
Proof. If we have 4-complementary^of length n , then we may use 
these sequences as first rows of circulant matrices which satisfy the 
conditions of Theorem 1.5. 
IS ® / 
We note that if {X, l} aare^ 2-complementary sequences then 
_ //a. st.'f o/ 
{aX/hY, hX/aY] aae 2-complementary sequences on the variables a and b . 
Now, by appealing to Corollary 6.2.4, we obtain (i) and by using the 
sequences {oda, aOa}^ ^ d r & j ca.-^^O'/Jeo/j we ^hVatn Q') . 
Before we proceed, we quote a theorem of Cooper and Wallis [2]. 
THEOREM 6 . 3 . 2 . Suppose there eodsts four ciraulant (0, 1 , - 1 ) 
2 matriaes X. , -i = l , 2 , 3 , 4 which are non-zero for each of the n X' 
entries for only one i and whiah satisfies 
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y x.x. = xi . 
^ % V 
^=l 
Then €heTe is a Baumert-Hall array of order n . 
Note. A Baumert-Hall array for order n is an orthogonal design of 
order ^n and type {n, n, n, n) . 
In order to find circulant matrices which satisfy the conditions of 
this theorem we are led to the following definition: 
DEFINITION 6.3.3. U-complementary disjoint (0, 1, -1) sequences of 
length t and total weight t will be called T- sequences. 
EXAMPLE 6.3.4. Consider 
T - {lOOOO^j 01100«j0001-0j 000001} . 
The sequences are disjoint as the tth entry is non-zero in one and only 
one of the four sequences. The total weight is 6 and N^ = 0 . 
We now give a way of obtaining T-sequences from Turyn sequences. 
THEOREM 6.3.5 (Turyn). Suppose A = {Z, U, Y, F} are Turyn sequences 
of length I where X is skew and Y is symmetric for I even and X is 
syrmetric and Y is skew for I odd. Then there are T-sequenees of 
length 2l - 1 and - 1 . 
Proof. We use the notation A/B as before to denote the interleaving 
of two sequences A - m and B - b h , 1 m-x 
A/B -- {a^, b^, a^, b^, a^} 
Let 0 be a sequence of zeros of length t • Then 
V 
T^ = {{^ix+u), [hix-u), {0^, %(ytF)}, {o^, %(y-7)}} 
and 
are the T-sequences of lengths 2Z - 1 and - 1 respectively. 
COROLLARY 6.3.6. There are T-sequenaes constructed from Turyn 
sequences of lengths 3, 5, 7, 9 , n , 13, 15, 19^ 23, 25, 27, 29, 31, 51, 
59 . 
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We now use these T-sequences cis first rows of circulant matrices. By 
using Theorem 6.3.2, we obtain 
LEMMA 6.3.7. Ther>e are orthogonal designs of order Uw and type 
(n, n, n, n) for 
n = 3, 5, 7, 9, 11, 13, 15, 19, 23, 25, 27, 29, 31, 51 and 59 . 
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APPENDIX I 
PRODUCT DESIGNS IN POWERS OF TWO 
Before we give some product designs, and their constructions, we note 
the following: 
1 . There are amicable orthogonal designs of order and 
type ((l, 1 , 2, [2'-', 2'-', 2^-^)] . 
2. Lemma 4.3.5 gives the following amicable orthogonal designs 
of order 8 : 
( d , 1 , 2, 2, 2); (8)) ( d , 7); (1, 7)) 
( d , 2 , 2, 3); (2, 6)] 
3. By appealing to Corollary 4.3.3, and using the amicable 
orthogonal designs of order 8 and type ((1, 7); (1, 7)) , 
we obtain amicable orthogonal designs of order 32 and type 
( d , 1 , 2, 28); (U, 28)) . 
4. If [M^-, A/^; are product designs, then (Af^; M^-, /v) are 
product designs. 
5. Variables in product designs or amicable designs may be 
equated. 
In Tables 1 , 2 , 3 and 4 we give product designs of orders 4 , 8, 1 6 , 
32 and 64 together with their construction. 
Unless otherwise stated, the constructions used are those of Theorem 
5.2.6 and Corollary 5.2.4. 
We list those obtained from Theorem 5.2.6 first. 
64 
PRODUCT DESIGNS OF ORDERS 4 AND 8 
Product designs 
order 4 
order 8 
1.1,1,2;1,1,3;3) 
1,1,2,3;1,3,3;1) 
1,1,2,2;?,2,2;2) 
Construction 
1,1,1;2,2;2,2) 
1,1;1,1,1;5) 
Construction 5.1.1 
((1,1,2);(1,3)) 
((1,1,2);(3,1)) 
((1,1,2);(2,2)) 
(1,1,1;1,2;1) 
(l,l,l;2,l;l) 
Example 5.2.1 
((1,1);(1,1)) 
[(1,1);(1,1)) 
((1,1);(1,1)) 
TABLE 1 
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PRODUCT DESIOiS OF ORDER 16 
Product designs Construction 
(1,1,2,3;1,1,2,3;9) ((1,1,2);(1,3)) ((1,1,2);(1,3)) 
(1,1,2,9;1,3,3,6;3) ((1,1,2);(3,1)] ((1,1,2);(1,3)) 
(1,1,7;1,1,7;7) ((1,7);(1,7)) ((1,1);(1,1)] 
(1,2,2,2,3;2,2,6;6) ((1,2,2,3);(2,6)) ((1,1);(1,1)) 
(2,2,2,4;1,1,2,6;6) ((1,1,2);(1,3)] ((1,1,2);(2,2)) 
(2,2,U,5;3,5,5;3) ((2,2,4);(5,3)) ((1,1);(1,1)] 
(2,2,4.6;2,3,3,6;2) ((1,1,2);(3,1)) ((1,1,2);(2,2)) 
(2.2,4,7;1,7,7;1) ((2,2,'+);(7,l)) ((1,1);(1,1)) 
(2,6,6;l,l,2,'+,6;2) ((1,1);(1,1)} ((1,1,2,U);(2,6)) 
((i,i);(i,i)) 
(l,l,l,l,2";2,U;2,i+,4) (1,1,1,1;2,2;2,2) 
(1,1,1,2,2;3,4;3,6) (1,1,1,2;2,3;3) 
(1,1,1,2,3;2,6;2,6) (1,1,2,3;1,6;1) 
(1,1,1,2,4;1,8;1,2,U) (1,1,1,2;4,1;1,2) 
(1,1,1,2;5;3,3,5) (1,1,1,2;5;3) in Theorem 5.2.5 
(1,1,2,3,4;3,8;2,3) (1,1,2,3;4,3;1) 
(1,1,2,3,5;1,12;1,2) (l,l,2,3;6,l;l) 
(1,2,2;2,3;3,4,U) (2,2;1,3;2,2) 
(1,2,3,3;4,5;2,5) (l,3,3;2,5;l) 
(2,2,2,5;1,10;1,'+) (2,2,2;5,1;2) 
TABLE 2 
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PRODUCT DESIGNS OF ORDER 32 
Product designs 
(3,13,13;'+,U,8,13;3) 
(3,5,5,10;2,2,t+,15;9) 
(7,7,9;U,4,7,8;9) 
(1,1,1,2,2,U;3,8;3,6,12) 
(1,1,1,2,4,8;1,16;1,2,4,8) 
(l,l,2,2,3;i+,5;5,18) 
(1,1,2,3,I+,11;22;4,6) 
(1,1,2,3,'4,8;3,16;3,4,6) 
(1,1,2,3,6,12;1,2U;1,2,4) 
(1,1,2,6,9;7,12;6,7) 
(1,1,2,3,9;6,10;6,10) 
(1,1,2,9,10;3,20;3,6) 
(1,2,3,3,4;5,8;4,5,10) 
(1,2,3,3,6;1+,11;6,11) 
(1,3,3,6,10;3,20;3,6) 
(1,3,3,6,11;2,22;2,6) 
(l,3,3,6,9;4,18;'+,6) 
(1,4,7,7;8,11;2,11) 
(1,6,7,7;9,12;2,9) 
(2.2,2,4,9;1,18;1,12) 
(2,2,2,5,10;1,20;1,2,8) 
(2,2,4,5,10;3,20;3,6) 
(2,2,4,5,8;5,16;5,6) 
(2,2,4,6,11;3,22;3,'+) 
(2,2,t+,6,9;5,18;4,5) 
(2,2,4,7,8;7,16;2,7) 
(2,6,6,13;1,26;1,4) 
Construction 
((1,1);(1,1)) 
((1,1,2);(1,3)) 
((1,1,2);(3,1)) 
((i,i);(i,i)) 
(1,1,1,1,2;4,2;2,4,4) 
(1,1,1,2,2;4,3;3,6) 
(1,1,1,2,4;8,1;1,2,U) 
(1,1,2,3;2,5;9) 
(1,1,2,3,U;11;2,3) 
(l,l,2,3,4;e,3;2,3) 
(1,1,2,3,6;12,1;1,2) 
(1,1,2,9;6,7;3) 
(1,1,2,9;3,10;3) 
(1,1,2,9;10,3;3) 
(1,2,3,3;4,5;2,5) 
(1,3,3,6;2,11;3) 
(1,3,3,6;10,3;3) 
(1,3,3,6;11,2;3) 
(1,3,3,6;9,U;3) 
(1,7,7;4,11;1) 
(1,7,7;6,9;1) 
(2,2,2,i+i9,l;6) 
(2,2,2,5;10,1;1,4) 
(2,2,4,5;10,3;3) 
(2,2,'4,5;8,5;3) 
(2,2,4,6;11,3;2) 
(2,2,U,5;9,5;2) 
(2,2,4,7;8,7;1) 
(2,6,6;13,1;2) 
((i+,4,8);(3,13)) 
((2,2,U);(5,3)) 
((U,4,8);(7,9)) 
TABLE 3 
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PRODUCT DESIGNS OF ORDER 64 
Product Designs 
(1,1,1,2,2,3,U;6,8;6,8,12,24) 
(1,1,1,2,'+,8,16;1,32;1,2,4,8,16) 
(1,1,2,2,3,U;5,8;5,10,36) 
(1,1,2,3,I+,8,16;3,32;3,6,8,12) 
(1,1,2,3,6,9;10,12;10,12,20) 
(l, l ,2,6,7,9;12,li+;12,12,14) 
( 1 , 2 , 3 , 3 , 4 , 5 ; 8 , 1 0 ; 8 , 8 , 1 0 , 2 0 ) 
(1,2,3,3,6,11;4,22;4,12,22) 
(1,3, 3,6,9,18;4,36;4,8,12) 
(1,4, 7, 7,8;11,16;'+,11,22) 
(l,6,7,7,12;9,24;i+,9,18) 
( 2 , 2 , 2 , 5 , 1 0 , 2 0 ; 1 , 4 0 ; 1 , 2 , 4 , 1 6 ) 
(2,2,4,6,9,18;5,36;5,8,10) 
(2,2,4, 7,8,16;7,32;7,18) 
(2,3,5,5,10;4,21;18,21) 
(2,6,6,13,26;1,52;1,2,8) 
(3,4,13,13;8,25;6,25) 
(4,4,4,7,14;5,28;5,10,16) 
(4,4,7,8,12;14,21;8,21) 
(7,7,9,12;11,24;11,18) 
Construction 
(1,1,1,1,2,4;2,8;2,4,8,8) 
(1,1,1,2,2,4;3,8;3,6,12) 
(1,1,1,2,4,8;16,1;1,2,4,8) 
(1,1,2,2,3;4,5;5,18) 
(1,1,2,3,4,8;16,3;3,4,6) 
(1,1,2,3,9;6,10;6,10) 
(1,1,2,6,9;7,12;6,7) 
(1,2,3,3,4;5,8;4,5,10) 
(1,2,3,3,6;11,4;6,11) 
(1,3,3,6,9;18,4;4,6) 
(1,4,7,7;8,11;2,11) 
(1,6,7,7;12,9;2,9) 
(2,2,2,5,10;20,1;1,2,8) 
(2,2,4,6,9;18,5;4,5) 
(2,2,4,7,8;16,7;9) 
(3,5,5,10;2,21;9) 
(2,6,6,13;26,1;1,4) 
(3,13,13;4,25;3) 
(4,4,4,7;14,5;5,8) 
(4,4,8,12;7,21;4) 
(7,7,9;12,11;9) 
TABLE 4 
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APPENDIX II 
ORTHOGONAL DESIGNS IN POWERS OF TWO 
In Tables 5, 6, 7 , 8, 9 , 10, 11 and 12 we give orthogonal designs of 
orders 32, 64 and 128 . 
These designs are obtained by using product designs given in Appendix I 
and appealing to Theorem 5.3.1. 
10 VARIABLE ORTHOGONAL DESIGNS OF ORDER 32 
Orthogonal design 
(1,1,1,1,2,2,3,3,9,9) 
(1.1.1.1.2.2.4.4.8.8) 
(1.1.1.2.3.3.3.3.6.9) 
(1,1,3,3,3,3,3,3,6,6) 
(1,2,2,2,2,2,3,6,6,6) 
Construction 
Product designs 
(1,1,2,3;1,3,3;1) 
(1,1,1,1,2;2,4;2,4,4) 
(1,1,1,2;1,1,3;3) 
(1,1,1,2;1,1,3;3) 
(1,2,2,2,3;2,2,6;6) 
Amicable designs 
((1,3);(1,1,2)) 
((1,1);(1,1)) 
((1,3);(1,1,2)) 
((3,1);(1,1,2)) 
((1,1);(1,1)] 
TABLE 5 
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9 VARIABLE ORTHOGONAL DESIGNS OF ORDER 32 
Orthogonal design Construction 
Product designs Amicable designs 
1,1,1,1,2,2,3.7,14) (1,1,2,3;7;1) ((1,1,2);(1,1,2)] 
1,1,1,1,2,2,4,10,10) (1,1,1,1,2;2,4;10) ((1,1);(1,1)] 
1,1,1,1,2,4,7,7,8) (1,1,1,2,4;1,8;7) ((1,1);(1,1)) 
1,1,1,1,4,4,6,6,8) (1,1,1,1;2,2;4) ((1,3);(1,1,2)) 
1,1,1,2,2,3,4,6,12) (1,1,1,2,2;3,4;3,6) ((i,i);(2)) 
1,1,1,2,2,3,6,8,8) (1,1,1,2,3;2,6;8) ((1,1);(1,1)) 
1,1,1,2,2,4,7,7,7) (1,1,1;1,1,1;1) ((1,7);(2,2,4)) 
1,1,1,3,3,3,5,5,10) (1,1,1;1,1,1;5) ((1,3);(1,1,2)) 
1,1,1,2,3,3,5,6,10) (1,1,1,2;5;3) ((1,1,2);(1,1,2)) 
1,1,2,2,7,4,6,7,7) (1,1,2,3;7;1) ((2,1,1);(1,1,2)) 
1,1,2,3,3,4,4,6,8) (1,1,2,3,4;3,8;2,3) ((i,i);(2)) 
1,1,2,3,3,4,5,5,8) (1,1,2,3,4;3,8;5) ((1,1);(1,1)) 
2,2,2,3,3,4,5,5,6) (1,1,1,2;5;3) ((2,1,1);(1,1,2)) 
2,2,3,3,3,3,4,4,8) (1,1,1,1;2,2;4) ((3,1);(1,1,2)] 
2,2,3,3,3,4,5,5,5) (1,1,1;1,1,1;1) ((3,5);(2,2,4)) 
TABLE 6 
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8 AND 7 VARIABLE ORTHOGONAL DESIGNS OF ORDER 32 
Orthogonal design Construction 
Product designs Amicable designs 
(1.1.1.1.7.7.7.7) (1,1,7;1,1,7;7) ((1,1);(1,1)) 
(1.1.1.3.6.5.6.8) (1,1,1;3;1) ((1,1,2,2,2);(8)) 
(1,2,3,3,<+,1+,5,10) (1,2,3,3;4,5;2,5) ((1,1);(2)) 
(1,2,3,3,4,5,7,7) (1,2,3,3,5;7) ((1,1);(1,1)] 
(1,2,2,2,3,11,11) (1,2,2;2,3;11) ((1,1);(1,1)] 
(1,1,1,2,5,11,11) (1,1,1,2;5;11) ((1,1);(1,1)) 
TABLE 7 
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ORTHOGONAL DESIGNS OF ORDER 64 
Orthogonal design Construction 
Product designs Amicable designs 
(1,1,1,1,2,2,4,4,8,8,16,16) (1,1,1,1,2,4;2,8;2,4,8,8) ((1,1);(2)) 
(1,1,1,2,2,3,4,6,8,12,24) (1,1,1,2,2,4;3,8;3,6,12) ((i,i);(2)) 
(1,1,3,6,6,7,7,7,12,14) (1,1,1,2;1,1,3;3) ((7,1);(2,2,4)) 
(1,1,2,3,4,5,5,10,11,22) (1,1,2,3,4;11;5) ((1,1,2);(1,1,2)) 
(1,1,1,2,4,7,7,9,14,18) (1,1,1,2,4;9;7) [(1,1,2);(1,1,2)) 
(1,2,3,3,4,5,8,8,10,20) (1,2,3,3,4;5,8;4,5,10) ((i,i);(2)] 
(2,3,3,3,3,4,6,8,16,16) (1,1,1,1,2;2,4;2,4,4) ((3,1);(4)) 
(3,3,3,5,5,6,8,9,10,12) (1,1,2,3,4;3,8;5) (;(3,1);(1,1,2)) 
(2,2,3,3,4^5,6,9,15,15) (1,1,2,3;1,3,3;1) ((3,5);(2,2,4)) 
(1,1,1,2,2,9,9,9,12,18) (1,1,1,2,2;3,4;9) ((1,3);(1,1,2)) 
(1,3,3,3,4,6,8,8,12,16) (1,1,1,2,4;1,B;1,2,4) [(3,1);(4)) 
(4,4,5,5,5,8,11,11,11) (1,1,1;1,1,1;1) [(5,11);(4,4,8)) 
(3,4,4,6,8,9,9,9,12) (1,1,1;3;1) ((9,1,2,4);(4,4,8)) 
(3,3,3,4,4,8,13,13,13) (1,1,1;1,1,1;1) ((3,13);(4,4,8)) 
(2,2,4,5,5,7,10,14,15) (1,1,2,3;7;1) ((5,1,2);(2,2,4)) 
(2,4,6,6,7,7,9,9,14) (1,2,3,3;9;7) ((2,1,1);(1,1,2)) 
(1,2,3,3,7,7,12,14,15) (1,2,3,3;4,5;7) ((1,3);(1,1,2)} 
TABLE 8 
14, 13 AND 12 VARIABLE ORTHOGONAL DESIGNS OF ORDER 128 
Orthogonal design 
(1,1,1,1,2,2,4,4,8,8,16,16,32,32) 
(1,1,1,2,2,3,4,6,8,12,16,24,48) 
(1,2,3,3,4,5,8,10,16,16,20,40) 
(1,3,3,3,4,6,8,12,16,16,24,32) 
(2,3,3,3,3,6,8,8,12,16,32,32) 
Construction 
Product designs 
(1,1,1,1,2,2,4;4,8;4,8,8,16,16) 
(1,1,1,2,2,3,4;6,8;6,8,12,24) 
(1,2,3,3,4,5;8,10;8,8,10,20) 
(1,1,1,2,4,8;1,16;1,2,4,8) 
(1,1,1,1,2,4;2,8;2,4,8,8) 
Amicable designs 
((i,i);(2)) 
[(i,i);(2)) 
((i,i);(2)) 
[(3,1);(4)) 
((3,1);(4)) 
TABLE 9 
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11 VARIABLE ORTHOGONAL DESIGNS OF ORDER 128 
Orthogonal designs 
(1,1,1,1,2,4,8,16,31,31,32) 
(l,l,l,2,4,9,14,m,18,28,36) 
(1,1,2,2,3,4,5,8,10,20,72) 
(1,1,2,3,3,4,8,15,29,29,32) 
(1,1,2,3,3,6,7,7,12,14,72) 
(1,1,2,3,4,10,10,11,20,22,44) 
(1,1,2,3,4,4,7,8,14,28,56) 
(1,1,2,3,4,8,12,16,19,24,38) 
(1,1,2,3,4,8,13,13,19,26,38) 
(1,1,2,3,4,8,9,13,13,26,48) 
(1,1,2,3,6,7,7,12,14,25,50) 
(1,1,2,3,6,9,10,12,20,24,40) 
(1,1,2,3,7,7,14,18,18,21,36) 
(1,1,2,6,6,7,9,12,21,21,42) 
(1,1,2,6,7,9,12,14,24,24,28) 
(1.2.3.3.4.6.8.11.22.24.44) 
a , 3,3,4,6,8,9,16,18, 24,36) 
(1,3,3,6,6,6,7,7,12,14,63) 
(1,3,3,6,7,7,9,14,18,24,36) 
(2,2,2,4,4,8,11,11,21,21,42) 
(2,2,2,4,8,15,15,16,17,17,30) 
(2,2,4,6,7,7,12,14,24,25,25) 
(2,2,4,6,8,13,13,16,19,19,26) 
(2,2,4,9,9,9,15,15,15,18,30) 
(3,3,5,5,6,9,10,15,18,18,36) 
(3.5.5.6.6.9.9.10.12.18.45) 
Construction 
Product designs 
(1,1,1,2,4,8,16;1,32;31) 
(1,1,1,2,4;9;7) 
(1,1,2,2,3,4;5,8;5,10,36) 
(1,1,2,3,4,8,16;3,32;29) 
(1,1,2,3,6,12;1,24;7) 
(1,1,2,3,4,11;22;10) 
(1,1,2,3;7;1) 
(1,1,2,3,4,8;19;3,4,6) 
(1,1,2,3,4,8;19;13) 
(1,1,2,3,4,8;3,16;13) 
(1,1,2,3,6,12;25;7) 
(l,l,2,3,6,9;10,12a0,12,20) 
(1,1,2,3;1,1,2,3;9) 
(1,1,2,9;1,3,3,6;3) 
(1,1,2,6,7,9;12,14;12,12,14) 
(1,2,3,3,6,11;4,22;4,12,22) 
(1,3,3,6,9,18;4,36;4,8,12) 
(1,1,2,9;1,3,3,6;3) 
(1,1,2,3,6,12;1,24;7) 
(1,1,1,2,2,4;11;21) 
(1,1,1,2,4,8;17;15) 
(1,1,2,3,6,12;25;7) 
(1,1,2,3,4,8;19;13) 
(3,5,5,10;2,2,4,15;9) 
(1,1,2,3;1,1,2,3;9) 
(3,5,5,10;2,2,4,15;9) 
Amicable designs 
[(1,1);(1,1)) 
(1,1,2,4);(2,2,4)] 
(l,l);(2)) 
;(1,1);(1,1)) 
(1,3);(1,1,2)) 
(1,1,2);(1,1,2)) 
(1,1,2,4,8);(4,4,8)) 
(1,1,2);(4)) 
(1,1,2);(1,1,2)) 
/1,3);(1,1,2)) 
^(1,1,2);(1,1,2)] 
,(i,i);(2)) 
(1,7);(2,2,4)^ 
(1,7);(2,2,4), 
'(l,l);(2)) 
(1,1);(2) 
(1,1);(2) 
(7,1);(2,2,4) 
(3,1);(1,1,2); 
(2,1,1);(1,1,2)' 
(2,1,1);(1,1,2) 
(2,1,1)-,(1,1,2)" 
(2,1,1);(1,1,2)" 
(3,1);(1,1,2)" 
(3,5);(2,2,4)" 
(1,3);(1,1,2)' 
TABLE 10 
-J 
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10 VARIABLE ORTHOGONAL DESIGNS OF ORDER 128 
Orthogonal design 
(1,1,2,3,1+,4,8,15,45,45) 
(1,2,2,2,5,10,20,40,23,23) 
(1,7,7,7,8,8,14,16,28,32) 
(2,2,4,5,6,9,18,23,23,36) 
(2,2,4,5,9,9,9,10,18,60) 
(2,2,4,6,7,7,9,11,14,66) 
(2.2.4.7.7.8.16.25.25.32) 
(2,2,4,7,8,9,9,18,21,48) 
(2,2,4,9,9,18,18,20,23,23) 
(2.3.8.8.9.9.16.18.22.33) 
(2,4,7,7,7,7,14,20,20,40) 
(2,6,6,9,9,12,18,20,23,23) 
(3,3,3,5,6,12,14,14,28,40) 
(3,3,4,4,6,8,9,13,39,39) 
(3,3,9,12,12,13,13,13,24,26) 
(3,7,7,8,10,10,14,20,21,28) 
(4,4,4,8,13,13,18,19,19,26) 
(4,4,5,5,7,8,10,14,15,56) 
(4,4,5,5,8,10,11,15,33,33) 
(4,4,5,8,11,11,15,15,22,33) 
(4,4,7,7,8,9,14,21,27,27) 
(4,4,7,8,9,9,18,21,21,27) 
Construction 
Product designs Amicable designs 
(1,1,2,3;1,3,3;1) 
(2,2,2,5,10,20;1,40;23) 
(1,1,1,2,4;1,8;1,2,4) 
(2,2,4,6,9,18;5,36;23) 
(2,2,4,5,10;3,20;9) 
(2,2,4,6,11;3,22;7) 
(2,2,4,7,8,16;7,32;25) 
(2,2,4,7,8;7,16;9) 
(1,1,2,9,10;23;9) 
(1,3,3,6,11;2,22;8) 
(1,1,1,1,2;2,4;10) 
(1,3,3,6,10;23;9) 
(1,1,1,2,4;1,8;7) 
(1,1,2,3;1,3,3;1) 
(1,1,1,2;1,1,3;3) 
(1,1,2,3,4;3,8;5) 
(2,2,2,4,9;19;13) 
(1,1,2,3;7;1) 
(1,1,2,3;1,3,3;1) 
(1,1,2,3;1,3,3;1) 
(1,1,2,3;1,3,3;1) 
(1,1,2,3;1,3,3;1) 
(2,2,4,7,8;23;9) (4,4,8,9,9,14,16,18,23,23) 
(5,5,10,10,10,11,15,20,20,22) (1,1,2,3,4;11;5) 
(5,5,11,11,11,12,12,15,22,24) (1,1,1,2;1,1,3;3) 
(5,5,5,5,6,10,12,16,32,32) (1,1,1,1,2;2,4;2,4,4) 
(5,5,5,6,10,15,16,16,18,32) (1,1,1,2,3;2,6;8) 
(5,5,5,7,10,10,14,18,18,36) (1,1,1,2,2;7;9) 
(5,6,6,11,11,12,15,16,22,24) (2,2,4,5,8;5,16;11) 
((1,15);(4,4,8)} 
((1,1);(1,1)) 
((7,1);(8)) 
[(1,1);(1,1)) 
((1,3);(1,1,2)) 
((1,3);(1,1,2)) 
((1,1);(1,1)) 
((1,3);(1,1,2)) 
((2,1,1);(1,1,2)) 
((3,1);(1,1,2)] 
((7,1);(2,2,4)) 
((2,1,1);(1,1,2)) 
[(3,5);(2,2,4)) 
[(3,13);(4,4,8)) 
((13,3);(4,4,8)) 
((7,1);(2,2,4)) 
((2,1,1);(1,1,2)) 
[(5,1,2,8);(4,4,8)] 
[(5,11);(4,4,8)) 
\ll,5);(4,4,8)) 
((7,9);(4,4,8)) 
((9,7);(4,4,8)] 
[(2,1,1);(1,1,2)) 
((5,1,2);(2,2,4)) 
(;(11,5);(4,4,8)] 
[(5,3);(8)} 
((5,3);(2,2,4)] 
[(5,1,2);(2,2,4)) 
((3,1);(1,1,2)) 
TABLE 11 
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9 AND 8 VARIABLE ORTHOGONAL DESIGNS OF ORDER 128 
Orthogonal designs Construction 
Product designs Amicable designs 
(1,1,1,8,8,16,31,31,31) (1,1,1;1,1,1;1) ((1,31);(8,8,16)) 
(1,2,6,6,11,11,13,26,52) (2,6,6,13,26;1,52;11) ((1,1);(1,1)) 
(1,4,7,7,8,11,16,37,37) (1,4,7,7,8;11,16;37) [(1,1);(1,1)) 
(1,6,7,7,9,12,24,31,31) (1,6,7,7,12;9,2U;31) ((l,l);(l,l)) 
(2,3,4,5,5,10,21,36,42) (2,3,5,5,10;4,21;18,21) [(1,1);(2)) 
(2,4,7,7,7,7,10,14,70) (1,1,1,1,2;2,4;10) ((7,1);(1,7)) 
(3,3,3,8,8,16,29,29,29) (l,l,l;l,l,l;l) ((3,29);(8,8,16)) 
(4,11,11,11,11,16,16,16,32) (1,1,1,1;4;4) ((11,1,4);(4,4,8)] 
(4,4,4,5,7,14,28,31,31) (4,4,4,7,14;5,28;31) ((1,1);(1,1)) 
(4,4,7,8,12,14,21,29,29) (4,4,7,8,12;14,21;29) ((1,1);(1,1)) 
(4,5,7,14,14,14,21,21,28) (1,2 ,3 ,3 ;4 ,5 ; 7 ) (( 7 ,1); ( 2 ,2 ,4)) 
(5,5,10,11,15,16,20,22,24) (1,1,2,3,4;11;2,3) ((5,1,2);(8)) 
(5,5,5,8,8,16,27,27,27) (1,1,1;1,1,1;1) ((5,27);(8,8,16)] 
(5,5,9,10,15,16,20,24,24) (1,1,2,3,4;3,8;2,3) ((5,3);(8)) 
(6,9,9,10,10,18,20,23,23) (3,5 ,5,10;23;9) ((2,1,1);(1,1,2)) 
(1,1,1,4,28,31,31,31) (1,1,1;1,1,1;1) [(1,31);(4,28)] 
(3,4,8,13,13,25,31,31) (3,4,13,13;8,25;31) [(1,1);(1,1)} 
(7,7,9,11,12,24,29,29) (7,7,9,12;11,24;29) [(1,1);(1,1)' 
TABLE 12 
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APPENDIX III 
COMPUTER PROGRAMMES 
1. Progranmes for Chapter 5 
These programmes were used on the Research School of Physical Sciences 
DEC-10 System and are only designed to handle full orthogonal designs; 
that is, orthogonal designs which contain no zeros. 
Program 1 lists all full 5 variable designs of order which 
cannot be obtained from Lemma 5.4.1 and Lemma 5.3.2. 
If we~assume that all full 5 variable designs exist in order 2^ ^ 
then Lemma S."!.! gives all full 5 variable designs of order 2^ and type 
(a, h t a, d, e) with more than one of a, b, o, d and e even. Therefore, 
Program 1 generates all full 5 variable designs of order 2^ and type 
(a, fc, e , d, e) with exactly one of a, b, c, d and e even and outputs 
all of these designs which cannot be obtained from Lemma 5.3.2 into file 
F0R16.DAT. 
In this program, "order" is 2^ , "length" is 5 , and "power of 2 " 
is t . 
Program 2 determines what full 5 variable designs given in file 
IN.DAT cannot be obtained from a given J variable design. 
The program outputs all full 5 variable designs which cannot be 
obtained from the given J variable design into file OUT.DAT. 
In this program, "length of vector" is J and "vector" is the type of 
the given orthogonal design. 
The program should be altered according to the comment in the program 
before running. 
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PROGRAM 1 
DIMENSION I B ( 6 ) 
WR ITE (6 ,10 ) 
10 FORMATC ORDER,LENGTH,POWER OF 2 : - ' $ ) 
READ(5 ,20 ) I 0RDER,LENGTH, IB IN 
20 FORMATO I ) 
lADD = 1 
LL = LENGTH-1 
LLLL = L L - 1 
DO 30 I = 1 , LLLL 
30 I B ( I ) = 1 
I B ( L L ) = 1 
K = LENGTH-1 
50 IB(LENGTH) = lORDER-K 
55 CALL B I N A R Y ( I B , I T E S T , I B I N ) 
I F ( I TEST .EQ .1 )G0T065 
W R I T E ( 1 6 , 6 0 ) ( I B ( I ) , I = 1,LENGTH) 
60 FORMATdOlU) 
65 I B ( L L ) = I B ( L L ) + lADD 
IB(LENGTH) = IB(LENGTH) - lADD 
I F ( I B ( L L ) . L E . I B ( L E N G T H ) ) G 0 T 0 5 5 
DO 1000 I = L L L L , 1 , - 1 
I B ( I ) = I B ( I ) + 1 
DO 500 J = I , L L 
500 I B ( J ) = I B ( I ) 
K = 0 
DO 600 J = 1 , L L 
600 K = K + I B ( J ) 
I F ( lORDER -K . LT . I B ( I ) )GOTO IOOO 
650 NN = - 1 
DO 700 J = 1 , LLLL 
700 NN = NN + M 0 D ( I B ( J ) , 2 ) 
I F (NN ) 750 , 800 , 950 
750 KK = L L L L - 1 
GOT0900 
800 KK = LLLL 
900 I B ( K K ) = I B ( K K ) + 1 
DO 940 J = KK,LL 
9il0 I B ( J ) = I B ( K K ) 
GOT0650 
950 NN = NN-2 
I F (NN )970 , 9B0 , 990 
970 lADD = 2 
I B ( L L ) = I B ( L L L L ) + 1 - M 0 D ( I B ( L L L L ) , 2 ) 
G0T0995 
980 lADD = 1 
I B ( L L ) = I B ( L L L L ) 
G0T0995 
990 lADD = 2 
I B ( L L ) = I B ( L L L L ) + M O D ( I B ( L L L L ) , 2 ) 
995 K = 0 
DO 996 J = 1 , L L 
996 K = K + I B ( J ) 
I F ( I 0 R D E R - K . G E . I B ( L L ) ) G 0 T 0 5 0 
1000 CONTINUE 
WRITE(16 ,1111) 
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Program 1 continued 
1 1 1 1 FORMAK ' 9 9 9 0 0 0 0 ' ) 
STOP 
END 
SUBROUTINE BINARY(IB , ITEST, IBIN) 
DIMENSION I B ( 6 ) , I D ( 6 ) , I C ( 1 0 ) 
ITEST = 0 
IPW = I B I N - 2 
IC(IPW+1) = 0 
DO 5 I = 1 , 5 
5 I D ( I ) = I B ( I ) 
DO 10 I = 1,IPW 
10 I C ( I ) = 2 
DO 20 I = 1 , 5 
I F ( M 0 D ( I D ( I ) , 2 ) . E Q . 1 ) I D ( I ) = I D ( I ) - 1 
20 CONTINUE 
C 
DO 60 J = 1,IPW 
IDIV = 2 * * J 
DO UO I = 1 , 5 
I F ( M O D ( I D ( I ) , I D I V * 2 ) . E Q . O ) G O T 0 4 0 
I D ( I ) = I D ( I ) - I D I V 
I C ( J ) = I C ( J ) - 1 
I F ( I C ( J ) . L T . O ) R E T U R N 
40 CONTINUE 
I F ( M O D ( I C ( J ) , 2 ) . N E . O ) G O T 0 1 0 0 
60 I C ( J + 1 ) = I C ( J + l ) + I C ( J ) / 2 
ITEST = 1 
RETURN 
100 WRITE(5 ,110 ) 
110 FORMAT('ERROR') 
RETURN 
END 
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PROGRAM 2 
BEGIN INTEGER I,J,K.COUNT,STP.ORDER; 
I := 5; 
COMMENT 
************************************* 
THIS PROGRAM CAN BE RUN FOR ANY ORDER 
IF THE APPROPRIATE CHANGE IS MADE 
IN THE NEXT LINE 
************************************* ; 
ORDER := 32; 
STP := 0; 
WRITE("LENGTH OF VECTOR");BREAK.OUTPUT; 
READ(J); 
BEGIN INTEGER SUM; 
INTEGER ARRAY IA[1:I],IB[1:J]; 
WRITE ("INPUT VECTOR");BREAK.OUTPUT; 
SUM := 0; 
~ FOR K := 1 STEP 1 UNTIL J DO 
BEGIN READ(IB[K]);SUM := SUM+IB[K] END; 
IF SUM # ORDER THEN WRITE("ERROR") ELSE 
BEGIN 
INPUT(2,"DSK");0UTPUT(3,"DSK");0PENFILE(2,"IN.DAT"); 
0PENFILE(3,"OUT.DAT");OUTPUT(0,"TTY"); 
SELECTINPUT(2);SELECT0UTPUT(3);COUNT := 1; 
S1:F0R K := 1 STEP 1 UNTIL I DO READ(IA[K]); 
STP := STP+1; 
IF STP REM 500 = 0 THEN 
BEGIN 
SELECTOUTPUT(O);PRINT(COUNT); 
PRINT(STP);WRITE("[C]"); 
S E L E C T O U T P U T O ) 
END: 
IF lACl] # 999 THEN 
BEGIN 
BOOLEAN PROCEDURE FIND(J);INTEGER J; 
BEGIN INTEGER K;BOOLEAN BLL; 
BOOLEAN PROCEDURE EQUAL(J);INTEGER J; 
BEGIN INTEGER K; 
IF J = 0 THEN EQUAL := TRUE ELSE 
BEGIN 
K := 1; 
WHILE IF K<= I THEN 
(IA[K] >= IB[1] OR IACK] = 0) 
ELSE FALSE DO K := K+1; 
IF K<= I THEN EQUAL := FALSE ELSE 
BEGIN 
K := I; 
WHILE IF K>0 THEN IA[K]#IB[J] 
ELSE FALSE DO K := K-1; 
IF K>0 THEN 
BEGIN 
IA[K] 
EQUAL 
IA[K] 
END 
= 0; 
= FIND(J-l); 
= IB[J]; 
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Program 2 continued 
ELSE EQUAL := FALSE; 
END; 
END 
END; 
IF EQUAL(J) THEN BLL := TRUE ELSE 
BEGIN 
BLL := FALSE;K := I; 
WHILE K > 0 AND NOT BLL DO 
BEGIN 
IF IA[K]>IB[J] THEN 
BEGIN 
IA[K] := IA[K]-IB[J]; 
BLL := FIND(J-l); 
IA[K] := IA[K] + IB[J]; 
END; 
K := K-1; 
END; 
END; 
FIND BLL; 
END; 
IF NOT FIND(J) THEN 
BEGIN 
FOR K := 1 STEP 1 UNTIL I DO PRINT(IA[K],3); 
WRITE("[C]");COUNT := COUNT +1 
END; 
GO TO SI; 
END 
ELSE FOR K := 1 STEP 1 UNTIL I DO PRINT(IA[K]); 
WRITE("[C]"); 
RELEASE(2);RELEASE(3) 
END 
END; 
WRITE("NUMBER LEFT =");PRINT(COUNT) 
END 
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2. Program for Chapter 6 
Before we list the program, we need some theory in order to handle the 
problem efficiently and we give this theory in the form of an example. 
We consider the problem of the existence of a Turyn sequence of length 
13 . 
A 
B 
C 
D 
If the sequences exist, we may assume they have the following form: 
1, 1 , G g , a^^, a ^ , a g , a^, a^, a^, a^, a^, 1 , l} , 
1 , 1 , X g a g , x^a^, x ^ a ^ , , x^a^, x ^ a ^ , x ^ a ^ , x^a^, x ^ a ^ , 1 , -
1, 
1 , y ^ b ^ , y ^ b ^ , y^b^, y ^ b ^ , y^b^, y^b^, y ^ b ^ , y ^ b ^ , y ^ b ^ , y j , ^ , -
We consider the case of x^ = 1 and let X = [A, B, C, D} . 
Now 
y i O ) = 203 + 2 - 2b^ -
and therefore (10) = 0 only if 
X 
ag t 1 - = ° • 
By considering this equation mod 4 , we obtain 
^2 • 
By proceeding in a similar way with N (i) , i = 9, 8, 7 and 5 , we 
A 
obtain 
3^3 ' 
= ' 
= ' 
Also, by considering , i = 5, 4 , 3, 2 and 1 , we obtain 
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= ' 
= ' 
^3 = ' 
i/e = 1 . 
By combining these equations, we obtain 
^3 = ' 
' 2/3 = , 
and these equations now give 
^ = ' = 1 ' 
= ' = V 3 ' 
We now give the program for this example. 
In the program we put 
m2) = y^ , 
1^(3) = 2/3 , 
m^x) = , 
m^) = y^ , 
m^) = 1 , 
and enter the equations (-) into the program in the appropriate positions. 
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PROGRAM 3 
DIMENSION IA(40),IB(UO),ICD(20),IT(40),IT1(40),IX(20) 
C 
c * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C N IS THE SIZE OF THE LONGEST SEQUENCE 
C ************************************* 
N = 13 
M = (N-l)/2-l 
MM = M+1 
MMM = N-1 
NN = M-1 
DO 10 I = 1,M 
10 IX(I) = 1 
IA(1) = 1 
IA(2) = 1 
IB(1) = 1 
IB(2) = 1 
C 
C 
C ***** TABLE OF A'S ***** 
20 IA(3) = IX(2) 
IA(4) = IX(3) 
IA(5) = IX(5) 
IA(6) = IX(4)*IX(3) 
C 
C 
C CENTRE VALUE FOR A 
IA(MM+1) = IX(4)*IX(5)*IX(2) 
C 
C 
C ***** TABLES OF B'S ***** 
IB(3) = IX(2) 
IB(4) = IX(2)*IX(5)*IX(3) 
IB(5) = IX(4)*IX(5) 
IB(6) = IX(4)*IX(3) 
C 
DO 40 I = 1,MM 
IA(N+1-I) = IA(I) 
40 IB(N+1-I) = IB(I) 
IB(N) = -1 
C 
C THE SIGN IN THE FOLLOWING DEPENDS ON THE A'S AND B'S 
C 
IB(MM+1) = IA(MM+1) 
ISA = 0 
ISB = 0 
DO 50 I = 1,N 
ISA = ISA +IA(I) 
50 ISB = ISB + IB(I) 
ISA = ISA**2 
ISB = ISB**2 
C 
C THE SUM OF THE TWO SQUARES IN THE NEXT TEST IS 4*N-2 
IF(ISA.EQ.1.AND.ISB.EQ,49)GOT060 
IF(ISA.EQ.49.AND.ISB.EQ.1)GOT060 
GOTOlOO 
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Program 3 continued 
c 
C THE FOLLOWING ALSO DEPENDS ON THE A ' S AND B ' S 
60 ICD(MM) = 1 
C 
DO 70 I = 1 , M 
70 I C D ( I ) = I X ( I ) 
C 
C ANY UNUSUAL C VALUES 
I C D C l ) = I X ( 3 ) 
C 
CALL I N P R O D ( I A , I T , N ) 
CALL I N P R 0 D ( I B , I T 1 , N ) 
DO 80 I = 1,MMM 
80 I T ( I ) = I T ( I ) + I T 1 ( I ) 
CALL F I N D ( I A , I B , I T , I C D , N ) 
I F ( I A ( 1 ) . E Q . O S T O P 
1 0 0 DO 1 1 0 I = 1,NN 
I F ( I X ( M M - I ) . E Q . 1 ) G O T 0 1 2 0 
1 1 0 CONTINUE 
STOP 
1 2 0 I X ( M M - I ) = - 1 
J = MM-I+1 
I F ( J . E Q . M M ) G 0 T 0 2 0 
DO 1 3 0 I = J , M 
1 3 0 I X ( I ) = 1 
GOT020 
END 
C 
C 
SUBROUTINE I N P R O D ( l A , I T , N ) 
DIMENSION lAC+O) , I T ( 4 0 ) 
I S = 0 
J = N - 1 
5 DO 10 I = 1 , J 
10 I S = I S + I A ( I ) * I A ( N - J + I ) 
I T ( N - J ) = IS 
I S = 0 
J = J - 1 
I F ( J . E Q . O ) R E T U R N 
GO TO 5 
END 
C 
C 
SUBROUTINE F I N D ( I A , I B , I T , I C D , N ) 
DIMENSION I A ( 4 0 ) , I B ( 4 0 ) . I C C + O ) , I D ( 4 0 ) , I T ( 4 0 ) , I C D ( 4 0 ) , I T 1 ( 4 0 ) 
l , I T 2 ( i + ) 
M = N - 1 
MM = N / 2 
NN = N - 2 
K = 0 
DO 20 I = 1,MM 
I F d C D d ) . E Q . l ) I C D ( I ) = 0 
I C ( I ) = 1 
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Program 3 continued 
20 ID(I) = 1 
DO 30 I = 1,MM 
IF(ICD(I).EQ.-1)GOTOUO 
30 CONTINUE 
G0T04 5 
40 ID(I) = -IC(I) 
ICD(I) = 0 
1+5 DO 50 I = 1,MM 
IF(ICD(I).NE.O)ID(I) = -IC(I) 
IC(N-I) = -IC(I) 
50 ID(U-I) = -ID(I) 
CALL INPR0D(IC,IT1,M) 
CALL INPR0D(ID,IT2,M) 
DO 55 I = 1,NN 
JJ = M-I 
ITl(JJ) = ITl(JJ) + IT2(JJ)+IT(JJ) 
IF(IT1(JJ).NE.O)GOT060 
55 CONTINUE 
56 WRITE(6,57)(IA(I),I = 1,N) 
WRITE(6,57)(IB(I),I = 1,N) 
WRITE(6,57)(IC(I),I = 1,M) 
WRITE(6,57)(ID(I) ,I = 1,M) 
57 FORMATC+OIS) 
RETURN 
60 KK = ITl(JJ)/8 
KKK = KK*8 
IF(KKK.NE.IT1(JJ))GOT0200 
IF(K.EQ.I)GOT0100 
IF(I.GE.MM)G0T0100 
K = I 
IC(I) = -IC(I) 
ID(I) = -ID(I) 
GOTOi+5 
100 DO 110 I = 1,MM 
I F d C D d ) .EQ.-1)GOT0120 
110 CONTINUE 
RETURN 
120 ICD(I) = 1 
IC(I) = -IC(I) 
ID(I) = -ID(I) 
K = 0 
L = I - l 
DO 130 II = 1,L 
130 ICD(II) = -ICD(II) 
IC(II) = -IC(II) 
ID(II) = -ID(II) 
GOTOi+5 
200 WRITE(6,210) 
210 F0RMAT('ERROR IN INPUTED E Q U A T I O N S ' ) 
IA(1) = o 
G0T056 
END 
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The program gives a complete search for a particular choice of x^ and 
partition of 4n - 2 into two squares. 
In order to run the program for even N , only several minor changes 
need be made in the program. 
A NON-EXISTENCE THEOREM FOR ORTHOGONAL DESIGNS 
Peter J. Robinson 
ABSTRACT. We show there is no orthogonal design of type 
(1, 1, 1, 1, 1, n-5) in order n, n > 40. 
1. Introduation. 
An orthogonal design in order n and type (u-, u ) 
d. ^ s 
(u^ > 0) on the coiranuting variables x^, x^, ..., x^ is an n x n 
matrix A with entries from {0, ±x , ..., ±x } such that 
X s 
-1: . 
Alternatively, the rows of A are formally orthogonal and each row 
has precisely u^ entries of the type ±x^. 
In [1], where this was first defined and many examples and 
properties of such designs were investigated, it was mentioned that 
A^A ^ f (u x2)I , 
i=l 1 1 n 
and so this alternative description of A applies equally well to 
the columns of A. It was shown in [1] that s ^ p(n), where p(n) 
(Radon's function) is defined by 
p(n) = 8c + , 
where n = 2 .b , b odd , a = 4 c + d , 0 < d < 4 . 
Many beautiful non-existence results have been found by 
W. Wolfe [4] and D. Shapiro C3] who studied "algebraic" non-existence 
via rational matrices. 
A result of Geramita and Verner [2] shows that algebraic 
UTILITAS MATHEMATICA Vol. 10 (1976), pp. 179-184. 
existence is not enough to guarantee "combinatorial" existence. In 
this paper we give a strong comhinatorial non-existence result. 
We use y for -y and - for -1. 
2. The Result. 
LEMMA. 
Let 
0 1 0 0 0 0 1 0 
__ 0 0 0 0 0 0 1 
0 0 0 -
= 
0 0 0 
0 0 1 0 0 — 0 0 
^2 ^3 a 
a 
a 
a x 
then ^ i V i " i = 1. 2, 
THEOREM. TheTe is no orthogonal design of type (1, 1, 1, 1, 1, n-5) 
in order n, n > 40. 
Proof. Since this is a 6-variable design, the Radon number tells 
us it could only exist in orders divisible by 8. 
Assume that an orthogonal design. A, of type 
(1, 1, 1, 1, 1, n-5) exists. 
First we note that it is possible to force the i 
diagonal 4 x 4 block to be of the form 
th 
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(1) 
^x 
X3 a. x^ x^ 
a. x^ X2 x^ 
, a^ e ix^, ±Xg},i = 1, 2, . 
Since x^ appears in every diagonal position, A must be skew. 
th Now, if the first row of the (i, j)*" block, i j, is 
(p q r s) then the (i, block is 
(2) 
p q r s 
q p s r 
r s p q 
s r q p 
If a^ = x^ in two of the diagonal blocks, then we may assume these 
are the first two blocks. But then r(l, 5) i 0. (r(i, j) is the 
inner product between rows i and j of A.) Therefore, the variable 
x^ can appear in the diagonal blocks at most twice. 
Let 
A = 
<=15 -
S 3 S s ••• S k 
'^23 ®2 
•^24 
l,k-l 2,k-l 
^Ik ^2k 
V i B hk 
where k = n/4, the B's and C's are of the form (2), 
A^ are of the form (1). 
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Let Q^ = 
0 
0 
with. P^ as in lemma. 
Then Q^ ^^ Q^ ^ the same properties as A. 
By applying Q^ and Q2 to A if necessary, we may 
assume that the first row of B^ is 
• 
By using similar Q's we may assume the first row of B^ is 
(x^ » except possibly taking appropriate 
inner products between rows of A, it can be shown that, if the first 
row in C li Is (p. q. r. s p then the first row of 
(3) 
if i is odd and less than k - 1 
is (p, q. r. s.) if i is even and less than k - 1 2*i-l 1 1 1 1 
If the first row of B,, is of the form (x, b, , , b,, „ b,, .) hk 4 i^kyl 
then (3) is true for C^^, C^^. 
If Bj^ ^ does not contain x^ and if the first row of 
C^^ is (p^ q^ r^ s^) , i = k - 1, k, then the first row of C2 i 
\ - i Pk-i> ^^^ S k \ \ ' 
In either case it is easy to see that r(l, 8) can be written as a 
sum of products of p^'s, q^'s, taken two at a time. 
18 
For example, if Bj^ ^ contains x^. 
r(l, 8) = J : (-P2,i.iS2i-'^2,i-l 
1=1 ' 
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But, in order that A be an orthogonal design, 
r(l, 8) = 0 . 
k 
Therefore x ^ u {p , q., r , s }. Hence x appears in the diagonal J ^^^ 1 X 1 1 3 
8 x 8 blocks. 
We now consider the case where x^ appears in Bj^ .^ Firstly 
we note that A^^ = with a^^ replaced by We relabel 
the subscripts of the a^'s so that the i*^ ^ 8 x 8 block is 
''i = 
once 
^2 ==3 ^4 ^ 3 
a, 1 
a. 1 X3 ^13 
X3 
a, 1 
^4 ^3 -
order that appears in each row and col 
e {±a. 1. ^ ^ i2' 13' i4 for all 1 = 1, 
Now if n > 32, that is, if there are more than 4 diagonal 8 x 8 
blocks, ±x^ must appear in the same position in at least two blocks. 
We permute the blocks until these blocks are the first two. 
If = a^ and a^ then r(l, 9) gives a^ = -a^ = x^, 
but r(l, 13) gives a^ = a2 = x^, and so ±x^ cannot be a^ and a^. 
By considering similar r's it can be shown that ±x, cannot be b, 5 li 
and b^^, i = 2, 3, 4. Therefore no (1, 1, 1, 1, 1, n-5) design 
can exist with B^^ containing x^ in any order greater than 32. 
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If n > AO, and Bi, does not contain x,, ^k 4 * 5 must 
appear In the same position in at least two of the x^'s, i < i^ k. We 
permute the blocks until these are the first two blocks. Then we apply 
the same reasoning as before to show that there is no design of this form. 
Therefore, no design of type (1, 1, 1, 1, 1, n-5) can exist 
in any order n > 40. 
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Amicable orthogonal designs 
Peter J. Robinson 
A powerful tool in the construction of orthogonal designs has 
"been amicahle orthogonal designs. Recent results in the 
construction of Hadamard matrices has led to the need to find 
amicable orthogonal designs A, B in order n and of types 
[m^, u^, u^ and [v^, v^, v^] respectively 
satisfying a'^ = -A , b'^ = B , and AB^ = with 
s V 
^ M. = w - 1 and ^ V• = n . 
^=l ^=l 
For simplicity, we say A, B are amicable orthogonal designs of 
type (u^ , , . . . , ; , ' • • • ' ^  J • 
We completely answer the question in order 8 by showing 
(1, 2, 2, 2; 8), (1, 2, U; 2, 2, (2, 2, 2, 6), (7, 1, 7) 
and those designs derived from the above are the only possible. 
We use our results to obtain new orthogonal designs in order 
32 . 
1 . I n t r o d u c t i o n 
D E F I N I T I O N . Two orthogonal designs. A, B , of the same order, are 
called amioable orthogonal designs if Ab'^ = BA^ . 
In this paper we will be interested in amicable orthogonal designs 
A, B in order 8 , and of types (u, , .. . , u ] and (y , .. . , v ] J- S X y 
Received 12 January 1976. Commiinicated by Jennifer R.S. Wallis. The 
author wishes to thank Dr Jennifer Seberry Wallis for her help and 
encouragement. 
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t t ^ 
respectively, satisfying A = -A and B = B with ^ u. = n - 1 and 
i=l 
Y, V. = n . We will say these are of type (m u^; V. , . . . , v ] . 
^=l 
In [4] Wolfe gives restrictions on the niimber of variables in the 
designs A and B . The following information is taken from Tahle 3 of 
[4]: 
Numher of variables in B Maximum number of variables in A 
1 1| 
2 3 
3 3 
U 3 
> U 0 
For easy reference we summarize the main results of this paper. 
The following amicable designs exist: 
(1, 2, 2, 2; 8) (2, 2, 3; 2, 6) , 
(1, 2, U; 2, 2, U) , (7; 1, T) , 
and the following do not exist: 
' {a, b; 1, 1) , a, b ^ O . 
' (7; 2, 2, 2, 2) , 
^^ ' (T; 1 , 1 , 6) 
(2, 2, 3; h) , 
These results, together with Wolfe's results, completely answer the problem 
in order 8 . 
2 . S o m e a m i c a b l e o r t h o g o n a l d e s i g n s 
The following lemmas can be used to construct all the designs of the 
req.uired type in order 8 . 
For simplicity we replace -1 by - and -x. by x. . 
% 
LEMMA 1 . There are cmiodble orthogonal designs of type. 
(1, 2, 2, 2, 8) in order 8 . 
Proof. The following pair A, B are amicable orthogonal designs of 
A m i c a b l e o r t h o g o n a l d e s i g n s 
type (1, 2 , 2 , 2; 8) : 
3 0 5 
/I = 
0 
"3 ^2 "3 
X 
1 
0 
"3 
"3 
0 X 
3 
X 
2 
0 
X 
3 
0 X 
1 "3 
X 
3 
0 X 
3 
"3 
0 
"3 "3 
0 
1 1 - 1 - - 1 -
1 - 1 1 - 1 - -
- 1 - - - 1 - -
? = 1 1 - 1 1 1 - 1 
- - - 1 1 1 1 -
- 1 1 1 1 - - -
- - - 1 - - -
— — _ 1 — — — 1 
LEMMA 2. There are amiodble orthogonal designs of type 
(1, 2 , 2, 2, k) in order 8 . 
Proof . Let 
Z = 
0 1 
- 0 
and Y = 
1 1 
1 -
Put 
^ = 
x^I 
- 3 ^ 
. 3 7 
x^X 
. 3 7 x^X 
and 
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B = 
y^y y,y y,y 
y^y y^y 
y,y 
then the pair B are amicable orthogonal designs of the required form. 
LEMMA 3. There are amioable orthogonal designs of type 
(2, 2, 3; 2, 6) . 
Proof. Put 
and 
0 
^2 ^3 ^3 ^3 ^2 
0 
"3 
0 
0 
A = 
0 
0 
0 
5 "3 
0 
^ 2 H y; 
B = 
H 
^2 ^2 ^2 ^2 ^2 
B are amicable orthogonal designs o 
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LEMMA 4. If there is a -pair of amicable orthogonal designs in order 
n and of types (l, u^, u^) and (y^, y^, y^) then there 
are amioahle orthogonal designs of type 
(u^, u^, u^-, v^, y^, y^] . 
Proof. Let X be the design of type (l, u-, , u , u] , in the 
variables x^) , and Y be the design of type 
(y^, •.., y^) . We can find matrices P and Q with PP^ = QQ^ = I such 
that 
PXQ = XqI + A 
and 
PYQ = B , 
where A is an orthogonal design of type [u-. , u^, u ] and B is 
1- ^ s 
design of type (y^, y^, ..., y^) • Since 
a 
XX^ = ' 2 ^ V 2 2 + > u.x. 
. 0 A ^ I , 
then A is skew. We also have XY^ = YX^ , and hence B is symmetric and 
AB^ = BA^ . 
Therefore, A, B are amicable orthogonal designs of type 
[u^, u^, ..., u^; y^, y^, ..., y^) . 
LEMMA 5 (Wall is [3]). Let q ^ 3 (mod k) be a prime power. Then 
there exists a pair of amicable orthogonal designs of order q + 1 and 
both of type (l, q) . 
The above two lemmas give the following result. 
COROLLARY 6. There are amicable orthogonal designs of type 
(7; 1 , 7) in order 8 . 
Other amicable orthogonal designs can be constructed from the above 
designs by equating variables. 
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3. N o n - e x i s t e n c e r e s u l t s 
THEOREM. Tnere are no amioable orthogonal designs of tyye (7; 5! 
in ovdev 8 . 
In order to prove this theorem, we need the following two lemmas. 
LEMMA 7. If a and b are ±1 ^ then 
(1) a + b = ab + 1 (mod k) ^  
(2) -a - b = a + b (mod U) . 
LEMMA 8. Let 
E = 
1 1 1 1 
1 - 1 -
1 1 - -
1 - - 1 
and B' = 
1 1 1 1 
1 1 - -
1 - 1 -
1 - - 1 
If B is a symmetric (O, 1, -l) matrix in order 8 such that 
BB^ = 5-Z" J then we can find a monomial matrix^ R ^ such that 
Vf 
RBR^ = 
3 Q-
or 
I -B. 
where P and Q are monomials and B^ = B or B' . 
Proof, Let row i of B be b^^, ^^^ define 
8 
/ 
Since BB = 0 , we have j) = 2 or U for all i, j , 
i ^ J . 
If j) = h for at most one j , then any colvunn containing a 
zero from row i has at least six ±l's . Therefore, for all i , there 
exists and such tnat 
( * ) j J = j g = . 
We also note that j^) = h for the and given in (*). 
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Kow we define an eq.uivalence relation, , on the rows of B as 
follows: 
row i ^  row j if and only if j) =1+ , 
and consider the equivalence classes of . 
Since each equivalence class contains at least three rows, it can "be 
seen that there are at most two equivalences classes, each with h rows. 
If all the rows were in the same equivalence class then j) = k 
for all i and J , which is clearly impossible. 
We now consider a permutation matrix R^, such that the first four 
rows of i?, B are in the same equivalence class. Now let R^E^ = B^ . 
Clearly, the first four rows of B^ are in the same equivalence 
class and B^ is symmetric, and hence it can be shown that 
4 
where either A^ and A^ are symmetric Hadamard matrices in order U and 
A^ is a monomial matrix, or A^ and A^ are symmetric monomial matrices 
and A^ is an Hadamard matrix. 
If A^ is an Hadamard matrix, then there exist monomial matrices D 
and D' such that DA^D'^ = B . 
Now let 
^2 = 
D 0 
0 D' 
and therefore 
W 2 = 
~P SI 
B Q 
Hence 
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RBR^ = 
P 
B ^ 
where R = ' ^^ ^^ symmetric Hadamard matrices, 
then there exist monomial matrices C and D such that 
CA^C'^ = and CA^D^ = I . 
Wow, let 
then 
c 0 
9 ^ 
TB 
c 0 
0 D 
4 ^s 
C 0 
0 D 
I 
I BA^B 
we But BE = 0 ; so DA^B = -B^ . Therefore, on putting R = 
have the required result. 
Proof of Theorem. Assume there exists amicable orthogonal designs, 
A and B , of type (7; 5) • 
¥e may assume B is one of the forms given in Lemma 8. 
Firstly we assume 
B = 
B Q 
We can further assume 
1 0 0 0 1 0 0 0 0 1 0 0 
p = 0 1 0 0 or 0 1 0 0 or 1 0 0 0 
0 0 0 a 0 0 a 0 0 0 0 a 
0 0 a 0 0 0 0 a 0 0 a 0 
where a = ±1 , since, given any other F , either no can be found, or 
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ve can apply permutations to B which leave B fixed but transform P 
into one of the ahove forms. 
Assume 
P = 
and let the first five rows of A be 
1 0 0 0 
0 1 0 0 
0 0 0 a 
0 0 a 0 
0 ^3 ^7 
0 
0 
0 d^ d 3 3 3 h 5 6 7 
h 0 
For {A, B) to be amicable orthogonal designs, AB must be symmetric. 
Consider positions (l, U) and l) in AB . 
aa^ + a^ - a^ - a^ a^ = -a^ ^ d^ + d^ + d^ + d^ . 
Hence, by Lemma 7, 
(1) aa^a^a^a^a^a^d^d^d^d^ = -l . 
But ~ G^'^ G ^ ° ^^^ ^ ^^ orthogonality of 
A ); that is 
(2) a^a^a^a^a^a^b^e^d^d^d^d^ = -1 . 
On multiplying (l) and (2) we get 
(3) aa^a^^o^ = 1 . 
Now we consider positions (2, k) and {k, 2) of AB . By 
reasoning as above, we obtain aa^a^b^o^ = -1 which contradicts (3). 
By using similar reasoning to that of the above case, it can be 
shown that none of the possible B's can be used to produce amicable 
orthogonal designs of type (7; 5) in order 8 . 
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LEMMA 9. fheve ave no amicable orthogonal designs of type 
(1, 1 , 5; 8) . 
Proof. Let B be amicable orthogonal designs of type 
(l, 1 , 5; 8) and let A be the (l, 1 , 5) design in variables 
By applying various permutations on A (and B ) we can assume the 
top left hand x U block of A is 
0 
^2 ^3 
0 
0 
^2 
0 
Let this block, with = 0 , be Y and let 
B = 
with B^ and B^ symmetric. 
In order that A^ B are amicable orthogonal designs YB^ must be 
symmetric. 
It is easy to show, however, that no such exists. Therefore, 
there are no amicable orthogonal designs of type (l, 1 , 5; 8) . 
The remaining results in this section will not be proved here. The 
proofs are longer and more involved but use the same type of reasoning as 
described in the above proofs. We summarize these results in the following 
le. -iTia. 
LEMMA 10. Theve ave no amioable orthogonal designs of types 
(1, 3, 3i 8) 
(2, 2, 3; U , k) , 
(a, Z?; 1 , T) ^ a + b = 1 , a, b 0 . 
(7; 2, 2, 2, 2) , 
(7; 1 , 1 , 6) 
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4. App l i c a t i o n s 
In Section 2 we gave amicable orthogonal designs of type 
(2, 2, 3; 2, 6) in order 8 . By using these designs in Theorem 9 of 
Geramita and Wall is [7], we obtain an orthogonal design of type 
(2, 3, 3, 3, 3, 6, 6, 6) in order 32 which gives (3, 3, 3, 3, 20), 
(3, 3, 6, 9, 11) , and (2, 3, 9, 9, 9) designs in order 32 . 
In [2] we constructed a (l, 1, 1, 1, 1, 1, 1, i, 8) and a 
(l, 1, 1, 1, 1, 1, 5, 5) design in order l6 which give a 
(1, 1, 1, 1, 2, 2, 2, 2, 16) and a (l, 1, 1, 1, 2, 2, 10, 10) design in 
order 32 . Hence we can construct, designs of type (l, 5, 5, I7) , 
(1, 5, 11, 11), and (3, 9, 9, 9) in order 32 . Hence we have 
LEMMA n . In order 32, 
(i) all "^-tuples, (a, h, c, d, 32-a-b-c-d) , 
0 < a+b+o+d < 32 J are the types of orthogonal designs 
exoept possibly 
(1, 3, 9, 9, 10) , ( 1 , 4, 5, 5, 17) , 
(1, 3, 6, 11, 11) , ( 1 , 5, 6, 9, 11) , 
( 1 , 5, 5, 5, 16) , ( 1 , 5, 1 1 , 11) , 
( 1 , 5, 5, 10, 11) , ( 3 , 3, it, 1 1 , 11) ; 
(ii) all k-tuples^ (a, b, a, 32-a-b-c) , 0 S a+b+o < 32 
are the types of orthogonal designs in order 32 ; 
(Hi) all 3-tupleSj 2-tuples^ and 1-tuples are the types of 
orthogonal designs. 
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