The low-rank semidefinite programming problem (LRSDP r ) is a restriction of the semidefinite programming problem (SDP) in which a bound r is imposed on the rank of X, and it is well known that LRSDP r is equivalent to SDP if r is not too small. In this paper, we classify the local minima of LRSDP r and prove the optimal convergence of a slight variant of the successful, yet experimental, algorithm of Burer and Monteiro [6] , which handles LRSDP r via the nonconvex change of variables X = RR T . In addition, for particular problem classes, we describe a practical technique for obtaining lower bounds on the optimal solution value during the execution of the algorithm. Computational results are presented on a set of combinatorial optimization relaxations, including some of the largest quadratic assignment SDPs solved to date.
Introduction
We study the standard-form semidefinite programming problem indicates that M is positive semidefinite. We assume that SDP has an interior feasible solution, but note that we do not assume the same of DSDP. In addition, we make the assumption that both problems attain their optimal value with zero duality gap, i.e., there exist feasible X and (S, y) such that X • S = 0.
There are many varied algorithms for solving SDP and DSDP, and it is convenient to divide the methods into three groups according to their methodology and their effectiveness on problems of different size. The first group is the second-order primal-dual interior-point methods which use Newton's method to solve SDP and DSDP simultaneously (for example, see [1, 11, 13, 15, 17, 27] ). These methods are capable of solving small-to medium-sized problems very accurately but have difficulty on large, sparse problems because of their inherent high demand for storage and computation. The second group is similar to the first, but instead of solving for the Newton direction directly in each iteration, an iterative solver is used to find the direction instead (for example, see [5, 14, 18, 24, 25] ). This approach allows large-scale problems to be solved to a medium amount of accuracy. The final group consists of the first-order nonlinear programming algorithms (for example, see [6, 7, 10] ), which use fast, gradient-based techniques to solve a nonlinear reformulation of either SDP or DSDP. Strong computational results, obtaining medium accuracy on large problems, have been reported for these algorithms, especially on the class of semidefinite relaxations of combinatorial problems. A comprehensive survey of all three of these groups of algorithms can be found in [16] .
This paper investigates the first-order nonlinear programming algorithm introduced by Burer and Monteiro in [6] . The algorithm is motivated by the following results, which establish the existence of extreme points for SDP (e.g., see Rockafellar [22] ) and a bound on the rank of each such feasible solution (Barvinok [4] and Pataki [19] ).
Theorem 1.1 A nonempty closed convex set with no lines has an extreme point.

Theorem 1.2 IfX is an extreme point of SDP, thenr = rank(X) satisfiesr(r + 1)/2 ≤ m.
Since the optimal value of SDP is attained at an extreme point, the following low-rank semidefinite programming problem is equivalent to SDP for any integer r satisfying r(r + 1)/2 ≥ m. Unless otherwise stated, we assume throughout that the integer r has been chosen large enough so that the two problems are indeed equivalent. Since the constraint rank(X) ≤ r is difficult to handle directly, Burer and Monteiro propose to use the fact that any X 0 with rank(X) ≤ r may be written as X = RR An immediate benefit of NSDP r is the reduced number of variables and constraints as compared with LRSDP r . Burer and Monteiro then use a first-order augmented Lagrangian algorithm to solve NSDP r on the relaxations of some large-scale combinatorial optimization problems such as maximum cut and maximum stable set. They report strong computational results, including speed-up factors of nearly 500 over the second fastest algorithm on some problems, based on the fact that: (i) the function and gradient evaluations of the augmented Lagrangian function are extremely quick, especially when the A i 's are sparse or low-rank and m and r are small; and (ii) even though NSDP r is nonconvex, an optimal solution to NSDP r , and hence SDP, is always achieved experimentally. Although Burer and Monteiro provide some insight as to why (ii) occurs, a formal convergence proof for their method is not established.
In this paper, we study LRSDP r and NSDP r in an effort to shed some theoretical light on the intriguing practical behavior (ii) observed in [6] . In Section 2, we show some basic facts relating LRSDP r and NSDP r , including an explicit correspondence between the local minima of the two problems. In particular, we show that the change of variables does not introduce any extraneous local minima. Then, in Section 3, we provide the following classification of the local minima of LRSDP r : if X is a local minimum, then either X is an optimal extreme point for SDP, or X is contained in the relative interior of a face of the feasible set of SDP which is constant with respect to the objective function.
In Section 4, we study the theoretical properties of sequences {R k } produced by augmented Lagrangian algorithms applied to NSDP r . Then in Section 5 we use these properties to investigate a slight variant of the augmented Lagrangian algorithm proposed by Burer and Monteiro for solving NSDP r , which differs only in the addition of the term µ det(R T R) to the augmented Lagrangian function, where µ > 0 is a scaling parameter of arbitrarily small magnitude which is simply required to go to zero as the algorithm progresses. Assuming that a local minimum is obtained at each stage of the algorithm, we show that any accumulation pointR of the resulting sequence is an optimal solution of NSDP r , and henceX =RR T is an optimal solution of SDP. Moreover, we show that the algorithm produces an optimal dualS as well.
Finally in Section 6, we discuss some computational issues, including how, for special problem classes, one can exploit the results of Section 5 to calculate lower bounds on the optimal value of SDP during the execution of the algorithm. From a practical point of view, this addresses a key drawback of the algorithm of Burer and Monteiro in which lower bounds were not available. We then provide computational results on the SDP relaxations of some large-scale maximum cut, maximum stable set, and quadratic assignment problems. The first two classes of problems are also considered in [6] , while for the third class, we report here some of the largest quadratic assignment SDP relaxations solved to date.
Some Facts Concerning the Change of Variables
In this section, we establish some basic facts concerning the change of variables X = RR T . Note that each of these results is valid for any r.
At first glance, it is unclear how the local minima of LRSDP r relate to the local minima of NSDP r . By continuity, we know that if X is a local minimum then each R satisfying X = RR T is a local minimum, though it may be the case that X is not a local minimum when R is. In other words, the change of variables may introduce extraneous local minima. In actuality, however, the results below show that this cannot happen.
The following lemma establishes a simple correspondence between any R and S such that RR We remark that arguments similar to those in this section can be used to show that the local minima of any continuous optimization problem over the set {X : X 0, rank(X) ≤ r} and the local minima of its corresponding reformulation by the change of variables X = RR T are related according to Proposition 2.3.
Local Minima Classification
In this section, we provide a classification of the local minima of LRSDP r . By Proposition 2.3, this also serves to classify the local minima of NSDP r .
We first introduce an idea that will be used several times in this section and in Section 4. Given any R ∈ n×r , we define the system of equations
where ∆ ∈ S r is the unknown. We will often use the phrase "∆ is a solution of φ(R)" to refer to a solution of the above system, and the key observation that we will use is that φ(R) has a nontrivial solution if r(r + 1)/2 > m + 1.
The following lemma is the key result which serves to classify the local minima of LRSDP r . The basic idea is based on a "rank-reduction" technique proposed by Barvinok [4] and Pataki [26] (also easily derived from [19] ), in which, if the rank of X is large enough, then X may be moved to a matrix of lower rank without changing its inner product with C, A 1 , . . . , A m . The lemma can be seen as an application of this rank-reduction technique to a sequence of points. , and s < r. This result, though weaker than what we wish to prove, is sufficient since we can iteratively apply the result to reduce the maximum rank of each resulting sequence by at least one in each application.
To prove the above claim, we factor each X We now are able to provide a classification of the local minima of LRSDP r for r sufficiently large. Proof. LetF be the minimal face of SDP containingX. It is well-known (see [3, 20] ) that
Clearly, {Y
and riF = {X ∈F : Range(X) = Range(X)}.
¿From these two facts, it is easy to see that each X ∈F is feasible for LRSDP r and that X ∈ riF . Thus, sinceX is a local minimum of LRSDP r , the objective value onF is constant. If the dimension ofF is positive, then the final statement of the theorem follows.
On the other hand, if the dimension ofF is zero, thenX is an extreme point of SDP. Suppose thatX is not an optimal solution of SDP so that there exists a sequence {X } has a subsequence converging toX. This implies thatX is not a local minimum of LRSDP r , which is a contradiction. Thus,X is in fact an optimal solution of SDP.
Analysis of Augmented-Lagrangian Sequences
In this section we analyze some properties of the augmented Lagrangian method in connection with problem NSDP r .
For 
where
Clearly, if we take y k = 0 and allow σ k → ∞, then the method becomes a standard penalty method. More typically, y k and σ k are chosen dynamically. Of course, one natural requirement of any variation of the method is that any accumulation pointR of the sequence of approximate solutions {R k } is feasible for NSDP r . It can be easily seen that
It is well-known that necessary conditions for R
We now state our first result concerning sequences of points R k arising as approximate stationary points of the sequence of subproblems (1).
be a bounded sequence satisfying the following conditions:
Then the following statements hold:
(ii) the sequence {S k } is bounded and any of its accumulation points is an optimal dual slack for DSDP. 
Using (3) together with the equalities H
We will now show that {S k } is bounded. Indeed, assume for contradiction that, for some subsequence {S We assume that M > 0 is such that I • X * < M for some optimal solution X * of SDP. Then we may add the constraint I • X ≤ M to SDP, obtaining the equivalent semidefinite programming problem
whose dual can be written in nonstandard format as
Note that any optimal solution of DSDP must have θ = 0 so that S is an optimal dual slack for DSDP. Applying the low-rank change of variables X = RR T to SDP , we obtain the nonlinear programming formulation 
s.t. R 2 F ≤ M A necessary condition for R k to be a local minimum of the k-th subproblem of (7) is the existence of θ k ≥ 0 such that
We now state our second result regarding approximate stationary points R k of the sequence of subproblems (7). The proof, which is an extension of the proof of Theorem 4.1, is left to the reader. 
Then the following statements hold: (i) every accumulation point of {R
k (R k ) T
} is an optimal solution of SDP;
(ii) the sequence {S k } defined by (4) is bounded and any of its accumulation points is an optimal dual slack for DSDP, in which case lim k→∞ θ k = 0.
A Perturbed Augmented Lagrangian Algorithm
We now consider a perturbed version of the augmented Lagrangian algorithm considered in Section 4. For eack k, the method consists of finding a stationary point R k of the following subproblem: min
where L k is the function defined in (1) and {µ k } ⊂ ++ is a sequence converging to 0. Under mild conditions, we will show below that any accumulation point of the sequence {R (1 + δ λ j ). It is not difficult to see that
where e is the vector of all ones and λ 
where chol(·) denotes the lower Cholesky factor of (·). Note that R δ is well-defined on an open interval of δ containing 0 and that
, and hence
where the second equality follows from standard properties of the determinant. By Lemma 5.1, δ = 0 is not a local minimum of det(I r + δ ∆), i.e., there exists arbitrarily small δ = 0 such that det(I r + δ ∆) < 1, which when combined with the above equality and the fact that µ k det(R T R) > 0 imply that R is not a local minimum of f k (R). Since this contradicts the definition of R, we must have rank (R) < r.
We remark that the main point of Lemma 5.2 can also be achieved by analyzing the behavior of det(R T R) 1/r . The key observation is that det(·) 1/r is a concave function over the set of r × r positive definite matrices and is actually strictly concave over line segments between linearly independent matrices (see section 7.8 of Horn and Johnson [12] ). (4) . Moreover, assume that:
} is an optimal solution of SDP;
(ii) the sequence {S k } defined by (4) is bounded and any of its accumulation points is an optimal dual slack for DSDP. 
Proof. The result follows immediately by verifying that {R
Since {µ k } converges to 0 and the derivatives of d are uniformly bounded over compact sets, it follows that lim k→∞ ∇L k (R (4) . Then, the following statements hold: is one-to-one, we easily see that
Observe that Theorem 5.4 establishes, under the assumption that lim k→∞ σ k = ∞ and {y
Unfortunately, we do not know whether one of these two conditions will always hold, even though they are always observed in our practical experiments.
Computational Results
The algorithm of the previous section, whose convergence is proven in Theorems 5.3 and 5.4, differs only slightly from the practical algorithm of [6] in that the extra term µ k det(R T R) is added to the augmented Lagrangian function. While it seems that the extra term is necessary for theoretical convergence, it does not appear to be necessary for practical convergence. Indeed, the practical convergence observed in [6] has served as the main motivation for the theoretical investigations of the current paper. Informally, one can also see that the theoretical and practical versions are not extremely different since one may theoretically choose µ k > 0 as small as one wishes, with the only requirement being that µ k → 0.
Another reason for favoring the practical algorithm is the difficulty of calculating the derivative of d(R) = det(R T R), which in particular would need to be calculated for any R such that rank(R) < r. It is not difficult to see that
where cofactor(R T R) denotes the matrix of cofactors of (R T R) ij in R T R. The authors are not aware of any quick, numerically stable way of calculating cofactor(R T R). For these reasons, the numerical results that we present are based on the same algorithm as introduced in [6] .
These things being said, however, it is reasonable to expect the practical algorithm to deliver a certificate of optimality, at least asymptotically. Letting {R k } and {S k } be the sequences generated by the algorithm, the relevant measurements are
which monitor primal feasibility, complementarity (which also corresponds to the norm of the gradient of the augmented Lagrangian function), and dual feasibility, respectively. In expectation that each of these quantities will go to zero during the execution of the algorithm, we implement the following strategy. Given parameters ρ f , ρ c > 0:
• the k-th subproblem is terminated with R
• the entire algorithm is terminated withR = R
On all test problems, these termination criteria were realized (see below). In addition, although we cannot exercise as much control over λ min (S k ), we have found that λ min (S) is typically slightly negative, which matches the theoretical prediction of Section 4.
In the following two subsections, we demonstrate the performance of the low-rank algorithm on three classes of SDP relaxations of combinatorial optimization problems. We remark that a common feature of the three classes of problems we solve is that the constraints A i • X = b i , i = 1, . . . , m, impose an upper bound on the trace of X and hence a bound on the norm of any feasible R. Hence, in accordance with Theorem 5.3, we can expect the sequences generated by the algorithm to be bounded.
The implementation of the low-rank algorithm was written in ANSI C, and all computational results were performed on a Pentium 2.4 GHz having 1 Gb of RAM.
Maximum cut and maximum stable set relaxations
We consider ten test problems which were used in [6] ; see [6] for a careful description. In particular, we have chosen five of the largest maximum cut SDP relaxations and five of the largest maximum stable set SDP relaxations, whose results are shown in Table 1 . The parameters chosen for the test runs were ρ f = 10
for primal feasibility and ρ c = 10
for complementarity. The first three columns of Table 1 give basic problem information; the fourth gives the final objective value achieved by the algorithm; the fifth gives a lower bound on the optimal value of SDP; the sixth gives the minimum eigenvalue of the final dual matrix; and the last gives the total time required in seconds.
The lower bounds given in Table 1 were computed by perturbing the final dual matrixS in order to achieve dual feasibility and then reporting the corresponding dual objective value. In particular, both the maximum cut and maximum stable set SDPs share the property Table 1 : Results of the low-rank algorithm on five maximum-cut and five maximum-stableset SDP relaxations (see [6] ). Parameters are ρ f = 10
and ρ c = 10
, and lower bounds are calculated by shiftingS to dual feasibility. Times are given in seconds.
that the identity matrix I can be written as a known linear combination of the matrices A 1 , . . . , A m , which makes it straightforward to perturbS as long as λ min (S) is available. The minimum eigenvalue ofS was computed with the Lanczos-based package LASO available from the Netlib Repository.
The computational results demonstrate that the low-rank algorithm with the described parameters is able to solve the the maximum cut problems to several digits of accuracy in a small amount of time. In particular, approximate primal and dual optimal solutions are produced by the algorithm as indicated by the achieved feasibility tolerance ρ f , the small minimum eigenvalues ofS, and the associated duality gap.
The results for the maximum stable set relaxations do not appear as strong, however, since the minimum eigenvalues and lower bounds are not quite as accurate. Upon further investigation, we found that by tightening the complementarity parameter ρ c to values such as 10 , we could significantly improve these metrics, but a fair amount of additional computation time was required. Moreover, the primal matrixR improved only incrementally under these scenarios. Hence, with regard to the maximum stable set SDP, the results of Table 1 present a balance between good progress in the primal with the time required to achieve good progress in the dual.
Quadratic assignment relaxations
The results of the previous subsection highlight a capability of the low-rank algorithmnamely that it can be used to obtain lower bounds on the optimal value of SDP whenever I is in the subspace generated by A 1 , . . . , A m or, equivalently, when the constraints of SDP imply a constant trace over all feasible X. This class of SDPs includes the relaxations of many combinatorial optimization problems (e.g., maximum cut and maximum stable set) and has been studied extensively in [10] . In such cases, since the optimal value of the SDP relaxation is itself a lower bound on the optimal value of the underlying combinatorial problem, the low-rank algorithm can be used as a tool to obtain bounds for combinatorial optimization n m linear inequalities Table 2 : Size comparison of four SDP relaxations of QAP. Here, is the basic dimension of the QAP; n gives the size of the semidefinite matrix; and m gives the number of equality constraints.
problems also.
Given a general 0-1 quadratic program, its standard SDP relaxation does not satisfy the condition of the previous paragraph, i.e., I is not in the subspace generated by A 1 , . . . , A m . There is, however, a simple, easily computable scaling P A i P T of the matrices A i such that I is generated by P A 1 P T , . . . , P A m P T (see [23, 9] ). Hence, this scaling can be used in conjunction with the low-rank algorithm to compute lower bounds on the optimal value of 0-1 quadratic programs.
The quadratic assignment problem (QAP) is a 0-1 quadratic program arising in location theory that has proven to be extremely difficult to solve to optimality, due in no small part to its large size even for moderate numbers of decision variables. In particular, a QAP with facilities and locations yields a quadratic program with 2 binary variables and 2 linear constraints. In terms of optimizing QAP using an implicit enumeration scheme such as branch-and-bound, a key ingredient in any such scheme is the bounding technique used to obtain lower bounds on the optimal value of QAP, and for this, many bounds based on convex optimization have been proposed, including ones based on linear programming, convex quadratic programming, and semidefinite programming. A recent survey on progress made towards solving QAP is given by Anstreicher [2] .
SDP relaxations of QAP have been studied in [14, 21, 28] and are most notable for the fact that, even though the quality of bounds is usually quite good, the huge size of the SDPs makes the calculation of these bounds very difficult. In [14, 28] , four successively larger SDP relaxations are introduced, and generally speaking, the bound is improved as the size of the relaxation is increased. Table 2 gives basic information on the size of these relaxations in terms of the number of facilities and locations; we refer the reader to [14, 28] for a full description.
Lin and Saigal [14] give computational results on solving the relaxation QAP R 0 of Table  2 for several problems of size up to = 30. Likewise, Zhao et al. [28] investigate QAP R 1 and QAP R 2 for problems up to size = 30 and QAP R 3 for problems up to size = 22 with at most 2,000 linear inequalities. Most recently, Rendl and Sotirov [21] have used the bundle method to compute bounds provided by QAP R 2 and QAP R 3 (with all inequality constraints included) for instances up to = 30.
For the algorithm of this paper, we provide computational results for computing bounds provided by QAP R 1 and QAP R 2 for instances of size up to = 40. In particular, we do not include any problems with < 30 since we wish to concentrate on problems of larger size. Also, we do not test QAP R 3 for two primary reasons. First, it is not clear at this moment the problem feasible val n {1,2} m 1
In terms of computation times, it is clear that the low-rank algorithm can take a significant amount of time on some problems (for example, the maximum time was approximately 6.4 days for ste36b). However, we stress that these times, although large in some cases, compare very favorably to other investigations. Moreover, to our knowledge, no computational results for SDP relaxations having > 30 have been reported in the literature. As an example, Rendl and Sotirov [21] report that their bundle method requires approximately 10 hours to deliver a bound of 5651 on nug30 via QAP R 2 on an Athlon XP running at 1.8 GHz.
As shown in Table 3 , we were able to achieve a comparable bound of 5629 in approximately 36 minutes.
In addition, the computational results demonstrate that solving QAP R 2 requires much more time than QAP R 1 . Moreover, it seems difficult to predict an expected increase of time between QAP R 1 and QAP R 2 , as the factors of increase range from a low of 4.7 for esc32a to a high of 74.1 for ste36b. For classes of problems for which the bound does not improve dramatically from QAP R 1 to QAP R 2 , it thus may be reasonable to solve only QAP R 1 .
Finally, Table 3 illustrates a phenomenon that many authors have recognized in working with QAP, namely that problems of similar size have varying degrees of difficulty. In other words, the data of the QAP can greatly affect the difficulty of the instance. This is evidenced in the table, for example, by lipa30a and tho30. Although each is of the same size, tho30 takes about 4 times longer to solve for QAP R 1 and about 36 times longer to solve for QAP R 2 .
