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Abstract
We examine the one dimensional Dirac equation with modulated or position dependent velocity.
In particular, it is shown that using suitable velocity profiles it is possible to create bound state in
continuum (BIC) like, as well as, discrete energy bound state solutions.
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I. INTRODUCTION
Since the rise of graphene [1, 2] there have been a lot of studies on the application of Dirac
equation in condensed matter systems. In such systems the effective low energy model of the
quasi particles is described by the Dirac equation with a Fermi velocity vF which is 1/300
times the velocity of light. The peculiar property of charge carriers in graphene is that they
behave as relativistic massless fermions. Subsequently, there have been numerous studies on
various theoretical as well as experimental aspects of graphene. In particular, confinement of
the quasi particles using various types of magnetic and electrostatic fields have been studied
[3]. Other types of physically interesting states like the quasi bound states [4] have also been
investigated. Here our interest lies in finding bound states in the continuum (BIC states)
as well as discrete energy states in one dimensional heterostructures governed by the Dirac
equation. The BIC are bound states embedded in the continuum [5]. Such states have
a long history [6] and some years back the possibility of detecting BIC in semiconductor
heterostructures has also been pointed out [7]. Later, BIC has been detected in photonic
systems [8, 9]. The possibility of creating BIC in graphene quantum dot structures has also
been studied [10].
On the other hand, there have been a number of studies on observable effects of modu-
lated velocity or position dependent velocity in one dimensional heterostructures as well as
graphene [11–14]. In such a scenario, the Fermi velocity is different in parts of the material.
Backscattering in such systems described by one dimensional Dirac equation has recently
been investigated thoroughly in ref [11]. Here our objective is to examine the(1 + 1) di-
mensional Dirac equation with position dependent velocity. To be more specific, we shall
investigate the existence of BIC like states as well as discrete energy bound states in the
presence of velocity profiles which continuously depends on the position.
II. THE MODEL
The Hamiltonian of a quasi-particle is of the form
H = vFσxpx (1)
where σx denotes the Pauli matrix. Now in the case of a heterostructure, it is quite possible
that velocity may be different in two regions of the material. In other words, the velocity
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becomes space dependent. However, this can not be achieved by simply replacing vF by vF (x)
in Eq.(1) since it would render the Hamiltonian non Hermitian. To keep the Hamiltonian
Hermitian if the velocity vF becomes position dependent it is necessary to write it in the
following way [11]
H =
√
vF (x)σxpx
√
vF (x) (2)
It is easy to see that in case the velocity is a constant, the Hamiltonian (2) reduces to the
form (1). The Hamiltonian in Eq. (2) being hermitian we can also easily derive the associated
continuity equation which expresses the conservation of probability:
∂ρ
∂t
+
∂jx
∂x
= 0 (3)
where the current associated to the probability density ρ = ψ†ψ = ψ∗1ψ1 + ψ
∗
2ψ2 is given by:
jx =
√
vFψ
∗
1
√
vFψ2 + c.c. (4)
The Hamiltonian in Eq. (2) operates on two component spinors ψ(x) = (ψ1(x) , ψ2(x))
T
and the coupled equations for the components can now be written as
√
vF (x) px
[√
vF (x)ψ2(x)
]
= E ψ1(x) (5)
√
vF (x) px
[√
vF (x)ψ1(x)
]
= E ψ2(x) (6)
Now introducing an auxiliary spinor u1,2(x) =
√
vF (x)ψ1,2(x), the above pair of equations
may be written as
vFpxu1 = Eu2 (7)
vFpxu2 = Eu1 (8)
Let us now, for example, obtain the equation for the component u1 by eliminating u2 from
Eqs.(7) and (8) :
v2F
d2u1
dx2
+ vF v
′
F
du1
dx
= ǫ2u1, ǫ
2 = E2/h¯2 (9)
where the prime indicates differentiation w.r.t x. Let us now apply a further transformation
involving the independent variable as
z =
∫ x 1
vF (t)
dt (10)
and obtain from Eq.(9)
d2u1
dz2
+ ǫ2u1 = 0 (11)
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Eq.(11) looks like a free particle equation. However, whether or not it is a free particle
equation depends on the range of z which in turn depends on vF (x). We shall now examine
the scenario with a couple of different choices of vF (x).
III. BIC LIKE SOLUTIONS
Here we shall examine the existence of BIC like solutions of Eq.(11) using different choices
of the velocity vF (x).
Example 1.
Let us first consider
vF (x) = v0 cosh
2(αx), v0 is a constant > 0 (12)
It follows that for α → 0 we recover the constant velocity scenario. Then from (10) we
find − 1
αv0
≤ z = 1
αv0
tanh αx ≤ 1
αv0
and consequently Eq.(11) does not represent a free
particle. However, we choose a formal or unphysical solution [15] of Eq.(11), namely,
u1 = sin (ǫz) (13)
Then the component ψ1(x) of the original problem is given by
ψ1(x) = sech(αx) sin
(
ǫ
αv0
tanhαx
)
(14)
Clearly, the second part of ψ1(x) is an oscillatory function bounded between ±1 while the
first part is a function decreasing at both ends. Consequently, ψ1(x) as given by Eq.(14) is a
normalizable solution for any value of the energy E and we conclude that Eq.(14) represents
a BIC like solution. Now using the relation (7) the second component of the spinor can be
found to be
ψ2(x) = −i sech(αx) cos
[
ǫ
αv0
tanh(αx)
]
(15)
Clearly both components ψ1,2 are square integrable functions. One can indeed exactly eval-
uate the normalization constant N for the complete Dirac spinor. Choosing to normalize to
1 the total probability density ρ = ψ†ψ we have:
∫
+∞
−∞
dxρ(x) =
∫
+∞
−∞
dx
[|ψ1(x)|2 + |ψ2(x)|2]
=
2
α
N2 (16)
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FIG. 1: (Left panel) Plot of the component ψ1(x), see Eq. 14 for the following set of values for the
parameters: v0 = 1, ǫ = 10, α = 0.5 (solid curve), α = 1 (dashed curve), α = 2 (dot-dashed curve)
(arbitrary units). (Right panel) Plot of the (normalized) probability density ρ(x) for the same
values of the parameters as in the left panel. We clearly see that increasing the parameter α
increases the localization of the BIC state.
and the normalization constant is given by N =
√
α/2. We note that the two components of
our spinor solution contribute differently, in general, to the total probability density. In any
case, both components ψ1,2(x) and consequently the Dirac spinor ψ = (ψ1, ψ2)
T represent a
BIC like solution. In Fig. 1 we have drawn a plot of ψ1(x) (left panel) and the normalized
probability density ρ(x) = ψ†ψ = ψ∗1ψ1+ψ
∗
2ψ2 (right panel) for a particular set of parameters
in arbitrary units (see figure caption). It can be seen that the wavefunction oscillates with
decreasing amplitude and eventually goes to zero. Also, the plot of the probability density
(Fig. 1 right panel) shows that increasing the parameter α increases the localization of the
BIC state.
We can also easily check that the states described by Eqs. (14,15) have a vanishing
probability current density as it is expected for a bound state:
jx = N
√
v0
[
(i− i) sin
(
ǫ
αv0
tanhαx
)
cos
(
ǫ
αv0
tanhαx
)]
= 0 . (17)
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Example 2.
Here we choose
vF (x) = v0(1 + αx
2)2, α > 0 (18)
Then it follows that
− π
2
√
αv0
≤ z = 1
2v0
[
x
(1 + αx2)
+
1√
α
arctan
√
αx
]
≤ π
2
√
αv0
(19)
Now proceeding as before the solutions ψ1,2(x) are found to be
ψ1(x) =
1
1 + αx2
sin
[
ǫ
2v0
(
x
1 + αx2
+
1√
α
arctan
√
αx
)]
(20)
ψ2(x) = −i 1
1 + αx2
cos
[
ǫ
2v0
(
x
1 + αx2
+
1√
α
arctan
√
αx
)]
(21)
As in the previous example both the components are square integrable functions and they
contribute differently to the total probability density ρ = ψ†ψ. Normalizing to 1 the total
probability density we find:
∫
+∞
−∞
dxρ(x) =
∫
+∞
−∞
dx
[|ψ1(x)|2 + |ψ2(x)|2]
=
π√
α
N2 (22)
where N =
√√
α/π.
It is readily seen that the solutions (20) and (21) are valid for any value of ǫ, and hence
for any value of the energy eigenvalue E. In Fig. 2 we have plotted the component wave
function ψ1 of Eq. (20) (left panel) and the normalized probability density (right panel) for
the same set of parameters (in arbitrary units) as in Example 1. As in the first example, it
is also seen here that the wave function oscillates with non constant amplitude before dying
out. The probability density shown in the right panel again shows that with larger values
of the parameter α there is stronger localization.
From these two examples it is clear that one may choose many different profiles for vF (x)
which would produce a BIC like solution.
A. Bound state solutions
In both the examples above we have considered unphysical solutions of Eq.(11). It now
remains to be seen what happens when a physical solution i.e., a solution which vanishes
6
FIG. 2: (Left panel) Plot of the component ψ1(x), see Eq. 20 relative to Example 2, for the following
set of values for the parameters: v0 = 1, ǫ = 10, α = 0.5 (solid curve), α = 1 (dashed curve), α =
2 (dot-dashed curve) (arbitrary units). (Right panel) Plot of the (normalized) probability density
ρ(x) for the same values of the parameters as in the left panel. We clearly see also in this second
example that increasing the parameter α increases the localization of the BIC state.
at the boundaries is chosen. Here we shall only examine Example 1 in detail. In this case
the problem is clearly that of a particle trapped in an infinite square well potential. The
solutions of this problem are well known and are given by
u1(z) = sin
[
παv0n
2
(z +
1
αv0
)
]
, ǫ2n =
α2v20π
2n2
4
, n = 1, 2, 3, ...... (23)
Hence the solutions of the original problem are given by
ψ1,n(x) = sech(αx) sin
[πn
2
(tanhαx+ 1)
]
, E1,n =
h¯αv0πn
2
(24)
One may easily check that the solutions (24) are normalizable. Now again using relation (7)
we obtain
ψ2,n(x) = −i sech(αx) cos
[πn
2
(tanhαx+ 1)
]
, E2,n =
h¯αv0πn
2
(25)
It may be observed that the solution ψ2,n(x) represents the same energy level as ψ1,n(x).
Therefore the complete solution is given by
ψn(x) =
√
α
2
sechαx

 sin
[πn
2
(tanhαx+ 1)
]
−i cos
[πn
2
(tanhαx+ 1)
]

 , En = h¯αv0πn
2
(26)
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So, in conclusion, whether or not the solutions of the original problem would represent a
BIC or bound state depends on whether we choose an unphysical or a physical solution of
the transformed equation given by Eq.(11).
IV. CONCLUSION
Here we have examined the possibility of obtaining BIC as well as bound state solutions
within the framework of one dimensional Dirac equation with a velocity which depends
continuously on position. In particular, it has been shown that such solutions do exist for
suitable velocity profiles. We feel it would be of interest to investigate BIC in the presence
of a position dependent mass or a scalar potential as well looking for similar solutions in two
dimensions.
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