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Evaluating latent growth models of psychological data that is collected repeatedly is 
challenging because of small samples, non-normal and missing data. These conditions 
increase the likelihood of non-convergence, improper solutions, inflated Type 1 error 
rates, low statistical power and biased parameter estimates and standard errors. 
Various methods have been developed to handle non-normality and missing data but 
there has been less development in methods to handle small samples. In this thesis, 2 
approaches to handle small samples – 1) corrections to test statistics and 2) increasing 
the number of timepoints – were investigated in simulation studies under a variety of 
sample sizes, non-normality and missing data. Type 1 error rates and statistical power 
of the corrections were comparable to the uncorrected test statistics under a wide 
range of conditions and were only superior when sample sizes are relatively large, 
data are normal and when the number of timepoints is large. Increasing number of 
timepoints also reduces the improper solutions and biased parameter estimates.  
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Understanding the change of psychological phenomena across time is an important 
endeavour in psychological research. In basic and experimental context, change over 
time can be investigated by collecting data on the variable of interest before and after 
experimental manipulations e.g. the increase in perceived stress and cortisol release 
after being asked to deliver a public speech in front of an audience (e.g. Dickerson & 
Kemeny, 2004). In quasi-experimental and observational contexts, for example, in 
mental health and developmental settings, changes across time can be observed by 
tracking individuals across time and looking at how they change in response to 
external events e.g. change in psychological health before and after the terrorist attack 
on September 11, 2001(Holman et al., 2008), or normal maturation e.g. vocabulary 
acquisition in infants (Singh, Reznick, & Liang, 2012), respectively. 
 
 Given the situation, development in data analytic techniques need to respond 
to the needs of these research areas. This is especially so as research design to 
investigate changes over time has become more “truly longitudinal” (Singer & 
Willett, 2006), shifting from studies looking at a series of cross-sectional studies of 
different individuals to establish changes across time and tracking 2 or 3 waves of 
data to 4 or more waves of data.    
 
 Data from longitudinal and repeated measures studies are usually analyzed 
using traditional methods as such paired sample t-tests, repeated measures ANOVA 
or MANOVA. These techniques suffered from having strict assumptions (e.g. 
variables are measured perfectly without measurement error) and they are unable to 
handle data of difficult nature (e.g. missing data) appropriately. Fortunately, the use 
of these techniques has declined and newer and better statistical techniques are 
increasingly being used to analyze data from longitudinal and repeated measures 





Latent Growth Models 
Latent growth modeling (LGM) has roots from the factor analytic tradition. Meredith 
& Tisak (1990), based on earlier work done by Tucker (1958) and Rao (1958), 
formulated a model to look at growth by specifying a common factor model with 2 
latent factors with fixed paths from the latent factors to the observed variables 
representing the growth trajectory (see Bollen & Curran, 2006, for a history of the 
development of latent growth models). The parameter estimates (variances, 
covariances and means) from the latent variables in this specification now represent 
the initial state (intercept) and the change across time of the specified trajectory 
(slope) of the variable of interest. Being a special case of the more general structural 
equation models (of which the common factor models is a special case), LGM enjoys 
the same flexibility in model specification such as allowing for different residual 
variances across timepoints, autocorrelations and investigation of inter- and intra-
individual differences in the latent intercepts and slopes (see Bollen & Curran, 2006; 
Preacher, 2008). 
 
 In fact, the traditional techniques mentioned above can be considered special 
cases of LGM (Voelkle, 2007). LGM can be formulated to represent paired-sample t-
tests, repeated measures ANOVA and MANOVA by putting constraints on the 
estimation of parameters. For example, in a LGM with 3 timepoints, if the variances 
of the latent intercept and slope are constrained to 0 and the residual variances 
constrained to be equal across the 3 timepoints, the LGM is essentially the same as a 
repeated-measures ANOVA. Moreover, the estimation methods in LGM (usually 
maximum likelihood although limited information estimation methods can also be use 
e.g. 2SLS, Bollen, 1996) and the traditional techniques (OLS estimation) are 
asymptotically equivalent i.e. at large sample sizes, parameter estimates will be very 
similar. 
  
LGM is also similar to another modern method used in analyzing change over 
time – multilevel modeling (MLM). Various demonstrations of the overlap between 
the 2 methods are available in the literature (see Curran, 2003; Rovine & Molenaar, 
2000). While each method has their own strengths and limitations (e.g. MLM can 
accommodate cases having different coding for time and parameter estimates from 
LGM can be used as predictors and outcomes), the results obtained are usually very 
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similar and at times, identical. As conceptual development and computational 
procedures improves, it is expected that the differences between the 2 methods will be 
bridged (e.g. Cheung, 2013, has recently implemented restricted maximum likelihood 
under the structural equation modeling framework). 
 
Another important advantage of LGM is the ability to assess the fit of a 
proposed model formally through test statistics. Given a dataset with p timepoints or 
observed variables and a p x p sample covariance matrix S and p x 1 mean vector x^  , 
the following discrepancy function is minimized 
 
FML  log     log S  tr   1S  p  ˆ x   '  1 ˆ x   	 	 (1) 
 
where Σ and μ are the model-implied population covariance matrix and mean 
vector based on d parameters to estimate. When FML is multiply by the sample size, 
this test statistic, known as the chi-square test or more appropriately, the likelihood 
ratio test (TML), follows a central chi-square distribution with p(p + 3)/2 – d degrees of 
freedom. This allows for computation of p-values and the conduct of statistical 
hypothesis testing. In LGM and structural equation modeling in general, non-
significant results during assessment of model fit are of concern, as one would want 
proposed models to be accepted rather than rejected. This is in contrast to the usual 
significant results that are of concern in other areas of statistical hypothesis testing. 
Assessing model fit is important because parameter estimates might be biased or 
worse, not meaningful to interpret, if the proposed model does not fit the data 
adequately.  
 
LGM with maximum likelihood estimation has several other desirable 
properties such as consistency (parameter estimates tend to converge to population 
values if the correct model is fitted), efficiency (the variance of parameter is the 
smallest as compare to other estimation methods) and test statistics (TML) generally 
follow the central chi-square distribution when the correct model is fitted (which 
allow for accurate statistical hypothesis testing). However, these desirable properties 
require several assumptions to be met; namely, multivariate normality, complete data 
and large sample sizes.  
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Real Research Context 
Unfortunately, in real research context, these assumptions are usually not met. Most 
psychological measures are not normally distributed (Blanca, Arnau, López-Montiel, 
Bono, & Bendayan, 2013; Micceri, 1989) and the distributions of these measures do 
not even remotely resemble normal distribution. Missing data is prevalent in 
longitudinal or repeated-measures studies and missing data rates are substantial (up to 
67% in some cases; Peugh & Enders, 2004) as participants drop out or refuse to 
continue participating in the studies or they are lost to contact (e.g. attrition in older 
participants; Rhodes, 2005). These studies are also usually conducted with small 
samples (Marszalek, Barber, Kohlhart, & Holmes, 2011) as following the same 
participants over a period of time is more resource intensive as compared to cross 
sectional studies. It is also harder to recruit participants who are willing to devote an 
extended period of their time to the studies. When these assumptions are violated, 
LGM with maximum likelihood estimation loses its desirable properties – test 
statistics have inflated Type 1 error, low statistical power, parameter estimates and 
standard errors are biased and inefficient. 
 
Effects of Violation of Assumptions 
There is a considerable body of research starting around 30 years ago looking at the 
effects of missing data (e.g. Little & Rubin, 1987; Muthén, Kaplan, & Hollis, 1987), 
non-normality (e.g. Curran, West, & Finch, 1996; Muthén & Kaplan, 1985) and small 
sample size (e.g. Anderson & Gerbing, 1984; Boomsma, 1983). Extensive review of 
these effects and recent developments are available elsewhere (for missing data see 
Enders, 2010; Schafer & Graham, 2002; for non-normality see Finney & DiStefano, 
2006; for small sample see Boomsma & Hoogland, 2001; Marsh & Hau, 1999) and 
will not be discuss in details here. Figure 1 summarizes the effects of these violations 
on various aspects of LGM, SEM and maximum likelihood across the different phases 
of model fitting. It is observed that all aspects of model fitting are affected and small 







Figure 1. The effects of the various violations of assumptions and data conditions on different phases 
of model fitting. 
 
 
These effects have also been recently been increasingly investigated in the 
context of latent growth models, primarily on the impact of missing data (Cheung, 
2007; Duncan, Duncan, & Li, 1998; Muthén, Asparouhov, Hunter, & Leuchter, 2011; 
Newman, 2003; Shin, Davison, & Long, 2009; Shin, 2005) and less on non-normality 
(e.g. Shin et al., 2009) and small sample size. The reason for this emphasis is 
unknown but it could be due to the ability to make certain assumptions regarding 
missing data in longitudinal and repeated measures studies, specifically on their 
missing mechanism.  
 
Missing data can be classified in 3 categories based on their generating 
mechanism (Little & Rubin, 2002). When the probability of missing data is unrelated 
to any variables, it is considered to be Missing Completely at Random (MCAR). 
Situations where this is possible include random technical faults in data collection, 
genuine mistakes or when missing data is planned (Graham, Taylor, Olchowski, & 
Cumsille, 2006). When data is Missing at Random (MAR), the probability of 
missingness is related to variables other than the variables that have the missing data. 
The variables that predict the missingness should be available to researchers. 
Examples of MAR include older people (age being available to researchers) failing to 
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complete experiments due to fatigue or participants in trials who have recovered or 
become worse and unable to continue (the participants’ conditions being available to 
researchers). In longitudinal or repeated-measures studies, this is a very probable 
mechanism for missing data and will be investigated in this thesis. If the missing data 
is related to its own value e.g. people with higher income tend not to report their 
income, then the missingness will be considered as Not Missing at Random (NMAR). 
In this thesis, the focus will be on MCAR and MAR as the current method to handle 
missing data is not able to handle NMAR.  
 
Another possible reason is that LGMs, as mentioned, are special cases of the 
general SEM models thus what has been found in the SEM literature should also 
apply to LGM. In fact, the results from these studies generally are in agreement with 
what has been found. For example, Cheung (2007) looked at the effects of different 
methods of handling missing data on model fit and parameter estimation of latent 
growth models with time invariant covariates under conditions of MCAR and found 
that traditional methods of handling missing data produced inflated test statistics, 
biased parameter estimates and standard errors as compared to modern methods 
(discussed below). 
 
Methods to Handle Violations 
Given the amount of research into the effects of both non-normality and missing data, 
it is no surprise that there has been much effort in developing techniques to handle 
them. For non-normality, there are generally 2 approaches. The first involves looking 
for estimators that do not require any distributional assumptions. The representative 
development in this approach is the Asymptotic Distribution Free (ADF) estimation 
developed by Browne (1984). However, ADF requires sample sizes well beyond what 
is usually feasible in most psychological studies (n of 5000 or more; Hu, Bentler, & 
Kano, 1992) to be effective.  
 
The other approach looks at deriving corrections and adjustments to the ML 
chi-square and standard errors and the Satorra-Bentler scaled chi-square (Satorra & 
Bentler, 1994) is the most studied and most well-known1.  
																																																								
1 Satorra & Bentler (1994) also presented another correction, the so-called adjusted chi-square that corrects both the mean and 




TSC  dtr A TML 	 	 	 	 	 	 	 	 (2) 
 
The correction or scaling factor is a complex function of a matrix A involving 
the first order derivatives of the estimated parameter estimates and an estimate of the 
asymptotic covariance matrix of the sample covariances (which represent the estimate 
of the common relative kurtosis). This scaling factor corrects the mean of the test 
statistics to make it follow the chi-square distribution more closely thus reducing the 
inflated Type 1 error rates. Satorra & Bentler (1994) also derived a correction for 
standard errors. This approach has been more popular because it does not have a large 
sample requirement (although the scaled chi-square breaks down in small sample size; 
Yuan & Bentler, 1998) and have been shown to control Type 1 error rates and bias of 
standard error quite effectively across a variety of conditions (Curran, West, & Finch, 
1996; Finney & DiStefano, 2006; Olsson, Foss, Troye, & Howell, 2000).  
 
 For missing data, modern methods like full information maximum likelihood 
and multiple imputation are increasingly being recognized as the most appropriate 
methods to handle missing data (Allison, 2003; Arbuckle, 1996; Enders, 2010; 
Schafer & Graham, 2002). Both methods become equivalent when the number of 
imputations in multiple imputations becomes larger although under most conditions, 
multiple imputations is less efficient than full information maximum likelihood 
(Yuan, Yang-Wallentin, & Bentler, 2012). In full information maximum likelihood, 
instead of minimizing the discrepancy function in Equation 1, individual log-
likelihood is maximize 
 
log Li  ki  12 log  
1
2
xi  '1 xi  	 	 	 	 	 (3) 
 
 with ki as a constant depending on the number of available datapoints for each 
case i, and xi as a p x 1 vector of scores for each case. The individual log-likelihood is 




logL ,   log Li
i1
N 	 	 	 	 	 	 	 (4) 
 
to obtain the sample log-likelihood for the model. TML can then be calculated 
by taking the ratio of the sample log-likelihood for the model over the sample log-
likelihood for the alternative model 
 
TML  2 log L , log L alt ,alt 	 	 	 	 	 	 	 (5) 
 
TML in Equation 5 is equivalent to Equation 1 when there is no missing data. 
When there is missing data, full information maximum likelihood takes into all 
available data as well as their relationships. As mentioned, full information maximum 
likelihood has been shown to be superior to traditional methods like listwise and 
pairwise deletion and single imputation (Schafer & Graham, 2002) and has been used 
in various demonstrations in the context of latent growth models (Enders, 2011; 
Raykov, 2005). 
 
There has also been theoretical and empirical development in handling both 
non-normality and missing data at the same time. For full information maximum 
likelihood to work, the data must be multivariate normal. Yuan & Bentler (2000) 
proposed various modifications to the existing corrections for non-normality taking 
missing data in account. These theoretical developments has been advanced and 
expanded and found to perform well under various conditions of non-normality and 
missing data (Enders, 2001; Gold, Bentler, & Kim, 2003; Savalei & Bentler, 2005; 
Savalei, 2008; Yuan, Marshall, & Bentler, 2002). In this thesis, these corrections for 
non-normality taking into account missing data (specifically TSC with missing data 
adjustments) will be investigated. 
 
 For small sample size, the development has been less robust. While the effects 
of small sample size are pervasive across all aspects of model fitting and has been 
well demonstrated and investigated (most simulation studies will include a component 
of sample size), solutions and methods to handle the effects are few and not well-
studied. This could be partly due to sample size being a design issue rather than an 
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analytical issue. Problems with sample size can be overcome by getting a larger 
sample. However, as discussed above, in longitudinal or repeated measures studies, 
small sample sizes are the norm due to resource constraints. In addition, there might 
not be any viable solutions to handle small sample sizes as maximum likelihood is 
fundamentally more appropriate in large sample sizes2. The solutions and methods 
discussed above to handle non-normality and missing data also depends on this large 
sample properties and their performance in small sample sizes are usually suboptimal 
thus it is important to look into potential solutions to handle small sample sizes in 
conjunction with non-normality and missing data. 
 
 There has been theoretical work looking at incorporating adjustments to 
methods for non-normality such as residual-based statistics and sample-size adjusted 
ADF estimation (Bentler & Yuan, 1999; Yuan & Bentler, 1998) and these methods 
have shown to perform quite well in small sample and non-normality (Bentler & 
Yuan, 1999; Nevitt & Hancock, 2004). However, when missing data is investigated 
together with small samples and non-normality, performance of these test statistics 
break down in small sample size (Savalei, 2010).   
 
 A series of recent studies (Fouladi, 2000; Herzog & Boomsma, 2009; Nevitt & 
Hancock, 2004; Savalei, 2010) have identified a group of promising corrections for 
small sample sizes in SEM and LGM, namely, the Bartlett- (1950), Yuan- (2005) and 
Swain (1975) corrections. These small sample corrections are applied to the test 
statistics on top of the corrections for non-normality through TSC, both with and 
without missing data. They will be briefly described in the next section and findings 
regarding their performance will be reviewed thereafter. 
 
Bartlett Correction. Bartlett (1950) developed a small sample correction for 
exploratory factor analysis which is a function of the number of factors to be 
extracted k, the number of observed variables p and sample size n (N-1).  
 
b 1  4k  2p  5
6n
	 	 	 	 	 	 	 	 (6) 
																																																								
2 An alternative approach is to abandon maximum likelihood and adopt Bayesian approaches (Lee & Song, 2004) but this 




 TSCb  bTSC 	 	 	 	 	 	 	 	 	 (7) 
 
 A new test statistics, TSCb, can be computed by applying the correction to TSC 
which will correct for small sample, non-normality as well as missing data. Equation 
6 was derived by expanding on a moment generating function. Looking at Equation 7, 
TSCb should match TSC when sample sizes get larger.  
 
Swain Correction. Swain (1975) derived a series of small sample corrections for 
general covariance structure models but only one that has been considered promising 
and investigated in previous studies will be included in this thesis. Swain (1975) 
argued that too many parameters are considered in Bartlett correction as confirmatory 
factor models usually have less parameters than exploratory factor models. He started 
his derivation from a model that has no free parameters and proposed the following 
correction factor: 
 
s 1  p 2p
2  3p 1  q 2q2  3q 1 
12ndf




q  1 4 p p 1  8d 1
2
	 	 	 	 	 	 	 (9) 
 
 The new statistics can be computed by applying the correction factor to TSC. 
 
TSCs  sTSC 	 	 	 	 	 	 	 	 												(10) 
 
Yuan Correction. Yuan (2005) also argued that that the Bartlett correction is not 
appropriate for confirmatory factor models because too many parameters are taken 
into account. However, unlike Swain (1975), Yuan (2005) used the Bartlett correction 
as a starting point and derived an ad hoc adjustment to take into account the fewer 





y 1  2k  2p  7
6n
	 	 	 	 	 	 	 													(11) 
 
 TSCy  yTSC 	 	 	 	 	 	 	 	 													(12) 
 
 From both Equation 6 and 11, it is evident that TSCb and TSCy will have very 
similar performance given the same k and will be virtually the same in large samples. 
 
 All three corrections have been studied very little in the literature despite 
having a long history, especially for Bartlett- and Swain corrections. Fouladi (2000) 
have looked at both Bartlett- and Swain correction as applied to TML and found that in 
general, the Bartlett correction has better control of Type 1 error. In her investigation, 
k, however was set to 0 as she was not looking at any specific structural or factor 
models. In this thesis, however, k can be set to a specific number and in this case 2 
because in LGM, the common specification is to have 2 latent variables representing 
the latent intercept and slope. Herzog & Boomsma (2009) looked at all three 
corrections in their performance to detect misspecification for TML as well as fit 
indices derived from TML (such as RMSEA, TLI and CFI) however they were looking 
only at normal data. They found that the Bartlett- and Yuan corrections have slightly 
better performance in control of Type 1 error but showed poor performance in 
rejecting misspecified models. Swain correction however has acceptable and stable 
performance in both control of Type 1 error and power to reject misspecified models.  
 
 Nevitt & Hancock (2004) were the first to look at these small sample 
corrections (specifically the Bartlett correction) in non-normal data. In their study, 
they also compared the performance of residual-based statistics for small sample 
(mentioned above) and found that TSCb (without missing data adjustments) maintained 
good performance for Type 1 error and statistical power across a variety of conditions 
except when the sample sizes were very close to the number of parameters. Savalei 
(2010) undertook the most comprehensive study to date looking at small sample 
corrections in conditions of non-normality and missing data. In her study, Savalei 
(2010) compared the performance of Bartlett- and Swain corrections with residual-
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based test statistics for small sample as well as extension of the Satorra-Bentler scaled 
correction (the adjusted chi-square which is not investigated in this thesis) for the first 
time in missing data and found that TSCb performed well in both control for Type 1 
error and statistical power to reject misspecification while TSCs did not performed as 
well with missing data and larger models. However, the study was restricted to 
missing data with MCAR (which is a challenging assumption in real situations). 
 
 These prior findings provide the impetus to carefully investigate and compare 
the performance of these small sample corrections together and in different model 
specifications (e.g. LGM) and a wider variety of conditions. In this thesis all 3 
corrections will be investigated within a model specification not examined in previous 
studies – latent growth models and in conditions not examined in previous studies – 
MAR missing data, smaller sample sizes and more levels of the severity of 
misspecification. While previous studies have found that the small sample corrections 
have acceptable Type 1 error and statistical power, it is unlikely that the small sample 
corrections will eliminate any bias in the test statistics and approximate a chi-square 
distribution. The aim would be find out which corrections performed the best and 
under what conditions can they be used. 
 
Number of Indicators, Observed Variables, Timepoints and Model Size 
The small sample corrections discussed in the previous section address one specific 
problem with small samples, namely, bias of the chi-square or likelihood ratio test. As 
indicated above, small sample size presents other problems that cannot be address by 
correcting the test statistics. Non-convergence, improper solutions, biased parameter 
estimates and standard errors are more prevalent in small sample sizes.  
 
 An area of research closely related to small sample size and the above 
mentioned problems is model size which includes anything looking at number of 
indicators, observed variables (timepoints in the context of LGM), various ratios of 
sample size to number of parameters, sample size to number of observed variables 
and sample size to degrees of freedom (Ding, Velicer, & Harlow, 1995; Herzog, 
Boomsma, & Reinecke, 2007; Jackson, Voth, & Frey, 2013; Jackson, 2001, 2003, 
2007; Kenny & McCoach, 2003; Marsh, Hau, Balla, & Grayson, 1998; Moshagen, 
2012; Tanaka, 1987). This set of heterogeneous studies generally point towards the 
	13 
	
direction that increasing the number of observed variables or improving any sample 
size ratios will result in fewer occurrences of non-convergence and improper solutions 
and less biased parameter estimates and standard errors. The downside is that 
likelihood ratio test is inflated in larger model (Moshagen, 2012). It would be of 
interest to see if the combination of the small sample corrections and larger model 
size would improve the problems associated with small sample sizes. 
 
 In the context of LGM, increasing the number of timepoints (or observed 
variables) has 2 unique implications. One of the key concerns in longitudinal or 
repeated measures studies is the sampling rate of data collection (Collins, 2006; 
Raudenbush & Liu, 2001). Adequate number of timepoints and appropriate intervals 
and periods are necessary to capture theoretically interesting and nonlinear growth 
patterns. Moreover, increasing the number of timepoints also increase the power to 
detect these growth patterns (Fan & Fan, 2005; Muthén & Curran, 1997). The other 
implication is that comparing LGM with CFA models, an increase of 1 observed 
variable would result in different number of parameter being estimated and hence also 
resulting in different degrees of freedom. As the factor loadings in LGM are fixed to 
reflect the hypothesized growth patterns, factor loadings are not estimated with each 
additional timepoint. Based on previous findings (Jackson, 2003; Kenny & McCoach, 
2003; Marsh et al., 1998), LGM might be able to have the advantage of more stable 
estimation and solutions while avoiding large inflation of the likelihood ratio tests. 
 
Purpose of Thesis 
There has been theoretical and simulation work in looking at correcting test statistics 
in structural equation modeling and latent growth modeling when assumptions such as 
small sample sizes and non-normality are violated or when there is missing data. 
However, most studies have looked at the violations of assumptions and missing data 
separately. There are very few studies looking at the combination of small sample, 
normality and missing data and there are no studies looking in the context of a latent 
growth model where a mean structure is included as well as different configurations 
of model size (in terms of increasing number of timepoints, number of parameters, 
degrees of freedom, etc.) and specific misspecifications such nonlinear growth 
patterns. Moreover, most studies have looked only at the Type 1 error and statistical 
power of the test statistics but ignored other problems that might present themselves, 
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especially when sample sizes are small i.e. higher rates of non-convergence and 
improper solutions.  
 
When evaluating performance of any test statistics or corrections, it is 
important to evaluate both Type 1 error and statistical power. If a particular test 
statistics or corrections has low Type 1 error but low statistical power, it will be 
inferior to another that has comparable Type 1 error but higher statistical power. 
Conversely, if a test statistic or correction has high statistical power but also has high 
Type 1 error, it will be less preferred to one that has comparable statistical power but 
much lower Type 1 error. In addition, if parameter estimation is influenced by how 
the test statistics or corrections are calculated or applied, the propriety of the 
parameter estimates should also be evaluated. 
 
This thesis will use 2 Monte Carlo simulation studies to evaluate corrections 
for test statistics developed for missing data, non-normality and small samples. Study 
1 will be looking at Type 1 error of the various corrected test statistics, the rejection 
rate given a pre-specified alpha (conventionally at 0.05) when the correct model is 
being fitted and Study 2 will be looking at the statistical power of the various 
corrected test statistics, the rejection rate given a pre-specified alpha when an 
incorrect or misspecified model (see Method for discussion of misspecified models 
used in this thesis) is being fitted. As noted above, it is unlikely that the performance 
of the small sample corrections will eliminate any bias in the test statistics. The goal 
is to look at the best performing correction and the conditions in which the corrections 
can be applied. In addition, the studies will also look at how increasing the number of 
timepoints in a growth model will help mitigate non-convergence, improper solutions, 
efficiency of the parameter estimates and bias in parameter estimates and standard 
error. 
 
Research Questions And Expectations 
For both Study 1 and 2, there are 2 specific research questions. 
 
1. What are the rejection rates (in Study 1 this will be the Type 1 error and in 
Study 2, this will be the statistical power) of the various test statistics and their 
small sample corrections – TML, TSC, TSCb, TSCs & TSCy under various 
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violations of assumptions when a correct model is being fitted and when a 
misspecified model is being fitted, respectively for Type 1 error and statistical 
power? 
 
Expectation: In general, TSCb will have the best performance and the 3 small 
sample corrections should converged as sample size gets larger. 
 
2. Do the number of non-convergence and improper solutions decrease as more 
timepoints are added to the growth model? 
 
Expectation: As more timepoints are added, the number of non-convergence and 
improper solutions are expected to decrease and the decrease will be larger when 
sample size gets larger. 
 
For Study 1, there is another specific research question. 
 
3. Do parameter estimates and standard errors become less biased and the 
efficiency of the parameter estimates gets better as more timepoints are added 
to the growth model? 
 
Expectation: Parameter estimates and standard errors will be less biased and 











Two Monte Carlo simulation studies were conducted. Study 1 looked at Type 1 error 
rates of the various small sample corrections under conditions of small sample sizes, 
missing data and non-normality and the effects of increasing number of time points on 
non-convergence, improper solutions, efficiency and bias of the parameter estimates 
and standard errors. Study 2 looked at the statistical power of the various small 
sample corrections and as well as the effects of increasing number of time points on 
non-convergence and improper solutions. 
 
The simulation studies were carried out using EC2 micro instances in Amazon 
Web Services cloud computing infrastructure using the R statistical environment 
version 2.15.3 (R Core Team, 2013)	maintained by Louis Aslett (n.d.). The package 
lavaan version 0.5-13 (Rosseel, 2012)	was used to generate the data and run the 
latent growth models. The package semTools version 0.4-0 (Pornprasertmanit, 
Miller, Schoemann, & Rosseel, 2013) was used to extract the univariate skewness and 
kurtosis in each simulated dataset.   
 
One thousand replications were run in each condition of the simulation 
studies. If there were non-convergence (maximum number of iterations was set to 
lavaan’s default of 10000 iterations, see Rosseel, 2013) or improper solutions, 
additional replications were run until each condition has 1000 replications. Non-
convergent and improper solutions were not included in the analysis. This number of 
replication is commonly used in simulation studies (Koehler, Brown, & Haneuse, 
2009; Koehler et al., however, discussed the merits of justifying of number of 
replications instead of following the norm) and has been found to be sufficient for 
investigation of Type 1 error rates, statistical power, bias and efficiency of parameter 
estimates and standard errors (Skrondal, 2000). 
 
Results will be presented using descriptive statistics and graphs. Due to the 
larger number of replications and conditions, inferential tests will be over-powered 
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and difficult to interpret. Moreover, graphs generally convey information not readily 
noticeable in inferential tests or even tables of descriptive statistics e.g. nonlinear 
relationships and different patterns of interactions. (Wainer, 2005; Wilkinson & the 
Task Force on Statistical Inference, 1999). Cook & Teo (2011) showed that both 
experienced statisticians and undergraduate statistics majors extracted information 
more quickly and accurately when examining graphs as compared to examining 
comparable tables. Analyses will be conducted in the R statistical environment 
version 3.0.1 (R Core Team, 2013) and graphs will be created using the package 
ggplot2 version 0.9.3.1 (Wickham, 2009). 
 
Population Models 
Study 1. Four population models were used in Study 1. Each of the 4 models was a 
linear latent growth model, differing in the number of timepoints (i.e. observed 
variables): 3, 6, 9 and 12 timepoints. These levels were chosen to represent a wide 
range of timepoints in growth models. The model with 3 timepoints was chosen to be 
the smallest model because 3 timepoints is the minimum number of timepoints to run 
a latent growth model. The model with 12 time points was chosen to the largest model 
by considering a hypothetical scenario where the sample is followed up monthly for a 
year. 
 
For the coding of the timepoints, the first and last timepoints of each model 
were set to 0 and 1.1, respectively. A fractional number, instead of a whole number 
(i.e. 1.1 instead of 11), was used to reduce the effects of unbalanced variance ratio in 
the observed covariance matrices. Unbalanced variance ratio (i.e. the ratio of the 
variance of one observed variable over another in the same covariance matrix) has a 
tendency to introduce non-convergence during maximum likelihood estimation 
(Kline, 2010). In this case, if 11 were to be used instead of 1.1, the ratio of the last 
time point to the first time point could be as large as 121 times3. The rest of the 
timepoints in between were scaled to reflect equal intervals (rounded off to 2 decimal 
places between each time points. The codings were used both for the population 
models and the analysis models during the actual simulation. The codings used are 
presented in Table 1. 
																																																								




Table 1. Codings for time for population models in Study 1. 
No. of timepoints Coding for time 
  
3 0, 0.5, 1.1 
6 0, 0.14, 0.38, 0.62, 0.86, 1.1 
9 0, 0.05, 0.2, 0.35, 0.5, 0.65, 0.8, 0.95, 1.1 
12 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1 
  
 
The population parameters, using a 3-timepoint model as an example for 
illustration of the variance of the uniqueness, used are represented in the following 
matrices: 
    
























The values of the population parameters were arbitrarily chosen because there 
are no representative values of growth parameters in the literature. Unstandardized 
growth parameters are dependent on the scale of the observed variables. In addition, 
the values were chosen to simplify the population models as the primary aim of Study 
1 is to investigate how well the various small sample corrections control for Type 1 
error rates when sample sizes, missing data and non-normality are varied and not at 
the impact of different values of the population parameters. However, the ratio of the 
variance of the intercept to the slope is set to 5 to reflect common ratios observed in 
empirical studies as reported by Muthén & Muthén (2002) and values are generally 
representative of values used in other simulation studies (e.g. Cheung, 2007). 
 
The residual variances were all set to 1. This value was chosen to ensure that 
reliabilities or proportion of variance explained (determined by the ratio of the 
variance accounted for by the latent intercept and slope to the total observed variance) 
of the observed variables at the population level are between 0.5 and 0.55 as very low 
or high reliability has been shown to affect the maximum likelihood estimation 




Study 2. To investigate misspecification of growth curves, 2 types of nonlinear growth 
curves were used in Study 2. The logarithm curve represents an initial accelerating 
growth followed by a plateau and the sigmoid curve represents a slow initial growth 
with a rapid growth in the middle and a slow plateau at the end (see Figure 2). These 
are common developmental trajectories in psychological research (see Adolph, 
Robinson, Young, & Gill-Alvarez, 2008 for a discussion). 
  
Figure 2. Logarithmic and sigmoid curves representing the 2 types of nonlinear growth. 
 
  
 For the nonlinear growth, the models used were similar to a linear growth with 
2 latent variables representing the intercept and slope. The nonlinear growth was 
generated by manipulating the coding of time instead. To create the coding of time for 
the 2 types of nonlinear growth, coding of time for linear growth was transformed 
using logarithm and sigmoid function (the latter from the package e1071 version 
1.6-1, Meyer, Dimitriadou, Hornik, Weingessel, & Leisch, 2012),	respectively.  The 
coding for time was scaled to between 0 and 1.1 to be comparable to the coding of 
time in linear growth. Models with 3 timepoints were not used because nonlinear 
growth requires at least 4 timepoints to estimate. The codes for the transformation are 
in the Supplementary Materials. The resulting codings of time for Study 2 are 



















Table 2. Codings for time for population models in Study 2 
No. of 
timepoints Growth Coding for time 
   
6 Log. 0, 0.515, 0.747, 0.898, 1.01, 1.1 
 Sig. 0, 0.035, 0.272, 0.828, 1.065, 1.1 
9 Log. 0, 0.383, 0.585, 0.723, 0.829, 0.914, 0.985, 1.046, 1.1 
 Sig. 0, 0.013, 0.062, 0.219, 0.55, 0.881, 1.038, 1.087, 1.1 
12 Log. 0, 0.307, 0.486, 0.614, 0.712, 0.793, 0.861, 0.921, 0.973, 1.019, 1.061, 1.1 
 Sig. 0, 0.008, 0.028, 0.08, 0.198, 0.414, 0.686, 0.902, 1.02, 1.072, 1.092, 1.1 
   
  
To look at the power of the corrected chi square tests at different severity of 
misspecification, 3 levels – low, moderate and severe – of the severity of 
misspecification were manipulated. This was done by varying the mean of the latent 
slope as this parameter determines the shape of the nonlinear growth. Other 
population parameters were kept the same as the values from Study 1. The different 
levels of severity of misspecification were estimated by using a modification of the 
method described by Levy & Hancock (2007).  
 
 Levy & Hancock (2007) proposed a general framework to test competing 
models, both nested and non-nested, using a Z-test. In other simulation studies, 
severity of misspecification were usually defined or estimated by using a method 
proposed by Saris & Satorra (Saris & Satorra, 1993; Satorra & Saris, 1985) which 
involves computing the power to reject the misspecified model using the central and 
noncentral chi-square distributions (see Fan & Sivo, 2005 for an example) . The 
approach used here is similar in involving the power to reject misspecified models 
using the Z-test proposed by Levy & Hancock (2007). However, the Saris & Satorra 
approach allows only for misspecified models that are nested within the correct 
models. In Study 2, the misspecified models were not nested within the correct 
models.  
 
 While Levy & Hancock approach can be used, I am unaware of any closed 
form solutions, unlike the Saris & Satorra method, to estimate the power to reject 
misspecified model using the method. Thus, a small simulation was conducted to 
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estimate the power to reject misspecified models. The package SEMModComp version 
1.0 (Levy, 2009)	was used to run Levy & Hancock method. The codes for this 
simulation are in the Supplementary Materials. 
 
Firstly, a range of values (from 0.1 to 1.3) for the mean intercept was 
generated. The population models generated were then used to simulate 100 datasets 
with sample size of 105 (the mean of the 6 levels of sample sizes described below). 
Next, the datasets were fitted to both the correct and misspecified models and 
compared using the Z-test proposed by Levy & Hancock (2007). The rejection rates 
(hence the power) were saved. In the third step, linear regressions were conducted 
with the values generated in step 1 as the dependent variable and the power from the 
second step and the number of timepoints as predictors. This was done separately for 
the logarithm and sigmoid growth (R-squared = 95.7% and 95.4%, respectively). 
Lastly, the values of the population parameter to be used in Study 2 (i.e. the mean 
intercepts) were predicted using the results from the linear regressions by substituting 
the desired timepoints and power. In this instance, low, moderate and severe 
misspecifications were defined as power of 0.2, 0.5 and 0.8, respectively. To verify 
that the predicted values will lead to the expected power, the predicted values were 
used in another round of the simulation described above. The expected powers from 
this simulation, although slightly lower, were similar to the expected power (see 
Table 3). 
 
Thus, in Study 2, a total of 18 population models were used – 3 different 
number of timepoints (6, 9 and 12), 2 types of nonlinear growth (logarithm and 
sigmoid) and 3 levels of severity of misspecification (low, moderate and severe). See 
Appendix E for the population covariance matrices and mean vectors for all 
population models used in Study 1 and Study 2. 
 
Other than the population models, the following experimental variables were 
also manipulated: sample size, percentage of missing data and missingness 






Table 3. Population parameters (mean intercept) used in Study 2 and empirical power to reject 
misspecified models using Levy & Hancock (2007) approach. 
Growth Severity No. of timepoints Value 
Empirical 
Power 
     
Log. Low 6 0.401 0.188 
  9 0.310 0.172 
  12 0.218 0.170 
     
 Moderate 6 0.858 0.463 
  9 0.767 0.483 
  12 0.675 0.465 
     
 Severe 6 1.315 0.758 
  9 1.224 0.796 
  12 1.132 0.808 
     
Sig. Low 6 0.420 0.180 
  9 0.291 0.176 
  12 0.161 0.151 
     
 Moderate 6 0.865 0.452 
  9 0.735 0.488 
  12 0.606 0.469 
     
 Severe 6 1.309 0.754 
  9 1.180 0.814 
  12 1.051 0.841 




Sample Size. Six levels of sample sizes, namely, 30, 60, 90, 120, 150 and 180, were 
used. The lower bound of the sample sizes was based on reviews of sample sizes in 
repeated measures studies in psychology (Marszalek et al., 2011; Shen et al., 2011). 
Thirty is approximately the most common smallest sample size. For the upper bound 
of the sample sizes, it was based on the conventional guidelines that a structural 
equation modeling study should have a sample size of around 200 (see Jackson, Voth, 
& Frey, 2013 for a discussion). One hundred and eighty was used instead to have a 
balanced design with equal intervals between the levels as well as a reasonable 




Missing Data Pattern. The missing data conditions are varied along 2 dimensions, 
namely, the percentage of dropout at the each dropout timepoint and the missingness 
mechanism. For the former, 3 levels were chosen – 0% (indicating no missing data), 
10% and 20%. For the latter, two mechanisms were used – Missing Completely At 
Random (MCAR) and Missing at Random (MAR) (see Little & Rubin, 2002). A 
combination of the 2 dimensions resulted in a missing data condition with 5 levels – 
no missing data (0%), 10% MCAR, 20% MCAR, 10% MAR and 20% MAR.  
 
The missing data pattern used in this study is one of dropout or attrition. Once 
a case drop out, it will remain missing for the rest of the timepoints. This was to 
mimic dropout or attrition in real studies where participants do not return to the study. 
There were 2 dropout timepoints in each of the models. See Figure 3 for a 
representation. 
  
Figure 3. A model with 6 timepoints. Cases 4 & 5 dropped out from T4 onwards while cases 2 & 30 
dropped out from T2 onwards. 
 
 
One was at one-third of the maximum number of timepoints and the other was 
at two-third of the maximum number of timepoints e.g. for the model with 6 
timepoints, the first dropout timepoint would be after the second timepoint and the 
second dropout timepoint would be after the fourth timepoint. If the percentage of 
dropout is 10%, at the dropout timepoint, 10% of the cases will be deleted and 
subsequent timepoints are also deleted. The same goes for 20%. This resulted 20% of 
the cases having some missing data (for 10% drop out at 2 dropout timepoints) and 
40% of the cases having some missing data (for 20% drop out at 2 dropout 
timepoints). This amount of missing data is about 1 SD and 2 SD, respectively, above 
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the median amount of missing data in longitudinal studies reported in Peugh & Enders 
(2004) earlier review on missing data. 
 
For missingness mechanism, if it is MCAR, the cases will be randomly 
selected. If it is MAR, the selection of the cases will depend on the values of the 
previous timepoint. For example, in a model with 6 timepoints, at the first dropout 
(after the second timepoint), whether the data (third timepoint onwards) will be 
deleted depends on the value at the second timepoint. The probability of missingness 
is calculated using a logistic function with the values of the previous timepoint as the 
predictor as follows: 
 
 prob missing   1
1  e1(1.386x ) 	 	 	 	 	 												(13) 
 
The odds ratio is set to 4 to reflect a strong relation (i.e. the odds of 
missingness is 4 times the odds of missingness when the value of the previous 
timepoint increase by 1) between the values of the previous timepoint on the 
probability of missingness at the timepoint where cases drop out. The natural 
logarithm of the odds ratio is the beta coefficient (approximately equals to 1.386) in 
the logistic function above. 
 
Non-normality. Non-normality was generated by manipulating the univariate 
skewness and kurtosis of the observed variables. For skewness, the values of 0 and 2 
were used and for kurtosis, the values of 0 and 7 were used. This created a non-
normality condition with 4 levels – normal data (skewness & kurtosis equal to 0), 
only skewed (skewness of 2 and kurtosis of 0), only kurtotic (skewness of 0 and 
kurtosis of 7) and both skewed and kurtotic (skewness of 2 and kurtosis of 7). These 
values were chosen to reflect maximum skewness and kurtosis values observed in real 
small samples (Blanca et al., 2012) as well as previous simulation studies (e.g. 
Curran, West & Finch, 1996; Enders, 2001). 
 
The method described by Vale and Maurelli (1983), implemented in lavaan. 
As this method is an expansion of the univariate method proposed by Fleishman 
(1978), the limitation that skewness and kurtosis generated might not correspond to 
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the specified values (Tadikamalla, 1980). To check if this is the case, univariate 
skewness and kurtosis from the observed variables in each simulated dataset will be 
extracted before the generation of missing data.  
 
Number of Conditions 
To summarize, the experimental variables in Study 1 and 2 were: 
 
 4 population models in Study 1 and 18 population models in Study 2, 
 6 levels of sample sizes – 30, 60, 90, 120, 150, 180, 
 5 levels of missing data pattern – no missing data (0%), 10% MCAR, 20% 
MCAR, 10% MAR and 20% MAR, and, 
 4 levels of non-normality – normal data (skewness & kurtosis equal to 0), only 
skewed (skewness of 2 and kurtosis of 0), only kurtotic (skewness of 0 and 
kurtosis of 7) and both skewed and kurtotic (skewness of 2 and kurtosis of 7), 
 
In Study 1, the number of conditions for the simulation was 4 x 6 x 5 x 4 = 480 




The models were estimated in lavaan using the MLR estimator. This estimator 
computes a chi square test statistic that is asymptotically equivalent to the one 
described in Yuan & Bentler (2000), which is an extension of the Satorra-Bentler 
scaled chi square taking into account missing data. For Study 1, the correct models 
were fitted to the simulated datasets and for Study 2, linear growth models were fitted 
to the simulated datasets generated from the 2 types of nonlinear growth. The default 
starting values in lavaan were used (see lavaan documentation for details on 
starting values).  
 
Dependent Variables  
Non-convergence (NC), Improper Solutions (IS) and Nonspecific Errors (E). For each 
condition in both Study 1 and 2, NC, IS and E e.g. non-positive definite matrices to 
reach 1000 replications were tracked. For each replication, the solution was first 
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checked for unspecific errors, followed by convergence then improper solutions. At 
each of the step, a new replication will be run if there were any occurrences. 
 
Rejection Rates (Type 1 Error & Power). The normal theory ML test statistics (TML), 
the TSC test statistics and the degrees of freedom from each solution were extracted 
from each solution in both Study 1 and 2. The 3 different small sample corrections, 
TSCb, TSCs & TSCy were then applied to the TSC test statistics to derive the corrected 
chi-square statistics. These 5 test statistics were then compared to the critical value 
based on an alpha of .05 and the respective degrees of freedom from a central chi 
square distribution. If any of the test statistics was greater than the critical value, it 
will be designated as statistically significant.  
 
The rejection rates for each condition were the percentage of statistically 
significant tests (for each of the 5 test statistics) out of 1000 replications. For Study 1, 
this would be the Type 1 error and for Study 2, this would be the statistical power. 
Hoogland & Boomsma (1998) recommended using the 99% confidence interval of the 
expected Type 1 error (5% for alpha of .05) to decide if the empirical Type 1 error 
rate is acceptable. Given 1000 replications, the 99% confidence interval ranged from 
approximately 3% to 7%. However, given the difficult nature of the simulated data, 
this criterion might be too stringent. Thus, I followed Savalei (2010) and chose Type 
1 error rate below 10% to be acceptable. For power, there is no criterion for 
acceptability and it depends largely on the severity of misspecification. Given 
acceptable Type 1 error rate, power should ideally be as high as possible.  
 
Parameter Estimates & Standard Errors. In Study 1, the parameter estimates and 
standard errors from converged and proper solutions were also extracted. In 
interpreting latent growth models, the parameter estimates of interest are usually the 
means, variances and covariances of the latent intercepts and slopes. Therefore, only 
these parameter estimates and their standard errors will be interpreted in the results. 
For parameter estimates, all models have the same values for the population 
parameters thus absolute bias will be investigated instead of relative bias (expressed 
in terms of percentage of the population parameter). The empirical standard deviation 
of the parameter estimates will be used as an indicator of the efficiency of the 
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estimation with smaller empirical standard deviation representing better efficiency. 
For standard errors, the mean relative bias, expressed as: 
 
         %100ˆ ˆˆˆ    SD SDSESEBias 			 	 	 													(14) 
 
will be used as the empirical standard deviation may vary across conditions and 
absolute bias will not be comparable across conditions. While Hoogland & Boomsma 
(1998) recommended that a mean absolute relative bias of below 0.05 as acceptable, 
the main interest is to look at the change of mean relative bias of the standard errors 
when more timepoints are added to the model.  
 
Summary of Design 
The design and flow of the simulation studies can be summarized in the following 6 
steps (see Figure 4 for a graphical representation). All R codes used in Study 1 and 2 
are available in the Supplementary Materials. 
 
1. Set population parameters and experimental conditions 
2. Derive population models and population covariance matrices and mean 
vectors 
3. Generate simulated datasets 
4. Create missing data 
5. Estimate models with simulated datasets  












Figure 4. Summary of the simulation process. 
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Conditions & Number of Replications With Invalid TSC. While all attempts were made 
to capture non-convergence, improper solutions and non-specific errors during model 
estimation, there are still instances of invalid TSC. The conditions in which these 
happened and the number of replications with invalid TSC are presented in Table 4 & 
5. 
 
Table 4. Conditions in which in TSC occurred and number of replications that were invalid (no. of NAs) 
for Study 1.  
N Non-normality Missing data pattern Timepoints No. of NAs 
     
30 skewness=2 & kurtosis=7 20% MAR 3 11 
30 skewness=2 & kurtosis=0 20% MAR 3 7 
30 skewness=0 & kurtosis=7 20% MAR 3 3 
30 skewness=2 & kurtosis=0 20% MCAR 3 1 
30 skewness=0 & kurtosis=7 20% MCAR 3 1 
30 skewness=2 & kurtosis=7 20% MCAR 3 1 
30 skewness=2 & kurtosis=7 20% MAR 6 1 
60 skewness=2 & kurtosis=0 20% MAR 3 1 
60 skewness=0 & kurtosis=7 20% MCAR 6 1 
60 skewness=2 & kurtosis=7 20% MCAR 6 1 
90 skewness=2 & kurtosis=7 20% MAR 3 1 
150 skewness=0 & kurtosis=7 20% MAR 6 1 
     
 
 
Invalid TSC are more prevalent in experimental conditions where sample sizes 
were small, the data were non-normal and high percentage of missing data with MAR. 
It is possible that these difficult data conditions increase the likelihood that the 
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Satorra-Bentler correction fails to be computed, probably due to the failure to invert 
the asymptotic covariance matrices of the sample covariance matrices. These invalid 
values were not captured during the simulation as lavaan declare a failure to 
compute TSC as a warning and proceed to output NA rather than an error that will 
trigger a new replication. However, these occurrences made up only up to 1% of the 
replications of the experimental conditions.   
 
Table 5. Conditions in which TSC occurred and number of replications were invalid (no. of NAs) in 
Study 2. 
N Non-normality Missing data pattern Timepoints No. of NAs 
     
30 skewness=2 & kurtosis=7 20% MAR 6 4 
30 skewness=2 & kurtosis=7 10% MAR 6 3 
30 skewness=0 & kurtosis=7 10% MAR 6 2 
60 skewness=0 & kurtosis=7 20% MAR 6 2 
30 skewness=0 & kurtosis=7 10% MCAR 6 1 
30 skewness=0 & kurtosis=7 20% MAR 6 1 
60 skewness=2 & kurtosis=7 No missing data 6 1 
60 skewness=0 & kurtosis=7 10% MCAR 6 1 
60 skewness=2 & kurtosis=7 20% MCAR 6 1 
60 skewness=2 & kurtosis=7 20% MAR 6 1 
60 skewness=0 & kurtosis=7 20% MAR 9 1 
90 skewness=2 & kurtosis=7 20% MCAR 6 1 
90 skewness=2 & kurtosis=7 20% MAR 6 1 
     
 
Skewness & Kurtosis. For each replication, the univariate skewness and kurtosis were 
extracted for each of the timepoints (or observed variables) and pooled together, 
ignoring potential clustering effects (as values from timepoints from the same 
replication might be similar) as I am interested only in the average and the range of 
values. This resulted in 3.6 million values of skewness and kurtosis for Study 1 and 
19.44 million values in Study 2.   
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Table 6. Summary statistics of univariate skewness and kurtosis by non-normality conditions from 
Study 1. The pattern of the summary statistics is similar in Study 2. 
 
 
Univariate skewness and kurtosis from the simulated datasets are generally 
lower than the expected skewness and kurtosis. Kurtoses are less accurate with 
average kurtosis of around 4.3 as compared to the expected value of 7. The values for 
kurtosis are also more variable with values as large as 100. In contrast, average 
skewness is around 1.4 as compared to the expected value of 2 and the largest values 
did not exceed 10. See Table 6 for summary statistics of skewness and kurtosis by the 
different non-normality conditions. 
 
While the values are generally lower than expected, the relative difference is 
maintained with skewness and kurtosis values generally higher in the condition where 
they should be higher. Thus, the non-normality manipulation is partially successful 
though care should be taken to interpret the findings from any comparison of the non-
normality conditions taking into account the actual values rather than the expected 
values. 
 
Non-convergence (NC) & Improper Solutions (IS) 
Non-convergence. Surprisingly, there are very few NCs in Study 1 and none in Study 
2 (the model with the 6 timepoints is the smallest model in Study 2). In Study 1, all 
NCs occurred in the model with 3 timepoints with NCs ranging from 27 to 60 in each 
Expected  Min 1st Quartile Median Mean 
3rd 
Quartile Max 
        
Normal 
Skewness -2.33500 -0.16270 0.00034 0.00025 0.16300 2.26400 
Kurtosis -1.66900 -0.34370 -0.07747 -0.00021 0.24570 10.1800 
        
Skewness=2 
& Kurtosis=0 
Skewness -0.29500 1.00200 1.15900 1.18000 1.32600 8.67300 
Kurtosis -1.77500 0.23160 0.76710 1.01600 1.41400 91.9300 
        
Skewness=0 
& Kurtosis=7 
Skewness -9.21900 -0.57100 -0.00029 0.00007 0.57080 9.96700 
Kurtosis -1.47800 1.79500 3.18200 4.34900 5.41000 113.900 
        
Skewness=2 
& Kurtosis=7 
Skewness -1.51700 1.28000 1.61200 1.70100 2.01600 9.10700 
Kurtosis -1.62900 1.69000 3.27200 4.44900 5.74900 99.3500 
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of the respective conditions. This is less than 6 percent of all replications in each 
condition.  
 
Improper Solutions. On the other hand, there is high frequency of IS in both studies. 
Almost every condition in Study 1 has IS. IS ranged from as low as 27 to as high as 
3130 with a median of 474.5. This means that in 50% of the conditions, the chance of 
having IS is at least about 33%. The situation is similar in Study 2 with only 1 
condition having no IS – n of 180, no missing data and normally distributed data. The 
range of IS is 1 to 1467 (median of 385) which is much lower than Study 1. The main 
reason for this is that the smallest model in Study 2 is 6 timepoints. By comparison, 
the highest number of IS in Study 1 comes from 3-timepoint models. 
 
Figure 5. IS decreases as timepoints increases in conditions with n=30.  
 
 In all conditions of Study 1, the number of IS decrease substantially when 
timepoints increase from 3 to 6. The decrease of IS from 6 to 9 to 12 timepoints is 
much smaller. This decrease is strongly moderated by sample size.  As shown in 
Figure 5 where sample size is 30, the decrease in IS from 3 to 6 timepoints can be as 
much as 2000 in the condition with high non-normality and high percentage of 
missing data at MAR. 
 


























































 In comparison, when sample size is 180, the decrease in IS from 3 to 6 
timepoints is much smaller. From Figure 6, the largest decrease of IS from 3 to 6 
timepoints (in the same condition as the one mentioned above) is around 500. 
However, as mentioned, the decrease in IS is much larger from 3 to 6 timepoints as 
compared to other timepoints. The patterns for other sample sizes are not shown 
graphically because the effect is a monotonic one. The decrease becomes smaller as 
sample size increase. 
 
While it is generally not meaningful to interpret parameter estimates when 
models are misspecified and thus not meaningful to look at IS in the context of Study 
2 which looks at misspecified models, investigation of IS has been proposed as a way 
to determine whether a model is misspecified (Kolenikov & Bollen, 2012). In Study 
2, the same pattern as observed in Study 1 is present: as timepoints increase, IS 
decrease. There are 2 other interesting findings. 
 
Figure 6. IS decreases as timepoints increases in conditions with n=180. 
  
Firstly, the decrease in IS from 6 to 9 timepoints is largest when severe 
misspecification is present and the decrease is smaller when increasing timepoints 
from 9 to 12. While the number of IS is still substantial, the implication is that using 


























































IS to determine whether a model is misspecified, especially when the misspecification 
is severe, has less utility when the number of timepoints increase.  
 
Figure 7. Decrease in IS from 6 to 9 timepoints is larger when misspecification is severe in condition of 
logarithmic growth and n of 30. 
 
Secondly, the number of IS is smaller when fitting a linear model to a true 
model that has sigmoid growth as compared to fitting one to a true model that has 
logarithmic growth. It seems that given similar severity of misspecification, using IS 
to determine if a model is misspecified depends on the type of the population growth, 
in this case, logarithmic vs. sigmoid growth. See Figures 7 & 8 for a graphical 






































































Figure 8. Decrease in IS from 6 to 9 timepoints is larger when misspecification is severe in condition of 
sigmoid growth and n of 30. 
Parameter Estimates, Root Mean Squared Error (RMSE) & Standard Errors 
As the number of timepoints increases, the mean bias of the parameter 
estimates, the RMSE (the empirical SD of the parameter estimates in each condition 
which is an indicator of the accuracy of the estimator) and the mean percentage bias 
of the standard errors are reduced. These reductions are similar across different 
missing data conditions and sample sizes (for larger sample sizes, the biases and 
RMSE are smaller to start with). The latent means of the intercept and slope are 
generally unbiased and their RMSE remain low and stable across all conditions. 
Figure 9 depicts the differences between latent means of the intercept and slope and 
the latent variances and covariances of the intercept and slope in conditions with n = 
30 and 20% missing data with MAR (other conditions are not shown because the 
patterns are largely similar). 
 
For standard errors, the bias is generally positive. Similar to parameter 
estimates and RMSE, the standard errors for the latent means are unbiased. The bias 
reduced substantially when timepoints move from 3 to 6 and less so from 6 to 9 to 12 






























































timepoints. This pattern is similar to the patterns observed in IS, parameter estimates 
and RMSE (see Figure 10). 
 
Figure 9. Mean biases of latent variances and covariances are reduced by increasing timepoints but 
latent means remain unbiased.  
 






































Figure 10. RMSE of latent variances and covariances are reduced by increasing timepoints but remain 
low and stable for latent means. 
 
Note: ‘i’ refers to intercept, ‘s’ refers to slope, ‘var’ refers to variance and ‘cov’ refers to covariance. 
 
Parameter estimates seem to be affected more by skewness than kurtosis and 
standard errors are more affected by kurtosis than skewness. In Figures 9 & 10, in the 
2nd panel (“skewness=2 & kurtosis=0” condition), the pattern of results is different 
from other conditions whereas in the 3rd and 4th panels of Figure 11, increasing 
timepoints beyond 6 biased the standard errors of the latent variances and covariances 
negatively, causing standard errors to be smaller than expected. The mean relative 
bias of the standard errors of the latent variance of the intercept and the latent 
covariance dropped to acceptable levels when timepoints increase from 3 to 6 but 
dropped again to unacceptable level in the other direction which, as mentioned above, 
causes the standard errors to be smaller than expected. This means that the respective 
parameter estimates are more likely to be statistically significant. The standard errors 
for the latent variances of the slope are positively biased and unacceptable even when 
timepoints increases. However, the biases were acceptable in conditions with kurtosis. 
normal skewness=2 & kurtosis=0 skewness=0 & kurtosis=7 skewness=2 & kurtosis=7
0.5
1.0













This could just be an artifact of the attenuating effects of kurtosis rather than a real 
reduction in the biases. 
 
Figure 11. Mean relative bias of the standard errors are reduced by increasing number of timepoints. In 
high kurtosis conditions, increasing number of timepoints causes standard errors to be underestimated.  
 
Note: ‘i’ refers to intercept, ‘s’ refers to slope, ‘var’ refers to variance and ‘cov’ refers to covariance. 
 
Type 1 Error Rates 
Looking at the rejection rates of the 480 conditions in Study 1, TSCb has the best 
control for Type 1 error with a median rejection rate of 12.1%. TSCy is the next best, 
followed by the TSCs and lastly the TSC and TML. The summary statistics are shown in 
Table 7. 
 
Table 7. Summary statistics for rejection rates (%) for the 5 test statistics. 
 Min. 1
st 
Quartile Median Mean 
3rd 
Quartile Max. 
       
TSCb 2.7% 6.8% 12.1% 22.1% 32.7% 96.2% 
TSCs 2.8% 6.9% 12.3% 22.5% 33.4% 96.4% 
TSCy 3.5% 7.8% 14.5% 24.9% 36.3% 98.4% 
TSC 3.3% 8.0% 17.3% 28.5% 42.1% 99.8% 
TML 2.8% 6.8% 27.7% 34.8% 56.4% 98.7% 
       
 
 





















 If the rejection rate for each test in each condition were 10% or lower, it 
would be classified as having an acceptable Type 1 error rate. Out of 480 conditions 
in Study 1, the TSCb has acceptable Type 1 error rates in 221 conditions (46% of the 
conditions), TSCy has acceptable rates in 217 (45%) conditions, TSCs 192 (40%) 
conditions, TML 174 (36%) conditions and TSC 165 (34%) conditions. By comparing 
both the Type 1 error rate and number of conditions with acceptable rates, the 3 small 
sample corrections controlled for Type 1 error better than TML and TSC. 
 
Similarity in Type 1 Error Rates of the Small Sample Corrections. The performance 
of the 3 small sample corrections also converged as sample size gets larger. Using the 
standard deviations of the Type 1 error rates of the 3 small sample corrections in each 
condition as indicator of how similar the rejection rates were (the smaller the SD, the 
more similar), we can see that at n = 120, the median SD is 0.0064 for the 3 small 
sample corrections and they decrease at a smaller rate at n beyond 120 (see Figure 
12).  
 
Figure 12. Standard deviations of the 3 small sample corrections in Study 1 decrease sharply from n of 
30 to 90 and tapered off at n of 120. 
 
 
 In terms of having acceptable Type 1 error rates, The 3 small sample 
corrections disagree on 29 conditions. However, the differences between them in 



























Type 1 error rate of 8.7%, TSCy with 9% and TSCs with 11.6%. Thus, for subsequent 
comparisons looking at acceptable Type 1 error rates, the 3 small sample corrections 
will be grouped together.  
 
Comparison of the 5 Test Statistics. The 5 test statistics agree in 405 out of 480 
(84.3%) conditions (either all having acceptable Type 1 error rates or all having 
unacceptable Type error rates). An interesting finding is that when the number of 
timepoints is 3, all 5 test statistics have acceptable Type 1 error rates regardless of 
sample sizes, missing data pattern or non-normality (see Figure 13). The only 
exception is TSCs, which has higher Type 1 error rates in conditions with non-
normality. In fact, TSCs has higher rejection rates than the TML and TSC in most 
conditions with 3 timepoints. This pattern is not observed when the number of 
timepoints is 6 or more (not shown). 
 
 
Figure 13. All 5 test statistics have acceptable Type 1 error rates when the number of timepoints is 3 
except for Swain correction. 
 
Out the 405 conditions in which the 5 test statistics agree, the test statistics 
have acceptable Type 1 error rates in 146 conditions (36% of 405) and unacceptable 

































































Type 1 error rates in 259. To investigate what differentiates the conditions with 
acceptable control and conditions with unacceptable control for Type 1 error for all 5 
test statistics, a logistic regression was conducted with Type 1 error rate 
(unacceptable=0, acceptable=1) as the dependent variable and sample size, number of 
timepoints as continuous predictors and missing data pattern and non-normality as 
dummy-coded categorical predictors. All 5 test statistics are more likely to have 
acceptable Type 1 error control when sample sizes (OR=1.03, 95% CI: 1.02-1.05) are 
large (n of 120 and above), when the number of timepoints (OR=0.11, 95% CI: 0.06-
0.19) is 3 and when the data is normal or mildly skewed (i.e. skewness of 2 and 
kurtosis of 0). The ORs for non-normality are 0.0001 (95% CI: 0.000003-0.003), 
0.00005 (95% CI: 0.000004-0.0004) and 0.00003 (95% CI: 0.0000007-0.0005) 
respectively for skewness=2 & kurtosis=0, skewness=0 & kurtosis=7 and skewness=2 
& kurtosis=7 with normal data as reference group. Missing data pattern does not 
reliably differentiate conditions with acceptable or unacceptable control for Type 1 
error (when missing data pattern is excluded from the model, the deviance is 3.55 
with 4 degrees of freedom). 
 
 The situation is more complicated for the 75 conditions in which the test 
statistics disagree. The number of test statistics that disagree ranged from 1 to 4 e.g. in 
some conditions 4 test statistics can agree but 1 disagree. Thus, these 75 conditions 
are very heterogeneous in the way the 5 test statistics disagree.  In conditions in which 
at least 3 test statistics agree, the disagreement usually comes from either TML or TSC 
that has unacceptable Type 1 error rates. However, there are 2 consistent findings. 
Firstly, the TSCb and TSCy have acceptable control in almost all of the 75 conditions 
(with TSCy being unacceptable only in 4 conditions). Second, for many of the 
conditions, the rejection rates of the test statistics that have unacceptable control are 
very close to the cut-off of 10% or lower that was adopted for acceptable control. 
 
  To investigate these cases where rejection rates are very close to the cut-off, 
conditions in which the rejection rates for TML and TSC in these 75 conditions are 
below 12.05% (the median rejection rate of test statistics who had unacceptable Type 
1 error rates in these 75 conditions) are defined as marginal.  Using this classification, 
24 conditions are considered to be marginally in agreement in terms of the 5 test 
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statistics and in the rest of 51 conditions, the small sample corrections (TSCb, TSCs & 
TSCy) have better control than both TML and TSC. 
 
 The distribution of the conditions for those that the test statistics agree and 
have acceptable Type 1 error rates, those that test statistics that marginally agree and 
have acceptable Type 1 error rates and those that TSCb, TSCs and TSCy have better 
control, are presented in Table 8. Comparing conditions that TSCb, TSCs and TSCy have 
better control and those that the test statistics agree and have acceptable Type 1 error 
rates, the conditions in the former are more likely to be normally distributed and 
slightly skewed and with 6 or more timepoints. For the conditions that are in marginal 
agreement, the distribution has a mixed pattern in between the conditions that are in 
agreement and those that the small sample corrections have better control. 
 







TSCb, TSCs, TSCy > 
ML & TSC 
(k=51) 
   
N   
     
    30  9% 25% 10% 
    60  14% 21% 10% 
    90  18% 8% 18% 
    120  19% 12% 21% 
    150  19% 17% 21% 
    180  21% 17% 20% 
 
Non-normal   
     
    Normal  45% 63% 43% 
    Skewness=2 & Kurtosis=0  19% 8% 55% 
    Skewness=0 & Kurtosis=7  16% 25% 2% 
    Skewness=2 & Kurtosis=7  20% 4% 0% 
 
Timepoints   
     
    3  75% 37% 2% 
    6  15% 13% 40% 
    9  8% 17% 29% 
    12  2% 33% 29% 
 
Missing Data Pattern   
     
    No missing  21% 21% 30% 
    10% MCAR  22% 13% 14% 
    10% MAR  21% 21% 22% 
    20% MCAR  18% 24% 20% 
    20% MAR  18% 21% 14% 






Statistical Power to Reject Misspecified Growth Curves 
Following Yuan & Bentler (1998) and Savalei (2010), the statistical power of the test 
statistics will only be examined in conditions where they have acceptable control of 
Type 1 error rates. These include the 5 test statistics for the 146 conditions in which 
they agree and have acceptable Type 1 error rates, the 24 conditions in which they 
agree marginally and the 3 small sample corrections (TSCb, TSCs & TSCy) in the 51 
conditions in which they have acceptable Type 1 error rates and TML & TSC have 
unacceptable Type 1 error rates. However, models with 3 timepoints were not 
investigated in Study 2 thus the final numbers of conditions investigated were 36, 15 
and 50 conditions, respectively. For each condition, the rejections rates or the 
statistical power for 3 levels of severity of misspecification with 2 nonlinear growth 
patterns were extracted hence there will be 216 (36 x 6), 90 (15 x 6) and 300 (50 x 6) 
conditions that would be investigated for statistical power. 
 
 The summary statistics for statistical power are presented in Table 9. In 
general, statistical power to reject misspecified growth curves are similar across the 5 
tests with TML and TSC having slightly higher power than TSCb, TSCs and TSCy and 
statistical power get lower from conditions in which the 5 test statistics agree to them 
being marginally in agreement to the small sample corrections being better than TML 
and TSC.  
 
In Agreement, there are 19 conditions in which the 5 test statistics have 
identical statistical power. These conditions are all high powered (range of 95.5% to 
100% to reject misspecified growth patterns), have large sample sizes (n of 150 and 
above) and have severe misspecification. In all conditions in both Agreement and 
Marginal Agreement, excluding those conditions above where all 5 test statistics have 
identical power, TSC have greater power than TSCb (mean difference of 3.7% for 
Agreement & 5.9% for Marginal Agreement), TSCs (mean difference of 1.9% for 
Agreement & 3.4% for Marginal Agreement) and TSCy (mean difference of 3.5% for 
Agreement & 5.6% for Marginal Agreement). This is expected as the small sample 
corrections correct the TSC downwards and if they all have acceptable Type 1 error 










Quartile Median Mean 
3rd 
Quartile Max 
        
Agreement (k=216)        
  TML  8.7% 20.2% 59.9% 55.9% 90.9% 100.0% 
  TSC  9.9% 21.7% 62.5% 57.3% 91.9% 100.0% 
  TSCb  6.9% 18.6% 55.6% 54.0% 89.1% 100.0% 
  TSCs  8.0% 20.2% 58.8% 55.6% 90.5% 100.0% 
  TSCy  7.1% 18.8% 56.1% 54.2% 89.2% 100.0% 
        
Marginal Agreement 
(k=90) 
       
  TML  7.8% 14.2% 44.0% 47.3% 76.9% 99.9% 
  TSC  9.1% 16.6% 47.3% 49.6% 79.3% 99.9% 
  TSCb  6.7% 11.2% 37.1% 43.7% 72.4% 99.7% 
  TSCs  7.7% 13.8% 40.8% 46.2% 76.1% 99.8% 
  TSCy  6.7% 11.6% 37.5% 44.0% 73.0% 99.7% 
        
TSCb, TSCs, TSCy > TML & 
TSC (k=300) 
       
  TSCb  6.5% 12.9% 27.5% 34.9% 52.5% 98.0% 
  TSCs  8.5% 14.8% 31.6% 38.2% 55.2% 98.4% 
  TSCy  7.2% 13.1% 28.0% 35.4% 52.8% 98.1% 
        
 
 For TML in Agreement, TSCb have greater power in 2 conditions (mean 
difference of 0.3%), TSCs have greater power in 65 conditions (mean difference of 
0.6%) and TSCy have greater power in 3 conditions (mean difference of 0.3%). In 
contrast, when TML have greater power, the mean differences are 2.2%, 0.9% and 
1.9%, respectively for TSCb, TSCs and TSCy. For TML in Marginal Agreement, only TSCs 
have greater power in 13 conditions (mean differences of 1.1%). When TML have 
greater power, the mean differences are 3.6%, 1.5%, and 3.3%, respectively for TSCb, 
TSCs and TSCy. Thus, when the 5 test statistics agree or marginally agree in their 
control of Type 1 error, the differences in statistical power are minimal with a slight 
advantage for TML. 
 
 To look at predictors of the size of the differences in statistical power, the 
standard deviations (smaller SD implies that the 5 test statistics are more similar) of 
the 5 test statistics, in terms of statistical power, for each condition were regressed 
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onto sample size, number of timepoints, severity of misspecification (dummy-coded), 
missing data pattern (dummy-coded) and shape of the nonlinear growth (dummy-
coded) separately for Agreement and Marginal Agreement. Non-normaliy was not 
included as a predictor because all conditions have normally distributed data. The 
patterns of results are similar for both Agreement and Marginal Agreement so only 
the results for Agreement are elaborated.  
 
Sample size is negatively related to the similarity of the statistical power (b = -
0.0002, p < 0.01)  – as sample sizes increase, the statistical power between the 5 test 
statistics become more similar.  For timepoints, the statistical power of the 5 test 
statistics becomes more dissimilar as more timepoints are added (b = 0.027, p = 0.02). 
The statistical power of the test statistics is also more similar when the nonlinear 
growth is sigmoid as compared to when the nonlinear growth is logarithm (b = -
0.038, p = 0.03). Severity of misspecification has a nonlinear relationship with the 
similarity between the 5 test statistics. When severity is low or severe, the statistical 
power of the test statistics is more similar as compared to when the severity is 
moderate. Missing data pattern did not predict the similarity of the statistical power of 
the 5 test statistics in both Agreement and Marginal Agreement. 
 
Similarity in Statistical Power of the Small Sample Corrections. Similar to the 
convergence of Type 1 error rates as sample size increases, statistical power of the 
small sample corrections also converged as sample size increases. As Agreement and 
Marginal Agreement have no conditions with n of 30, it is not possible to observe the 
sharp reduction in SD of the statistical power of the 3 small sample corrections. This 
is only observed in the conditions in which the small sample corrections have better 











Figure 14. Standard deviations of the statistical power of the 3 small sample corrections in Study 2 
become smaller as n increases.  
 
 
 Looking at Table 9, the average statistical power of TSCs is higher than the 
average statistical power of TSCb and TSCy. TSCb and TSCy are very similar in terms of 
statistical power. While TSCs has higher statistical power, the difference is small at 
around 2.5%. It is also to note that TSCs generally has poorer Type 1 error rates as 
compared to TSCb and TSCy thus the difference in statistical power observed can be due 
to the poorer Type 1 error rates (difference of around 2.5% for Type 1 error rates 
when compared to TSCb and TSCy in Table 7). 
 
All output for Type 1 error rates, statistical power, parameter estimates and 
standard errors are presented in tables in the Appendix. 
 
Summary of Results 
As the number of timepoints increases, the number of improper solutions decreases, 
especially from 3 timepoints to 6 points. Similarly, the parameter estimates and 
standard errors (for the variances and covariances and less so for the means) become 
less biased as the number of timepoints increases. Parameter estimates are more 
efficient (as indicated by RMSE) as there are more timepoints. All 3 corrections (TSCb, 
TSCs and TSCy) performed better in terms of Type 1 error as compared to TML and TSC 
but in situations where their Type 1 error is better (i.e. closer to the nominal Type 1 





















error pre-specified by alpha), their statistical power is slightly lower than that of TML 
and TSC. In general, the performance of the 3 converged as sample size increases and 













The 2 studies conducted set out to answer 2 broad questions – 1) does increasing the 
number of timepoints reduce the problems of non-convergence, improper solutions in 
small samples as well as improve parameter estimates and standard errors, and 2) 
does small sample corrections perform better than TML and TSC in controlling for Type 
1 error and improved statistical power to reject misspecified models under conditions 
of not just small sample but non-normality and missing data? These 2 questions are 
posed in the context of a latent growth model, which involves mean structures as well 
as specific constraints on the factor loadings of a general CFA model to model 
different growth patterns. 
 
The Effects of Number of Timepoints  
The results are mixed. On one hand, with respect to the first question, the results from 
the 2 studies generally agree with what has been found in the literature. Increasing the 
number of timepoints, which is analogous to increasing the number of indicators in a 
CFA model, reduces the occurrences of NC and IS as well as improved parameter 
estimation and standard errors (Anderson & Gerbing, 1984; Boomsma & Hoogland, 
2001; Boomsma, 1983, 1985; Gerbing & Anderson, 1987; Marsh, et al., 1998). What 
was surprising is the relative absence of NC. In Study 1, NC was only observed in 
models with 3 timepoints and the occurrences were minimal. No NC was observed in 
Study 2. As NC can reached up to a rate of 50% previously (e.g. Anderson & 
Gerbing, 1984; Marsh et al., 1998) in small sample sizes, the absence of NC is 
something to look into.  
 
The key difference between Study 1 and 2 is that Study 2 only involves 
models with 6 or more timepoints. As non-convergence is observed only in models 
with 3 timepoints in Study 1, the main determinant seems to be the number of 
timepoints. The same studies (Anderson & Gerbing, 1984; Boomsma, 1983; Marsh et 
al., 1998) also showed that increasing the number of indicators per factor in CFA 
models reduced the occurrences of NC. Thus, the issue is probably a complex 
interplay between the number of parameter to estimate (not just this alone because in 
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models with 6 timepoints, the number of parameter to estimate is higher than models 
with 3 timepoints), the number of observed variables (indicators in previous studies 
and timepoints in this thesis) and sample size. The optimization process might also 
play a role in NC. Different softwares might use different default starting values and 
peculiarities that reflect software developers’ inclination (e.g. EQS constrains 
parameter estimation to minimize the likelihood of observing improper solutions). 
Thus, to validate simulation studies (such as the studies in this thesis), it would be 
advisable to conduct the studies in several different softwares.  
 
For IS, one interesting finding is that the occurrences differ across the 
different types of nonlinear growth curves when attempting to fit a linear growth. 
Fitting linear growth to sigmoid growth tends to result in less IS as compared to 
fitting a linear growth to logarithmic growth. While the occurrences of IS are still 
substantial (approximately 33% for logarithmic growth and 28% for sigmoid growth), 
this pattern might affect the use of IS to diagnose misspecifications (e.g. Kolenikov & 
Bollen, 2012) as certain misspecifications, given the same level of severity, produce 
different patterns of IS. On the positive side, this could also be potentially used to 
differentiate the type of misspecification. Further studies can look into whether 
different types of misspecification, both in LGM or SEM, produce specific patterns of 
IS. 
 
Small Sample Corrections, Type 1 Error and Statistical Power 
On the other hand, the performance of the small sample corrections, TSCb, TSCs & TSCy, 
although generally better than TML and TSC in controlling Type 1 error and have 
comparable statistical power, seems to be less favourable than what was found in 
previous studies (Fouladi, 2000; Herzog & Boomsma, 2009; Nevitt & Hancock, 2004; 
Savalei, 2010). Out of the 480 conditions in Study 1, the best performing small 
sample corrections, TSCb only had acceptable Type 1 error rates in less than half 
(46%) and in many of the conditions, the performance of the small sample corrections 
are similar to TML and TSC (405 out of 450 conditions). In comparison, TSCb has 
superior performance against TML and TSC in all conditions in Savalei (2010) and 





 The conditions in which the small sample corrections proved to superior to 
TML and TSC are also not the conditions we would like to see their use. Small 
corrections are more likely to perform better in terms of controlling for Type 1 error 
when sample sizes are large (n of 90 and above), when there is mild skewness and 
when there is no missing data. Coupled with the absence of advantage in statistical 
power (which is expected as any form of downward correction to test statistics 
inevitably reduces power), it does not seem to warrant applying small sample 
corrections in most case as performance did not differ much from TML and TSC. In 
cases where the corrections are better in terms of Type 1 error, their statistical power 
seems to be on the low side. If we take the severity of misspecification as a gauge 
(20% for low, 50% for moderate and 80% for severe), the average statistical power 
for the small sample corrections (12%, 31% and 65%, respectively) are below what is 
expected.  
 
 There are several possible explanations for the discrepancy between the 
current studies and previous studies. Firstly, the performance of the small sample 
corrections depends on the proper estimation of the Satorra-Bentler scaling 
corrections. In small sample sizes, the scaling corrections have shown to estimated 
poorly and TSC can performed worse than TML when data is non-normal (Curran et al., 
1996; Savalei, 2010). Thus, in small sample size conditions where the small sample 
corrections are supposed to work, the over-correction by TSC might undo the effects of 
the small sample corrections. Poor estimation of the scaling factor might be 
compounded by the fact that very high non-normality (e.g. kurtosis) will also cause it 
more likely to fail (Chou, Bentler, & Satorra, 1991; Hu et al., 1992; Yuan & Bentler, 
1998). This is a possible scenario in this thesis because the simulated values of the 
skewness and kurtosis is highly variable and can reach abnormally high values (e.g. 
100 for kurtosis).  
 
 Another observation that could contribute to the differences between previous 
studies and the current ones is the effect of fixing parameters. In LGM, the codings of 
the time (or the factor loadings in CFA models) are fixed to values that reflect the 
desired growth pattern to be modeled. Previous studies mostly used CFA or structural 
models to investigate the performance of the small sample corrections. The 
convention is estimate the factor loadings freely. Hence, when with the same number 
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of observed variables, LGM requires less parameter to be estimated as compared to a 
CFA model. Savalei & Kolenikov (2008) argued that constraints imposed during the 
estimation might affect test statistics. While they discussed constraints in the context 
of improper solutions and boundary solutions, fixing parameter estimates to certain 
values can also be construed as a form of constraints. This issue is relatively 
unstudied (however see Nevitt & Hancock, 2004; Yuan & Bentler, 1998) and it is 
unclear if constraints do actually affect the computation of the scaling factor. It would 
be interesting to look further into this, either analytically or through simulation 
studies. 
 
 Thus, the combination of small sample sizes, highly variable skewness and 
kurtosis as well as different levels of constraints in CFA and LGM might have 
contributed to the poor estimation of the Satorra-Bentler scaling correction which in 
turn affects the performance of the small sample corrections. It could be the case that 
the small sample corrections did have an effect on the test statistics but the 
adjustments might be insufficient to bring the rejection rates (inflated because of the 
reasons discussed above) down to acceptable levels. If we were to look at the mean 
rejection rates of the 5 test statistics in conditions where they all agree but did not 
reach acceptable Type 1 error rate, we could see that the small sample corrections 
generally have lower mean rejection rates – 35%, 39% & 36% for TSCb, TSCs and TSCy, 
respectively, as compared to TML (57%) and TSC (45%).  
 
 Another possible contributing factor to the underperformance of the small 
sample statistics could be that in previous studies, the models have at least 12 
observed variables (for Savalei, 2010) but mostly more than 12 (e.g. Herzog & 
Boomsma, 2009, used a model with 24 observed variables) whereas the largest 
number of observed variables (timepoints) in this thesis is 12. The calculation of the 
small sample corrections depends on the number of observed variables. With more 
observed variables, the effects of the small sample corrections will be larger. For 
example, if we assume a sample size of 30 and k of 2 (for the usual latent growth 
models), using 12 vs. 24 observed variables in the calculation of the Bartlett 
correction would result in the correction factors of 0.79 and 0.66, respectively. This is 
close to a 16% increase in the correction for 24 observed variables. This 16% increase 
in the correction could account for the difference in acceptable Type 1 error rates in 
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other studies compared to the current one. In fact, this could the main reason why the 
small sample corrections have no effects, as observed in Study 1, when the number of 
timepoints is 3 because the corrections will be close to unity (0.9 for a sample size of 
30) and the small sample corrections performed better as the number of timepoints 
increase (see Table 8 in Results). 
 
Recommendations 
Thus, one recommendation arising from this is that the small sample corrections will 
only work effectively when the number of observed variables are large (20 or more). 
In the context of LGM, this means collecting more timepoints. This is also consistent 
with the recommendation to increase the number of timepoints to reduce the 
occurrences of NC, IS and improved parameter estimations and standard errors 
(although the effects of increasing timepoints diminished around 9 timepoints). 
However, there could be logistical issues collecting data multiple times from the same 
participants. One way to increase the number of observed variables and taking 
advantage of the performance of the small sample corrections and reduced NC, IS and 
improved parameter estimation and standard errors could be to collect multiple 
measures of the same construct and incorporating a factor model while modeling the 
growth (i.e. a curve of factor model; see Leite, 2007).  
 
If the number of timepoints cannot be increased, the recommendation is that 
the small sample corrections be applied when sample size is at least 90, non-normality 
is restricted to mild skewness (univariate skewness of around 2 for the observed 
variables) and there is minimal missing data (ideally no missing data). Under these 
conditions, the small sample corrections will outperformed TML and TSC in terms of 
Type 1 error and still maintain statistical power comparable to TML and TSC. In larger 
sample sizes (150 and above), the differences between the small sample corrections 




There are 3 main limitations in this thesis. Firstly, the simulation of the univariate 
skewness and kurtosis can be better managed given the known limitation of the 
existing method (Vale & Maurelli, 1983). This thesis has an advantage over other 
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studies by tracking the actual univariate skewness and kurtosis generated. However, 
better control of the values could be achieved either by simulating a lot more 
replications and choosing the ones that fall within a certain acceptable boundary for 
skewness and kurtosis or using transformation on observed variables (e.g. Gold, 
Bentler, & Kim, 2003). Alternatively, better algorithms to generate non-normality can 
be used. Mair et al. (2012) have developed a algorithm that uses copulas to better 
approximate various multivariate non-normality distributions. The use of such 
algorithms will aid in the design of simulation studies as well as to elucidate the true 
effects of non-normality as the assumption of normality is at the multivariate level or 
not univariate level as what has been done currently in simulation looking at non-
normality. 
 
 Second, the decision on the number of replication in this thesis could be more 
informed. Koehler et al. (2009) showed that the variability across simulation studies 
is large given the typical number of replications used (around 1000). It is possible that 
discrepant findings might be due to sampling variability of simulation studies using 
conventional number of replications. The suggestion is to have an estimate of the 
standard deviation of the variable of interest and use that estimate to calculate the 
number of replications needed to have a good level of accuracy (similar to the 
Accuracy in Parameter Estimation approach by Maxwell, Kelley, & Rausch, 2008).  
 
 Lastly, the determination of the severity of misspecification can be improved 
upon. This thesis used a simulation-based method to estimate the severity of 
misspecification using Levy & Hancock (2007) method of testing non-nested model. 
This method has the potential to be a general approach to deciding severity of 
misspecification in simulation studies in SEM. However, the major disadvantage is 
that there is no analytical solution to calculate the expected power (or any that I am 
aware of). In contrast, Saris & Satorra (1993) method uses well-known theoretical 
distribution of the central and non-central chi-square distributions to derive the 
expected power (or the severity of the misspecification) but their method is restricted 
to nested models only. Analytical work into deriving solutions to calculate severity of 
misspecification using Levy & Hancock’s method will make this method a viable 






Some of the possible future research areas have already been discussed above. In 
order for the small sample corrections to perform optimally when there is non-
normality, understanding what factors affect the calculation of the Satorra-Bentler 
scaling factor is important. One area to look into would be how constraints in 
estimation actually affect the calculation of the Satorra-Bentler scaling factor. This 
could either be analytical work or simulation work. Alternatively, the performance of 
other scaled test statistics like the adjusted chi-square (Satorra & Bentler, 1994) or the 
newly developed mean and moment adjusted chi square (Tong & Bentler, 2013) can 
be investigated to see their performance in controlling for non-normality as well as 
small sample effects. Adjusted chi-square has been shown to work quite well in 
adjusting for small sample (Savelei, 2010) and larger model (Herzog et al., 2007) 
although it was not developed for that purpose. These new and relatively understudied 
scaling corrections are theoretically better at controlling non-normality than the TSC as 
they correct not just the mean of the distribution but also the variance and higher 
order moments. 
 
 Future studies can also look at the various fit indices that can be used to 
evaluate model fit. While there have been studies looking at these fit indices in 
evaluating model fit, there has been no studies (as far as I know but see Herzog & 
Boomsma, 2009) looking at how these fit indices performed in conditions of small 
sample, non-normality and missing data concurrently and whether the small sample 
corrections as well as the scaling corrections have an effect on the estimation of these 
fit indices. 
 
  In the context of LGM, different growth patterns, other than the ones 
investigate in this thesis, can be investigated to see how different growth patterns 
affect evaluation of model fit (Grimm & Ram, 2009; Leite & Stapleton, 2011; Welch, 
2007). As mentioned above, curve of factors models (e.g. Leite, 2007) should also be 
investigated to see how the small sample corrections could be effectively applied. In 
addition, the types of misspecification as well as the population parameters can be 
manipulated to see how they affect evaluation of model fit. In this thesis, the focus 
was on the misspecification of the growth pattern but other forms of misspecification 
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e.g. autocorrelation can also be present in LGM (see Wu, West, & Taylor, 2009; Wu, 
2008). 
 
 Lastly, it would be good to better define the relationship between small sample 
size and model size. There are many ways to define this relation – in terms of various 
ratios e.g. n:q, p:f  (Jackson et al., 2013; Jackson, 2003, 2007; Kenny & McCoach, 
2003, etc.). As discussed above, complex combinations of observed variables, sample 
size, number of parameters, degrees of freedom, etc can potentially affect non-
convergence and possibly estimation of scaling factor. Clarification of these 
combinations would make it easier to look at their effects. 
 
Conclusion 
Increasing number of timepoints is an effective way to reduce occurrences of NC and 
IS as well as improve parameter estimation and standard errors when sample sizes are 
small. However, small sample corrections for test statistics did not performed well in 
the context of small sample size, non-normality and missing data in LGM except 
under certain conditions of sample size, non-normality and missing data. This could 
be attributed to a variety of reasons, mainly the estimation of the Satorra-Bentler 
scaling correction for non-normality and the effects of number of variables on the 
effectiveness of the small sample corrections. It is recommended that for the small 
sample corrections to perform sufficiently well, the number of timepoints (or 
observed variables) should be large. 
 
 Methods to handle normality and missing data in LGM and SEM are well 
developed and tested. In contrast, methods to handle small sample size (and the 
various relationship between sample size and model size) are less developed. 
Improved understanding of the effects of small sample size, particularly in 
conjunction with non-normality and missing data, which are situations in real research 
will allow better methods to be developed. Developments will then allow methods in 
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1. Generate time codings for population models 
2. Estimate severity of misspecification 
3. Simulation 1 









  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 
  TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs 
30 
No missing 
data 5.4 6.3 4.8 4.9 7.6 3.6 4.4 2.9 3.0 6.2 6.1 9.1 7.1 7.2 10.7 5.5 6.8 5.5 5.7 8.1 
10% MCAR 5.3 5.1 4.4 4.4 6.7 5.5 7.6 6.7 6.7 9.2 5.7 11.2 9.8 10.1 12.7 4.1 6.5 5.1 5.2 8.1 
10% MAR 5.1 5.6 4.6 4.6 7.3 6.3 7.7 6.4 6.6 10.0 5.3 9.7 7.4 7.4 11.8 4.8 6.1 4.8 4.8 7.1 
20% MCAR 6.9 8.3 7.0 7.0 9.6 5.2 8.3 6.8 6.9 10.0 4.3 8.5 6.9 7.1 9.9 4.8 7.1 5.7 6.0 9.0 
20% MAR 5.1 6.3 5.3 5.4 8.2 6.6 10.5 9.2 9.3 11.5 6.1 9.7 8.6 8.9 11.5 5.8 9.0 7.7 7.8 10.2 
60 
No missing 
data 5.9 6.6 5.7 5.8 8.0 6.2 6.5 6.2 6.2 7.5 7.1 8.6 7.9 8.3 9.8 2.8 3.3 2.7 2.8 4.0 
10% MCAR 5.1 5.8 5.2 5.2 6.3 4.1 4.9 4.4 4.4 5.8 6.5 8.3 7.3 7.5 9.1 3.8 4.8 4.6 4.6 5.2 
10% MAR 7.2 7.1 6.4 6.5 8.1 5.4 5.4 5.2 5.2 6.2 5.8 9.6 8.6 8.7 10.7 3.6 3.8 3.3 3.3 4.6 
20% MCAR 5.7 5.8 5.4 5.4 6.5 4.7 6.1 5.3 5.4 6.7 6.8 9.0 8.2 8.3 10.1 2.9 4.6 3.9 3.9 4.8 
20% MAR 4.9 6.0 5.4 5.4 6.6 6.7 7.1 6.5 6.6 7.8 6.5 8.4 8.0 8.0 9.8 6.4 6.6 6.1 6.1 7.5 
90 
No missing 
data 6.5 6.7 6.3 6.4 7.2 5.7 6.0 5.4 5.5 6.5 4.9 6.5 6.4 6.4 7.1 3.4 4.0 3.7 3.7 4.3 
10% MCAR 7.1 7.3 7.2 7.3 7.6 5.3 5.8 5.5 5.5 6.3 5.6 7.0 6.7 6.9 7.6 3.4 4.2 4.0 4.0 4.6 
10% MAR 5.2 5.9 5.5 5.7 6.7 6.4 6.2 5.9 5.9 6.6 7.4 8.6 8.1 8.2 8.6 5.4 5.4 5.0 5.0 5.6 
20% MCAR 4.8 5.0 4.9 4.9 5.3 6.1 7.6 6.9 7.1 7.8 6.1 7.8 7.2 7.3 8.7 4.2 5.6 5.6 5.6 6.4 
20% MAR 6.6 6.7 6.4 6.4 7.2 5.8 5.8 5.7 5.7 6.2 5.2 7.6 7.1 7.3 8.1 5.5 5.2 5.0 5.0 5.7 
120 
No missing 
data 6.6 6.5 6.1 6.1 7.2 4.7 4.5 4.1 4.1 4.7 5.6 7.4 7.0 7.0 7.9 4.3 4.8 4.2 4.2 5.1 
10% MCAR 7.1 7.1 6.8 6.8 7.6 5.3 5.2 5.0 5.0 5.6 6.4 8.4 8.0 8.0 8.7 4.7 4.9 4.6 4.6 5.3 
10% MAR 6.0 6.5 5.8 5.9 6.8 5.5 5.1 4.9 4.9 5.4 4.6 6.6 6.5 6.6 6.8 4.6 4.8 4.5 4.6 5.2 
20% MCAR 6.8 7.1 6.6 6.6 7.6 4.8 5.5 5.4 5.4 5.7 7.5 9.9 9.6 9.6 10.6 4.7 6.0 5.5 5.5 6.5 
20% MAR 6.6 6.6 6.2 6.2 6.8 7.8 7.8 7.3 7.3 8.4 6.7 8.5 8.1 8.1 9.0 5.2 4.3 4.2 4.2 4.5 
150 
No missing 
data 7.0 7.1 6.9 7.0 7.3 6.4 6.6 6.3 6.4 7.1 6.7 7.4 7.0 7.0 7.5 3.9 4.4 4.2 4.2 4.8 
10% MCAR 5.2 5.5 5.0 5.1 5.6 5.5 5.2 5.0 5.0 5.4 6.2 6.9 6.9 6.9 7.3 4.8 4.6 4.5 4.5 4.9 
10% MAR 4.9 4.8 4.5 4.5 5.3 5.2 4.8 4.7 4.7 5.0 4.6 6.0 5.7 5.7 6.4 5.0 4.8 4.7 4.7 5.0 
20% MCAR 7.6 7.9 7.5 7.7 8.5 5.8 5.7 5.3 5.3 6.0 5.3 6.6 6.0 6.0 6.8 4.2 4.4 4.2 4.2 5.0 
20% MAR 6.8 7.2 7.0 7.1 7.6 6.1 5.4 5.4 5.4 5.7 4.6 6.0 5.9 5.9 6.2 5.9 4.8 4.6 4.7 5.2 
180 
No missing 
data 7.1 7.3 7.0 7.0 7.5 6.8 7.2 7.0 7.0 7.3 6.5 7.2 6.9 7.0 7.7 4.0 3.7 3.6 3.6 4.0 
10% MCAR 6.2 6.1 6.0 6.0 6.3 4.9 4.8 4.6 4.6 5.1 5.5 6.7 6.4 6.5 7.0 4.5 3.6 3.4 3.4 3.9 
10% MAR 6.7 7.0 6.9 6.9 7.1 5.9 5.5 5.3 5.3 5.8 6.0 7.5 7.2 7.2 7.8 5.0 4.4 4.2 4.2 4.7 
20% MCAR 7.7 7.7 7.4 7.4 8.3 4.9 4.5 4.4 4.4 4.5 6.1 7.2 7.2 7.2 7.4 3.7 3.4 3.2 3.2 3.5 




Table A2. Type 1 error rates (%) of the 5 test statistics for models with 6 timepoints by sample sizes, missing data pattern and non-normality. 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 
  TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs 
30 
No missing 
data 10.3 13.0 6.9 7.7 9.5 21.6 21.4 13.7 14.5 16.4 32.3 39.4 29.7 31.5 35.1 48.1 49.0 39.6 41.1 44.3 
10% MCAR 11.9 16.5 10.4 10.5 12.7 24.2 27.0 18.0 18.7 21.8 32.2 42.1 32.5 33.6 36.9 49.8 54.8 44.4 45.6 49.8 
10% MAR 12.0 16.4 9.5 10.0 12.3 24.7 30.1 19.8 21.6 24.0 32.2 41.5 32.3 33.0 36.4 47.8 53.0 44.2 45.4 48.1 
20% MCAR 16.9 22.6 15.5 16.2 18.9 29.1 36.8 26.2 26.8 30.5 35.1 49.2 40.4 41.1 44.0 51.9 62.9 52.8 54.0 58.2 
20% MAR 15.5 23.6 15.4 16.0 19.0 32.8 41.2 31.0 32.3 36.2 35.1 49.6 38.3 39.9 43.5 49.5 58.6 50.3 50.8 53.5 
60 
No missing 
data 9.0 10.4 7.4 7.7 8.8 19.1 14.2 10.9 11.4 12.6 30.8 27.9 23.7 24.5 25.8 46.2 32.0 27.9 28.2 29.9 
10% MCAR 7.4 9.7 7.3 7.3 8.2 17.6 15.5 10.9 11.3 13.0 33.0 30.6 25.5 25.9 26.9 46.1 36.0 32.7 33.1 34.4 
10% MAR 8.2 10.0 6.8 7.0 8.3 18.5 14.9 11.4 11.9 12.6 32.2 30.9 25.8 26.3 28.6 49.8 37.7 32.7 33.2 34.6 
20% MCAR 8.3 10.9 7.9 8.1 9.5 19.0 16.7 13.4 13.6 14.5 32.7 35.0 30.4 30.8 32.5 46.5 41.2 36.3 36.8 38.8 
20% MAR 8.0 11.4 7.7 8.1 9.6 23.5 21.9 18.1 18.6 19.5 32.6 33.6 29.2 29.8 31.2 47.3 43.2 38.9 39.5 41.1 
90 
No missing 
data 6.7 7.3 5.9 6.1 6.5 16.9 10.9 9.1 9.3 9.9 33.2 24.2 20.5 20.6 21.9 49.0 25.4 22.6 22.8 23.6 
10% MCAR 6.6 8.2 6.4 6.7 7.2 17.3 11.6 10.1 10.2 10.6 30.8 23.1 21.2 21.3 21.7 47.5 29.0 25.2 25.6 27.0 
10% MAR 6.7 8.2 6.3 6.6 7.3 16.1 10.9 8.9 9.0 10.1 29.1 23.1 20.4 20.7 21.6 48.8 27.4 24.7 24.9 25.5 
20% MCAR 8.3 9.3 7.7 7.7 7.9 16.0 11.7 9.8 10.0 10.5 29.0 24.3 22.7 22.7 23.3 45.3 31.4 28.2 28.9 30.0 
20% MAR 6.3 7.7 6.1 6.2 6.9 19.4 14.2 12.1 12.2 12.8 30.3 26.4 22.8 22.9 24.0 52.1 35.4 32.5 32.9 34.2 
120 
No missing 
data 5.8 6.9 5.8 6.0 6.1 15.8 8.6 7.9 8.2 8.3 29.1 17.3 16.0 16.3 16.9 48.2 22.5 19.4 19.7 21.2 
10% MCAR 6.2 7.3 6.1 6.3 7.0 14.9 8.7 7.0 7.1 7.7 34.2 20.9 18.7 18.8 19.6 47.8 24.9 22.8 23.1 24.1 
10% MAR 6.0 7.4 6.2 6.4 6.5 12.9 8.6 8.0 8.0 8.4 32.9 22.4 20.0 20.2 21.0 49.9 22.4 20.6 20.8 21.1 
20% MCAR 6.6 7.9 7.0 7.1 7.1 15.8 10.6 9.4 9.5 9.9 33.5 23.4 21.7 21.7 22.5 48.8 27.9 25.7 26.1 26.8 
20% MAR 7.7 8.5 7.2 7.3 7.6 16.6 10.8 9.6 9.6 9.9 32.3 23.1 21.1 21.2 22.4 51.0 31.7 29.5 29.7 30.2 
150 
No missing 
data 7.5 8.0 6.9 6.9 7.2 13.8 7.3 6.6 6.6 6.9 35.9 17.1 15.2 15.3 16.1 48.5 18.6 17.0 17.2 17.4 
10% MCAR 5.8 6.9 6.0 6.0 6.1 17.8 11.0 9.4 9.7 10.1 32.9 18.2 16.2 16.4 17.0 49.3 19.1 17.9 18.0 18.6 
10% MAR 6.5 7.6 6.2 6.3 7.1 16.7 10.0 9.2 9.2 9.4 36.6 18.3 16.6 17.0 17.8 50.3 21.2 19.7 19.9 20.3 
20% MCAR 6.2 7.3 5.9 6.2 6.7 14.8 9.9 9.1 9.1 9.3 33.6 20.9 19.7 19.8 20.4 49.0 23.8 22.1 22.7 22.9 
20% MAR 6.5 6.9 6.1 6.2 6.5 16.0 10.5 9.0 9.1 9.3 33.8 21.8 20.6 20.9 21.2 52.4 28.2 26.4 26.6 27.2 
180 
No missing 
data 5.3 5.9 5.2 5.3 5.6 12.7 7.2 6.5 6.5 6.6 35.9 14.5 13.8 13.9 14.1 50.6 17.3 16.0 16.1 16.8 
10% MCAR 6.1 6.8 6.2 6.2 6.5 14.7 8.7 7.9 8.1 8.5 33.0 17.3 15.7 15.9 16.5 50.5 19.9 18.6 18.7 19.0 
10% MAR 5.2 5.4 5.0 5.0 5.4 16.4 9.0 8.1 8.2 8.5 33.3 16.3 15.4 15.5 15.7 50.5 18.9 17.4 17.4 17.8 
20% MCAR 6.5 6.8 6.2 6.2 6.4 14.2 9.3 8.5 8.6 8.6 33.1 17.2 16.2 16.3 16.6 47.6 21.9 20.1 20.4 20.9 




Table A3. Type 1 error rates (%) of the 5 test statistics for models with 9 timepoints by sample sizes, missing data pattern and non-normality. 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 
  TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs 
30 
No missing 
data 22.9 30.8 7.6 8.6 16.6 44.4 48.4 21.9 24.1 32.7 57.8 69.7 45.7 48.0 58.1 81.4 84.0 61.5 62.8 73.1 
10% MCAR 24.1 35.6 11.0 12.4 19.5 51.2 58.6 27.8 29.6 41.1 61.3 77.9 52.8 54.1 63.4 83.8 88.6 69.5 71.3 79.9 
10% MAR 25.4 35.7 10.5 11.7 19.1 54.1 63.0 31.3 33.3 44.0 60.2 77.0 51.4 52.6 63.0 83.9 88.3 70.8 73.2 80.6 
20% MCAR 37.4 51.4 21.8 23.6 33.3 63.8 75.1 45.4 47.8 60.3 67.2 83.7 63.4 64.6 72.2 86.8 94.4 81.0 82.1 87.9 
20% MAR 35.5 51.0 20.4 22.3 33.0 66.9 78.1 51.3 53.5 64.3 68.6 84.5 62.1 64.2 74.3 87.0 94.2 80.1 80.9 86.9 
60 
No missing 
data 9.5 12.5 5.9 6.2 7.8 33.4 22.6 12.7 13.2 16.5 55.5 50.9 38.6 39.5 43.7 75.9 58.9 46.2 46.7 52.3 
10% MCAR 11.5 15.9 7.0 7.4 9.7 37.0 30.7 18.6 19.4 23.2 55.0 55.0 43.0 43.9 47.6 79.3 64.2 52.4 53.4 57.6 
10% MAR 11.0 15.6 7.3 7.4 9.8 35.9 27.8 16.6 17.6 21.3 55.5 56.0 41.8 42.6 47.0 79.3 68.7 55.0 55.9 62.2 
20% MCAR 14.2 19.5 10.1 10.6 13.4 38.0 34.3 21.0 22.1 26.8 56.7 60.1 46.8 47.7 51.6 80.5 73.2 61.6 62.4 65.9 
20% MAR 16.4 21.4 11.2 11.4 15.1 44.0 39.9 25.3 26.1 30.9 54.8 59.2 45.5 46.3 51.0 81.7 75.9 64.5 65.2 68.8 
90 
No missing 
data 9.7 11.5 7.7 7.8 8.9 28.5 16.3 11.8 12.1 13.7 57.3 40.8 33.1 34.0 36.3 80.4 48.1 37.4 38.0 42.1 
10% MCAR 9.1 11.9 6.5 6.8 8.3 31.0 19.1 12.1 12.4 14.5 55.7 43.9 35.8 36.1 39.1 77.5 51.4 44.4 44.9 46.8 
10% MAR 7.6 9.2 5.3 5.5 6.6 30.4 17.9 12.6 12.9 14.5 55.0 43.4 35.2 36.2 39.2 81.2 56.8 47.4 48.1 51.8 
20% MCAR 11.5 14.1 8.7 9.1 10.8 32.1 22.7 16.1 16.5 18.4 55.1 47.7 39.7 40.1 42.2 80.9 59.5 51.5 52.3 55.3 
20% MAR 12.0 14.3 9.3 9.6 10.9 40.6 29.2 20.3 21.1 23.6 57.1 50.6 40.9 41.8 44.5 80.6 61.9 53.6 54.2 57.0 
120 
No missing 
data 7.0 8.3 5.1 5.3 6.3 27.6 12.5 8.4 8.6 9.9 60.1 36.1 29.5 29.9 31.9 81.5 39.7 32.7 33.3 36.2 
10% MCAR 8.2 9.8 7.1 7.3 8.0 25.3 14.1 10.3 10.8 12.4 55.0 36.3 31.0 31.4 33.6 80.9 41.1 33.9 34.3 36.3 
10% MAR 8.1 9.0 6.2 6.4 7.4 27.8 16.3 12.3 12.4 14.1 58.2 38.8 31.9 32.4 35.3 82.7 47.4 39.7 40.5 42.9 
20% MCAR 7.8 10.1 6.1 6.2 7.6 28.0 17.0 12.9 13.1 14.5 54.4 41.6 35.4 35.7 37.6 81.3 48.5 42.8 43.2 45.4 
20% MAR 11.0 12.8 8.8 9.1 10.4 32.5 20.6 15.0 15.4 17.3 57.6 42.8 36.0 36.6 38.9 85.6 55.5 49.8 50.0 52.1 
150 
No missing 
data 6.3 7.0 5.0 5.2 6.0 26.8 11.7 9.1 9.3 9.7 58.2 27.2 22.8 22.9 24.3 81.0 33.1 27.7 28.4 30.1 
10% MCAR 7.4 8.4 6.3 6.4 7.1 27.9 12.7 10.2 10.2 11.2 56.3 32.6 27.3 27.6 29.7 82.2 38.8 34.2 34.6 35.9 
10% MAR 10.0 10.9 8.1 8.2 9.1 27.4 11.8 9.7 9.9 10.4 57.7 32.0 26.8 27.2 28.6 84.4 41.3 35.5 36.0 37.9 
20% MCAR 9.6 12.2 8.1 8.3 9.6 25.3 14.3 11.4 11.5 12.7 55.5 38.0 32.7 33.0 35.0 78.9 42.3 37.6 38.0 39.5 
20% MAR 8.0 10.0 6.1 6.2 7.9 31.6 18.5 15.5 15.5 16.7 58.2 35.6 32.2 32.5 33.1 82.8 46.4 40.8 41.2 43.4 
180 
No missing 
data 7.2 8.5 5.9 5.9 7.0 25.1 9.8 7.5 7.7 8.7 59.6 26.8 23.1 23.3 24.3 82.7 30.5 26.8 27.0 28.4 
10% MCAR 7.1 8.9 6.1 6.2 7.5 24.8 10.3 7.7 7.8 8.5 59.6 31.9 27.1 27.1 28.8 81.9 35.2 31.5 31.9 33.6 
10% MAR 8.5 9.7 7.7 7.7 8.4 25.5 10.9 8.5 8.8 9.2 57.9 30.6 26.0 26.1 28.0 84.2 34.8 30.2 30.4 32.0 
20% MCAR 8.4 9.3 6.9 7.0 8.1 25.5 11.6 9.1 9.2 10.0 57.0 32.8 28.4 28.7 30.1 82.5 39.6 35.0 35.2 36.3 




Table A4. Type 1 error rates (%) of the 5 test statistics for models with 12 timepoints by sample sizes, missing data pattern and non-normality. 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 
  TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs TML TSC TSCb TSCy TSCs 
30 
No missing 
data 37.3 52.2 8.0 9.7 21.0 72.6 78.7 30.0 32.5 49.9 77.9 91.0 59.9 62.4 72.6 94.0 96.8 79.2 80.9 87.3 
10% MCAR 48.9 64.5 15.5 18.2 30.9 81.5 89.2 49.2 51.7 66.0 82.3 93.9 69.3 71.8 80.2 95.6 98.4 88.8 89.4 93.5 
10% MAR 50.1 66.0 17.0 19.3 33.5 84.3 90.9 50.9 53.3 68.0 84.1 95.3 69.2 71.3 82.2 96.8 99.2 87.7 88.9 94.9 
20% MCAR 74.8 88.2 45.4 47.6 61.7 93.1 97.5 78.0 79.8 89.0 92.6 97.9 85.4 86.5 93.1 97.8 99.7 95.6 96.0 98.0 
20% MAR 76.1 88.4 47.0 50.2 64.6 93.5 97.7 81.7 83.6 90.9 94.0 98.7 85.2 87.6 94.0 98.7 99.8 96.2 96.4 98.4 
60 
No missing 
data 15.5 20.6 6.5 6.8 10.6 49.6 38.1 18.2 18.8 23.7 66.1 67.2 47.9 48.9 53.7 93.0 82.9 65.8 67.1 73.3 
10% MCAR 19.5 26.9 10.7 11.3 15.6 52.8 43.9 23.3 24.5 30.3 70.3 75.8 54.6 55.9 62.7 93.7 87.9 74.6 75.8 79.6 
10% MAR 19.2 25.9 9.0 9.8 13.9 54.0 47.1 23.8 24.9 31.4 69.3 75.2 56.4 57.3 61.7 93.6 88.2 75.2 76.0 80.6 
20% MCAR 25.5 35.2 14.8 15.8 20.0 63.1 62.4 36.0 37.9 46.3 73.8 83.3 66.3 67.7 72.9 95.3 92.5 81.6 82.8 86.8 
20% MAR 27.2 35.8 16.7 17.4 22.8 68.0 66.6 42.4 43.7 51.4 74.4 80.8 65.4 66.4 72.3 94.3 93.4 83.9 84.8 88.0 
90 
No missing 
data 9.8 12.4 5.6 6.1 7.5 40.6 24.2 14.3 14.6 17.0 67.6 55.0 43.3 44.1 46.3 93.0 66.0 53.5 54.4 57.7 
10% MCAR 12.1 14.7 7.3 7.8 10.3 47.1 29.0 16.8 17.1 19.9 68.6 62.1 48.5 48.9 53.5 92.3 73.5 61.6 61.9 66.3 
10% MAR 13.4 16.6 7.9 8.6 11.2 44.8 30.1 19.3 19.7 22.4 69.4 62.0 48.2 49.7 54.0 94.4 75.7 64.6 65.3 69.2 
20% MCAR 14.9 19.2 9.7 10.1 13.0 46.9 36.2 21.0 22.2 26.3 70.9 68.6 56.3 56.7 60.6 94.7 84.6 73.0 74.1 78.0 
20% MAR 15.9 20.1 10.3 10.8 13.8 50.7 38.8 25.0 25.9 29.6 74.7 73.8 61.6 61.9 65.2 94.1 83.3 73.5 74.2 77.6 
120 
No missing 
data 7.1 9.0 4.7 5.1 6.1 38.6 17.0 10.0 10.3 12.2 71.6 47.3 37.1 37.9 41.5 92.9 58.1 48.1 48.4 51.2 
10% MCAR 9.3 10.9 6.9 7.1 7.9 41.3 22.6 14.4 14.8 17.0 68.3 53.3 43.1 43.7 46.5 94.4 64.6 54.7 55.7 58.5 
10% MAR 10.5 13.0 7.9 8.1 9.5 44.1 25.0 15.7 16.2 19.2 69.4 54.1 42.3 43.0 46.0 93.6 65.2 55.8 56.3 58.6 
20% MCAR 12.8 16.4 9.0 9.2 11.0 42.8 26.8 18.4 18.9 20.3 68.0 58.8 48.8 49.4 52.4 93.8 71.7 63.5 64.1 67.0 
20% MAR 11.0 14.2 7.7 8.1 9.4 48.9 30.0 20.8 21.3 25.1 70.5 58.4 49.1 49.7 52.3 93.9 73.7 63.4 64.2 66.8 
150 
No missing 
data 9.2 10.7 6.8 6.8 8.4 35.1 15.2 9.9 10.2 11.9 69.6 40.0 31.8 32.2 34.9 93.2 48.6 39.9 40.1 42.8 
10% MCAR 8.7 10.4 6.3 6.5 7.5 33.2 16.5 11.2 11.4 12.6 68.6 44.5 36.1 36.4 39.2 93.8 53.4 45.9 46.2 48.4 
10% MAR 8.9 10.2 6.9 7.1 8.3 39.1 16.2 10.3 10.6 12.1 69.8 48.2 40.6 41.2 43.1 94.6 58.6 49.8 50.1 52.3 
20% MCAR 9.7 12.8 7.5 7.5 8.6 39.9 20.4 15.0 15.2 16.4 70.3 53.7 45.8 46.5 48.9 93.8 63.7 56.6 57.1 59.5 
20% MAR 10.7 12.1 7.9 7.9 9.6 45.2 24.4 18.0 18.3 19.8 70.1 53.1 45.5 45.7 48.0 94.9 66.4 58.9 59.2 61.8 
180 
No missing 
data 8.3 10.1 5.8 5.8 6.8 35.8 11.8 9.4 9.6 10.3 72.0 37.2 30.8 31.5 33.0 93.4 41.7 36.3 36.9 38.8 
10% MCAR 7.4 8.2 6.0 6.1 6.7 37.3 16.1 12.5 12.7 13.7 72.6 41.0 34.4 35.0 36.4 93.9 52.4 46.4 46.7 48.6 
10% MAR 10.5 11.6 7.7 7.8 8.9 36.5 16.4 12.0 12.2 13.9 70.7 40.0 34.1 34.6 36.4 94.0 47.8 41.7 42.1 43.8 
20% MCAR 8.8 10.7 6.8 6.9 8.3 39.2 16.9 12.1 12.6 14.4 69.7 43.5 35.9 36.4 39.0 94.4 56.4 50.2 50.5 52.6 




Table A5. Statistical power (%) of the 5 test statistics for models with 6 timepoints and logarithm growth by sample sizes, missing data pattern and non-normality 
and severity of misspecification. 
   Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 





Low 13.9 17.7 8.7 13.6 9.4 22.0 24.2 12.7 18.6 13.2 34.8 42.7 28.7 37.1 29.6 51.5 53.7 40.3 47.8 41.5 
Mod. 23.1 28.2 15.2 21.6 15.9 27.0 30.1 16.8 24.4 18.5 49.3 55.5 39.2 48.3 40.3 62.3 61.5 47.9 55.2 48.8 
Sev. 47.1 52.3 33.6 45.7 35.5 40.0 41.1 25.1 34.1 26.4 67.4 70.9 55.9 64.7 57.5 79.7 75.8 62.1 70.9 63.5 
10% 
MCAR 
Low 12.1 17.5 8.6 12.9 9.3 25.4 29.3 17.9 23.9 18.3 37.8 49.3 36.3 43.8 37.6 49.6 54.1 39.9 48.3 41.0 
Mod. 24.0 30.9 17.3 24.2 18.2 30.0 34.5 21.2 28.4 21.9 50.7 60.4 43.5 52.8 45.0 61.3 65.2 54.5 60.4 55.3 
Sev. 44.4 51.4 34.4 44.2 35.9 44.7 48.0 32.6 41.6 33.9 68.9 75.1 60.2 70.1 61.5 76.3 78.3 65.8 73.5 66.8 
10% MAR 
Low 16.1 22.4 10.6 17.0 11.3 28.1 32.0 19.8 26.0 21.0 35.1 46.5 31.7 41.4 33.3 52.3 59.0 43.6 53.1 44.9 
Mod. 26.2 32.2 18.4 26.6 19.1 32.9 35.4 22.6 30.0 23.8 46.9 58.7 43.2 51.9 44.6 61.7 66.3 52.2 61.0 53.8 
Sev. 47.0 54.3 36.6 47.0 38.2 42.3 47.2 31.0 39.1 32.3 66.5 73.5 58.8 66.4 60.2 76.7 78.8 65.9 73.3 67.0 
20% 
MCAR 
Low 18.5 27.2 15.2 20.7 15.5 31.1 40.7 24.4 34.3 25.7 36.8 52.6 37.5 45.7 38.6 51.3 63.7 47.8 57.6 49.4 
Mod. 29.5 38.6 21.9 31.2 23.5 33.4 42.0 26.7 34.9 28.0 53.3 64.2 49.8 58.4 51.6 62.6 70.9 56.7 65.3 57.7 
Sev. 48.2 58.5 40.3 50.0 41.8 43.0 51.2 36.1 44.9 37.7 69.3 77.7 64.3 72.6 65.2 76.7 81.5 69.3 76.5 70.0 
20% MAR 
Low 18.9 26.5 15.4 20.9 16.8 32.7 41.0 28.3 35.9 29.0 37.8 50.6 36.6 44.6 38.0 52.7 65.2 50.5 59.1 51.9 
Mod. 25.8 35.8 19.9 28.9 21.2 35.2 44.3 31.0 38.7 31.9 51.2 63.0 47.6 56.4 48.7 66.7 75.7 62.0 71.3 62.8 





Low 11.0 13.2 9.1 11.6 9.8 21.3 16.8 11.9 14.3 12.2 37.2 32.4 26.7 29.9 27.4 56.8 42.5 36.3 39.6 36.6 
Mod. 39.7 41.2 33.9 38.6 34.5 31.7 25.6 20.2 22.7 20.7 63.6 57.1 49.6 52.9 49.9 74.9 58.5 51.0 55.5 51.5 
Sev. 77.5 79.4 71.9 76.2 72.8 52.5 48.0 37.5 43.4 38.7 89.7 84.2 77.8 81.4 78.1 93.6 82.4 76.7 80.1 77.2 
10% 
MCAR 
Low 13.5 16.2 10.6 13.6 10.8 20.9 18.7 12.6 15.9 12.9 38.0 36.5 28.8 33.3 29.7 52.8 42.2 34.9 39.1 35.2 
Mod. 36.5 40.0 31.7 36.2 32.4 32.1 28.2 21.3 25.2 21.7 61.6 55.8 48.9 53.3 49.8 72.2 61.4 52.7 58.2 53.7 
Sev. 70.0 73.9 66.1 70.2 66.5 53.6 47.3 38.8 44.0 39.9 86.6 80.8 75.6 79.1 76.0 89.4 78.6 73.2 75.8 73.8 
10% MAR 
Low 13.5 15.3 10.9 13.3 11.3 21.2 17.4 12.3 15.5 12.7 36.9 35.1 27.9 32.4 28.2 55.0 44.0 37.7 40.8 38.1 
Mod. 34.6 38.0 31.9 36.0 32.6 34.2 28.0 20.4 25.1 20.8 62.5 57.0 50.8 54.7 51.9 73.8 60.1 53.6 57.4 54.4 
Sev. 72.9 76.0 69.6 73.4 70.5 52.4 46.9 39.8 43.4 40.0 87.4 82.6 75.9 80.5 76.7 91.5 82.8 75.3 79.2 76.1 
20% 
MCAR 
Low 13.5 16.5 11.4 14.0 12.0 20.8 19.6 14.8 17.4 15.2 39.7 40.3 34.2 36.7 34.7 53.5 44.3 37.5 41.2 37.9 
Mod. 34.4 39.1 31.5 35.6 31.8 33.0 31.2 24.0 28.5 24.5 60.2 59.6 52.5 56.8 53.1 70.8 60.9 54.1 58.7 54.7 
Sev. 68.3 72.0 64.0 68.5 64.6 49.0 45.7 37.0 42.1 37.7 86.0 83.2 77.7 81.5 78.5 91.5 83.8 77.3 81.3 77.9 
20% MAR 
Low 12.9 16.9 11.1 14.3 11.5 23.2 22.9 17.7 20.6 18.0 39.0 39.9 33.8 37.3 34.4 55.7 51.0 45.4 47.5 45.7 
Mod. 32.5 38.8 28.9 34.0 29.8 34.2 32.6 25.6 29.6 25.7 60.2 58.9 50.2 54.2 50.7 71.8 64.2 56.7 61.8 57.8 





Low 14.4 16.0 12.3 14.4 12.7 20.3 15.0 11.7 13.3 12.1 44.9 31.0 25.9 28.3 26.2 56.9 32.9 28.2 31.4 28.6 
Mod. 53.0 54.3 49.5 52.7 50.2 40.2 30.0 24.4 27.4 24.9 80.6 64.2 58.0 60.9 58.3 82.8 58.6 53.9 56.3 54.4 
Sev. 92.5 92.7 90.8 92.5 91.0 68.2 58.8 53.8 57.1 54.5 97.4 91.5 89.5 90.9 89.7 98.3 87.4 84.6 86.8 84.9 
10% 
MCAR 
Low 15.4 17.8 14.2 15.7 14.5 20.2 14.8 12.1 13.7 12.2 43.5 32.6 28.2 30.4 28.4 57.1 35.4 31.7 33.7 32.4 
Mod. 51.3 53.6 48.1 51.4 48.4 36.5 29.1 23.7 27.1 24.1 72.7 63.0 58.4 60.9 58.7 81.6 62.0 57.4 60.5 57.6 
Sev. 91.0 91.8 89.2 90.6 89.4 65.5 56.0 50.4 53.8 51.3 95.7 89.9 87.6 88.8 87.7 97.8 90.2 86.7 88.7 87.0 
10% MAR 
Low 14.7 16.1 13.1 14.4 13.3 22.0 14.6 11.4 13.1 11.6 44.7 35.2 30.7 33.5 31.0 58.6 37.6 34.1 36.3 34.4 
Mod. 49.6 53.6 48.1 51.2 48.5 39.1 31.3 26.9 29.7 27.4 75.5 65.6 60.2 63.1 60.3 83.4 61.8 57.1 60.6 57.7 
Sev. 90.0 90.6 88.5 89.8 88.9 67.0 57.1 52.4 55.1 52.5 96.2 90.7 88.0 89.9 88.3 98.3 88.8 85.2 86.9 85.5 




MCAR Mod. 49.2 51.3 45.6 48.8 46.0 37.1 32.0 28.0 30.9 28.4 71.6 62.5 57.5 60.0 57.8 80.2 64.3 59.5 62.0 59.9 
Sev. 87.5 88.7 85.6 87.8 86.1 63.8 55.6 50.2 53.9 50.9 94.2 89.0 85.9 87.5 86.1 95.6 87.9 85.1 86.6 85.4 
20% MAR 
Low 12.9 15.1 11.6 13.4 11.9 24.9 19.4 15.1 18.3 15.4 44.6 38.5 32.2 35.4 32.4 54.6 40.0 35.0 37.9 35.3 
Mod. 45.0 47.8 41.9 45.7 42.4 37.3 32.5 28.5 30.9 28.6 74.6 65.6 60.3 63.2 60.8 83.4 66.2 61.2 64.0 61.5 





Low 16.3 16.9 15.4 16.3 15.4 20.3 11.4 9.5 10.2 9.7 50.1 31.4 28.1 29.3 28.3 62.7 32.4 28.6 30.6 28.9 
Mod. 69.1 70.6 66.6 69.1 67.3 45.3 34.7 30.5 33.1 30.9 86.5 70.0 66.2 69.1 66.4 90.3 65.4 61.1 63.3 61.8 
Sev. 98.9 99.3 98.6 98.8 98.7 79.7 70.5 66.8 69.4 67.1 99.4 97.4 96.4 97.2 96.5 99.8 92.5 91.2 92.4 91.6 
10% 
MCAR 
Low 16.0 17.5 15.0 16.5 15.2 19.5 13.4 11.3 12.6 11.3 50.8 34.5 31.5 33.4 31.6 62.7 34.6 31.4 32.9 31.8 
Mod. 68.2 69.6 65.8 68.7 66.4 44.8 33.3 28.6 31.7 29.2 84.0 67.9 64.1 67.1 64.5 89.1 65.9 62.7 64.6 63.0 
Sev. 98.5 98.4 97.4 98.2 97.4 76.7 67.9 64.0 66.2 64.3 98.8 94.8 94.0 94.5 94.0 99.5 94.0 92.4 93.4 92.6 
10% MAR 
Low 15.1 16.7 14.1 15.0 14.1 23.2 14.9 12.7 14.2 12.9 47.3 31.2 27.4 29.5 27.6 60.3 32.5 29.4 30.8 29.7 
Mod. 64.2 65.6 62.0 64.1 62.1 44.8 36.5 32.6 35.1 33.1 84.1 69.5 66.4 67.9 66.7 91.2 66.8 63.1 66.1 64.0 
Sev. 97.7 97.7 97.2 97.5 97.2 78.8 69.3 66.1 67.8 66.3 99.1 96.5 95.6 95.9 95.6 99.7 93.2 91.5 92.8 91.6 
20% 
MCAR 
Low 15.6 17.1 14.4 16.4 14.5 22.7 17.3 14.2 16.3 14.7 49.9 37.4 33.6 35.1 33.7 58.2 36.2 32.0 34.7 32.2 
Mod. 60.5 62.4 58.3 60.1 58.6 42.0 32.3 28.6 30.3 28.7 81.4 68.2 64.2 66.9 64.4 86.2 66.8 62.7 65.2 62.9 
Sev. 96.1 96.3 95.3 95.8 95.6 75.2 66.1 60.5 63.4 60.9 99.1 95.4 94.3 94.9 94.4 99.0 93.0 92.3 92.7 92.3 
20% MAR 
Low 16.4 17.6 15.2 16.9 15.5 24.9 17.7 14.5 16.4 14.6 46.2 35.1 31.4 33.5 31.7 62.2 38.9 35.9 37.6 36.2 
Mod. 59.6 60.7 57.5 59.4 57.5 44.9 36.6 32.7 34.9 33.2 83.4 70.7 67.2 69.5 67.2 88.7 68.5 65.5 67.6 65.7 





Low 20.0 21.2 19.5 20.3 19.6 24.2 14.9 13.0 14.2 13.2 54.5 30.9 28.2 29.4 28.2 68.5 33.2 30.4 31.9 30.6 
Mod. 80.3 80.4 77.9 79.5 78.1 51.9 39.4 36.2 38.0 36.4 91.6 77.5 74.9 76.9 75.2 95.0 73.1 70.5 72.2 70.8 
Sev. 99.7 99.7 99.7 99.7 99.7 88.7 80.0 77.9 79.1 78.0 99.9 98.9 98.7 98.8 98.7 100 97.8 97.0 97.7 97.1 
10% 
MCAR 
Low 17.2 17.8 16.1 17.0 16.2 25.8 16.5 15.0 15.7 15.1 51.2 31.4 29.4 30.7 29.5 64.2 33.4 30.4 32.4 30.7 
Mod. 77.7 78.3 76.7 77.8 76.9 50.1 39.0 35.7 38.4 36.0 91.4 77.0 74.2 75.6 74.5 92.8 69.9 66.2 68.3 66.5 
Sev. 99.7 99.8 99.6 99.7 99.6 85.9 77.4 75.0 76.5 75.1 99.9 98.9 98.4 98.7 98.4 100 98.0 97.6 97.9 97.7 
10% MAR 
Low 20.7 21.7 18.4 20.2 18.8 24.8 15.0 12.9 14.0 12.9 50.2 30.1 28.4 29.4 28.5 64.9 34.5 32.4 33.7 32.7 
Mod. 76.4 77.3 74.8 76.7 74.9 52.3 38.6 35.8 37.9 36.0 90.7 74.5 71.5 73.3 71.8 92.6 70.6 68.6 69.6 68.9 
Sev. 99.3 99.2 99.2 99.2 99.2 86.9 77.6 75.4 76.8 75.8 99.9 99.0 98.8 98.9 98.8 100 97.1 96.5 96.8 96.5 
20% 
MCAR 
Low 17.8 19.9 17.0 18.9 17.2 21.1 14.5 13.3 13.9 13.4 50.0 34.5 32.0 33.6 32.2 63.7 37.9 34.6 36.6 35.2 
Mod. 70.6 71.0 68.6 69.7 68.6 51.2 39.3 34.9 37.5 35.0 89.1 75.9 73.5 74.6 73.8 93.1 72.0 69.2 70.9 69.4 
Sev. 99.5 99.4 99.4 99.4 99.4 84.0 76.0 73.0 74.6 73.2 99.8 97.7 97.1 97.3 97.2 99.7 97.7 97.1 97.5 97.2 
20% MAR 
Low 21.0 22.9 21.5 22.3 21.5 24.6 16.6 14.5 15.5 14.5 48.7 31.6 29.0 30.3 29.3 65.1 40.4 37.0 38.6 37.3 
Mod. 74.2 75.7 73.6 75.2 73.9 51.6 37.5 34.3 36.2 34.8 88.4 76.1 73.2 75.1 73.5 94.1 72.8 70.5 71.9 70.9 





Low 25.9 26.7 24.0 25.5 24.3 24.2 14.6 13.0 14.0 13.2 57.2 31.5 28.6 30.4 28.8 68.2 29.6 27.4 28.9 27.7 
Mod. 89.6 89.9 88.7 89.2 88.8 61.8 47.5 44.1 46.1 44.4 95.7 83.7 82.6 83.1 82.7 96.3 75.0 72.9 74.3 73.0 
Sev. 99.8 99.8 99.8 99.8 99.8 94.3 87.9 86.5 87.4 86.5 100 99.3 99.1 99.3 99.1 100 98.9 98.7 98.9 98.7 
10% 
MCAR 
Low 22.5 23.1 21.2 22.4 21.4 21.6 14.1 12.4 13.6 12.6 55.7 28.9 26.9 28.3 27.1 67.8 31.7 29.8 31.2 30.2 
Mod. 87.3 87.9 86.3 87.5 86.3 59.9 46.0 43.6 45.2 44.0 94.8 81.9 80.3 81.6 80.4 95.8 76.8 74.9 76.1 75.1 
Sev. 99.9 99.9 99.9 99.9 99.9 93.2 87.6 86.7 87.3 86.9 100 99.4 99.4 99.4 99.4 100 98.2 97.4 97.9 97.4 
10% MAR 
Low 25.5 26.2 24.2 25.2 24.2 24.4 14.0 12.6 13.2 12.6 55.2 32.7 31.2 32.0 31.2 68.3 34.9 33.2 34.3 33.3 
Mod. 82.9 82.7 81.2 82.1 81.2 59.9 46.9 43.8 45.4 44.1 96.5 83.8 82.2 83.1 82.2 95.7 76.9 74.6 75.7 74.6 
Sev. 99.9 99.9 99.9 99.9 99.9 93.1 87.7 86.8 87.1 86.9 100 99.7 99.5 99.7 99.6 100 99.0 98.5 98.8 98.5 























MCAR Mod. 80.6 81.9 80.0 81.1 80.1 57.9 45.2 41.8 43.2 42.1 93.2 81.0 78.9 80.0 79.0 95.6 73.8 70.9 72.8 71.0 
Sev. 99.9 99.9 99.9 99.9 99.9 89.9 83.5 81.9 83.0 82.0 99.8 98.8 98.8 98.8 98.8 99.9 98.1 97.7 98.1 97.8 
20% MAR 
Low 19.6 20.8 18.6 19.4 18.7 25.9 16.0 14.4 15.2 14.6 52.2 31.2 28.5 30.0 28.7 69.7 36.4 35.0 35.6 35.3 
Mod. 81.4 82.0 80.3 81.3 80.6 59.2 44.7 42.1 43.4 42.2 91.1 78.3 77.0 78.0 77.1 95.9 77.0 75.4 76.6 75.5 




Table A6. Statistical power (%) of the 5 test statistics for models with 9 timepoints and logarithm growth by sample sizes, missing data pattern and non-normality 
and severity of misspecification. 
   Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 





Low 20.3 28.1 8.4 15.3 9.4 45.6 49.9 21.6 32.5 23.5 58.8 73.9 47.0 58.7 48.3 80.7 83.4 61.5 71.3 63.2 
Mod. 25.0 34.6 10.4 18.5 11.5 47.1 50.4 20.7 33.4 22.3 60.5 72.9 47.6 59.6 49.8 81.0 84.8 64.1 74.0 66.1 
Sev. 28.2 37.9 12.0 21.0 13.2 52.1 53.7 24.9 38.3 26.4 67.5 80.1 51.1 65.3 54.4 84.8 86.5 68.2 77.9 70.1 
10% 
MCAR 
Low 25.1 35.9 11.2 19.6 12.3 49.4 58.1 25.9 39.5 29.3 58.8 75.2 50.3 62.6 52.1 81.4 86.8 68.2 77.8 70.0 
Mod. 28.5 40.6 12.9 23.2 14.8 52.5 61.5 29.9 41.8 31.3 63.7 80.9 55.7 67.5 58.0 83.4 89.5 71.9 79.9 73.0 
Sev. 37.5 48.5 16.8 29.0 18.2 59.6 66.2 36.1 51.5 39.4 69.7 83.2 59.8 70.9 61.9 86.7 91.5 75.1 83.4 76.9 
10% MAR 
Low 24.9 36.1 12.5 21.5 13.6 55.2 64.1 31.1 45.6 34.2 60.5 76.4 51.5 61.6 52.8 83.0 87.5 69.8 78.8 71.1 
Mod. 29.4 41.4 13.1 23.6 14.5 57.3 64.8 33.8 47.8 36.2 65.3 79.2 56.9 66.4 58.6 82.8 87.4 71.1 79.3 73.3 
Sev. 35.7 45.8 18.5 29.7 20.9 60.1 67.7 37.1 49.6 39.5 71.1 84.4 60.4 72.4 62.5 88.5 92.4 76.2 85.0 77.5 
20% 
MCAR 
Low 37.9 53.0 23.3 34.4 24.8 63.7 76.3 45.5 59.9 47.4 67.7 85.3 61.8 72.0 63.8 86.2 93.2 80.4 87.4 81.7 
Mod. 40.6 55.1 24.0 37.9 26.3 65.8 77.7 46.7 61.1 49.6 69.7 87.5 63.8 75.1 66.3 86.5 93.2 78.8 86.7 80.9 
Sev. 51.0 65.0 29.9 46.6 33.0 67.3 78.1 53.5 65.7 54.9 76.2 89.0 68.7 79.4 70.4 90.8 95.9 85.5 90.9 86.7 
20% MAR 
Low 41.3 54.7 22.2 36.5 24.4 66.8 78.5 54.1 66.3 56.3 69.2 84.6 65.4 74.7 67.5 86.6 93.4 80.8 87.9 82.3 
Mod. 41.4 56.0 27.5 38.4 28.8 67.0 80.2 53.7 65.6 56.1 69.9 85.2 65.1 75.5 66.7 85.8 93.3 80.2 87.7 82.2 





Low 10.7 13.6 7.1 9.3 7.9 30.2 21.7 10.9 15.1 12.2 55.2 51.0 36.9 42.5 38.0 79.7 62.6 49.1 54.7 50.1 
Mod. 16.2 20.1 9.9 13.8 10.4 37.2 28.7 15.3 20.7 16.3 63.5 58.6 44.8 51.2 45.7 83.5 63.8 52.1 57.8 52.8 
Sev. 32.1 37.3 22.7 28.4 23.3 46.0 35.7 21.2 27.4 22.1 73.3 71.3 57.8 63.8 58.6 90.9 74.5 62.5 68.4 63.9 
10% 
MCAR 
Low 15.8 18.8 10.1 14.0 10.9 34.3 28.4 16.2 21.6 16.9 51.4 52.6 39.8 45.8 41.0 80.0 66.5 55.1 60.0 56.1 
Mod. 19.7 24.0 14.0 18.6 14.8 38.7 31.0 17.3 24.0 18.1 61.6 61.1 48.0 52.7 48.5 81.2 70.9 55.1 61.9 56.2 
Sev. 31.5 37.1 22.7 27.9 23.2 44.6 36.7 24.3 29.7 25.3 72.7 73.2 60.3 66.0 60.9 91.1 82.4 71.6 77.4 72.6 
10% MAR 
Low 13.6 17.6 9.5 12.8 9.8 34.9 27.8 16.2 20.3 16.8 53.1 54.3 40.7 45.6 41.4 81.4 70.0 56.7 63.1 57.9 
Mod. 18.3 22.6 14.3 17.0 14.5 40.1 33.0 19.2 24.1 19.9 60.9 60.7 47.5 53.0 48.1 81.4 72.6 61.5 66.7 62.7 
Sev. 30.7 36.9 23.2 29.7 23.7 44.0 36.5 23.4 29.2 24.7 76.0 74.1 62.0 67.3 63.5 89.5 78.9 67.2 72.2 67.9 
20% 
MCAR 
Low 16.2 21.1 11.1 14.8 11.8 38.7 35.9 21.3 27.7 22.4 54.3 60.4 47.2 52.9 47.6 80.6 74.2 62.7 67.4 63.6 
Mod. 20.6 26.9 13.7 18.6 14.6 45.3 40.9 25.1 31.7 26.0 59.2 64.5 49.9 57.5 50.9 82.2 76.5 66.1 70.6 66.7 
Sev. 35.3 41.7 26.7 34.2 27.2 46.1 41.3 28.6 33.7 29.3 73.7 77.2 66.1 70.7 66.2 88.7 82.6 73.1 76.8 73.4 
20% MAR 
Low 15.1 21.3 11.3 14.8 11.8 42.6 40.9 27.8 33.5 28.8 56.0 61.6 48.3 54.1 48.7 81.5 76.2 65.8 70.6 66.3 
Mod. 21.6 26.9 14.9 20.1 15.3 42.1 40.4 26.5 32.8 27.1 59.6 65.1 51.9 58.5 53.1 84.5 79.8 68.3 74.1 69.2 





Low 10.2 11.4 7.3 9.3 7.5 27.2 15.6 9.8 11.6 10.2 55.8 40.9 32.1 36.3 32.8 81.2 49.9 41.3 44.9 42.0 
Mod. 18.7 21.0 14.7 16.9 14.8 35.4 20.3 12.8 16.0 13.6 67.1 51.2 41.9 45.6 42.6 83.3 53.7 45.9 49.2 46.5 
Sev. 41.7 46.1 34.0 38.8 34.9 45.7 29.7 20.9 24.5 21.3 82.4 70.1 61.6 66.5 62.7 93.4 72.0 62.8 66.5 63.3 
10% 
MCAR 
Low 11.1 13.9 8.0 10.1 8.3 29.4 19.4 13.5 16.0 14.4 54.5 45.8 36.5 40.2 37.2 78.0 51.3 44.7 47.6 44.8 
Mod. 18.1 21.6 13.5 16.4 13.9 35.0 22.2 15.9 19.3 16.3 67.6 57.1 47.2 51.1 47.8 85.6 62.4 51.5 55.4 51.9 
Sev. 38.1 42.5 31.7 36.8 32.4 45.2 31.7 23.7 27.2 24.7 82.1 72.0 64.0 67.9 64.6 92.9 71.0 63.6 66.5 63.9 
10% MAR 
Low 11.3 13.2 7.8 9.9 7.9 31.3 19.1 13.7 15.9 14.5 53.9 44.5 36.9 40.7 37.4 81.9 54.7 47.1 50.2 47.6 
Mod. 17.1 20.1 12.6 15.4 12.9 37.4 24.3 16.7 19.1 17.0 64.4 51.6 42.6 45.6 43.1 88.0 62.6 54.4 58.4 54.9 
Sev. 38.7 41.8 33.1 37.0 33.5 46.3 31.5 22.7 26.0 22.8 81.1 70.1 61.0 65.1 61.4 92.6 73.9 66.9 69.9 67.7 




MCAR Mod. 18.3 22.5 15.6 18.5 16.2 36.9 27.7 19.4 22.7 19.7 65.6 62.0 51.6 56.3 52.5 86.4 68.4 59.8 63.9 60.9 
Sev. 39.8 44.2 34.1 38.9 34.8 43.5 33.8 24.6 29.0 25.0 78.7 73.2 64.6 68.8 65.2 93.1 77.3 71.3 74.3 71.9 
20% MAR 
Low 9.3 12.4 7.1 9.3 7.2 36.9 26.0 18.6 22.5 19.1 57.3 51.7 43.6 46.3 43.7 81.0 62.9 54.2 57.7 54.6 
Mod. 19.9 25.3 16.9 20.1 17.1 40.5 31.4 23.6 26.5 23.6 62.9 56.9 49.0 52.9 49.8 85.7 69.5 62.5 65.0 62.7 





Low 8.9 10.3 6.9 8.3 7.1 27.1 13.9 9.8 11.2 9.9 56.4 32.2 26.7 28.6 26.9 82.1 42.1 34.1 37.7 34.5 
Mod. 23.5 25.3 19.8 22.5 20.4 31.4 18.5 12.8 15.2 13.1 68.6 45.7 39.1 41.9 39.1 88.7 50.5 43.6 47.3 44.1 
Sev. 50.8 53.6 45.4 48.6 45.8 51.2 32.5 25.4 29.1 25.9 87.7 70.6 62.3 66.2 62.7 95.7 69.3 63.2 65.9 63.2 
10% 
MCAR 
Low 10.0 12.3 8.4 9.9 8.6 26.0 14.7 11.1 12.5 11.7 56.6 39.7 31.9 35.5 32.3 81.6 46.2 39.0 41.6 39.4 
Mod. 21.7 25.0 19.0 21.0 19.5 36.1 19.3 15.0 16.7 15.1 71.1 52.4 44.4 47.8 45.1 86.8 54.0 48.8 51.3 49.2 
Sev. 50.5 53.7 44.5 48.9 45.2 49.0 31.9 25.4 27.5 25.7 86.3 72.3 65.3 69.0 65.8 95.6 76.2 69.6 72.6 69.9 
10% MAR 
Low 8.7 9.9 7.0 8.0 7.1 31.3 18.4 14.0 15.2 14.1 55.6 36.3 30.1 33.1 30.7 80.9 47.3 39.9 43.0 40.2 
Mod. 21.1 22.9 17.5 19.6 17.9 35.5 19.6 15.5 16.8 15.7 66.7 48.9 42.8 45.4 43.2 90.6 58.2 50.6 53.8 51.4 
Sev. 50.1 51.9 44.8 48.2 45.6 51.3 33.1 27.0 29.5 27.5 84.8 69.1 62.7 65.4 63.2 96.5 74.2 67.0 70.7 67.3 
20% 
MCAR 
Low 11.8 13.3 9.8 11.3 10.0 27.1 16.6 12.0 13.4 12.2 56.8 43.9 39.2 40.8 39.3 80.1 52.5 46.4 48.9 46.6 
Mod. 23.3 26.6 19.8 23.4 20.3 38.1 25.2 18.0 21.1 18.5 67.0 53.9 47.6 50.3 47.8 87.8 62.1 55.1 59.0 55.5 
Sev. 48.1 52.6 42.9 46.3 43.5 47.7 33.3 26.3 29.5 26.5 85.1 72.4 67.2 70.2 67.3 93.9 75.2 70.2 72.2 70.6 
20% MAR 
Low 10.8 12.8 8.7 10.1 9.0 33.1 21.5 16.1 18.1 16.4 56.8 44.5 37.2 40.2 37.5 82.2 53.9 48.2 51.0 48.6 
Mod. 19.6 22.3 16.0 18.9 16.4 40.5 25.7 18.6 21.7 19.2 66.7 54.1 48.7 50.6 48.9 88.3 63.5 57.5 59.8 57.7 





Low 9.5 11.1 8.2 9.3 8.3 26.2 13.6 9.8 11.0 9.8 58.4 28.9 23.8 25.9 24.2 81.3 31.8 28.5 29.9 28.9 
Mod. 25.5 27.5 23.4 24.7 23.6 36.1 17.3 13.6 15.0 13.9 74.2 45.9 39.8 43.0 40.4 91.0 50.9 46.0 48.1 46.2 
Sev. 64.1 65.3 60.2 62.6 60.4 54.7 32.3 27.5 30.0 28.0 93.7 75.9 69.7 72.9 69.8 97.5 70.2 66.1 68.0 66.4 
10% 
MCAR 
Low 9.9 12.3 8.7 9.6 8.9 27.1 13.2 10.3 11.9 10.6 59.1 34.2 29.6 30.8 29.8 80.0 38.4 34.3 36.4 35.0 
Mod. 26.2 27.2 23.0 24.7 23.6 34.3 18.5 14.1 16.0 14.3 74.0 48.9 44.1 46.5 44.5 89.8 52.1 48.7 50.1 48.8 
Sev. 60.2 62.9 55.3 58.7 55.6 53.4 34.2 29.2 31.5 29.5 93.3 76.0 70.5 72.2 70.6 97.5 74.0 68.8 70.9 69.0 
10% MAR 
Low 7.8 9.1 6.7 7.7 6.7 30.0 15.4 12.3 13.6 12.4 60.4 35.2 30.8 32.9 31.1 83.1 40.9 36.4 38.6 36.5 
Mod. 22.1 25.0 18.9 22.2 19.4 36.8 20.3 16.1 17.4 16.3 73.6 48.9 42.9 45.4 43.2 88.5 51.0 44.3 47.9 44.8 
Sev. 59.8 63.0 55.2 57.7 55.3 50.7 33.0 27.6 30.3 28.1 91.8 75.2 70.5 72.4 70.8 96.7 71.0 66.5 68.5 67.1 
20% 
MCAR 
Low 8.5 10.8 7.7 8.5 7.9 29.9 16.3 12.8 14.3 12.9 55.2 38.6 33.9 35.7 34.2 82.6 49.3 43.2 45.9 43.5 
Mod. 21.5 24.2 18.5 21.1 19.1 35.7 20.4 16.3 18.2 16.5 71.6 53.5 48.8 50.6 49.1 89.4 58.7 52.0 54.9 52.4 
Sev. 59.0 60.7 54.5 56.9 55.1 50.6 33.5 28.0 30.5 28.5 89.0 77.0 73.6 74.9 74.0 95.1 71.9 68.8 70.1 69.1 
20% MAR 
Low 9.9 11.7 8.5 9.9 8.7 33.2 19.1 15.1 17.6 15.3 59.8 39.8 35.1 37.4 35.3 83.2 48.6 44.1 45.6 44.2 
Mod. 23.7 25.8 20.7 23.0 21.0 38.2 21.0 16.2 18.5 16.2 72.2 52.8 47.3 49.5 47.6 89.9 59.8 54.4 57.1 54.4 





Low 11.3 12.1 10.0 10.6 10.2 26.3 11.2 8.6 10.0 8.9 59.6 29.1 24.5 26.3 24.8 83.5 29.7 26.6 28.0 26.9 
Mod. 29.7 30.9 27.0 29.1 27.3 37.3 19.7 16.1 17.5 16.3 79.3 47.3 41.8 43.6 42.1 92.4 46.3 41.4 43.4 41.9 
Sev. 73.8 74.6 70.7 72.6 71.0 56.9 35.9 30.9 32.9 31.3 95.1 79.7 75.0 77.4 75.2 98.7 71.4 67.5 69.0 67.8 
10% 
MCAR 
Low 10.9 11.5 9.4 10.5 9.6 27.5 12.8 10.2 11.3 10.3 59.5 31.4 27.9 29.6 28.1 82.5 34.3 30.6 32.2 30.8 
Mod. 30.0 31.8 26.2 28.2 26.7 39.8 21.0 16.8 18.7 16.9 77.6 48.8 44.1 45.8 44.5 91.5 50.6 46.5 48.0 46.9 
Sev. 71.9 74.0 68.8 71.1 69.2 59.8 38.6 34.6 36.5 34.7 93.5 76.9 73.4 75.0 73.6 98.3 75.6 72.1 73.5 72.2 
10% MAR 
Low 8.9 9.9 7.6 9.1 7.8 25.2 12.6 9.9 11.0 10.0 60.1 29.5 25.4 26.5 25.5 82.8 36.1 31.3 33.4 31.4 
Mod. 30.0 31.8 26.1 28.3 26.5 41.0 22.5 17.4 19.8 17.6 75.9 48.5 43.9 46.2 44.0 91.8 49.6 45.2 47.2 45.5 
Sev. 69.9 71.9 67.5 69.0 67.6 57.3 35.1 31.3 33.1 31.4 94.0 77.0 72.9 74.4 73.1 98.4 74.4 68.8 71.5 69.0 























MCAR Mod. 27.2 29.8 25.2 27.1 25.7 36.3 19.4 16.6 17.7 16.6 75.2 51.4 47.4 49.1 47.7 90.2 54.8 50.3 52.1 50.7 
Sev. 66.2 67.7 63.1 65.0 63.5 54.9 35.5 31.1 32.7 31.2 93.7 78.6 74.4 75.5 74.4 97.4 76.6 73.2 74.7 73.4 
20% MAR 
Low 9.2 10.7 8.6 9.6 9.0 30.9 15.3 12.9 13.8 13.2 60.4 36.2 31.7 33.7 32.0 82.5 41.3 36.9 38.9 37.3 
Mod. 26.8 29.9 25.2 26.8 25.4 39.7 21.4 19.4 19.9 19.6 73.5 50.9 46.4 48.4 46.5 89.9 55.5 51.0 53.4 51.3 




Table A7. Statistical power (%) of the 5 test statistics for models with 12 timepoints and logarithm growth by sample sizes, missing data pattern and non-
normality and severity of misspecification. 
   Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 





Low 38.2 53.1 8.7 20.5 10.2 73.9 79.3 32.0 50.3 35.1 80.1 92.0 58.6 74.0 62.4 96.1 97.4 82.3 91.3 84.6 
Mod. 45.7 60.2 11.3 26.7 13.5 73.6 79.3 33.3 50.4 36.5 84.6 93.2 65.2 79.7 68.5 97.2 97.8 83.4 92.1 85.2 
Sev. 58.6 69.9 18.1 35.0 20.1 81.7 85.6 43.0 61.2 46.3 92.1 97.6 74.1 85.9 76.3 98.0 99.1 89.9 95.1 90.7 
10% 
MCAR 
Low 49.8 65.9 16.0 31.2 18.5 81.6 88.3 51.0 66.3 53.8 85.2 94.9 69.4 82.3 72.2 96.3 99.0 88.7 94.8 90.2 
Mod. 57.6 72.1 22.4 38.6 24.1 84.4 90.6 53.9 68.4 56.8 87.5 97.7 75.6 85.5 77.0 97.9 99.6 90.8 95.6 91.7 
Sev. 70.8 82.1 34.0 53.8 37.8 85.9 93.0 57.1 74.0 59.5 92.2 98.1 80.4 90.1 82.5 98.6 99.9 93.8 97.3 94.6 
10% MAR 
Low 53.3 69.5 20.1 35.4 22.5 84.0 90.9 52.8 69.7 56.4 84.8 94.2 70.2 82.6 72.3 96.1 98.7 87.6 94.6 89.1 
Mod. 57.1 72.9 22.3 39.4 25.4 86.3 92.0 54.1 70.8 56.8 87.8 96.7 75.5 86.9 77.7 97.8 99.3 91.8 95.6 92.8 
Sev. 69.7 82.0 32.0 50.3 34.3 86.7 93.4 56.4 72.7 60.4 92.9 98.5 83.5 91.1 84.9 98.9 99.8 93.7 97.1 94.4 
20% 
MCAR 
Low 74.9 88.9 45.0 63.3 48.0 94.4 98.4 78.2 90.7 81.3 93.1 98.6 87.3 93.3 88.6 99.0 99.9 96.0 98.3 96.8 
Mod. 81.5 90.7 52.4 70.5 55.4 93.1 97.7 78.8 89.7 80.5 94.6 98.9 89.3 94.3 90.4 99.1 99.9 97.6 99.1 98.1 
Sev. 85.6 94.1 59.1 74.1 61.9 95.0 98.0 83.4 91.6 85.2 97.4 99.7 92.2 96.9 93.4 99.4 99.9 97.1 99.1 97.5 
20% MAR 
Low 77.1 88.6 44.7 63.3 47.9 93.0 97.9 80.0 90.1 81.7 93.0 99.1 85.8 94.3 88.0 98.8 99.8 95.6 98.5 96.2 
Mod. 79.1 90.0 49.5 66.4 53.3 94.9 98.3 83.5 91.4 84.8 94.7 99.0 88.3 94.6 89.4 99.3 100 96.5 98.8 97.0 





Low 15.3 20.0 6.5 10.5 7.2 48.7 37.0 17.1 22.8 17.6 69.8 71.3 50.8 58.4 52.1 93.9 83.8 67.4 74.1 68.5 
Mod. 31.2 37.6 17.0 23.0 17.5 54.8 42.9 21.0 28.2 21.8 81.1 81.0 62.0 69.2 63.2 95.0 87.2 73.6 79.3 74.5 
Sev. 58.1 66.3 40.5 49.9 43.1 69.7 56.6 33.5 41.6 34.3 91.7 91.7 77.8 83.9 79.4 98.3 95.0 86.2 90.5 86.5 
10% 
MCAR 
Low 20.0 25.5 9.7 14.2 10.3 55.6 47.5 23.7 29.6 24.7 71.4 76.2 58.5 64.8 58.9 94.3 88.8 76.1 81.4 77.0 
Mod. 36.3 44.5 18.9 26.5 19.6 62.1 55.0 27.5 36.4 29.3 81.5 84.4 66.2 73.9 67.2 97.1 93.7 84.6 88.4 85.2 
Sev. 59.5 65.8 41.6 50.9 43.5 74.8 65.7 38.8 47.9 40.5 92.6 93.2 83.1 87.7 83.9 98.7 95.9 89.2 92.2 89.6 
10% MAR 
Low 18.1 25.4 8.3 11.8 8.6 57.1 48.2 25.7 32.5 27.3 74.3 79.7 60.7 67.9 61.9 93.2 89.3 77.4 81.8 78.0 
Mod. 33.2 41.7 18.8 26.0 19.9 59.8 51.9 31.1 38.6 32.3 83.2 86.2 68.7 76.2 70.4 95.6 92.6 82.7 86.7 83.1 
Sev. 61.0 69.7 43.4 52.2 45.1 74.0 66.6 43.8 52.8 45.0 94.2 95.9 84.7 89.7 85.8 99.6 97.7 92.2 95.1 92.7 
20% 
MCAR 
Low 26.7 35.6 14.9 21.7 16.2 62.5 59.8 37.6 45.3 39.1 75.4 83.7 66.2 73.3 67.5 95.1 93.6 84.3 87.7 84.7 
Mod. 38.8 49.3 24.0 34.0 26.0 68.6 66.2 40.8 49.7 42.0 81.9 88.4 77.1 81.1 78.2 96.9 95.3 88.8 91.7 89.1 
Sev. 62.6 70.9 47.7 56.1 49.3 77.1 72.9 48.6 59.1 50.0 94.1 97.3 90.0 92.9 90.5 99.0 98.8 94.4 96.6 94.7 
20% MAR 
Low 28.6 38.7 16.1 23.6 17.4 68.7 67.2 43.6 52.4 45.3 76.2 84.2 67.1 75.0 68.2 95.0 93.2 84.4 88.3 85.3 
Mod. 39.6 50.1 26.7 34.9 27.6 72.4 71.7 49.1 56.0 50.3 83.7 89.4 75.0 80.2 75.9 97.6 96.5 89.4 93.0 90.1 





Low 12.0 14.4 7.8 9.4 8.1 44.3 28.0 15.2 18.8 15.5 74.0 60.1 46.6 51.2 47.5 93.9 69.0 57.3 61.7 58.0 
Mod. 27.6 33.3 18.8 22.5 18.9 53.0 33.1 18.2 22.7 19.1 85.8 74.2 60.7 65.2 61.6 97.1 79.6 69.3 73.7 70.0 
Sev. 75.0 77.8 63.2 69.0 64.2 73.2 52.5 36.8 41.7 37.5 97.5 93.9 86.5 89.2 86.8 99.3 92.5 87.4 89.6 87.8 
10% 
MCAR 
Low 15.0 19.4 9.0 12.2 9.8 48.9 34.9 19.3 24.4 20.2 70.8 63.2 50.7 54.4 51.6 94.0 75.4 65.6 69.1 66.0 
Mod. 32.6 38.3 21.4 27.4 22.4 56.1 38.7 23.6 29.1 24.7 86.9 80.0 67.5 72.8 68.5 96.4 85.1 75.3 79.2 76.5 
Sev. 71.9 76.8 59.1 66.4 60.7 74.8 60.3 41.9 49.8 43.4 96.9 94.4 88.8 92.0 89.2 99.7 94.3 89.2 90.8 89.4 
10% MAR 
Low 17.0 20.7 10.4 13.7 10.7 47.6 30.9 18.1 22.0 18.7 71.7 63.6 51.2 55.5 51.4 94.3 77.5 67.1 70.2 67.6 
Mod. 30.9 36.7 21.2 26.1 22.3 56.0 38.9 24.8 29.8 25.0 85.9 79.7 66.7 72.0 67.7 97.3 84.1 74.4 79.0 75.2 
Sev. 70.8 75.6 61.0 65.6 61.8 72.8 56.8 42.0 46.9 42.7 96.8 94.1 87.5 90.1 88.0 99.8 95.4 90.2 92.3 90.2 




MCAR Mod. 35.8 42.3 27.9 32.3 29.0 61.0 47.3 32.3 38.4 32.8 84.1 82.4 71.7 75.9 72.4 97.5 90.2 82.1 85.5 82.3 
Sev. 71.6 77.1 61.5 68.3 62.2 77.4 65.1 49.2 54.1 49.7 96.7 95.0 89.1 92.5 89.7 99.4 96.8 92.6 94.7 93.2 
20% MAR 
Low 16.9 21.2 10.9 14.3 11.4 53.5 42.0 27.1 32.8 27.8 75.7 72.9 60.9 65.1 62.0 95.1 87.0 77.1 81.3 77.8 
Mod. 37.9 44.4 28.6 33.7 29.6 60.0 48.5 32.7 39.0 33.9 83.9 82.1 71.5 75.5 72.0 98.1 91.8 85.1 87.1 85.4 





Low 12.8 15.3 7.3 9.5 7.4 38.6 17.3 11.9 13.8 12.2 75.5 53.1 43.2 46.1 43.8 95.3 61.7 51.2 55.4 51.5 
Mod. 36.7 40.6 29.5 33.2 29.9 53.7 32.0 22.1 25.4 22.5 90.6 73.8 62.7 66.6 63.0 98.8 77.3 67.0 70.2 67.2 
Sev. 84.9 87.1 78.7 81.8 78.9 77.0 55.0 43.1 47.1 43.9 98.6 94.8 91.5 92.7 91.6 100 93.7 89.4 91.4 89.7 
10% 
MCAR 
Low 12.0 14.2 8.4 9.7 8.6 43.3 23.2 15.3 17.5 15.9 74.1 56.2 45.8 48.9 46.3 95.5 66.8 58.5 61.8 59.0 
Mod. 37.4 41.4 28.8 33.9 29.3 58.8 36.3 25.6 29.0 26.0 87.9 75.2 66.7 69.1 67.2 98.2 80.0 71.0 74.7 71.2 
Sev. 84.3 85.9 77.1 81.1 77.7 76.9 56.8 44.0 47.8 44.5 99.0 97.2 92.9 94.3 93.2 99.8 94.5 90.6 92.4 90.6 
10% MAR 
Low 12.2 14.6 8.4 9.2 8.4 43.5 24.0 14.2 16.8 14.5 74.3 57.7 48.4 51.6 48.7 95.5 68.8 59.5 63.0 60.1 
Mod. 38.9 42.3 31.6 35.2 32.2 59.7 34.9 24.4 27.8 24.9 89.2 76.2 66.9 70.6 67.6 98.3 83.4 75.6 79.0 76.4 
Sev. 82.9 84.7 75.9 79.5 76.6 78.1 56.8 45.4 49.7 45.9 99.2 95.1 91.8 92.7 92.1 100 96.0 93.3 95.0 93.6 
20% 
MCAR 
Low 16.6 19.0 12.4 14.4 12.5 48.0 29.9 19.7 23.9 20.4 73.7 63.1 52.7 57.7 54.0 94.5 75.1 67.3 69.4 67.7 
Mod. 35.6 40.7 28.7 33.0 29.8 57.4 39.5 28.5 32.5 29.4 88.2 79.9 71.4 74.8 72.1 98.4 86.7 79.9 82.9 80.1 
Sev. 83.7 85.5 77.1 80.7 77.9 79.0 62.2 49.3 53.8 49.6 98.5 96.9 92.7 95.1 93.5 100 96.5 93.3 94.5 93.6 
20% MAR 
Low 13.1 16.2 10.5 11.9 10.6 49.8 31.8 21.4 24.7 21.8 75.1 65.0 53.6 58.5 54.3 96.5 79.6 70.2 73.6 70.8 
Mod. 38.4 43.0 31.8 35.8 32.6 62.0 40.8 29.9 33.8 30.5 87.8 80.6 72.7 75.8 73.2 98.6 86.9 80.6 83.6 81.0 





Low 12.0 13.6 9.2 10.9 9.4 39.8 17.6 10.4 12.7 10.9 75.6 47.3 39.8 42.4 40.0 95.6 54.2 45.1 47.9 45.9 
Mod. 41.1 44.3 34.8 37.7 35.1 55.7 31.3 23.2 25.5 23.4 93.3 72.3 65.2 67.9 65.6 99.2 74.7 66.9 69.7 67.1 
Sev. 93.2 94.1 89.3 91.3 89.6 83.6 63.0 52.9 56.0 53.5 99.8 96.5 95.0 95.8 95.1 100 94.0 91.1 92.5 91.4 
10% 
MCAR 
Low 12.0 13.2 8.4 10.3 8.5 40.9 18.2 12.3 14.5 12.6 74.2 50.5 43.7 46.4 44.0 94.6 59.0 50.8 53.5 50.9 
Mod. 40.0 44.3 33.1 36.7 33.6 59.8 33.7 24.6 28.3 25.1 92.5 74.8 67.9 70.7 68.4 98.7 76.9 69.4 72.9 69.8 
Sev. 92.4 93.3 89.5 91.3 90.2 84.4 61.1 50.4 53.2 50.8 99.9 97.8 95.7 96.5 96.0 100 95.7 93.6 94.7 93.8 
10% MAR 
Low 11.1 12.5 8.9 9.5 8.9 43.3 20.3 13.4 15.3 13.9 77.5 53.5 45.0 47.9 45.5 95.2 61.8 51.8 55.1 52.3 
Mod. 43.8 47.7 37.1 40.1 37.4 58.1 31.7 23.9 26.0 24.3 92.7 74.4 66.5 69.5 67.3 98.7 79.6 73.3 75.8 73.5 
Sev. 93.0 93.9 89.9 91.4 90.2 83.4 60.0 50.9 53.4 51.4 99.4 97.1 94.8 96.3 95.0 100 96.7 94.1 95.3 94.3 
20% 
MCAR 
Low 14.5 17.3 11.5 13.8 12.1 44.5 24.3 16.7 19.7 17.1 75.2 57.7 49.5 52.5 50.0 94.6 63.7 55.9 58.3 56.5 
Mod. 44.5 49.0 38.9 42.4 39.2 58.0 36.1 27.9 30.8 28.3 89.8 77.6 71.4 73.6 71.8 98.7 80.3 74.6 76.7 74.8 
Sev. 90.5 92.2 87.1 89.1 87.6 81.7 62.5 53.1 56.8 53.5 99.2 97.0 94.9 95.7 95.2 99.9 96.5 95.5 95.9 95.6 
20% MAR 
Low 14.3 16.8 11.3 13.2 11.8 49.5 28.7 20.1 24.4 20.4 75.9 57.7 47.0 51.1 48.1 96.3 69.0 59.9 63.3 60.4 
Mod. 40.3 44.4 33.3 36.9 33.8 63.1 38.3 29.4 32.7 29.6 91.4 79.5 72.8 75.2 72.9 99.2 84.5 78.3 81.2 79.1 





Low 12.0 13.0 9.2 10.4 9.5 38.3 16.0 11.6 13.4 11.9 77.8 42.1 34.8 37.0 35.1 96.4 46.6 38.4 41.2 38.6 
Mod. 51.6 53.1 43.7 47.3 44.1 61.0 31.2 21.8 26.1 22.6 95.4 74.1 67.3 69.7 67.5 99.3 73.2 66.5 69.0 67.1 
Sev. 97.5 97.7 96.4 97.0 96.6 88.6 66.5 58.6 61.4 59.0 100 98.5 97.3 97.9 97.4 100 95.9 94.3 95.2 94.6 
10% 
MCAR 
Low 12.7 13.7 9.3 11.3 9.6 39.2 16.0 11.4 12.8 11.5 75.9 46.9 39.5 41.5 39.9 95.6 52.4 43.7 46.8 44.2 
Mod. 49.8 52.1 44.7 47.0 45.2 57.6 31.9 24.0 27.2 24.6 95.6 76.9 70.7 72.7 70.7 99.2 76.5 71.2 72.9 71.3 
Sev. 96.9 97.3 95.6 96.3 95.6 88.0 66.8 60.4 63.2 60.8 100 97.7 96.9 97.1 96.9 100 97.6 95.6 96.6 95.9 
10% MAR 
Low 11.5 13.2 9.1 10.0 9.1 41.0 17.1 12.4 13.6 12.6 78.3 46.4 39.8 42.2 40.0 96.3 55.5 47.0 49.6 47.4 
Mod. 48.8 51.6 43.5 46.5 43.7 61.3 33.9 27.0 29.2 27.3 93.6 77.2 70.4 72.4 70.9 99.2 78.5 71.0 73.9 71.4 
Sev. 97.0 97.3 95.8 96.3 96.0 88.3 66.0 59.2 61.3 59.7 99.9 98.4 96.8 97.7 97.2 100 96.9 94.8 95.7 94.9 























MCAR Mod. 47.5 51.7 42.5 45.9 43.0 62.1 37.6 29.9 32.5 30.4 93.7 78.7 73.5 75.4 73.6 99.1 80.3 76.5 77.9 76.7 
Sev. 95.5 96.2 94.0 95.3 94.1 83.9 63.8 57.6 60.0 57.8 99.8 97.8 96.4 96.9 96.4 100 96.4 94.9 95.4 95.0 
20% MAR 
Low 13.3 15.2 10.8 12.4 11.0 44.3 22.7 17.2 19.0 17.3 77.4 51.3 44.2 47.0 44.3 96.9 64.3 57.3 60.1 57.8 
Mod. 47.2 49.3 42.4 44.9 42.7 65.9 38.1 30.9 33.4 31.4 93.5 77.3 72.4 74.0 72.5 99.6 81.4 76.9 78.4 77.0 




Table A8. Statistical power (%) of the 5 test statistics for models with 6 timepoints and sigmoid growth by sample sizes, missing data pattern and non-normality 
and severity of misspecification. 
   Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 





Low 15.8 20.5 10.4 16.4 11.2 24.0 25.4 14.6 20.9 15.4 38.2 46.9 32.0 40.5 33.3 52.2 52.6 37.7 46.7 39.1 
Mod. 28.0 34.2 20.3 27.7 21.1 28.6 31.3 18.1 25.3 19.4 49.7 57.1 40.0 49.5 41.4 63.8 63.9 48.3 56.4 49.4 
Sev. 53.1 59.8 42.2 51.6 43.1 41.1 41.5 26.0 34.0 27.6 77.6 79.5 68.1 75.0 69.0 84.9 81.1 68.0 77.1 69.6 
10% 
MCAR 
Low 15.7 20.7 9.7 16.1 10.7 27.3 32.7 19.7 26.4 20.4 37.9 47.7 34.3 42.5 35.3 52.5 55.5 41.9 49.3 43.0 
Mod. 29.1 35.4 20.0 28.4 21.2 35.1 38.4 23.2 32.2 24.3 52.2 62.1 47.4 57.2 48.8 64.8 67.9 53.5 62.6 54.8 
Sev. 52.1 59.0 41.8 51.2 42.8 46.6 49.2 31.6 41.2 33.1 73.0 77.9 65.1 72.3 66.1 82.8 82.8 70.8 77.6 71.7 
10% MAR 
Low 18.5 22.3 12.2 18.9 12.9 27.9 32.2 20.1 27.1 20.4 36.7 48.3 32.5 40.8 34.7 55.0 60.1 45.4 55.8 46.6 
Mod. 30.2 37.0 22.6 30.0 23.4 34.3 39.4 25.3 33.1 26.8 53.7 61.2 47.9 56.2 49.1 67.7 70.7 56.3 65.0 57.4 
Sev. 50.6 57.7 40.1 50.4 41.4 44.7 49.6 33.3 42.1 34.2 73.0 78.5 65.7 72.8 66.9 83.6 83.9 70.5 79.2 72.0 
20% 
MCAR 
Low 18.7 27.4 14.1 21.0 15.0 31.3 39.6 25.7 33.4 27.2 38.4 55.0 39.1 47.9 40.3 56.3 65.0 52.3 59.5 53.9 
Mod. 31.8 38.9 24.4 32.7 26.2 33.2 41.2 25.6 34.7 26.5 51.9 64.8 52.0 59.3 53.0 67.0 72.9 59.8 67.4 60.8 
Sev. 51.7 62.3 43.9 54.0 45.1 44.3 52.5 36.5 45.4 38.0 71.9 81.7 67.6 75.9 68.8 78.0 82.2 71.5 78.1 72.8 
20% MAR 
Low 16.9 23.8 13.0 18.4 13.6 32.1 40.2 27.7 34.4 28.5 41.4 57.4 41.9 50.5 42.7 52.2 61.8 50.2 56.7 50.4 
Mod. 29.5 39.8 24.1 32.5 25.5 38.4 48.7 32.9 41.6 33.6 53.1 66.5 50.7 59.4 52.3 67.8 74.7 62.7 69.5 63.8 





Low 14.8 16.9 12.2 14.7 12.9 21.0 16.9 11.9 14.4 12.1 44.1 39.1 33.2 36.3 33.5 58.8 41.4 34.4 38.1 35.1 
Mod. 46.5 48.7 41.1 45.5 41.9 35.6 28.0 20.8 24.7 21.7 70.6 61.5 54.8 59.0 55.8 78.4 64.0 57.2 62.5 57.8 
Sev. 86.8 88.1 82.6 86.4 83.4 61.6 52.9 45.1 49.4 45.8 93.0 88.0 83.4 86.0 83.6 97.0 87.5 82.1 85.5 82.5 
10% 
MCAR 
Low 15.0 17.3 12.6 15.3 12.9 21.3 17.3 12.4 15.2 12.7 41.2 38.6 31.6 35.6 32.3 56.3 45.8 38.7 43.2 39.4 
Mod. 42.0 44.2 35.9 40.2 36.5 36.7 30.1 22.3 27.2 23.0 66.7 61.4 54.3 58.8 54.6 74.9 59.9 53.1 56.6 53.3 
Sev. 81.9 84.4 78.0 82.2 78.5 58.4 50.6 41.7 46.8 42.6 91.3 88.1 83.6 86.3 84.2 96.0 87.7 84.3 86.2 84.3 
10% MAR 
Low 15.2 18.1 12.9 15.6 13.2 21.7 17.0 13.0 15.9 13.5 40.6 39.7 30.9 36.6 31.7 55.6 43.0 36.7 40.3 37.3 
Mod. 43.3 46.3 38.1 42.4 38.6 36.7 30.8 25.0 28.5 25.4 69.3 64.5 55.1 60.2 56.1 77.7 63.4 56.9 60.8 57.4 
Sev. 80.9 82.3 76.7 80.4 77.3 56.1 50.4 42.6 47.1 42.9 91.7 87.1 82.6 85.7 83.2 96.1 86.8 82.3 85.6 82.9 
20% 
MCAR 
Low 14.1 18.1 13.7 16.0 13.7 24.0 22.8 16.8 19.9 17.2 38.0 39.9 32.4 37.0 33.2 51.7 45.1 38.6 42.5 39.3 
Mod. 38.9 44.9 37.7 41.8 38.1 36.2 34.7 26.8 32.0 28.0 63.2 62.9 55.6 59.7 56.3 72.1 63.3 56.7 60.7 57.3 
Sev. 77.0 79.4 72.6 76.7 73.0 53.2 48.0 40.1 44.7 41.1 89.5 86.4 81.5 84.3 81.8 93.2 87.8 82.2 85.5 82.8 
20% MAR 
Low 15.9 19.7 13.7 17.2 14.2 22.9 22.7 18.0 20.6 18.5 38.0 41.1 34.1 37.9 34.7 57.2 50.4 43.6 47.3 43.9 
Mod. 36.2 41.7 32.7 38.5 33.0 37.4 33.8 26.9 30.8 27.6 64.9 63.1 56.4 60.5 57.2 77.1 68.6 63.0 66.0 63.5 





Low 19.8 21.1 17.5 20.4 17.8 21.7 15.4 11.8 13.4 11.9 48.6 35.9 30.5 34.1 30.8 60.0 35.1 30.9 33.4 31.0 
Mod. 62.9 64.3 60.1 62.9 60.4 45.4 34.5 29.5 32.1 29.7 86.6 74.1 68.8 71.8 69.1 90.5 68.3 63.9 66.6 64.4 
Sev. 97.1 96.9 96.2 96.7 96.5 77.0 67.5 62.0 65.4 62.3 99.5 96.2 94.7 95.5 94.9 99.7 95.2 92.9 94.4 93.0 
10% 
MCAR 
Low 17.9 19.3 15.0 17.7 15.2 21.8 16.1 12.7 14.8 13.3 46.6 37.6 31.9 35.3 32.5 60.0 39.6 34.6 37.7 34.8 
Mod. 60.5 63.8 58.1 60.9 58.5 42.8 32.2 26.7 30.7 27.3 80.9 70.8 65.6 68.7 66.0 86.4 64.7 60.3 62.9 60.5 
Sev. 94.9 95.3 93.6 94.3 93.6 72.0 62.9 56.8 60.5 57.0 98.7 95.1 93.9 94.7 94.0 99.1 92.3 90.1 91.6 90.3 
10% MAR 
Low 17.5 19.1 15.7 17.7 15.8 20.8 15.8 13.3 14.7 13.3 46.2 34.2 29.9 32.3 30.1 60.2 37.0 32.5 34.7 32.7 
Mod. 58.9 60.9 55.8 58.8 56.2 42.5 32.7 28.0 31.5 28.5 81.3 70.1 64.7 68.1 65.4 89.2 69.4 65.5 67.7 65.9 
Sev. 95.6 95.9 94.8 95.6 94.8 75.0 65.2 60.3 63.0 60.5 99.0 96.7 94.7 96.0 94.7 99.4 93.4 91.1 92.5 91.4 




MCAR Mod. 55.3 58.1 52.0 55.7 52.3 38.9 31.9 26.5 30.2 27.1 75.8 68.3 64.2 66.7 64.7 84.3 67.5 63.8 65.9 64.1 
Sev. 92.4 93.5 91.4 92.8 91.7 65.4 57.7 51.5 55.4 52.2 95.9 92.2 90.6 91.6 90.7 98.3 92.2 89.7 91.3 89.9 
20% MAR 
Low 15.4 17.2 13.5 15.5 13.8 24.0 18.1 14.4 16.4 14.4 45.8 37.9 34.2 36.4 34.5 61.2 46.4 42.1 44.1 42.4 
Mod. 53.0 56.5 50.2 54.5 50.8 42.5 34.0 28.9 32.0 29.5 76.5 65.7 61.4 64.3 61.6 87.1 72.6 66.9 69.7 67.3 





Low 21.7 23.1 20.1 21.5 20.3 22.1 14.2 12.7 13.6 12.9 55.4 34.5 31.2 33.5 31.7 63.1 35.2 32.7 33.7 33.0 
Mod. 80.9 82.0 78.6 80.3 78.7 52.2 39.7 36.4 38.1 36.7 92.3 79.0 75.2 77.4 75.5 96.7 73.9 70.0 72.8 70.6 
Sev. 100 100 99.9 100 99.9 89.2 79.9 76.2 78.3 76.6 99.9 98.9 98.5 98.8 98.6 99.9 98.1 97.1 97.6 97.2 
10% 
MCAR 
Low 21.2 23.6 19.9 22.0 20.2 22.7 15.4 13.4 13.9 13.4 49.5 34.4 31.0 33.0 31.2 64.8 37.4 35.4 36.2 35.5 
Mod. 73.3 75.2 72.2 73.9 72.4 49.8 37.3 33.5 35.4 33.6 90.3 78.8 76.5 78.3 76.8 94.6 76.1 72.3 74.1 72.6 
Sev. 99.0 98.8 98.8 98.8 98.8 84.4 76.2 72.2 74.9 72.5 99.7 98.1 98.1 98.1 98.1 99.9 97.4 96.7 97.1 96.8 
10% MAR 
Low 20.3 22.0 19.1 20.1 19.3 24.4 15.4 13.2 14.4 13.3 54.6 38.2 34.3 36.7 34.4 66.7 38.4 34.7 36.7 35.0 
Mod. 76.6 78.0 73.7 76.5 74.0 51.4 38.1 34.3 36.1 34.5 89.4 77.8 73.9 75.7 74.1 93.6 71.8 68.6 70.2 68.9 
Sev. 98.6 99.0 98.6 98.9 98.6 84.8 74.4 71.0 72.9 71.2 99.8 98.1 97.7 98.1 97.8 99.7 96.8 96.2 96.5 96.2 
20% 
MCAR 
Low 19.7 21.5 18.3 20.1 18.5 23.8 16.8 14.1 15.4 14.4 46.0 35.2 32.2 34.0 32.4 62.7 39.8 36.4 38.1 36.6 
Mod. 65.5 67.9 64.1 67.1 64.5 46.5 37.1 33.6 35.6 33.8 86.4 75.0 71.9 73.6 72.1 90.7 70.4 66.2 68.7 66.6 
Sev. 98.6 98.9 98.4 98.7 98.5 80.7 71.6 68.4 70.1 68.6 99.4 97.4 96.9 97.1 96.9 99.7 95.8 94.8 95.5 94.8 
20% MAR 
Low 16.5 18.5 15.9 17.1 16.0 26.1 18.6 15.2 17.3 15.5 47.4 33.9 30.6 32.7 30.9 64.0 42.9 39.8 41.4 39.9 
Mod. 64.7 66.9 63.0 65.6 63.5 49.0 37.3 33.1 35.7 33.8 87.0 74.2 71.1 73.1 71.3 92.3 74.2 72.1 73.4 72.4 





Low 25.1 26.1 23.5 25.1 23.6 23.5 14.8 12.7 14.1 12.8 59.5 37.5 34.3 35.5 34.5 72.6 35.4 33.1 34.4 33.3 
Mod. 90.1 90.3 89.1 89.7 89.1 60.8 48.2 44.1 46.1 44.3 95.7 84.6 81.7 83.2 81.9 97.9 79.6 77.9 79.0 78.1 
Sev. 99.9 100 99.9 99.9 99.9 94.4 88.4 86.7 87.4 86.8 100 100 100 100 100 100 99.1 99.0 99.1 99.0 
10% 
MCAR 
Low 24.8 26.8 23.4 25.7 23.5 22.9 14.5 12.4 13.3 12.5 58.1 37.7 34.7 37.0 35.1 67.0 32.4 29.5 31.1 29.8 
Mod. 85.4 85.5 84.1 85.0 84.3 58.4 45.0 41.1 43.7 41.3 93.9 83.6 81.1 82.4 81.5 96.0 79.0 76.6 77.8 76.7 
Sev. 100 100 100 100 100 92.0 85.6 83.0 84.8 83.1 99.9 99.5 99.5 99.5 99.5 100 98.6 98.4 98.6 98.4 
10% MAR 
Low 26.0 26.5 23.4 25.0 24.0 24.9 15.7 13.3 14.7 13.4 55.8 36.0 32.3 33.5 32.5 72.7 38.0 34.8 36.6 34.9 
Mod. 84.1 84.4 82.5 83.7 82.9 62.3 47.8 44.8 46.6 45.1 94.6 83.3 81.4 82.4 81.5 97.7 80.9 78.4 80.0 78.6 
Sev. 99.8 99.9 99.9 99.9 99.9 91.2 84.6 82.7 84.0 82.9 99.9 99.4 99.4 99.4 99.4 100 98.0 97.8 97.9 97.8 
20% 
MCAR 
Low 23.9 25.7 23.6 24.9 23.8 25.1 16.3 14.4 15.8 14.5 52.3 37.1 34.7 35.9 34.9 65.3 38.7 36.0 37.5 36.2 
Mod. 80.0 81.0 78.0 79.9 78.3 52.9 41.5 38.8 40.7 38.8 92.3 80.7 78.1 79.7 78.2 94.7 76.7 74.3 75.8 74.4 
Sev. 99.7 99.7 99.7 99.7 99.7 87.3 78.9 76.4 78.0 76.8 100 99.7 99.4 99.6 99.4 99.9 98.7 98.1 98.6 98.2 
20% MAR 
Low 21.4 23.6 21.2 22.6 21.3 28.9 18.7 16.1 17.3 16.3 50.0 36.9 33.2 35.2 33.3 67.1 38.5 35.6 37.5 35.8 
Mod. 78.7 80.4 78.2 79.4 78.2 56.6 43.5 40.3 42.9 40.6 91.5 79.3 76.8 78.1 76.9 96.0 79.3 77.0 78.3 77.2 





Low 31.3 32.9 30.2 31.8 30.6 23.4 15.2 14.0 14.5 14.0 60.5 33.4 30.9 32.2 30.9 74.9 39.2 36.7 37.9 37.0 
Mod. 95.0 95.1 94.1 95.0 94.3 70.2 56.1 53.5 55.1 53.9 97.4 88.6 87.1 88.0 87.1 99.4 86.2 85.1 85.5 85.2 
Sev. 100 100 100 100 100 97.7 94.8 93.3 94.1 93.5 100 100 100 100 100 100 99.9 99.9 99.9 99.9 
10% 
MCAR 
Low 28.4 29.9 27.6 28.7 27.9 23.4 15.6 14.0 14.7 14.1 58.9 37.1 34.6 36.1 34.7 71.6 37.4 34.3 35.9 34.6 
Mod. 92.3 93.1 92.1 92.6 92.2 64.3 51.0 48.2 49.8 48.4 97.2 88.5 87.0 87.9 87.3 98.6 83.2 81.0 82.5 81.3 
Sev. 100 100 100 100 100 95.6 91.7 90.9 91.3 91.1 100 99.9 99.9 99.9 99.9 100 99.8 99.8 99.8 99.8 
10% MAR 
Low 29.9 32.1 29.1 30.7 29.4 28.4 17.8 15.8 16.9 16.1 59.1 35.3 33.7 34.4 33.8 73.1 36.9 34.9 35.9 35.1 
Mod. 91.5 92.0 91.1 91.9 91.3 66.6 52.1 49.0 50.8 49.3 97.9 89.4 88.1 88.6 88.1 99.2 85.8 84.4 85.2 84.7 
Sev. 100 100 100 100 100 96.1 91.8 91.3 91.7 91.4 100 100 100 100 100 100 99.7 99.6 99.6 99.6 























MCAR Mod. 87.8 88.3 87.6 87.9 87.6 61.7 46.6 44.1 46.0 44.4 95.9 86.4 84.7 86.0 84.8 98.4 80.9 79.3 80.3 79.7 
Sev. 99.9 99.9 99.9 99.9 99.9 93.8 88.8 87.2 88.1 87.6 99.9 99.2 99.2 99.2 99.2 100 98.9 98.7 98.8 98.7 
20% MAR 
Low 26.6 28.1 25.9 27.1 25.9 27.5 17.7 15.9 17.0 16.0 58.2 40.3 37.4 39.2 37.7 71.2 40.5 37.7 39.2 37.9 
Mod. 87.7 87.7 86.2 87.0 86.3 64.9 50.3 48.2 49.6 48.6 96.1 87.3 85.9 86.6 86.0 98.2 84.8 82.7 83.7 82.8 




Table A9. Statistical power (%) of the 5 test statistics for models with 9 timepoints and sigmoid growth by sample sizes, missing data pattern and non-normality 
and severity of misspecification. 
   Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 





Low 22.6 31.0 9.1 16.5 9.7 45.6 48.3 20.0 32.5 21.8 57.3 72.9 44.5 56.3 46.0 80.8 84.0 64.8 73.7 65.9 
Mod. 35.4 45.2 14.7 25.7 16.7 49.1 53.2 24.1 35.1 25.8 66.0 77.5 50.5 64.2 52.5 86.4 88.6 70.0 78.8 71.6 
Sev. 56.9 67.8 33.2 48.4 35.2 61.3 64.0 32.2 47.2 34.8 83.1 89.2 70.5 80.7 73.0 94.3 94.3 80.6 88.6 81.5 
10% 
MCAR 
Low 27.3 37.4 12.5 21.9 13.8 53.9 61.7 29.9 43.3 31.9 62.5 77.8 52.7 64.6 54.4 79.8 86.3 67.9 76.1 70.2 
Mod. 38.7 51.8 19.2 32.3 20.7 57.3 64.9 35.3 47.9 37.9 70.0 83.9 61.5 72.2 63.0 87.3 90.8 75.0 83.6 76.1 
Sev. 60.7 69.7 38.4 53.1 40.2 63.8 70.3 41.7 54.9 43.9 85.6 92.6 76.6 84.7 77.6 92.8 94.4 81.8 90.0 82.7 
10% MAR 
Low 28.4 38.6 13.6 23.7 15.3 54.4 63.8 34.4 46.1 37.0 58.6 75.2 50.7 61.0 52.4 79.7 88.1 67.5 78.6 69.4 
Mod. 40.9 52.6 21.8 34.7 24.2 58.5 66.0 35.1 50.3 37.8 72.7 84.2 60.2 72.9 62.9 88.0 91.5 78.6 84.9 79.9 
Sev. 59.6 69.5 35.9 50.8 38.5 66.3 75.6 44.8 59.9 46.7 84.1 91.7 74.8 84.3 76.9 95.2 96.1 86.9 92.5 87.3 
20% 
MCAR 
Low 40.3 53.3 23.9 35.6 25.3 64.2 77.3 46.5 60.8 49.3 70.0 86.5 65.1 76.0 66.5 86.4 93.7 80.7 88.0 81.8 
Mod. 51.0 66.5 32.4 47.2 34.0 65.8 76.3 50.1 62.8 52.4 76.7 90.1 71.3 80.1 73.5 90.3 94.8 84.9 90.2 86.3 
Sev. 65.7 78.3 47.7 62.6 50.9 74.9 82.9 56.2 71.1 58.1 87.9 95.2 82.9 88.9 83.6 95.6 98.9 90.1 95.3 91.0 
20% MAR 
Low 41.1 56.5 22.5 36.6 24.8 70.4 83.6 56.4 68.1 58.5 67.7 84.2 61.4 73.6 63.9 87.0 93.1 82.0 88.1 83.4 
Mod. 49.1 63.2 31.3 44.7 33.0 70.2 81.4 56.5 69.7 58.6 76.6 88.7 71.3 79.8 72.7 90.2 94.5 84.2 89.3 85.1 





Low 14.8 17.6 9.9 13.0 10.7 33.7 25.4 12.7 18.1 13.3 57.2 54.7 40.0 45.3 40.5 76.8 60.6 48.1 52.3 48.7 
Mod. 37.4 41.4 27.1 33.7 27.9 45.4 34.0 21.2 26.5 22.2 76.4 72.8 60.7 65.3 61.3 91.3 77.4 64.7 70.9 66.1 
Sev. 79.5 83.3 70.2 75.5 71.1 64.2 52.3 38.3 45.3 39.5 94.7 91.7 84.7 88.7 85.0 98.9 93.1 86.9 90.0 87.1 
10% 
MCAR 
Low 16.3 20.1 11.3 14.8 11.7 36.5 31.3 18.8 23.1 19.3 54.0 55.3 42.0 47.7 42.6 78.2 66.3 53.2 59.4 54.3 
Mod. 35.9 42.5 25.6 33.4 26.9 43.9 36.9 24.2 30.3 24.9 75.6 74.5 62.7 68.2 63.5 88.2 77.4 67.4 72.0 68.0 
Sev. 71.8 77.5 63.4 69.6 64.1 62.4 55.5 40.6 46.4 41.2 93.9 92.2 86.1 89.4 86.6 97.5 93.6 87.2 90.6 87.7 
10% MAR 
Low 15.5 19.4 10.4 14.1 11.0 38.5 30.9 17.2 22.8 18.4 57.9 59.3 44.0 50.6 45.1 79.4 66.6 54.1 60.3 55.3 
Mod. 34.6 42.1 26.9 32.2 27.4 46.4 39.4 24.4 30.9 26.0 73.6 73.6 62.9 67.4 63.6 91.4 82.1 72.6 76.6 73.3 
Sev. 76.6 81.0 65.6 73.4 67.0 68.4 58.8 41.7 49.8 42.5 93.5 92.5 86.2 89.2 86.7 98.3 94.3 88.1 90.8 88.4 
20% 
MCAR 
Low 17.0 23.6 12.1 15.7 12.9 41.5 37.0 24.1 29.0 24.3 57.1 63.3 51.3 55.5 51.8 78.7 74.0 63.8 68.2 64.3 
Mod. 36.9 44.7 28.0 34.6 29.5 49.0 44.9 30.2 36.4 31.2 73.5 77.6 65.9 70.3 66.3 89.4 84.1 74.6 79.8 75.8 
Sev. 72.2 77.2 63.5 70.3 64.5 66.2 61.3 45.6 52.6 46.6 92.4 93.7 87.8 90.5 88.2 97.7 94.4 90.5 92.6 90.7 
20% MAR 
Low 16.6 22.5 11.7 15.4 12.0 42.3 40.8 27.6 32.5 28.2 58.2 64.1 51.6 57.1 52.3 81.7 77.0 66.4 72.4 67.4 
Mod. 38.2 45.4 30.9 37.2 32.0 52.2 49.3 34.9 40.2 35.8 73.0 77.7 65.5 71.1 66.5 90.6 85.2 76.5 80.0 77.2 





Low 14.5 16.6 10.9 12.9 11.0 30.0 16.8 12.6 14.4 12.9 61.3 46.5 37.8 42.0 38.1 81.6 51.2 41.6 45.2 41.9 
Mod. 52.9 56.0 44.1 49.2 44.6 48.8 34.8 25.0 29.0 25.9 85.8 71.1 61.9 65.8 62.3 93.6 71.8 64.5 67.8 64.7 
Sev. 94.2 94.5 92.0 93.7 92.1 75.6 61.1 50.8 56.0 51.3 99.2 96.1 94.6 95.6 94.7 99.8 95.4 91.7 93.7 92.0 
10% 
MCAR 
Low 14.0 18.2 10.7 13.7 11.2 30.6 19.9 12.3 15.7 12.8 56.6 47.5 38.9 42.7 39.4 81.1 56.1 47.1 51.2 47.6 
Mod. 44.2 46.9 37.1 40.8 37.6 48.5 35.3 25.1 29.9 25.6 80.8 72.3 62.4 66.2 62.8 94.0 77.7 69.6 72.8 70.1 
Sev. 89.8 91.8 87.5 89.5 87.7 72.7 59.6 51.8 55.6 52.1 98.6 95.4 92.2 93.3 92.5 99.9 96.5 93.8 94.9 93.8 
10% MAR 
Low 16.2 18.1 12.7 14.6 13.2 33.2 21.3 14.3 16.8 14.6 60.4 49.6 39.2 44.6 40.4 82.0 56.8 47.6 51.9 48.4 
Mod. 45.1 48.7 38.4 42.7 39.0 52.6 37.2 28.9 31.6 29.1 82.6 71.9 63.5 67.2 64.1 93.4 76.8 71.0 73.9 71.5 
Sev. 91.1 92.7 87.9 90.4 88.7 74.8 59.9 49.7 54.1 50.3 98.4 96.1 93.5 94.6 93.9 99.7 96.0 93.9 95.1 94.0 




MCAR Mod. 43.5 48.7 37.2 41.9 38.0 47.0 35.2 25.8 30.2 26.5 79.5 75.0 68.0 71.4 68.6 92.8 78.0 71.3 74.3 71.9 
Sev. 85.2 87.4 81.7 84.6 82.1 72.1 61.8 52.4 56.3 52.9 96.7 94.7 91.7 93.0 91.7 99.5 95.0 92.9 93.6 93.0 
20% MAR 
Low 15.3 18.2 12.9 14.8 13.0 38.9 28.8 20.4 24.7 21.0 59.6 54.8 44.9 48.8 45.6 81.2 64.0 56.0 59.8 56.5 
Mod. 42.0 47.8 36.9 41.4 37.2 52.5 38.3 28.8 32.3 29.5 81.5 76.3 68.8 72.3 69.4 91.8 81.1 76.0 78.3 76.8 





Low 13.1 14.7 10.8 12.6 11.1 26.2 12.6 8.6 10.5 8.7 62.3 40.7 33.6 36.0 33.9 84.3 45.6 39.7 42.8 40.0 
Mod. 60.2 62.2 55.0 58.8 55.5 53.4 33.9 27.5 29.4 27.5 90.4 76.3 69.8 73.3 70.5 95.9 74.2 69.5 72.2 69.8 
Sev. 98.3 98.5 98.0 98.1 98.0 86.7 72.1 64.1 66.8 64.6 99.9 98.7 97.8 98.2 98.0 100 97.4 96.2 96.7 96.2 
10% 
MCAR 
Low 15.0 17.2 12.1 14.1 12.3 31.8 17.2 13.3 15.1 13.5 61.9 44.8 38.4 40.8 39.0 82.9 49.2 43.8 46.4 44.2 
Mod. 57.9 59.8 53.1 55.9 53.1 52.5 34.8 27.4 30.1 27.7 88.8 76.5 69.2 72.2 69.6 97.4 74.5 67.7 70.5 68.1 
Sev. 97.3 97.7 96.6 97.1 96.9 81.5 67.5 60.4 63.9 61.0 99.9 99.0 98.1 98.4 98.2 100 97.1 95.6 96.2 95.6 
10% MAR 
Low 16.2 18.7 12.8 15.2 13.2 31.9 18.6 13.7 15.9 14.0 61.1 44.7 38.8 41.2 39.1 83.0 51.0 44.3 46.9 44.4 
Mod. 59.4 62.5 54.0 58.6 54.5 56.8 37.8 30.1 32.8 30.2 90.6 79.1 72.7 75.8 73.0 97.0 75.0 70.1 72.3 70.8 
Sev. 96.8 97.5 96.5 96.5 96.5 85.0 69.3 60.9 64.6 61.5 99.4 98.2 97.5 97.8 97.6 100 97.6 95.8 97.0 95.8 
20% 
MCAR 
Low 14.4 16.5 12.0 14.0 12.4 31.9 20.8 14.9 17.6 15.3 57.4 46.2 37.9 41.7 38.6 82.8 53.1 46.8 49.0 47.1 
Mod. 53.6 58.1 49.6 53.2 50.0 51.7 36.8 29.0 32.6 29.7 87.3 76.1 69.5 72.2 70.4 94.7 78.1 73.8 75.4 73.8 
Sev. 95.8 96.1 94.2 95.0 94.3 77.8 65.5 57.0 60.6 57.9 99.5 98.2 97.0 97.4 97.0 99.9 97.6 96.0 96.4 96.2 
20% MAR 
Low 16.5 19.5 13.9 16.6 14.2 34.2 21.4 16.1 18.6 16.4 61.1 49.5 41.6 45.6 41.9 84.2 57.8 50.3 54.2 51.2 
Mod. 51.8 55.1 46.5 50.0 46.9 55.9 39.6 31.3 35.6 32.5 85.8 76.1 69.0 72.2 69.3 96.2 81.1 74.7 77.8 75.1 





Low 17.7 19.4 14.8 16.1 15.0 29.7 13.2 10.0 11.8 10.2 66.4 38.7 32.8 35.3 33.3 85.3 38.6 34.6 36.8 34.7 
Mod. 74.1 75.8 70.2 73.1 70.3 58.5 37.0 32.1 34.1 32.4 96.6 81.7 78.2 79.8 78.6 99.1 80.8 74.3 77.3 74.4 
Sev. 99.9 99.9 99.9 99.9 99.9 91.8 81.4 76.5 78.6 77.2 100 99.0 98.8 98.9 98.8 100 99.2 98.6 98.9 98.6 
10% 
MCAR 
Low 15.8 17.3 12.6 14.7 12.7 31.9 16.9 11.6 13.9 11.9 58.4 36.9 32.3 33.9 32.6 82.9 41.5 35.6 38.3 36.4 
Mod. 68.0 71.1 65.5 67.8 66.0 55.9 36.7 30.8 33.6 30.9 94.3 79.5 76.9 77.7 76.9 98.2 75.8 71.9 73.4 72.4 
Sev. 99.7 99.7 99.7 99.7 99.7 91.6 78.9 73.3 76.0 73.6 100 99.3 98.6 99.1 98.6 100 98.8 98.1 98.6 98.2 
10% MAR 
Low 16.1 17.2 13.1 15.4 13.4 31.1 16.9 12.9 14.6 13.3 61.8 38.4 34.1 35.8 34.4 86.9 44.8 39.9 42.3 40.2 
Mod. 65.4 66.3 61.1 63.6 61.4 59.8 39.3 33.5 36.3 34.0 93.6 78.6 75.3 76.7 75.3 98.5 79.2 75.6 77.4 76.0 
Sev. 99.9 99.7 99.5 99.6 99.5 90.2 75.6 70.8 72.4 70.9 100 99.0 98.5 98.8 98.5 100 98.8 98.3 98.4 98.4 
20% 
MCAR 
Low 14.5 15.9 12.6 13.6 12.7 32.4 18.3 14.7 16.7 15.0 64.1 45.0 38.3 41.4 39.3 86.6 50.3 47.2 48.8 47.4 
Mod. 62.6 64.8 58.2 61.6 58.6 53.1 35.8 31.2 33.3 31.8 92.2 80.7 76.1 77.3 76.3 97.4 78.1 73.6 76.0 74.1 
Sev. 98.5 98.6 98.0 98.4 98.1 86.7 71.9 68.4 70.1 68.6 99.9 98.4 98.1 98.2 98.1 99.9 98.3 97.7 98.0 97.7 
20% MAR 
Low 16.0 18.1 14.2 15.8 14.4 34.1 20.8 15.5 17.9 15.8 62.4 44.1 38.6 40.9 39.0 86.7 53.3 47.1 49.9 47.7 
Mod. 63.3 65.4 59.8 62.3 60.3 59.7 39.6 33.2 36.2 33.3 91.6 79.6 75.5 77.4 75.8 97.3 81.7 77.9 79.6 78.2 





Low 17.1 19.3 15.2 16.6 15.2 31.7 14.6 12.0 13.5 12.6 69.0 36.1 32.2 33.7 32.4 87.2 38.7 34.5 36.0 34.5 
Mod. 82.8 83.2 80.4 81.6 80.4 66.0 46.0 40.5 43.1 41.1 97.1 84.2 80.2 81.8 80.4 99.2 80.3 77.3 78.6 77.5 
Sev. 100 100 100 100 100 97.0 88.9 86.2 87.4 86.3 100 99.9 99.8 99.8 99.8 100 99.4 99.1 99.3 99.2 
10% 
MCAR 
Low 19.8 20.9 17.4 18.7 17.8 30.2 14.3 11.5 12.4 11.7 65.2 36.1 32.4 34.0 32.6 87.8 43.3 38.8 41.0 39.0 
Mod. 77.5 78.1 73.2 75.7 73.6 61.7 39.3 34.5 37.1 34.7 96.7 84.4 82.5 83.1 82.7 99.3 78.6 73.8 76.1 74.2 
Sev. 100 100 100 100 100 93.4 82.7 80.2 81.2 80.5 100 99.8 99.8 99.8 99.8 100 99.1 99.0 99.0 99.0 
10% MAR 
Low 15.6 18.3 14.6 15.7 15.0 30.4 13.1 10.2 11.3 10.2 64.7 37.6 32.8 34.9 33.3 85.6 39.4 35.1 37.4 35.5 
Mod. 77.8 79.2 75.4 77.5 75.9 64.1 40.7 36.5 38.6 36.9 96.3 83.2 80.1 81.5 80.3 99.3 80.6 76.6 78.9 76.8 
Sev. 100 100 100 100 100 94.4 85.7 82.6 83.9 82.7 100 99.7 99.4 99.6 99.4 100 99.6 99.6 99.6 99.6 























MCAR Mod. 72.4 75.4 70.4 73.0 71.3 58.1 39.0 34.1 36.0 34.6 94.0 81.8 78.3 79.5 78.5 98.4 79.4 75.4 77.4 75.7 
Sev. 99.6 99.7 99.4 99.6 99.4 92.8 80.3 76.9 78.2 77.4 100 99.7 99.7 99.7 99.7 100 98.8 98.4 98.5 98.4 
20% MAR 
Low 15.5 17.4 14.1 15.1 14.1 33.4 18.8 15.1 17.2 15.4 65.2 41.5 36.3 38.5 36.5 86.4 49.6 44.7 46.2 44.8 
Mod. 71.7 74.5 70.3 71.7 70.7 61.9 41.2 36.3 38.9 36.8 94.4 80.4 77.0 78.3 77.2 99.2 83.3 79.0 81.3 79.4 




Table A10. Statistical power (%) of the 5 test statistics for models with 12 timepoints and sigmoid growth by sample sizes, missing data pattern and non-
normality and severity of misspecification. 
   Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 





Low 41.9 54.4 11.1 23.0 12.5 74.1 79.6 31.9 51.0 34.1 77.1 91.6 59.6 73.2 62.0 94.8 97.6 78.8 87.8 80.4 
Mod. 49.3 62.0 14.0 28.4 16.4 76.8 80.7 34.9 52.6 39.2 82.9 94.1 64.2 78.5 67.1 97.3 98.6 85.2 93.2 87.4 
Sev. 72.9 85.5 36.7 57.1 39.6 88.2 93.9 58.5 75.7 62.1 92.4 98.3 82.6 91.0 83.7 99.0 99.7 95.1 97.9 95.1 
10% 
MCAR 
Low 53.7 67.6 19.2 34.7 21.4 83.0 90.5 53.0 71.4 56.4 86.2 95.6 68.7 82.0 71.1 96.0 98.6 89.3 94.7 90.2 
Mod. 59.3 74.0 25.6 42.1 27.6 83.2 90.0 51.8 69.4 55.1 88.2 96.4 75.0 86.4 76.0 98.2 99.4 90.4 96.2 91.5 
Sev. 69.4 79.8 29.4 47.6 32.4 81.5 87.3 39.6 59.9 43.3 91.3 96.7 76.6 87.9 79.1 99.0 99.3 90.1 96.2 91.2 
10% MAR 
Low 52.0 67.6 19.1 32.9 21.4 81.9 90.6 52.4 70.2 55.5 86.0 95.6 70.3 84.2 72.9 96.7 98.8 89.0 95.3 90.0 
Mod. 61.4 75.3 24.2 42.8 26.2 83.5 91.1 52.2 70.2 56.3 86.9 96.4 73.4 85.6 75.4 97.7 99.1 91.4 95.8 92.5 
Sev. 78.3 87.5 37.4 58.0 40.5 88.8 93.9 61.2 76.8 63.9 93.6 98.1 83.8 90.9 84.5 99.3 99.7 95.4 98.2 96.7 
20% 
MCAR 
Low 78.8 88.8 48.6 67.0 51.5 92.5 97.2 77.4 88.0 79.2 91.9 98.6 85.9 92.7 87.3 98.5 99.9 96.0 98.3 96.4 
Mod. 80.4 91.1 52.5 69.2 55.7 92.3 97.3 79.0 87.8 80.4 93.3 99.1 88.0 93.8 88.9 99.3 99.9 97.0 98.9 97.3 
Sev. 90.2 95.8 67.6 83.1 70.3 95.7 99.3 83.8 92.8 85.6 97.6 99.6 93.2 97.2 94.0 99.6 99.9 98.6 99.7 99.2 
20% MAR 
Low 74.5 85.5 44.4 62.9 47.3 93.5 97.8 83.1 91.3 84.7 93.0 98.7 85.7 92.5 86.6 98.0 99.6 95.5 97.9 96.2 
Mod. 80.3 90.3 50.9 69.3 54.5 93.6 97.9 82.6 91.2 83.7 95.6 99.3 89.7 95.7 91.5 99.3 99.7 97.6 98.7 97.9 





Low 19.5 24.2 7.9 12.1 8.1 49.3 37.5 18.5 24.6 19.7 68.7 70.0 49.8 58.5 51.2 92.6 82.9 67.3 73.8 68.4 
Mod. 34.7 41.4 17.8 24.6 18.4 62.1 48.3 25.3 32.9 26.5 85.4 84.5 68.2 74.8 69.7 97.3 88.0 74.5 80.3 75.7 
Sev. 71.4 77.4 52.9 62.1 55.1 74.6 64.6 37.8 49.1 39.3 95.4 94.6 86.1 90.1 86.4 99.7 98.3 91.7 95.5 92.7 
10% 
MCAR 
Low 21.0 27.4 9.5 15.0 10.5 51.4 44.8 23.8 30.4 24.9 69.5 75.9 54.6 62.9 55.7 93.4 89.6 75.9 80.8 77.2 
Mod. 38.6 45.5 21.5 31.0 23.1 65.8 58.7 33.3 41.1 34.7 82.1 84.8 69.8 77.0 70.5 97.2 93.4 83.6 88.1 84.5 
Sev. 70.9 77.4 56.0 63.6 57.3 75.6 68.1 45.3 52.8 46.3 95.5 95.8 89.6 92.3 90.2 99.6 98.0 93.3 95.3 93.8 
10% MAR 
Low 19.2 28.1 9.1 13.1 9.4 56.2 48.8 26.3 33.6 27.2 71.2 74.8 59.0 65.7 59.9 93.2 89.3 76.1 82.7 77.2 
Mod. 37.4 44.9 21.6 29.4 22.7 65.4 57.0 32.2 42.6 33.3 81.0 84.7 67.8 72.9 68.6 97.2 93.2 84.6 88.7 85.3 
Sev. 71.7 77.9 53.7 64.7 55.7 76.1 69.8 47.7 55.9 49.1 96.2 96.7 89.8 93.7 90.6 99.4 97.8 93.9 95.9 94.0 
20% 
MCAR 
Low 27.3 36.3 16.5 23.2 17.5 64.3 61.8 37.2 45.6 38.7 74.9 83.4 66.7 74.0 67.9 93.2 92.6 82.3 85.0 82.9 
Mod. 42.3 52.1 26.7 34.8 28.2 67.6 65.8 42.4 52.2 43.5 82.3 90.7 74.6 80.5 75.6 97.5 96.2 89.9 93.4 90.6 
Sev. 72.8 79.7 59.2 67.7 60.4 79.7 78.3 56.9 65.7 57.9 95.8 97.6 92.3 94.3 92.5 99.5 98.9 96.8 98.0 96.9 
20% MAR 
Low 25.0 34.3 14.5 20.4 15.6 64.2 63.5 40.3 49.3 42.5 73.7 82.4 67.5 73.4 68.2 93.9 93.6 84.5 88.5 85.0 
Mod. 43.8 53.8 29.3 37.3 30.0 70.4 68.9 47.0 56.6 48.1 82.2 88.5 76.0 80.9 76.1 97.2 96.3 89.1 92.6 90.0 





Low 13.0 17.2 7.0 10.2 7.5 41.9 24.9 13.2 17.7 13.7 73.3 62.4 47.7 52.8 48.4 94.6 71.0 57.4 63.8 58.4 
Mod. 38.1 42.5 28.5 33.3 29.0 56.8 37.7 23.8 28.0 24.5 87.4 78.0 67.2 71.9 68.3 98.1 84.8 75.1 79.2 75.9 
Sev. 87.9 90.6 79.7 84.7 80.3 80.0 61.3 45.9 52.1 46.5 99.3 97.7 94.5 95.7 94.7 100 97.9 94.6 96.2 95.2 
10% 
MCAR 
Low 16.3 21.4 9.9 13.7 10.6 42.6 27.8 16.0 19.6 16.7 69.2 63.3 50.6 55.6 51.5 93.4 76.2 63.3 68.2 64.1 
Mod. 36.5 43.4 25.2 30.5 25.9 56.1 37.8 23.7 28.2 24.4 85.3 79.8 67.3 72.9 68.4 97.8 87.6 77.0 81.0 77.7 
Sev. 85.4 88.0 75.3 79.7 76.0 79.0 63.0 45.4 51.9 46.6 98.6 97.6 94.4 96.6 95.0 99.7 98.0 94.5 96.5 95.0 
10% MAR 
Low 14.9 17.7 9.5 11.9 9.7 44.2 29.3 17.0 21.4 17.3 69.8 62.5 48.4 54.1 49.1 94.2 76.3 63.0 69.4 64.2 
Mod. 39.7 45.7 27.2 32.3 27.8 60.0 43.6 28.7 33.9 29.5 88.2 81.5 68.5 73.6 69.1 98.3 89.8 81.3 84.4 81.8 
Sev. 85.5 88.8 77.0 82.1 77.8 78.8 63.8 49.5 54.6 50.1 98.7 97.2 93.9 95.0 94.2 99.9 97.8 94.8 95.9 94.9 




MCAR Mod. 41.4 48.1 31.0 37.0 31.7 59.1 47.4 31.5 36.7 32.5 86.6 84.5 73.5 77.7 74.2 98.2 92.4 85.8 88.2 86.0 
Sev. 82.4 86.4 74.0 78.8 74.7 80.6 69.2 55.5 59.9 56.6 97.7 97.2 94.1 95.5 94.1 99.5 97.8 95.3 96.3 95.5 
20% MAR 
Low 17.1 21.6 11.2 14.6 11.7 54.2 42.7 27.5 32.8 28.3 73.3 70.8 57.5 63.7 58.2 93.9 85.1 77.2 79.6 77.4 
Mod. 40.3 46.6 29.7 34.9 30.3 63.0 50.8 34.3 39.4 34.8 84.7 82.5 73.4 76.8 73.5 97.6 91.9 85.1 87.9 85.6 





Low 11.4 13.6 7.8 9.5 8.0 39.8 20.3 12.1 14.1 12.3 73.0 52.1 39.6 44.0 40.3 94.9 60.4 49.7 54.4 50.1 
Mod. 46.5 51.2 38.0 42.6 38.8 56.9 34.0 22.5 25.3 23.0 91.1 76.3 67.1 70.6 67.9 98.9 81.0 71.7 75.3 72.6 
Sev. 95.9 96.0 94.1 94.8 94.2 85.4 67.1 55.1 59.8 55.9 100 98.4 96.8 97.5 96.9 100 97.7 95.7 96.6 95.8 
10% 
MCAR 
Low 13.4 16.2 9.2 11.1 9.6 42.5 23.4 14.8 17.8 15.3 72.3 58.9 47.8 51.4 48.4 94.2 65.8 57.1 60.3 57.6 
Mod. 45.3 49.3 36.9 40.8 37.3 56.6 35.5 24.3 28.1 25.5 92.3 81.3 74.1 76.4 74.1 99.3 84.9 77.7 81.1 78.0 
Sev. 93.9 94.5 91.2 92.6 91.6 83.7 65.8 55.1 59.3 55.7 99.9 98.3 96.1 97.0 96.2 100 98.1 96.2 96.7 96.3 
10% MAR 
Low 13.6 15.8 8.2 11.0 8.7 44.5 24.0 13.4 17.6 13.8 72.1 56.1 46.3 50.0 46.9 93.8 68.6 58.0 61.3 58.5 
Mod. 46.0 49.8 37.6 41.6 38.4 60.8 37.4 26.7 31.0 27.3 90.2 78.1 69.0 72.2 69.4 98.7 83.1 76.0 78.7 76.3 
Sev. 93.4 94.3 90.0 92.1 90.1 83.8 66.3 52.4 57.8 52.8 99.4 98.5 97.3 97.7 97.4 100 98.6 96.4 97.6 96.8 
20% 
MCAR 
Low 14.9 18.4 11.3 12.8 11.6 45.4 26.2 18.6 21.3 19.0 71.1 63.7 53.7 57.1 54.4 95.1 75.0 65.9 68.3 66.2 
Mod. 40.8 46.3 34.4 37.8 34.8 63.4 44.9 32.4 36.4 32.7 87.6 81.0 73.5 77.0 74.1 98.2 84.6 77.6 80.3 77.7 
Sev. 91.8 93.9 87.9 90.5 88.1 82.2 68.1 56.6 60.8 57.0 99.3 98.3 96.4 97.5 96.6 100 98.7 97.1 97.5 97.2 
20% MAR 
Low 14.9 18.3 10.9 13.0 11.2 47.7 31.0 20.1 23.9 20.7 70.9 62.6 51.9 56.0 52.6 93.3 74.9 65.9 70.1 66.7 
Mod. 41.2 46.8 34.3 38.8 35.2 63.3 44.0 32.4 36.3 33.0 89.2 84.6 75.1 79.3 76.2 98.3 88.3 83.2 85.1 83.4 





Low 11.6 13.5 8.1 10.0 8.2 38.1 18.3 13.0 15.0 13.2 76.6 47.0 38.8 41.9 39.3 95.3 54.4 44.5 47.2 45.1 
Mod. 55.2 57.8 48.4 51.5 49.2 61.0 33.7 25.3 28.4 25.5 94.7 79.3 72.4 74.7 72.7 99.7 79.7 72.6 75.6 72.7 
Sev. 99.2 99.3 98.7 98.9 98.8 91.5 73.0 65.4 68.4 65.8 99.9 99.4 98.8 98.8 98.8 100 99.2 97.5 98.5 97.6 
10% 
MCAR 
Low 15.2 16.7 11.5 13.0 11.9 38.3 19.9 12.7 15.0 13.1 73.2 48.5 39.8 43.1 40.2 93.8 60.1 51.7 54.7 52.3 
Mod. 52.6 56.1 46.5 50.1 47.1 58.9 31.0 23.0 25.2 23.6 93.3 80.9 73.5 76.5 74.1 98.8 81.2 75.0 77.3 75.0 
Sev. 97.8 97.9 96.5 96.9 96.6 89.6 72.8 62.9 67.0 63.3 99.9 98.9 98.1 98.6 98.1 100 97.9 96.2 96.7 96.4 
10% MAR 
Low 13.3 14.8 10.4 12.1 10.9 39.3 18.4 13.3 14.9 13.3 70.8 48.9 41.6 44.8 42.3 95.7 59.9 51.4 54.4 52.1 
Mod. 49.1 52.5 42.6 46.7 43.1 62.6 37.1 28.6 31.9 28.8 92.6 79.4 73.0 75.2 73.4 99.6 82.6 77.0 79.4 77.4 
Sev. 98.1 98.4 96.9 97.6 97.1 91.5 74.2 64.8 67.6 65.1 100 99.6 98.9 99.2 99.0 100 99.0 98.3 98.6 98.3 
20% 
MCAR 
Low 12.2 15.8 10.2 11.6 10.3 42.4 23.7 16.4 18.8 16.8 72.9 54.1 47.3 49.3 47.9 94.0 66.4 59.6 61.9 60.0 
Mod. 48.7 52.8 43.2 46.0 43.6 61.1 39.4 29.7 32.8 30.2 93.7 83.1 75.5 78.9 75.9 99.4 85.9 80.3 82.6 80.6 
Sev. 96.2 96.9 95.0 95.6 95.0 88.6 72.7 63.7 67.0 64.1 100 99.5 99.0 99.4 99.0 100 98.0 96.8 97.5 96.9 
20% MAR 
Low 13.6 16.8 11.4 13.1 11.8 46.9 23.1 16.4 18.5 16.7 75.5 58.3 50.7 53.5 51.4 94.0 68.1 59.2 62.9 59.7 
Mod. 50.7 55.2 44.4 48.9 45.0 64.9 42.0 32.3 34.9 32.7 91.6 79.5 73.6 75.7 73.9 98.9 89.5 82.3 84.3 82.5 





Low 11.3 13.2 8.2 9.8 8.3 37.4 16.0 12.0 13.4 12.2 80.9 44.8 38.6 41.3 39.0 94.8 47.5 39.4 42.7 39.7 
Mod. 65.6 66.6 59.6 62.7 60.2 61.0 33.6 26.9 29.8 27.3 97.0 83.2 78.3 80.5 78.7 99.3 79.4 73.6 76.2 74.1 
Sev. 99.9 99.9 99.7 99.8 99.7 95.3 82.4 74.1 76.8 74.4 100 99.5 99.4 99.5 99.4 100 99.5 99.1 99.2 99.1 
10% 
MCAR 
Low 11.8 13.7 9.3 10.4 9.4 39.1 15.2 11.0 12.3 11.0 73.2 45.2 37.1 39.4 37.4 96.0 52.9 46.3 48.7 46.6 
Mod. 61.1 63.5 55.4 58.7 56.0 62.5 36.5 28.0 31.6 28.6 96.3 81.2 76.1 78.6 76.7 99.4 78.9 72.2 74.5 72.3 
Sev. 99.7 99.8 99.4 99.7 99.6 92.8 79.1 73.5 75.6 73.8 99.9 99.1 98.8 99.0 98.8 100 98.7 98.1 98.5 98.3 
10% MAR 
Low 14.3 15.7 10.9 12.8 11.2 38.8 17.1 12.5 14.4 12.8 76.3 44.1 38.1 40.2 38.1 95.8 53.2 46.6 49.6 47.2 
Mod. 61.9 64.1 56.4 59.7 57.2 63.2 37.3 30.9 33.2 31.6 95.7 81.6 74.3 77.3 74.8 99.7 81.4 76.1 77.8 76.4 
Sev. 99.7 99.7 99.6 99.7 99.7 92.9 79.2 73.7 75.5 73.9 100 99.6 99.3 99.6 99.3 100 99.5 99.2 99.4 99.2 























MCAR Mod. 52.2 55.0 47.9 50.3 48.5 61.6 36.8 29.4 32.4 30.1 94.5 82.1 77.9 79.5 78.0 99.3 83.8 77.8 80.1 78.3 
Sev. 98.7 98.9 98.2 98.3 98.2 91.6 76.6 68.9 72.3 69.4 100 99.1 98.7 98.9 98.8 100 98.8 97.4 97.9 97.6 
20% MAR 
Low 12.9 15.7 10.4 12.3 10.6 44.1 21.3 15.3 17.4 15.6 74.8 51.2 44.2 46.9 44.5 95.3 61.4 54.0 57.1 54.3 
Mod. 50.7 54.9 45.0 49.4 45.5 64.1 37.8 30.2 33.1 30.7 96.4 83.1 76.7 78.7 77.0 99.4 84.6 79.1 81.2 79.6 




Table A11. Parameter estimates for models with 3 timepoints by sample sizes, missing data pattern and non-normality. 
Vari=variance of intercept, Vars=variance of slope, Covsi=covariance between intercept & slope, meani=mean of intercept, means=mean of slope 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 




1.125 0.687 -0.263 -0.023 1.491 1.465 1.412 -0.713 -0.013 1.475 1.110 0.687 -0.281 -0.009 1.504 1.083 0.743 -0.299 -0.037 1.499 
10% MCAR 1.137 0.766 -0.296 -0.013 1.496 1.493 1.518 -0.776 -0.029 1.496 1.081 0.678 -0.283 -0.007 1.493 1.093 0.742 -0.317 -0.036 1.487 
10% MAR 1.151 0.743 -0.298 -0.004 1.506 1.546 1.505 -0.805 -0.015 1.477 1.070 0.695 -0.287 -0.007 1.490 1.056 0.713 -0.279 -0.049 1.501 
20% MCAR 1.167 0.774 -0.335 -0.006 1.481 1.622 1.695 -0.984 -0.017 1.444 1.125 0.707 -0.332 -0.013 1.490 1.106 0.813 -0.376 -0.035 1.477 




1.130 0.622 -0.227 -0.009 1.497 1.392 1.191 -0.570 -0.018 1.490 1.127 0.623 -0.238 -0.017 1.502 1.105 0.647 -0.245 -0.030 1.497 
10% MCAR 1.137 0.658 -0.242 -0.008 1.492 1.441 1.299 -0.616 -0.015 1.498 1.111 0.658 -0.256 -0.008 1.496 1.083 0.688 -0.254 -0.030 1.489 
10% MAR 1.149 0.653 -0.248 0.000 1.494 1.471 1.280 -0.668 -0.006 1.469 1.139 0.651 -0.254 -0.006 1.483 1.091 0.638 -0.237 -0.030 1.492 
20% MCAR 1.174 0.722 -0.292 0.003 1.491 1.471 1.438 -0.687 -0.008 1.499 1.124 0.688 -0.285 -0.010 1.497 1.101 0.747 -0.279 -0.029 1.503 




1.140 0.565 -0.206 -0.013 1.501 1.334 1.043 -0.468 -0.015 1.502 1.113 0.580 -0.212 -0.009 1.496 1.100 0.595 -0.217 -0.024 1.497 
10% MCAR 1.152 0.595 -0.220 -0.015 1.497 1.355 1.134 -0.507 -0.008 1.488 1.124 0.608 -0.215 -0.014 1.502 1.145 0.651 -0.256 -0.017 1.493 
10% MAR 1.134 0.591 -0.215 -0.012 1.490 1.354 1.128 -0.544 -0.018 1.486 1.099 0.605 -0.209 -0.006 1.489 1.145 0.635 -0.251 -0.013 1.487 
20% MCAR 1.161 0.652 -0.250 -0.014 1.494 1.386 1.229 -0.580 -0.008 1.485 1.155 0.644 -0.256 -0.010 1.490 1.126 0.679 -0.257 -0.025 1.496 




1.108 0.490 -0.156 -0.011 1.503 1.286 0.901 -0.381 -0.015 1.499 1.122 0.563 -0.194 -0.004 1.494 1.125 0.595 -0.221 -0.017 1.489 
10% MCAR 1.142 0.568 -0.202 -0.018 1.499 1.287 0.981 -0.415 -0.013 1.490 1.135 0.614 -0.221 -0.007 1.493 1.105 0.598 -0.215 -0.022 1.495 
10% MAR 1.128 0.547 -0.192 -0.003 1.487 1.289 0.954 -0.419 -0.011 1.484 1.156 0.613 -0.249 -0.004 1.490 1.148 0.630 -0.232 -0.015 1.490 
20% MCAR 1.139 0.572 -0.204 -0.004 1.486 1.376 1.117 -0.521 -0.012 1.486 1.136 0.618 -0.233 -0.009 1.496 1.145 0.655 -0.258 -0.019 1.492 




1.090 0.453 -0.137 -0.008 1.495 1.230 0.839 -0.349 -0.026 1.504 1.117 0.536 -0.182 -0.009 1.504 1.120 0.570 -0.194 -0.026 1.507 
10% MCAR 1.095 0.506 -0.151 -0.012 1.494 1.277 0.910 -0.391 -0.007 1.490 1.099 0.555 -0.191 -0.008 1.498 1.102 0.580 -0.183 -0.016 1.494 
10% MAR 1.125 0.522 -0.173 -0.006 1.496 1.283 0.917 -0.424 -0.011 1.485 1.121 0.583 -0.204 -0.014 1.492 1.146 0.572 -0.216 -0.011 1.486 
20% MCAR 1.126 0.534 -0.187 -0.007 1.489 1.313 1.019 -0.449 -0.008 1.485 1.144 0.611 -0.226 -0.010 1.491 1.153 0.633 -0.242 -0.010 1.487 




1.089 0.447 -0.132 -0.012 1.497 1.192 0.737 -0.287 -0.012 1.490 1.113 0.529 -0.169 -0.015 1.502 1.097 0.520 -0.164 -0.015 1.497 
10% MCAR 1.093 0.468 -0.143 -0.005 1.492 1.240 0.833 -0.341 -0.015 1.496 1.111 0.529 -0.174 -0.008 1.495 1.117 0.570 -0.188 -0.016 1.499 
10% MAR 1.087 0.446 -0.138 -0.006 1.493 1.274 0.861 -0.389 -0.012 1.489 1.109 0.540 -0.188 -0.006 1.490 1.138 0.561 -0.206 -0.017 1.493 
20% MCAR 1.107 0.507 -0.164 -0.004 1.492 1.263 0.919 -0.393 -0.013 1.482 1.134 0.570 -0.217 -0.014 1.497 1.154 0.615 -0.233 -0.016 1.496 




Table A12. Parameter estimates for models with 6 timepoints by sample sizes, missing data pattern and non-normality. 
Vari=variance of intercept, Vars=variance of slope, Covsi=covariance between intercept & slope, meani=mean of intercept, means=mean of slope 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 




1.026 0.419 -0.119 -0.015 1.495 1.133 0.831 -0.308 -0.059 1.495 0.945 0.446 -0.118 -0.011 1.495 0.986 0.502 -0.159 -0.070 1.513 
10% MCAR 1.026 0.450 -0.136 -0.015 1.486 1.199 0.941 -0.405 -0.052 1.482 0.983 0.501 -0.158 -0.013 1.503 1.007 0.554 -0.206 -0.042 1.478 
10% MAR 1.018 0.458 -0.146 -0.016 1.490 1.221 0.903 -0.428 -0.056 1.457 0.963 0.496 -0.158 -0.001 1.489 0.949 0.520 -0.131 -0.067 1.498 
20% MCAR 1.037 0.519 -0.163 -0.025 1.496 1.224 1.053 -0.452 -0.049 1.470 0.957 0.527 -0.192 -0.007 1.493 0.980 0.591 -0.172 -0.055 1.487 




1.025 0.330 -0.069 -0.020 1.504 1.100 0.601 -0.212 -0.037 1.489 0.960 0.356 -0.073 -0.016 1.491 0.988 0.395 -0.083 -0.035 1.502 
10% MCAR 1.003 0.344 -0.063 -0.009 1.491 1.117 0.672 -0.231 -0.020 1.477 0.988 0.383 -0.092 -0.012 1.493 1.004 0.437 -0.116 -0.035 1.497 
10% MAR 1.035 0.345 -0.082 -0.010 1.500 1.136 0.662 -0.256 -0.020 1.485 0.979 0.392 -0.092 -0.009 1.481 1.039 0.400 -0.133 -0.028 1.476 
20% MCAR 1.026 0.383 -0.092 -0.004 1.492 1.116 0.736 -0.267 -0.025 1.463 0.985 0.415 -0.122 -0.016 1.493 1.011 0.466 -0.120 -0.029 1.489 




1.008 0.286 -0.043 -0.017 1.495 1.078 0.494 -0.149 -0.028 1.495 0.979 0.308 -0.049 -0.026 1.501 0.982 0.343 -0.058 -0.028 1.500 
10% MCAR 1.016 0.290 -0.050 -0.015 1.493 1.103 0.524 -0.169 -0.022 1.490 0.983 0.333 -0.065 -0.019 1.490 0.982 0.366 -0.081 -0.033 1.487 
10% MAR 1.015 0.286 -0.039 -0.012 1.493 1.094 0.543 -0.190 -0.021 1.481 0.991 0.341 -0.080 -0.009 1.484 1.017 0.359 -0.099 -0.029 1.486 
20% MCAR 1.025 0.321 -0.057 -0.010 1.480 1.100 0.619 -0.207 -0.021 1.481 1.008 0.371 -0.103 -0.013 1.492 1.020 0.407 -0.108 -0.028 1.488 




1.015 0.264 -0.033 -0.021 1.491 1.060 0.453 -0.121 -0.022 1.496 0.990 0.290 -0.054 -0.018 1.488 0.983 0.295 -0.049 -0.031 1.498 
10% MCAR 1.022 0.274 -0.040 -0.011 1.496 1.076 0.498 -0.148 -0.026 1.490 0.982 0.302 -0.050 -0.014 1.492 0.995 0.350 -0.065 -0.028 1.500 
10% MAR 1.013 0.267 -0.037 -0.014 1.494 1.079 0.490 -0.165 -0.020 1.493 0.995 0.314 -0.052 -0.012 1.486 1.008 0.317 -0.070 -0.031 1.492 
20% MCAR 1.015 0.294 -0.055 -0.015 1.486 1.060 0.541 -0.160 -0.022 1.480 1.002 0.328 -0.067 -0.008 1.487 0.993 0.369 -0.069 -0.027 1.488 




0.996 0.246 -0.022 -0.012 1.491 1.061 0.408 -0.114 -0.015 1.486 0.976 0.271 -0.029 -0.015 1.494 1.002 0.290 -0.046 -0.023 1.497 
10% MCAR 1.001 0.259 -0.027 -0.022 1.498 1.071 0.441 -0.118 -0.013 1.491 1.005 0.291 -0.053 -0.014 1.492 0.983 0.297 -0.051 -0.027 1.487 
10% MAR 1.009 0.252 -0.029 -0.014 1.494 1.074 0.438 -0.141 -0.024 1.487 0.981 0.286 -0.037 -0.009 1.484 1.012 0.292 -0.064 -0.025 1.487 
20% MCAR 1.003 0.272 -0.028 -0.016 1.487 1.053 0.492 -0.133 -0.021 1.488 0.983 0.315 -0.058 -0.014 1.489 0.993 0.325 -0.057 -0.027 1.493 




1.002 0.238 -0.016 -0.021 1.498 1.037 0.381 -0.093 -0.026 1.496 0.991 0.257 -0.031 -0.015 1.489 0.982 0.275 -0.031 -0.024 1.498 
10% MCAR 1.001 0.252 -0.028 -0.017 1.491 1.047 0.398 -0.097 -0.020 1.488 0.993 0.275 -0.038 -0.008 1.488 1.005 0.298 -0.049 -0.025 1.490 
10% MAR 1.009 0.244 -0.025 -0.014 1.488 1.059 0.420 -0.126 -0.019 1.489 0.989 0.263 -0.043 -0.008 1.488 1.013 0.284 -0.055 -0.021 1.489 
20% MCAR 1.010 0.273 -0.038 -0.011 1.485 1.054 0.452 -0.120 -0.017 1.486 0.992 0.291 -0.046 -0.013 1.485 1.008 0.321 -0.053 -0.015 1.487 




Table A13. Parameter estimates for models with 9 timepoints by sample sizes, missing data pattern and non-normality. 
Vari=variance of intercept, Vars=variance of slope, Covsi=covariance between intercept & slope, meani=mean of intercept, means=mean of slope 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 




0.990 0.333 0.052 -0.023 1.574 1.102 0.651 -0.102 -0.050 1.574 0.913 0.345 0.040 -0.035 1.562 0.923 0.407 0.002 -0.075 1.579 
10% MCAR 0.994 0.341 0.035 -0.031 1.564 1.097 0.706 -0.137 -0.066 1.553 0.926 0.374 -0.017 -0.020 1.559 0.952 0.426 0.004 -0.059 1.577 
10% MAR 0.986 0.361 0.025 -0.028 1.558 1.053 0.683 -0.124 -0.071 1.545 0.922 0.399 0.002 -0.026 1.552 0.940 0.418 -0.020 -0.073 1.560 
20% MCAR 0.989 0.406 0.021 -0.012 1.557 1.078 0.821 -0.194 -0.078 1.529 0.918 0.425 0.008 -0.009 1.538 0.967 0.491 -0.038 -0.067 1.555 




0.983 0.255 0.079 -0.032 1.575 1.029 0.457 -0.007 -0.057 1.577 0.914 0.281 0.081 -0.033 1.566 0.938 0.314 0.056 -0.058 1.577 
10% MCAR 0.972 0.273 0.068 -0.033 1.565 1.071 0.513 -0.058 -0.039 1.552 0.928 0.295 0.058 -0.026 1.565 0.953 0.327 0.057 -0.047 1.570 
10% MAR 0.992 0.279 0.069 -0.039 1.565 1.077 0.507 -0.059 -0.034 1.550 0.929 0.311 0.060 -0.022 1.551 0.956 0.309 0.041 -0.054 1.560 
20% MCAR 1.001 0.295 0.047 -0.024 1.552 1.057 0.564 -0.048 -0.045 1.544 0.947 0.328 0.032 -0.026 1.554 0.974 0.365 0.030 -0.042 1.557 




0.998 0.224 0.090 -0.026 1.567 1.011 0.394 0.023 -0.054 1.574 0.964 0.246 0.074 -0.025 1.565 0.960 0.275 0.063 -0.043 1.566 
10% MCAR 0.991 0.242 0.089 -0.017 1.552 1.018 0.421 0.020 -0.039 1.560 0.959 0.282 0.065 -0.027 1.558 0.964 0.301 0.055 -0.045 1.569 
10% MAR 0.993 0.250 0.075 -0.027 1.562 1.029 0.416 -0.015 -0.033 1.551 0.967 0.276 0.051 -0.030 1.559 0.967 0.283 0.064 -0.042 1.565 
20% MCAR 0.990 0.265 0.068 -0.025 1.553 1.034 0.468 -0.014 -0.035 1.556 0.966 0.288 0.058 -0.027 1.561 0.977 0.314 0.049 -0.038 1.550 




0.994 0.225 0.096 -0.025 1.559 1.021 0.343 0.039 -0.043 1.570 0.965 0.230 0.078 -0.027 1.566 0.968 0.255 0.070 -0.044 1.573 
10% MCAR 0.979 0.223 0.098 -0.027 1.562 1.017 0.385 0.020 -0.037 1.561 0.966 0.252 0.080 -0.024 1.562 0.979 0.266 0.065 -0.040 1.562 
10% MAR 0.999 0.231 0.083 -0.025 1.568 1.026 0.371 0.010 -0.032 1.562 0.957 0.245 0.077 -0.033 1.560 0.956 0.249 0.082 -0.046 1.564 
20% MCAR 0.999 0.243 0.084 -0.022 1.558 1.023 0.420 0.007 -0.036 1.547 0.975 0.259 0.066 -0.019 1.562 1.004 0.281 0.050 -0.032 1.548 




1.000 0.219 0.093 -0.019 1.565 1.022 0.305 0.048 -0.041 1.566 0.962 0.229 0.093 -0.025 1.560 0.974 0.237 0.094 -0.037 1.569 
10% MCAR 0.997 0.212 0.095 -0.029 1.560 1.030 0.334 0.042 -0.037 1.570 0.972 0.239 0.076 -0.026 1.557 0.986 0.244 0.074 -0.037 1.561 
10% MAR 0.995 0.221 0.092 -0.022 1.555 1.028 0.343 0.012 -0.037 1.560 0.981 0.233 0.081 -0.028 1.556 0.984 0.229 0.082 -0.033 1.563 
20% MCAR 0.983 0.232 0.092 -0.021 1.555 1.030 0.388 0.017 -0.033 1.549 0.977 0.251 0.074 -0.020 1.554 0.976 0.266 0.065 -0.033 1.557 




0.997 0.217 0.094 -0.033 1.566 1.022 0.305 0.047 -0.034 1.566 0.974 0.221 0.088 -0.030 1.563 0.969 0.228 0.092 -0.038 1.569 
10% MCAR 0.987 0.223 0.097 -0.026 1.562 1.008 0.324 0.048 -0.037 1.566 0.981 0.232 0.085 -0.029 1.565 0.971 0.244 0.085 -0.037 1.567 
10% MAR 0.998 0.210 0.091 -0.025 1.558 1.026 0.315 0.027 -0.033 1.560 0.978 0.222 0.087 -0.022 1.555 0.987 0.240 0.073 -0.038 1.563 
20% MCAR 0.996 0.226 0.095 -0.022 1.553 1.025 0.362 0.035 -0.030 1.559 0.975 0.245 0.078 -0.025 1.558 0.979 0.258 0.075 -0.032 1.557 




Table A14. Parameter estimates for models with 12 timepoints by sample sizes, missing data pattern and non-normality. 
Vari=variance of intercept, Vars=variance of slope, Covsi=covariance between intercept & slope, meani=mean of intercept, means=mean of slope 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 




0.968 0.294 -0.029 -0.016 1.494 1.081 0.517 -0.148 -0.040 1.492 0.888 0.274 -0.039 -0.018 1.490 0.921 0.331 -0.047 -0.063 1.499 
10% MCAR 0.977 0.306 -0.064 -0.033 1.496 1.066 0.542 -0.159 -0.066 1.495 0.885 0.302 -0.061 -0.021 1.482 0.915 0.340 -0.069 -0.067 1.495 
10% MAR 0.982 0.302 -0.041 -0.020 1.489 1.053 0.510 -0.170 -0.055 1.485 0.894 0.312 -0.057 -0.027 1.481 0.937 0.336 -0.097 -0.055 1.472 
20% MCAR 0.989 0.348 -0.065 -0.016 1.494 1.060 0.624 -0.206 -0.059 1.465 0.908 0.339 -0.087 -0.011 1.496 0.937 0.407 -0.110 -0.057 1.480 




0.992 0.223 -0.013 -0.013 1.490 1.033 0.381 -0.086 -0.036 1.502 0.928 0.238 -0.021 -0.018 1.492 0.959 0.265 -0.028 -0.038 1.495 
10% MCAR 0.997 0.245 -0.027 -0.017 1.487 1.016 0.385 -0.086 -0.042 1.486 0.916 0.252 -0.017 -0.012 1.492 0.940 0.269 -0.027 -0.045 1.501 
10% MAR 0.992 0.240 -0.020 -0.015 1.489 1.034 0.407 -0.120 -0.029 1.477 0.936 0.247 -0.031 -0.023 1.485 0.956 0.258 -0.043 -0.041 1.487 
20% MCAR 0.995 0.258 -0.029 -0.013 1.482 1.037 0.468 -0.119 -0.039 1.485 0.950 0.263 -0.039 -0.019 1.493 0.944 0.292 -0.050 -0.039 1.476 




0.982 0.210 0.002 -0.017 1.490 1.017 0.306 -0.053 -0.029 1.488 0.949 0.220 -0.013 -0.024 1.497 0.943 0.227 -0.010 -0.032 1.493 
10% MCAR 0.983 0.223 -0.009 -0.015 1.493 1.042 0.347 -0.076 -0.030 1.494 0.954 0.232 -0.022 -0.020 1.493 0.963 0.246 -0.021 -0.028 1.493 
10% MAR 0.999 0.216 -0.005 -0.023 1.488 1.030 0.344 -0.088 -0.029 1.485 0.959 0.241 -0.019 -0.015 1.482 0.974 0.235 -0.020 -0.033 1.490 
20% MCAR 0.998 0.235 -0.020 -0.010 1.485 1.055 0.373 -0.094 -0.011 1.461 0.966 0.238 -0.039 -0.012 1.489 0.979 0.264 -0.041 -0.029 1.479 




0.992 0.205 -0.004 -0.012 1.488 1.012 0.300 -0.047 -0.034 1.498 0.952 0.220 -0.005 -0.018 1.493 0.972 0.219 -0.009 -0.026 1.497 
10% MCAR 0.999 0.210 -0.008 -0.019 1.488 1.018 0.307 -0.054 -0.033 1.484 0.958 0.215 -0.017 -0.019 1.488 0.960 0.233 -0.019 -0.028 1.487 
10% MAR 0.992 0.215 -0.008 -0.013 1.490 1.029 0.296 -0.069 -0.025 1.483 0.954 0.224 -0.003 -0.019 1.489 0.991 0.221 -0.016 -0.021 1.487 
20% MCAR 0.993 0.221 -0.008 -0.014 1.487 1.032 0.341 -0.073 -0.013 1.465 0.967 0.233 -0.027 -0.020 1.490 0.979 0.246 -0.025 -0.027 1.486 




0.990 0.203 -0.004 -0.019 1.489 1.007 0.276 -0.030 -0.026 1.500 0.971 0.200 -0.005 -0.022 1.491 0.958 0.214 -0.008 -0.031 1.494 
10% MCAR 1.002 0.203 -0.006 -0.016 1.488 1.017 0.292 -0.052 -0.023 1.489 0.971 0.208 -0.009 -0.012 1.492 0.963 0.211 -0.005 -0.030 1.489 
10% MAR 1.002 0.209 -0.010 -0.016 1.485 1.009 0.284 -0.050 -0.026 1.489 0.975 0.215 -0.010 -0.017 1.489 0.968 0.210 -0.007 -0.026 1.486 
20% MCAR 0.990 0.213 -0.005 -0.016 1.487 1.004 0.316 -0.054 -0.029 1.473 0.969 0.211 -0.019 -0.015 1.484 0.988 0.229 -0.029 -0.020 1.476 




0.992 0.194 0.006 -0.015 1.492 1.019 0.260 -0.030 -0.022 1.488 0.965 0.197 0.004 -0.010 1.490 0.982 0.212 -0.008 -0.023 1.492 
10% MCAR 0.992 0.199 -0.001 -0.012 1.487 1.012 0.272 -0.035 -0.022 1.489 0.982 0.210 -0.010 -0.019 1.488 0.972 0.221 -0.009 -0.026 1.491 
10% MAR 0.997 0.202 0.001 -0.014 1.490 1.010 0.259 -0.040 -0.022 1.486 0.969 0.204 -0.004 -0.017 1.488 0.973 0.205 -0.006 -0.024 1.489 
20% MCAR 0.983 0.198 0.007 -0.015 1.488 1.017 0.298 -0.049 -0.019 1.476 0.994 0.214 -0.026 -0.012 1.487 0.988 0.226 -0.019 -0.025 1.482 




Table A15. Standard errors for models with 3 timepoints by sample sizes, missing data pattern and non-normality. 
Vari=variance of intercept, Vars=variance of slope, Covsi=covariance between intercept & slope, meani=mean of intercept, means=mean of slope 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 




0.615 0.977 0.612 0.242 0.251 1.138 1.795 1.169 0.303 0.357 0.694 0.983 0.645 0.230 0.243 0.691 1.003 0.639 0.233 0.243 
10% MCAR 0.646 1.059 0.670 0.244 0.275 1.174 1.951 1.252 0.304 0.384 0.710 1.053 0.687 0.230 0.261 0.722 1.072 0.691 0.235 0.262 
10% MAR 0.651 1.063 0.676 0.245 0.274 1.217 1.991 1.308 0.307 0.390 0.678 1.018 0.653 0.230 0.264 0.693 1.069 0.685 0.232 0.265 
20% MCAR 0.701 1.199 0.764 0.248 0.308 1.298 2.198 1.445 0.308 0.424 0.750 1.136 0.753 0.237 0.287 0.747 1.184 0.768 0.237 0.291 




0.454 0.716 0.452 0.174 0.179 0.842 1.354 0.872 0.214 0.252 0.553 0.810 0.514 0.168 0.172 0.567 0.827 0.523 0.169 0.172 
10% MCAR 0.479 0.788 0.498 0.174 0.193 0.895 1.493 0.951 0.215 0.272 0.563 0.854 0.537 0.168 0.186 0.577 0.887 0.558 0.169 0.188 
10% MAR 0.482 0.777 0.494 0.175 0.194 0.917 1.507 0.978 0.217 0.276 0.585 0.875 0.555 0.169 0.188 0.581 0.885 0.558 0.168 0.189 
20% MCAR 0.511 0.870 0.555 0.176 0.214 0.949 1.655 1.043 0.216 0.299 0.588 0.913 0.589 0.168 0.205 0.605 0.967 0.603 0.169 0.207 




0.377 0.595 0.376 0.143 0.145 0.703 1.153 0.735 0.175 0.206 0.479 0.691 0.442 0.137 0.141 0.499 0.736 0.465 0.139 0.141 
10% MCAR 0.399 0.650 0.413 0.143 0.157 0.735 1.233 0.783 0.176 0.220 0.500 0.754 0.473 0.140 0.154 0.523 0.774 0.493 0.141 0.154 
10% MAR 0.398 0.646 0.410 0.143 0.158 0.754 1.259 0.809 0.175 0.225 0.480 0.741 0.466 0.138 0.154 0.521 0.785 0.497 0.141 0.157 
20% MCAR 0.428 0.730 0.465 0.144 0.175 0.795 1.399 0.886 0.177 0.244 0.532 0.806 0.523 0.140 0.169 0.552 0.851 0.541 0.140 0.169 




0.328 0.520 0.329 0.124 0.125 0.607 0.998 0.635 0.151 0.178 0.435 0.630 0.400 0.120 0.123 0.456 0.666 0.422 0.122 0.122 
10% MCAR 0.347 0.569 0.359 0.124 0.137 0.640 1.096 0.690 0.152 0.192 0.441 0.666 0.419 0.121 0.133 0.466 0.698 0.444 0.121 0.132 
10% MAR 0.346 0.569 0.358 0.124 0.137 0.656 1.120 0.712 0.152 0.195 0.452 0.673 0.428 0.122 0.133 0.470 0.717 0.452 0.122 0.137 
20% MCAR 0.373 0.637 0.404 0.125 0.150 0.696 1.237 0.776 0.154 0.211 0.476 0.737 0.465 0.122 0.147 0.496 0.773 0.489 0.123 0.147 




0.291 0.467 0.292 0.110 0.112 0.540 0.895 0.569 0.134 0.159 0.389 0.574 0.359 0.109 0.111 0.425 0.626 0.394 0.109 0.110 
10% MCAR 0.308 0.513 0.322 0.111 0.122 0.582 0.996 0.629 0.136 0.171 0.400 0.610 0.383 0.108 0.118 0.420 0.653 0.407 0.109 0.119 
10% MAR 0.311 0.510 0.321 0.111 0.122 0.591 1.005 0.641 0.136 0.174 0.410 0.610 0.389 0.109 0.120 0.435 0.643 0.413 0.110 0.122 
20% MCAR 0.334 0.572 0.363 0.112 0.134 0.626 1.127 0.704 0.137 0.189 0.430 0.667 0.424 0.110 0.132 0.455 0.717 0.453 0.111 0.131 




0.267 0.428 0.268 0.101 0.102 0.500 0.836 0.530 0.123 0.145 0.362 0.540 0.339 0.099 0.101 0.384 0.568 0.358 0.100 0.100 
10% MCAR 0.284 0.471 0.296 0.102 0.111 0.528 0.913 0.574 0.124 0.156 0.381 0.572 0.363 0.100 0.108 0.402 0.611 0.383 0.100 0.109 
10% MAR 0.283 0.469 0.295 0.101 0.111 0.539 0.919 0.584 0.124 0.159 0.377 0.563 0.353 0.099 0.109 0.401 0.604 0.380 0.100 0.111 
20% MCAR 0.304 0.526 0.333 0.102 0.123 0.570 1.029 0.641 0.125 0.171 0.397 0.612 0.392 0.100 0.120 0.431 0.672 0.427 0.101 0.120 




Table A16. Standard errors for models with 6 timepoints by sample sizes, missing data pattern and non-normality. 
Vari=variance of intercept, Vars=variance of slope, Covsi=covariance between intercept & slope, meani=mean of intercept, means=mean of slope 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 




0.387 0.432 0.321 0.223 0.223 0.636 0.953 0.638 0.264 0.315 0.428 0.445 0.349 0.205 0.210 0.470 0.517 0.391 0.211 0.218 
10% MCAR 0.394 0.488 0.353 0.225 0.244 0.654 1.057 0.697 0.269 0.344 0.452 0.511 0.386 0.208 0.230 0.499 0.584 0.441 0.215 0.237 
10% MAR 0.391 0.488 0.357 0.224 0.245 0.677 1.050 0.717 0.272 0.347 0.446 0.514 0.381 0.206 0.230 0.453 0.579 0.413 0.211 0.241 
20% MCAR 0.400 0.564 0.391 0.227 0.273 0.683 1.219 0.786 0.274 0.382 0.449 0.582 0.421 0.209 0.252 0.488 0.689 0.474 0.214 0.268 




0.282 0.309 0.230 0.159 0.156 0.464 0.678 0.456 0.188 0.221 0.342 0.328 0.266 0.149 0.149 0.362 0.386 0.287 0.154 0.154 
10% MCAR 0.283 0.338 0.247 0.159 0.169 0.473 0.737 0.488 0.190 0.238 0.350 0.367 0.287 0.152 0.163 0.377 0.422 0.318 0.155 0.167 
10% MAR 0.286 0.339 0.249 0.160 0.170 0.479 0.748 0.502 0.191 0.243 0.352 0.377 0.291 0.152 0.164 0.396 0.416 0.330 0.157 0.169 
20% MCAR 0.292 0.390 0.277 0.161 0.190 0.490 0.842 0.541 0.192 0.265 0.355 0.415 0.318 0.153 0.179 0.389 0.485 0.350 0.156 0.184 




0.233 0.249 0.187 0.130 0.126 0.379 0.547 0.371 0.153 0.178 0.294 0.277 0.222 0.125 0.122 0.311 0.321 0.246 0.126 0.125 
10% MCAR 0.236 0.271 0.201 0.131 0.137 0.394 0.604 0.401 0.155 0.192 0.298 0.304 0.237 0.126 0.133 0.313 0.345 0.260 0.127 0.135 
10% MAR 0.236 0.275 0.202 0.131 0.137 0.390 0.604 0.406 0.155 0.196 0.298 0.303 0.241 0.126 0.133 0.328 0.344 0.270 0.128 0.138 
20% MCAR 0.241 0.313 0.223 0.132 0.152 0.406 0.691 0.446 0.157 0.215 0.315 0.347 0.270 0.127 0.147 0.332 0.397 0.292 0.129 0.150 




0.202 0.215 0.162 0.113 0.109 0.330 0.474 0.320 0.133 0.153 0.263 0.239 0.198 0.109 0.106 0.275 0.269 0.210 0.110 0.107 
10% MCAR 0.205 0.238 0.176 0.113 0.118 0.342 0.524 0.350 0.134 0.166 0.263 0.268 0.210 0.110 0.116 0.282 0.306 0.232 0.111 0.118 
10% MAR 0.204 0.236 0.174 0.113 0.118 0.341 0.527 0.357 0.134 0.169 0.272 0.268 0.215 0.110 0.116 0.286 0.297 0.231 0.111 0.119 
20% MCAR 0.208 0.271 0.194 0.114 0.131 0.347 0.597 0.383 0.135 0.185 0.278 0.300 0.236 0.111 0.128 0.291 0.346 0.258 0.112 0.130 




0.180 0.192 0.144 0.100 0.097 0.297 0.423 0.288 0.119 0.137 0.235 0.216 0.178 0.098 0.095 0.258 0.251 0.197 0.099 0.096 
10% MCAR 0.183 0.213 0.156 0.101 0.105 0.307 0.471 0.313 0.120 0.148 0.249 0.246 0.198 0.099 0.104 0.254 0.269 0.206 0.099 0.104 
10% MAR 0.183 0.211 0.156 0.101 0.105 0.308 0.472 0.318 0.120 0.151 0.241 0.242 0.192 0.098 0.104 0.264 0.271 0.215 0.100 0.107 
20% MCAR 0.186 0.241 0.174 0.102 0.117 0.313 0.537 0.346 0.120 0.164 0.241 0.271 0.209 0.099 0.114 0.259 0.306 0.229 0.100 0.115 




0.165 0.175 0.132 0.092 0.088 0.272 0.388 0.264 0.108 0.124 0.221 0.201 0.165 0.090 0.087 0.229 0.228 0.177 0.090 0.087 
10% MCAR 0.168 0.195 0.143 0.092 0.096 0.279 0.426 0.283 0.109 0.134 0.226 0.220 0.178 0.090 0.094 0.243 0.255 0.196 0.091 0.095 
10% MAR 0.167 0.192 0.142 0.092 0.096 0.280 0.427 0.289 0.109 0.137 0.222 0.220 0.176 0.090 0.095 0.245 0.249 0.198 0.092 0.097 
20% MCAR 0.171 0.221 0.159 0.093 0.107 0.285 0.489 0.314 0.110 0.149 0.228 0.248 0.194 0.091 0.104 0.247 0.287 0.214 0.092 0.106 




Table A17. Standard errors for models with 9 timepoints by sample sizes, missing data pattern and non-normality. 
Vari=variance of intercept, Vars=variance of slope, Covsi=covariance between intercept & slope, meani=mean of intercept, means=mean of slope 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 




0.333 0.313 0.244 0.211 0.197 0.531 0.719 0.489 0.248 0.283 0.375 0.333 0.275 0.194 0.186 0.390 0.382 0.294 0.198 0.193 
10% MCAR 0.340 0.348 0.266 0.212 0.216 0.539 0.790 0.534 0.249 0.310 0.389 0.362 0.297 0.196 0.202 0.415 0.429 0.328 0.202 0.212 
10% MAR 0.338 0.355 0.267 0.212 0.217 0.528 0.784 0.531 0.247 0.311 0.391 0.379 0.300 0.195 0.204 0.407 0.435 0.325 0.200 0.214 
20% MCAR 0.344 0.412 0.306 0.213 0.245 0.543 0.928 0.588 0.249 0.345 0.392 0.442 0.341 0.197 0.225 0.439 0.507 0.379 0.205 0.237 




0.243 0.217 0.172 0.150 0.136 0.373 0.491 0.333 0.173 0.194 0.287 0.241 0.201 0.141 0.131 0.307 0.277 0.220 0.144 0.135 
10% MCAR 0.243 0.240 0.186 0.150 0.149 0.391 0.541 0.368 0.176 0.214 0.297 0.270 0.219 0.142 0.144 0.323 0.307 0.248 0.146 0.147 
10% MAR 0.247 0.241 0.188 0.151 0.150 0.396 0.541 0.374 0.177 0.217 0.295 0.268 0.217 0.142 0.143 0.322 0.298 0.242 0.146 0.149 
20% MCAR 0.250 0.276 0.208 0.152 0.167 0.398 0.625 0.409 0.177 0.238 0.306 0.303 0.244 0.144 0.159 0.336 0.352 0.272 0.148 0.166 




0.204 0.176 0.142 0.123 0.110 0.307 0.397 0.274 0.141 0.157 0.263 0.199 0.175 0.119 0.108 0.270 0.227 0.187 0.120 0.109 
10% MCAR 0.203 0.196 0.153 0.124 0.121 0.316 0.440 0.297 0.142 0.171 0.257 0.224 0.188 0.119 0.118 0.280 0.259 0.210 0.120 0.120 
10% MAR 0.204 0.196 0.154 0.124 0.122 0.316 0.441 0.305 0.143 0.175 0.258 0.220 0.187 0.119 0.118 0.276 0.253 0.210 0.121 0.123 
20% MCAR 0.207 0.225 0.172 0.124 0.135 0.328 0.512 0.335 0.144 0.192 0.262 0.252 0.211 0.120 0.130 0.284 0.287 0.231 0.122 0.133 




0.175 0.153 0.122 0.107 0.096 0.272 0.344 0.238 0.122 0.135 0.230 0.176 0.153 0.103 0.093 0.246 0.200 0.166 0.104 0.094 
10% MCAR 0.175 0.169 0.132 0.107 0.104 0.278 0.382 0.259 0.123 0.148 0.229 0.195 0.166 0.104 0.102 0.251 0.221 0.180 0.105 0.103 
10% MAR 0.178 0.169 0.133 0.107 0.105 0.279 0.382 0.265 0.124 0.150 0.227 0.192 0.164 0.104 0.102 0.241 0.216 0.180 0.105 0.106 
20% MCAR 0.181 0.193 0.148 0.108 0.116 0.284 0.439 0.289 0.124 0.164 0.238 0.218 0.182 0.105 0.113 0.263 0.251 0.203 0.107 0.115 




0.159 0.138 0.110 0.096 0.085 0.246 0.303 0.212 0.109 0.119 0.209 0.157 0.137 0.093 0.084 0.223 0.181 0.149 0.094 0.084 
10% MCAR 0.160 0.151 0.119 0.096 0.093 0.251 0.339 0.231 0.111 0.131 0.211 0.175 0.149 0.093 0.091 0.231 0.200 0.162 0.095 0.091 
10% MAR 0.159 0.151 0.119 0.096 0.093 0.253 0.339 0.238 0.110 0.133 0.214 0.175 0.150 0.094 0.092 0.230 0.193 0.164 0.095 0.094 
20% MCAR 0.161 0.172 0.132 0.096 0.104 0.255 0.391 0.258 0.112 0.146 0.216 0.199 0.167 0.094 0.101 0.226 0.222 0.177 0.095 0.102 




0.144 0.124 0.100 0.087 0.078 0.224 0.278 0.195 0.100 0.110 0.193 0.147 0.129 0.085 0.077 0.206 0.165 0.138 0.085 0.076 
10% MCAR 0.146 0.138 0.108 0.087 0.085 0.227 0.308 0.210 0.100 0.119 0.195 0.164 0.137 0.086 0.083 0.206 0.182 0.150 0.086 0.084 
10% MAR 0.146 0.137 0.108 0.088 0.085 0.230 0.307 0.214 0.101 0.121 0.197 0.159 0.138 0.086 0.083 0.214 0.183 0.154 0.086 0.086 
20% MCAR 0.149 0.157 0.120 0.088 0.095 0.235 0.358 0.235 0.102 0.133 0.201 0.184 0.154 0.086 0.093 0.213 0.207 0.165 0.087 0.093 




Table A18. Standard errors for models with 12 timepoints by sample sizes, missing data pattern and non-normality. 
Vari=variance of intercept, Vars=variance of slope, Covsi=covariance between intercept & slope, meani=mean of intercept, means=mean of slope 
 
 
  Normal Skewness=2 & Kurtosis=0 Skewness=0 & Kurtosis=7 Skewness=2 & Kurtosis=7 




0.308 0.253 0.210 0.203 0.179 0.478 0.545 0.400 0.236 0.254 0.345 0.251 0.234 0.186 0.165 0.371 0.306 0.263 0.192 0.174 
10% MCAR 0.311 0.281 0.232 0.205 0.195 0.473 0.604 0.433 0.237 0.276 0.338 0.283 0.248 0.187 0.181 0.368 0.328 0.270 0.193 0.190 
10% MAR 0.313 0.277 0.231 0.205 0.196 0.470 0.590 0.435 0.235 0.277 0.349 0.283 0.254 0.187 0.183 0.383 0.329 0.286 0.196 0.195 
20% MCAR 0.318 0.329 0.264 0.207 0.221 0.479 0.704 0.483 0.237 0.309 0.364 0.326 0.286 0.190 0.203 0.399 0.401 0.323 0.196 0.216 




0.228 0.172 0.149 0.146 0.123 0.338 0.379 0.280 0.165 0.175 0.272 0.182 0.174 0.137 0.119 0.300 0.215 0.196 0.141 0.123 
10% MCAR 0.230 0.193 0.164 0.147 0.135 0.342 0.411 0.303 0.165 0.189 0.268 0.206 0.188 0.137 0.129 0.295 0.234 0.205 0.140 0.133 
10% MAR 0.230 0.192 0.162 0.146 0.136 0.347 0.418 0.309 0.167 0.193 0.281 0.200 0.189 0.138 0.129 0.301 0.227 0.210 0.142 0.135 
20% MCAR 0.234 0.223 0.182 0.148 0.151 0.354 0.482 0.338 0.168 0.212 0.284 0.230 0.211 0.140 0.143 0.295 0.265 0.227 0.142 0.148 




0.188 0.140 0.122 0.119 0.100 0.280 0.299 0.224 0.134 0.140 0.237 0.152 0.148 0.114 0.097 0.245 0.173 0.155 0.116 0.099 
10% MCAR 0.188 0.157 0.132 0.119 0.110 0.286 0.338 0.246 0.136 0.153 0.239 0.172 0.161 0.115 0.106 0.255 0.193 0.174 0.117 0.108 
10% MAR 0.191 0.154 0.133 0.120 0.109 0.287 0.335 0.252 0.136 0.155 0.243 0.170 0.163 0.115 0.106 0.260 0.192 0.175 0.118 0.110 
20% MCAR 0.194 0.178 0.148 0.121 0.122 0.295 0.389 0.277 0.138 0.170 0.246 0.187 0.179 0.116 0.117 0.264 0.222 0.196 0.118 0.120 




0.164 0.122 0.106 0.103 0.087 0.242 0.262 0.196 0.116 0.120 0.213 0.136 0.133 0.100 0.085 0.231 0.154 0.142 0.102 0.086 
10% MCAR 0.167 0.134 0.115 0.104 0.094 0.251 0.288 0.212 0.117 0.131 0.214 0.145 0.142 0.100 0.091 0.228 0.171 0.156 0.102 0.093 
10% MAR 0.166 0.135 0.116 0.104 0.095 0.249 0.288 0.216 0.117 0.133 0.210 0.150 0.141 0.100 0.092 0.235 0.167 0.156 0.103 0.096 
20% MCAR 0.167 0.153 0.128 0.104 0.105 0.254 0.334 0.238 0.119 0.146 0.219 0.167 0.159 0.101 0.101 0.237 0.197 0.173 0.103 0.104 




0.147 0.109 0.095 0.092 0.077 0.218 0.233 0.174 0.104 0.107 0.196 0.121 0.120 0.090 0.076 0.201 0.137 0.128 0.090 0.076 
10% MCAR 0.150 0.120 0.104 0.093 0.084 0.222 0.258 0.191 0.105 0.117 0.198 0.132 0.130 0.090 0.082 0.210 0.151 0.139 0.091 0.083 
10% MAR 0.150 0.121 0.103 0.093 0.085 0.222 0.255 0.191 0.105 0.119 0.198 0.134 0.131 0.091 0.083 0.208 0.151 0.141 0.091 0.085 
20% MCAR 0.150 0.138 0.115 0.093 0.094 0.226 0.297 0.210 0.105 0.130 0.201 0.148 0.144 0.091 0.090 0.218 0.173 0.155 0.092 0.092 




0.135 0.099 0.086 0.084 0.070 0.202 0.212 0.160 0.095 0.098 0.178 0.112 0.109 0.082 0.069 0.197 0.130 0.121 0.083 0.070 
10% MCAR 0.136 0.109 0.094 0.085 0.077 0.204 0.233 0.173 0.096 0.106 0.184 0.123 0.121 0.083 0.076 0.195 0.142 0.130 0.083 0.076 
10% MAR 0.136 0.110 0.094 0.085 0.077 0.204 0.233 0.176 0.095 0.108 0.181 0.123 0.118 0.083 0.075 0.194 0.139 0.129 0.084 0.078 
20% MCAR 0.137 0.124 0.104 0.085 0.085 0.207 0.269 0.193 0.096 0.118 0.190 0.139 0.136 0.084 0.083 0.203 0.161 0.144 0.084 0.084 
20% MAR 0.138 0.125 0.104 0.086 0.086 0.212 0.265 0.201 0.097 0.123 0.187 0.140 0.132 0.083 0.084 0.194 0.151 0.142 0.084 0.089 
