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Abstract
We present a dynamic programming algorithm for the following problem: Given a tree T =
(V; E), a set of q non-negative integer weights wi :V !N on the nodes, and a threshold Ri; i=
1; : : : ; q. Partition the vertices of the tree into connected components T0; : : : ; Tk , such that for all
i2f1; : : : ; qg; j2f0; : : : ; kg Pv2Tj wi(v)6Ri and k is minimal. We show that this problem is
hard, if q is unbounded or if T has unbounded maximum degree. In all other cases the running
time of the dynamic program has a polynomial worst-case bound. ? 2000 Elsevier Science
B.V. All rights reserved.
1. Introduction
The vehicle routing problem (see e.g. [8]), already in its simplest form, is one
of the challenging hard problems in combinatorial optimization. It also is one of the
problems which occur most frequently in practice, e.g. whenever goods are distributed.
In practical applications, however, it is dicult to model all practical restrictions and
costs properly in a mathematical model. We faced the requirement that the nodes to
be routed in a tour must be chosen from a small region of the map. This condition is
motivated by the fact that the truck drivers have a local knowlege, they do not want
to leave and enter the expressway frequently on a tour and, furthermore, they have to
deliver the goods during businesshours.
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The standard approach to solve vehicle routing problems heuristically is to cluster-
rst-route-second (see e.g. [11]). Therefore, we were interested in a clustering method
that generates \regionally bounded and routable" clusters.
A popular method to cluster points in the Euclidean plane is to partition a minimal
spanning tree into connected components (see e.g. [2]). In order to get routable clusters
we introduce additional weight functions on the vertices which capture characteristics
of a vertex like the length of the ingoing arc | as an estimate for the tour length |
or the demand. To nd clusters which allow a routing respecting the time windows,
we used 0{1 weight functions to isolate customers with a small time window and
customers with a time window in the early morning in the clusters.
We obtained the following problem.
Given a tree T=(V; E) with q weight functions wi :V !N; (i=1; : : : ; q), a constraint
vector R = (R1; : : : ; Rq)2Nq. Find a set DE of k edges of T , such that for any
component Tj; (j = 0; : : : ; k) of TnD all constraints of the form
8j = 0; : : : ; k8i = 1; : : : q:
X
v2Tj
wi(v)6Ri
are met and k is minimal.
Several Constrained Graph Partitioning Problems and their applications have been
studied in the literature [6,7,17,10,3,13,16]. Special cases of the particular problem
treated in this paper have been considered for q=1 by Kundu and Misra [14] and for
q = 2 in [1,5] by Agasi et al. For q = 1 a greedy-type algorithm is presented and an
implementation which has a linear time bound. For q=2 the latter authors presented a
generalization of this algorithm to a dynamic program which runs in pseudo-polynomial
time.
In this paper a dierent generalization of the algorithm of Kundu and Misra is
presented, which is pseudo-polynomial for a bounded number of weight functions and
even has a polynomial time worst case behaviour if, additionally, the maximum degree
of the tree is bounded. Note, that the latter will always be the case for minimum
spanning trees of weighted graphs dened by the Euclidean distances of points in the
plane.
In the next section we prove that the problem is NP-complete, if either the number of
weight functions is unbounded or the degree of the tree is unbounded and there are at
least two weight functions. In Section 3 we present our algorithm, prove its correctness,
discuss its worst case behaviour in both the general and the pseudo-polynomial case. In
Section 4 we give a detailed proof of a bound of O(n3 log n) for the running time in the
case of binary trees with two weight functions. Furthermore, we state the corresponding
results of the general case of bounded degree and bounded number of weight functions.
For a detailed analysis we refer to Hamacher [12]. We conclude in Section 5 with
computational results and some details on the application.
Our notation is fairly standard and should match with [2,9]. We assume basic fa-
miliarity with graph theory and theoretic computer science.
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2. The hard cases
In this section we will show that Tree Partitioning under Constraints is hard, if either
the number of weight functions is unbounded or the trees may have arbitrarily high
maximum degree. For that purpose we consider the following decision problem.
Tree Partitioning under Constraints (TPuC):
Instance: A tree T = (V; E) with q weight functions wi :V !N; (i = 1; : : : ; q), a
constraint vector R= (R1; : : : ; Rq)2Nq, and an integer 06k < jV j.
Question: Is there a set DE of edges of T , such that jDj=k and for any component
Tj; (j = 0; : : : ; k) of T n D all bounds are obeyed, i.e.
8j = 0; : : : ; k8i = 1; : : : q:
X
v2Tj
wi(v)6Ri:
Theorem 1. Tree Partitioning under Constraints isNP-complete in the strong sense
(see [9; p: 95]); even if the problem instances are restricted to binary trees.
Proof. Clearly the problem is in NP. To show completeness we give a reduction
from 3-SAT (see [9, p. 46]). Let C1; : : : ; Cm denote the clauses of a 3-SAT formula
using the variables x1; : : : ; xn. We construct a tree for TPuC as follows: We start with
a tree S with n leaves qi. For every qi we add two nodes xi and xi and the edges
(xi; qi) and (xi; qi) (see Fig. 1). Clearly, if we choose S to be binary, the resulting tree
is binary as well.
Next, we construct a weight function wxi for each variable and one w
c
i for each
clause. The constraint for each of the wxi is 1, and for w
c
i is 2. The inner nodes of
the tree have weight 0 w.r.t. each weight function. Identifying the leaves of the tree
with the corresponding literals of the formula, the weights of the leaves are dened as
follows:
wxi (xj) = w
x
i (xj) =
(
1 if j = i;
0 if j 6= i:
wci (y) =
(
1 if y2Ci;
0 otherwise:
We claim that this tree has a feasible partition into n+1 components T0; : : : ; Tn if and
only if the 3-SAT formula is satisable.
First, observe that weight wxi guarantees that in any feasible partition either xi or
xi is isolated. Furthermore, there is exactly one component containing more than one
vertex. We will refer to it as the top component T0.
As there are exactly n variables, we get the following bijection between the assign-
ments f : fx1; : : : ; xng!f0; 1g of the variables and the partitions of T into n + 1
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Fig. 1. TPuC is NP-complete.
components obeying the weight functions wx1; : : : ; w
x
1:
f(xi) = 1 , xi is isolated in the partition;
f(xi) = 0 , xi is isolated in the partition:
Let f0 : fx1; : : : ; xng!f0; 1g be satisfying. Consider the partition dened by f0 and the
bijection above and a function wci . As f0 is satisfying, at most two literals of Ci can
belong to the top component T0. Therefore, wci (Tn+1)62 and the partition is feasible.
On the other hand, any feasible partition denes a satisfying assignment by the above
bijection since no clause may intersect T0 three times. As all of the numbers involved
in the reduction are bounded by 2 the claim follows.
We have just shown that Tree Partitioning under Constraints is hard if the number of
weight functions may grow with the size of the instances. If there are only two weight
functions, the problem becomes a generalization of the knapsack problem in the sense
of the reduction given in the proof of Theorem 2. It has already been observed by
Agasi et al. [1] that the problem isNP-hard. We give the reduction for completeness.
In the next section we will present a general dynamic programming algorithm which
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has a pseudo-polynomial worst case running time on instances with bounded number
of weight functions.
Theorem 2. Tree Partitioning under Constraints is NP-complete; even when the
number of weight functions is restricted to two.
Proof. We reduce KNAPSACK (see [9, p. 65]) to TPuC with two weights.
Let a1; : : : ; an; A; c1; : : : ; cn; C>0 be an instance of KNAPSACK, i.e. we ask for a set
S f1; : : : ; ng such that Pi2S ai>A and Pi2S ci6C. Let T be a star with 2n leaves
v1; : : : ; v2n and centre v0. Let M =
Pn
i=1 ai, we may assume M >A and dene the
following weight functions:
w1(vi) =
(
ci if i2f1; : : : ; ng;
0 otherwise;
w2(vi) =
8><
>:
M − ai if i2f1; : : : ; ng;
M if i2fn+ 1; : : : ; 2ng;
0 if i = 0:
Finally, we dene the constraint for w1 to be C and for w2 the bound is nM − A. We
claim that this instance of TPuC has a feasible partition into n+ 1 components if and
only if the KNAPSACK instance is feasible.
For a proof, note rst that the TPuC instance has a feasible partition into n+1 com-
ponents if and only if there exists a subset ~S f1; : : : ; 2ng such thatPi2 ~S w2(vi)6nM−
A;
P
i2 ~S w1(vi)6C and j ~Sj= n.
Assume that such an ~S exists and dene S := ~S \ f1; : : : ; ng. ThenX
i2S
ai = −
X
i2S
(M − ai) + jSjM
= −
X
i2 ~S
w2(vi) + j ~SjM
>−(nM − A) + nM
= A
and
P
i2S ci =
P
i2 ~S w1(vi)6C.
If on the other hand S is a feasible solution for KNAPSACK, setting ~S :=
S [ fvn+1; : : : ; v2n−jSjg clearly yields a feasible partition of TPuC.
3. The dynamic program
In [14] Kundu and Misra presented a linear time algorithm to solve TPuC for one
weight function w :V !N.
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The algorithm works on oriented trees. The choice of the root obviously does not
eect the number of cuts needed to obtain a minimal partition. Nevertheless, the par-
ticular partition produced by this algorithm depends on the root chosen. Thus we may
sketch their algorithm as follows:
Choose a root v0 and orient the tree;
For all v2V initialize W (v) :=w(v);
k := 0;
While there are unprocessed vertices
Choose an unprocessed vertex p2V without unprocessed children;
Choose a subset S of the children of p such thatP
v2S W (v) + w(p)6R; jSj is maximal and,
if this set is not unique, such thatP
v2S W (v) + w(p) is as small as possible; ()
W (p) :=
P
v2S W (v) + w(p);
= Cut all edges to children not in S; =
k := k + jchildren of pj − jSj;
Output(k);
The algorithm is based on the observation, that the problem in a certain sense has
a recursive structure. We may restrict our attention to optimal partitions (i.e. those
feasible ones, using a minimal number of cuts) which induce an optimal partition in
any induced subtree. This is easily seen as follows: If an optimal partition P with
cut edges D induces a non-optimal partition with cut edges E of a subtree ~T , we can
modify P by replacing E with the cut edges ~E of an optimal partition of ~T and the edge
e connecting ~T to the tree. Since j ~Ej< jEj the partition which cuts ~D :=D[ ~E[fegnE
must be optimal as well.
With just one weight function it, thus, suces to recursively minimize the weight
of the topmost component of the tree, which can be done greedily.
In the general case there are no such \unique" optimal partitions of the subtrees
since we have competing restrictions and there is no local criterion to compare two
weight vectors in (). The only exception is if one vector l2Nq dominates another
l0 2Nq, i.e. if li>l0i for all i. We denote this by l < l0. As usual we write l  l0 if
l < l0 and l 6= l0. If W Nq; l2W and there is no l0 2W which is dominated by l
then we say l is non-dominating.
We overcome this diculty by keeping a list of possible residues
P
v2S W (v) for
each vertex. For this matter we introduce the following operations on lists of vectors
L1; L2Nq.
Addition, L1  L2:
~L := L1 [ L2;
L1  L2 := (fl2 ~L j@l0 2 ~L: l  l0g):
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Fig. 2. A dynamic program.
Fig. 3. The main step of the dynamic program.
Multiplication, L1 ⊗ L2:
L := fl= l1 + l2 j li 2Li for i = 1; 2; l 4 Rg;
L1 ⊗ L2 := (fl2 L j@l0 2 L: l  l0g):
With this notation we can generalize the algorithm of Kundu and Misra to compute
minimal partitions of instances with an arbitrary number of weight functions. The
algorithm is listed in Fig. 2. The interpretation of weight functions and indices will be
explained in Theorem 3, see also Fig. 3.
To prove the correctness of the algorithm we have to introduce some more notation.
Let T = (V; E) be a tree rooted at v0 and p2V . Then we denote by p1; : : : ; p the
children of p. Furthermore, T (p) denotes the tree induced by p and all its descendants
and Ti(p) is the tree induced by p and all vertices from T (p1); : : : ; T (pi). Given a
partition of a tree T rooted at v0 we call the component containing v0 the top component
of the partition. If the top component of a partition of T (p) contains  − j children
of p, then we say that the partition has j cuts at p. A feasible partition of a tree T
62 A. Hamacher et al. / Discrete Applied Mathematics 99 (2000) 55{69
is minimal, if it has k + 1 components and there is no feasible partition of T into k
components.
Theorem 3 (Correctness). (i) If W (p; i; j) has been assigned a value in the algorithm;
it contains all non-dominating weight vectors of top components of the feasible par-
titions of Ti(p) with j cuts at p; with the property that the induced partitions on
T (pl) are minimal for all 16l6i.
(ii) If the list W (p) is non-empty; it contains all non-dominated weights of top
components of minimal partitions of T (p).
(iii) After each iteration of the outer loop; the value of the variable k is the minimal
number of edges that have to be removed from the forest induced by all processed
nodes to obtain a feasible partition.
Proof. We show the rst two claims using induction on the steps of the algorithm. The
second claim is obviously true for the leaves of the tree. Furthermore, the rst statement
is trivial if i=j. We denote by P(p; i; j) the list of weight vectors of a top component of
a feasible partition of Ti(p) with j cuts at p, where the induced partitions on T (pl) are
minimal for 16l6i. We have to show that W (p; i; j) is the set of all non-dominating
weight vectors in P(p; i; j), a set which we denote by P^(p; i; j)P(p; i; j). We will
start by verying that W (p; 1; 0) = P^(p; 1; 0).
Let s2W (p; 1; 0). Then s = s1 + w(p) where s1 2W (p1). By induction s1 is a
weight vector of the top component of a feasible partition P1 of T (p1). Therefore
s2P(p; 1; 0). Assume that s dominates some s0 = w(p) + s01 2P(p; 1; 0): Let s0 be
minimal with respect to domination. By induction we have s01 2W (p1). Minimality of
s0 thus implies s0 2W (p; 1; 0) contradicting the fact that W (p; 1; 0) does not contain
dominating vectors by denition of . Thus s2 P^(p; 1; 0).
Now, let s2 P^(p; 1; 0), i.e. s is non-dominating in P(p; 1; 0). Then s = w(p) + s1
and by induction s1 2W (p1). As s is non-dominating this implies s2W (p; 1; 0).
The proof for the line W (p; i; 0) :=W (p; i− 1; 0)⊗W (pi)= P^(p; i; 0) is similar and
left as an exercise.
Next we consider s2W (p; i; j) for 0<j<i: By denition either s=s j−1i−1 2W (p; i−
1; j − 1) or s = s ji−1 + si where s ji−1 2W (p; i − 1; j) and si 2W (pi). Clearly, in both
cases s is the weight vector for a feasible partition (see Fig. 3). In the rst case, s is
non-dominating in P(p; i− 1; j− 1) by induction. Placing a cut at (p;pi) this implies
s2P(p; i; j). This also follows easily in the second case. We still have to show that
s is non-dominating. Thus, assume that s dominates some s0 2P(p; i; j) and consider
the corresponding partition P. Again we assume that s0 is minimal. If pi is not in the
top component of P we get that s0 is non-dominating in P(p; i − 1; j − 1) and thus
by induction s0 2W (p; i− 1; j − 1)W (p; i; j), a contradiction. Thus, pi is in the top
component and s0 = s0 ji−1 + s
0
i with s
0 j
i−1 non-dominating in P(p; i − 1; j) and therefore
s0ji−1 2W (p; i− 1; j). Assume for a contradiction that s0i =2W (pi). As s0 is minimal we
conclude that s0i is a weight vector of a non-optimal partition. Replacing this partition
by a minimal one and cutting at (p;pi) it follows that s
0j
i−1 is non-dominating in
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P(p; i−1; j−1) and thus by induction s0 dominates s0ji−1 in W (p; i−1; j−1)W (p; i; j),
a contradiction.
By a similar proof we get P^(p; i; j)W (p; i; j).
When W (p) has been assigned a value we have W (p;; j − 1) = ;. Therefore,
any minimal partition with the property that the induced partitions on the T (pi) are
minimal, uses at least j cuts at p. Assume that any minimal partition needs more than
j cuts at p. Let P be such a partition and W a partition corresponding to a vector of
W (p). Since P has less components than W, it follows that the partition induced by
P on T (pi) has less components for some i than the partition induced by W, which
contradicts the inductive assumption, thus (ii) follows.
By the above, (iii) follows in a straightforward way.
With the next theorem we analyze the worst-case running time of the algorithm in
the general case.
Theorem 4 (Running time). Let T = (V; E; w; R) be an instance of TPuC. Assume T
is rooted at v0 and the maximal outdegree is . Let p(n) denote the size of a longest
list W (p; i; j) that occurs during the running time of the algorithm. The algorithm
can be implemented with a worst-case running time of
O(n2p(n)3):
Proof. We have O(n) inner vertices. The inner While-loop is processed at most -times,
as is the inner For-loop. Thus we get a bound on the running time by O(n2q(n)),
where q(n) denotes the work load in the inner For-loop. This is dominated by the
multiplication where we have to take the pairwise sum of the elements of two lists
of length O(p(n)) and eliminate dominant vectors. As the number of non-dominating
vectors never exceeds p(n) this can be implemented in a naive way in O(p(n)3).
As a consequence, the worst-case behaviour of the algorithm is polynomially bounded,
if the sizes p(n) of the lists are bounded by a polynomial. In the next section, we
show that this condition is actually satised if the maximum degree of the tree and
the number of weight functions are bounded.
In the case of a bounded number of weight functions the size of the lists is clearly
bounded by a polynomial, once the size of the vector R is bounded. In this case the
number of undominated weight functions is trivially bounded by Rq | the total number
of possible weight vectors. This bound is terribly poor compared to the number of actual
weight vectors in our practical experiments (see Section 5). Nevertheless, this yields a
theoretical pseudo-polynomial worst case running time in the case of unbounded node
degree for free.
In [1] Agasi et al. presented a dynamic program to solve this problem for the case of
two weight functions in O(n3R2). Their algorithm can be easily generalized to the case
of q weight functions where the bound becomes O(n3R2(q−1)) (see [12]). Comparing
this with the trivial worst case bound of the algorithm presented in this paper, our
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approach is, seemingly, inferior to the generalization of the algorithm of Agasi et al.
in the pseudo-polynomial case (bounded R, bounded q and unbounded 6n), namely
O(n2p(n)3)O(n3R3q). It is noteworthy to remark, that the deletion of dominating
vectors impairs our theoretical worst case bound, while it improves the running times
in our experiments. If we do not delete dominating vectors, we get a theoretical bound
of O(n2p(n)2)O(n3R2q).
Our experiments, nevertheless, indicate that even with small R the practical behaviour
of our algorithm is superior to the extension of the dynamic program of Agasi et al.
In the case of bounded degree we can do a lot better. In the following section we will
argue that, in this case, the running time of our algorithm is polynomially bounded
independently of R.
4. Binary trees with two weight functions
In this section we will analyze the case of binary trees with two weight functions
in detail and briey discuss the general case.
We call a tree binary, if it can be rooted to become binary. The case of binary trees
with two weight functions is much simpler for two reasons. First, two lists of a subtree
T (v) are multiplied only if at node v we do not cut at all. The other advantage is that
in the case of two weight functions, the non-dominating vectors of a list have a natural
ordering. Namely, if we sort any set of two-dimensional vectors, which pairwise do
not dominate, by increasing rst components, the second components will appear in
decreasing order. Therefore, we can distinguish two types of these lists, introducing the
following intuitive notation:
( denotes a weight vector with rst component >R1=2
and second component 6R2=2. Similarly, we dene
(


;
(


, and ( ).
We will show that the size of the list W (v) is bounded by jV (T (v))j2. To prove this,
we rst analyse how big the lists can become in the worst case, when we merge two
lists of type A or B. We use the notation a2A(l; m; r) if the list a is of type A and
the number of elements of type
(


(
(


;
() is bounded by l(m; r). The following
is immediate:
Lemma 1. Let a2A(l; m; r); a0 2A(l0; m0; r0); b2B(l; m; r); b0 2B(l0; m0; r0) then the
following holds:
a a0 2A(l+ l0; m+ m0; r + r0);
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a b0 2B(l+ l0; m0; r + r0);
b b0 2B(l+ l0; m+ m0; r + r0);
a⊗ a0 2A(0; lr0 + rl0; 0);
a⊗ b0 2A(lm0; lr0 + rl0 + lm0 + rm0 + mm0; rm0):
Furthermore; if c := b ⊗ b0 becomes a list of type B we have c2B(lm0 + ml0 +
m1; m2; rm0 + mr0 + m3) and c2A(lm0 + ml0 + m1; lr0 + rl0 + lm0 + rm0 + ml0 + mr0 +
m2; rm0 + mr0 + m3) otherwise; where m1 + m2 + m3 = mm0; mi>0.
After these preparations we can prove:
Theorem 5. Let T = (V; E; w; R) be an instance of TPuC; such that T can be rooted
at a node v0 2V to become binary; w : V !N2 and v2V . Let W (v) denote the list
which is generated by the dynamic program; then W (v) contains at most
(i) one element of type ( );
(ii) jV (T (v))j elements of type ( and ( ;
(iii) jV (T (v))j2 (-elements.
Proof. We proceed by induction on jV j. All statements are trivial if T is a singleton.
Now let v be an inner node. Then T (v) is a binary tree rooted at v. Let v1; v2 denote its
descendants and ni := jV (T (vi))j. Then n1+n2+1=jV (T (v))j. By inductive assumption
W (v1) and W (v2) have at most one element of type ( ).
If W (v) = W (v1) ⊗ W (v2) ⊗ fw(v)g, (i) follows from Lemma 1. Therefore assume
W (v)=(W (v1)W (v2))⊗fw(v)g and both W (v1)⊗fw(v)g and W (v2)⊗fw(v)g con-
tain an element of type ( ). Let li :=wi + w(v) with wi 2W (vi)(i = 1; 2) be these two
( )-elements. But then w1 +w2 +w(v) 4 l1 + l2 4 R. Therefore, W (v)=W (v; 2; 0) 6= ;
and no cut is necessary, a contradiction to the assumed form of W (v).
Next we consider the elements of type
( and (. By Lemma 1 and (i) we have
at most l+ l0 + r + r0 + 1 elements of these types in each list. By induction we have:
l+ r6n1 ^ l0 + r06n2 ) l+ l0 + r + r0 + 16n1 + n2 + 1 = jV (T (v))j.
Finally, again using Lemma 1 and (i) we conclude that there are at most lr0+ l0r+
l + r + l0 + r0 + m
(


-elements in W (v). By induction, (ii), and Lemma 1 we get
lr0+l0r+l+r+l0+r0+m6n1n2+n2n1+n1+n2+max(n21; n22)6(n1+n2+1)2=jV (T (v))j2.
Therefore, the lists W (v) consist of O(jV (T (v))j2) elements. The work load of the
algorithm at a node is dominated by the list multiplication operation ⊗. We assume that
the lists are sorted. Therefore, we are able to multiply only those pairs of vectors in
our lists which have a chance to yield a feasible vector. By Theorem 5 we access only
O(n2) pairs. All dominating elements, can be detected by sorting this list according to
the rst weight which takes O(n2 log(n)). Thus, with a similar analysis as in Theorem
4 we derive:
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Corollary 1. On binary trees with two weight functions the dynamic program has a
worst-case running time of O(n3 log n).
It is easy to construct a class of examples which shows that the list size actually is
p(n) = 
(n2).
Although, we can show that in the general case of bounded degree and bounded
number of weight functions the size of the lists can be bounded by a polynomial, we
feel that our analysis is much weaker. Also we do not yet know good lower bounds. As
our analysis is quite awkward and involved we omit the proofs, referring to Hamacher
[12] for details. The proof is done by generalizing the induction of the binary case
with two weight functions. We have to introduce a more negrained classication of
the weight vectors. The main induction step in the proof of Theorem 5 is based on
the binomial formula which | due to the higher node degree | is replaced by the
polynomial formula. We have no idea how to exploit the fact that we delete dominat-
ing vectors in our analysis, here. Since this deletion, in our experiments, speeded up
the actual computations signicantly, we kept it in the presentation of the algorithm,
although this increases our bounds.
For the number of list items we get:
Theorem 6 (Hamacher [12]). Let T =(V; E; w; R) be an instance of TPuC; where the
degree of T is bounded by  and w : V !Nq and v2V .
The number of list items in W (v) is of order O(jV (T (v))jq(q−1)).
With Theorem 4 the polynomial running time of the algorithm follows.
5. Computational results and applications
We performed two types of computer experiments. During the rst series we wanted
to nd out how good the bounds in Theorem 6 are. The second series we used on
real-world data of vehicle routing problems, where we also routed the clusters. As
stated in Theorem 4, the running time essentially depends on the maximum number of
elements in the lists W (v) occuring during the algorithm. Therefore we consider this
number to be an indicator for the running time.
In the rst series we uniformly generated instances with Ri =1000 (i=1; : : : ; q) and
wi 2 [0; 100]. The size of the graphs varied from 100 to 1000 nodes, the maximum
degree from 2 to 20 and q from 2 to 10. In a rst series of 500 graphs with q = 10
and =20, the largest list (3500 items) occurred in a graph with 200 nodes, although
we generated instances up to 1000 nodes. The reason for this maybe on one hand
that the threshold is relatively small compared to the weights and on the other hand,
that the occurence of large lists is a strictly local phenomenon. Note, that time and
memory requirements of the generalization of the algorithm of Agasi et al. are directly
proportional to R2(q−1) which is 1054 in our rst series.
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Fig. 4. q = 10; 2f2; : : : ; 17g average of 50 runs.
Fig. 5.  = 10; q2f2; : : : ; 10g average of 50 runs.
In Figs. 4 and 5 we plotted the average of 50 runs for each data point. It seems
that, as in our analysis, the parameter  has a stronger inuence on the size of the lists
than q. But the size of the lists, even in the extreme cases, is far below our bounds.
The average behaviour of the algorithm shows that it is suitable for practical use on
moderately large instances.
In our application we had sets of about 850 customers of a vehicle routing problem
located in the Northern half of Germany, which had to be clustered into about 45 tours.
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From the geometrical data we computed the minimal spanning tree for customers. In
order to get routable clusters we used ve weight functions: the freight weight of each
order to model the capacity constraints on the trucks, the length of the incoming arc
as an estimate for the tour length and three integer functions to limit the maximum
number of customers per tour, the maximum number of customers with a time window
in the morning and the maximum number of customers with a small time window.
The clustering on this data is done immediately on a standard Pentium PC. We
routed with standard insert heuristics and a local improvement, taking up to 5 min.
The solutions generated by this algorithm produced routing plans with higher costs
than solutions we obtained using sophisticated local search algorithms [4,15]. Moreover,
in most of the clusters which we generated using the dynamic program, we had to drop
customers to get feasible tours. This was always due to time window constraints.
Nevertheless, the solutions generated with our algorithm were preferred by the dis-
patchers as a starting point for manual planning. The customers not served in these tours
were manually inserted into the tours by the dispatcher accepting infeasible solutions.
The results produced by the local search algorithm were \better" in our mathematical
model but inferior from the point of view of the dispatcher. His objections against the
local search solutions were reasonable, but hard to capture numerically.
The exibility of the use of weight functions in TPuC and the good performance
of our algorithm suggests that this approach could be applicable for other planning
problems with contiguity constraints, as well. For example, similar problems appear in
the design of cable networks. Here, one has restrictions on the diameter of a subtree.
This kind of restriction can be handelled by generalizing the multiplication and addition
operator.
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