Fourier domain methods are fast algorithms for SAR imaging. They typically involve an interpolation in the frequency domain to re-grid non-uniform data so inverse fast Fourier transforms can be performed. In this paper, we apply a frame reconstruction algorithm, extending the non-uniform fast Fourier transform, to stripmap SAR data. Further, we present an improved thresholded frame reconstruction algorithm for robust performance and improved computational efficiency. We demonstrate compelling results on real stripmap SAR data.
I. INTRODUCTION
F OURIER domain methods (FDMs) are the preferred approach for computationally efficient SAR imaging [1] . Backprojection and sparsity-based compression methods yield high quality image but at computational costs far exceeding FDMs [2] , [3] . FDMs, however, are limited by a requirement to re-grid the acquired non-uniformly spaced data so an inverse fast Fourier transform (IFFT) can be applied. These interpolations incur global errors that degrade subsequent SAR image reconstruction quality for FDMs.
Non-uniform fast Fourier transforms (NUFFTs) are efficient, accurate alternatives to standard FDMs, particularly for range-migration algorithms [4] , [5] , [6] . NUFFTs do not suffer from beam-width limitations as do chirp-z transforms [7] and its computational complexity is O(N 2 log N ) for N data points. However the reconstruction quality of NUFFTs is still sub-par. Quadrature weights utilized in NUFFTs cause limited resolution, especially with reduced sampling [4] , [8] .
This letter extends the robustness of NUFFTs to work on real SAR data, improving reconstruction quality while maintaining near-equivalent computational efficiency. We utilize recent theoretical work with frame methods which generalize the underlying NUFFT algorithm [8] . We will refer to this method as the non-uniform Fourier frame-based reconstruction, which we abbreviate (FFR). This theory represents the non-uniform Fourier data with a redundant set of basis functions, and derives a better weighting scheme for the NUFFT. While mathematically elegant, it has not been applied to real data for inverse imaging problems like MRI, SAR, or sonar. McKay In this letter, we present the first application of FFR to stripmap SAR data. In addition, we introduce thresholded nonuniform Fourier frame-based reconstruction (tFFR) to better address the limitations of FFR including faster processing. This provides a compelling alternative to current interpolation methods and NUFFTs while preserving computational efficiency. Our contributions are the following:
1) The first application of FFR for real-world synthetic aperture imaging. 2) A novel thresholding algorithm, tFFR, to improve the FFR in both reconstruction quality and processing speed. 3) Validation of tFFR on actual stripmap SAR data, achieving better performance than the NUFFT, the original FFR, and Stolt interpolation baselines, while maintaining comparable computational efficiency.
II. BACKGROUND A. Stripmap SAR Processing
Stripmap SAR is the imaging technique where a vehicle equipped with the appropriate SAR antenna(s) and receiver(s) travels in a straight path, capturing the perpendicular scene (see Figure 1 ). Stripmap SAR maximizes the area surveyed and has the finest cross-range resolution possible without interrupted coverage [9] . Collected data are typically processed through a range migration algorithm (RMA) also known as "ω-k" processing [10] . This maps signals to the frequency domain, performs match-filtering to perform synthetic aperture refocusing, and then uses a Stolt interpolation to reconstruct the image from the received waveform [9] , [11] .
Before Stolt interpolation, the radar data are non-uniform in the range while uniform in the azimuthal direction. Stolt interpolation aligns non-uniform frequency points onto a grid such that an efficient 2D IFFT can be used [11] . Figure 2 depicts an example stripmap SAR data arrangement in the Fourier domain as well as a desirable band-limited grid for the data to be interpolated upon. This paper seeks to improve the reconstruction quality beyond Stolt using frame-theoretic methods.
B. Non-Uniform Fast Fourier Transforms
An alternative to Stolt interpolation is the Non-uniform Fast Fourier Transform (NUFFT), which achieves better image reconstruction at slightly higher computational cost [4] . To formulate the NUFFT, first consider the underlying inverse imaging problem: Let f (x) be the complex valued radar image we wish to reconstruct,f (λ n ) its Fourier coefficients with {λ n = (λ 1 n , λ 2 n )} N n=1 the 2D frequency domain coordinates with a non-uniform arrangement given by stripmap SAR as shown in Figure 2 . The image is reconstructed from the discrete approximation of the inverse Fourier transform:
If {λ n } lied on a uniformly spaced grid, Equation (1) becomes an inverse discrete Fourier transform (IDFT) with α n = 1 N . When the data are not equally spaced, α n = 1 N and must be chosen carefully to ensure an accurate approximation and the IDFT cannot be directly applied.
To solve this problem, NUFFTs measure the deviation of the received frequencies from a uniformly spaced grid, and then weights their contributions in the inverse transform using a smooth window function [4] . Formally, we write our original radar image multiplied by this window as g = f w, and our approximation becomes the following:
where we utilized the Fourier convolution property. Typically, w is a Gaussian which yields a Gaussianŵ [12] . We can control the weighting of λ n frequencies relative to an uniform grid of points { m } M m=1 (like in Figure 2 ) by setting ξ = m . It follows that g is then:
The radar image is recovered as f = g w . To improve speed, only λ n within a chosen bound q are considered for each m . An illustration of the NUFFT idea is given in Figure 3 . We define the NUFFT formula for the approximation of f :
(4) A key to the success of NUFFTs is the choice of weights α n . A quadrature scheme using trapezoidal rule usually performs well in SAR settings as the non-uniform data are densely sampled [4] , [6] . We note that in MRI, where α n are known as density compensation factors, iterative methods are often used to calculate a n in more sparse settings [13] . In the next section, we present methods using frame theory to derive better estimates for α n . In particular, we present our novel thresholding method to regularize the choice of α n and achieve high quality and cost efficient image reconstructions.
III. THRESHOLDED NON-UNIFORM FOURIER FRAME-BASED RECONSTRUCTION
NUFFTs, while computationally efficient, are sensitive to the underlying non-uniform sampling pattern. This results in low quality image reconstructions if α n are not chosen carefully [14] . This section demonstrates how non-uniform Fourier frame-based reconstruction (FFR) addresses these issues inherent to NUFFTs. Below we demonstrate that the FFR method can be further improved for stripmap SAR applications. In particular we introduce thresholded non-uniform Fourier frame-based reconstruction, which we abbreviate as tFFR, as a novel, robust method achieving state-of-the-art performance on real-world SAR data, while not sacrificing computational efficiency. In Section IV we will present extensive experimental results that validate these claims.
A. Non-uniform Fourier Frame-based Reconstruction (FFR)
FFR was first proposed in [8] . The method interprets nonuniform Fourier data as samples of a Fourier frame. A frame is a set of vectors that span a vector space with no linear independence requirement and is often viewed as an overcomplete basis [15] . This is useful as real-world data often fail to form a basis for a truncated Fourier approximation, but can be used with frames. FFR determines the weights α n in Equation (4) to improve the robustness of the NUFFT [8] .
FFR works by exploiting the so-called admissible frame approxiation (FA) method [16] . Using the notation from Section II, consider the image f (x), sampled non-uniform frequencies λ n , window function w of the NUFFT, and the uniform grid of frequencies, { m } M m=1 . The FA 1 is given as [16] f
where the matrix of coefficients B = [b m,n ] is defined by the Moore Penrose pseudo-inverse B = Ψ † where Ψ is defined as
Observe that (5) provides a robust way to compute the NUFFT, [16] . Standard NUFFT (where the quadrature coefficients (4) are heuristically chosen) can sometimes lack robustness, especially for highly non-unfirom sampling [14] . However, in the the form given, (5) requires O(N M 2 ) complexity from the pseudo inverse calculation, making it impractical for many FDM settings. An efficient implementation for (5) was constructed in [8] and, with an assumption thatŵ is negligible outside a small window, it was shown that
where W = [ŵ( m − λ n )] is the matrix of window function values, K is a constant, and D is a diagonal matrix with D nn = α n . The bound in Equation (7) is exploited to generate the non-uniform Fourier frame-based reconstruction (FFR) which inherits the accuracy of (5) at only a slightly higher computational cost of the standard NUFFT [8] , [16] . The approximation for f is:
where D n,m = B r ((W Ψ) † n,m ) with B r (X n,m ) = X n,m if |m − n| ≤ r and zero otherwise. In other words, D is a banded diagonal matrix. The matrices W and Ψ are designed to be localized along the diagonal, so a band captures most information [16] . The size of the band theoretically determines a trade-off between quality and cost: larger bands better approximate f F A (x), while smaller bands approximate
In real imaging systems, FFR with r > 1 may perform poorly due to noise or limited sampling. In Section IV we propose a thresholding strategy to alleviate these issues for the approximation.
B. Thresholding for Improved FFR Performance
In the stripmap SAR setting, the data lie close to the uniform grid so D can be well approximated by a truncated diagonal matrix. Moreover, data points collected away from the equalspaced grid are likely corrupted by noise and populate the offdiagonal entries of Ψ. We mitigate these effects by defining a threshold on the matrix D. We want to threshold D with Algorithm 1: Stripmap SAR Imaging with tFFR Input: Fourier data: {f ((λ 1 n , λ 2 p )} N,P n=1,p=1 ; grid of frequencies:
x if x ≥ τ and zero elsewhere. This can be interpreted as preserving only the most correlated values of the frame approximation coefficients. Again, the way W Ψ is structured, such values will lie upon or near the diagonal [8] . Equation (8) with such D is our thresholded FFR algorithm (tFFR).
To analytically justify our threshold, we derive an additional bound to Equation (7) to illustrate a fundamental trade-off in the structure of D:
The error derived in Equation (7) is related to either how fully or sparsely populated D is. If it is fully populated, then ||W ΨD − I|| is minimized. Otherwise, if D is sparse, then ||D|| 2 F is minimized. As stated previously, the off diagonal entries of W Ψ are susceptible to noise in real data. Thus, we usually use a high threshold τ , which yields an extremely sparse D in practice and improved computational complexity. Computational Complexity: As previously noted, we expect W Ψ to be diagonally dominant. Thus, τ can be chosen large enough so only diagonal elements survive. Isolating the diagonal of W Ψ to calculate D drastically reduces the computational burden as now O(N ) operations are required to calculate W Ψ and c < N are used because of our threshold. This is far less than the O(N log N ) required for FFR. Once D is calculated, both FFR and tFFR finish their reconstructions with IFFTs requiring O(M log M ) operations.
We summarize the computational complexity of the three frame methods: In practice, we find tFFR performs 5 times faster than FFR on our real experiments in Section IV.
C. tFFR Algorithm for Stripmap SAR Imaging
To implement tFFR for stripmap SAR, we first observe that the 2D radar data can be viewed as a set of 1D slices along the azimuthal direction. Because of this, we reconsider our Fourier data as {f ((λ 1 n , λ 2 p ))} N,P n,p=1 with λ n the azmuthal direction. In this way, we can focus our efforts on the associated non-uniformly sampled range data λ p . The nonuniformity is addressed by calculating Ψ, W and then finding D = R τ ((W Ψ) † ). For stripmap settings, it suffices to just calculate the diagonal of W Ψ for efficiency. Importantly, D only has to be calculated for each slice and the non-uniformity is "corrected" via the product W Df where f is the vectorized slice. Once this and the division of the window function is done for each azimuthal sample, the entire set is uniformly distributed and can be inverted via a 2D IFFT, yielding the image I. The process is detailed in Algorithm 1. Note that the formula for Ψ is found analytically.
IV. EXPERIMENTS
In this section, we validate our proposed tFFR algorithm on real-world stripmap SAR data. We compare against the performance of baselines such as Stolt interpolation, NUFFT, and original FFR. Note: This is the first application of NUFFTs and FFRs to real-world strimap SAR data to the best of our knowledge. We show that our improved thresholding allows for robust reconstructions even in limited sampling settings. We propose a series of metrics to quantitatively evaluate our results and measure the computational speed.
Data: We use data provided in [17] , where a cost efficient X-band rail SAR system was designed to image three objects: a bicycle, a side view of a car, and a push-pin arrangement spelling "Go State". Similar to what was done in [18] , we test our algorithms over stratified sampling cases to get an idea of how they do when frequencies are restricted, e.g. as a result of sensor limitations or jamming. We refer to the full set of data as 100% and subsequent down-sampled cases are restrictions to 90%, 80%, etc. Baselines: We implement three baselines: (i) Stolt interpolation, (ii) NUFFT, and (iii) FFR. For the NUFFT, we use the same window function with trapezoidal-rule-weights for D as previous work [19] , [12] , [4] . For the FFR without thresholding, we set D with a band of r = 2 as proposed in [8] . Following the experiments in [8] , we use the window function w(x) = e −0.01|x−.5| for the NUFFT, FFR, and our tFFR algorithm. For our tFFR method, we let τ = 0.97.
Metrics: While qualitatively viewing the images can yield some insight into reconstruction quality, we require quantitative metrics, especially since there is no ground truth image for comparison. As in [18] , we utilize two reference-less measures: the target-to-background ratio (TBR) [20] , [21] and target-to-background entropy difference (TBED) [22] , respectively given by TBR = 20 log 10 max i∈T (Ii) mean i∈B (Ii) TBED = entropy i∈T (I) − entropy i∈B (I) .
(10)
Both methods work by devising how well a method parses a region with a target from the rest (background). In Equations (10), I is the magnitude SAR image with entries I i either in the target region T or background B. TBR and TBED give a sense of how well a crafted SAR image is at distinguishing a target from the background and from errors that can plague such reconstructions (oscillations, blurring, etc). It has been shown that automatic target recognition schemes improve in performance with increasing TBED values for the training and testing image sets [22] , [23] .
A. Stripmap SAR Results
Overall we see that our tFFR method works best quantitatively in almost every scenario (See Figure 4) . One reason for this success may be attributed to (i) the improved spatial localization in the radar images (validated by metrics), and (ii) the suppressed noise in the background. Figures 5 show example SAR reconstructions from the lowest and highest sampled cases for each image. The "Go State" image turned out to be a failure case for the NUFFT and FFR methods due to their inability to adapt to this sampling configuration of data. Our tFFR reconstructs the image at higher TBED values than the Stolt, demonstrating the power of our method and its inherent flexibility. Further, we see that tFFR, based on both its reconstructed images and quantitative metrics, is able to perform well even in the severely limited sampling cases.
As for computational time, we used the efficient interp function in Matlab for the Stolt interpolation as was done in [17] . This method was therefore implemented fastest, with approximately one second per image. The NUFFT and tFFR both were slower than Stolt,as reflected in Table I , which shows imaging time in seconds for the 100% case (the most computationally expensive task). While our method tFFR requires between two and three times that the the NUFFT, the time is drastically reduced compared to the original FFR method which almost took around nine times as long as the NUFFT. We did not use any parallelization for our tFFR method and see this as a path towards an even faster implementation.
V. CONCLUSION
We detailed our contribution to the field of image recovery methods that combine the speed of NUFFTs with the sampling-robust characteristics of FAs. By employing a thresholding technique within the calculation for a correlation matrix, we were able to improve the computational expense of an existing but untested FFR algorithm with additional benefits including a lesser susceptibility to high frequency noise. We used real-world stripmap SAR data to demonstrate our tFFR method against FFRs, NUFFTs, and traditional Stolt interpolation techniques. We found that tFFR offers quantifiably better image reconstructions than those other known methods at a comparable computational expense.
