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Abstract
This paper aims at determining under which conditions the semi-discrete
optimal transport is twice differentiable with respect to the parameters of the
discrete measure and exhibits numerical applications. The discussion focuses
on minimal conditions on the background measure to ensure differentiability.
We provide numerical illustrations in stippling and blue noise problems.
1 Introduction
Optimal transport [22, 16] is a blossoming subject that has known major
breakthroughs these last decades. Its applications range from finance [23],
mesh generation [11], PDE analysis [15] and imaging [24, 28] to machine
learning and clustering [26, 12].
This paper is limited to the semi-discrete case, which consists in trans-
porting discrete measures (Dirac masses) towards a background measure.
However we allow more general background measures than the densities
with respect to the Lebesgue measure that are usually found in the litera-
ture. In this setting, we prove second order differentiability of the optimal
transport distance for an arbitrary cost with respect to the locations of the
Dirac masses.
Precursors include De Goes [8] (Proposition 2.5.4) who has given the for-
mula of the Hessian in the Euclidean setting. However he has given no proof
of existence. We will make use of the framework developed by Kitagawa and
Mérigot [17] to overcome these restrictions.
As a by-product, we obtain the second order differentiability conditions
for the so-called energy of a Voronoi diagram. The latter remark generalizes
results presented in [9, 19] to higher dimensions and lower regularity of the
background measure.
1.1 Semi-discrete optimal transport
The optimal transport [27] between two probability measures µ and ν defined
respectively on the spaces X and Y with cost c : Y × X → IR+ is the
1
minimization problem :
min
γ∈Π(ν,µ)
∫
Y×X
c(y, x)dγ(y,x), (1)
where Π(ν, µ) is the set of positive measures on Y ×X with marginal distri-
butions on Y (resp. X) equal to ν (resp. µ), that is :
γ ∈ Π(ν, µ)⇔


∫
Y
φ(y)dµ(y) =
∫
Y×X
φ(y)dγ(y,x) ∀φ ∈ L1(µ)
and∫
X
ψ(x)dν(x) =
∫
Y×X
ψ(x)dγ(y,x) ∀ψ ∈ L1(ν)
.
Intuitively, a coupling γ may be seen as a way to transport the mass of
µ to the mass of ν. Specifically γ(B,A) is the mass moved from A to B.
Interpreting φ and ψ as Lagrange multipliers of the constraint Π(µ, ν)
and using a standard inf-sup inversion (see [27] for details), one derives the
Kantorovitch dual problem:
sup
φ(y)+ψ(x)≤c(y,x)
∫
Y
φ(y)dµ(y) +
∫
X
ψ(x)dν(x).
When φ is given, it can be explicitly solved in ψ. The corresponding optimal
ψ⋆ is
ψ⋆(x) = inf
y∈Y
(c(y, x)− φ(y)).
Hence the problem can be cast as
sup
φ
g(φ) with g(φ) =
∫
Y
φ(y)dµ(y) +
∫
X
inf
y∈Y
(c(y, x)− φ(y))dν(x), (2)
where the function g, as a dual function, is naturally concave.
Suppose now that the support of ν is included in a bounded convex
Lipschitz set Ω ⊂ IRd, and that µ is a discrete measure on IRd, that is, given
n ∈ IN, there exists z = (zi)i=1..n with z
i ∈ IRd and m = (mi)i=1..n ∈ IR
n
such that
µ =
n∑
i=1
miδzi ,
where δzi is a Dirac measure located at z
i. In this case the set of test
functions φ can be identified to IRn, so that φ = (φi)i=1..n ∈ IR
n. The
computation of ψ⋆ is then easily given as
ψ⋆(x) = min
i∈[[1,n]]
ψi(x) with ψi(x) = c(zi, x)− φi (3)
Finally introducing the Laguerre tessellation [3] defined by its cells
Li(z, φ) = {x ∈ Ω such that ψ
i(x) ≤ ψj(x) ∀j ∈ [[1, n]]}, (4)
we have ψ⋆ = ψi on Li(z, φ) so that the final formulation of the optimal
transport problem (1) in the semi-discrete setting is
sup
φ
g(φ, z,m) with
g(φ, z,m) =
n∑
i=1
∫
Li(z,φ)
(
c(zi, x)− φi
) 1
#M−1({x})
dν(x) +
n∑
i=1
φimi, (5)
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where #M−1({x}) is defined in Section 2.1 as counting factor of the number
of Laguerre cells that intersect at point x.
The Laguerre cells Li associated to an optimal φ in the maximization (2)
are the “arrival” zones of the mass at each zi by the corresponding coupling
γ. We call such a tessellation an optimal Laguerre tessellation.
We aim at studying the differentiation properties up to the second order
of g(φ, z,m) with respect to its parameters. The differentiation with respect
to m is rather straightforward and will not be discussed hereafter. The
second order differentiability of g with respect to φ is known [21, 7, 18] and
proved in [17]. This proof mainly uses that the Laguerre cells Li are the
intersection for all j 6= i of the sub-level sets (with respect to the value of
φi − φj) of the function x 7→ c(zi, x) − c(zj , x). Using the co-area formula,
the authors are able to compute the differential of g with respect to φ.
Differentiating with respect to z is more involved and is the main goal of the
present paper.
1.2 Link with Voronoi diagrams
The Voronoi diagram {Vi}i is the special case of the Laguerre tessellation
when φ = 0 and the cost is the square Euclidean distance, as can be seen
from definitions (3) and (4).
Moreover, Aurenhammer [4] has proved that for any choice of Lagrange
multipliers φ, there is a vector of masses (mi)i such that the solution of (2)
is given by φ. Indeed, the choice mi = ν(Li(z, φ)) turns φ into a critical
point of the concave function g.
Hence the Voronoi diagram is the optimal Laguerre tessellation for the
choice of mass m˜i := ν(Vi(z)).
Moreover, the mass m˜ is optimal in the following sense:
g(z, m˜, 0) = sup
φ
g(z, m˜, φ)
= inf
m
sup
φ
g(z,m, φ). (6)
A first explanation is that φ is a Lagrange multiplier for the mass constraint,
so that the solution for φ = 0 will be optimal for the mass. Another more
physical interpretation is that, without mass constraints, the best way to
transport a measure ν to a finite number of points is to send each part of ν
to its closest neighbour. Hence we build the Voronoi diagram of the points.
The expression (6) has been coined as the energy of the Voronoi diagram:
GS(z) = g(0, z, m˜) =
∑
i
∫
Vi(z)
‖x− zi‖2dν(x) (7)
Finding critical points of this energy G is also known as the centroidal
Voronoi tessellation (CVT) problem. Indeed, at a critical point z¯ of G, each
z¯i is the barycenter of Vi(z¯) with respect to the measure ν:
z¯i
∫
Vi(z¯)
dν(x) =
∫
Vi(z¯)
xdν(x).
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Results of second order differentiability of G with respect to z has been
proven in [19] and inferred in many different previous papers [14, 2, 10]. How-
ever those papers do not tackle the question of the regularity of ν. Moreover
the Voronoi setting is Euclidean. On both of these points, our work is a gen-
eralization, since differentiability of g immediately implies differentiability
of G.
1.3 Organization of the paper
In Section 2, the main result is given. The hypotheses needed to ensure sec-
ond order differentiability are given in 2.1, the result is stated in Section 2.2,
Theorem 1 and is reformulated in the Euclidean case in Section 2.3. The
rest of Section 2 is devoted to the proof of Theorem 1. Section 3 presents
some numerical results.
2 Second order differentiability
The main goal of this section is to state, in Theorem 1, the sufficient condi-
tions that ensure differentiability of second order of the function
g˜(φ, z) =
∫
Ω
ψ⋆(x)dν(x)
=
∫
Ω
min
i
c(zi, x)− φi dν(x),
which yields immediately the second order derivatives of g = g˜+φ·m defined
in (2).
2.1 Hypotheses and notation
In order to state the hypotheses required for Theorem 1, additional notation
is required.
For all x ∈ Ω, denote M(x) the subset of [[1, n]] given by
M(x) =
{
i ∈ [[1, n]] s.t c(zi, x)− φi ≤ c(zj , x)− φj ∀j ∈ [[1, n]]
}
. (8)
The Laguerre cell Li(z, φ) is then exactly given by
x ∈ Li(z, φ)⇔ i ∈ M(x).
For i 6= k ∈ [[1, n]], denote
eik := {x s.t. c(zi, x)− φi = c(zk, x)− φk}. (9)
Note that Li∩Lk is included in e
ik but the converse fails to be true. First
notice that eik is not included in Ω whereas the Laguerre cells are included
in Ω by definition. Second eik is only the “competition zone" between the
ith and the kth Laguerre cells but it may (and will) happen that x ∈ eik is
included in Lj for some other j and in neither Li nor Lk.
For all i and k, we denote the ε-neighborhood of eik by Nik(ε). By
convention, ei0 is the boundary of Ω and thus Ni0(ε) is an ε-neighborhood
of ∂Ω. Figure 1 illustrates these geometric objects.
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Figure 1: Typical example of eik and the neighborhoods Nik(ε) for i = 1.
The geometric hypotheses on the Laguerre tessellation that are required
for second order differentiability are :
Definition 1 (Diff-2) We say that hypothesis (Diff-2) holds iff
• for all 1 ≤ i ≤ n, (z, x) 7→ c(zi, x) is W 2,∞(B(z0, r) × Ω), where
B(z0, r) is a ball around the point z0.
• there exits ε > 0 such that for all 1 ≤ k 6= i ≤ n, ∀x ∈ eik
‖∇xc(z
i, x)−∇xc(z
k, x)‖ ≥ ε. (Diff-2-a)
• for all i, there exists s small enough and C such that for all 0 ≤ k 6=
j ≤ n, for all 0 < ε, ε′ < s, it holds∣∣Nik(ε) ∩Nij(ε′)∣∣ ≤ Cεε′. (Diff-2-b)
and
lim
ε→0
σ
(
eik ∩Nij(ε)
)
= 0, (Diff-2-c)
where σ is the d− 1 Hausdorff measure.
The geometric hypothesis for second order continuity is
Definition 2 (Cont-2) We say that hypothesis (Cont-2) holds iff there ex-
ists C > 0 such that for all i, j if σ is the d− 1 Hausdorff measure, then
σ(eij ∩ Ω) ≤ C. (Cont-2)
2.2 Main result
Directional derivative of g˜ can be obtained using very mild assumptions on
the cost function c and the approximated measure ν.
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Proposition 0.1 Set Ω a bounded Lipschitz convex set. Suppose that for all
i and for ν-almost every x, the function z 7→ c(zi, x) is differentiable around
z0 and that there exists h ∈ L
1(Ω, ν) with |∇zc(z
i, x)| ≤ h(x) ν-a.e. for all
z around z0. Then g˜ is directionally derivable with derivative given by :
lim
t→0+
g˜((φ+ tdφ, z0 + tdz))− g˜(φ, z0)
t
=
∑
A⊂[[1,n]]
∫
M−1(A)
min
i∈A
(
〈∇zc(z
i
0, x), d
i
z〉 − d
i
φ
)
dν(x)
If ν(M−1(A)) = 0 for each A of cardinal ≥ 2, it holds that g˜ is differen-
tiable and
∇zg˜(z0, φ) =
n∑
i=1
∫
Li(z0,φ)
∇zc(z
i
0, x)dν(x) and
∂g˜
∂φi
(z0, φ) = −ν(Li(z0, φ))
If in addition for ν-almost every x, the function z 7→ ∇zc(z
i, x) is continuous
around z0 for all i, then g˜ is C
1 around (φ, z0).
The theorem ensuring second order differentiability is:
Theorem 1 If the hypotheses of Proposition 0.1 and (Diff-2) hold, and if
ν admits a density with respect to the Lebesgue measure which is W 1,1(Ω) ∩
L∞(Ω) then g˜ is twice differentiable and the formula for the Hessian is given
by :
∂2g˜
∂a∂b
=
∑
i6=j∈[[1,n]]
∫
∂Li∩∂Lj
(∂ac(z
j , x)− ∂aφ
j − ∂ac(z
i, x) + ∂aφ
i)(∂bc(z
i, x)− ∂bφ
i)
‖∇xc(zi, x)−∇xc(zj , x)‖
m(x)dσ
+
∑
i
∫
Li
∂2c
∂a∂b
(zi, x)dν(x)
where σ is the d − 1 Hausdorff measure, m is the density of ν and a or b
have to be replaced by φ or z. If in addition (Cont-2) holds and if the density
m is C0(Ω) then g˜ is C2.
2.3 The Euclidean case
This section deals specially with the Euclidean case c(zi, x) = 1
2
‖zi − x‖22.
Then we have
Proposition 1.1 If c(y, x) = 1
2
‖y − x‖22, all the hypotheses are verified if
ν admits a C0(Ω) ∩W 1,1(Ω) density with respect to the Lebesgue measure,
and zi 6= zj for i 6= j and there is no Laguerre cell of zero Lebesgue volume.
In this case the first order formulas are given by :
∂g˜
∂zi
=
∫
Li
(
zi − x
)
dν(x) and
∂g˜
∂φi
= −ν(Li)
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and the second order formula are given by :
∂2g˜
∂φi∂φj
=
∫
∂Li∩∂Lj
m(x)
‖zi − zj‖
dσ if i 6= j
∂2g˜
(∂φi)2
= −
∑
j 6=i
∂2g˜
∂φi∂φj
∂2g˜
∂φi∂zj
= −
∫
∂Li∩∂Lj
(zj − x)m(x)
‖zi − zj‖
dσ if i 6= j
∂2g˜
∂φi∂zi
= −
∑
j 6=i
∂2g˜
∂φj∂zi
∂2g˜
∂zi∂zj
=
∫
∂Li∩∂Lj
(zj − x)(zi − x)Tm(x)
‖zi − zj‖
dσ if i 6= j
∂2g˜
(∂zi)2
= ν(Li)−
∑
j 6=i
∫
∂Li∩∂Lj
(zi − x)(zi − x)Tm(x)
‖zi − zj‖
dσ
Proof
In the Euclidean case the regularity assumption on c is trivially satisfied.
Moreover eik is an hyperplane and Ω is bounded so that (Cont-2) is trivial.
A direct computation shows that
‖∇xc(z
i, x)−∇xc(z
j , x)‖ = ‖zi − zj‖,
which is non zero by hypothesis and hence uniformly non-zero, so that Hy-
pothesis (Diff-2-a) is satisfied.
For j, k 6= 0, the sets Nik(ε) are ε-neighbourhoods of the hyperplane e
ik,
so that (Diff-2-b) and (Diff-2-c) are verified as soon as the hyperplanes eik
and eij are different for j 6= k. On the other hand, it is impossible that
eik = eij for any j 6= k. Indeed, by the definition (9), it would mean that
zi,zk and zl are aligned and that the Laguerre cell corresponding to the point
between the two others has empty interior, contradicting the hypotheses of
the theorem.
Similarly, if eik∩∂Ω is not reduced to at most two points, by the convexity
of Ω, the set Ω lies on one side of eik and one of the two Laguerre cells Li
or Lk is therefore empty. This final argument proves the case (Diff-2-b) and
(Diff-2-c) for j = 0.
Now let A be of cardinal ≥ 2. Let i and k belong to A, then M−1(A) is
included in eik, but eik is an hyperplane which is of zero Lebesgue measure,
hence ν(M−1(A)) = 0.
The rest of the hypotheses of Proposition 0.1 is trivial. .
As proved in [17], the constant C appearing in (Diff-2-b) depends on the
minimal angle between the intersection of two competition zones eik and eil.
This constant is non-zero since there is a finite number of such intersections
and it drives the C2,α regularity of the function g.
2.4 Technical lemmata
This section is devoted to proving two technical lemmata, the first one en-
sures second-order differentiability of the function g˜ and the second one
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ensures continuity. In this section, fix i, fix a C∞ mapping t 7→ (z(t), φ(t))
that we aim at deriving at time t = 0 . Set s small enough and consider
only t ∈ [0, s]. Throughout this section the objects that depend on (z, φ)
(say of the Laguerre cell Lj(z, φ)) will be written as depending on t (with
the obvious notation Lj(t)). Denote
uikt (x) := c(z
i(t), x)− φi(t)−
(
c(zk(t), x)− φk(t)
)
.
Denote (uikt )
−1(0) := {x s.t. uikt (x) = 0}. Note that (u
ik
0 )
−1(0) = eik, where
eik is defined in (9), Section 2.1.
Lemma 1.1 Suppose that the Laguerre tessellation verifies (Diff-2). Let
ξ : t 7→
∫
Li(t)
f(x, t)dx,
with f in W 1,1 ∩ L∞ then ξ is derivable at time t = 0 with :
∂tξ(0) =
∑
k
∫
Li(0)∩Lk(0)
∂tu
ik
0 (x)
‖∂xuik0 (x)‖
f(x, 0)dσ +
∫
Li(0)
∂tf(x, 0)dx,
where σ is the d− 1 Hausdorff measure on Li(0) ∩ Lk(0).
Lemma 1.2 Suppose the Laguerre tesselation verifies (Cont-2). Let f be
continuous, then ξ : t 7→
∫
Li(t)∩Lk(t)
f(x, t)dσ is continuous.
These lemmata are proven using tools of differential geometry via a diffeo-
morphism θ that maps approximatively Li(0) to Li(t). The organization
of this section is as follows: In Section 2.4.1 the diffeormorphism is built,
and it is shown that θ(Li(0)) ≃ Li(t). The lemmata are then proven in
Section 2.4.2.
2.4.1 Construction of the flow
For any k 6= i, k > 0, (Diff-2-a) ensures that ‖∂xu
ik
0 (x)‖ is uniformly non-
zero on (uik0 )
−1(0). By Lipschitz regularity of ∂xu, ‖∂xu
ik
t (x)‖ is uniformly
non-zero for all x ∈ Nik(s), t ∈ [0, s], provided s is chosen small enough.
Hence the vector field defined as :
V kt (x) := −∂tu
ik
t (x)
∂xu
ik
t (x)
‖∂xuikt (x)‖
2
∀x ∈ Nik(s), t ∈ [0, s],
is Lipschitz and can be extended as wanted outside Nik(s). The flow θ
k
associated to V kt is defined as :
θk0 (x) = x and ∂tθ
k
t (x) = V
k
t (θ
k
t (x)). (10)
The flow θk preserves the level-sets of uikt in the sense that for all x, the
mapping t 7→ uikt (θ
k
t (x)) is a constant as long as θ
k
t (x) remains in Nik(s).
Hence the flow θkt preserves the competition zone between Li(t) and Lk(t).
The objective is to build a flow θ which preserves the whole boundary of
Li(t). To that end, introduce:
N ⋆ik(ε) =
⋃
0≤j 6=k≤n
Nij(ε),
8
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V˜ 3t :
Figure 2: Example of the vector fields V 3t and V˜
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t for i = 1
and denote δk(x) the distance function to N
⋆
ik(0)
δk(x) = inf
y

‖y − x‖, s.t. y ∈ ∂Ω
⋃ ⋃
1≤j 6=k≤n
eij



 .
Set ζ a non-decreasing C∞(IR+, IR) function equal to zero on [0, 1/2] and
to one on [1,+∞[ and for all x, 0 ≤ t ≤ s define
V˜ kt (x) = ζ(
δk(x)
s
)V kt (x) Vt(x) =
n∑
k=1
V˜ kt (x)
Then Vt is equal to V
k
t on Nik(s) \ N
⋆
ik(s). One can safely interpret
that Vt = V
k
t on the edge of Li(t) that is shared with Lk(t) and has been
smoothed to zero on every corner of Li(0).
Denote θ the flow associated to V . We claim that
Proposition 1.2 There exists C, c > 0 such that for all s small enough, for
all k, and 0 ≤ t ≤ cs, the symmetric difference between θt(Li(0)) and Li(t)
has Lebesgue volume bounded by Cst.
Proof Note first that the vector field Vt is always zero on ∂Ω so that θt(Ω) =
Ω for all t. In the sequel Cv denotes an upper bound of the velocity of θ and
θk. Set c ≤ 1/Cv , then for all k :
θkt (e
ik) ⊂ Nik(s), (11)
and then θkt (e
ik) = (uikt )
−1(0). Let x ∈ θt(Li(0))∆Li(t) and denote x0 such
that x = θt(x0). We claim that there exists k ∈ [[1, n]] and 0 ≤ r1, r2 ≤ t
such that uikr1(θr1(x0)) = 0 and u
ik
r2(θr2(x0)) 6= 0.
Indeed, if for instance x ∈ θt(Li(0)) but x /∈ Li(t), then trivially x0 ∈
Li(0), meaning that for all k, u
ik
0 (x0) ≤ 0. But x /∈ Li(t) means that
9
there exists a k such that uikt (θt(x0)) > 0. The continuity of the mapping
t 7→ uikt (θt(x)) ensures that for some r1 we have u
ik
r1(θr1(x0)) = 0. The other
case is done the same way.
Since θ has bounded velocity,
∀r ≤ t ‖θr(x0)− θr1(x0)‖ ≤ Cv|r − r1|.
By (11), since θr1(x0) ∈ (u
ik
r1)
−1(0), then θr1(x0) ∈ Nik(Cvr1), then
∀0 ≤ r ≤ t, θr(x0) ∈ Nik(2Cvt). (12)
Upon reducing c by a factor 2, θr(x0) ∈ Nik(s). We now claim that
there exists 0 ≤ r3 ≤ t such that θr3(x0) ∈ N
⋆
ik(s). (13)
Indeed, if it is not the case, then for all r Vr(θr(x0)) = V
k
r (θr(x0)) and then
θr(x0) = θ
k
r (x0) and hence u
ik
r (θr(x0)) is a constant which is in contradiction
with uikr2(θr2(x0)) 6= 0 and u
ik
r1(θr1(x0)) = 0. Using the bounded velocity of
θ, and (13) we conclude that x = θt(x0) ∈ N
⋆
ik(s+ Cvt) ⊂ N
⋆
ik(2s). Finally,
using (12), we obtain
x ∈ N ⋆ik(2s) ∩ Nik(Cvt) =
⋃
j 6=k
(Nij(2s) ∩Nik(Cvt)) .
By hypothesis (Diff-2-b), the last set has volume bounded by Cst for some
constant depending on Cv, the maximum velocity of θ
k and θ. Since Cv may
be chosen independently of s when s is small enough, then C is independent
of s and t. .
2.4.2 Proof of lemmata
We are now ready to tackle the proof of Lemmata 1.1 and 1.2 in this section.
Proof of Lemma 1.1 In this proof, the rate of convergence of o(t)
t
towards 0 depends on s (as s−1). Let f in L∞(Ω × R) with gradient in
L1(Ω× R) and s small enough. For all t ≤ cs, Proposition 1.2 asserts∫
Li(t)
f(x, t)dx =
∫
θt(Li(0))
f(x, t)dx+O(st)
=
∫
Li(0)
f(θt(x), t)|det(Jθt(x))|dx+O(st)
Where Jθt is the Jacobian matrix of θt.
Using θt(x) = x+ tV0(x) + oL∞(t), we then have (see [13])
f(θt(x)) = f(x, 0) + t∂tf(x, 0) + t∇xf(x, 0) · V0(x) + oL1(t),
|det(Jθt(x))| = 1 + tdiv(V0) + oL∞(t),
where oLa(t) is a time dependent function that, when divided by t goes
towards zero in La norm as t goes to zero. The rate of convergence depends
on the Lipschitz norm of Vt which scales as s
−1.
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Then finally∫
Li(t)
f(x, t)dx−
∫
Li(0)
f(x, 0)dx = tαf (s) + o(t) +O(st) (14)
with αf (s) =
∫
Li(0)
(∂tf(x, 0) +∇xf(x, 0) · V0(x) + f(x, 0)div(V0)) dx.
Recall that V0 depends on s, hence αf depends on s.
A Stokes formula yields
αf (s) =
∫
Li(0)
∂tf(x, 0)dx+
∫
∂Li(0)
f(x, 0)V0(x) · nidσ
This formula is true for Lipschitz domain and Li(0) is Lipschitz because
each eik is Lipschitz as can be proven by a an implicit function theorem
using (Diff-2-b).
Denote Y (s) = {x ∈ ∂Li(0) ∩ ∂Lk(0) s.t. ζ(
δk(x)
s
) 6= 1}. Since
Y (s) ⊂
⋃
j 6=k
(
Nij(s) ∩ e
ik
)
,
we know lim
s→0
σ(Y (s)) = 0 by (Diff-2-c).
Since f is in W 1,1, its trace on eik is in L1(eik) for the measure σ [6].
Hence, noticing that
1∂Li(0)V0(x) =
∑
k 6=i
1∂Li(0)∩∂Lk(0)ζ(
δk(x)
s
)V k0 (x),
the dominated convergence theorem asserts that α(s) converges as s goes to
zero towards
lim
s→0
αf (s) := αf (0) =
∫
Li(0)
∂tf(x, 0)dx+
∑
k 6=i
∫
∂Li(0)∩∂Lk(0)
f(x, 0)V k0 (x)·nidσ.
Now denote,
r(t) = t−1
(∫
Li(t)
f(x, t)dx−
∫
Li(0)
f(x, 0)dx
)
.
Let t go to zero in (14), we have lim sup0+ r(t) = αf (s)+O(s) and lim inf0+ r(t) =
αf (s)+O(s). Letting s goes to zero shows that lim0+ r(t) exists and is equal
to αf (0) which proves lemma 1.1.
Proof of lemma 1.2 The proof of this proposition owes so much to
[17], proposition 3.2 that we even take the same notations. Consider the
following partition of Li(t) ∩ Lk(t) :
At =
{
θkt (x) s.t. θ
k
r (x) ∈ Li(r) ∩ Lk(r) ∀r ∈ [0, s]
}
Bt = {x ∈ Li(t) ∩ Lk(t) s.t. x /∈ At}
It is clear that for all t ≤ s, we have
ξ(t) =
∫
At
f(x, t)dσ +
∫
Bt
f(x, t)dσ
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In [17], in the first part of the proof of Proposition 3.2, the authors show
that
lim
s→0+
∫
As
f(x, s)dσ =
∫
A0
f(x, 0)dσ,
while actually controlling the convergence rate by the modulus of continuity
of f . The reason is that θkt is a Lipschitz diffeomorphism between At and
A0 and that a change of variable allows to prove continuity. Note that no
regularity assumption is made on the set At except that its d− 1 Hausdorff
measure is bounded, which is exactly hypothesis (Cont-2). In order to prove
that the sets Bt are small with respect to the measure dσ, we follow a slightly
simpler and quicker path than [17] due to the fact that we use a stronger
hypothesis in (Diff-2-c).
First if x = θkt (x0) ∈ Bt, then there exists r ∈ [0, s], such that :
θkr (x) ∈ ∂Ω
⋃
j /∈{i,k}
(uijr )
−1(0) (15)
Indeed if x ∈ Bt then θ
k
r (x) is in Li(r) ∩ Lk(r) for r = t and strictly
outiside this set for some r = r1. Recalling that
Li(t)∩Lk(t) =
{
x ∈ Ω s.t. uikt (x) = 0 and u
ij
t (x) ≤ 0 and u
kj
t (x) ≤ 0 ∀j /∈ {i, k}
}
,
and that θkt preserves the level-set 0 of u
ik
t , then for some r, we must have
by the intermediate value theorem either θkr (x) ∈ ∂Ω or u
ij
r (θ
k
r (x)) = 0 or
ukjr (θ
k
r (x)) = 0. Finally if u
kj
r (θ
k
r (x)) = 0, then implies that u
ij
r (θ
k
r (x)) = 0,
since uikr (θ
k
r (x)) = 0.
Suppose that we are in the case uijr (θ
k
r (x0)) = 0 in (15), then θ
k
r (x0) is
in (uijr )
−1(0), which, by finite velocity of θj , is at distance at most Cvs of
eij = (uij0 )
−1(0). By finite velocity of θk, x0 is at distance at most Cvs of
θkr (x0), meaning that x0 is at distance at most 2Cvs of e
ij . Since uik0 (x0) = 0,
we have that x0 ∈ C0 := e
ik ∩N ⋆ik(2Cvs) which dσ goes to zero as s goes to
zero by (Diff-2-c). Finally
Bt ⊂ θ
k
t (C0),
since θkt is a Lipschitz diffeomorphism. Hence as s goes to zero, dσ(Bt) goes
to 0 and hence.
lim
s→0+
∫
Bt
f(x, t)dσ = 0 = lim
s→0+
∫
B0
f(x, 0)dσ,

2.5 Proof of the results of Section 2
The goal of this section is to prove the different results of Section 2. We
begin by Proposition 0.1. Suppose first zi 7→ c(zi, x) is differentiable ν a.e.
for all i and that ν is a positive Borelian measure of finite mass and rewrite
g˜ as
g˜(t) =
∫
Ω
ψ⋆(z, φ, x)dν(x)
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where
ψ⋆(z, φ, x) = min
i
ψi(z, φ, x) with ψi(z, φ, x) = c(zi, x)− φi,
As the minimum of a finite number of differentiable functions, ψ⋆ is mea-
surable and is ν-a.e directionally derivable with formula
ψ⋆
′
(x) := lim
t→0+
ψ⋆(z + tdz, φ+ tdφ, x)− ψ
⋆(z, φ, x)
t
= min
i∈M(x)
〈∇ψi(x), d〉,
with d = (dz, dφ) and ∇ is the gradient with respect to z and φ. Recall for
that purpose that M(x) is exactly the argmin of ψi(x). The function (ψ⋆)′
is seen to be measurable when rewritten as :
ψ⋆
′
(x) =
∑
A⊂[[1,n]]
I1{M−1(A)}(x)min
i∈A
〈∇ψi(x), d〉,
the set M−1(A) being measurable since
(M(x) = A)⇔ (ψi(x) = ψ
⋆(x) ∀i ∈ A and ψi(x) > ψ
⋆(x) ∀i ∈ Ac)
A standard dominated convergence theorem asserts that the directional
derivative of g˜ exists and is given by :
g˜′ =
∫
Ω
(ψ⋆)′(x)dν(x)
and we retrieve
g˜′ =
∑
A⊂[[1,n]]
∫
M−1(A)
min
i∈A
〈∇ψi(x), d〉dν(x)
which is exactly the formula of Proposition 0.1. When one supposes that
ν(M−1(A)) = 0 as soon as the cardinal of A is strictly greater than 1,
then g˜′ is linear w.r.t d and hence differentiable. In this case, we have
M−1({i}) = Li(z, φ) up to a set of zero ν-measure, and hence
∇g˜(z, φ) =
n∑
i=1
∫
Li(z,φ)
∇ψi(z, φ, x)dν(x)
In order to prove the continuity of the gradient of g˜, we use the following
technical lemma with f = ∇ψi(z, φ, x).
Lemma 1.3 Suppose that ν(M−1(A)) = 0 if #(A) ≥ 2. If f is continuous
with respect to z, φ for almost every x and if there exists l ∈ L1(Ω, ν) such
that |f(z, φ, x)| ≤ l(x) ν-a.e. for all (z, φ) then
Fi : (z, φ) 7→
∫
Li(z,φ)
f(z, φ, x)dν
is continuous.
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Proof of Lemma 1.3 First recall that
Li(z, φ) = {x ∈ Ω s.t. ψ
i(z, φ, x) ≤ ψ⋆(z, φ, x)}.
For a sequence (zn, φn) that goes to (z, φ), denote
hn(x) = f(zn, φn, x)I1ψi(zn,φn,x)≤ψ⋆(zn,φn,x)(x)I1Ω(x),
and h = I1Lif . Then
Fi(zn, φn) =
∫
Ω
hndν, Fi(z, φ) =
∫
Ω
hdν.
Moreover hn ≤ l for all n.
If x is such that i /∈ M(x), that is ψi(z, φ, x) > ψ⋆(z, φ, x), then hn(x)
converges to h(x). If x is such that M(x) = {i}, then by continuity of
ψj(z, φ, x) for all j 6= i, ψi(zn, φn, x) = ψ
⋆(zn, φn, x) for n sufficiently large,
hence hn(x) converges to h(x). Then hn converges to h = I1Lif except
possibly on the sets where M−1(A) is of cardinal greater or equal than 2,
which is, by hypothesis, of zero ν-measure.
Since hn ≤ l for all n, a dominated convergence theorem ensures the
continuity of the integral with respect to (z, φ). 
The proof of Theorem 1 is straightforward. We apply Lemma 1.1 to
f(z, x) = ∇zc(z
i, x)m(x) or f(z, x) = m(x), where m is the density of ν.
Then we apply Lemma 1.2 to the formula of the second order derivative in
order to prove second order continuity.
3 Numerical experiments
In this section we test a second order algorithm for the 2-Wasserstein dis-
tance, when c is the Euclidean cost. Two problems will be solved: Blue
Noise and Stippling. In both cases, we optimize a measure µ of the form
µ(z,m) =
∑n
i=1m
iδzi , so that the 2-Wasserstein distance W2(µ(z,m), ν) is
minimal.
• Blue Noise: Here the weights mi are fixed. Hence the functional to
minimize reads as :
inf
z∈IRnd
GB(z) with GB(z) =W2(µ(z,m), ν) = max
φ
g(φ, z,m). (16)
• Stippling: This problem consists in optimizing in m and in z simulta-
neously :
inf
z∈IRnd
inf
m∈∆n
W2(µ(z,m), ν),
where ∆n is the canonical simplex.
The Stippling problem is actually easier than the Blue Noise problem.
Following the discussion of Section 1.2, optimizing the mass amounts to set
φ = 0 and m˜i = ν(Vi):
inf
z∈IRnd
GS(z) with GS(z) =W2(µ(z, m˜), ν) = g(0, z, m˜), (17)
where GS is the Voronoi energy defined in (7). Hence no optimization pro-
cedure is required in φ and m˜ is merely given by computing the ν-mass of
each Voronoi cells.
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Formulas Recall that in the Euclidean case, the formulas for g boil down
to
∂g
∂zi
= M i(zi − z¯i)
∂2g
∂zizj
=
∫
∂Li∩∂Lj
(zj − x)(zi − x)Tm(x)
‖zi − zj‖
dσ if i 6= j
∂2g
∂(zi)2
= M i −
∑
i6=j
∂2g
∂zizj
where M i =
∫
Li
dν is the mass of the ith Laguerre cell and z¯i =
∫
Li
xdν/M i
is its barycenter.
3.1 Lloyd’s algorithm
Algorithm 1 Lloyd’s algorithm with Wolfe stabilization.
1: Inputs:
2: Initial guess z0
3: target measure ν
4: Outputs:
5: An approximation of the solution of (16).
6: while Until convergence do
7: Compute φ⋆(zk).
8: Compute z¯ki the barycenter of the i
th Laguerre cell Li(z
k, φ⋆(zk)).
9: Set dk = z¯ki − z
k
i
10: Set σk = 1 and zk+1i = z
k
i + σ
kdk
11: while not Wolfe conditions fulfilled do
12: σk = σk/2 and zk+1i = z
k
i + σ
kdk.
13: end while
14: k = k + 1
15: end while
16: Return zk.
The gradient algorithm for computing the Blue Noise (resp. the Stippling
problem) is to move each point in the direction of the barycenter of its
Laguerre cell (resp. Voronoi cell). Taking the diagonal metric given by the
mass of the cells M = (M i)i=1..n (which is a decent approximation of the
Hessian), yields the following formula for the gradient of G
〈a, b〉M =
∑
i
M iaibi =⇒ ∇G(zk) = z
i − z¯i. (18)
A fixed step gradient Algorithm with step 1 is to set each point zi exactly
at the location of the barycenter z¯i. This algorithm is well known as a Lloyd-
like or a relaxation algorithm [20, 10]. An improvement of Lloyd’s algorithm
is to ensure a Wolfe step condition [5].
G(zk+1) < G(zk) + 10
−4〈∇G(zk), zk+1 − zk〉M (Wolfe)
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This naturally leads to algorithm 1. The only difference between the Stip-
pling and Blue Noise problems lies in the choice of φ⋆(z). It is chosen equal
to 0 in the Stippling problem and to argmaxφg in the Blue Noise problem.
Numerical experiment shows that it is not necessary to check for Wolfe’s
second condition which ensures that the step is not too small, indeed Lloyd’s
algorithm (and Newton’s algorithm) have a natural step σk = 1.
3.2 Newton’s Algorithm
The second algorithm is a Newton algorithm. Denoting by H the Hessian,
in the Stippling case, we have:
HzzGS = Hzzg
The computation of HzzGB for the Blue Noise case is more involved. A
chain rule yields
HzzGB = Hzzg +Hzφg · ∇zφ
⋆
The existence of ∇zφ
⋆ is given by an implicit function theorem, from
∇φg(φ
⋆(z), z,m) = 0.
Differentiating the above equation with respect to z and applying the chain
rule, we get
Hzφg +Hφφg∇zφ
⋆ = 0
and hence
HzzGB = Hzzg −Hzφg(Hφφg)
−1Hφzg.
The implicit function theorem that proves existence of ∇zφ
⋆ requires the
matrix Hφφg to be invertible. Note that constant φ are always part of the
kernel of g but upon supposing that φ has zero average, the invertibility of
Hφφg is verified throughout the optimization procedure.
Once the Hessian is computed, the Newton algorithm with precondi-
tioning by the matrix M amounts to changing in Algorithm 1 the descent
direction dk by a solution to the linear problem
AM1/2dk = −M1/2∇G(zk) with A = (M−1/2HzzGM
−1/2), (19)
and ∇G(zk) is defined in (18) as the gradient with respect to the metric
M . Newton’s algorithm fails if the Hessian is not positive definite, hence we
propose a work-around based on the conjugate gradient method on the sys-
tem (19). Recall that conjugate gradient method solve exactly the problem
in the Krylov space and that the residues of the conjugate gradient method
form an orthogonal basis of this Krylov space, hence are equal (up to a nor-
malization procedure) to the Lanczos basis. Denote pin the projection on the
Krylov space at iteration n, the matrix pinApin is tridiagonal in the Lanczos
basis hence the computation of its determinant is a trivial recurrence [25].
By monitoring the sign of the determinant throughout iterations one checks
the positiveness of the matrix. The conjugate gradient algorithm is stopped
whenever the matrix A stops being positive definite. The descent direction
is then given by
(pinApin)M
1/2dk = −pinM
1/2∇G(zk),
By convention for n = 0, we solve dk = −∇G(zk). If A is positive, then the
problem (19) is solved exactly.
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3.3 Other considerations
The computation of φ⋆ in the Blue Noise problem is a standard uncon-
strained concave maximization procedure with knowledge of second order
derivatives. In order to compute φ⋆ in a robust manner, we settled on a
Levenberg-Marquardt type algorithm: denoting H(σ) = Hφφg −
1
σ
Id, we
take as descent direction −H(σ)−1∇g(φ), where σ is reduced until Wolfe’s
first order conditions are met. In the Stippling problem, the computation of
φ⋆ = 0 is trivial.
The Laguerre tessellation is computed by CGAL [1]. All the tests where
performed using a standard Lena image as background measure ν which has
been discretized as bilinear by pixel (Q1 finite element method). In the Blue
Noise problem, the mass m is constrained to be equal to 1
n
for all Diracs.
3.4 Numerical results
3.5 Direct comparaison of the algorithms
For the first example, we search the optimal positions of the Dirac masses
for either the Blue Noise or Stippling problem. Three methods are bench-
marked, the Gradient method (Lloyd-like method), the Newton method dis-
cussed in the previous section and a LBFGS method with the memory of
the 8 previous iterations. Tests are performed for 1K and 10K points. The
evolution of the cost functions and the L2 norms of the gradient are dis-
played throughout iterations. Figure 3 displays the results obtained for the
Stippling problem whereas Figure 4 displays the results for the Blue Noise
problem.
Our interpretation of Figure 3 is the following: in the 1K points problem,
the best methods for finding critical points and minimum are, by decreasing
order, Newton, 8-BFGS and Lloyd, which is coherent with theory. For the
10K points problems, the three different methods seem equivalent. Our
interpretation of the 10K points behavior is the combination of two factors.
First we believe that an augmentation of the number of points reduces the
basin of attraction of local minimum. Indeed, in our test the Newton method
failed to attain locally convex points (the Hessian always had a negative
eigenvalue throughout iterations). The second effect of the augmentation of
the number of points is that numerical errors trickle down the algorithm,
eventually preventing the Newton method to accurately find the minimum.
As a conclusion, we find that using second order derivative information in
computing Centroidal Voronoi Tessellation (Stippling problem) is useful for
a small number of points, which renders the application range of this method
quite limited. Note that very similar tests have already been performed in
[19]. The main conclusions of the tests in Figure 3 and Figure 4 is that the
basin of attraction of the Newton method for the Blue Noise problem seems
bigger than the one of the Stippling problem. Hence a second order method
for the Blue Noise problem is of interest as the number of points rises.
3.6 Adding a point
In order to exhibit the helpfulness of second order method for Stippling,
we build an example where the classic gradient algorithm fails to converge.
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Figure 3: Stippling problem with 1Kpts (Top) and 10 Kpts (Bottom). Left : norm
of the gradient, Right : evolution of the cost function.
Empirically the main drawback of Lloyd algorithm is its lack of globalisation.
Suppose one has optimized the position of n Dirac masses for the Blue Noise
or Stippling problem and that one adds one mass at some random location
and wants to optimize the position of the n + 1 Dirac masses. Lloyd’s
algorithm for the Stippling problem will converge slowly due to the fact that
the new point will modify the Voronoi cells of its neighbours only, whereas
the Blue Noise functional is global and every Laguerre cell will be modified
at the first iteration. Hence Lloyd’s algorithm for the Stippling problem
has to wait for the information to propagate through each Voronoi cell, like
the peeling of an onion, one layer at each iteration. The advantages of
the second order method can then be seen, since the Hessian encodes the
connectivity and propagates instantly the information. This effect should
be less important for the Blue Noise case where information is propagated
instantly. In Figure 5, we exhibit this effect for the Blue Noise and Stippling
problem. We optimize with 1K pts with a second order method and then
test either Lloyd’s or Newton’s method.
Our interpretation of Figure 5 lies mainly in the observation of the cost
function. Lloyd’s method for either the Blue Noise or Stippling method con-
verge to a critical point in a fraction of the number of iterations needed for
the random initialization. The objective function for the Stippling problem
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Figure 4: Blue Noise problem with 1Kpts (Top) and 10 Kpts (Bottom). Left :
norm of the gradient, Right : evolution of the cost function.
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Figure 5: Evolution of the cost function (Right) and the norm of the gradient
(Left) for the Stippling problem (Top) and the Blue Noise problem (Bottom)
when one point is added.
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decreases very slowly for Lloyd’s method compared to the Newton method
whereas the decrease of the objective function for the Blue Noise is compa-
rable. We interpret this result as the "peeling layers" effect, only seen in the
Stippling problem, described earlier.
4 Conclusion
In this paper we have studied the conditions under which second order differ-
entiability of the semi-discrete optimal transport with respect to position of
the Dirac masses holds for generic cost function c. This result encompasses
the second order differentiability of the energy of a Voronoi diagram. We
have numerically implemented the second order procedure for both the Blue
Noise and Stippling problem. In the Stippling problem, the numerical ap-
plications are limited by arithmetic precision and small basins of attraction.
The Blue Noise problem is less sensitive to theses effects. An interpretation
of this fact is that the Blue Noise problem is global, a change in the position
of a mass as an effect on the whole set of masses, whereas in the Stippling
problem, a mass only sees its direct neighbours. The Blue Noise problem is
then a more stable problem than the Stippling one.
It is then of the highest interest to understand the smallness of the basins
of attraction and the disposition of local minima for the two corresponding
problem. It is also the aim of future work to understand optimal trans-
portation between Dirac masses and non-regular background measures (say
measures supported by curves) and the corresponding Blue Noise problem.
Such an application requires to differentiate the semi-discrete optimal trans-
port with respect to parameters that describe the underlying background
measure ν.
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