Abstract-We derive a lower bound on the capacity of discretetime Rician-fading channels that are selective both in time and frequency. The noncoherent setting is considered, where neither the transmitter nor the receiver knows a priori the actual channel realization. Single-input single-output communications subject to both average and peak power constraints are investigated. The lower bound assumes independent and identically distributed input data and is expressed as a difference between two terms. The first term is the information rate of the coherent channel with a weighted signal-to-noise ratio that results from the peakpower limitation. The second term is a penalty term, explicit in the Doppler spectrum of the channel, that captures the effect of the channel uncertainty induced by the noncoherent setting. The impact of channel selectivity and power constraints are discussed, and numerical applications on an experimental Rician channel surveyed in an underwater acoustic environment are also provided.
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I. INTRODUCTION

I
N this paper, we derive bounds on the information rate of discrete-time Rician-fading single-input single-output (SISO) channels. Time-varying multipath propagation leading to selective channels in both time and frequency is considered. To provide realistic guidelines for the design of communication systems, we here study the achievable rates under two critical assumptions:
(A1) The average power as well as the peak power of the transmitted symbols are limited. (A2) Neither the transmitter nor the receiver knows the current realization of the channel, but both know the channel distribution.
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Digital Object Identifier 10.1109/TWC.2012.122212.111812 (A1) is the direct translation of limitations imposed by electronic devices, such as power amplifier and mixers, and can also result from regulatory constraints. This assumption is fundamental since it rules out the often used Gaussian or "peaky" signals [2] , [3] from the set of capacity-achieving inputs. (A2) corresponds to the noncoherent setting, where the channel state information (CSI) is unknown to both the transmitter and the receiver. This assumption has to be contrasted with the coherent model, where the CSI is available at the receiver. For most channels, the coherent model is not realistic since receivers are not genie-aided and the effort to acquire the CSI usually induces some capacity loss (pilot insertion, channel estimation errors, etc.). In addition to (A1) and (A2), the channel is assumed to be ergodic.
Despite the efforts that have been expended in the literature to study noncoherent fading channels, few results are available regarding their capacity in the general case. Most of the results available either compute the capacity in asymptotic regimes (infinite-bandwidth, high or low signal-to-noise ratio) and/or derive capacity bounds, with various peak-power and channel selectivity assumptions. For instance, the first contributions on noncoherent capacity mainly focus on memoryless flatfading channels with an unbounded peak power [2] , [4] , [5] . More recently, achievable rates of noncoherent channels with either an average-power or a peak-power constraint have been studied in [6] for memoryless flat-fading channels, in [7] - [9] for channels with correlated fading, and in [10] for frequencyselective fading channels in the high signal-to-noise ratio (SNR) regime. Capacity bounds of correlated fading channels with a limitation on both average and peak power have been derived in [11] for flat Rayleigh-fading channels, and in [12] , [13] for doubly selective (DS) Rayleigh-fading channels.
The work presented in [12] and [13] is closely related to this paper, since these studies include both time and frequency memory in their channel model and assume average as well as peak power limited input data. To derive the capacity bounds, the authors in [12] and [13] partition the doubly dispersive channel in the frequency domain into narrow subbands, so that fading is flat, but time-varying, within each subband. The peak-power constraint is then applied either on each time-frequency slot of the input signal or only on the time representation of this signal. Time-frequency peak power limitation mainly models regulatory rules that apply to systems such as UWB, whereas limitation in the time domain corresponds to constraints imposed by electronic devices. In 1536-1276/13$31.00 c 2013 IEEE [12] and [13] , the capacity bounds resulting from a peak constraint in time only are limited to the low SNR regime. The main motivation of the work presented in this paper has been to derive bounds on the achievable rate for inputs that are peak-constrained in time only, without any restriction on the SNR. Since little is known about the exact structure of optimal signaling under those conditions, we here focus on independent and identically distributed (i.i.d.) input symbols. Moreover, we consider Rician-fading channels that include Rayleigh-fading channels as a special case.
The main contributions of this paper are twofold:
• Using the generalization of the entropy power inequality detailed in [14] , a new lower bound is derived. This lower bound is the difference between two terms. The first term is the coherent information rate of the channel with a weighted SNR that results from the finite peak-power constraint, and the second term translates the rate loss due to the channel uncertainty.
• These bounds are then applied to an experimental underwater acoustic channel, recorded in the Mediterranean sea, which is a typical example of a doubly dispersive Rician-fading channel. A comparison is made between theoretical limits and the actual spectral efficiency of existing underwater communication systems.
This paper is organized as follows. Section II is devoted to the presentation of the system model and the main assumptions. Bounds on the achievable rate over doubly dispersive channels are derived in Section III. In Section IV, we discuss the impact of the channel parameters on the information rate through various numerical experiments. Finally, conclusions are given in Section V.
II. SYSTEM MODEL
A. Notation
Throughout this paper, lowercase boldface letters denote vectors, e.g. x, and uppercase boldface letters denote matrices, e.g., A. The superscripts T and † stand for transposition and Hermitian transposition, respectively. The Hadamard (element-wise) products of two matrices A and B is written 
B. Channel and input data model
T denote the vector of zero-mean input symbols. These symbols are assumed to be i.i.d. with the following constraints
where the peak-to-average power ratio β is a constant satisfying β ≥ 1. The channel output y is given by
where
. . .
and h l (k) is the gain at time k of the channel tap l, for k ∈ {0, N − 1} and l ∈ {0, L− 1}, L < +∞ designating the finite length of the channel impulse response. The fading processes h l (k) are assumed to be ergodic, independent across the L taps but correlated in time within each tap. Our channel model relies on the widely used wide-sense stationary uncorrelated scattering (WSSUS) assumption [15] , so that
with h l the N × 1 vector corresponding to the l-th tap of the channel, i.e.,
T and whereh l and R l are the mean and the covariance matrix of the l-th channel tap, respectively. Note that, thanks to the WSSUS assumption, the covariance matrix R l is Toeplitz for any l. We denote by σ 2 h (l) the element of the main diagonal of R l . Without loss of generality, the channel is assumed to be normalized as follows
It is also assumed that each tap possesses a spectral density function defined as
Using the above quantities, we define the peak SNR and the average SNR as follows
The Rice factor of the l-th channel tap is defined as
C. Definition of the maximum achievable rate
Let F x be the set of probability distributions on x that satisfy the constraints given in Section II-B. The maximum achievable rate over a noncoherent ergodic channel is given by [10, pp. 5946 ],
where I(y; x) = h(y) − h(y|x) is the mutual information between y and x with h(y) the differential entropy of y.
As discussed in the introduction, the maximum achievable rate over a noncoherent channel is notoriously difficult to characterize analytically. Therefore, in the next section we present bounds on the rate C.
III. BOUNDS ON THE ACHIEVABLE RATE
A. Upper bound
By considering an ideal scenario where the receiver knows each channel realization and where the input symbols are not peak-constrained, a rather intuitive upper bound on C can be derived. More precisely, as shown in [16, pp. 937-938] , the chain rule for mutual information yields the following inequality
with I(y; x|H) = h(y|H) − h(y|x, H). By applying [17, Theorem 17.2.3] and by noticing that
Moreover, conditional on x and H, y is complex Gaussian with a covariance matrix equal to σ 2 w I N . Therefore, the maximum achievable rate of a discrete-time Rician WSSUS channel with i.i.d. input symbols that satisfy the peak-power constraint (1) and the average-power constraint (2) is upper-bounded as C ≤ C coh , where
C coh corresponds to the coherent information rate of channel H without any restriction on the peak power of the input symbols and with an average SNR equal to SNR peak /β. 2 This bound represents a reference that will help us to quantify the data rate loss resulting from the peak-power limitation and from our lack of channel knowledge. In addition to its intuitive appeal, we show also in Section IV that this bound proves to be useful for certain experimental Ricianfading channels surveyed in real-life environments. 2 Note that to the best of our knowledge, no closed-form expression is known for this coherent information rate for non i.i.d channel matrices. However, it can easily be assessed numerically via a Monte Carlo technique. 
B. Lower bound
Using the generalization of the entropy power inequality detailed in [14] , a lower bound on the information rate is given in the following theorem.
Theorem 1: The maximum achievable rate of a discretetime Rician WSSUS channel with i.i.d. input symbols that satisfy the peak-power constraint (1) and the average-power constraint (2) is lower-bounded as C ≥ max 0, L DS peak , where
and where λ is a weighting factor given by
K and γ are the solution of the following system of equations
which can be solved numerically.
Proof: See Appendix A. This lower bound is the difference between two terms.
• The first term corresponds to the coherent information rate of the channel as presented in (14), but with an SNR loss, expressed by the factor λ, that results from the peak-power constraint. As shown in Figure 1 , this loss decreases as the peak-power constraint gets weaker. For β = 1, the expression of λ simplifies to λ = 2/(πe), which corresponds to a 6.3 dB SNR difference between the first term of (15) and the upper bound given in (14) .
Note that for peak-to-average powers greater than 6 dB, the SNR loss becomes smaller than 1 dB. • The second term is the rate loss resulting from channel uncertainty, due to the fact that the channel is timevarying and unknown a priori. This term takes the zeromean random part of the channel response into account through the Doppler spectrum.
IV. ILLUSTRATIONS
We next evaluate the bounds of the previous section in various scenarios. Using a synthetic channel model, the impact of different channel parameters on the achievable data rates are first discussed in subsection IV-A. Bounds on the information rate applied to an experimental doubly selective Rician-fading channel surveyed in a real-life environment are then analyzed in subsection IV-B. We numerically approximate the bounds by running Monte Carlo simulations on the finite-dimensional mutual information (i.e., finite N ). Each performance point is averaged over 500 channel realizations and N is set to 5000. 3 
A. Numerical assessment on a synthetic channel model
To illustrate the impact of channel parameters on the information rate, we consider a "canonical" scenario with a discrete-time doubly selective channel defined as follows:
where ν max ≤ 1 denotes the maximum Doppler spread and Δ H the channel spread factor, defined as
• Rayleigh fading, i.e., κ l = 0, ∀ l. Figure 2 shows the behavior of the bounds on the information rate as a function of the channel spread factor, as well as a function of the peak-to-average power ratio β, all for an average SNR set to 15 dB. For this simulation, the pair (L, log 10 ν max ) is chosen uniformly at random . Note that because the number of taps and the maximum Doppler spread does not affect the information rate in a symmetric way, there is not a single performance point for a given channel spread factor. As expected, C coh is not much impacted by the channel selectivity and converges to the information rate of a flat-fading channel as the channel spread decreases [18] . By comparing the lower bounds for β = 0 dB and β = 10 dB, we clearly observe the data rate loss resulting from the peak-power limitation. There can be a difference of up to 1.8 bits/symbol between the two scenarios. This is explained in Figure 1 by the SNR loss λ that decreases with β. For both cases, it can also be noticed that the lower bound remains approximately constant for channel spread factors lower than 10 −2 . This indicates that the lack of channel knowledge due to the noncoherent set-up does not have much of a penalizing effect as long as Δ H < 10 −2 . However, the penalty term of L DS peak becomes quickly preponderant as the channel spread factor increases. For the channel model used in this simulation and at a SNR of 15 dB, this term is expressed as: inf 0<ρ l ≤1:
In Figures 3-(a) and (b), we plot the lower bound L These figures can be used as a means of quantifying the data rate loss resulting from the peak-power limitation and from our lack of channel knowledge. This loss is mainly significant at low SNR. For large peak-to-average power ratios and for SNR values of practical interest for high data rate communication systems (i.e., SNR av > 10 dB), L DS peak becomes close to the coherent information rate C coh , i.e. L DS peak /C coh > 75%. As shown in the next section, the analysis of an experimental channel corroborates this observation.
B. Achievable rates over an experimental doubly selective Rician-fading channel
In this subsection we consider an experimental doubly selective Rician-fading channel. The main objective here is to see whether these theoretical bounds are useful and applicable to real-life channels. The channel studied is an underwater acoustic channel recorded in the Mediterranean sea by Thales Underwater Systems in the vicinity of Sanary-sur-mer (Mediterranean Sea, France) in October 2004. Measurements were made at a carrier frequency of 6 kHz in a 1 kHz bandwidth, with a 60 to 120 m water depth, and a transmission range of 2500 m. This channel is relevant because its envelope is Rician-distributed [19] and also because the underwater environment fully fits in the scenario depicted in the introduction, i.e. the channel realizations are not known a priori to the transmitter and the receiver, and the peak power can be strongly constrained in the time domain because of the cost and volume of transmitting devices (amplifier and acoustic sources). 4 Note that the WSSUS assumption is here an approximation since
• the conversion from a continuous-time channel to a discrete-time channel model, needed for the numerical evaluation, leads to partly correlated taps (see [20, ch. 2] for more details) • the taps' meanh l can be slowly time-varying as shown in [19] , [21] .
The channel impulse response 5 as well as the scattering function corresponding to this channel are plotted in Figure 4 . Note that taps with an average power 20 dB below the strongest tap are assumed to result from noise and are artificially set to 0. For this channel, L equals 35 and the maximum Doppler spread ν max is estimated at 2.7 10 −3 . This spread is obtained from the difference between the largest and the smallest Doppler frequency which exceed 1% of the maximum value of the power-Doppler profile defined as
To assess the bounds on the information rate, we study two scenarios of practical interest for underwater communication systems. The first scenario corresponds to the case where the transmit power is mainly limited by the cost and volume of the amplifier, which mostly induces a strong constraint on the peak-power (β = 1). The second scenario depicts the case where the main constraint results either from energy limitation for battery-powered transmitters or from overheating problems of the acoustic sources (the transducers). In this context, the constraint mainly applies on the average-power and β is usually greater than 10 dB. Figure 5 shows the various bounds applied to the experimental Mediterranean channel in the first scenario, where β = 1. As a reference, the capacity C AWGN peak of the peaklimited AWGN channel is also plotted. 6 In this scenario, C coh is not very relevant, as it is close to the peak-limited AWGN capacity. However, The analysis of L DS peak in Figure 5 leads to the conclusion that, in the operating SNR range of existing high data rate underwater modems (approx. 15 to 20 dB), this channel should make it possible to communicate at a rate of at least 2 to 3 bits/sec/Hz. This means that for channels similar to the one considered here, there is still a significant possible bitrate improvement with respect to existing SISO high data rate modems that usually operate around 1 bit/sec/Hz [23] , [24] . Similarly, this also means that there should be a 5 to 10 dB margin between what is implemented today and the ultimate theoretical limits. Figure 6 shows the different bounds on the information rate in the second scenario, where the system is mainly limited by the average power. As a reference, the capacity C AWGN av of the AWGN channel without peak limitation is also plotted. It can be observed that C Coh and L DS peak are very tight. This means that the Doppler spread is relatively small so that 4 To date, there are no regulatory rules for underwater systems that constrain the peak power in the frequency domain. 5 The channel response was estimated by transmitting a repeated pseudonoise sequence, and then by computing the correlation of the received signal with this sequence. The averaged Doppler shift due to drifting of the transmitting and receiving platforms was also corrected. 6 Note that C AWGN peak has been thoroughly investigated in [22] , where an advanced numerical algorithm has been proposed to compute it. the knowledge of the channel realizations at the receiver (i.e., a coherent setting) does not bring a significant gain in information rate and the rate loss resulting from a finite peak power is rather marginal. This is highlighted in Figure 7 , where the bounds are plotted as a function of the peak-to-average power ratio β in dB for an average SNR set to 15 dB. For the channel considered, the rate loss induced by a peak-power limitation becomes negligible as long as β ≥ 8 dB and the noncoherent setting only induces a 12% rate loss compared to the coherent one. This corroborates the analysis of Figure 3 .
V. CONCLUSION
A lower bound on the achievable rate over doubly selective noncoherent Rician fading channels has been presented and a peak-power limitation on the transmit signal has been considered to reflect the constraint imposed by electronic devices. The effect of channel uncertainty induced by the noncoherent setting has been quantified by a penalty term that is explicit in the channel Doppler spectrum.
Numerical experiments indicate that the lack of channel knowledge due to the noncoherent setting does not have much of a penalizing effect as long as the channel spread factor is lower than 10 −2 . In addition, the peak-power constraint becomes negligible for peak-to-average power ratios greater than 8 dB. This is a strong argument in favor of the development of communication devices capable of transmitting with a high PAPR, for a given average power and energy consumption.
By studying an experimental doubly dispersive Rician fading channel surveyed in a real underwater environment, it has been shown that the bounds on the information rate can be relevant for practical systems. More precisely, the resulting rate estimates, calibrated by measurements of certain key statistical parameters in a typical shallow water environment (i.e. with a high Rice factor, channel spread factor less than 10 −1 ), suggest that some improvements of a factor of two to three are theoretically achievable for point-to-point acoustic links.
Finally, while the lower bound has been shown to be tight in some scenarios (e.g., β ≥ 8 dB, ν max ≤ 10 −2 ), quantitative measures on this tightness are not yet available in the general case. Investigating the tightness of the lower bound is an open problem that deserves further research.
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APPENDIX A PROOF OF THEOREM 1
The starting point for the proof of Theorem 1 is the following information-theoretic inequality [9] , [11] :
I(y; x) ≥ I(y; x|H) − I(y; H|x).
The first term I(y; x|H) is the coherent mutual information and I(y; H|x) is a penalty term that can be interpreted as the rate loss induced by the lack of channel knowledge.
A. Coherent mutual information
We first focus on the coherent term I(y; x|H) and lowerbound it using the generalization of the entropy power inequality due to Zamir and Feder.
Lemma ( T and for any deterministic M × N matrix A, we have h(Au) ≥ h(A u), where u is an N × 1 random vector with independent Gaussian components,
Note that this lemma applies only for real matrix A and vector u. Hence, we start by splitting channel matrix H and vectors x and w into their real and imaginary parts.
For any u ∈ C N and A ∈ C N ×N define
so that the channel input-output relation can be written as
Note that the conditional mutual information of y and x given H satisfies
A lower bound on I(y; x|H) can be obtained by evaluating the mutual information for a specific input distribution. Specifically, let us now consider the set of vectors x that corresponds to the set of vectors x satisfying (1) and (2) with zero-mean i.i.d entries and where each entry has i.i.d real and imaginary parts. To bound h( y|H), we first suggest finding the probability density function of x, within this set, that maximizes the entropy h( x). This function is obtained by solving the following optimization problem
where ζ 2N is the support of the probability density function p x . To satisfy (1) 
From this set of equations, it can be checked that γ = 0 and
is the solution of the optimization problem as long as 1 ≤ β ≤ 3. In this case, p x ( x) is a uniform distribution on the support ζ 2N , so that σ
x /3 (which satisfies (2) as long as β ≤ 3). For β > 3, p x is a truncated Gaussian where K and γ are the solution of the following system of equations
or equivalently,
This system of equations lacks a known closed-form solution. However, it can easily be solved using numerical methods. For all β, the differential entropy of each entry of x is then
This is also the differential entropy of a real Gaussian random variable with variance e
x /β I 2N /(2πeK 2 ) and define y = H x+ w = H I 2N x w . The differential entropy of x being equal to the differential entropy of x and w being a Gaussian vector independent of x and x, we can state that h( x, w) = h( x, w), so that the lemma of Zamir and Feder applies. Therefore,
Conditional on H, y ∈ R 2N is a Gaussian vector of covariance matrix
From the definition of conditional entropy, we have
(34) Note that for 1 ≤ β ≤ 3, we have γ = 0 and K = 1/( √ 2Ω x ). Hence, (34) simplifies to
B. Penalty term
We next upperbound the penalty term I(y; H|x). First, we rewrite the model (3) as
where w l are N ×1 independent noise vectors satisfying w l ∼ CN (0, ρ l × σ 
where (a) results from (37) 7 and (b) is a consequence of 7 We implicitly assume that lim x /β, and (e) is obtained by noticing that R l is Toeplitz and by invoking Szegö's theorem [25] .
Theorem 1 finally follows from the substitution of (34) and (38) into (19) and the bound is tightened by choosing the set of ρ l that minimizes the penalty term.
