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Prize Collecting Traveling Salesman Problem with
Ridesharing
Caixeiro Viajante com Coleta de Preˆmios e Passageiros
Ygor Alcaˆntara de Medeiros1, Marco Cesar Goldbarg1*, Elizabeth Ferreira Gouveˆa Goldbarg1
Abstract: The Prize Collecting Traveling Salesman Problem with Ridesharing is a model that joins elements
from the Prize Collecting Traveling Salesman and the collaborative transport. The salesman is the driver of a
capacitated vehicle and uses a ridesharing system to minimize travel costs. There are a penalty and a bonus
associated with each vertex of a graph, G, that represents the problem. There is also a cost associated with
each edge of G. The salesman must choose a subset of vertices to be visited so that the total bonus collection is
at least a given a parameter. The length of the tour plus the sum of penalties of all vertices not visited is as small
as possible. There is a set of persons demanding rides. The ride request consists of a pickup and a drop off
location, a maximum travel duration, and the maximum amount the person agrees to pay. The driver shares the
cost associated with each arc in the tour with the passengers in the vehicle. Constraints from ride requests,
as well as the capacity of the car, must be satisfied. We present a mathematical formulation for the problem
investigated in this study and solve it in an optimization tool. We also present three heuristics that hybridize
exact and heuristic methods. These algorithms use a decomposition strategy that other enriched vehicle routing
problems can utilize.
Keywords: Travelling salesman Problem — Ridesharing — Metaheuristic
Resumo: O problema do Caixeiro Viajante com Coleta de Preˆmios e Passageiros e´ um modelo que une
elementos do cla´ssico problema do Caixeiro Viajante com Coleta de Preˆmios e do transporte colaborativo. O
caixeiro e´ o motorista de um veı´culo capacitado e usa um sistema de ridesharing para minimizar seus custos de
viagem. Existem uma penalidade e um boˆnus associados a cada ve´rtice do grafo, G, que representa o problema.
Tambe´m existe um custo associado a cada arco de G. O caixeiro deve escolher um subconjunto de ve´rtices para
serem visitados de forma que o total de boˆnus coletado nos ve´rtices seja, no mı´nimo, um paraˆmetro especificado.
O comprimento da rota mais a soma das penalidades associadas aos ve´rtices na˜o visitados deve ser o menor
possı´vel. Existe um conjunto de pessoas que demandam transporte. A requisic¸a˜o de transporte consiste dos
pontos de embarque e desembarque, a durac¸a˜o ma´xima da viagem e o ma´ximo que o passageiro concorda
em pagar. O motorista divide o custo associado a cada arco com os passageiros no veı´culo. As restric¸o˜es das
requisic¸o˜es e da capacidade do carro devem ser satisfeitas. Apresentamos uma formulac¸a˜o matema´tica para
o problema que e´ resolvida por uma ferramenta de otimizac¸a˜o. Tambe´m, apresentamos treˆs heurı´sticas que
hibridizam me´todos exatos com heurı´sticos. Estes algoritmos usam uma estrate´gia de decomposic¸a˜o que pode
ser utilizada por outros problemas de roteamento enriquecido.
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1. Introduc¸a˜o
O objetivo deste trabalho e´ introduzir o Problema do Caixeiro
Viajante com Coleta de Preˆmios e Passageiros (PCV-CPP), ou
Prize Collecting Traveling Salesman Problem with Rideshar-
ing (PCTSP-R), apresentando uma formulac¸a˜o matema´tica e
algoritmos heurı´sticos.
O modelo matema´tico proposto neste trabalho para o PCV-
CPP tem por base a formulac¸a˜o de Balas [1] para o Prob-
lema do Caixeiro Viajante com Coleta de Preˆmios (PCVCP).
O modelo do PCV-CPP expande a formulac¸a˜o citada incor-
porando opc¸o˜es do tipo ridesharing de forma a mesclar o
transporte colaborativo com a exigeˆncia de coleta de preˆmios
visando reduzir os custos de rota do caixeiro. O embarque de
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passageiros e´ seletivo, na˜o se impondo qualquer atendimento
obrigato´rio de demanda. Sa˜o garantidas as condic¸o˜es de tarifa
ma´xima fixadas pelos passageiros. O modelo pode poten-
cializar a sinergia entre os tradicionais sistemas de roteamento
de veı´culos com tarefas e o transporte solida´rio.
A importaˆncia do transporte solida´rio, abrigado na liter-
atura sob a nomeac¸a˜o de ridesharing, se da´ em va´rias di-
menso˜es. O transporte solida´rio pode diminuir a poluic¸a˜o
no meio ambiente e reduzir fluxos de carros nas vias de
transporte, com a consequente reduc¸a˜o de engarrafamentos
nas metro´poles e melhoria da qualidade de vida. Adicional-
mente, sa˜o visı´veis os ganhos no conforto do passageiro, na
socializac¸a˜o, na reduc¸a˜o dos custos operacionais do sistema,
na reduc¸a˜o das a´reas de estacionamento de veı´culos e ate´ nos
investimentos pu´blicos para implantac¸a˜o e manutenc¸a˜o de
sistemas de transportes [15].
No PCV-CPP, o caixeiro pode embarcar, dentre os va´rios
passageiros de oportunidade disponı´veis em cada localidade
potencialmente visita´vel, aqueles cuja origem e destino este-
jam no conjunto das localidades selecionadas pelo caixeiro.
Em func¸a˜o do desembarque, o destino dos passageiros em-
barcados deve pertencer ao trecho da rota ainda por visitar
pelo caixeiro. O embarque so´ e´ possı´vel se a parcela do rateio
atribuı´da ao passageiro em func¸a˜o de seu deslocamento, for
menor ou igual a um valor ma´ximo previamente estabelecido
pelo pro´prio passageiro. O ca´lculo do rateio depende do con-
hecimento da rota e de todos os embarques e desembarques da
rota. Por fim, a capacidade do carro na˜o pode ser ultrapassada.
Os custos de viagem sa˜o rateados, trecho a trecho, entre
todos os ocupantes do carro, computando-se o caixeiro como
um dos ocupantes. Portanto, o modelo proı´be que o caixeiro
lucre com o compartilhamento de acentos, descaracterizando-
se como atividade lucrativa. Como presentemente formulado,
os passageiros participam de um transporte solida´rio, na˜o
de transporte tarifado. O caixeiro pode reduzir seus custos
atrave´s do transporte solida´rio. Entretanto, continua obri-
gado por forc¸a de seu trabalho, a coletar um valor mı´nimo
de preˆmios nas localidades de sua rota e sofrendo uma penal-
idade especı´fica em func¸a˜o de cada demanda que deixa de
atender.
O PCV-CPP e´ um modelo de embarque e desembarque
seletivo, cuja demanda de passageiros e´ atendida de forma
oportunista, exclusivamente em func¸a˜o do interesse do caix-
eiro. A func¸a˜o objetivo da formulac¸a˜o contabiliza somente os
custos do caixeiro. A escolha das tarefas que sera˜o realizadas
pelo caixeiro, modeladas atrave´s da coleta dos preˆmios nas
localidades e´, igualmente, uma decisa˜o seletiva.
O modelo objeto da presente pesquisa, por envolver va´rias
deciso˜es, ale´m de ser uma variante do problema de roteamento
de veı´culos com coleta de preˆmios [1], encontra interfaces
com va´rios modelos da literatura que otimizam o embarque
e desembarque seletivo de passageiros [8] e com modelos
de ridesharing [15]. Por objetividade e pela diversidade de
modelos que compartilham elementos em comum com PCV-
CPP, sera˜o abordados os mais recentes trabalhos diretamente
relacionados.
Calheiros [3] formulou o Problema do Caixeiro Viajante
(PCV) com Passageiros sem considerar a coleta de boˆnus. O
trabalho desenvolve algoritmos e experimento computacional
para a soluc¸a˜o do caso particular de apenas um passageiro
demandar embarque em cada localidade. Bastos et al. [2]
desenvolveram uma formulac¸a˜o e algoritmos para uma vari-
ante do modelo abordado por Calheiros [3] considerando,
adicionalmente, a existeˆncia de peda´gios em algumas das
ligac¸o˜es entre as localidades. Bastos et al. [2] trataram os
peda´gios sob o conceito de faixas de tra´fego associadas a`
descontos ou isenc¸o˜es de peda´gios (high occupancy vehicle
lanes), bem como facilidades de circulac¸a˜o decorrentes do
carro atender a uma taxa de ocupac¸a˜o mı´nima previamente
especificada. Sua experimentac¸a˜o computacional igualmente
considera a demanda de um passageiro por localidade. Sabry
et al. [16] desenvolveram uma formulac¸a˜o e algoritmos para
uma variante do modelo Caixeiro Viajante Alugador com
Passageiros. O trabalho de Sabry et al. [16] mesclou o prob-
lema do caixeiro viajante com passageiros formulado pelo
modelo de Calheiros [3] com o problema do caixeiro alu-
gador, segundo a formulac¸a˜o de Goldbarg et al. [7], man-
tendo a experimentac¸a˜o algorı´tmica com somente um pas-
sageiro por localidade. Finalmente, Silva [17] desenvolveu
uma formulac¸a˜o e algoritmos para o Caixeiro Viajante com
Passageiros e Quota (PCV-PQ). O modelo do PCV-PQ de
Silva [17] distingue-se do modelo de Calheiros [3], todavia,
como nos demais trabalhos anteriormente citados, mante´m
o estudo particular do caso de um passageiro por localidade.
Adicionalmente, por se tratar de um problema de cota, a
func¸a˜o objetivo do modelo na˜o e´ penalizada quando a rota
deixa de visitar localidades que demandam coleta.
O presente trabalho apresenta, ale´m da formulac¸a˜o do
PCV-CPP, algoritmos heurı´sticos para o problema. Na etapa
de validac¸a˜o dos algoritmos, desenvolve-se um estudo es-
tatı´stico para a soluc¸a˜o de um banco de instaˆncias proposto
para o problema. Para ancorar os resultados alcanc¸ados pelos
algoritmos que utilizam passos heurı´sticos em alguma de suas
etapas, sa˜o desenvolvidas duas heurı´sticas que desempenham
exclusivamente passos exatos de soluc¸a˜o. No caso, solucio-
nando de forma o´tima o passo da construc¸a˜o da rota e o passo
da realizac¸a˜o do embarque de passageiros. As instaˆncias de
menor porte sa˜o solucionadas de forma exata por um software
de otimizac¸a˜o. A sec¸a˜o 2 apresenta a formulac¸a˜o matema´tica
para o PCV-CPP. As sec¸o˜es 3 e 4 descrevem os algoritmos
desenvolvidos. A sec¸a˜o 5 apresenta os resultados do experi-
mento computacional, incluindo a metodologia utilizada na
criac¸a˜o das instaˆncias. A sec¸a˜o 6 apresenta as concluso˜es.
2. Formulac¸a˜o Matema´tica
Seja o grafo G = (N,M,B,P), onde N = {1, . . . ,n} e´ o con-
junto de ve´rtices ou localidades, M representa o conjunto
de arestas que interligam os ve´rtices, B = {b1, . . . ,bn} cor-
responde ao conjunto dos preˆmios que sa˜o associados aos
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ve´rtices i ∈ N, e P= {p1, . . . , pn} e´ o conjunto de penalidades
associadas aos ve´rtices. Quando a rota do caixeiro visita uma
localidade, o boˆnus associado a essa localidade e´ considerado
coletado. E´ considerado que o caixeiro parte da cidade 1 e
retorna a ela. Como a localidade 1 e´ visita obrigato´ria, o valor
de seu suposto boˆnus e´ igual a zero, b1 = 0. Caso a locali-
dade i deixe de ser visitada pelo caixeiro, uma penalidade pi
e´ somada a` parcela de custo na func¸a˜o objetivo.
Sa˜o considerados r passageiros demandando transporte e
distribuı´dos por |N|= n localidades potencialmente visita´veis
pelo caixeiro, r ≥ n. O nu´mero de passageiros demandando
por acentos no carro pode variar em cada localidade, sendo
maior ou igual a zero.
O conjunto L = {l1, . . . , lr} define os passageiros. Cada
passageiro li admite gastar, no ma´ximo, ti unidades moneta´rias
para compartilhar as despesas de viagem. A despesa de
cada passageiro e´ calculada pelo rateio entre os ocupantes do
veı´culo, somado trecho a trecho de sua viagem, desde o em-
barque ate´ o desembarque. O caixeiro viajante e´ computado
no rateio como se passageiro fosse. si sa˜o as localidades de
embarque dos passageiros li, e di sa˜o as localidades de seu
desembarque, considerando-se li 6= di, i= 1, . . . ,r. Denomina-
se por s o ı´ndice da localidade de inı´cio e te´rmino da rota. O
paraˆmetro Bmin quantifica o valor de preˆmio mı´nimo que o
caixeiro viajante necessita recolher durante o seu trajeto. O
coeficiente ci j corresponde ao custo da aresta (i, j) ∈M.
Considerando as notac¸o˜es anteriores, as varia´veis de de-
cisa˜o para este problema esta˜o definidas a seguir.
• xi j: varia´vel bina´ria que define se a aresta (i, j) ∈ M
pertence a rota do caixeiro viajante (xi j = 1) ou na˜o
(xi j = 0).
• vli j: varia´vel bina´ria que define se a aresta (i, j) ∈ M
pertence a rota do passageiro de ı´ndice l, l = 1, . . . ,r,
(vli j = 1) ou na˜o (v
l
i j = 0).
• yi: varia´vel bina´ria que define se o ve´rtice i∈N pertence
a rota do caixeiro viajante (yi = 1) ou na˜o (yi = 0).
• ui: varia´vel inteira que representa a ordem do ve´rtice i
na rota do caixeiro viajante.
O modelo matema´tico deste trabalho adapta o proposto
por Silva [17] para as condic¸o˜es do PCV-CPP de forma a con-
siderar as penalidades P= p1, . . . , pn decorrentes da auseˆncia
de uma visita em qualquer localidade i ∈ N.
min Z = ∑
(i, j)∈M
ci jxi j
1+∑l∈L vli j
+∑
i∈N
pi(1− yi) (1)
Sujeito a:
∑
j∈N\{i}
xi j = yi, ∀i ∈ N (2)
∑
j∈N\{i}
x ji = yi, ∀i ∈ N (3)
∑
i∈N\{ j}
xi j ≤ 1, ∀i ∈ N \{s} (4)
∑
i∈N\{ j}
x ji ≤ 1, ∀i ∈ N \{s} (5)
∑
i∈N\{s}
xsi = 1 (6)
∑
i∈N\{s}
xis = 1 (7)
∑
j∈N\{ j}
xi j = ∑
j∈N\{i}
x ji, ∀ j ∈ N \{s} (8)
ui−u j+(n−1)xi j ≤ n−2, 2≤ i, j ≤ n, i 6= j (9)
∑
i∈N
biyi ≥ bmin (10)
∑
l∈L
vli j ≤ kxi j, ∀(i, j) ∈M, i 6= j (11)
∑
(i, j)∈M
ci jvli j
1+∑l∈L vli j
− tl ≤ 0, l = 1, . . . ,r, i 6= j (12)
∑
j∈N\{i}
vlji− ∑
j∈N\{i}
vli j = 0, l = 1, . . . ,r, i∈N \{sl ,dl} (13)
∑
i∈N\{sl}
vlisl = 0, l = 1, . . . ,r (14)
∑
i∈N\{dl}
vldl i = 0, l = 1, . . . ,r (15)
∑
i∈N\{s}
vlsi = 0, l = 1, . . . ,r, s 6= sl (16)
1≤ ui ≤ n−1 2≤ i≤ n (17)
bs = 0 (18)
xi j ∈ {0,1}, ∀(i, j) ∈M (19)
vli j ∈ {0,1} ∀(i, j) ∈M, l = 1, . . . ,r (20)
ui ∈ N, ∀i ∈ N (21)
yi ∈ {0,1}, ∀i ∈ N (22)
A func¸a˜o objetivo apresentada pela equac¸a˜o (1), contabi-
liza o custo total do caixeiro viajante, considerando a soma
da parcela do rateio de rota com a parcela das penalidades
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decorrente da eventual auseˆncia de visitas em localidades do
grafo. As restric¸o˜es (2) e (3) controlam os valores da varia´vel
yi que recebe o valor 1 quando a localidade i pertence a` rota.
As restric¸o˜es (4) e (5) permitem que o percurso do caixeiro
possa ser formado por um subconjunto dos ve´rtices perten-
centes a N. As restric¸o˜es (6) e (7) asseguram que o trajeto do
caixeiro inicia e termina no ve´rtice inicial s= 1. A restric¸a˜o
(8) garante que a rota do caixeiro possui continuidade. A
restric¸a˜o (9) garante a formac¸a˜o de um u´nico ciclo na soluc¸a˜o,
conforme a proposta de Miller et al. [13]. A restric¸a˜o (10)
garante que o caixeiro vai coletar a quantidade mı´nima de
preˆmios Bmin imposta como tarefa. A restric¸a˜o (11) garante
que a capacidade do carro na˜o sera´ excedida. A restric¸a˜o (12)
assegura que o passageiro de ı´ndice l, l = 1, . . . ,r, embarcado
no carro, so´ dispendera´ no rateio o valor ma´ximo tl unidades
moneta´rias. A restric¸a˜o (13) obriga que o passageiro l so´
desembarque no seu ve´rtice de destino dl . As restric¸o˜es (14)
e (15) asseguram que os passageiros de ı´ndice l, l = 1, . . . ,r,
na˜o podera˜o desembarcar no seu ve´rtice de embarque sl e
na˜o podera˜o embarcar no seu ve´rtice de desembarque dl . A
restric¸a˜o (16) restringe que os passageiros desembarcados na
localidade inicial da rota, embarquem novamente. A restric¸a˜o
(17) define o intervalo de valor da varia´vel auxiliar u para
assegurar o funcionamento da restric¸a˜o (9). A restric¸a˜o (18)
determina que o ve´rtice inicial s na˜o possui preˆmio de coleta.
As restric¸o˜es (19) a (22) caracterizam o intervalo de valor das
varia´veis de decisa˜o do modelo.
3. Algoritmos HERS na soluc¸a˜o do PCV-
CPP
Os algoritmos propostos sa˜o denominados Algoritmos com
Etapas Heurı´sticas, Exatas e de Roleta (HERS – Heuristic,
Exact and Roulette Steps). Os citados algoritmos propo˜em ex-
ecutar a divisa˜o da construc¸a˜o e aperfeic¸oamento da soluc¸a˜o
de um problema de otimizac¸a˜o em diversas fases. No caso da
presente pesquisa, as heurı´sticas propostas dividem o processo
construtivo em treˆs diferentes etapas, mesclando os objetivos
de intensificac¸a˜o e diversificac¸a˜o entre essas fases. Na abor-
dagem proposta, na˜o ha´ qualquer divisa˜o de fases que sep-
are intenc¸o˜es de intensificac¸a˜o ou de diversificac¸a˜o da busca
como, por exemplo, na meta-heurı´stica construtiva GRASP
[5]. Igualmente, sa˜o definidas livremente tanto o nu´mero de
fases quanto as etapas com buscas locais. Como um exemplo
possı´vel para a proposta geral de tipo de algoritmos, a primeira
fase do processo construtivo pode ser desempenhada por um
procedimento exato, seguindo-se por uma segunda fase de
construc¸a˜o realizada atrave´s de uma roleta [11] e, finalmente,
concluindo-se a construc¸a˜o da soluc¸a˜o atrave´s de um segundo
procedimento exato.
Em princı´pio, cada diferente estrate´gia construtiva es-
tara´ associada a um diferente tipo de varia´vel de decisa˜o.
A decomposic¸a˜o da soluc¸a˜o construtiva em fases e a aplicac¸a˜o
de diferentes estrate´gias construtivas em cada fase caracteri-
zam os algoritmos HERS. Tais algoritmos podem ser aplica-
dos a diferentes problemas de otimizac¸a˜o combinato´ria com
deciso˜es acopladas. O algoritmo 1 exibe a decomposic¸a˜o da
tomada de decisa˜o do me´todo, ressaltando-se que cada fase im-
plementa uma estrate´gia especı´fica para definir suas varia´veis
associadas, todavia embutindo as deciso˜es alcanc¸adas no
processo da pro´xima fase. As varia´veis Sol aA, Sol bAB e
Sol pAB . . .P denotam, respectivamente, as soluc¸o˜es obtidas
pelas estrate´gias construtivas A, B, e P.
Algoritmo 1: HERS
Entrada: deciso˜es A, B, . . . P
Saı´da: Sol
1 inı´cio
2 Sol aA← Solver(Model,A)
3 Sol bAB← Solver(Model,Sol aA)
4 Sol pAB . . .P←
Solver(Model,Sol pAB . . .P−1)
5 Sol← Sol pAB . . .P
6 retorna Sol
7 fim
Como abordado no modelo da sec¸a˜o 2, a soluc¸a˜o do PCV-
CPP deve envolver, de forma o´tima e simultaˆnea, as seguintes
deciso˜es: 1- A selec¸a˜o das localidades que sera˜o visitadas
pela rota do caixeiro; 2- A rota que sera´ cumprida para visitar
as localidades selecionadas; 3- A estrate´gia de embarque dos
passageiros.
O boˆnus e´ considerado automaticamente coletado em cada
localidade visitada. As treˆs deciso˜es do problema sa˜o interfer-
entes, contudo, podem ser realizadas de modo independente.
E´ possı´vel decidir, primeiramente, quais localidades sera˜o
visitadas pelo caixeiro. Apo´s, e´ possı´vel determinar uma rota
que passe pelas localidades. Finalmente, um embarque de
passageiros pode ser definido para a rota formada nos dois
primeiros passos. O processo construtivo deve, todavia, tomar
as deciso˜es de modo a garantir formar, ao final, uma soluc¸a˜o
via´vel. O embarque depende do conhecimento das locali-
dades e da rota. A rota depende do conhecimento pre´vio das
localidades visitadas. As localidades podem ser selecionadas
exclusivamente em func¸a˜o do atendimento do recolhimento
de boˆnus. Atendida a hierarquia de construc¸a˜o, no caso, e´
possı´vel a formac¸a˜o de soluc¸o˜es via´veis. Cada uma das etapas
construtivas, contudo, pode ser realizada atrave´s de diferentes
estrate´gias.
HERS1 (algoritmo 2) e HERS2 sa˜o duas heurı´sticas HERS
para o PCV-CCP. Ambas constroem uma soluc¸a˜o em treˆs
etapas. A primeira seleciona um conjunto de localidades
formando uma rota via´vel. A etapa e´ realizada com o uso de
uma roleta [11] ponderada pela penalidade das localidades,
sorteando-se localidades ate´ obter um conjunto de localidades
que atenda ao preˆmio mı´nimo obrigato´rio. A primeira etapa e´
resumida nos passos de 6 ate´ 8 do algoritmo 2.
A segunda etapa construtiva define a rota que o caixeiro
vai cumprir sobre o conjunto das R localidades selecionadas.
A decisa˜o e´ alcanc¸ada no passo 9 atrave´s da aplicac¸a˜o da
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Algoritmo 2: HERS1
Entrada: G= (N,M,B,P), Bmin, Passageiros L,
Itermax
Saı´da: Sol∗
1 inı´cio
2 Iter← 0;
3 enquanto Iter < Itermax fac¸a
/* R e´ um conjunto de
localidades */
4 R← R∪{0};
5 Candidatos← N \{0};
6 enquanto boˆnus de R< Bmin fac¸a
7 c← v ∈Candidatos via roleta;
8 Candidatos←Candidatos\{c}
R← R∪{c};
9 fim enquanto
10 Sol← LKH(R);
11 Sol← EmbarqueHeurı´stico(Sol,L);
/* BestSols conte´m SolMax
melhores soluc¸o˜es */
12 Bestsols←MelhoresSol(BestSols,Sol);
13 Sol∗← A melhor soluc¸a˜o em Bestsols;
14 se f (Sol)< f (Sol∗) enta˜o
15 Iter← 0;
16 fim se
17 fim enquanto
18 para cada Sol′ ∈ BestSols fac¸a
19 Sol′← EmbarqueExato(Sol′,L);
20 BestSols←MelhoresSol(BestSols,Sol′);
21 fim para
22 Sol∗← A melhor soluc¸a˜o em Bestsols;
23 retorna Sol∗;
24 fim
heurı´stica Lin-Kernighan [10]. A terceira fase realiza um
embarque heurı´stico dos passageiros no passo 10. O proced-
imento heurı´stico de embarque e´ apresentado no algoritmo
3.
A heurı´stica HERS1, apo´s o passo 16, desconsidera o em-
barque da melhor soluc¸a˜o heurı´stica encontrada e desenvolve
uma soluc¸a˜o exata para o embarque, concluindo a soluc¸a˜o. A
heurı´stica HERS1 termina apo´s a soluc¸a˜o exata do embarque.
A heurı´stica apresentada no algoritmo 3 leva em considerac¸a˜o
a restric¸a˜o de tarifa imposta pelo passageiro e a capacidade
do veı´culo. A heurı´stica cria uma fila de passageiros a serem
embarcados, seguindo a ordem de visitac¸a˜o das localidades
na rota. Os passageiros sa˜o inseridos nesta fila se e somente
se:
1. As localidades de origem e destino do passageiro per-
tencerem a`s visitadas na rota do motorista.
2. A localidade de destino situar-se, na rota, adiante da
Algoritmo 3: Procedimento EmbarqueHeurı´stico
Entrada: Soluc¸a˜o S, Passageiros L
Saı´da: S
1 inı´cio
2 Inicialize uma fila f com todos os passageiros
l ∈ L, se e somente se, lorigem e ldestino ∈ S.rota e
S.rota.indice(ldestino)> S.rota.indice(lorigem) ;
3 enquanto f 6= fac¸a
4 l← f .pop();
5 se houver vaga no carro entre o trajeto do
passageiro l enta˜o
6 Marque l ∈ L como embarcado;
7 fim se
8 fim enquanto
9 para todo passageiro embarcado l ∈ L fac¸a
10 Custo← Custo do trajeto do passageiro l na
rota da soluc¸a˜o S;
11 se Custo> l.limite enta˜o
12 Desmarque l ∈ L como embarcado;
13 fim se
14 fim para
15 S← S∪L;
16 retorna S;
17 fim
localidade de embarque.
Garantido a viabilidade do desembarque, o algoritmo
busca embarcar os passageiros seguindo a ordem estabele-
cida pela fila. A primeira verificac¸a˜o testa a capacidade do
carro relacionado ao trajeto de cada passageiro. A segunda
verificac¸a˜o garante a tarifa limite imposta pelo passageiro na
medida em que o rateio se forma.
A heurı´stica HERS2 diferencia-se da HERS1 por subme-
ter a soluc¸a˜o Sol obtida no passo 10 do algoritmo 2 a um
procedimento de busca local segundo a arquitetura VNS (Vari-
able Neighborhood Search). A heurı´stica VNS foi introduzida
por Mladenovic´ e Hansen [14]. Para o PCV-CPP, sa˜o usadas
treˆs diferentes vizinhanc¸as descritas a seguir. A sequeˆncia de
aplicac¸a˜o das treˆs vizinhanc¸as e´ descrita no algoritmo 4.
• Vizinhanc¸a N1(Sol): Obtida pela troca de 2 ve´rtices
adjacentes na rota por 2 ve´rtices que na˜o pertencem ao
trajeto.
• Vizinhanc¸a N2(Sol): Obtida pela remoc¸a˜o de 2 ve´rtices
adjacentes no trajeto por 1 ve´rtice que na˜o pertence ao
trajeto, na mesma posic¸a˜o dos ve´rtices removidos.
• Vizinhanc¸a N3(Sol): Obtida pela remoc¸a˜o de 1 ve´rtice
no trajeto do caixeiro e inserc¸a˜o de 3 ve´rtices na˜o per-
tencem ao trajeto, na mesma posic¸a˜o que o ve´rtice re-
movido.
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Algoritmo 4: VNS para o PCV-CPP
Entrada: BestSol, Passageiros L
Saı´da: BestSol
1 inı´cio
2 Sol← BestSol;
3 Iter← 0;
4 enquanto Iter < Itermax fac¸a
5 r← 3;
6 k← 0;
7 enquanto k < r fac¸a
8 Gere um vizinho qualquer Sol′ ∈ Nk(Sol);
9 Sol′′← LKH(Sol);
10 EmbarqueHeurı´stico(Sol′′, L);
11 se f (Sol′′)< f (Sol) enta˜o
12 Sol← Sol′′;
13 k← 1;
14 sena˜o {k← k+1};
15 fim se
16 fim enquanto
17 se f (Sol)< f (BestSol) enta˜o
18 BestSol← Sol;
19 f (BestSol)← f (Sol);
20 Iter← 0;
21 sena˜o {Iter← Iter+1};
22 fim se
23 fim enquanto
24 retorna BestSol;
25 fim
3.1 Heurı´sticas com Passos Exatos (HES - Heuris-
tics of Exact Steps)
Com base na arquitetura proposta no algoritmo 1, e´ possı´vel
propor duas heurı´sticas que construam soluc¸o˜es para o prob-
lema desempenhando algoritmos exatos em cada etapa. As
duas esta˜o resumidas nos algoritmos 5 e 6.
Algoritmo 5: HES/CPP
Entrada: G= (N,M,B,P), Bmin, Passageiros L
Saı´da: Sol
1 inı´cio
2 Sol.rota← SolverRotaModel 1(G,Bmin);
3 Sol← SolverCarregamento(Sol.rota,L);
4 retorna Sol;
5 fim
A heurı´stica denominada CPP, no passo SolverRota, solu-
ciona de forma exata Model 1, usando o modelo de programac¸a˜o
matema´tica de coleta de preˆmios proposto por Balas [1]. A
heurı´stica PCV soluciona de forma exata Model 2, que cor-
responde ao modelo de programac¸a˜o matema´tica do caixeiro
viajante, conforme formulac¸a˜o proposta por Miller et al. [13].
Algoritmo 6: HES/PCV
Entrada: G= (N,M,B,P), Bmin, Passageiros L
Saı´da: Sol
1 inı´cio
2 Sol.rota← SolverRotaModel 2(G);
3 Sol← SolverCarregamento(Sol.rota,L);
4 retorna Sol;
5 fim
Deve-se observar que a soluc¸a˜o do caixeiro viajante obtida
na heurı´stica PCV e´ tambe´m uma soluc¸a˜o para o problema
de coleta de preˆmios, uma vez que, ao visitar todas as locali-
dades, atende obrigatoriamente a` coleta da cota mı´nima Bmin
do modelo de Balas [1] para qualquer instaˆncia PCV-CPP
via´vel. Por outro lado, a soluc¸a˜o do caixeiro viajante resulta
na neutralizac¸a˜o do efeito da penalidade na func¸a˜o objetivo
do modelo do caixeiro com coleta de preˆmios. A reduc¸a˜o da
parcela de penalidades pode ser potencialmente promissora
para gerar bons limites para o problema, especialmente em
um modelo que possui a possibilidade de reduzir os custos
nominais das ligac¸o˜es da rota atrave´s do rateio de despesas. A
reduc¸a˜o devida aos ganhos de embarque tem potencial para,
em alguns casos, alterar a economia de rota decorrente da
reduc¸a˜o do nu´mero de localidades na rota. Usando o mesmo
raciocı´nio, na˜o e´ possı´vel descartar o interesse de realizar
visitas para adiante do valor mı´nimo imposto pela restric¸a˜o
de coleta de preˆmios e assim explorar melhores configurac¸o˜es
de embarque.
No caso das heurı´sticas HES/PCV que solucionam o caix-
eiro viajante, a fase de escolha das localidades se funde com
a fase da escolha das rotas. Segue-se, depois da determinac¸a˜o
da rota do caixeiro viajante, diretamente o embarque dos pas-
sageiros na rota encontrada.
A segunda fase das heurı´sticas descritas no algoritmo 5 re-
aliza a soluc¸a˜o exata do embarque de veı´culos na soluc¸a˜o par-
cial construı´da na primeira fase. Um modelo de programac¸a˜o
capaz de resolver essa etapa considera a varia´vel de decisa˜o
v j ∈ [0,1] que assume o valor 1 se o passageiro j = 1, . . . ,r
esta´ embarcado na soluc¸a˜o e 0 em caso contra´rio, a constante
Ci ∈ R+, que define o custo da i-e´sima ligac¸a˜o na rota e, por
fim, a constante t j ∈ R+, j = 1, . . . ,r, o valor da tarifa ad-
missı´vel para o passageiro j. O passo que soluciona de forma
exata o carregamento das rotas, SolverCarregamento, pode ser
formulado pelo modelo que esta´ representado nas equac¸o˜es
23 a 28 e submetido para a soluc¸a˜o exata em um solver.
min Z = ∑
i∈M
Ci−
k
∑
w=2
ciziw
w(w−1) (23)
Sujeito a:
∑
{ j∈L|org( j)≤i<dst( j)}
v j =
k
∑
w=2
ziw, ∀i ∈ N (24)
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∑
i∈N
qli ≤ tl , ∀l ∈ L (25)
civ j−
k
∑
w=2
ciziw
w(w−1) ≤ q ji, ∀i∈M,{∀ j∈L,org( j)≤ i< dst( j)}
(26)
qli ∈ R+, ∀i ∈ N,∀l ∈ L (27)
ziw < 1,ziw ∈R+, ∀i ∈ N,2≤ w≤ k (28)
Observe-se que, ao realizar passos de soluc¸a˜o exata, as
heurı´sticas HES podem enfrentar a soluc¸a˜o de problemas NP-
difı´ceis. O fato sugere um esforc¸o computacional, para um
caso geral, de ordem exponencial no tamanho do nu´mero
de varia´veis da etapa. Assim, as heurı´sticas HES na˜o garan-
tem, para os casos reais, a certeza de seu uso generalizado.
Presentemente, a estrate´gia mostrou-se justificada e via´vel,
permitindo atender a necessidade de buscar boas soluc¸o˜es
para o conjunto de instaˆncias de teste e estabelecer uma an-
coragem qualitativa para as soluc¸o˜es obtidas pelos procedi-
mentos HERS propostos. Adicionalmente, a composic¸a˜o de
soluc¸o˜es exatas permite examinar o potencial de acoplamento
das deciso˜es na instaˆncia atacada, testando o afastamento do
o´timo global do valor obtido por uma eventual composic¸a˜o
de o´timos locais. Como o problema PCV-CPP e´ de extrema
complexidade, contendo restric¸o˜es e func¸a˜o objetivo na˜o lin-
eares, mesmo casos de pequeno porte sa˜o de difı´cil soluc¸a˜o.
Contudo, quando decomposto em etapas com deciso˜es inde-
pendentes, o porte do problema e´ suficiente para viabilizar,
computacionalmente, a soluc¸a˜o exata das etapas construtivas.
4. GRASP
A meta-heurı´stica GRASP (Greedy Randomized Adaptive
Search Procedure), apresentada por Feo e Resende [5], realiza
um processo dividido em duas fases. A primeira fase constro´i
uma soluc¸a˜o e a segunda aperfeic¸oa a soluc¸a˜o construı´da.
O algoritmo 7 mostra os passos do algoritmo GRASP para
a soluc¸a˜o do PCV-CPP. Os passos de 6 a 11 implementam
o me´todo construtivo. A etapa de 6 a 9 implementa uma
escolha pelo me´todo da roleta [11], ponderada pela penalidade
das localidades, sorteando-se as localidades para formar um
conjunto de visitas que atenda ao preˆmio mı´nimo necessa´rio.
Em seguida, e´ utilizada a heurı´stica Lin-Kernighan [10], com
a finalidade de obter a ordem de visita sobre o conjunto de
localidades obtidas pelo passo anterior.
O aspecto adaptativo do GRASP e´ localizado na segunda
etapa de construc¸a˜o da soluc¸a˜o PCV-CPP. Como pode ser
visualizado a seguir pelo algoritmo 8.
A heurı´stica do algoritmo 8 e´ do tipo semigulosa aleato´ria,
onde se leva em considerac¸a˜o a restric¸a˜o de tarifa imposta
Algoritmo 7: GRASP para o PCV-CPP
Entrada: G= (N,M,B,P), Bmin, Passageiros L,
Itermax
Saı´da: BestSol
/* R e´ um conjunto de localidades
*/
1 inı´cio
2 Iter← 0;
3 enquanto Iter < Itermax fac¸a
4 R← R∪{0};
5 Candidatos← N \{0};
6 enquanto boˆnus de R< Bmin fac¸a
7 c← v ∈Candidatos via roleta;
8 Candidatos←Candidatos\{c}
R← R∪{c};
9 fim enquanto
10 Sol← LKH(R);
11 Sol← EmbarqueAdaptativo(Sol,L);
12 Sol← VNS(Sol);
13 Bestsols←MelhoresSol(BestSols,Sol);
14 Sol∗← A melhor soluc¸a˜o em Bestsols;
15 se f (Sol)< f (Sol∗) enta˜o
16 Iter← 0;
17 fim se
18 fim enquanto
19 para cada Sol′ ∈ BestSols fac¸a
20 Sol′← EmbarqueExato(Sol′,L);
21 BestSols←MelhoresSol(BestSols,Sol′);
22 fim para
23 Sol∗← A melhor soluc¸a˜o em Bestsols;
24 retorna Sol∗;
25 fim
pelo passageiro e a capacidade do veı´culo. O aspecto adapta-
tivo se da´ como base na utilizac¸a˜o de uma Lista Restrita de
Candidatos (LRC) formada pelos passageiros a serem embar-
cados.
Inicialmente e´ criado um conjunto de candidatos C com
todos os passageiros aptos a embarcar no veı´culo do caixeiro.
O passageiro e´ inserido no conjunto de candidatos C, se e
somente se, a localidade de origem e de destino do passageiro
considerado pertencer a`s localidades visitadas na rota do caix-
eiro e se, na rota, a localidade de destino for localizada adiante
da localidade de embarque.
A func¸a˜o g(c) define quais passageiros do conjunto de
candidatos C pertencem a` LRC. Desta forma, a func¸a˜o uti-
liza como valor, a diferenc¸a do ponto de origem e destino
do passageiro na rota do caixeiro, ou seja, a quantidade de
localidades que o passageiro visitara´ embarcado no veı´culo.
Para esta func¸a˜o sa˜o utilizadas equac¸o˜es 29 a 31.
g′ = max{g(c)|c ∈C} (29)
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Algoritmo 8: Heurı´stica de Embarque Adaptativo
Entrada: Soluc¸a˜o S, Passageiros L
Saı´da: S
1 inı´cio
2 Inicialize uma lista de candidatos C com todos os
passageiros l ∈ L, se e somente se, lorigem e
ldestino ∈ S.rota e
S.rota.indice(ldestino)> S.rota.indice(lorigem) ;
3 enquanto C 6= fac¸a
4 Para todo c ∈C compute o valor da func¸a˜o
g(c) da forma que se segue,
S.rota.indice(cdestino)−
S.rota.indice(corigem) ;
5 Defina LRC(C)←{c ∈C|g(c)};
6 Selecione c∗ aleatoriamente de LRC(C) ;
7 se houver vaga no carro entre o trajeto do
passageiro c∗ enta˜o
8 Marque l ∈ L referente a` c∗ como
embarcado;
9 fim se
10 Remova c∗ dos passageiros candidatos C;
11 fim enquanto
12 para todo passageiro embarcado l ∈ L fac¸a
13 Custo← Custo do trajeto do passageiro l na
rota da soluc¸a˜o S;
14 se Custo> l.limite enta˜o
15 Desmarque l ∈ L como embarcado;
16 fim se
17 fim para
18 S← S∪L;
19 retorna S;
20 fim
g∗ = min{g(c)|c ∈C} (30)
g∗ ≤ g(c)≤ g∗+α(g′−g∗)} (31)
No passo 5 do algoritmo 8 e´ definida a LRC com base
na func¸a˜o g(c). Desta forma, o passageiro candidato c ∈C
e´ inserido na LRC, se e somente se, a equac¸a˜o 31 for va´lida.
Vale salientar que a equac¸a˜o 31 possui o paraˆmetro α que
e´ passado como paraˆmetro ao algoritmo. Em seguida, pelo
passo 6, o algoritmo seleciona aleatoriamente um passageiro
que pertenc¸a a LRC para embarcar no veı´culo. A primeira
verificac¸a˜o e´ da capacidade do carro relacionado ao trajeto de
cada passageiro. A segunda verificac¸a˜o visa garantir o limite
de tarifa do passageiro considerando o rateio do custo que e´
formado em cada trecho da rota.
A etapa de intensificac¸a˜o de busca do GRASP e´ realizada
pelo VNS descrito no algoritmo 4 da sec¸a˜o 3. Em seguida, os
embarques heurı´sticos de passageiros das melhores soluc¸o˜es
obtidas nas iterac¸o˜es do algoritmo sa˜o removidos e calculados
de forma exata, como descrito na sec¸a˜o 3.1. O procedimento
retorna a melhor soluc¸a˜o calculada.
5. Experimento Computacional
Por se tratar de um modelo pioneiro na literatura, o projeto de
validac¸a˜o dos algoritmos de soluc¸a˜o contemplou construir
casos testes para o problema, buscar a soluc¸a˜o exata das
instaˆncias de teste, encontrar soluc¸o˜es exatas compostas e,
finalmente, uma etapa de soluc¸a˜o heurı´sticas compostas. A
etapa exata foi realizada atrave´s do solver de programac¸a˜o
matema´tica Gurobi na versa˜o 7.5.2 [9], utilizando o modelo
da sec¸a˜o 2. Para a maioria das instaˆncias, o solver foi inca-
paz de alcanc¸ar ate´ mesmo um limite de soluc¸a˜o considerado
o horizonte de 80.000 segundos de execuc¸a˜o. A heurı´stica
Lin-Kernighan foi implementada segundo a versa˜o 2.0.8 do
trabalho de Helsgaun [10].
Os experimentos foram executados em uma ma´quina Work-
station, com processador Intel Core i7-2600K, 3.40GHz com
4GB de memo´ria RAM e sistema operacional Ubuntu 16.04.3
LTS 64-bit. Os algoritmos do trabalho foram implementados
na linguagem C++ na versa˜o 11. O compilador utilizado foi o
GNU C++ Compiler (g++) versa˜o 5.4.0.
5.1 Constituic¸a˜o das Instaˆncias de Teste
Para sistematizar a produc¸a˜o de instaˆncias para o problema, a
pesquisa propoˆs um gerador de instaˆncias. O gerador recebe
dois paraˆmetros de entrada: a quantidade de localidades do
grafo G, n, e a capacidade do carro, k. Na primeira fase de
criac¸a˜o das instaˆncias, o gerador produz um grafo completo
com arestas de custo sorteadas em distribuic¸a˜o uniforme entre
100 e 250. Se o valor da aresta e´ sorteado uma u´nica vez, a
instaˆncia e´ dita sime´trica. Se e´ realizado um sorteio para cada
direc¸a˜o da aresta, a instaˆncia e´ dita assime´trica.
A quantidade de passageiros em cada localidade i foi
sorteada em distribuic¸a˜o uniforme no intervalo [0,1.5dke].
Cada passageiro tem seu destino sorteado aleatoriamente
em sorteio uniforme sobre as localidades do grafo diferente
daquela que o passageiro ocupa. A tarifa admissı´vel para
o passageiro e´ calculada pelo valor do caminho mais curto
entre a localidade de hospedagem do passageiro e a locali-
dade de destino, multiplicado por um valor aleato´rio sorteado
uniformemente no intervalor [2,3].
Os preˆmios das localidades sa˜o sorteados em distribuic¸a˜o
uniforme entre 100 a 250. Bmin e´ fixado como 40% da soma
de todos os preˆmios das localidades. As penalidades por
deixar de visitar uma localidade sa˜o sorteadas no intervalo
[1,30], considerando-se b1 = p1 = 0, a penalidade e o boˆnus
da localidade inicial da rota.
As instaˆncias geradas como anteriormente descritas, sa˜o
classificadas como instaˆncias aleato´rias do Grupo A. A partir
das instaˆncias do Grupo A sa˜o constituı´das instaˆncias de-
nominadas do Grupo B por um procedimento que altera a
distribuic¸a˜o dos valores dos boˆnus da instaˆncia em func¸a˜o
das penalidades da localidade. A redistribuic¸a˜o dos boˆnus
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e´ realizada com o auxı´lio de uma roleta [11] em func¸a˜o das
penalidades das localidades, atribuindo-se maior chance de
preˆmios maiores para localidades com penalidades maiores.
A partir do Grupo B, forma-se o grupo C de instaˆncias atrave´s
de uma alterac¸a˜o em relac¸a˜o a quantidade de passageiros de
cada ve´rtice i. Define-se a atratividade da localidade como
a soma do preˆmio bi com a penalidade pi. A quantidade
de passageiros existentes em uma localidade i e´ tornada in-
versamente proporcional a` atratividade dessa localidade. A
redistribuic¸a˜o de passageiros e´ realizada em todas as local-
idades atrave´s de um sorteio em roleta, com maior chance
de ocupac¸a˜o para os ve´rtices com menor atratividade. Caso
uma alterac¸a˜o na localidade de origem do passageiro fac¸a
coincidir destino com origem, e´ gerado uma nova localidade
de destino para este passageiro. Por u´ltimo, considerando
que podem ocorrer alterac¸o˜es de origem, a tarifa admissı´vel
dos passageiros e´ recalculada para cada passageiro conforme
o procedimento de caminho mais curto ja´ descrito anterior-
mente.
5.2 Parametrizac¸a˜o
Os paraˆmetros de inicializac¸a˜o do algoritmo foram definidos
pela ferramenta IRACE (Iterated Racing for Automatic Al-
gorithm Configuration) [12]. Para o banco de treinamento
da ferramenta foram utilizadas 12 instaˆncias, 6 sime´tricas
e 6 assime´tricas, sorteadas aleatoriamente. As instaˆncias
envolveram 10, 20, 30, 40, 50 e 100 localidades. Foram
sorteadas quatro instaˆncias por grupo. A tabela 1 exibe a
distribuic¸a˜o das instaˆncias. As instaˆncias de treinamento na˜o
sa˜o usadas no conjunto de instaˆncias do experimento.
Table 1. Instaˆncias para treinamento do IRACE
Inst. n k Grupo Inst. n k Grupo
s10-3 10 3 A a10-3 10 3 A
s20-4 20 4 B a20-4 20 4 B
s30-4 30 4 B a30-4 30 4 B
s40-4 40 4 C a40-4 40 4 C
s50-4 50 4 A a50-4 50 4 A
s100-4 100 4 C a100-4 100 4 C
A Tabela 2 mostra os limites fornecidos ao IRACE para a
parametrizac¸a˜o. A Tabela 3 apresenta os valores retornados e
que foram utilizados nos experimentos.
Table 2. Limites determinados para o IRACE
Paraˆmetro Descric¸a˜o Intervalo
IterMax Nu´mero de Iterac¸o˜es {50, 80, 100,
de HADeS 1 e 2 150, 200,
250, 300}
IterSearchMax Nu´mero de Iterac¸o˜es [5,20]
do Proc. VNS
GurobiTime Tempo limite em segundos [30,60]
para a execuc¸a˜o
do solver Gurobi
FileSize Quantidade das [2,10]
melhores soluc¸o˜es
α Paraˆmetro utilizado na LRC [0,1]
Table 3. Valores obtidos pelo IRACE
Paraˆmetro HERS HERS2 GRASP
IterMax 250 300 300
IterSearchMax - 17 20
GurobiTime 43 54 52
FileSize 9 10 7
α - - 0.42
O paraˆmetro IterMax define a quantidade ma´xima de
iterac¸o˜es realizada por todos os algoritmos. O paraˆmetro
IterSearchMax anota as iterac¸o˜es da busca local no VNS. O
paraˆmetro GurobiTime, determina o tempo ma´ximo, em se-
gundos utilizado pelo solver Gurobi durante a determinac¸a˜o
do embarque exato em uma rota. O paraˆmetro determina que
o solver e´ interrompido quando alcanc¸ar o limite de tempo, re-
tornando nesse caso, uma soluc¸a˜o aproximada. Caso o solver
retorne uma soluc¸a˜o aproximada que na˜o melhore a soluc¸a˜o
anteriormente existente, a soluc¸a˜o do solver e´ descartada. O
paraˆmetro FileSize determina a quantidade ma´xima das mel-
hores soluc¸o˜es que o algoritmo deve guardar no decorrer da
execuc¸a˜o. Por fim, o paraˆmetro Alpha e´ utilizado pela LRC
no algoritmo GRASP.
5.3 Resultados
Para a obtenc¸a˜o da soluc¸a˜o o´tima dos casos teste, as instaˆncias
foram submetidas ao solver Gurobi segundo o modelo da
sec¸a˜o 2 e executado ate´ o limite de 80.000 segundos para cada
instaˆncia. As heurı´sticas HERS1, HERS2, e a meta-heurı´stica
GRASP foram executadas 30 vezes em cada instaˆncia com os
paraˆmetros definidos na tabela 3. As heurı´sticas HES/CCP e
HES/PCV, como algoritmos determinı´sticos, foram executas
apenas uma vez.
Os valores retornados pelo solver foram: Incumbent, o
resultado final encontrado para a instaˆncia, e Best Bound, o
limite inferior calculado para a instaˆncia. GAP e´ a diferenc¸a
em porcentagem dos valores Incumbent e Best Bound. Por
fim, o tempo em segundos levado para executar o algoritmo.
As tabelas 4 a 6 mostram os resultados obtidos pela execuc¸a˜o
da soluc¸a˜o exata do modelo da sec¸a˜o 2.
O experimento comprovou que o me´todo exato so´ con-
seguiu encontrar a soluc¸a˜o para instaˆncias com apenas 10
ve´rtices em todos os grupos. Para instaˆncias de tamanho 20, a
execuc¸a˜o do solver foi interrompida pelo tempo, encontrando
soluc¸o˜es aproximadas com GAP entre 80% a 85%. Nas de-
mais instaˆncias, o solver acabou ultrapassando a capacidade
de memo´ria RAM da ma´quina com 4Gb de RAM.
Table 4. Valores do Gurobi para o grupo A
Inst Incumb BestB Gap T(s)
s10-3 380,10 380,10 0% 8317,12
s10-4 365,38 365,38 0% 27996,79
s20-4 746,47 134,81 81,90% 80000
a10-3 302,53 302,53 0% 3152,56
a10-4 316,08 316,08 0% 12179,72
a20-4 672,4 104,47 84,50% 80000
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Table 5. Valores do Gurobi para o grupo B
Inst Incumb BestB Gap T(s)
s10-3 386,78 386,78 0% 8864,55
s10-4 354,97 354,97 0% 15062,21
s20-4 729,07 112 84,60% 80000
a10-3 304,86 304,857 0% 3138,81
a10-4 314,35 314,35 0% 20435,62
a20-4 679,4 104,66 84,60% 80000
Table 6. Valores do Gurobi para o grupo C
Inst Incumb BestB Gap T(s)
s10-3 366,997 366,997 0% 7042,14
s10-4 344,84 344,84 0% 6649,28
s20-4 698,14 112,08 83,94% 80000
a10-3 305,64 305,64 0% 2582,97
a10-4 287,06 287,06 0% 8093,68
a20-4 671,07 104,91 84,40% 80000
Para os experimentos com os demais algoritmos os valores
retornados foram: a soluc¸a˜o mı´nima, me´dia e tempo me´dio
de execuc¸a˜o dos algoritmos HERS 1, HERS 2, e GRASP. Por
fim, a soluc¸a˜o obtida e tempo de execuc¸a˜o das heurı´sticas
HES/CPP e HES/PCV.
Os resultados obtidos para cada grupo de instaˆncias, po-
dem ser visualizados nas tabelas de 25 a 28.
Com o intuito de facilitar a avaliac¸a˜o dos resultados obti-
dos, a Tabela 7 demonstra a comparac¸a˜o entre vito´rias e der-
rotas de cada algoritmo em relac¸a˜o a seus melhores resultados
descritos nas tabelas de 25 a 28.
Table 7. Comparac¸a˜o dos melhores resultados de todos os
grupos (Vito´rias x Derrotas).
HERS1 HERS2 GRASP H/CPP H/PCV
HERS1 - 10 x 36 6 x 40 53 x 1 54 x 0
HERS2 36 x 10 - 17 x 26 54 x 0 54 x 0
GRASP 40 x 6 26 x 17 - 54 x 0 54 x 0
H/CPP 1 x 53 0 x 54 0 x 54 - 39 x 15
H/PCV 0 x 54 0 x 54 0 x 54 15 x 39 -
Pelo resultado quantitativo alcanc¸ado na tabela 7, os algo-
ritmos que obtiveram melhores performances relativas foram o
HERS 2 e o GRASP, superando qualitativamente as heurı´sticas
do tipo HES (CPP e PCV). O GRASP obteve um melhor re-
sultado do que o HERS 2 com uma diferenc¸a de 9 instaˆncias.
5.4 Teste Estatı´stico
Para examinar as concluso˜es qualitativas com os resultados
obtidos, realizou-se um teste estatı´stico post-hoc de Conover
[4] aplicado ao teste de Friedman [6]. A tabela 8 exibe os
p-valores retornados pelo teste de Friedman em ambos os
grupos de instaˆncias. Nossa ana´lise levou em considerac¸a˜o o
nı´vel de significaˆncia de 0,05.
As tabelas 9 a 11 resumem o teste de Post-hoc de Conover
aplicado ao teste de Friedman nos grupos.
Os testes de Friedman e Post-hoc de Conover indicam
que os algoritmos HERS1, HERS2, GRASP, e HES possuem
Table 8. p-valores do teste de Friedman
Grupo p-valor
A 3,97E-13
B 4,77E-12
C 1,09E-11
Table 9. Teste post-hoc no grupo A
HERS1 HERS2 GRASP H/CPP
HERS2 4,50E-09 - - -
GRASP 5,30E-14 6,70E-03 - -
H/CPP 1,20E-15 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 2,00E-16 4,30E-03
Table 10. Teste post-hoc no grupo B
HERS1 HERS2 GRASP H/CPP
HERS2 4,10E-03 - - -
GRASP 2,40E-04 2,89E-02 - -
H/CPP 2,00E-16 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 2,00E-16 2,40E-04
Table 11. Teste post-hoc no grupo C
HERS1 HERS2 GRASP H/CPP
HERS2 8,40E-05 - - -
GRASP 2,20E-06 3,00E-01 - -
H/CPP 3,80E-16 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 2,00E-16 1,80E-01
diferenc¸a estatı´stica em relac¸a˜o ao resultado obtido dos grupos
de instaˆncias A e B em virtude de ambos os testes terem
exibido p-valores menores do que o valor de significaˆncia
0,05. O teste do algoritmo GRASP e HERS2 mostrou-se
inconclusivo para o grupo C.
Para examinar o desempenho em tempo dos algoritmos,
foi realizado o teste estatı´stico de Friedman e Post-hoc de
Conover em relac¸a˜o ao tempo me´dio de execuc¸a˜o dos algorit-
mos HERS1, HERS2, e GRASP. Os algoritmos HERS sa˜o ex-
ecutados apenas uma vez por serem determinı´sticos. A tabela
12 exibe os p-valores retornados pelo teste de Friedman em
ambos os grupos de instaˆncias, com o valor de significaˆncia
de 0,05.
Table 12. p-valores do teste de Friedman para o tempo
Grupo p-valor
A 6,76E-14
B 7,45E-14
C 3,22E-13
As Tabelas 13 a 15 resumem o teste post-hoc de Conover
aplicado ao teste de Friedman em ambos os grupos. Em
relac¸a˜o ao tempo me´dio de execuc¸a˜o dos algoritmos, fica
comprovado pelo teste de Friedman e post-hoc Conover que
possuem diferenc¸a estatı´stica.
5.4.1 Experimento com HERS2 x GRASP
No experimento descrito na sec¸a˜o anterior, os algoritmos que
obtiveram melhores resultados foram o HERS2 e o GRASP.
No grupo C, apesar do GRASP ter tido um melhor desem-
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Table 13. Teste post-hoc relativo ao tempo no grupo A
HERS1 HERS2 GRASP H/CPP
HERS2 2,00E-16 - - -
GRASP 9,40E-13 2,30E-04 - -
H/CPP 4,30E-12 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 2,00E-16 3,90E-09
Table 14. Teste post-hoc relativo ao tempo no grupo B
HERS1 HERS2 GRASP H/CPP
HERS2 2,00E-16 - - -
GRASP 1,20E-12 1,20E-05 - -
H/CPP 3,30E-10 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 2,00E-16 2,00E-10
Table 15. Teste post-hoc relativo ao tempo no grupo C
HERS1 HERS2 GRASP H/CPP
HERS2 3,00E-16 - - -
GRASP 4,00E-12 2,00E-02 - -
H/CPP 8,30E-11 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 2,00E-16 2,00E-07
penho qualitativo em 9 instaˆncias a mais do que o HERS 2,
o teste post-hoc exibiu resultado inconclusivo. Para apro-
fundar a ana´lise em busca de obter um indicador conclu-
sivo, desenvolveu-se um teste com base no tempo me´dio de
execuc¸a˜o de cada algoritmo.
Para o experimento, utilizou-se o tempo me´dio de execuc¸a˜o
computado para cada instaˆncia do experimento inconclusivo,
segundo o crite´rio de parada de cada algoritmo. Com este
propo´sito, ao inve´s do HERS2 e GRASP utilizarem o paraˆmetro
IterMax (sec¸a˜o 5.2) como crite´rio de parada sem melhorias
da soluc¸a˜o, o paraˆmetro utilizado nos algoritmos foi o tempo
me´dio de execuc¸a˜o do algoritmo rival para a instaˆncia em
curso. Desta forma, testa-se a condic¸a˜o do algoritmo receber
um tempo maior do tempo de parada projetado, e ser capaz de,
usando o novo tempo, melhorar sua soluc¸a˜o. Ou se, recebendo
um tempo menor que o projetado, piora o seu desempenho
qualitativo. Basicamente o teste explora a sensibilidade do
algoritmo em relac¸a˜o a` variac¸a˜o do tempo. A seguir pode ser
visualizado os resultados para os demais grupos de instaˆncias
pelas Tabelas de 29 a 31.
Com o intuito de facilitar a avaliac¸a˜o dos resultados obti-
dos, a Tabela 16 ilustra a comparac¸a˜o entre vito´rias e derrotas
de cada algoritmo em relac¸a˜o a seus melhores resultados de-
scrito nas Tabelas 28 (HES) e 29 a 31.
Table 16. Comparac¸a˜o dos melhores resultados apresentados
de todos os grupos no experimento HERS X GRASP
(Vito´rias x Derrotas).
HERS2 GRASP H/CPP H/PCV
HERS2 - 25 x 18 54 x 0 54 x 0
GRASP 18 x 25 - 54 x 0 54 x 0
H/CPP 0 x 54 0 x 54 - 39 x 15
H/PCV 0 x 54 0 x 54 15 x 39 -
A tabela 17 ilustra os p-valores do teste de Friedman [6] e
as tabelas 18 a 20 o teste de post-hoc de Conover [4]. Ambos
os testes estatı´sticos sa˜o em relac¸a˜o as melhores soluc¸o˜es dos
algoritmos HERS2 e GRASP.
Table 17. p-valores do teste de Friedman para o teste HERS2
x GRASP
Grupo p-valor
A 6,76E-14
B 7,45E-14
C 3,22E-13
Table 18. Teste post-hoc do experimento HERS2 x GRASP
no grupo A
HERS2 GRASP H/CPP
GRASP 6,41E-03 - -
H/CPP 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 8,80E-04
Table 19. Teste post-hoc do experimento HERS2 x GRASP
no grupo B
HERS2 GRASP H/CPP
GRASP 1,30E-03 - -
H/CPP 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 7,70E-07
Table 20. Teste post-hoc do experimento HERS2 x GRASP
no grupo C
HERS2 GRASP H/CPP
GRASP 5,50E-01 - -
H/CPP 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 1,50E-01
O teste de Friedman e o post-hoc de Conover ilustrado
pelas tabelas 21 a 24 sa˜o em relac¸a˜o ao tempo me´dio de
execuc¸a˜o de cada algoritmo.
Table 21. p-valores do teste de Friedman para o teste HERS2
x GRASP relativo ao tempo
Grupo p-valor
A 2,13E-10
B 1,85E-10
C 3,50E-10
Table 22. Teste post-hoc do experimento HERS2 x GRASP
no grupo A relativo ao tempo
HERS2 GRASP H/CPP
GRASP 1,00E+00 - -
H/CPP 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 4,20E-10
Como mostrado pela tabela 16, o algoritmo HERS2 obteve
um melhor desempenho em relac¸a˜o ao GRASP, contabilizando
um resultado superior em 7 instaˆncias. O teste estatı´stico de
R. Inform. Teo´r. Apl. (Online) • Porto Alegre • V. 27 • N. 2 • p.23/29 • 2020
Prize Collecting Traveling Salesman Problem with Ridesharing
Table 23. Teste post-hoc do experimento HERS2 x GRASP
no grupo B relativo ao tempo
HERS2 GRASP H/CPP
GRASP 1,00E+00 - -
H/CPP 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 6,30E-11
Table 24. Teste post-hoc do experimento HERS2 x GRASP
no grupo C relativo ao tempo
HERS2 GRASP H/CPP
GRASP 1,00E+00 - -
H/CPP 2,00E-16 2,00E-16 -
H/PCV 2,00E-16 2,00E-16 2,80E-08
Friedman e post-hoc Conover, indicaram que os algoritmos
GRASP e HERS2 possuem diferenc¸a estatı´stica nos grupos
A e B em relac¸a˜o a`s melhores soluc¸o˜es obtidas. Como a
heurı´stica HERS2 alcanc¸a as melhores soluc¸o˜es nesse grupo,
pode ser considerada conclusivamente superior em desem-
penho nesses dois grupos de instancias. Pore´m, em relac¸a˜o ao
grupo C de instaˆncias, o teste apresenta resultado inconclu-
sivo.
O teste estatı´stico aplicado ao tempo me´dio de execuc¸a˜o
dos algoritmos e´ inconclusivo para os treˆs grupos de instaˆncias,
neutralizando a considerac¸a˜o desse paraˆmetro para a decisa˜o
de melhor desempenho.
6. Considerac¸o˜es Finais
Este trabalho definiu e modelou um novo problema de rotea-
mento denominado Problema do Caixeiro Viajante com Coleta
de Preˆmios e Passageiros (PCV-CPP). O problema aborda a
otimizac¸a˜o do espac¸o ocioso em carros que transportam en-
comendas e, consequentemente, podem trafegar com espac¸os
ociosos entre localidades.
A aplicac¸a˜o pra´tica tem potencial para produzir impactos
positivos tanto econoˆmicos, como ambientais e sociais. O
problema descrito compartilha caracterı´sticas com o cla´ssico
PCV-CP, contudo os resultados do experimento computa-
cional sugerem fortemente que o novo modelo possui uma
complexidade significativamente superior ao PCV-CP e que,
nas instaˆncias testadas, possui soluc¸o˜es significativamente
afastadas da composic¸a˜o de mı´nimos locais, considerados os
mı´nimos associados a` soluc¸a˜o dos problemas que compo˜em o
modelo, a saber, o caixeiro viajante com coleta de preˆmios e
o problema do embarque o´timo de passageiros.
Paralelamente ao exame desse novo modelo, o trabalho
desenvolveu a proposta de uma nova classe de heurı´sticas
construtivas, presentemente denominada de HERS. O exper-
imento computacional desenvolvido permitiu sustentar que
as heurı´sticas HERS possuem potencial para alcanc¸ar boas
soluc¸o˜es para o problema examinado, tanto quando os resul-
tados exatos disponı´veis sa˜o confrontados com as soluc¸o˜es
heurı´sticas, como na comparac¸a˜o de uma heurı´stica GRASP
desenvolvida para o problema. Observe-se que a heurı´stica
GRASP emprega em sua etapa de busca local, estrate´gias de
buscas e vizinhanc¸as semelhantes a`s empregadas nas etapas
das HERS, diferenciando-se essencialmente no processo de
decomposic¸a˜o da etapa construtiva. As heurı´sticas HERS per-
mitem, conforme a estrutura de decisa˜o do problema, decom-
por deciso˜es acopladas em etapas independentes, permitindo
a aplicac¸a˜o de diferentes estrate´gias de soluc¸a˜o a cada etapa
dessa decomposic¸a˜o. A nova classe de heurı´sticas proposta,
possui formulac¸a˜o simples e pode ser considerada uma forma
de generalizac¸a˜o do me´todo de decomposic¸a˜o proposto pela
meta-heurı´stica GRASP, sendo aplica´vel para a soluc¸a˜o de
problemas que possam ter sua soluc¸a˜o final decomposta em
deciso˜es parciais e sequenciais. A lo´gica embutida no pro-
cedimento e´ a construc¸a˜o de uma soluc¸a˜o global atrave´s da
combinac¸a˜o de boas soluc¸o˜es parciais do problema.
Como trabalho futuro permanece em aberto a aplicac¸a˜o
das heurı´sticas HERS na soluc¸a˜o de outros tipos de problemas
e o desenvolvimento de outras meta-heurı´sticas para a soluc¸a˜o
do PCV-CPP.
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Table 25. Resultado do experimento computacional do grupo A
HERS1 HERS2 GRASP
Inst. Min Me´d. Tm (s) Min Me´d. Tm (s) Min Me´d. Tm (s)
s10-3 383,69 385,93 1,38 383,69 383,79 1,64 383,69 384,61 1,44
s10-4 380,02 380,73 1,74 372,30 378,02 2,40 372,30 378,24 2,39
s20-4 494,70 3511,56 33,98 479,35 493,19 6,29 478,77 497,38 5,53
s30-4 638,52 3660,77 39,83 606,82 635,53 16,44 586,21 623,62 13,60
s40-4 817,84 3853,19 314,73 762,13 799,17 34,39 779,07 800,98 30,75
s50-4 897,54 3920,56 324,23 899,20 918,11 51,56 876,87 913,22 45,47
s100-4 1950,81 32076,07 394,24 1855,30 1988,59 176,21 1779,05 1938,49 188,67
s150-4 2755,42 33058,13 3306,18 2665,29 2944,67 569,21 2529,91 2873,58 566,04
s200-4 3499,87 33812,47 3608,62 3426,66 3756,07 997,10 3435,49 3878,58 986,33
a10-3 302,53 3302,53 32,32 302,53 302,53 2,42 302,53 302,53 2,44
a10-4 320,09 3333,94 31,61 320,09 320,09 2,25 320,09 322,14 1,76
a20-4 422,12 3437,27 311,57 393,91 410,84 13,58 391,47 411,81 10,30
a30-4 593,02 3628,58 320,03 579,31 608,17 33,05 591,02 611,28 21,47
a40-4 795,43 3823,94 342,23 758,73 805,89 70,90 744,58 809,97 49,72
a50-4 931,26 3959,35 351,92 910,39 947,82 86,24 892,71 941,26 75,64
a100-4 1798,72 31886,03 3237,93 1789,95 1884,02 335,28 1775,34 1881,34 356,09
a150-4 2772,34 33206,64 3638,38 2708,49 3044,29 905,22 2720,56 2910,86 983,82
a200-4 3683,88 33954,64 31174,30 3675,32 3970,16 1715,61 3656,62 4016,24 1783,50
Table 26. Resultado do experimento computacional do grupo B
HERS1 HERS2 GRASP
Inst. Min Me´d. Tm (s) Min Me´d. Tm (s) Min Me´d. Tm (s)
s10-3 386,78 386,85 1,49 86,78 386,78 1,59 386,78 386,78 1,61
s10-4 376,05 376,05 1,67 358,82 360,99 2,67 358,82 360,24 2,21
s20-4 472,36 488,49 3,62 466,87 481,89 5,41 471,52 485,23 4,62
s30-4 586,17 612,82 7,36 589,64 608,77 14,73 578,98 612,01 11,53
s40-4 760,14 777,96 14,84 748,93 772,50 34,70 749,11 783,68 30,39
s50-4 823,62 840,76 21,985 824,93 840,96 51,05 813,41 845,00 39,85
s100-4 1748,40 1882,41 76,40 1682,23 1855,22 186,68 1718,54 1878,70 169,00
s150-4 2433,18 2793,62 292,13 2433,47 2723,76 533,26 2367,07 2646,50 652,15
s200-4 3160,94 3400,98 613,09 3122,77 3500,20 1059,96 3186,02 3540,71 1033,74
a10-3 310,62 310,62 4,03 310,62 310,77 4,15 310,62 310,62 4,12
a10-4 323,17 323,17 1,46 314,35 321,08 1,78 320,38 321,03 1,55
a20-4 412,24 419,37 9,28 407,78 418,33 11,67 407,78 417,45 9,57
a30-4 601,64 619,22 24,18 597,40 612,28 28,31 592,36 614,89 22,92
a40-4 748,34 776,05 42,10 723,40 754,51 57,83 700,81 745,74 51,85
a50-4 874,03 909,23 55,83 869,61 903,02 93,48 867,21 925,32 77,03
a100-4 1560,82 1637,06 226,23 1576,20 1671,85 358,10 1580,84 1671,22 357,80
a150-4 2416,81 3090,87 679,98 2443,50 2837,24 935,53 2368,83 2765,67 992,18
a200-4 3132,14 3330,79 1170,62 3133,13 3418,32 1540,30 3256,03 3531,54 1672,08
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Table 27. Resultado do experimento computacional do grupo C
HERS1 HERS2 GRASP
Inst. Min Me´d. Tm (s) Min Me´d. Tm (s) Min Me´d. Tm (s)
s10-3 388,93 389,67 1,61 371,66 385,58 1,81 376,48 386,84 1,58
s10-4 344,84 351,76 1,81 344,84 346,59 2,44 344,84 352,52 1,88
s20-4 572,30 587,92 4,02 467,81 488,67 6,77 469,43 496,26 5,65
s30-4 615,69 627,47 6,69 597,63 623,84 13,61 589,43 630,65 11,93
s40-4 763,20 807,50 16,96 753,71 797,20 34,06 751,52 802,17 33,64
s50-4 881,61 905,27 21,04 865,80 898,20 51,72 860,59 897,76 57,37
s100-4 2104,89 2347,22 83,16 1871,72 2081,42 176,51 1831,02 2042,30 208,59
s150-4 3293,19 4337,61 156,22 2559,10 3515,56 433,49 2569,65 3095,70 542,65
s200-4 6325,40 6980,42 244,75 3973,02 5366,69 663,65 3714,89 4602,77 1019,45
a10-3 310,50 346,63 4,35 305,64 305,80 4,97 305,64 306,12 5,14
a10-4 287,06 287,06 1,43 287,06 287,06 1,76 287,06 287,06 1,53
a20-4 411,56 418,61 9,40 411,56 417,32 12,51 414,48 422,33 9,74
a30-4 602,53 677,70 22,78 595,09 624,48 37,37 597,26 626,50 20,64
a40-4 742,79 828,83 44,20 747,21 796,42 61,28 742,79 803,37 44,97
a50-4 859,33 897,96 57,15 859,65 893,06 82,55 867,01 929,80 59,04
a100-4 1679,63 1964,05 195,17 1806,01 1904,55 337,61 1732,51 1866,01 314,92
a150-4 3279,70 4213,97 507,13 2952,09 3440,97 785,87 2675,73 3140,16 921,81
a200-4 6146,43 6907,04 896,90 4171,12 5858,10 1315,09 3681,24 4794,35 1757,06
Table 28. Resultados da heurı´stica HES
Grupo A Grupo B Grupo C
Inst. CPP T(s) PCV T(s) CPP T(s) PCV T(s) CPP T(s) PCV T(s)
s10-3 408,89 0,06 446,75 0,01 399,26 0,04 446,75 0,01 438,43 0,03 457,50 0,02
s10-4 452,92 0,02 414,27 0,02 429,45 0,02 414,27 0,01 464,29 0,01 424,48 0,02
s20-4 816,37 0,12 656,15 0,03 583,04 0,15 656,15 0,03 974,62 0,15 591,08 0,04
s30-4 696,70 0,30 911,85 0,12 658,35 0,19 911,85 0,12 898,22 0,15 804,15 0,12
s40-4 1029,23 3,28 994,60 0,29 924,86 1,48 994,60 0,25 1010,43 1,25 1139,00 0,27
s50-4 952,05 1,32 1253,45 0,43 950,43 1,40 1253,45 0,36 1020,04 1,31 1276,42 0,41
s100-4 2191,44 20,42 2936,37 1,43 2585,76 8,77 2936,37 1,43 2478,16 8,83 3309,13 1,38
s150-4 3062,84 103,93 8508,18 3,25 3669,69 301,87 8508,18 3,29 3538,67 301,63 8185,00 3,62
s200-4 3574,58 47,61 10077,50 6,36 4845,76 61,18 10077,50 6,37 7494,28 71,33 13965,20 6,39
a10-3 450,79 0,01 450,08 0,01 454,01 0,01 450,08 0,01 514,01 0,01 556,42 0,01
a10-4 371,70 0,03 352,13 0,01 505,68 0,02 352,13 0,01 363,68 0,02 346,78 0,01
a20-4 477,16 0,11 554,90 0,03 471,45 0,09 554,90 0,03 471,45 0,08 590,40 0,04
a30-4 789,88 0,16 828,32 0,07 766,64 0,07 828,32 0,05 983,56 0,07 837,98 0,07
a40-4 948,61 0,86 1123,78 0,13 1054,75 2,15 1123,78 0,10 1139,33 2,35 1083,40 0,11
a50-4 1054,63 0,51 1246,92 0,29 1092,68 0,49 1246,92 0,20 1114,34 0,43 1444,88 0,27
a100-4 2410,86 4,81 3308,43 0,83 3008,21 2,81 3308,43 0,83 2023,53 2,93 3074,80 0,84
a150-4 3393,90 5,29 6415,95 1,36 4033,57 4,95 6415,95 1,31 5888,26 4,83 4745,63 1,44
a200-4 7167,75 8,35 11257,80 2,92 7678,47 12,78 11257,80 2,96 5577,65 10,85 12070,50 2,85
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Table 29. Resultado do experimento computacional comparando HERS2 e GRASP no grupo A
HERS2 GRASP
Inst. Min Me´d. Tm (s) Min Me´d. Tm (s)
s10-3 383,69 384,40 1,09 383,69 384,91 1,07
s10-4 372,30 377,98 2,07 372,30 378,35 2,05
s20-4 479,47 497,40 5,12 459,11 496,28 6,09
s30-4 602,78 635,41 13,24 606,90 629,69 16,16
s40-4 767,88 801,83 30,50 758,86 801,34 34,34
s50-4 890,07 917,15 45,62 863,42 913,24 51,54
s100-4 1797,67 2002,81 215,84 1822,27 1955,08 193,35
s150-4 2615,46 2968,05 749,08 2643,10 2976,07 725,76
s200-4 3447,27 3886,50 1414,90 3551,19 3957,08 1269,75
a10-3 302,53 302,53 2,09 302,53 302,53 2,07
a10-4 320,09 322,76 1,10 320,09 322,14 2,06
a20-4 391,47 413,19 10,21 391,47 411,81 13,16
a30-4 583,69 606,56 21,46 591,02 611,28 33,36
a40-4 782,30 806,41 49,99 744,58 809,97 70,60
a50-4 872,71 943,50 76,18 892,71 941,26 86,98
a100-4 1753,75 1886,23 400,82 1775,34 1881,34 360,46
a150-4 2826,13 3044,72 1226,99 2720,56 2910,86 1054,93
a200-4 3625,82 3924,76 2270,03 3656,62 4016,24 2005,87
Table 30. Resultado do experimento computacional comparando HERS2 e GRASP no grupo B
HERS2 GRASP
Inst. Min Me´d. Tm (s) Min Me´d. Tm (s)
s10-3 386,78 386,78 1,06 386,78 386,78 1,04
s10-4 358,82 361,03 2,06 358,82 360,15 2,05
s20-4 469,11 484,10 4,10 471,10 484,06 5,08
s30-4 585,99 607,30 11,23 591,49 615,62 14,17
s40-4 756,11 775,53 30,47 749,25 782,77 34,30
s50-4 821,91 839,88 39,54 821,38 846,06 51,51
s100-4 1675,81 1856,69 186,89 1734,03 1860,73 200,45
s150-4 2423,32 2707,75 852,18 2409,60 2621,39 664,86
s200-4 3106,69 3529,54 1465,63 3178,63 3625,43 1329,83
a10-3 310,62 310,62 4,12 310,62 310,62 4,09
a10-4 314,35 321,76 1,10 320,38 321,03 1,05
a20-4 412,10 419,00 9,28 407,78 417,45 11,16
a30-4 592,05 611,41 22,46 592,36 614,89 28,35
a40-4 713,27 752,03 51,97 700,81 745,74 57,68
a50-4 866,47 903,82 78,18 867,21 925,32 93,90
a100-4 1562,27 1679,35 404,10 1580,84 1671,22 395,27
a150-4 2487,59 2853,72 1241,15 2368,83 2765,67 1085,10
a200-4 3110,52 3389,16 2159,41 3256,03 3531,54 1838,32
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Table 31. Resultado do experimento computacional comparando HERS2 e GRASP no grupo C
HERS2 GRASP
Inst. Min Me´d. Tm (s) Min Me´d. Tm (s)
s10-3 367,00 385,32 1,09 376,48 386,99 1,06
s10-4 344,84 350,54 1,08 344,84 351,86 2,05
s20-4 467,58 488,29 5,12 469,43 498,01 6,10
s30-4 617,24 630,63 11,21 600,37 627,41 13,17
s40-4 753,59 794,07 33,56 758,75 806,49 34,69
s50-4 881,63 902,32 57,66 858,13 906,93 51,53
s100-4 1841,88 2043,55 220,85 1732,53 2014,02 192,25
s150-4 2652,65 3452,28 597,59 2609,29 3151,22 509,06
s200-4 3780,92 5055,44 1128,18 3628,96 4497,03 813,74
a10-3 305,64 305,64 5,11 305,64 306,12 4,08
a10-4 287,06 287,06 1,10 287,06 287,06 1,07
a20-4 411,56 417,66 9,21 414,48 422,33 12,16
a30-4 585,28 620,18 20,57 597,26 626,50 37,38
a40-4 739,72 797,31 44,87 742,79 803,37 61,66
a50-4 854,03 892,82 60,29 867,01 929,80 82,90
a100-4 1704,92 1866,16 334,29 1732,51 1866,01 349,69
a150-4 2842,33 3395,07 980,73 2675,73 3140,16 861,44
a200-4 4425,73 5647,04 1886,81 3681,24 4794,35 1490,68
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