Abstract. We present an elementary proof of the cross theorem in the case of Reinhardt domains. The results illustrates the well-known interrelations between the holomorphic geometry of a Reinhardt domain and the convex geometry of its logarithmic image.
Introduction. Main result.
The problem of continuation of separately holomorphic functions defined on a cross has been investigated in several papers, e.g. [Ber 1912] , [Sic 1969a] , [Sic 1969b] , [Akh-Ron 1973] , [Zah 1976] , [Sic 1981] , [Shi 1989] , [Ngu-Sic 1991] , [Ngu-Zer 1991] , [Ngu-Zer 1995] , [Ngu 1997] , [Ale-Zer 2001] , [Zer 2002] and may be formulated in the form of the following cross theorem. Let f : X −→ C be separately holomorphic, i.e. for any (a 1 , . . . , a N ) ∈ A 1 ×· · ·×A N and j ∈ {1, . . . , N } the function D j ∋ z j −→ f (a 1 , . . . , a j−1 , z j , a j+1 , . . . , a N ) ∈ C is holomorphic. Then f extends holomorphically to a uniquely determined function f on the domain of holomorphy
where h
Observe that in the case where A j is open, j = 1, . . . , N , the cross X is a domain in C n with n := n 1 + · · · + n N . Moreover, by the classical Hartogs lemma, every separately holomorphic function on X is simply holomorphic. Consequently, the formula (*) is nothing else as a description of the envelope of holomorphy of X. Thus, it is natural to conjecture that in this case the formula (*) may be obtained without the cross theorem machinery. Unfortunately, we do not know any such a simplification.
The aim of this note is to present an elementary geometric proof of Theorem 1.1 in the case where D j is a Reinhardt domain and A j is a non-empty Reinhardt open set, j = 1, . . . , N . The proof ( § 4) will be based on well-known interrelations between the holomorphic geometry of a Reinhardt domain and the convex geometry of its logarithmic image. Moreover, the cross theorem for the Reinhardt case may be taught in any lecture on Several Complex Variables; its proof needs only some basic facts for Reinhardt domains (see [Jar-Pfl 2008] ).
Convex geometry.
We begin with some elementary results related to the convex domains in R n .
Definition 2.1.
where U is a convex domain. Define the convex extremal function
where CVX (U ) stands for the family of all convex functions ϕ :
Indeed, the inequality "≥" is obvious. To prove the opposite inequality, let
Then ϕ ∈ CVX (U ), ϕ < 1, and ϕ = 0 on S. Thus ϕ ≤ Φ S,U and hence
Indeed, the inequality "≥" is obvious. To prove the opposite inequality we use induction on N ≥ 2.
Let N = 2. To simplify notation write A := S 1 , U := U 1 , B := S 2 , V := U 2 . Observe that T := (A × V ) ∪ (U × B) ⊂ W and directly from the definition we get
Then ϕ is a well-defined convex function on V µ , ϕ < 1 on V µ , and ϕ ≤ 0 on B.
, which finishes the proof. Now, assume that the formula is true for N −1 ≥ 2. Put
Then, by the inductive hypothesis, we have
Consequently,
Hence, using the case N = 2 (to S ′ ⊂ W ′ and S N ⊂ U N ), we get
Notice that properties (d) and (e) correspond to analogous properties of the relative extremal function -cf. e.g. [Sic 1981] .
where U j is a convex domain and int S j = ∅, j = 1, . . . , N , N ≥ 2, and define the cross
Proof. We may assume that S j is convex, j = 1, . . . , N (cf. Remark 2.2(b)). The inclusion "⊂" is obvious. Let
1´I t seems to us that this "convex cross theorem" is so far nowhere in the literature.
Recall (cf. [Roc 1972 ], Theorem 3.3) that
We use induction on N . N = 2: To simplify notation write A := S 1 , U := U 1 , p := n 1 , B := S 2 , V := U 2 , q := n 2 . Using Remark 2.2(c), we may assume that U, V are bounded.
Since conv(T ) is open and conv(T ) ⊂ W , we only need to show that for every (x 0 , y 0 ) ∈ ∂(conv(T )) ∩ (U × V ) we have Φ A,U (x 0 ) + Φ B,V (y 0 ) = 1. Since U, V are bounded, we have conv(T ) = conv(T ) (cf. [Roc 1972 ], Theorem 17.2) and therefore, (x 0 , y 0 ) = t(x 1 , y 1 ) + (1 − t)(x 2 , y 2 ), where t ∈ [0, 1], (x 1 , y 1 ) ∈ A × U, (x 2 , y 2 ) ∈ U × B. First observe that t ∈ (0, 1).
Indeed, suppose for instance that (x 0 , y 0 ) ∈ U × (B ∩ V ). Take an arbitrary x * ∈ int A and let r > 0, ε > 0 be such that the Euclidean ball B((x * , y 0 ), r) is contained in A × V and x * * := x * + ε(x 0 − x * ) ∈ U . Then
Since L ≤ 1 on T and L(x 1 , y 1 ) = L(x 2 , y 2 ) = 1, we conclude that
In particular, P A = P U iff Q B = Q V . Consider the following two cases:
• P A < P U and Q B < Q V : Then
• P A = P U and Q B = Q V : Then P U + Q V = 1, which implies that (x 0 , y 0 ) ∈ U × V ⊂ {L < 1}; a contradiction. Now, assume that the result is true for N − 1 ≥ 2. In particular,
Using (**), the case N = 2, and Remark 2.2(e), we get
3. Reinhardt geometry.
Now we recall basic facts related to Reinhardt domains.
Definition 3.1. We say that a set A ⊂ C n is a Reinhardt set if for every (a 1 , . . . , a n ) ∈ A we have
cf. [Jar-Pfl 2008], Definition 1.5.2. Put
We say that a set A ⊂ C n is logarithmically convex (log-convex) if log A is convex; cf. [Jar-Pfl 2008] , Definition 1.5.5. Corollary 3.4. Let Ω ⊂ C n be a Reinhardt domain and let Ω be its envelope of holomorphy. Then Consequently, by Theorem 3.3 ,
Thus, it must be holomorphically continuable to Ω, which means that V j ∩ Ω = ∅.
(b) First observe that, by Remark 1.5.6(a) from [Jar-Pfl 2008], we get log Ω = conv(log Ω). Consequently, Ω is a domain of holomorphy with Ω ⊂ Ω. Hence, Ω ⊂ Ω. Finally, log Ω ⊂ log Ω ⊂ log Ω = conv(log Ω). (a) Let u ∈ PSH(Ω) be such that
Then the function
is convex.
is plurisubharmonic. 
Proof. Since A and Ω are invariant under rotations, we easily conclude that
Thus, by Proposition 3.5,
To prove the opposite inequality, observe that by Proposition 3.5, the function First, observe that X is a domain of holomorphy containing X. Thus X ⊂ X. On the other hand, by Proposition 2.3 and Corollary 3.6, log X = conv(log X) = log X. Thus, using Corollary 3.4, we only need to show that if V j ∩ X = ∅, then V j ∩ X = ∅. Indeed, let for example a = (a 1 , . . . , a N ) ∈ V n ∩ X = ∅. Take arbitrary b j ∈ A j , j = 1, . . . , N − 1. Then (b 1 , . . . , b N −1 , a N ) ∈ V n ∩ X.
