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The first step in all of the linear methods that have been proposed hitherto is to partition the Coulomb problem into two subproblems and solve each using an appropriate methodology. The fast multipole method was introduced a decade ago by Greengard and Rokhlin ͓1͔ and, more recently, has been generalized for use in a quantum chemical context and implemented by a number of groups ͓2-7͔. Its linear cost is achieved by partitioning the physical space around a charge distribution into a small ''neighboring'' region and an infinite ''well-separated'' region whose distributions are treated by an ingenious hierarchical multipole expansion technique.
In the KWIK approach and related treatments ͓8-11͔ rather than splitting physical space, one partitions the Coulomb operator itself by writing
where the separator f (r) decays rapidly and f ͑0͒ϭ1. This splits 1/r into a singular short-range function S(r) and a nonsingular long-range function L(r). The first can be treated in real space and, because it is negligible for large r, needs to be applied only to neighboring distributions. The second can be treated in Fourier space ͓8,11͔ or, in some cases, ignored completely ͓9͔.
For the KWIK partition to work efficiently, it is essential that the function f (r) be chosen carefully. Ideally, we would like to abandon the last term in Eq. ͑1͒ entirely but, even if this does not prove feasible in general, it would certainly be convenient to be able to justify treating it approximately and we would therefore like it to be as physically insignificant as possible. Although this requirement is not mathematically well defined as it stands, we have found that it is roughly equivalent to the requirement that its Fourier transform decay as rapidly as possible. This makes sense intuitively since a function with a rapidly decaying Fourier transform must be slowly varying and a component of the Coulomb potential that is slowly varying can do little more than shift the energy origin: it cannot give rise to large forces.
We therefore seek the separator f (r) in Eq. ͑1͒ that makes both the first term and the Fourier transform of the second term decay as fast as possible. There are many possible ways in which the decay rate of a function g(r) can be quantified, but it is convenient for our purposes to use the second moment of g 2 (r). We therefore seek the f (r) that minimizes
where L (k) is the Fourier transform of L(r). Using Parseval's identity, this becomes
and minimizing this using the calculus of variations yields the elegant Euler equation This function decays asymptotically as r Ϫ1/2 exp͑Ϫr 2 /2͒, i.e., slightly faster than a Gaussian.
Expressing the second term of Eq. ͑1͒ as a Fourier integral yields the optimal partition
͑L is a modified Struve function ͓12͔͒, which may be contrasted with other partitions such as
The optimal partition is shown in Fig. 1 and its long-range part L(r) is contrasted with the long-range parts of Eqs. ͑8͒-͑10͒ in Fig. 2 . The optimal L(r) is evidently flatter at the origin than the others. In fact, it is easy to show that the long-range parts of Eqs. ͑7͒-͑10͒ are cubic, quadratic, quadratic, and linear, respectively, at rϭ0.
How much better is the optimal partition ͑7͒ than the partitions ͑8͒-͑10͒? One way to answer this question is to evaluate the functional ͑3͒ for the various separators employing, in each case, the value of that yields the smallest Z. Table I lists the resulting and Z values. The Z values are surprisingly insensitive to the separator and the choice (r) ϭerfc(r), which is used in the Ewald and KWIK-based algorithms ͓8-11͔, appears to perform well.
In the CASE approximation ͓9͔, one neglects the longrange part of the Coulomb operator completely and, naturally, the success of such an approach depends critically on the flatness of the neglected function. It is not possible to infer quantitatively from the Z values in Table I the effects on CASE calculations of using the various separators in Eqs. ͑7͒-͑10͒. As a very preliminary investigation of this, however, we have replaced the Coulomb operator in the Schrö-dinger equation for a helium atom by the attenuated operator (r)/r and used the variational method to find the optimal exponent ␣ in the elementary wavefunction ⌿(r 1 ,r 2 ) ϭexp͓Ϫ␣(r 1 ϩr 2 )͔. The ␣ values obtained are given in the final column of Table I and we conclude that the wavefunction from the optimal separator is significantly, but not overwhelmingly, better than that from the Ewald separator. 
