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Работа проводилась в рамках договора № Ф20МВ-021 на выполнение НИР «Статистические 
модели надежности прикладных программных средств и их использование для оценки ожидаемой 
безотказности компьютерных программ на ранних этапах их разработки» в соответствии с решением 
научного совета БРФФИ по результатам конкурса «БРФФИ–Минобразование М-2020» (протокол 
№ 1 от 22.04.2020). 
Современные системы телекоммуникаций относятся к классу сложных информационно-
компьютерных систем, в которых на долю программного обеспечения может приходиться 40 и более 
процентов общей ненадежности систем [1]. Важно на ранних этапах проектирования систем оценить 
ожидаемую эксплуатационную надежность планируемых к разработке прикладных компьютерных 
программ.  
В работе [2] модель оценки ожидаемой эксплуатационной интенсивности отказов 
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где Q – коэффициент эффективности тестирования компьютерной программы; KΣ – суммарный 
коэффициент увеличения интенсивности отказов, обусловленный совместным действием 
изменчивости входных данных и рабочей нагрузки на компьютерную программу (для прикладных 
компьютерных программ, используемых в телекоммуникациях, KΣ ≈ 11,5 [3]); R – пиковое 
быстродействие процессора, указываемое производителем в технической документации; B – 
количество команд (операторов) в компьютерной программе; F0 – начальная плотность ошибок 
в компьютерной программе; L – объем компьютерной программы в исполняемых строках 
программного кода; V – скорость выполнения команд компьютерной программы (скорость для 
пикового быстродействия R), определяемая отношением V = R/B; N0 – число ошибок в компьютерной 
программе до выполнения тестирования. 
Параметр F0 в выражении (1) – это плотность ошибок компьютерной программы после 
написания ее кода и устранения нарушений правил языка программирования, представляет 
собой среднее число ошибок, приходящихся на строку кода: F0 = Nо / L.  
Модель (1) получена для случая, когда пиковое быстродействие процессора R будет 
подставляться в размерности «миллионов операций в с (секунду)», а реальное быстродействие 
процессора относительно пикового значения R, указываемого производителем, составляет примерно 
70 процентов. 
Согласно [2] коэффициент Q показывает, во сколько раз за счет тестирования уменьшится число 
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где Nп.тест – число оставшихся ошибок в прикладной компьютерной программе после завершения 
ее тестирования; λ0 – интенсивность отказов прикладной компьютерной программы до начала 
тестирования. 
Вопрос о длительности этапа тестирования прикладных компьютерных программ остался 
открытым. Актуальной является задача по определению времени выполнения тестирования, которое 
обеспечит необходимое значение коэффициента эффективности тестирования Q, при достижении 
которого прикладная компьютерная программа предположительно будет отвечать требованию 
эксплуатационной надежности и ее можно будет применять по функциональному назначению. 
Модель прогнозирования, которая может использоваться для определения времени , 
требуемого для проведения тестирования планируемой к разработке прикладной компьютерной 
программы, получена в предположении, что суммарное число ошибок, обнаруженных 
в компьютерной программе при ее тестировании nобн (nобн = N0 – Nп.тест), описывается 
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где t – суммарное время выполнения компьютерной программы при ее тестировании; N – общее 
число ошибок, которые гипотетически могут проявиться в процессе тестирования компьютерной 
программы (для простоты принято N ≈ N0). 
Здесь в качестве t рассматривается процессорное время выполнения компьютерной 
программы. В дальнейшем при необходимости процессорное время выполнения программы t 
может быть преобразовано в календарное время. 
С учетом выражения (3) и формулы определения λ0 по модели Муса [4], а также положений, 
вводимых в работе [2] для коэффициента проявления ошибок компьютерной программы, модель 
для расчета времени t выполнения компьютерной программы при ее тестировании для обеспечения 
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где EL – коэффициент расширения кода, показывающий увеличение числа команд программы 
относительно числа строк программного кода L (зависит от используемого языка программирования, 
например для «Си» – EL = 2,5; для «Cи++» – EL = 6,0). 
В модель (4) пиковое быстродействие процессора компьютера R должно подставляться 
в размерности «миллионов операций в с». Прогнозное время t выполнения компьютерной программы 
при ее тестировании будет получено в ч (часах).  
Согласно экспериментальным данным [5], при общепринятом подходе к тестированию 
компьютерных программ средний процент их выполнения (прогона) в течение рабочего 
календарного времени Tкаленд, отводимого на тестирование компьютерной программы, составляет 
примерно 12 %. Следовательно, Tкаленд ≈ 100∙ t /12. 
Модель (4) позволяет спрогнозировать требуемое время тестирования планируемой к разработке 
компьютерной программы для обеспечения заданного уровня ее эксплуатационной надежности. 
Такое прогнозирование полезно, так как позволяет еще до использования прикладной компьютерной 
программы получить представление о ее ожидаемой надежности и оценить предполагаемые для этого 
затраты времени. 
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В последнее время было опубликовано ряд экспериментов по взлому и несанкционированному 
использованию IoT-устройств. Например, ботнет Mirai успешно использовал пароли производителя 
по умолчанию в IoT-устройствах для запуска DDoS-атаки на критический DNS-сервер, что нарушило 
работу ряда крупнейших веб-сайтов сети Интернет (PayPal, Spotify и Twitter и других) [1]. Это 
показало, что производители не обеспечивают на высоком уровне безопасность в подключенных 
к сети устройствах – игрушках, бытовой технике, медицинских приборах и промышленном 
оборудовании.  
Наиболее известными проблемами безопасности IoT-устройств являются: 
1. Слабые пароли либо использование паролей производителей по умолчанию. 
2. Зловредное программное обеспечение, разработанное под IoT устройства.  
3. Разработка производителем IoT-устройств в небезопасной среде. 
4. Использование IoT-устройств не по назначению. 
5. Большинство устройств IoT не получают своевременных обновлений, так как с одной стороны 
владельцы устройств отказываются от обновлений, с другой стороны – производители более 
заинтересованы в выпуске новых моделей в ущерб поддержке уже работающих. 
Для повышения безопасности IoT-устройств можно предложить использование следующих 
механизмов [1, 2]: 
1. Замена паролей по умолчанию на сильные пользовательские пароли. 
2. Защита канального уровня используемых беспроводных соединений IEEE 802.11, NB-IoT, 
LoreWAN. 
3. Шифрование. Данный механизм универсален и просто в реализации. В большинстве IoT-
системах можно использовать шифрование потоков данных по симметричному блочному алгоритмы 
AES (американский стандарт FIPS-197). 
3. Использование кодов аутентификации сообщений и защита от повторного использования 
сообщений. Подобный механизм может быть реализован с использованием упомянутого выше AES.  
4. Защищенная отладка IoT-устройств. Смена пароля производителя по умолчанию на 
собственный и отключении этих портов для устройств, размещенных в небезопасной среде.  
5. Безопасный загрузчик обновлений. Использование сертифицированных загрузчиков 
обновлений и кодов проверки аутентификации сообщений.  
6. Использование предварительно распределенных криптографических ключей (PSKs), 
запрограммированных в RAM IoT-устройств. В случае необходимость смены ключей их следует 
передавать по защищенному каналу и вручную вводить у устройство.  
7. Использование протоколов безопасности при выполнении операций отладки и настройки 
устройств. Например, протокола Secure Shell (SSH), который за счет использования шифрования 
обеспечивает более эффективную защиту, чем просто пароль порта отладки. В крупных IoT-системах 
присутствуют необходимые ресурсы для его использования. 
8. Использование криптографических алгоритмов с открытыми ключами. Использование таких 
алгоритмов позволяет дополнительно защищать отдельные потоки данных за счет выработки 
сеансовых ключей с ограниченным временем жизни. 
9. Использование протокола безопасности SSL/TLS. Протокол предоставляет стандартную 
структуру для обмена открытыми ключами и шифрования на базе проверенных криптографических 
алгоритмов. Из-за необходимости в дополнительном объеме памяти для выполнения вычислений по 
протоколу SSL/TLS, решение целесообразно для крупных систем. 
