Le modèle flot de données appliqué à la synthèse haut-niveau pour le traitement d’images sur caméra intelligente à base de FPGA. Application aux systèmes d’apprentissage supervisés by Bourrasset, Cédric
Le mode`le flot de donne´es applique´ a` la synthe`se
haut-niveau pour le traitement d’images sur came´ra
intelligente a` base de FPGA. Application aux syste`mes
d’apprentissage supervise´s
Cedric Bourrasset
To cite this version:
Cedric Bourrasset. Le mode`le flot de donne´es applique´ a` la synthe`se haut-niveau pour
le traitement d’images sur came´ra intelligente a` base de FPGA. Application aux syste`mes
d’apprentissage supervise´s. Autre. Universite´ Blaise Pascal - Clermont-Ferrand II, 2016.
Franc¸ais. <NNT : 2016CLF22673>. <tel-01280468v2>
HAL Id: tel-01280468
https://tel.archives-ouvertes.fr/tel-01280468v2
Submitted on 13 Jun 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.

N° d’ordre : 2676
EDSPIC : 743
UNIVERSITÉ BLAISE PASCAL - CLERMONT II




Pour obtenir le grade de :
DOCTEUR DE L’UNIVERSITÉ BLAISE PASCAL
Spécialité : Électronique et Architecture des Systèmes
Titre de la thèse :
Le modèle flot de données appliqué à la synthèse haut-niveau pour le
traitement d’images sur caméra intelligente à base de FPGA.
Application aux systèmes d’apprentissage supervisés
Thèse soutenue le 9 février 2016 devant le jury composé de :
Président M.Jean-Pierre Dérutin
Directeur de Thèse M.Jocelyn Sérot





Cédric BOURRASSET : Le modèle flot de données appliqué à la synthèse haut-niveau pour le
traitement d’images sur caméra intelligente à base de FPGA. Application aux systèmes d’apprentissage
supervisés, © 1er mars 2016
Résumé
La synthèse de haut niveau (High Level Synthesis (HLS)) est un domaine de recherche qui
vise à automatiser le passage de la description d’un algorithme à une représentation au niveau
registre de celui-ci en vue de son implantation sur un circuit numérique. Si le problème reste
à ce jour largement ouvert pour des algorithmes quelconques, des solutions ont commencé
à voir le jour au sein de domaines spécifiques. C’est notamment le cas dans le domaine du
traitement d’images où l’utilisation du modèle flot de données offre un bon compromis entre
expressivité et efficacité.
C’est ce que nous cherchons à démontrer dans cette thèse, qui traite de l’applicabilité du
modèle flot de données au problème de la synthèse haut niveau à travers deux exemples d’im-
plantation d’applications de vision complexes sur FPGA. Les applications, issues du domaine
de l’apprentissage supervisé sont un système de classification à bases de machines à vecteurs
supports (SVM) et un système de reconnaissance exploitant un réseau de neurones convolu-
tionnels (CNN). Dans les deux cas, on étudie les problématiques posées par la reformulation,
au sein du modèle flot de données, des structures de données et algorithmes associés ainsi
que l’impact de cette reformulation sur l’efficacité des implémentations résultantes. Les expé-
rimentations sont menées avec CAPH, un outil de HLS exploitant le modèle flot de données.




High-level synthesis is a field of research that aims to automate the transformation from
an high-level algorithmic description to a register level representation for its implementation
on a digital circuit. Most of existing tools based on imperative languages try to provide a
general solution to any type of existing algorithm. This approach can be inefficient in some
applications where the algorithm description relies on a different paradigm from the hard-
ware execution model. This major drawback can be figured out by the use of specific langages,
named Domain Specific Language (DSL). Applied to the image processing field, the dataflow
model appears as a good compromise between the expressiveness of the algorithm description
and the final implementation efficiency.
This thesis address the use of the dataflow programming model as response to high-
level synthesis problematics for image processing algorithms on FPGA. To demonstrate the
effectiveness of the proposed method but also to put forth the algorithmic reformulation
effort to be made by the developer, an ambitious class of applications was chosen : supervised
machine learning systems. It will be addressed in particular two algorithms, a classification
system based on Support Vector Machine and a convolutional neural network. Experiments
will be made with the CAPH langage, a specific HLS tool based on the dataflow programming
model.
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1Contexte et introduction
1.1 Les réseaux de caméras intelligentes pour la mobilité
Les systèmes de vision multi-caméras opèrent souvent de manière centralisée dans la-
quelle les données sont envoyées à une unité de traitement centrale. Ce noeud central va
utiliser les données émises par chaque caméra, brutes ou compressées, afin d’en extraire des
informations de haut niveau, par exemple la position d’une personne dans une certaine zone.
Une telle approche atteint rapidement ses limites lorsque le nombre de caméras augmente. Les
capacités de calcul de l’unité de traitement et les bandes passantes du réseau deviennent alors
des facteurs limitants. Ceci est d’autant plus vrai lorsque les systèmes déployés intègrent des
contraintes de traitement en temps réel sur des flux vidéos de résolution importante avec un
rafraîchissement d’image élevé. Dans ce contexte, aucune technologie réseau existante n’est
actuellement capable d’assurer un trafic de données suffisant pour assurer des spécifications
de traitement temps réel durs.
Cette problématique a conduit à l’émergence de systèmes de vision distribués. L’objectif
est de décentraliser les calculs directement sur chaque caméra (communément appelé noeud)
du système. Les noeuds, en plus d’assurer l’acquisition des images, doivent aussi effectuer
des traitements afin de délivrer une information de plus haut niveau au système. Ces camé-
ras sont communément appelés caméras intelligentes ou Smart Camera (SC) et intègrent des
unités de calculs (processeur, DSP , FPGA, ...). Cette approche permet de contourner le goulot
d’étranglement dû à la centralisation de l’unité de traitement et aux contraintes de la bande
passante réseau mais en introduit de nouvelles. Ces nouvelles contraintes induites sont en
relation avec des domaines de recherche variés, notamment l’étude des transmission sans fils
(RF, protocoles réseaux sans fils) mais aussi le traitement d’images embarqué, la géométrie
(autocalibration des réseaux de caméras) ou encore l’algorithmique distribuée.
Les travaux décrits dans ce mémoire se placent dans le contexte des réseaux de caméras
intelligentes pour la mobilité. Prenons comme exemple le cas de la figure 1.1 où le véhicule
A est capable d’effectuer la détection d’obstacles (piétons, motos,...) dans son champ visuel.
Le véhicule B n’est pas en mesure de détecter ce piéton dû à une occlusion. Si le véhicule A
transmet l’information de la position du piéton à l’aide d’un réseau sans fils, le véhicule B
peut être informé d’un danger potentiel et prendre les mesures nécessaires afin d’éviter un
accident. On peut facilement imaginer de nombreuses applications où chaque véhicule est
capable d’informer les autres véhicules connectés de dangers potentiels.
1.2 Le challenge des systèmes de vision embarquée
Les problématiques de la vision embarquée sont celles du traitement d’image en général,
auxquelles s’ajoutent celles liées au respect d’un ensemble de contraintes liées à l’implanta-
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A
B
Fig. 1.1: Contexte applicatif de la thèse, le réseau de capteur intelligent pour la mobilité.
tion physique en environnement embarqué : complexité, empreinte mémoire,... Alors que les
avancées théoriques sur les algorithmes ont pour objectif d’améliorer la qualité des traite-
ments, souvent au détriment de la complexité algorithmique, leur mise en œuvre implique de
profondes analyses et adaptations afin de les rendre exécutables en temps réel sur des cibles
matérielles. En fonction du type d’unité utilisée, l’adaptation peut aller d’un simple portage
sur processeur standard 1 à une complète reformulation de l’algorithme telle qu’une représen-
tation Register Transfer Level (RTL) de l’algorithme initial. Bien évidemment, un compromis
doit être fait entre le temps de développement et les performances finales.
De plus, un flux vidéo brut (même compressé) correspond à un débit de données difficile
à transmettre sur certains médiums de communication. Un des intérêts majeurs des caméras
intelligentes est d’extraire des informations pertinentes du champ de vision tout en rédui-
sant le flux de données. On entend par informations pertinentes des informations telles que
des descripteurs d’images (Harris, Saillance) qui servent de données d’entrée pour des algo-
rithmes de navigation et de localisation ou bien des informations de plus haut-niveau telles
que la présence d’objets dans le champ de vision.
Afin de répondre à ces contraintes, plusieurs architectures de système de vision em-
barquée ont été définies et réalisées. Un état de l’art de ces architectures est disponible
dans [Bir15]. On ne s’intéressera qu’aux architectures intégrant des circuits reconfigurables
(Field Programmable Gate Array (FPGA)).
1.3 Les FPGAs pour le traitement vidéo
De nombreux systèmes de traitement vidéo utilisent des circuits FPGAs notamment grâce
à leur support naturel pour le traitement sur le flot de données 2, leur granularité fine pour
les opérations pixelliques ou bien leur capacité de parallélisation et leur reconfigurabilité
intéressante pour le prototypage d’algorithme.
Cependant, la précision des opérations peut parfois être un facteur limitant. Les opéra-
tions flottantes sont fortement déconseillées en raison des ressources qu’elles engendrent. La
représentation en virgule fixe et l’arithmétique d’intervalle sont couramment utilisées, ce qui
peut causer des problèmes sur des cas où la précision des calculs est primordiale (conver-
gence d’un algorithme d’optimisation par exemple). De plus, la contrainte majeure lorsque
1. Passage d’une formulation mathématique vers un code impératif (C++)
2. Le pipeline d’opérations est immédiat, ce qui permet une parallélisation des tâches de manière naturelle
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l’on a recourt à des cibles FPGAs se situe sur la méthode de programmation utilisée, basée sur
des langages de description matérielle (HDL). Cette approche nécessite de profondes connais-
sances en architecture de systèmes numériques, ce qui limite depuis longtemps l’utilisation
des FPGAs aux personnes issues de différents milieux.
Afin de résoudre les problèmes de programmabilité des FPGAs, de nombreuses recherches
ont été entreprises sur des systèmes de synthèse matérielle automatique à partir de langages
de plus haut niveau. Ces systèmes sont communément appelés High Level Synthesis (HLS).
La plupart des outils, industriels ou universitaires, proposent des conversions directes depuis
un langage de haut-niveau (C/C++) vers un code HDL. Cette approche a été peu efficace pen-
dant les premières décennies de recherche dans ce domaine pour plusieurs raisons [MS09].
La principale est la divergence sémantique existant entre le modèle de programmation utilisé
pour la description de l’application et le modèle d’exécution de la cible finale. L’outil de syn-
thèse doit donc faire une conversion d’un modèle vers un autre, ce qui complexifie l’analyse
de l’application et dégrade les performances au final. Un problème couramment rencontré
est l’incompatibilité entre certaines constructions du langage de description (langage C/C++
par exemple) qui ne sont pas supportées par les outils HLS simplement car il n’existe pas
de transcription en langage matériel de ces constructions, typiquement les allocations dyna-
miques qui n’existent pas sur un FPGA. Ceci implique donc une réécriture fréquente du code
original afin d’être accepté par le HLS. En pratique, la réécriture du code pour qu’il devienne
compatible avec l’outil HLS ne peut se faire sans un minimum de connaissance du matériel et
des modèles d’exécution. Une autre cause d’inefficacité des HLS provient de leur incapacité
à complètement extraire le parallélisme automatiquement à partir d’une description séquen-
tielle d’un algorithme. Ces problématiques sont complexes à gérer dans le cas général car il
peut exister différents niveaux de parallélisme au sein d’une même application.
1.4 Les méthodologies de programmation
Une solution au problème sus-cité consiste à renoncer au modèle de programmation im-
pératif des langages C/C++ et à intégrer au langage source lui-même certains aspects liés
aux architectures visées. C’est l’approche dite Domain Specific Language (DSL). Le choix
d’un modèle de programmation adapté permet alors de satisfaire à la fois aux exigences de
l’abstraction des programmes tout en assurant l’efficacité d’implémentation.
Pour des raisons que l’on détaillera plus loin, le modèle flot de données, utilisé par ex-
emple par les DSL tels que CAPH [SBB14] ou CAL [LMW 08], est particulièrement bien
adapté à la programmation de circuits de type FPGA. Ce point a d’ailleurs été souligné par
Najjar [NLG99] qui, afin de maîtriser la complexité de la programmation des FPGAs, pro-
posa le modèle de calcul flot de données. En effet, ce dernier offre deux caractéristiques à
savoir que toutes les données sont des valeurs et toutes les opérations sont des fonctionnelles.
Malheureusement ces travaux n’ont été que peu appliqués dû au manque de maturité de la
technologie FPGA qui à cette époque ne pouvait pas supporter des designs complexes.
1.5 Contributions
Une des motivations de ce travail consiste à démontrer que moyennant un travail de refor-
mulation suivant le modèle de type flot de données, il est alors possible de traduire automati-
quement l’algorithme reformulé en une description matérielle synthétisable. De manière plus
précise, cette thèse a pour objectif de quantifier l’effort de reformulation vers la modélisation
flot de données.
Pour cela, nous avons axé notre travail sur l’outil CAPH [SBB14, Ser15] qui est un langage
de synthèse haut-niveau(HLS) permettant de traduire une description flot de données en
un code VHDL synthétisable. Les systèmes matériels automatiquement générés sont alors
capables d’exécuter des algorithmes sur un flot vidéo en temps réel.
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La cible algorithmique choisie pour cette démonstration concerne les systèmes d’appren-
tissage. C’est un domaine complexe reflétant différents types de "figure algorithmique" et
nécessitant une importante puissance de calcul permise par les architectures reconfigurables.
Les deux algorithmes choisis sont d’une part un système à base de Support Vector Machine
(SVM) utilisant comme données d’entrée des descripteurs d’images de type Histogram of
Oriented Gradients (HOG) et d’autre part un réseau de neurones convolutionnels CNN.
Le premier algorithme a été choisi pour plusieurs raisons :
• Il correspond à l’état de l’art des systèmes d’apprentissages déployés sur une architec-
ture FPGA. La première implémentation publiée d’un tel système est récente [HSH 13].
• La formulation initiale de l’algorithme intègre une forte dépendance de données. L’effort
de formulation à effectuer pour extraire le parallélisme de l’application constitue un
objectif en soi. De plus, les opérations arithmétiques sont complexes à mettre en œuvre
avec le modèle choisi.
• Enfin même si de nouvelles méthodes ont été proposées depuis les travaux de Da-
lal [DT05], cet algorithme reste une référence pour l’évaluation des performances de
nouvelles méthodes [BOH 14].
Le second algorithme, basé sur un réseau de neurones convolutionnels, admet trois autres
motivations :
• Ce type de réseau procure une meilleure fiabilité des résultats dans de nombreux do-
maines de la vision telles que la détection d’objets ou la segmentation d’images[Far13].
• Dans ce type d’algorithme, l’effort de formulation est relativement faible ; en effet les
traitements sont "naturellement" parallélisables et il sera intéressant de voir comment
de tels algorithmes sont bien adaptés au traitement flot de données.
• La plupart des techniques récentes d’apprentissage de la communauté de la vision sont
basées sur ces structures.
1.6 Plan du manuscrit
Le manuscrit est articulé en trois parties. La première partie regroupe les chapitres 2 et
3, introduisant respectivement les notions liées au développement d’algorithmes sur FPGA
et aux systèmes d’apprentissage. La seconde partie regroupant les chapitres 4 et 5 présentent
les deux études de cas choisis. Enfin, la dernière partie traitera des problématiques liées à
la reformulation algorithme et à la transcription sur des architectures matérielles à l’aide de
CAPH.
• Chapitre 2 : Les méthodologies d’implémentation d’algorithmes sur FPGA
Le premier chapitre introduira l’architecture générale des FPGAs, le flot de conception
classique ainsi que les problématiques liées à la synthèse haut-niveau. Ensuite, le mo-
dèle flot de données sera introduit, ainsi que ses avantages pour le prototypage rapide
d’applications. Enfin, le chapitre se concluera par l’introduction du langage CAPH.
• Chapitre 3 : Les systèmes d’apprentissage.
Après quelques définitions générales sur les systèmes d’apprentissage, une attention
particulière sera prêtée aux deux algorithmes qui seront reformulés suivant le modèle
flot de données dans les chapitres 4 et 5. Le premier système à base de Support Vector
Machine (SVM) est couramment utilisé en traitement d’images mais n’a été que très
récemment implémenté en pratique sur des flux vidéos de par sa complexité algorith-
mique. L’objectif de cette formulation est de traiter du cas pratique de la détection de
personnes. La seconde partie de ce chapitre sera consacrée aux Convolutional Neural
Networks (CNN), un système d’apprentissage très étudié actuellement et dont les ca-
ractéristiques sont intéressantes dans le cadre de nos travaux de par l’efficacité que peut
apporter une architecture matérielle à base de FPGA.
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• Chapitre 4 :Reformulation flot de données et implantation : application aux algo-
rithmes HOG-SVM
Dans ce chapitre, nous allons voir comment reformuler une description de type HOG
associé à un classifieur de type SVM suivant la méthodologie proposée dans le cha-
pitre 2.
La suite du chapitre porte sur l’implémentation de la formulation proposée avec le lan-
gage CAPH. Les impacts de chaque étape de la formulation sur la précision de détection
mais aussi sur l’implantation matérielle (ressources, fréquences,...) seront les principaux
résultats de ce chapitre.
Nous verrons les limitations du système reformulé et tenterons d’apporter les réponses
afin de dépasser ces limitations et ainsi améliorer les performances du système final.
Nous aborderons en particulier la mise en œuvre d’un système de filtrage des résultats
bruts.
• Chapitre 5 :Reformulation flot de données et implantation : application aux réseaux
de neurones convolutionnels (CNN)
Dans le chapitre 5, un second système d’apprentissage à base de réseaux convolution-
nels (CNNs) sera abordé. Cette méthode d’apprentissage est très utilisée de nos jours
dans l’apprentissage profond (Deep Learning). et de récents travaux ont montré que
les CNNs pouvaient également servir d’amélioration au système étudié dans le cha-
pitre 4 [GDDM14].
Ce chapitre a donc pour objectif de proposer une seconde étude de cas afin de démontrer
que le modèle flot de données n’est pas limité à la seule étude de cas du chapitre 4.
• Chapitre 6 : Problématiques de transcription du modèle flot de données vers les sys-
tèmes matériels
Le chapitre 6 présentera les problématiques majeures de la transcription du modèle flot
de données vers les systèmes matériels. Pour cela, nous utiliserons l’outil CAPH et les
mécanismes sous-jacents comme cadre d’expérimentations.
Il résultera de ces travaux une série de recommandations sur l’impact de la formula-
tion des acteurs et des réseaux sur les performances finales. Une autre part concerne
certaines optimisations possibles sur les modèles de FSM utilisés lors de la génération
automatique du code VHDL par l’outil CAPH afin d’améliorer les transcriptions auto-
matiques des acteurs flot de données vers leur implémentation matérielle.
Ces recommandations ont pour objectifs de fournir au développeur des informations
sur la manière d’aborder la formulation flot de données mais aussi d’ouvrir des pistes
de réflexion sur les futurs travaux à entreprendre afin d’améliorer la génération auto-
matique de l’outil CAPH.
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2Méthodologies d’implémentation d’algorithmes sur FPGA
Bien que les circuits intégrés dédiés (Application-specific integrated circuit (ASIC) ou
Image Signal Processor (ISP)) puissent être des solutions efficaces en terme de puissance de
calcul ou d’efficacité énergétique, il a été choisi de s’intéresser aux architectures FPGA pour
leur grande flexibilité de programmation, idéale pour le prototypage d’algorithmes, afin de
répondre aux problématiques de traitement d’images embarqué.
Après avoir présenté en détail les architectures Field Programmable Gate Array (FPGA),
les notions de synthèse matérielle seront introduites ainsi que les méthodes de program-
mation classique (langage HDL). Dans un second temps, les problématiques introduites par
l’utilisation des langages HDL seront développées. Ensuite, les concepts de la synthèse haut-
niveau seront présentés ainsi que les différents outils existants. Enfin, ce chapitre sera conclu
par l’introduction du modèle flot de données pour la programmation des FPGAs, avec la
présentation de l’approche et des outils utilisés dans ces travaux.
2.1 FPGAs
Depuis leur création dans les années 1980 par la société Xilinx, les FPGAs fournissent des
ressources et des fréquences de fonctionnement croissantes, permettant ainsi leur utilisation
sur des applications toujours plus complexes. L’architecture d’un FPGA simplifié, illustré sur
la Fig. 2.1, est à minima composée de trois éléments :
• Les blocs logiques constituent le cœur du FPGA. Ces cellules sont constituées d’élé-
ments logiques programmables disposés sous forme matricielle, comme le montre la
Fig. 2.1. Chaque bloc logique est identique aux autres et peut être relié à ses voisins par
le biais d’un réseau d’interconnexion.
• Le réseau d’interconnexion des blocs relie les éléments logiques entre eux afin de réa-
liser des fonctions complexes. Au sein d’un FPGA, les interconnexions sont souvent
hiérarchisées, où chaque niveau de hiérarchie supporte une fréquence de transmission
différente.
• Les entrées/sorties configurables sont des cellules permettant d’interfacer le FPGA avec
l’environnement extérieur. Chaque bloc d’entrée/sortie contrôle une broche du compo-
sant et peut être défini en entrée, en sortie, en signal bidirectionnel ou être inutilisé
(haute impédance). 1
1. Le fonctionnement des entrées/sorties ne sera pas détaillé car leur connaissance n’est pas fondamentale
pour l’interprétation des résultats donnés dans la suite du manuscrit.
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Fig. 2.1: Schéma simplifié de l’architecture d’un FPGA, source [Bir15]
2.1.1 Blocs logiques
La fonction de base d’un bloc logique est de fournir les éléments de calculs et de sto-
ckage. Un schéma simplifié de bloc logique est illustré sur la Fig. 2.2a. Un bloc élémentaire
est composé d’une partie combinatoire (LUT et Carry chain) et d’un élément de mémorisation
(bascule D Flip-Flop (DFF)) pour la logique séquentielle. Une LUT à N entrées sert à implé-
menter des équations logiques, et se comporte comme une mémoire à 2N emplacements. Afin
de réaliser une fonction combinatoire, la table de vérité correspondante à l’équation souhaitée
est chargée dans la mémoire.
La Fig. 2.2b illustre un exemple de bloc logique du Cyclone III d’Altera, appelé un Logic
Element (LE) [Altb]. Chaque LE dispose de six entrées : quatre provenant du réseau d’inter-
connexion, une provenant de la chaîne retenue, et une de la chaîne de registre. Les signaux
de contrôles du registre 2 proviennent également du réseau d’interconnexion. Il existe deux
modes de fonctionnement possibles pour une cellule logique de ce type : le mode normal
utilisé pour les fonctions combinatoires ou séquentielles et le mode arithmétique utilisé pour




















(a) Schéma simplifié d’un bloc logique (b) Bloc logique du cyclone III [Altb]
Fig. 2.2: Bloc logique d’un FPGA
Toutefois, les éléments logiques présentés sur la Fig. 2.2 ont évolué au profit de structures
offrant une plus grande flexibilité, permettant d’optimiser le placement de la logique sur le
FPGA. La société Altera a introduit un nouveau type de bloc élémentaire, appelé Adaptive
Logic Modules (ALM) (illustré sur la Fig. 2.3).
2. clock, enable, clear, load
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Fig. 2.3: Représentation haut-niveau d’un ALM (Cyclone V). Ce schéma ne montre pas toutes les
connexions internes entre les composants qui permettent de changer de mode de fonction-
nement mais seulement les connexions de principe entre les modules.
Chaque ALM comporte quatre registres et les modes de fonctionnement ont été étendus
par rapport aux LE. La liste suivante énumère les différents modes de fonctionnement :
Mode normal Dans le mode normal, il est possible d’implémenter deux fonctions de quatre
entrées ou une seule fonction de six entrées dans un ALM. Jusqu’à huit entrées prove-
nant de l’extérieur du bloc (interconnexion) peuvent être utilisées en tant qu’entrée de
la logique combinatoire.
Fig. 2.4: ALM en mode normal. Sur cet exemple, un seul registre de sortie est utilisé.
Mode LUT étendue Dans le mode LUT étendue, la LUT peut être connectée à sept entrées mais
la sortie n’est pas synchronisable par un registre en sortie. Ce mode est couramment uti-
lisé pour les structures if-else des langages de description HDL. La huitième entrée de
l’ALM non utilisée est potentiellement connectable à un registre de sortie, permettant
une optimisation en surface du compilateur (technique de register packing). Cette opti-
misation regroupe dans le même ALM la fonction purement combinatoire de la LUT
et la mémorisation d’un signal provenant de l’extérieur du bloc (non dépendant de la
sortie de la LUT).
Mode arithmétique Un ALM en mode arithmétique utilise deux LUTs quatre entrées avec deux
additionneurs complets. Chaque additionneur dédié permet aux LUT d’effectuer des
pré-additions logiques. De plus, chaque additionneur dédié peut utiliser le résultat de
l’autre additionneur avant de commander la sortie. La chaine de retenue 3 fournit des
propagations de retenue rapide entre deux blocs d’additions.
3. Carry chain
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Fig. 2.5: ALM en mode LUT étendue. La fonction exécutée est purement combinatoire ici. Un registre
est disponible pour la mémorisation d’une donnée provenant de l’extérieur du bloc.
Fig. 2.6: ALM en mode arithmétique
Mode arithmétique partagé Dans ce mode, l’ALM est configuré avec quatre LUTs quatre en-
trées. Chaque LUT calcule la somme des trois entrées ou la retenue des trois entrées.
Le calcul de la retenue de sortie est transmis au prochain bloc additionneur via une
connexion particulière, appelé la chaine arithmétique partagée.
Maintenant que l’architecture des blocs logiques a été présentée, le réseau d’intercon-
nexion permettant de construire des applications va être exposé.
2.1.2 Interconnexion des blocs
La topologie du réseau d’interconnexion diverge d’un FPGA à l’autre, bien que les topo-
logies récentes utilisent une représentation hiérarchique comprenant plusieurs niveaux d’in-
terconnexion. Il existe différents types de connexions possibles, illustrés sur la Fig. 2.7 :
• Les interconnexions directes sont des liaisons entre blocs logiques ou entre un bloc
logique et une broche d’entrée/sortie.
• Les lignes parcourent toute la longueur et la largeur du FPGA. Ces lignes peuvent
être de différent type selon leur dimension (exemple : single-length, double-length ou
longlines pour un FPGA Xilinx XC4000). Les lignes courtes offrent plus de flexibilité
et un routage rapide entre des blocs adjacents, mais traversent forcément toutes les
matrices d’interconnexion. Lorsque les connexions sont éloignées, le passage par les
matrices d’interconnexion ralentit la propagation des signaux dans le FPGA, limitant la
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fréquence maximale de fonctionnement de l’application. L’utilisation des lignes longues
(traversant moins de matrices d’interconnexions) permet d’obtenir une propagation des
signaux plus rapides entre deux blocs éloignés.
• Les matrices d’interconnexion permettent de relier un bloc à n’importe quel autre bloc
du FPGA. Ces systèmes sont des aiguilleurs configurables situés à chaque intersection
et raccordent les lignes entre elles selon diverses configurations (Fig. 2.7b).
(a) Interconnexion d’un FPGA (b) Illustration d’une matrice d’intercon-
nexion (PSM)
Fig. 2.7: Interconnexion interne d’un FPGA
Toutefois, les connexions entre les blocs sont un facteur primordial pour les performances
des implantations FPGAs. Plus la connexion entre deux blocs sera longue, plus le temps de
transmission d’une donnée sera également long, faisant chuter la fréquence maximale de
fonctionnement. Ceci est dû au modèle équivalent des lignes (Réseau RC [HWY 09]), illustré
sur la Fig. 2.8. Le placement des éléments sur le FPGA est donc un élément crucial pour les
performances.
Fig. 2.8: Exemple de routage dans un FPGA avec le modèle équivalent, source [GR12]
Avec l’évolution des FPGAs qui intègrent de plus en plus d’éléments logiques, les sys-
tèmes d’interconnexions ont été hiérarchisés afin d’améliorer les performances en fréquence
des applications. Les éléments logiques sont désormais regroupés dans des entités plus im-
portantes, appelées Logic Array Blocks chez Altera et Configurable Logic Block (CLB) chez
Xilinx. Les éléments au sein d’un même LAB ont des communications privilégiées, afin de
construire des fonctions sans passer par le réseau d’interconnexion, et ainsi obtenir de meil-
leurs fréquences de fonctionnement. Un schéma d’un LAB de Cyclone V est donnée sur la
Fig. 2.9.
Chaque LAB d’un Cyclone V regroupe dix éléments logiques (ALM). Il contient aussi des
chaînes de propagation retenus (carry chains) pour le transfert du résultat d’un calcul arith-
métique et des chaînes de registres (register chains) pour le transfert d’une sortie séquentielle
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Fig. 2.9: LAB Cyclone V [Altc]
d’un élément logique à l’autre au sein du même LAB. Des liens de communications directs
(Directs Links sur la Fig. 2.9) servent aussi à piloter le LAB à partir d’éléments extérieurs tels
que les LABs adjacents, les blocs mémoires SRAM ou les unités multiplieurs DSP. Chaque
LAB peut piloter jusqu’à trente ALM à travers les liens directs.
2.1.3 Blocs Additionnels
Dans le cas des architectures récentes tel que le Zynq de Xilinx [zyn], des éléments sup-
plémentaires sont disponibles au sein du FPGA tels que :
• Les blocs mémoires synchrones SRAM double-port dédiés, idéals pour les mémorisa-
tions importantes telles que des FIFOs. Les blocs fournissent deux ports indépendants
en entrée et en sortie, partageant le même espace mémoire. Suivant les versions des com-
posants, un Zynq peut fournir entre 60 et 465 blocs mémoires, chacun supportant 36Kb.
Chaque port peut être configuré en fonction de la dynamique des données d’entrées, gé-
rant automatiquement l’alignement des données en mémoire (32K  1bit, 8K  4bits,...).
• Les blocs mémoires distribués peuvent être implantés n’importe où dans le FPGA, à
contrario des blocs SRAM dédiés qui ont une position fixe. Ces blocs sont crées automa-
tiquement à partir d’un ensemble de blocs logiques regroupés au sein d’un même LAB.
Ce type de mémoire est idéal pour les petites mémorisations (registres à décalages, pe-
tites FIFOs). A titre d’exemple, une mémoire distribuée MLAB chez Altera fournit 640
bits de mémoires. De plus, il est possible d’allouer jusqu’à 25% de la logique disponible
en tant que MLAB, procurant jusqu’à 1.7Mbits de mémoire supplémentaire dans un
Cyclone V.
• Les blocs DSP sont des unités arithmétiques optimisées en performance et en consom-
mation pour effectuer des opérations de multiplications/accumulations (MAC). Diffé-
rentes précisions sont possibles (9, 18, 27 bits pour les opérandes). Il est également
possible de faire des calculs directement sur des nombres complexes.
• Le Hardcore qui remplace les systèmes Co-Design à base de softcore (NIOS, MicroBlaze).
Aujourd’hui les deux principaux concurrents (Altera et Xilinx) utilisent des processeurs
ARM connus pour leur faible consommation. L’intégration des cœurs de processeurs
ouvre de nombreuses possibilités en terme de flexibilité, de reconfiguration (le hardcore
peut reconfigurer le FPGA dynamiquement) ou de communication avec le monde ex-
térieur. Ces systèmes intègrent également de nombreux contrôleurs matériels dédiés 4.
4. Voici quelques exemples de contrôleurs intégrés : Ethernet, USB OTG, NAND Flash, QSPI, SD, MMC, SPI,
I2C, UART, CAN, SDRAM, DDRAM
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Le support de cartes SD et de mémoires DDR permettent la mise en œuvre de sys-
tèmes d’exploitation légers (Micro OS Linux), simplifiant d’une part considérablement
la mise en œuvre des communications avec l’extérieur (couches réseau), et d’autre part,
améliorant la portabilité des applications de Co-Design plus efficacement (serveur SFTP,
compilateur standard, etc,...).
Après avoir abordé l’architecture des FPGAs, leur flot de conception va être présenté.
2.2 Flot de conception FPGA
Afin de passer d’un code source, décrit dans un langage HDL, à l’exécution de ce code sur
une cible FPGA, il convient de respecter un certain flot de conception, illustré sur la Fig. 2.10,












Fig. 2.10: Flot de conception FPGA
1. Synthèse Register Transfer Level (RTL).
La première étape, appelé synthèse, consiste à passer de la transcription HDL à une
représentation dite Register Transfer Level (RTL). Tout d’abord, l’outil d’analyse et de
synthèse crée une base de données du projet intégrant tous les fichiers sources. A partir
de cette base, la complétude et la consistance du projet est testée, en particulier en
vérifiant les connexions entre les modules et les erreurs syntaxiques.
Le synthétiseur infère en premier les éléments de base tels que les bascules, les LUTs
et les machines d’états. Ensuite, il extrait du code source des macros correspondantes à
des comportements ou des opérations spécifiques (mémoire RAM, registres à décalages,
multiplexeurs, additions/soustractions/multiplications), qui seront remplacées par la
suite par des composants du constructeur. Il est d’ailleurs souvent conseillé par les fa-
bricants de FPGA d’utiliser directement leurs composants dans le code source, ou de
respecter une certaine façon d’écrire le code source, afin de guider le synthétiseur dans
son analyse et de permettre d’obtenir des performances optimales. Toutefois, le code de-
vient dépendant d’un constructeur, voire d’une cible particulière. L’outil effectue ensuite
une optimisation du design en minimisant le nombre de portes et la représentation de
chaque machine d’états, supprimant la logique redondante ou inutile. A ce niveau, des
contraintes de temps associées au projet sont prises en compte . Enfin, un regroupement
des ressources combinatoires et séquentielles est effectué afin de minimiser le nombres
de blocs logiques utilisés suivant la technologie utilisée.
14 2. Méthodologies d’implémentation d’algorithmes sur FPGA
Après le processus de synthèse, une étape de simulation fonctionnelle est possible afin
de vérifier que le comportement du système répond aux fonctionnalités attendues.
2. Placement routage. L’étape suivante est subdivisée en deux parties. La première trans-
forme la représentation RTL en une représentation niveau portes logiques, prenant en
compte les caractéristiques du FPGA ciblé. La seconde étape effectue le placement de la
logique obtenue sur le FPGA souhaité.
Une étude de la fréquence du système est ensuite effectuée afin d’obtenir les perfor-
mances maximales du système. Une dernière étape de simulation dite post-routage est
possible. Cette étape prend en considération les caractéristiques du FPGA et le place-
ment effectué afin de vérifier que les temps de propagation dans le FPGA ne contrarient
pas le bon fonctionnement du système. A la fin de ce processus, une analyse précise des
temps de propagation entre les éléments du FPGA permet de fournir à l’utilisateur une
information sur la fréquence maximale de fonctionnement de son application.
3. Génération du bitstream et programmation du FPGA.
La dernière étape transforme la représentation obtenue en un fichier de configuration
(bitstream) qui sert à programmer les connexions internes et des blocs logiques du FPGA.
Le flot de conception décrit sur la Fig. 2.10 est désormais complètement automatisé par
les outils des fournisseurs de FPGA qui à partir d’une description HDL RTL produisent les
fichiers de programmation du circuit.
2.2.1 Exemples de processus
Afin d’illustrer le flot de conception complet, considérons quelques exemples. Le premier
exemple décrit, purement combinatoire, correspond à un multiplexeur 2 vers 1. Le listing 2.1
correspond à la description VHDL de ce composant.
Listing 2.1: Code VHDL d’un multiplexeur 2 vers 1
e n t i t y mux2 i s
port (A: in s t d _ l o g i c ;
B : in s t d _ l o g i c ;
SEL : in s t d _ l o g i c ;
C : out s t d _ l o g i c ) ;
end mux2 ;
a r c h i t e c t u r e comb of mux2 i s
begin
C <= A when ( SEL = ’1 ’ ) e lse B ;
end comb ;
Un multiplexeur est un élément de base présent dans tous les designs numériques, une
macro est donc associée à cette opération dans le synthétiseur. La Fig. 2.11a illustre la trans-
cription RTL du code VHDL faite par le synthétiseur. La Fig. 2.11b correspond à la repré-
sentation du multiplexeur après l’étape de placement routage sur le FPGA. Tout d’abord, les
entrées et les sorties du système sont automatiquement associées à des blocs entrées/sorties
du FPGA (IO_BUF). Ensuite, le multiplexeur de la Fig. 2.11a a été remplacé par un seul élé-
ment logique LE (LOGIC_CELL_COMB (AACC)) dont les entrées (DATAA, DATAB, DATAD)
sont respectivement connectées aux IOs (A, B, SEL) et la sortie combinatoire (COMBOUT) à
la sortie C.
La Fig. 2.12 montre l’allocation des éléments sur le FPGA. La première figure à gauche
représente le FPGA Cyclone III complet, où un LAB est alloué (encerclé sur la figure) ainsi
que les quatre entrées/sorties nécessaires. Le LAB alloué (contenant 16 éléments logiques) est
occupé avec un seul élément logique (encerclé) où est implanté le multiplexeur (schéma de
droite).
A partir de l’équation du multiplexeur, il est possible de retrouver la valeur qui sera
chargée dans la LUT au moment de la programmation. Cette valeur, donnée par l’outil, est
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(a) Représentation RTL (b) Représentation post-routage
Fig. 2.11: Représentation RTL et post-routage du multiplexeur 2 vers 1. Le code VHDL du listing. 2.1
après synthèse se traduit par un multiplexeur. Après routage, les entrées/sorties (signaux
A, B, C et SEL) sont remplacées par des composants entrées/sorties. Le multiplexeur est
instancié dans un seul bloc logique.
FPGA Complet
LAB





Fig. 2.12: Implantation finale sur le FPGA du multiplexeur 2 vers 1.
dans cet exemple égale à CCAA (hexadécimal). La table de vérité permettant de retrouver la
valeur qui sera programmée dans la LUT est illustrée sur la Fig. 2.13.
d c b a out
0 0 0 0 0
1 0 0 0 0
0 1 0 0 1
1 1 0 0 1
0 0 1 0 0
1 0 1 0 0
0 1 1 0 1
1 1 1 0 1
0 0 0 1 0
1 0 0 1 1
0 1 0 1 0
1 1 0 1 1
0 0 1 1 0
1 0 1 1 1
0 1 1 1 0





Fig. 2.13: Table de vérité de l’équation du multiplexeur
Un second exemple basé sur un processus séquentiel correspondant à une mémoire syn-
chrone est présenté. Deux manières de spécifier le comportement de la mémoire sont décrites
sur le listing 2.2. La première architecture (rtl_hdl) est une description en langage VHDL dont
le synthétiseur transcrit le code source en un bloc mémoire SRAM. Cette représentation est la
plus générique, grâce à l’utilisation stricte de constructions permises par le langage VHDL,
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procurant le même résultat sur plusieurs outils différents (Xilinx, Altera,... ). La seconde ar-
chitecture (altera_comp) instancie un composant dédié fourni par le fabricant et spécialement
paramétré pour la cible finale. Cette deuxième manière de faire est optimale en terme de
ressources mais dépendante du FPGA choisi (ici Cyclone III Altera).
Listing 2.2: Code VHDL d’une mémoire SRAM
ENTITY memoire IS
generic ( depth : i n t e g e r := 2 ; s i z e : i n t e g e r := 4 ) ;
PORT (
c lock : IN STD_LOGIC ; -- horloge
data : IN STD_LOGIC_VECTOR ( s ize1 DOWNTO 0 ) ; -- donnée d’entrée
write_address : IN INTEGER RANGE 0 to depth1; -- adresse d’écriture
read_address : IN INTEGER RANGE 0 to depth1; -- adresse de lecture
we : IN STD_LOGIC ; -- signal de contrôle d’écriture
q : OUT STD_LOGIC_VECTOR ( s ize1 DOWNTO 0 ) ) ; -- sortie de la mém
END memoire ;
-- Première méthode: Code VHDL
ARCHITECTURE r t l _ h d l OF memoire IS
-- déclaraton d’un tableau de la longueur de la mémoire
TYPE MEM IS ARRAY(0 TO depth1) OF STD_LOGIC_VECTOR( s ize1 DOWNTO 0 ) ;
SIGNAL ram_block : MEM;
BEGIN
PROCESS ( c lock )
BEGIN
IF ( c lock ’ event AND c lock = ’1 ’ ) THEN -- sur chaque front montant
IF (we = ’1 ’ ) THEN -- si validation écriture
ram_block ( write_address ) <= data ; -- on écrit la donnée ds mem
END IF ;
q <= ram_block ( read_address ) ; -- lecture synchrone
END IF ;
END PROCESS ;
END r t l _ h d l ;
-- Seconde méthode: Composant constructeur




intended_device_family => " C y c l o ne I I I " ,
lpm_type => " altsyncram " ,
numwords_a => depth ,
widthad_a => depth ,
width_a => s i z e )
PORT MAP (
address_a => std_logic_VECTOR ( to_unsigned ( write_address , depth ) ) ,
c lock0 => clock ,
data_a => data ,
wren_a => we,
address_b => std_logic_VECTOR ( to_unsigned ( read_address , depth ) ) ,
q_b => q ) ;
END altera_comp ;
La fig 2.14 illustre les deux résultats de synthèse.
2.2. Flot de conception FPGA 17
(a) Schéma RTL - Architecture rtl_hdl (b) Schéma RTL - Architecture
altera_comp
Fig. 2.14: Représentations RTL des deux approches courantes pour l’instanciation d’une mémoire
SRAM par un synthétiseur.
Sur la Fig.2.14a, un registre de sortie est ajouté (non représenté sur la Fig.2.14b où le re-
gistre fait partie du composant fabricant). Ce registre découle de l’affectation de la sortie q
dans un processus synchrone. Ce schéma est nécessaire car les composants mémoires néces-
sitent une écriture et une lecture synchrone pour être utilisés. Malgré cette légère différence
au niveau de la représentation RTL, les deux descriptions du composant aboutissent au même
résultat final une fois le placement-routage effectué, à savoir l’instanciation d’une mémoire
SRAM double-port, illustré sur la Fig. 2.15.
Fig. 2.15: Représentations post-routage de la mémoire SRAM
La Fig. 2.16 illustre l’implantation finale de la mémoire sur le FPGA.
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FPGA Complet
Bloc Mémoire SRAM
Fig. 2.16: Implantation finale sur le FPGA d’une mémoire SRAM.
Avec un exemple tel que celui de la mémoire SRAM, il a été montré que plusieurs ap-
proches sont possibles pour la description d’une application. Bien que le processus de syn-
thèse ait abouti au même résultat dans cet exemple, il existe de nombreux cas où la conver-
gence des résultats après le placement-routage n’est pas assurée. Même si le synthétiseur
aboutit à l’instanciation d’un même composant, sa configuration sera souvent différente. Pre-
nons à titre d’exemple un composant de division. L’utilisation de l’opérateur arithmétique
VHDL standard fournira une vitesse de fonctionnement 3 fois inférieure (sur un Cyclone III)
à l’utilisation d’un composant spécifique, car ce dernier pourra être paramétré en nombre
d’étages de pipeline (impossible à faire avec l’utilisation d’un simple opérateur).
Le choix du type de description de l’application ainsi que l’ensemble des paramètres de
l’outil de synthèse influeront sur les performances finales d’une application. L’approche avec
les langages HDL a toutefois l’avantage de fournir les meilleurs résultats en terme d’implé-
mentation (ressources et vitesse) mais nécessite de la part du développeur de bonnes connais-
sances en conception numérique afin de pouvoir transcrire l’algorithme original en une des-
cription HDL synthétisable. Avec des algorithmes complexes, cette tâche peut devenir ardue
et prendre un temps de mise au point considérable, ce qui a souvent restreint l’utilisation des
FPGAs.
2.3 Les outils de synthèse haut-niveau (HLS) pour FPGA
En réponse aux problèmes de temps et de complexité de développement induits par
l’usage des HDLs, de nombreux travaux ont été voués au développement d’outils de syn-
thèse de haut niveau High Level Synthesis (HLS). Cette deuxième approche est illustrée sur
la Fig. 2.17. Ces outils ont pour objectif de faciliter l’accès à l’utilisation des FPGAs par des
personnes non expertes en conception numérique. Une grande partie des HLS existants est
basée sur des langages impératifs comme le C/C++, proposant aux utilisateurs des modèles
de programmation avec lesquels ils ont l’habitude de raisonner.
2.3.1 Les HLS C-Likes
La plupart des outils de synthèse de haut-niveau sont basés sur des langages standard tels
que le ANSI C/C++ et SystemC. De nombreux outils basés sur les langages impératifs ont été
proposés, en voici une liste non exhaustive :










Fig. 2.17: Méthodes possibles pour le portage d’algorithmes sur une cible matérielle
• Handle-C [han] est un sur-ensemble du langage C apparu en 1996 à l’université d’Ox-
ford. Le langage rajoute la possibilité de définir des sections parallèles (mot clé par) et
construit des canaux de communication (FIFOs) entre chaque unité. Il supporte égale-
ment les types de variables et signaux avec des précisions au niveau bit. Handle-C est
désormais supporté par la société Mentor Graphics.
• Mitrion-C [mit] est également un HLS C-like proposé par Mitrionics. Le code est converti
en un Mitrion Virtual Processor (MVP), un coeur de processeur implanté sur un FPGA.
• Carte-C [Poz05] utilise une approche structurelle avec la définition d’une librairie pré-
synthétisée de modules matériels. Le développeur peut utiliser ces modules ou bien en
définir de nouveaux (mais développés en langage HDL)
• Stream-C [GSAK00] a été proposé par le laboratoire de Los Alamos. Le langage est basé
sur le modèle de programmation Communicating Sequential Process (CSP) de Hoare [Hoa78]
et cible des applications opérant sur des flux de données.
• Single-Assignment C (SA-C) [NBD 03] est une variante du langage C utilisée pour
automatiquement compiler un algorithme séquentiel vers un système reconfigurable
FPGA. Pour cela, cette variante du C rajoute des restrictions au langage initial (suppres-
sion des pointeurs, des appels récursifs et des boucles while).
• SPARK [GDGN03] transforme également du C en VHDL. Ce HLS a été conçu afin
d’étudier les impacts des transformations et des heuristiques appliqués à la production
de code VHDL à partir de code C.
• Mobius [uAS07] est également basé sur le modèle CSP, comme Stream-C. Le compila-
teur extrait certaines primitives dont des équivalences sur des circuit électroniques sont
connus.
• Impulse-C [imp] supporté par Impulse Accelerated Technologies, permettant l’écriture
d’applications avec l’aide d’une librairie de fonctions décrivant des processus parallèles.
Les communications entre processus sont basées sur un modèle de flot de données.
L’utilisateur peut interfacer ces propres fonctions matérielles au sein de la librairie.
• Catapult [GT10] est certainement un des outils industriels les plus répandus. Projet ini-
tié en 2004 par la société Mentor Graphics et maintenant proposé par la Calypto Design
Systems, Catapult supporte du C++ ou du SystemC comme langage de description et
génère du code RTL pour FPGA ou ASIC. Les dernières avancées de cet outil sont prin-
cipalement sur l’intégration de méthodes de vérification du code généré, primordiales
dans le déploiement d’applications industrielles.
• Vivado Xilinx HLS [viv] fait partie de la suite d’outil du fabricant Xilinx. L’outil est
basé sur un environnement de développement (EDI) Eclipse et utilise des directives
de précompilation afin de générer le code RTL. Un ensemble de composants avancés
(FFT, Factorisation de Cholesky’s, noyau SVD) est fourni. L’EDI intègre également la
compilation et la simulation RTL du composant. Lors du processus de transcription,
l’outil génère les représentations en SystemC, VHDL et Verilog. Il est possible d’exporter
directement un composant sous forme de bloc IP depuis le HLS, facilement intégrables
dans un projet.
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Tous ces outils ont pour caractéristique commune de dériver du même langage, souvent en
rajoutant des restrictions et des spécifications similaires. Toutefois, les modèles de program-
mation impératifs, conçus pour être exécutés sur des architectures à base de processeurs, et
le modèle d’exécution d’un FPGA diffèrent trop pour pouvoir passer de l’un à l’autre de
manière automatique et efficace. En voici quelques raisons :
• L’extraction automatique du parallélisme du code original est une tâche complexe à
mettre en œuvre. Même si les compilateurs récents sont capables de paralléliser cer-
taines boucles de codes séquentiels comme sur les DSPs, il n’en résulte que des opé-
rations SIMD. Dans le contexte d’une programmation FPGA, chaque partie de l’appli-
cation travaille de manière totalement concurrente, ce qui est à l’opposé des concepts
même des langages utilisés par les HLS basés sur des langages impératifs. En pratique,
certains HLS vont avoir recours à des annotations (via des directives de précompilation)
pour accompagner le compilateur dans l’analyse des sections parallélisables.
• Certaines constructions explicitant des concepts clés du design numérique comme la
précision au niveau bit, la notion d’horloge, de synchronisation ou de hiérarchie entre
modules manquent. Parmi ces concepts, la notion d’horloge est certainement une des
plus importantes. La notion de temps est implicite dans un programme impératif. Le
développeur spécifie une succession d’opérations logiques ou arithmétiques et le com-
pilateur s’occupe entièrement du séquencement des instructions, quitte à réorganiser
certaines instructions pour optimiser l’exécution. Dans le monde matériel, le temps au
contraire est explicite, avec pour unité de base le cycle d’horloge.
• Réciproquement, certaines constructions des langages impératifs n’ont pas d’équivalent
en matériel. La notion de l’allocation dynamique de mémoire qui est couramment utili-
sée dans les codes impératifs n’existe pas en description matérielle. Ceci implique que
l’algorithme de base doit forcément être réécrit selon certaines règles. Ces règles sont
fortement contraignantes pour les développeurs de logiciels qui ne sont pas familiers
des approches matérielles.
Afin de limiter l’expansion des dérivées des langages ANSI C/C++, des industriels ont
décidé de se regrouper autour d’un consortium pour la définition d’un standard de program-
mation commun à tous les types d’unités de calculs possibles, OpenCL.
2.3.2 OpenCL
Open Computing Language (OpenCL) [ope] est le premier standard open-source, sous
licence gratuite, unifiant le modèle de programmation pour l’accélération d’algorithmes sur
des systèmes hétérogènes. Il est issu d’un consortium d’universitaires et d’industriels (Khro-
nos) visant à proposer un environnement de travail commun, dans le but d’éviter ainsi la
multiplication des sur-ensembles du même langage.
OpenCL utilise également un sur-ensemble du standard ANSI C pour le développement
de code mais propose un cadre plus général que la programmation FPGA, supportant l’exécu-
tion d’une multitude d’architectures (processeurs, GPUs ou encore DSPs). Les fonctionnalités
d’OpenCL intègrent une interface de programmation (API) pour la communication entre une
unité hôte (généralement un processeur) et un ou plusieurs OpenCL Devices, souvent via
une liaison PCI Express. Un OpenCL device est divisé en une ou plusieurs unités de cal-
culs (Compute units (CUs)) , elles-mêmes subdivisées en un ou plusieurs éléments de calculs
(processing elements (PEs)).
La définition d’un programme OpenCL est séparée en deux parties : les noyaux (kernels)
qui s’exécutent sur un ou plusieurs OpenCL devices et un programme hôte, définissant le
contexte et l’exécution des kernels, et gérant les transferts de données. Lorsque qu’un kernel
est soumis par le processeur hôte, une collection d’exécutions parallèles de ce noyau peut être
invoquée sur la cible et chaque instance (work-item) exécutera le même kernel sur des données
différentes. L’utilisation d’un identifiant par instance permet de séparer le chemin d’exécution
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au sein du même noyau. Il est également possible d’exécuter différent noyaux en parallèle,
permettant un parallélisme de tâche.
A ce jour, il est difficile de savoir si OpenCL se révèlera comme le standard incontour-
nable de la HLS des prochaines années. La société Altera propose actuellement le support
d’OpenCL pour certain de ces circuits mais sa mise en œuvre intègre de nombreuses couches
d’abstraction, consommatrice de ressources.
2.4 Le modèle flot de données
Dans le cas du traitement d’images pour le FPGA, les différences entre le modèle de
programmation impératif et le modèle d’exécution d’un FPGA sont trop importantes pour
obtenir une correspondance automatique et efficace. Une solution possible est de choisir un
modèle de calcul pour la description des applications plus adapté à ce domaine, en particulier
le modèle flot de données.
Le modèle flot de données est apparu du MIT en 1966 avec les travaux de Sutherland [Sut66]
et a été formalisé par la suite par Dennis [Den74]. Le but de leurs travaux était de créer une
architecture de calcul parallèle avec un langage de programmation associé dans laquelle des
fragments de programmes pouvaient s’exécuter simultanément. Les architectures flot de don-
nées étaient capables de meilleures performances que les architectures de processeurs clas-
siques, limitées par le goulot d’étranglement que constituent les échanges entre le processeur
et la mémoire stockant le programme et les données [Bac78, AC86].
Les programmes flot de données sont décrits sous la forme un réseau d’unités de cal-
cul, appelés processus ou acteurs, qui s’échangent des jetons (tokens) à travers des liens de
communication unidirectionnels de type FIFO. La notion de temps est transparente dans un
programme flot de données, où seule la notion de causalité est importante. Au sein d’un ac-
teur, les exécutions sont déclenchées dès lors que les jetons nécessaires sont disponibles en
entrée. Le comportement d’un acteur est défini par un ensemble de règles d’activation (firing
rules). Une règle d’activation est définie par une combinaison des jetons disponibles en entrée
et spécifie les jetons à produire en sortie. Lorsqu’une règle s’active, les jetons d’entrées sont
consommés et les jetons en sortie produits. Un ensemble de règles définit alors la totalité du
comportement d’un acteur.
Etape 1 k  a  10
Etape 2 l  10 c
Etape 3 m  k  10
Etape 4 n  l  6
Etape 5 r  m{n












(b) Modèle flot de données
Fig. 2.18: Comparaison du modèle impératif et du modèle flot de données
Une comparaison entre le modèle flot de données et le modèle Von Neumann est donnée
dans la figure 2.18 sur un exemple simple. Avec le modèle von Neumann l’exemple s’exécute
en cinq étapes. Avec la formulation suivant le modèle flot de données, ce code ne requiert que
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trois étapes. Les étapes 1 et 2, opérant sur des données indépendantes, peuvent être exécutées
en parallèle, tout comme les étapes 3 et 4. Il est important de garder à l’esprit que chaque
acteur peut s’exécuter de manière concurrente, différence avec un unique cœur de processeur
qui ne peut exécuter qu’une opération à la fois même si les données sont indépendantes 5.
Une autre différence entre les deux modèles est l’absence de variable. Sur la Fig. 2.18b, les
variables k, l, m, n de la Fig. 2.18a sont traduites par les liens de communications entre acteurs.
Suite aux propositions de Dennis, de nombreux travaux ont visé à formaliser la séman-
tique des modèles de calcul de type flot de données. Dans [LP95], en particulier, Lee et Parks
ont défini le modèle Dataflow Process Network (DPN), inspiré des travaux de Dennis [Den74]
et de Kahn [Kah74]. Un DPN est défini par un graphe orienté dans lequel les sommets sont
des acteurs et les arcs des canaux de communications de type FIFO, comme le modèle de
Dennis. La divergence entre les deux modèles se fait au niveau du comportement des acteurs.
Dennis définit les acteurs comme des opérateurs logiques ou arithmétiques alors que la sé-
mantique de Lee est plus générale, intégrant la notion de processus associé à un ensemble
de règles d’activations (notion issue des processus de Kahn [Kah74]). Plus formellement, Le
modèle DPN peut être défini comme un graphe orienté fini, caractérisé par G   A, F ¡ où :
• A est l’ensemble des sommets du graphe. Chaque sommet représente un acteur du
graphe consommant un ou plusieurs flots de jetons d’entrées et produisant un ou plu-
sieurs flots de jetons de sortie. Un tel acteur a P A est défini par un t-uplet
a   Pindata, P
out
data, R, Rate ¡ où :
– Pindata et P
out
data sont respectivement les ensembles des ports d’entrées et de sorties de
l’acteur.
– R est l’ensemble des règles d’activations d’un acteur. Une règle d’activation Ri P R
est activée lorsque les conditions sur les entrées associées à la règle sont satisfaites.
– Rate : pR, Pindata, P
out
dataq Ñ N associe un nombre de jetons consommés ou produits
sur un port de l’acteur, pour chaque activation de chaque règle Ri de l’acteur.
• F  A A est l’ensemble des arcs du graphe G. Chaque arc est un lien de communica-
tion unidirectionnel de type First-In First-Out (FIFO) de capacité supposée infinie pour
le transfert des jetons entre acteurs.
Le modèle DPN est à la base de nombreux modèles flot de données existants à ce jour. La
sémantique du modèle définit le comportement extérieur des acteurs : les règles d’activation
spécifient seulement les conditions sur les entrées associées à chaque règle et les données
produites par leur activation. La description du comportement interne de l’acteur ne fait pas
partie du modèle de calcul. Cette spécificité fait que depuis la formalisation de Lee, de nom-
breuses variantes basées sur les DPN sont apparues dans la littérature, où chacune offre un
compromis différent entre les capacités de modéliser des comportements dynamiques et de
prédictibilité du système. Les variations dans les modèles se situent principalement sur la
sémantique des règles d’activation. On retrouve comme modèles les plus courants :
• Dynamic Data Flow (DDF) [BDT13] est un modèle de calcul dans lequel les acteurs
peuvent avoir accès à un jeton sans le consommer, créant des lectures non bloquantes
(interdites dans les KPN). Cette propriété forte rend les DDF non déterministes, com-
plexifiant leur étude [LP95]. Le langage de programmation CAL est basé sur ce modèle.
• Synchronous Data Flow (SDF) [LM 87] est certainement la spécialisation statique du
DPN la plus utilisée pour sa simplicité et sa prédictibilité. Chaque acteur SDF consomme
et produit un nombre fixe de jetons à chaque activation. Ce modèle est très populaire
car il permet de vérifier qu’un graphe est déterministe et ordonnançable, permettant no-
tamment une détermination statique (à la compilation) de la taille des canaux de com-
munication.
5. Avec les extensions SIMD, les cœurs de processeurs sont en mesure d’exécuter des opérations vectorielles
mais ceci se limite à du parallélisme de données avec un nombre limité de données parallèles
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• Single-Rate SDF est une spécialisation du modèle SDF dans lequel les taux de produc-
tion et de consommations de tous les acteurs sont égaux. Il est possible de convertir
un graphe SDF en Single-Rate SDF [SB09]. Ce modèle peut également être converti
en un Direct Acyclic Graph (DAG) directement ordonnançable sur des architectures de
processeurs à mémoire partagée.
• Cyclo Static Dataflow (CSDF) [BELP96]. Le modèle cyclo-statique (CSDF) étend le mo-
dèle SDF en définissant des motifs fixes de production/consommation. Par exemple
avec un pattern (1,2), un acteur peut produire alternativement un ou deux jetons lors de
son activation.
• Parameterized SDF (PSDF) [BB01] est une extension du modèle SDF qui permet de
définir des rapports production/consommation relatifs à des paramètres qui peuvent
être réévalués dynamiquement à certains points de reconfiguration.
D’autre part, des propriétés telles que l’ordonnançabilité ou la consistence peuvent être utili-
sées pour caractériser les applications et les modèles entre eux. Un graphe flot de données est
ordonnançable s’il est possible de trouver une séquence d’activation d’acteurs qui satisfassent
l’intégralité des règles d’inférences définies dans le graphe. En fonction des spécifications du
modèle, l’ordonnançabilité peut être vérifiée à la compilation ou à l’exécution. Dans certains
modèles dynamiques, des inter-blocages (deadlock) sont parfois possibles. Un graphe sera
consistant si son exécution ne causera pas une accumulation infinie de jetons dans une ou
plusieurs FIFOs. En théorie, les FIFOs d’un DPN sont supposées illimitées mais les ressources
mémoires sont limitées en pratique, nécessitant un dimensionnement précis des FIFOs. Un
graphe sera donc considéré inconsistant s’il peut générer des débordements dans les FIFOs.
D’autres propriétés sur les modèles permettent de comparer les modèles entre eux. Il est
complexe de dresser une liste exhaustive de ces propriétés de part la multitude existant dans
la littérature. Desnos propose une liste intéressante des propriétés utilisables pour comparer
les modèles flot de données dans [Des14].
2.5 Application du modèle flot de données aux systèmes matériels
pour le prototypage rapide
Malgré les performances que pouvaient procurer les premières machines flot de de don-
nées dans les années 1980-1990, elles ont été abandonnées à cause de leur coût de fabrication
prohibitif [W 94]. A cette époque, les circuits électroniques configurables ne fournissaient pas
suffisamment de capacité d’implémentations pour supporter des applications réelles. Aujour-
d’hui avec les récentes avancées dans les procédés de gravure, les FPGAs offrent des matrices
de logiques importantes, ouvrant l’utilisation de ce type de circuit à de nouvelles applications.
Ces avancées relancent aujourd’hui l’intérêt du modèle flot de données pour la programma-
tion des FPGAs. Cet intérêt a d’ailleurs été de nouveau soulevé dès la fin des années 1990 où
le modèle flot de données a été relancé par Najjar, qui dans [NLG99], avait déjà souligné les
correspondances entre le modèle de programmation flot de données et le modèle d’exécution
des FPGAs. Les principales correspondances soulignées par Najjar sont les suivantes :
• Les données sont représentées par des valeurs sur des arcs et non des adresses mé-
moires. Il en résulte que l’ordre des opérations dépend seulement de l’ordre d’arrivée
des données sur les liens et non de dépendances introduites par l’utilisation d’un es-
pace mémoire. En terme d’exécution sur un FPGA, ce type de communication se traduit
par une connexion de type FIFO, dont l’utilisation est courante pour la synchronisation
entre blocs de traitement.
• Les opérations sont purement fonctionnelles. Les sorties d’un acteur dépendent seule-
ment de ses entrées, ce qui sémantiquement correspond aux opérations combinatoires
effectuées au sein d’un bloc logique FPGA. (l’équation de sortie d’une LUT ne dépend
que de ses entrées). Les opérations d’un acteur flot de données sont ainsi facilement
synthétisables sur un FPGA.
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• Toutes les formes de parallélisme (données, contrôle, flux) sont exprimables via un
graphe flot de données. Le modèle d’exécution d’un FPGA, basé sur des unités concur-
rentes, permet de supporter ces différents niveaux naturellement.
Vis à vis des problématiques de la HLS, le recours à un modèle de programmation simi-
laire au modèle d’exécution de la cible matérielle évite de concevoir un système de reformu-
lation inter-modèle (évitant ainsi de retomber sur les problématiques de la HLS sus-citées).
Dans le cadre du traitement d’images, de précédents travaux ont démontré que le modèle
flot de données pouvaient être utilisé pour exploiter des unités de calcul parallèles dédiés au
traitement d’images temps réels [SQZ93, SQZ95]. De fait, plusieurs langages et outils se pro-
posant de faciliter la programmation des FPGAs en s’appuyant sur le modèle flot de données
ont été proposés. Tous ces langages peuvent être vus comme des Domain Specific Language
(DSL), autrement dit des langages orientés domaine où la notion de domaine recouvre ici à
la fois le modèle de programmation et la classe d’applications visées. On citera par exemple :
• StreamIT [str] est un langage de programmation et un compilateur développés par
le MIT, spécialement conçu pour les applications flot de données. Un programme est
représenté par un graphe où les noeuds, appelés filtres, encapsulent le traitement et les
arcs sont des canaux de communications de type FIFO. StreamIt est basé sur le modèle
SDF. Chaque filtre est une fonction qui sera exécutée lorsque ses données d’entrées
seront disponibles sur les FIFOs du filtre. StreamIt peut produire des applications sur
un ensemble d’architectures (processeurs mono ou multi-coeurs, clusters) Le modèle
d’exécution ne fait aucune hypothèse sur les spécifications de l’architecture matérielle.
Un back-end particulier par architecture ajoutera certains restrictions sur les conditions
d’activation des règles en fonction de l’architecture ciblée. Par exemple, un processeur
monocoeur ne peut exécuter qu’une seule règle à la fois alors qu’un processeur multi-
coeur pourra activer plusieurs règles simultanément (à condition qu’il n’y ait pas de
dépendances de données entre les règles). StreamIt sert de langage d’entrée à l’outil
Optimus [HKM 08] qui génère un code Verilog à partir d’une description StreamIt. Les
filtres sont synthétisés à partir de squelettes de traitement déjà existants.
• Canals [DEY 09] est un langage de modélisation d’application flots de données avec
un compilateur associé. Le langage est basé sur le concept de noeuds (kernels) et de ré-
seaux. Un noeud (ou un noyau) est une unité de calcul décrite de manière impérative,
consommant un taux fixe de jetons en entrée et produisant un nombre d’éléments fixes
en sortie. Un noyau peut également observer les valeurs sur ces entrées sans les consom-
mer. Des noyaux spéciaux permettent de distribuer et de regrouper la distribution des
données Afin de former une application, un réseau est défini par l’utilisateur. Le réseau
regroupe l’instanciation des noyaux ainsi que des connections entre noyaux
L’ordonnancement est un point critique des applications flot de données sur des ar-
chitectures processeurs. Canals donne la possibilité à l’utilisateur de définir son propre
algorithme d’ordonnancement, afin d’obtenir les meilleurs performances possibles. Le
compilateur Canals génère tout d’abord un premier un modèle comportemental, puis
un modèle d’architecture depuis le programme. A partir de cela,un modèle de l’implé-
mentation est crée. Ce modèle d’implémentation sert de point d’entrée à des généra-
teurs de codes spécifiques (C, C++, Cell processor ou FPGA Altera) qui rajouteront une
Hardware Abstraction Layer (HAL) contenant les mécanismes de communication avec
la cible finale.
• RVC-CAL [BEJ 11]. RVC-CAL est un sous-ensemble du langage orienté acteur CAL,
initié par le projet Ptolemy [EJ03] de l’université de Berkeley. Un acteur CAL définit des
ports d’entrées et de sorties, des variables contenant un état interne à l’acteur et un cer-
tain nombre de règles de transitions appelés actions. Chaque acteur exécute une action
à la fois, en fonction des conditions associées à chacune. Chaque exécution consiste à
consommer les jetons, produire les jetons de sortie et modifier l’état interne de l’acteur.
RVC-CAL ajoute certaines restrictions sur les données et les opérateurs d’une part et en-
lève certaines possibilités sur la description comportementale des acteurs d’autre part.
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Une des motivations pour l’émergence de ce sous-ensemble vient de la difficulté d’im-
plémenter un générateur de code efficace pour l’ensemble des constructions possibles
permises par CAL. RVC-CAL est le nouveau standard MPEG Reconfigurable Video Co-
ding (RVC) choisi par l’organisation ISO/IEC. Actuellement une série d’outils relatifs
à RVC-CAL sont disponibles à la communauté sous le nom Open RVC-CAL Compiler
(ORCC) [YLJ 13]. ORCC permet de générer du code ANSI C, du Java et du Low Level
Virtual Machine (LLVM) pour des unités processeurs ou du VHDL/Verilog pour les
architectures à base de FPGAs à partir des descriptions RVC-CAL et de l’outil Xronos.
• Synflow est un environnement de développement basé sur le langage Cx (extension du
C) permettant la génération de code VHDL et exploitant les caractéristiques du modèle
DPN [LP95]. L’utilisateur définit un ensemble de tâches. Chaque tâche est un proces-
sus séquentiel définissant deux fonctions particulières setup et loop. La fonction setup
correspond à l’initialisation de la tâche et la fonction loop est une boucle infinie spéci-
fiant le comportement de la tâche. Le compilateur associe à chaque tâche Cx une entité
matérielle indépendante. Le code séquentiel est transformé en un ensemble de règles
d’activations s’exécutant en un seul cycle d’horloge dans le processus matériel généré.
Les canaux de communication sont représentés par des ports au niveau du langage Cx et
sont transcrits matériellement par des FIFOs. Un type de port connecté en entrée et en
sortie influence le comportement des règles d’activations (lectures/écritures bloquantes
ou non).
• CAPH est un langage dédié à la description flot de données d’application opérant sur
des flux de données et à leur implémentation sur cibles FPGA. Ce langage, qui a été
spécifiquement utilisé dans cette thèse, est décrit dans la section suivante.
2.6 Le langage CAPH
CAPH est un DSL pour la description et l’implémentation d’applications flot de données
sur circuits reconfigurables. CAPH est basé sur un modèle flot de données hérité des DPN.
Une application est décrite comme un réseau d’acteurs indépendants échangeant des jetons à
travers des canaux de communications de type FIFO. Le modèle d’exécution d’un programme
CAPH est similaire à celui dit DDF (tel que défini dans [BDT13] par exemple) à ceci près que
le système de pattern-matching des règles d’activations de CAPH est plus riche, supportant un
type algébrique de données mais ne supportant pas le multi-tokens (activation d’une règle qui
dépend d’une séquence).
2.6.1 Le flot de conception
La chaîne de développement CAPH est présenté en figure 2.19. L’outil est séparé en deux
parties : le front-end, et les back-end. Le front-end intègre un simulateur basé sur un interpré-
teur déduit de la sémantique formelle du langage. Ce simulateur permet de faire une première
vérification de l’algorithme que l’on souhaite implémenter. Il vérifie la conformité syntaxique
du code et la cohérence des types entre acteurs. Le front-end est également doté d’un compi-
lateur qui va générer une représentation intermédiaire de l’application. Cette représentation
est utilisée pour la génération du code dans les deux back-ends.
Le back-end SystemC est à la fois utilisé pour accélérer les temps de simulation dans le cas
de larges applications et pour le dimensionnement des canaux de communications. Comme
le modèle de CAPH n’est pas statique et que les canaux de communications ne sont pas de
taille infinie en réalité, le dimensionnement des FIFOs doit être effectué par un profilage du
réseau d’acteurs en fonction de stimuli d’entrée.
Le back-end VHDL génère une transcription VHDL RTL du réseau d’acteurs pour la syn-
thèse matérielle. Ce back-end utilise les informations générées par le profilage des FIFOs lors
de la simulation SystemC afin de dimensionner chaque canal de communication au mieux.













































Fig. 2.19: Flot de conception CAPH
2.6.2 Description des acteurs
Le comportement de chaque acteur en CAPH est spécifié par un ensemble de règles d’ac-
tivation. Chaque règle comporte un ensemble de motifs (patterns) (pati) impliquant les entrées
et/ou les variables locales et un ensemble d’expressions (expi) décrivant les modifications sur
les sorties et/ou les variables locales lors de l’activation de cette règle. Chaque règle est de la
forme :
| pqual1 : pat1,    , qualn : patnq Ñ pqual11 : exp1,    , qual
1
n : expnq
Les jetons circulant sur les canaux de communication et manipulés par les acteurs peuvent
être soit par exemple des jetons de données (valeur d’un pixel par exemple) ou de contrôle
(un délimiteur). La distinction entre les jetons de données et de contrôle est assurée par le
système de type du langage. Par exemple, le type dc est défini comme suit :
type t dc = SoS | EoS | Data of t
permet de coder des listes ou des images. Ici SoS (début de structure), EoS (fin de structure)
et Data sont des constructeurs encodant respectivement les jetons de contrôle et les jetons de
données. Le paramètre t dénote une variable de type 6.
Comme exemple, prenons l’acteur suml décrit sur le listing. 2.3 7. Cet acteur calcule la
somme des valeurs d’une liste. Appliqué au flux < 1 2 3 > < 4 5 6 >, par exemple, il pro-
duit le résultat 6, 15. Pour cela, il utilise deux variables locales : un accumulateur s et une
variable d’état st. La variable st indique si l’acteur est en train de traiter une liste ou d’en
attendre une nouvelle. La première règle peut se lire : lorsque l’on a attend une liste (st=S0)
6. Le système de typage de CAPH est similaire à ceux équipant les langages de programmation fonctionnelles
modernes comme Haskell or ML. Il supporte le polymorphisme paramétré et les fonctions d’ordre supérieur.
7. Il est possible d’utiliser une notation abrégée pour le type dc, où SoS est équivalent à ’<, EoS à ’> et Data
of t à ’t.
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et que l’on lit en entrée le jeton de début de liste (i=’<), alors on initialise l’accumulateur
(s:=0) et on commence à calculer (st=S1). La seconde règle dit : lorsque l’on calcule (st=S1),
et que la valeur en entrée est une donnée (a=’v), alors on met à jour l’accumulateur (s:=s+v).
La dernière règle est activée lorsque le jeton d’entrée correspond à la fin de liste (i=’>) alors
le résultat de l’accumulateur est écrit sur la sortie c.
a c t o r suml
in ( a : signed <8> dc )
out ( c : signed <16>)
var s t : { S0 , S1 }= S0
var s : signed <16>
rules
( s t : S0 , a : ’ < ) > ( s t : S1 , s : 0 )
| ( s t : S1 , a : ’ v ) > ( s t : S1 , s : s+v )
| ( s t : S1 , a : ’ > ) > ( s t : S0 , c : s )
Listing 2.3: Acteur calculant la somme d’une liste en CAPH
Le schéma RTL obtenu après synthèse du code VHDL produit par le compilateur CAPH
à partir de la description de l’acteur suml du listing 2.3 est illustré sur la Fig. 2.20. Les deux
variables internes sont transcrites par des registres. La logique utilisée permet de vérifier la
correspondance entre l’entrée et les types possibles (données ou délimiteurs), mais aussi de
mettre à jour la variable d’états et de piloter la sortie.
AccumulateurVariable d’état
Additionneur
Fig. 2.20: Schéma RTL généré par le compilateur CAPH à partir de la description CAPH de l’acteur
suml
Ce style de description correspond naturellement à une exécution flot de données pour
le traitement d’images dans laquelle les pixels sont traités au fur et à mesure de leur arrivée
dans le réseau d’acteurs. De plus, les signaux de contrôles et les données sont des parties
intégrantes de la structure des jetons circulant entre les acteurs. Cette structuration permet de
s’affranchir d’un système de contrôle global ou de synchronisation entre acteurs, permettant
une production de code HDL efficace.
2.6.3 Description des réseaux
CAPH utilise un langage de description de réseau purement textuel pour la description
d’un graphe flot de données. Ce langage, purement fonctionnel, décrit des graphes par l’ap-
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plication de fonctions de connexions (wiring functions). Ce concept est introduit sur la Fig. 2.21
où un graphe d’acteurs (à gauche) est décrit par le programme CAPH (droite).
Ici, deux fonctions sont définies : neigh13 et neigh33.
La première fonction prend en entrée une connexion et produit un ensemble de connexions,
représentant le voisinage 1 3 du flux d’entrée obtenu par l’application de deux acteurs dp
(retard pixel). La seconde fonction prend une connexion et retourne un ensemble de neuf
connexions représentant le voisinage 3  3 du flux d’entrée, obtenu par l’application de la
fonction neigh13 et de deux acteurs dl (retard ligne).
Les sous graphes résultants de l’application des fonctions neigh13 et neigh33 sont respec-
tivement délimitées avec des courts et longs traits sur la Fig. 2.21.
net neigh13(x) = 
  x,
  dp x,
  dp (dp x);
net neigh33(x) = 
  neigh13 x,
  neigh13 (dl x),



















Fig. 2.21: Exemple de description d’un réseau d’acteurs en CAPH
2.7 Conclusion
En réponse aux problématiques de temps et de complexité de développement d’applica-
tions sur des architectures FPGA, la communauté scientifique ainsi que les industriels pro-
posent depuis plusieurs années différents outils. Les objectifs sont toujours les mêmes : per-
mettre un développement rapide des applications en utilisant un langage le plus abstrait
possible, et rendre ainsi accessible cette technologie performante à des personnes non spécia-
listes.
Les DSL font partie des solutions actuelles permettant d’obtenir un bon compromis entre
l’expressivité d’une application et les performances finales. L’approche proposée dans ces tra-
vaux se concentre sur l’utilisation du modèle flot de données afin d’exprimer des algorithmes
complexes comme ceux utilisés pour la classification d’objets dans des images. La transcrip-
tion des algorithmes reformulés suivant le modèle flot de données vers une implémentation
matérielle se fera à partir de l’outil CAPH.
3Systèmes d’apprentissage
L’apprentissage (ou Machine Learning (ML)) est apparu dans les années 1950 avec pour
objectif de traiter des questions de l’intelligence artificielle. Différentes méthodes ont été ex-
ploitées, comme l’approche basée sur des réseaux de neurones (Perceptron), les méthodes
statistiques (GLM) ou bien les méthodes probabilistes (SVM). Depuis les années 1990, l’ap-
prentissage est devenu un champ de recherche à part entière ayant pour but de résoudre des
problèmes spécifiques tels que la reconnaissance d’objets. Il existe de nombreux algorithmes
d’apprentissage pouvant être classés suivant différents critères. La classification proposée ici
se base sur la méthode d’apprentissage utilisée, à savoir :
• L’apprentissage supervisé : l’apprentissage est réalisé à partir de nombreux exemples
annotés. Chaque exemple est un couple constitué d’un objet d’entrée, typiquement un
vecteur décrivant l’objet et une classe associée. L’algorithme d’apprentissage analyse les
données d’apprentissage pour construire un modèle permettant de séparer les classes
entre elles. Ensuite, la fonction résultant de la phase d’apprentissage est appliquée à
chaque nouvel exemple à classifier. Les méthodes les plus répandues sont les machines
à vecteurs de support (SVM), le Boosting [FS 96] et les réseaux de neurones convolu-
tionnels [LBBH98].
• L’apprentissage non supervisé, aussi appelé clustering, n’utilise aucune annotation sur
les données d’entrée. Les algorithmes d’apprentissage cherchent à modéliser la distri-
bution des données. Une fonction de décision est ensuite déduite de ce modèle. Les
méthodes les plus connues sont les chaînes de Markov (HMM [BP66]), les réseaux bayé-
siens [Pea14] et les mixtures de gaussiennes (Gaussian Mixture Model (GMM) [Ras99]).
• L’apprentissage semi-supervisé qui mélange les deux premières catégories évoquées. Dans
ce type d’algorithme, les données d’entrée sont un mélange d’exemples annotés et non
annotés.
• L’apprentissage par renforcement fait référence à une classe de problèmes d’apprentis-
sage automatique. Considérons l’exemple d’un agent autonome qui prend des déci-
sions en fonction de son état courant et des données d’entrée qui sont injectées par
son environnement. En fonction des retours de l’agent aux données d’entrée, l’envi-
ronnement procure à l’agent des récompenses/punitions. L’agent cherche un comporte-
ment décisionnel optimal en maximisant la somme des récompenses au cours du temps.
Ces méthodes sont principalement utilisées dans le contrôle de robots (algorithme Q-
learning [WD92]).
Le tableau. 3.1 montre une répartition des algorithmes d’apprentissage les plus répandus
suivant leur méthode d’apprentissage.
Dans cette thèse, nous allons nous concentrer sur deux méthodes d’apprentissage super-
visées particulières, les Support Vector Machine (SVM) et les Convolutional Neural Networks
(CNN). Il est à noter que les CNNs ont récemment montré de bonnes capacités à fonctionner
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Non supervisé Supervisé
Gaussian Mixture Model [Ras99] Boosting [FS 96]
Auto-encoders [WH86] Perceptron [Ros58]
Restricted Boltzmann Machines [SMH07] Support Vector Machine [CV95]
Sparse Coding [MPS 09] DecisionTree [FB97]
Deep Belief Network [HOT06] Neural Net [Lip87]
BayesNP [Chi96] RNN [MJ01]
Denoising Auto-encoders [VLL 10] Convolutional Neural Networks [LBBH98]
Deep Boltzmann Machines [SH09] Pi-Sigma Network [SG91]
Hidden Markov Models [BP66] Random Forest [Bre01]
Tab. 3.1: Liste non exhaustive des algorithmes d’apprentissage
également avec des données non annotées [JKRL09, LGRN09]. Ces deux méthodes sont abor-
dées selon une approche discriminatoire, c’est-à-dire que si l’on considère une entrée x dont on
veut connaitre l’étiquette y, on essaie d’apprendre la probabilité conditionnelle Ppy|xq. Cette
approche est généralement plus performante que les approches dites génératives 1 lorsque la
base d’apprentissage est conséquente [NJW 02].
3.1 Généralités sur l’apprentissage supervisé
L’apprentissage supervisé a souvent été utilisé avec succès dans le domaine de la détec-
tion d’objets. Parmi les exemples, on retrouve la détection de voitures [ZL09], de piétons
[DT05] ou encore de visages [VJS03]. La totalité de ces systèmes reposent sur deux étapes
fondamentales : une étape d’apprentissage hors ligne et une étape de classification en ligne.
3.1.1 L’apprentissage hors ligne




























2- Génération des descripteurs
3- Apprentissage d’une
fonction de décision
Fig. 3.1: Différentes étapes de l’apprentissage hors ligne.
1. Création de la base d’apprentissage.
Cette base est constituée de deux sous ensembles. Le premier, regroupant les exemples
positifs, est composé d’images de l’objet à détecter. Le second, regroupant les exemples
négatifs est composé de tout ce qui n’est pas l’objet à détecter. La qualité des sous-
ensembles a un impact direct sur l’efficacité de l’apprentissage. La base d’apprentissage
1. Approches qui apprennent une probabilité conjointe Ppx, yq au lieu d’une probabilité conditionnelle
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se doit d’être la plus exhaustive possible. Dans le cas des exemples positifs, cette ex-
haustivité est approchée en collectant plusieurs milliers d’images de l’objet à détecter.
Le sous-ensemble des exemples négatifs est plus délicat à composer. On peut utiliser une
technique de bootstrap qui consiste à générer des exemples négatifs pertinents en réali-
sant plusieurs apprentissages. Il existe des méthodes dites de validation croisée (cross
validation) afin de quantifier la qualité des sous-ensembles. On utilisera notamment la
validation croisée à k-parts et la validation Leave-One-Out (LOO) [Sha93].
2. Génération des descripteurs.
Il est en théorie possible d’utiliser l’image brute comme entrée du système d’apprentis-
sage. Toutefois cette approche comporte plusieurs inconvénients. Tout d’abord, l’algo-
rithme d’apprentissage risque d’avoir des difficultés à déterminer une fonction de dé-
cision à partir de ces données du fait de la grande variabilité entre les exemples d’une
même classe, surtout pour les exemples négatifs. Ensuite, dans le cas où l’algorithme
parvient quand même à apprendre une fonction de décision, celle-ci risque d’être lente
lors de la phase de classification car la taille du descripteur va être égale au nombre
de pixels de l’image. Plus la dimension du vecteur descripteur est importante, plus la
phase de classification nécessitera de ressources de calculs.
L’approche couramment utilisée consiste donc à extraire un descripteur à chaque image,
puis à appliquer l’algorithme d’apprentissage sur l’ensemble des descripteurs de la base
d’apprentissage. L’objectif de cette approche est de réduire la variabilité intra-classe
tout en maximisant la variabilité inter-classe. Dans l’espace des descripteurs (Fig. 3.2),
chaque sous ensemble forme un nuage de points. On parle de variabilité intra-classe
pour quantifier la répartition spatiale des exemples d’une même classe dans l’espace
de description. Si le nuage est compact, on parle d’une variabilité intra-classe faible
alors qu’un nuage étendu est associé à une variabilité intra-classe forte. De même, La
variabilité inter-classe quantifie la répartition spatiale des deux nuages de points. Si
les deux nuages sont disjoints, la variabilité inter-classe est forte. À l’opposé, plus les
nuages se recouvrent et plus la variabilité inter-classe diminue. Le choix du type de
descripteurs et le type d’objets à détecter auront un impact important sur la séparabilité
des nuages de points. Parmi les descripteurs les plus utilisés, on trouve les ondelettes de
Haar [POP98], les Local Binary Pattern (LBP) [AHP06] ou encore les histogrammes de
gradients orientés [DT05] (HOG) . Notons par ailleurs que l’utilisation de descripteurs
permet également de garantir des invariances à certaines caractéristiques des images
comme l’illumination par exemple. Enfin, il est souhaitable que le descripteur soit de
dimension réduite afin de réduire le coût de calcul de la fonction de décision.
3. Apprentissage d’une fonction de décision.
Un algorithme d’apprentissage est appliqué sur l’ensemble des descripteurs. Chaque
élément de cet ensemble est un couple constitué d’un vecteur de descripteurs et d’une
étiquette qui représente la classe de l’élément associé. Généralement, dans le cas de
classification binaire, l’étiquette 1 va représenter la classe de l’objet et l’étiquette 1
représente la classe non-objet.
La description des exemples d’apprentissage permet d’obtenir deux nuages de points
dans l’espace des descripteurs. Chacun de ces points est associé à un label (1 ou 1).
Le but d’un algorithme d’apprentissage, reposant sur une approche discriminatoire, est
alors de construire une fonction de régression permettant de relier les étiquettes aux
vecteurs de descripteurs. Si on note tpxi, yiqui1,...,N un ensemble d’apprentissage à N
éléments, où xi est un des vecteurs descripteur et yi l’étiquette associée, alors le but de
l’algorithme d’apprentissage est de construire une fonction f telle que yi  f pxiq @i P
t1, .., nu. En pratique, il est généralement impossible d’avoir yi  f pxiq @i. On cherche
donc la fonction f qui vérifie yi  f pxiq pour le plus grand nombre d’exemples d’ap-
prentissage. Le nombre d’exemples ne vérifiant pas yi  f pxiq permet alors de définir
l’erreur d’apprentissage.
Une fois la fonction de décision définie, on s’intéresse à sa capacité de généralisation,
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(a) variabilité intra-classe est faible et inter-
classe forte










(b) variabilité intra-classe est forte et inter-
classe faible
Fig. 3.2: (a) La variabilité intra-classe est faible alors que la variabilité inter-classe est forte, les deux
nuages de points sont simple à séparer. (b) La variabilité intra-classe est forte alors que la
variabilité inter-classe est faible, le problème n’est pas complètement séparable dans l’espace
de descripteurs choisi.
c’est-à-dire sa capacité à prédire des étiquettes correctes sur des exemples inconnus (non
utilisés pendant l’apprentissage). Pour cela, on utilise un ensemble de tests contenant
des exemples non utilisés lors de la phase d’apprentissage mais dont on connait la
classe. On applique ensuite f sur ces exemples et on compare les étiquettes prédites avec
les étiquettes attendues. On peut ainsi calculer une erreur de classification. Si cette erreur
est élevée, cela reflète un des deux phénomènes propres à l’apprentissage artificiel :
le sous-apprentissage et le sur-apprentissage. Deux causes peuvent expliquer le sous-
apprentissage. D’une part, la base d’apprentissage n’est pas assez exhaustive et ne reflète
pas assez la réalité. D’autre part, les classes positives et négatives sont trop difficiles à
discerner. Ce dernier point se traduit par des nuages de points se chevauchant dans
l’espace des descripteurs. Le sur-apprentissage signifie que la fonction apprise f est
trop spécifique aux données d’apprentissage. Le sur-apprentissage peut être évité en
limitant la complexité de la fonction de décision. Par exemple, il peut être préférable de
chercher f sous la forme d’une fonction linéaire plutôt que sous la forme d’une fonction
non-linéaire.
3.1.2 La classification en ligne
Le processus de classification en ligne est illustré sur la figure 3.3. Lorsqu’on souhaite
classifier une image I inconnue, on commence tout d’abord par décrire cette image. On obtient
donc un vecteur de descripteurs x sur lequel on applique la fonction f pour obtenir son
étiquette y  f pxq. Graphiquement, l’étiquette prédite y dépend de la position du point x
dans l’espace des descripteurs. Si ce point se trouve dans la zone de classe positive ou sur la
frontière de décision, alors l’étiquette sera 1. À l’opposé, si le point se trouve dans la zone de
la classe négative, alors l’étiquette sera 1.
Dans le cas de la classification illustré sur la Fig. 3.3, le calcul du descripteur ainsi que
l’application de la fonction de classification f sont effectuées sur une "imagette" d’entrée. Les
systèmes de détection qui nous intéressent dans ces travaux ont eux pour objectif de détecter
l’ensemble des occurrences de l’objet recherché sur une image de grande dimension (et non de
classifier des "imagettes" isolées). Pour cela, le calcul des descripteurs se fait sur l’ensemble de
l’image et la fonction de classification est appliquée sur un ensemble de fenêtres de détection.
Chaque fenêtre, de dimension égale à l’objet recherché, est déplacée dans l’image à évaluer
afin de déterminer tous les occurrences de l’objet recherché. Cette technique de fenêtrage
glissant sera détaillée dans la suite.







2- Calcul du descripteur
3- Classification de l’exemple
Fig. 3.3: Les deux étapes de la classification en ligne. Pour déterminer l’étiquette d’une image, on
commence par calculer son vecteur de descripteurs. Puis, on applique la fonction de décision
sur ce vecteur
Comme introduit à la Sec. 3.1.1, le choix du type de descripteur aura un impact sur la
qualité du système d’apprentissage. La prochaine section présente les principaux descripteurs
existants pour la détection de piétons.
3.2 Les descripteurs existants pour la détection
Comme introduit à la Sec. 3.1, un descripteur d’images pour la classification doit être le
plus discriminant entre les deux classes possibles dans l’espace de description. Ce descripteur
doit aussi permettre au système de classification d’être le plus robuste possible vis à vis des
distorsions géométriques comme les mises à l’échelle, les rotations, les changements de point
de vue, les variations d’illumination ou bien le bruit. Le coût de calcul associé à l’élaboration
du descripteur est également un facteur important car le calcul du descripteur est effectué
à la fois par l’étape d’apprentissage hors-ligne mais surtout par la phase de classification en
ligne qui est soumise à des contraintes de performances fortes. Le choix du descripteur aura
donc un rôle clé dans les performances du système de classification. De nombreux descrip-
teurs d’images et comparatifs entre descripteurs existent dans la littérature, sur des domaines
d’application différents comme la détection, la localisation, la navigation ou l’appariement
d’objets entre images. Dans la suite de cette section, une liste non exhaustive de descripteurs
pouvant être utilisés pour la détection de personnes est faite. Les descripteurs potentiels pour
la détection de piétons ont été classifiés en trois catégories : ceux fondés sur le gradient, sur
la texture et la fusion de descripteurs.
3.2.1 Les approches basées gradient
.
• Scale Invariant Feature Transform (SIFT). Le descripteur SIFT proposé par Lowe [Low04]
est certainement un des descripteurs les plus utilisés en pratique de par sa robustesse
et son invariance aux translations, mises à l’échelle et rotations. Souvent couplé avec un
algorithme d’appariement (ou features matching), il permet de faire de la reconnaissance
d’objets entre deux images ou de la localisation de robots. Le descripteur est basé sur
des histogrammes locaux d’orientation de gradients autour de points d’intérêt, ce qui
nécessite quatre étapes :
1. Détection de maximum et minimum locaux à travers un ensemble d’échelles. Cet
ensemble d’échelles, connu sous le nom d’espace d’échelles (scale-space), est le résul-
tat de la convolution de l’image d’entrée Ipx, yq avec un ensemble de gaussiennes
Gpx, y, σq. Il est défini par la fonction Lpx, y, σq tel que :
Lpx, y, σq  Gpx, y, σq  Ipx, yq (3.1)
avec  l’opérateur de convolution et Gpx, y, σq une gaussienne d’écart type σ. Il
résulte de cette opération un ensemble d’images dans l’espace des échelles. Cet
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espace est subdivisée en s octaves (où chaque octave est séparée d’un facteur σ
multiple de 2), comme illustré sur la Fig. 3.4. Afin de détecter les maxima et mi-
nima locaux dans l’espace d’échelles, Lowe propose l’utilisation d’une différence
de gaussienne, notée Dpx, y, σq, calculée par :
Dpx, y, σq  Lpx, y, kσq  Lpx, y, σq (3.2)
où k est une constante séparant deux images dans l’espace d’échelles (typiquement
21{n où n est le nombre d’images dans une octave). Chaque point est comparé avec
son voisinage direct dans l’image et ses neuf voisins dans l’échelle supérieure et
inférieure. Le point est sélectionné à la seule condition d’être le maximum ou le
minimum de tous ses voisins.
Fig. 3.4: Pour chaque octave de l’espace des échelles, l’image d’entrée est convoluée avec différentes
gaussiennes afin de produire un ensemble d’images (colonne de gauche). Ensuite les images
gaussiennes adjacentes sont soustraites pour produire les différences de gaussiennes (colonne
de droite). Pour chaque octave, l’image est sous échantillonnée d’un facteur 2 et le processus
est répété.
2. Localisation des points d’intérêts. Un fois qu’un point d’intérêt a été détecté grâce à
la première étape, l’étape suivante consiste à le localiser précisément dans l’image.
Cette localisation se fait par une méthode d’interpolation qui fait correspondre une
fonction quadratique 3D au dit point d’intérêt. Cette fonction est issue du dévelop-
pement de Taylor au second ordre de la fonction d’échelle Dpx, y, σq, exprimé à la
position du point d’intérêt tel que :










où D et ses dérivées sont évaluées au point d’intérêt et x  px y σq la distance
du point d’intérêt à l’origine. L’estimée, px, se déduit de la dérivée à l’origine de la






Une étape de filtrage est appliquée à l’ensemble des points d’intérêts car la diffé-
rence de gaussiennes peut donner une réponse forte le long des contours mais avec
une localisation instable face au bruit. Les courbures sont calculées par la matrice
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où les dérivées sont estimées par la différence des points d’intérêts voisins. Les
valeurs propres de la matrice H sont directement liées aux courbures de D. Si le
déterminant de la matrice est négatif, cela signifie que les courbures ont des signes
différents autour du point, et le point sera rejeté.
3. L’assignation des orientations. En affectant une orientation relative à chaque point
d’intérêt basé sur les propriétés locales, le descripteur qui sera lié à ce point sera dé-
crit de manière relative à sa propre orientation, le rendant invariant aux rotations
de l’image. L’échelle à laquelle le point d’intérêt appartient est utilisée pour sé-
lectionner l’image d’entrée lissée L avec l’échelle correspondante, afin de rendre le
calcul invariant au changement d’échelle. Pour chaque image Lpx, yq à cette échelle,
l’amplitude du gradient mpx, yq et son orientation θpx, yq sont calculés par :
mpx, yq 
b
pLpx   1, yq  Lpx  1, yqq2   pLpx, y  1q  Lpx, y 1qq2 (3.6)
θpx, yq  tan1ppLpx, y  1q  Lpx, y 1qq{pLpx   1, yq  Lpx  1, yqqq (3.7)
Des histogrammes d’orientation des gradients sont calculés pour chaque zone au
voisinage de chaque point d’intérêt. Un histogramme est composé de 36 classes
couvrant les 360 degrés de l’espace des orientations possibles. Chaque échantillon
ajouté à l’histogramme est pondéré par l’amplitude du gradient et une fenêtre
gaussienne circulaire (d’écart type 1.5 σ où sigma est l’écart type de gaussienne
associée à l’échelle du point d’intérêt). La valeur maximale de l’histogramme dé-
tectée ainsi que chaque orientation supérieure à 80% de cette valeur maximale sont
utilisées pour créer un point d’intérêt associée à la dite orientation. Si les valeurs
sont égales, un ensemble de points est créé à la même place et échelle mais asso-
ciée à une orientation différente. Selon Lowe, environ 15% des points sont assignés
à des orientations multiples, contribuant à la stabilité des phases d’appariement.
Une dernière phase d’interpolation (basée sur une parabole) sert à améliorer la
précision de l’orientation maximale.
4. Description des points d’intérêt. La figure 3.5 illustre la création du descripteur à
partir des orientations de gradients. La zone autour du point d’intérêt est divisée
en 4 4 cellules (2 2 cellules Fig. 3.5). Le descripteur SIFT pour un point d’intérêt
est l’agrégation de tous les histogrammes d’orientations précédemment calculés.
Finalement, une dernière étape de normalisation est effectuée afin de rendre le
descripteur moins sensible aux changements d’illumination.
Fig. 3.5: Création du descripteur SIFT pour un point d’intérêt à partir des gradients dans le voisinage
du point d’intérêt. Une fenêtre gaussienne circulaire, représentée par le cercle, est appliquée.
Enfin, les histogrammes d’orientation des gradients calculés pour chaque sous région sont
aggrégés afin de former le descripteur final.(Extrait et adapté de [Low04])
Différentes améliorations ont été proposées depuis la formulation originale de Lowe.
On peut citer par exemple le PCA-SIFT [KS04], qui utilise l’analyse en composantes
principales (PCA) afin de réduire la dimension du descripteur et d’accélérer les phases
d’appariements. Cependant, il a été prouvé par Mikolajczyk dans [MS05] que le PCA-
SIFT réduisait la qualité du descripteur. Mikolajczyk a donc proposé une autre variante,
36 3. Systèmes d’apprentissage
le Gradient location and Orientation Histogram (GLOH), qui a la même dimension
que le PCA-SIFT tout en gardant le même niveau de discrimination qu’un SIFT normal.
Malheureusement, le GLOH a un coût algorithmique plus important au final. Même si le
descripteur SIFT est performant et certainement un des descripteurs les plus utilisés, son
élaboration engendre des coûts de calculs assez importants et la haute dimensionnalité
du descripteur reste un inconvénient notamment pour les phases d’appariement.
• Speed Up Robust Features (SURF). Le descripteur SURF introduit par Bay dans [BETVG08]
propose une alternative au SIFT, en réduisant les coûts de calcul lié à l’élaboration du
descripteur mais en gardant les invariances aux rotations et mises à l’échelle. De la
même façon que le SIFT, un descripteur SURF est associé à un point d’intérêt de l’image.
La détection des points d’intérêt est basée sur les matrices hessiennes et les images in-
tégrales [Por05]. Pour chaque pixel x  px, yq de l’image I, la matrice hessienne en x à
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Gpσq est la fonction gaussienne d’écart type σ et  l’opérateur de convolution Le cal-
cul de la matrice H est approximé en pratique par un ensemble de convolutions dis-
crètes, comme illustré par la figure 3.6. La détermination de l’espace des échelles est
Fig. 3.6: De gauche à droite. Respectivement les dérivées d’ordre d’ordre deux en y et xy discrétisées
et les deux approximations faites dans le calcul du SURF (les région grises sont égales à zéro).
Extrait de [BETVG08]
légèrement différente par rapport à la classique pyramide gaussienne utilisée dans le
SIFT. Au lieu d’appliquer itérativement un filtrage gaussien d’écart type différent et un
sous-échantillonnage pour chaque échelle, Bay propose d’augmenter la dimension des
filtres utilisés dans l’approximation de la matrice hessienne (Fig. 3.6), ainsi que le pas de
sous-échantillonnage. L’avantage majeur de cette technique est que la détermination de
toutes les échelles peut se faire de manière parallèle alors qu’une pyramide gaussienne
se construit de manière itérative. Afin de déterminer les points d’intérêts, le score de
chaque pixel correspond au déterminant de la matrice hessienne approximée (Happrox)
calculée en ce point par la formule :
detpHapproxq  DxxDyy  p0.9Dxyq2 (3.9)
Afin d’être invariant aux rotations, une transformée des ondelettes de Haar suivant x et
y est calculée pour chaque point d’intérêt dans un voisinage circulaire égal à six fois le
facteur d’échelle s du point. Les ondelettes sont pondérées avec une fonction gaussienne
d’écart type 2.5 fois le facteur d’échelle, centré sur le point d’intérêt. L’orientation do-
minante est estimée en fonction des réponses des ondelettes dans différentes directions
(décalées de pi{3).
La création du descripteur se fait par une première phase qui détermine une région rec-
tangulaire centrée sur le point d’intérêt et orientée suivant l’orientation dominante pré-
cédemment calculée. Cette région est ensuite séparé en 4 4 sous-régions sur lesquelles
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sont encore calculées les transformations des ondelettes de Haar en x et y, respective-
ment notées dx et dy (orientation relative au point d’intérêt). Pour chaque sous-région,
les réponses des ondelettes sont accumulées et vont former une partie du descripteur
final. Ensuite, se rajoute la somme des valeurs absolues des réponses, ce qui donne un









que sous région. Le descripteur final est formé de ce vecteur v pour chaque région. Une
dernière étape de normalisation est effectuée afin de rendre le descripteur invariant aux
changements de contraste. Conjointement avec la proposition de Bay dans [BETVG08],
une version dégradée appelée USURF, non invariante aux rotations d’images mais en-
core plus rapide à calculer, a également été proposée.
• Histogram of Oriented Gradients. Inspiré du SIFT, les descripteurs HOG ont été in-
troduits par Dalal et Triggs [DT05]. Le descripteur HOG n’utilise pas de point d’intérêt
mais calcule la distribution des orientations des gradients sur une zone fixe. L’idée est
de caractériser l’apparence et la forme d’un objet par la distribution des intensités et
des orientations locales des gradients, mais sans localisation précise de ces gradients
dans l’espace (différence fondamentale avec le SIFT et le SURF). En pratique, la zone à
caractériser est divisée en régions rectangulaires appelées cellules. Pour chaque cellule,
les histogrammes locaux des orientations de gradients issues de chaque pixel apparte-
nant à la cellule sont accumulés. Afin de rendre le descripteur robuste aux variations
d’illuminations et aux ombres, les cellules sont regroupées en entités de plus grandes
dimensions, appelées blocs. Le descripteur associé à un bloc est l’agrégation des histo-
grammes de chaque cellule composant ce bloc. Le descripteur HOG final, correspondant
à la zone de détection où l’objet est cherché, est l’agrégation de tous les descripteurs de
chaque bloc composant cette zone. Ce descripteur a été proposé initialement pour la dé-
tection de piétons même s’il a été utilisé pour la détection d’objets par la suite [MGE 11].
L’ensemble des opérations est présenté sur la figure 3.7.
Fig. 3.7: Présentation de l’extraction des descripteurs HOG (Extrait de [DT05])
L’élaboration du descripteur HOG sera détaillée plus précisément dans la section 3.4.
• Le descripteur Pseudo-Haar. Ce descripteur a été largement popularisé par Viola et
Jones dans [VJ01] pour la détection de visages. Il est inspiré des ondelettes de Haar,
calculant des différences de sommes de pixels dans des zones rectangulaires. Ce des-
cripteur a l’avantage d’être extrêmement rapide à calculer à l’aide des images intégrales.
La Fig. 3.8 illustre des exemples de schémas utilisés par Viola et Jones. Dans chaque zone
rectangulaire illustrée, la somme des pixels de la zone sombre est soustraite à celles de
la zone claire. Ces schémas ont été enrichis par la suite dans [LM02].
(a) (b) (c) (d)
Fig. 3.8: Exemple de caractéristiques pseudo-Haar
• Shapelet/Edgelet. Ces deux approches similaires, respectivement proposées par Sabz-
meydani [SM07] et [WN05], créent un descripteur à partir d’un algorithme d’apprentis-
sage supervisé (AdaBoost [VJ01]). Dans le cas du Shapelet, la première étape consiste à
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extraire des descripteurs de bas-niveau, qui sont les valeurs absolues des réponses des
gradients sur quatre orientations distinctes. De la même manière que pour le HOG, ce
premier calcul s’effectue sur une fenêtre de détection. Les amplitudes des réponses sont
moyennées avec un filtre 5x5 pour réduire l’influence des déplacements de la fenêtre de
détection. Les informations extraites servent à construire un descripteur de plus haut
niveau, appelé Shapelet. Un Shapelet est une combinaison pondérée des descripteurs bas-
niveau définis sur une sous-région wi de la fenêtre de détection initiale. Pour chaque
itération de l’algorithme AdaBoost utilisé, un Shapelet sélectionné aléatoirement est uti-
lisé comme un classifieur faible qui sera ajouté au classifieur final pour la sous région
wi. Une illustration de Shapelet sur une fenêtre de détection entière (agrégation de sous-
régions wi) est donnée sur la figure 3.9a sur deux classes (piétons et non piétons). Une
fois que les shapelets ont été obtenus, une seconde phase d’apprentissage AdaBoost est
effectuée. L’espace de description est cette fois constitué de la combinaison des shapelets
pour la fenêtre de détection complète. Un exemple de descripteurs finaux est montré
sur la figure 3.9b.
(a) (b)
Fig. 3.9: Illustration des Shapelets. La figure de gauche (a) représente les shapelets selectionnés par
chaque sous-région sur deux images entières (piéton et non piéton). La figure de droite (b) re-
présente les shapelets utilisés dans le descripteur final après la seconde phase d’apprentissage
pour les mêmes images. (Extrait de [SM07])
Le paramètre le plus important pour les Shapelets concerne la dimension de la sous-
région wi. Cette dimension impacte directement la performance du descripteur et les
auteurs conseillent la fusion de Shapelet de trois tailles différentes, ce qui va nécessiter
trois apprentissages au lieu d’un pour la première phase de cette approche, complexi-
fiant de manière significative la mise en œuvre. Cependant le descripteur final serait
selon les auteurs de meilleure qualité que celui fourni par la version courante du HOG.
• Adaptive Contour Features (ACF), proposé par Gao [GAL09]. Ce descripteur est basé
sur un espace de représentation particulier, connu sous le nom de Granular Space [HALL06].
Cet espace contient un ensemble de granules, où chaque granule est en fait une fenêtre
carrée, définie par le triplet G  px, y, sq où px, yq est la position et s l’échelle (taille de
la fenêtre). A partir de cette définition, Gao a rajouté la notion d’orientation. Les des-
cripteurs ACF caractérisent les contours de chaque élément de l’image par un calcul
d’amplitude et d’orientation de gradient (similaire au HOG). Les valeurs d’amplitude
et d’orientation de gradient sont accumulées pour chaque granule. Les granules sont
ensuite agrégées suivant différentes techniques possibles en fonction d’un algorithme
d’apprentissage spécifique pour construire les descripteurs ACF.
• Covariances. Il existe plusieurs approches basées sur les co-variances de descripteurs.
La principale formulation vient de Tuzel et al [TPM08] qui ont introduit la covariance
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de descripteurs, couplée avec un système de Boosting (LogitBoost). Soit une image I
et F l’espace de description de dimension W  H  d extrait de l’image I. On définit
une fonction Φ, appelé fonction de mapping, qui peut dépendre de plusieurs paramètres
(intensités, couleur, gradients,etc...) telle que :
Fpx, yq  ΦpI, x, yq (3.10)
Soit la région rectangulaire R  F et tziui1..S les S descripteurs de dimension d appar-







pzi  µqpzi  µqT (3.11)
où µ correspond à la moyenne des points. Les éléments diagonaux de la matrice de co-
variance représentent la variance de chaque descripteur et les éléments non-diagonaux
les corrélations entre descripteurs. Dans le cas de la détection de piétons, Tuzel et al ont
proposé pour fonction Φ, la fonction suivante :
Φ 

x y |Ix| |Iy|
b





où x et y sont les positions des pixels, Ix, Ixx les dérivées premières et secondes des in-
tensités et le dernier terme l’orientation du contour. Avec cette fonction Φ, la dimension
du descripteur est de d  8 pour chaque point px, yq. La matrice de covariance pour une
région sera de dimension 8 8, et grâce la symétrie de cette matrice, le descripteur final
est réduit à 36 dimensions.
3.2.2 Les approches basées texture
.
• Les ondelettes de Gabor [Gab46] sont un descripteur de texture courant. Les filtres de
Gabor peuvent être paramétrés en fréquence et orientation, ce qui permet d’obtenir des
informations à des résolutions spatiales et fréquentielles différentes, important pour la
classification et la segmentation de texture. Ce descripteur été utilisé par Lin [LLZ09]
pour la reconnaissance d’objet.
• Local Binary Pattern (LBP). Introduits dans [OPH96], les LBP sont invariants aux varia-
tions des niveaux de gris dans les textures et peuvent être utilisés pour discriminer un
large spectre de textures efficacement. Les LBP ont également l’avantage d’être simple
à calculer, opèrent au niveau du pixel sur des niveaux de gris, en décrivant le voisinage




spgp  g0q2p (3.13)
où g0 correspond au niveau de gris du pixel associé au descripteur et les gp corres-
pondent aux pixels voisins. La fonction spxq retourne 1 si la valeur x est positive et 0
sinon. La formulation initiale du descripteur a plusieurs inconvénients : la taille du voi-
sinage est limité à un voisinage 3 3, la distance des pixels au centre n’est pas constante
et la dimension du descripteur est très importante (3 fois celle du HOG). Une évolution
proposée dans [OPM02], introduit les Circular LBP avec un voisinage circulaire symé-
trique dont le rayon et le nombre de voisins sont paramétrables. Cette méthode rend
le descripteur invariant aux rotations mais nécessite une étape d’interpolation pour la
détermination des valeurs des voisins dont les coordonnées ne correspondent pas à un
pixel existant.
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De nombreuses variantes du LBP existent à ce jour telles que le Multi-Block LBP (MB-
LBP) [ZCX 07], le Local Ternary Patterns (LTP) [TT10] ou plus récemment le Co-Occur-
rence of Adjacent Local Binary (CoA-LBP) [NOF12]. Un état de l’art exhaustif des des-
cripteurs LBP existants peut être trouvé dans [Dos14]. Appliquée à la classification,
chaque variante offre un espace de description plus ou moins adapté à une classe d’ob-
jet. On retrouve des applications de détection de visage à partir de C-LBP [AHP06],
ou plus récemment à l’aide de Robust Local Binary Pattern (RLBP) [DPR 15]. Le CS-
LBP [ZSHH10] a été utilisé pour la détection de piétons.
• Weber Local Descriptor (WLD). Introduit par Chen [CSH 10], ce descripteur est ins-
piré de la loi de Weber (domaine psychologique), qui stipule que le changement d’un
stimuli (visuel, auditif, ...) attirant l’attention d’un être humain est exprimable avec un
ratio constant par rapport à l’intensité du stimuli original. Motivé par cette loi, Chen a
défini un descripteur fonction de deux composantes : une différentielle excitatrice, calcu-
lée à partir de l’intensité des pixels du voisinage du pixel courant et une information
d’orientation, calculée par l’histogramme des orientations dominantes du gradient au
pixel courant.
3.2.3 La fusion de descripteurs (Multi-Features (MF))
.
Les approches modernes en vision utilisent la complémentarité que peut apporter dif-
férents descripteurs afin d’améliorer les performances globales des systèmes de détection.
L’idée est que plus le descripteur combine d’informations, plus il pourra être performant. En
contrepartie, plus le descripteur combine d’informations, plus son implémentation va requérir
de ressources et de temps de calcul. Dans cette catégorie, il existe :
• Descripteur Histogram of Oriented Gradients (HOG)/Histogram of Optical Flow (HOF)
introduit par Laptev dans [LMSR08] utilise une combinaison de descripteurs HOG et
HOF sur des points d’intérêts extraits du domaine spatio-temporel comme présenté
dans [Lap05]. La classification se fait à l’aide d’une SVM non linéaire (noyau Gaussien
multi-canal).
• HOG-LBP proposé par Wang [WHY09] qui permet la gestion des occlusions partielles
et qui rend le descripteur HOG plus robuste aux changements de textures. La fusion
des deux descripteurs se fait simplement par la simple agrégation des deux descrip-
teurs avant de faire l’apprentissage, comme illustré sur la Fig. 3.10. Des travaux simi-
Fig. 3.10: HOG-LBP (Méthode de fusions des descripteurs HOG-LBP (Extrait de [WHY09])
laires ont étendus le descripteur HOG avec différentes variantes du LBP. Par exemple,
Zhang [ZHYT11] utilise le Local Structured LBP et remplace la SVM par des modèles
déformables (DPBM [FGMR10]).
• Yao dans [YPW 15] a évalué différentes combinaisons de descripteurs et leur impact sur
la classification. Les descripteurs utilisés sont : SIFT, SURF, HOG, Haar, LBP et Local
Selft-Similarities (LSS). Chaque combinaison testée est l’agrégation de deux descripteurs
parmi la liste disponible, qui est ensuite donnée à un système de classification par SVM.
Le descripteur Local Selft-Similarities (LSS) [SI07] n’a pas été introduit précédemment
car il est originalement dédié à l’appariement d’objets dans des séquences vidéos, et
3.3. Le choix du descripteur HOG 41
non à la détection d’objets dans des images. Les meilleurs combinaisons obtenues sont
HOG-LBP et HOG-LSS.
3.3 Le choix du descripteur HOG
L’état de l’art des descripteurs possibles pour la détection de piétons montre qu’il existe
de nombreuses manières d’aborder le problème. La multitude de méthodes et de descripteurs
- illustrée par la revue non exhaustive faite dans la section précédente - vient du fait que le
problème n’est toujours pas résolu à ce jour après une dizaine d’années de recherche sur le
sujet, ce qui incite la communauté à continuer de proposer de nouvelles méthodes pour en
améliorer les performances.
Les approches SIFT ou bien SURF ont été initialement proposées pour l’extraction de
points d’intérêts dans le but de faire de l’appariement entre deux images. Même si le SIFT
est un excellent descripteur de par ses propriété d’invariances notamment, la multitude des
transformations, la complexité des structures, la dimension du descripteur et les calculs né-
cessaires à son élaboration sont des inconvénients pour son implémentation. Les descripteurs
basés sur des informations temporelles (descripteurs à base de Histogram of Optical Flow)
peuvent être également problématique. Bien qu’il soit possible de les reformuler suivant le
modèle flot de données, ces algorithmes nécessitent forcément la mémorisation d’une image,
qui risque de poser des problèmes lors de leur implémentation sur une cible FPGA où les
quantités de mémoires sont souvent limitées.
Restent dès lors à ce niveau, le descripteur HOG, les LBP (une version étendue comme le
CS-LBP) et les covariances. Les approches les plus récentes, procurant les meilleurs résultats,
sont basées sur la fusion de descripteurs existants. La plupart intègrent le descripteur HOG.
Nous avons donc choisi d’explorer ce descripteur car il a par ailleurs montré de bonnes
capacités à détecter des piétons lorsqu’il est couplé à un système d’apprentissage de type
SVM [DT05, DWSP09] . Il pourrait aussi être couplé avec un autre descripteur (par example
un LBP) dans le futur afin d’améliorer la fiabilité de détection.
3.4 Considérations détaillées sur le descripteur HOG
Introduit par Dalal et Triggs dans [DT05], le descripteur HOG est fondé sur le calcul des
histogrammes locaux de chaque orientation des gradients normalisés d’une image sur une
grille dense. Un exemple de descripteur HOG est illustré sur la figure 3.11. La Fig 3.11b
schématise l’orientation du gradient la plus représentée dans l’histogramme calculé sur la
case correspondante. On retrouve bien, visuellement, la silhouette du piéton.
(a) (b)
Fig. 3.11: (a) Une image de piéton extraite de la base de données Daimler. (b) Le descripteur HOG asso-
cié. Dans chaque case on a fait figurer les orientations maximales relevées dans l’histogramme
des orientations des gradients calculé sur cette case.
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Une représentation sous une forme flot de données du calcul du HOG au plut haut ni-
veau est donnée sur la Fig. 3.12. Les pixels venant du capteur d’image arrivent par la gauche,
traversent les différents blocs pour sortir sous forme d’une flot de descripteurs. Nous avons
volontairement supprimé de l’algorithme original décrit dans [DT05] deux étapes car leur
impact sur la qualité de l’espace de description est négligeable. La première est la normali-
sation des couleurs et la correction du gamma, qui n’ont quasiment aucun effet sur le bon
fonctionnement, comme expliqué dans [DT05]. La seconde est celle du filtrage effectué sur les
gradients calculés. Les expériences de Dalal et Triggs visant à quantifier l’impact de différents
masques de filtrage ont en effet montré que cette étape avait pour effet de réduire la qualité
du descripteur final pour la plupart des filtres testés. Au final, restent trois étapes : Extraction






Fig. 3.12: Etapes de l’extraction de descripteur HOG
La première étape calcule les dérivées partielles Gx et Gy dans les directions x et y pour








 Ipx, y  1q  Ipx, y 1q (3.15)
L’amplitude du gradient et l’orientation associée à chaque pixel px, yq sont alors obtenues
par les formules suivantes :
mpx, yq 
b
Gxpx, yq2   Gypx, yq2 (3.16)





La seconde étape, illustrée sur la Fig. 3.13, est la plus complexe à élaborer . Une fois
les gradients calculés, l’espace des orientations possibles (0 . . . 180o) est discrétisée en Nb in-
tervalles (aussi appelés bins) égaux 2. L’image des gradients est alors découpée en régions
spatiales rectangulaires (ou circulaires) appelé cellules. Au sein de chaque cellule, un histo-
gramme est construit. L’histogramme est constitué de Nb classes représentant les Nb inter-
valles d’orientations possibles et l’amplitude du gradient est accumulée pour chacune des
classes. Les sommes des amplitudes des gradients sont considérées suffisantes en pratique
pour la détermination de la valeur de l’histogramme bien qu’en théorie des fonctions de vote
plus complexes puissent êtres utilisées (voir [DT05] pour plus de détails). Dans le but de limi-
ter les problèmes d’aliasing, les valeurs des histogrammes peuvent également être interpolées
tri-linéairement en orientation et position.
2. Le signe du gradient n’a pas d’impact sur la qualité de détection pour un piéton selon [DT05], ce qui permet
de réduire l’espace des orientations à la demi-circonférence supérieure du cercle.




















































des gradients en 8 intervalles
Histogramme généré
pour chaque cellule
Fig. 3.13: Calcul de l’histogramme des orientations de gradients
La troisième étape est une normalisation des histogrammes afin de rendre le descrip-
teur moins sensible aux changements d’illumination et de contraste. Dalal [DT05] a quantifié
l’impact de différentes méthodes de regroupement de cellules sur la qualité du descripteur
final. Le schéma le plus utilisé consiste à regrouper les cellules en entités plus larges, appe-
lées blocs, où un bloc est typiquement composé de quatre cellules adjacentes, comme illustré
sur la Fig. 3.14. Chaque descripteur généré sur chaque bloc est ensuite normalisé. Différentes
opérations de normalisation peuvent être utilisées chacune induisant des performances fi-
nales différentes. La formulation proposée utilise une normalisation de type L1, dont le choix
sera argumenté dans la suite. L’opération de normalisation est appliquée sur chaque bloc






Bloc 1Bloc 2 Bloc 7
Bloc 2
cell 1, 2 cell 1, 3
cell 2, 2 cell 2, 3
cell 1, 2 cell 1, 3 cell 2, 2 cell 2, 3
Descripteur HOG pour un bloc
Fig. 3.14: Regroupement des cellules en blocs
Considérant une image constituée de a  b cellules avec le schéma de regroupement de
blocs de la Fig. 3.14 (a  8, b  16), le nombre total de descripteurs HOG généré sera égal au
nombre de blocs de l’image soit a 1 b 1 pour l’ensemble de l’image.
Maintenant que le choix du descripteur a été fait, la prochaine section s’intéresse au fonc-
tionnement de la seconde partie du système de détection, à savoir un système de classification
par Support Vector Machine (SVM) opérant une fenêtre glissante.
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3.5 Apprentissage supervisé à base de Machines à vecteurs support
(SVM)
Les machines à vecteurs support (SVM) sont des méthodes d’apprentissage discrimina-
toires relativement récentes dans le domaine de l’apprentissage supervisé, introduites par
Vapnik et al [CV95]. La notion fondamentalement introduite par les SVM est celle d’hyperplan
de marge maximale. Vapnik propose un moyen de créer des classifieurs non-linéaires à partir
de séparateurs linéaires et de l’utilisation de noyaux. Prenons le cas simple d’une classification





vTx  a ¡ 0 pyi  1q
vTx  a  0
vTx  a   0 pyi  1q
Fig. 3.15: Illustration du principe des SVMs sur une classification avec deux classes et des données
séparables.
Soit un ensemble de descripteurs et leurs étiquettes associées tpxi, yiqui1...n, xi P Rd (d  2
sur la Fig. 3.15) et yi P t1, 1u séparables par un hyperplan de marge ρ. Pour chaque exemple
d’apprentissage pxi, yiq, on a l’inégalité suivante :
yipvTxi   aq ¥ ρ{2 (3.18)
où (v, a) est le couple de paramètres associés à la frontière de décision f pxq  vTx  a  0,
v P Rp (normale à l’hyperplan) et a P R (distance de l’hyperplan à l’origine). La première
étape de la classification consiste à effectuer les changements de variables : w  vm||v|| et
b  am||v|| où m est la distance minimale entre un échantillon xi et la frontière de décision.
Cette étape permet de garantir l’unicité de la solution car la frontière définie par le couple
pv, aq peut être également l’être pour tous les multiples pkv, kaq où @k P R.
La distance r qui sépare chaque point de l’hyperplan recherché est définie par sa projection





Les points dont la distance r satisfait l’égalité de l’équation 3.18 sont appelés vecteurs
support (points encerclés sur la figure) et notés xs. Pour chaque vecteur support, on obtient sa








On cherche donc à déterminer les paramètres w et b tels que la marge de l’hyperplan qui
sépare le mieux les deux classes dans l’espace des descripteurs soit maximale, ce qui revient
à résoudre le problème d’optimisation quadratique suivant :
3. L’hyperplan canonique est l’hyperplan après une normalisation de l’équation 3.18




avec yipwTxi   bq ¥ 1 i  1, n
Classiquement, ce problème est souvent reformulé en minimisant ||w||2 au lieu de maxi-




avec yipwTxi   bq ¥ 1 i  1, n
(3.21)
La résolution du problème 3.21 (le lecteur peut se référer aux travaux de Vapnik dans




αiyixi, αi ¥ 0 (3.22)
où A est l’ensemble des indices vecteurs supports 4, α les multiplicateurs de Lagrange asso-
ciés 5 et y la classe du point xi. La valeur du biais b est égale aux multiplicateurs de Lagrange
de la contrainte d’égalité à l’optimum. Une fois que w et b sont déterminés, la fonction f de
classification qui sera appliquée aux nouvelles entrées x est définie par :





, αi ¥ 0 (3.23)
On remarque que w n’apparaît pas explicitement dans l’Eq. 3.23 et que la fonction de
classification se réduit à un produit scalaire entre le vecteur d’entrée x et les vecteurs supports
xi. Le signe de f pxq indique la classe correspondante au vecteur d’entrée.
Malheureusement, il n’existe que peu de cas dans le domaine du traitement d’images où
les données sont linéairement séparables comme illustré sur la Fig. 3.15. Un des intérêts des
systèmes SVM réside dans leur capacité à converger et à produire une fonction de décision
même dans le cas où les données d’entrée ne sont pas séparables. C’est d’ailleurs cette spéci-
ficité qui a fait le succès des systèmes SVMs par rapport au perceptron. Toutefois, la fonction
de décision obtenue engendre forcément des erreurs de classification. Dans le cas où l’on
souhaite plus précisément séparer les données, la seconde possibilité offerte par les SVMs
consiste en l’utilisation de noyaux. Les noyaux vont permettre de projeter l’espace de des-
cription dans un espace de dimension supérieure et dans lequel on espère que le problème
deviendra complètement séparable. Cependant, l’utilisation d’un noyau engendre un cout de
calcul supplémentaire dans l’élaboration de la fonction de décision.
3.5.1 Le cas des données non séparables
Afin de rendre possible la convergence de l’algorithme d’optimisation dans le cas où les
données d’entrées ne sont pas séparables, Vapnik a introduit la notion de marge souple en utili-
sant des variables d’écart positives (ξi sur la figure 3.16) associées à chacune des observations
pxi, yi). Dans le cas où le point vérifie la contrainte de marge yipwTxi   bq ¥ 1, la variable
d’écart sera nulle, ce qui donne comme fonction de coût :
ξi  maxp0, 1 yipwTxi   bqq (3.24)
Le problème d’optimisation dans le cas de données non séparables consiste désormais
à maximiser la marge séparant les deux classes tout en minimisant le nombre d’erreurs,
4. Les vecteurs supports sont déterminés par le processus d’optimisation
5. Les multiplicateurs de Lagrange apparaissent lors de la formulation duale du problème quadratique [CV95]






wTx  b ¡ 0 pyi  1q
wTx  b  0
wTx  b   0 pyi  1q
Fig. 3.16: Illustration du principe des SVMs sur une classification binaire avec des données non sépa-
rables.
plus précisément le nombre de vecteurs qui sont du mauvais côté de l’hyperplan obtenu.
Analytiquement, ceci se fait en intégrant une contrainte sur les variables d’écart positives











ξdi , pd fixé arbitrairement, typiquement 2)
avec yipwTxi   bq ¥ 1 ξi i  1, n
ξi ¥ 0 i  1, n
(3.25)
La résolution du problème ne peut s’effectuer que grâce à l’utilisation d’un terme d’équi-
librage, également appelé facteur de régularisation, C ¡ 0. Ce terme d’équilibrage est un
moyen de contrôler le compromis entre l’importance de maximiser la marge et celle de coller
au mieux aux données d’apprentissage. L’introduction des variables d’écart positives n’a pas
d’impact sur la formulation de w (Eq. 3.22) mais seulement sur les valeurs des multiplicateurs




αiyixi, 0 ¤ αi ¤ C (3.26)
L’expression de la fonction de décision reste identique à celle de l’Eq.3.23.





, 0 ¤ αi ¤ C (3.27)
3.5.2 Le cas non linéaire : les noyaux
Nous venons de voir qu’une SVM est capable de produire une fonction de décision dans
le cas où quelques erreurs de classification peuvent être autorisées. Cependant, il existe égale-
ment des cas où une séparation linéaire est impossible (ou ne produit aucun résultat satisfai-
sant). Si on prend l’exemple de la Fig. 3.17, la fonction de décision obtenue sera de mauvaise
qualité avec un séparateur linéaire, peu importe le nombre d’erreurs que l’on accepte. Le
problème illustré sur la Fig. 3.17 est simplement non séparable par une fonction linéaire. La
solution existante dans ce cas de figure consiste en l’utilisation de noyaux.
Un noyau projette l’espace de description original dans un espace de dimension supé-
rieure ou égale sur lequel les données transformées deviendront séparables. La table 3.2
montre quelques exemples de noyaux couramment utilisés. Les noyaux sont classés géné-
ralement en deux types, les radiaux qui dépendent d’une distance (le carré de la distance
euclidienne pour le noyau gaussien) et les projectifs qui sont définis à partir d’un produit
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Fig. 3.17: Exemple d’un séparateur SVM non linéaire. L’application Φ transforme l’espace des descrip-
teurs en un nouvel espace dans lequel les données sont séparables. Dans ce cas, les espaces
sont de dimension égale.
scalaire (comme le noyau polynomial). Toutes les fonctions respectant le théorème de Mer-
cer [Mer09] peuvent être utilisées comme noyaux.
Nom Noyau Kpxi, xjq Type
Polynomial pxTi xjq
p Projectif
Affine pσ  xTi xjq
p Projectif




Tab. 3.2: Exemples de noyaux de SVMs pour l’espace X  Rp
Dans le cas général, la fonction de décision d’une SVM est définie comme suit. Soit
tpxi, yiqi1...nu un ensemble de descripteurs avec xi P X et yi P t1, 1u. La fonction de classifi-
cation est exprimée par :
f pxq  signe
¸
iPA
yiαiKpxi, xq   b

, 0 ¤ αi ¤ C (3.28)
où A est l’ensemble des vecteurs supports, Kpxi, xq représente la fonction noyau et C le
terme d’équilibrage. Le cas linéaire que nous avons vu dans l’Eq. 3.27 devient alors un cas
trivial découlant de l’Eq.3.28 dans lequel la fonction noyau Kpxi, xjq est la fonction identité
(Kpxi, xjq  ϕpxiqTϕpxjq avec ϕpxq  x). L’utilisation des noyaux est cependant à considérer
dans son ensemble car même s’ils permettent d’améliorer la qualité de séparation d’un pro-
blème, ils engendrent également un surcout calculatoire non négligeable car la fonction K doit
être calculée pour chaque vecteur d’entrée.
3.5.3 Extension aux SVMs multiclasses
Par essence, les SVM sont définies pour traiter le problème de la séparation entre deux
classes. Le passage des SVMs biclasses aux SVMs multiclasses est possible par l’intermé-
diaire de méthodes de décomposition qui traitent multiclasses comme une combinaison de
problèmes biclasses, par dichotomie. Pour un descriptif complet de la théorie des SVMs mul-
ticlasses, on peut se référer à Guermeur qui expose le contexte théorique et applicatif des
SVMs multiclasses [Gue07]. Il existe trois méthodes de décomposition :
1. L’approche un contre tous. On utilise un classifieur binaire par catégorie. Pour chaque
exemple d’entrée on applique l’ensemble des classifieurs et on utilise le principe du
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"winner takes all" pour déterminer la classe. Cette technique a cependant montré cer-
taines limites [LZ05] où, dans certains cas, il est impossible de séparer une classe contre
l’ensemble des classes possibles.
2. L’approche un contre un [Fri96, HT98]. La méthode consiste à utiliser un classifieur
par couple de catégories. Le classifieur indicé pk, lq distingue l’exemple d’entrée de la
catégorie k à celle de l. La détermination s’effectue en appliquant C2Q classifieurs et la
décision finale s’obtient souvent en effectuant un vote majoritaire.
3. Méthode fondée sur des graphes de décision, nommé DAGSVM [Pol86]. Cette méthode
s’appuie sur un graphe de décision orienté sans cycle DDAG où chaque noeud corres-
pond à une liste de classes. La SVM correspondante effectue une décision entre les deux
catégories de la liste.
3.5.4 Evaluation de l’apprentissage d’une SVM
Choisir les bons paramètres est une étape essentielle lors de la mise en œuvre d’un système
SVM. Ce choix ne peut se faire sans une méthode permettant d’évaluer ses conséquences sur
les performances du système complet. Il existe plusieurs moyens de mesure de performance
d’un système SVM [CVBM02, DKP03]. Si l’on suppose un modèle avec un ensemble de para-
mètres inconnus et un jeu de données d’apprentissage sur lequel il est possible d’obtenir un
modèle, le processus d’apprentissage optimise les paramètres afin que le modèle se rapproche
le plus possible des données d’apprentissage. Cependant, si on extrait un échantillon de la
base d’apprentissage, il arrive que le modèle obtenu ne soit plus autant en adéquation avec
cet élément. Ce problème, appelé sur-apprentissage peut survenir lorsque la base de données
est incomplète ou que le nombre de paramètres du modèle est trop important.
Afin de pallier le sus-cité, des méthodes de validation dites croisées sont communément
utilisées. Le but de la validation croisée est d’estimer le niveau de correspondance entre le
modèle et les données utilisées lors de la phase d’apprentissage. Un état de l’art des procé-
dures de validation croisée dans le cadre général est disponible dans [AC10]. Dans le cas de
nos travaux, on utilisera la validation croisée à k-parts, la validation Leave-One Out et la borne
Xi-Alpha de Joachims [Joa02].
3.5.4.1 Validation croisée à k-parts
La validation croisée à k-parts (k-fold cross-validation) est une technique très employée pour
évaluer la qualité d’un espace de description et éviter les problèmes de sur-apprentissage
(overfitting). La base d’apprentissage composée de n échantillons est sous-échantillonnée aléa-
toirement en k sous ensembles de taille égale. Sur les k ensembles, un sous ensemble est retenu
comme base de test et les k  1 autres ensembles sont utilisés comme base d’apprentissage.
Le processus de validation croisée est répété k fois en changeant de sous ensemble de test
à chaque fois. Les k résultats de classification obtenus sur l’ensemble de test sont moyennés
pour produire une estimation finale des performances du système.
En pratique, le choix du nombre de sous-ensembles va dépendre de la dimension du jeu
de données. Pour les bases de données importantes, seulement 3 sous-ensembles peuvent
être suffisants pour obtenir des résultats significatifs. Le choix le plus commun est d’utiliser
k  10, signifiant 10 apprentissages successifs avec 10% de la base utilisée pour le test. Plus
le nombre de sous-ensembles est important, plus le temps d’apprentissage est long mais plus
les estimations de performances seront précises.
3.5.4.2 Validation croisée Leave-One Out
Dans le cas de la validation k  n, la validation croisée à k parts revient à une valida-
tion dite Leave-One-Out Error (LOO). Dans un cas plus général, le terme de Leave-p-out est
également utilisé, supposant p observations comme jeu de données de validation et n  p
comme base d’apprentissage. La validation croisée requiert d’apprendre et de tester Cnp fois
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où n est la dimension de la base d’apprentissage. Cette technique, même si elle fournit des
résultats assez précis, peut prendre un temps considérable lorsque la base d’apprentissage est
importante. A titre d’exemple, nous utiliserons dans ces travaux la librarie d’apprentissage
SVMLight [Joa99] sur lequel nous pourrons faire de la validation L-p-out avec p  10 sur
une base d’apprentissage de 15000 images, le calcul de cet estimateur nécessite environ 1500
apprentissages successifs, nécessitant une quarantaine d’heures de calcul sur un processeur
de bureau 6.
3.5.4.3 La borne Xi-Alpha
Nous utiliserons également l’estimateur Xi-Alpha, introduit par Joachims [Joa02] et dis-
ponible dans la librairie d’apprentissage SVMLight [Joa99], qui procure une borne supérieure
de l’erreur LOO à partir des solutions du problème d’optimisation de la SVM. L’avantage
de cette méthode est qu’elle fournit une information simple à partir des résultats obtenus
sur l’ensemble d’apprentissage complet, évitant les apprentissages successifs nécessaires au
calcul de l’estimateur LOO. Il existe cependant d’autres estimateurs de la qualité d’un ap-
prentissage, évalués et comparés par Duan [DKP03].
3.6 Classification par technique de fenêtrage glissant
Comme on l’a vu (Eq. 3.28), la fonction de classification s’applique sur un vecteur d’entrée
x. Pour les applications qui nous intéressent, ce vecteur correspond au descripteur calculé
sur une sous-région de l’image originale. Cette région est communément appelée fenêtre de
détection (équivalente à l’imagette de la Fig. 3.3). Lorsque l’on désire détecter plusieurs piétons
sur des images entières, une méthode couramment utilisée consiste alors à limiter le nombre
de fenêtres de détection à certaines zones d’intérêts (ROI) afin d’alléger la charge de calcul. On
s’appuie alors souvent sur des systèmes prédictifs (filtres Bayésiens,...) de suivi des cibles pour
mettre à jour les positions des fenêtres. Mais cette approche ne suffit pas dans le cas d’une
caméra embarquée dans un environnement routier. Dans ce cas, en effet, l’évolution rapide
de l’environnement impose de faire une mise à jour complète de l’ensemble des fenêtres
pour intégrer de nouvelles cibles potentielles. Cette approche trouve alors certaines limites.
Si ce rafraîchissement ne se fait pas suffisamment souvent, le risque existe de manquer des
certaines cibles. La technique proposée est basée sur une fenêtre de détection déplacée dans
toute l’image, telle que pour chaque position, la SVM fournit une information sur la présence
ou non d’un piéton. L’intérêt du modèle flot de données est qu’il va rendre le cout de calcul
de cette méthode indépendant du nombre de fenêtres à calculer. Ce principe, communément
appelé fenêtre glissante, est illustré par la Fig 3.18.
6. Valeur mesurée par la librairie d’apprentissage. Exécution sur un processeur i7-870 et une distribution Linux
Ubuntu 14.04
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(a) Position initiale (b) Deuxième fenêtre de dé-
tection (recouvrement ho-
rizontal)
(c) Dernière fenêtre de la pre-
mière ligne
(d) Première fenêtre de la se-
conde ligne (recouvrement
vertical)
Fig. 3.18: Illustration de la fenêtre de détection glissante
L’objectif de cette approche est de faire remonter des informations sur les présences poten-
tielles de piétons dans chaque image, et ce sans aucune prédiction/hypothèse sur les positions
de ces piétons. Ce système pourra également servir d’entrée à des systèmes prédictifs de plus
haut niveau, qui eux pourront faire des hypothèses sur les corrélations spatiales et tempo-
relles entre plusieurs images successives afin de faire du suivi de piétons. Considérant une
image d’entrée I, l’ensemble des réponses de la SVM s’exprime alors sous la forme d’une
matrice de taille ζ,ψ :
YpIq 





yζ,1    yζ,ψ
 (3.29)
où chaque yij représente la réponse de la SVM pour une fenêtre de détection de l’image
d’entrée et ζ,ψ le nombre de fenêtres dans l’image globale. Cette représentation matricielle
sera utilisée par les systèmes de traitement situés en aval qui pourront exploiter ces données
afin de filtrer les résultats bruts et d’améliorer la fiabilité du système. Cette matrice Y pourrait
être étendue à trois dimensions dans le cas de systèmes multi-échelles et même à quatre
dimensions si l’évolution temporelle des réponses du système est considérée.
Dans notre cas, la fonction de classification (Eq. 3.28) associée à un noyau linéaire pour
un problème avec deux classes peut s’exprimer par un produit scalaire entre le modèle et le
descripteur [CV95] :
ypxq  signepwT  x  bq (3.30)
Dans le cas de l’utilisation de descripteurs de type HOG, le vecteur d’entrée x correspond
à la collection des descripteurs HOG de tous les blocs composants une fenêtre de détection.
La dimension du vecteur x est alors une fonction du nombre d’entrées de l’histogramme,
du nombre de cellules composantes un bloc et du nombre de blocs composant la fenêtre de
détection. Le schéma le plus utilisé pour la détection de piéton est basé sur des fenêtres de
détection de dimension 64 128 pixels, avec des cellules de 8 8 pixels, des blocs composés
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de 2 2 cellules et des histogrammes à 9 classes, ce qui produira un descripteur de dimension
3780 par fenêtre de détection. La fonction signe retourne l’étiquette associée à la classe : 1 si la
valeur est positive ou égal à 0 (piéton) et 1 si la valeur est négative (non-piéton). A signaler
que même si seul le signe de la fonction de classification f suffit à la détermination de la classe
à laquelle appartient l’échantillon testé, sa valeur procure une information sur la distance de
l’échantillon par rapport à l’hyperplan séparant les deux classes, et peut servir d’information
sur la confiance du résultat de classification. Cette possibilité sera utilisée seulement lorsque
le filtrage sur des images sera abordé.
Il est important de noter que la technique de fenêtre glissante proposée ci-dessus est assez
peu utilisée en pratique car son coût calculatoire est considérable. Selon Mizuno [MTT 12],
l’ensemble des calculs du descripteur HOG et de la classification pour une seule image 1920
1080 est de 447  109 opérations (53  109 pour une image VGA). Si le calcul doit être fait
directement sur un flux vidéo en temps réel, ce traitement doit être effectué plusieurs fois par
seconde. L’estimation de Mizuno ne considère que le cas d’un noyau linéaire (simple produit
de deux vecteurs), il est facile d’imaginer l’impact du choix d’un noyau plus complexe sur
les coûts calculatoires, comme le noyau RBF (Table.3.2) intégrant des calculs de normes et
d’exponentielles. Nous montrerons au chapitre 4 que la reformulation algorithmique de cette
méthode suivant le modèle flot de données, en autorisant une mise en œuvre complète du
parallélisme, va permettre de rendre le temps de calcul indépendant du nombre de fenêtres
à évaluer dans l’image.
Après avoir présenté une méthode d’apprentissage supervisé basée sur des machines à
vecteurs supports, l’apprentissage supervisé à partir des réseaux de neurones convolutionnels
est abordé.
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3.7 Apprentissage supervisé à base de réseaux de neurones
convolutionnels (CNN)
Les réseaux de neurones convolutionnels (Convolutional Neural Networks (CNN)) sont
une variante bio-inspirée du perceptron multicouches (MultiLayer Perceptron (MLP)) dans
lesquels les couches linéaires ont été remplacées par des couches convolutionnelles. Les CNN
sont issus des travaux de Hubel et Wiesel [HW68] qui se sont inspirés de la structure du
cortex visuel des chats. Cette structure est constituée d’un arrangement complexe de cel-
lules où chacune est sensible à une sous région du champ visuel. Les cellules fonctionnent
comme des filtres locaux sur l’image d’entrée et sont adaptées à l’exploitation des corréla-
tions spatiales fortes naturellement présente dans les images. De ces travaux ont découlé
plusieurs modèles neuro-inspirés, le NeoCognitron [Fuk80], le HMAX [SWB 07] ou bien
LeNet-5 [LBBH98, LBOM12].
A la différence d’un système SVM dont la performance va dépendre de la qualité du
descripteur utilisé en entrée, un réseau convolutionnel intègre à la fois la détermination
du descripteur (appris par les premières couches du réseau) et un système de classifica-
tion (typiquement un MLP dans le modèle LeNet-5). Cette approche est efficace car elle
permet de créer implicitement un descripteur en fonction d’un problème et d’un modèle
de réseau donné, en apprenant les poids des convolueurs (par rétropagation de l’erreur du
gradient [LCTHS88, HN89]).
Nous nous intéressons ici au modèle LeNet-5 introduit par LeCun. Un exemple de réseau
conforme à ce modèle est donné sur la Fig. 3.19.
Image d’entrée
pC1q 4 neurones : 4 cartes de
primitives en sortie
pC2q 6 neurones





Extraction de descripteurs Classification
Fig. 3.19: Exemple de réseau convolutionnel Lenet, source [len15]
Comme l’illustre la Fig. 3.19, un réseau de neurones convolutionnels est composé de
couches successives. Les données qui transitent entre les couches sont des volumes 3D, ap-
pelées vecteurs de cartes de primitives (feature map vectors). Chaque élément de ce vecteur (sortie
d’un neurone) est donc une carte de primitives 2D, que l’on peut représenter sous la forme
d’une image. Voici une description des couches existantes dans un réseau CNN LeNet.
3.7.1 Couche de convolution
Aussi appelé Filter Bank Layer, une couche de convolution est composée d’un ensemble
de neurones, aussi appelés noyaux ou filtres. L’entrée d’une couche de convolution est un vo-
lume 3D, composé de D1 cartes de primitives 2D, chacune de dimension W1  H1. Chaque
neurone au sein de la couche reçoit un ensemble de N cartes de primitives en entrée (inférieur
ou égal à D1). Un exemple de neurone convolutionnel est illustré sur la Fig. 3.20 (avec N  3).
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Fig. 3.20: Exemple de neurone convolutionnel
Au sein de chaque neurone, chaque carte de primitives entrante xi (axone sur Fig. 3.20) est
convoluée avec un filtre dont les valeurs sont issues de l’apprentissage (synapse). Le neurone
calcule la somme des résultats de chaque convolution avant d’appliquer un biais b et une
fonction d’activation f . Considérons K neurones dans une couche, chaque neurone j connecte








, j P t1, ..., Ku (3.31)
où
• N est le nombre de cartes de primitives d’entrées connectées au neurone,
• wij sont des filtres de convolution de dimension l1  l2, associés à chaque carte de
primitives d’entrées i pour le neurone j. Ces filtres sont appris durant la phase d’ap-
prentissage,
• bj est un biais issu de l’apprentissage associé au neurone j,
•  est l’opérateur de convolution 2D discret,
• f est une fonction d’activation non linéaire, servant à ramener les sorties de chaque
neurone dans la même plage de valeurs.
La sortie d’une couche de convolution est également un volume 3D composé de D2 cartes
de primitives de dimension W2  H2, dont les grandeurs sont déterminées par :
D2  K
W2  pW1  F   2Pq{S  1
H2  pH1  F   2Pq{S  1
où
• K est le nombre de neurones composant une couche,
• F est la dimension du champ réceptif du neurone (en pratique égale à la dimension des
filtres de convolution F  l1  l2),
• P est le paramètre de remplissage (zero-padding) des contours du volume d’entrée,
• S le pas de calcul (stride) qui sera utilisé pour l’évaluation du volume sur le neurone.
Si on considère, à titre d’exemple, une image d’entrée RGB de dimension 32 32, le vo-
lume d’entrée sera 32 32 3. Si la couche convolutionnelle est composée de 2 neurones où
chaque neurone est paramétré avec F  5, P  1 et S  1 alors le volume de sortie du pre-
mier étage de convolution sera de dimension 30 30 2 et chaque filtre sera de dimension
5  5  3. Par ailleurs, afin de réduire le nombre de paramètres à déterminer au sein d’une
couche de convolution, la technique de l’état de l’art repose sur le partage de paramètres
(parameter sharing) consistant à appliquer les mêmes filtres et biais pour l’ensemble des don-
nées au sein d’une carte de primitives. Avec la technique de partages de paramètres, chaque
54 3. Systèmes d’apprentissage
filtre utilise F  F  D1 poids, soit un total de F  F  D1  K poids et K biais par couche
convolutionnelle.
La dernière opération au sein d’un neurone (Fig. 3.20) applique une fonction d’activation,
permettant d’introduire des non-linéarités dans le réseau. Les fonctions d’activations les plus
courantes sont :





Cette fonction, représentée sur la Fig. 3.21 ramène les données d’entrée dans l’intervalle
r0, 1s. En particulier, les valeurs largement négatives deviennent 0 et les valeurs large-
ment positives 1. Cette fonction, utilisée pendant longtemps pour sa correspondance
avec l’activation d’un neurone biologique, est un peu tombée en désuétude à cause de
certains désavantages : tout d’abord, les gradients faibles ont tendance à être détruits.
Ensuite, les valeurs de sortie ne sont pas centrées en 0, provoquant des variations de
signe indésirable des gradients lors de la phase d’apprentissage. Enfin, le choix des
poids initiaux est critique ; cssi es poids initiaux sont trop élevés alors les neurones vont
saturer rapidement, ce qui limitera le nombre d’itérations lors de l’apprentissage. Ces
inconvénients font que l’utilisation de la tangente hyperbolique est aujourd’hui plus
courante.
Fig. 3.21: Représentation de la fonction sigmoïde
• Tangente hyperbolique. La tangente hyperbolique, représenté sur la Fig. 3.22, a le même
objectif que la fonction sigmoïde mais produit des données de sorties sur un ensemble
centré en 0.
Fig. 3.22: Représentation de la fonction tangente hyperbolique.
• ReLU (Rectified-Linear). La fonction d’activation ReLU a été introduite par Krizhevsky
dans [KSH12]. L’utilisation de cette fonction permet une convergence plus rapide (d’un
facteur 6) de la descente du gradient par rapport aux fonctions classiques (sigmoïde et
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tangente hyperbolique). La fonction ReLU est définie par :
f pxq 
$&% x si x ¡ 0
kx si x ¤ 0 si, avec k PN
(3.33)
Un exemple de graphe (pour k  0) est donné Fig. 3.23.
Fig. 3.23: Représentation de la Relu pour k  0
3.7.2 Couche de sous-échantillonnage
Le second type couche, aussi appelée Feature Pooling Layer, opère un sous-échantillonnage
sur chaque carte de primitives provenant d’une couche de convolution (Fig. 3.24). La tech-
nique de sous-échantillonnage utilise généralement le maximum [AHMJP12], la moyenne [LBBH98]
ou plus récemment la norme [ZF13] . Si le volume d’entrée est de dimension D1 W1  H1
alors le volume de sortie sera de dimension D2 W2  H2 dont les valeurs sont égales à :
W2  ppW1  zq{sq   1
H2  ppH1  zq{sq   1
D2  D1
où
• z correspond à la dimension du voisinage sur lequel est effectué le sous-échantillonnage,
• s est le pas entre deux applications du sous-échantillonnage (s ¤ z et pW1  zq divisible
par s).
Typiquement, ces couches sont paramétrées avec des filtres de dimension 2  2 sans re-
couvrement, ce qui revient à réduire la dimension de la carte de primitives d’un facteur
2 horizontalement et verticalement, soit une réduction de 75% des informations de chaque
carte de primitives d’entrée (qui sera plus robuste aux variations de position des primitives
dans la couche précédente).
Fig. 3.24: Exemple de sous-échantillonnage (z  s  2)
Il a été observé que l’utilisation d’un voisinage z  3 avec un pas de recouvrement de
2 pouvait améliorer légèrement les résultats (0.4% de bonnes détections supplémentaires
dans [KSH12]).
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3.7.3 Couche de Classification
La dernière couche d’un CNN effectue la classification des cartes de primitives afin d’ob-
tenir les résultats de correspondance avec un ensemble de classes. Dans le cas du modèle
LeNet-5 de la Fig. 3.19, la classification est en fait effectuée par deux couches. La première,
dite complètement connectée, composée de k unités, effectue pour chaque unité le produit sca-
laire de toutes les cartes de primitives d’entrées avec un vecteur appris et applique un biais
et une sigmoïde. La seconde couche est composée d’unités calculant la distance euclidienne






Depuis la proposition de Lecun, d’autres méthodes ont été proposées pour la structure
la couche de classification. Krizhevsky a par exemple proposé l’utilisation de la régression
logistique multinomiale [KSH12] (fonction softmax) pour remplacer le calcul de la distance
euclidienne tout en conservant une couche complètement connectée.
Comparés aux réseaux de neurones classiques (type Artificial Neural Networks (ANN)
[Hop88]), les réseaux CNN ont une connectivité partielle à l’entrée des couches de convo-
lutions. Cette connectivité permet de réduire le nombre de paramètres à apprendre dans le




Fig. 3.25: Connectivité partielles des couches de classification d’un réseau CNN
Les réseaux de neurones convolutionnels connaissent actuellement un essor important
dans la communauté de la vision car leur utilisation permet d’améliorer l’efficacité de nom-
breuses tâches liées à la vision (reconnaissance, classification, segmentation). Malheureuse-
ment, il existe une grande quantité de modèles possibles, différents sur le nombre de couches,
le nombre de neurones par couche ou les fonctions non linéaires choisies. Chacun de ces mo-
dèles conduit à des résultats de classification différents. Plus généralement, il est très difficile
de prouver qu’une configuration particulière est "optimale" pour un problème donné, ce qui
laisse une grande part à l’expérimentation et montre l’intérêt des méthodes d’exploration
automatique des réseaux.
Un point intéressant que l’on peut aborder sur ces systèmes concerne les récents travaux
de Girshick [GDDM14], qui a remplacé la couche de classification par une SVM linéaire.
Cette démarche revient à utiliser les premières couches du réseau comme un extracteur de
descripteurs. Comme la qualité de classification d’une SVM est dépendante de la qualité du
descripteur utilisé en entrée, les descripteurs générés par un réseau de neurones convolu-
tionnels ont l’avantage d’être issus d’un algorithme d’apprentissage au sein duquel chaque
couche converge théoriquement vers une erreur minimale, ce qui procure de meilleurs résul-
tats qu’une machine SVM prise avec des descripteurs choisi arbitrairement.
Après avoir introduit les systèmes d’apprentissages supervisés qui seront abordés dans
ces travaux, nous présentons les métriques statistiques utilisées pour l’évaluation des perfor-
mances des systèmes de classification.
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3.8 Évaluation des résultats de classification en ligne
Afin d’évaluer un système d’apprentissage, on applique la fonction de décision obtenue à
un ensemble d’images d’entrées connues. Selon que cette image représente ou non la classe à
identifier, on retrouve quatre possibilités que l’on peut regrouper dans la table de classique-




Positif Vrai positif (TP) Faux Positif (FP)
Négatif Faux Négatif (FN) Vrai Négatif (TN)
Tab. 3.3: Matrice de confusion
A partir de ces données, les métriques suivantes peut être calculées :
TPR (ou Recall)  TP{P (3.35)
FNR (ou Miss Rate)  FN{P (3.36)
FPR  FP{N (3.37)





où P et N correspondent respectivement au nombre total d’images positives et négatives tes-
tées. A partir de ces données, on peut utiliser différentes métriques pour l’évaluation des
résultats comme les courbes Receiver Operating Characteristic (ROC) [Faw06] ou Detection
Error Tradeoff (DET) [DT05]. Dans le cas où les images d’entrées ne sont pas des vignettes
mais des images réelles sur lesquelles des détections sur de multiples sous-images sont pos-
sibles, la métrique d’évaluation change. On évalue alors le recouvrement entre la boîte en-
globante et la vérité terrain, respectivement noté BBdt and BBgt. Cette méthode proposée
dans [DWSP12] considère une bonne détection si le recouvrement entre les deux boîtes est
suffisant. En particulier dans le challenge PASCAL [EVGW 10], on attend un recouvrement
de 50% minimum (Eq. 3.40). Chaque fenêtre de détection est donc évaluée par rapport à la
vérité terrain. Plus le recouvrement entre les deux fenêtres sera élevé, plus la probabilité de
bonne détection sera élevée. Si le recouvrement ne dépasse pas le seuil attendu, la détection





Une autre métrique d’évaluation couramment rencontrée est la métrique Area Under
Curve (AUC), déterminée par l’intégrale de la courbe ROC où le seuil de l’hyperplan nor-
malisé varie de 1 à 1. Grâce à son invariance par rapport au seuil de l’hyperplan, cette
métrique est utile pour estimer le gain du ratioTPR/FPR.
3.9 Conclusion
Nous avons introduit dans ce chapitre les notions de bases des systèmes d’apprentis-
sages ainsi que les métriques d’évaluation associées, avec une attention particulière sur deux
systèmes utilisés dans ces travaux, la machine à vecteurs supports (SVM) et les réseaux de
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neurones convolutionnels (CNN). On utilisera ces notions dans les chapitres 4 et 5, qui traite-
ront respectivement de la détection de piétons à base de machines SVM et de la détection de
caractères via un réseau de neurones convolutionnels CNN.
4Reformulation flot de données et implantation : application aux
algorithmes HOG-SVM
Ce chapitre a pour objectif démontrer l’intérêt de l’utilisation du modèle flot de données
sur une application de traitement d’images, embarquée sur architecture FPGA. L’application
ciblée, présentée au début de ce manuscrit, concerne la détection de piétons dans le champ
de vision d’un véhicule afin de transmettre des alertes à d’autres véhicules. Comme expliqué
précédemment (Sec. 2.5), le recours à un modèle de programmation adapté aux architectures
matérielles, comme le modèle flot de données, permet de mettre en œuvre des outils HLS
simplifiant la programmation des FPGAs tout en produisant un code HDL conduisant à de
bonnes performances. Le chapitre sera articulé de la manière suivante : une formulation flot
de données d’un extracteur de descripteurs HOG et d’un système de classification SVM est
d’abord donnée. Puis, à partir de cette formulation, purement fonctionnelle et indépendante
de tout outil HLS, une implémentation à l’aide du langage CAPH (Sec. 2.6) est proposée.
Le système de détection proposé, introduit au chapitre 3, se décompose en deux parties :
un extracteur de descripteurs HOG et un système de classification SVM opérant avec une tech-
nique de fenêtrage glissant. La première partie transforme l’image d’entrée en un ensemble
de descripteurs. Chaque descripteur HOG sera ici associé à une certaine zone de l’image, ap-
pelée bloc (voir Sec. 3.4 pour plus de détails). Afin de détecter l’ensemble des objets présents
dans l’image, la scène est découpée en une collection de fenêtres de détection sur lesquelles
seront évaluées les probabilités de présence de l’objet recherché 1. Le vecteur d’entrée associé
à chaque fenêtre de détection est alors composé de l’agrégation de tous les descripteurs HOG
issus des blocs appartenant à la fenêtre (Sec 3.6). La SVM calcule le produit scalaire entre le
vecteur d’entrée et le modèle issu de l’apprentissage supervisé afin de prendre une décision
(parfois avec une probabilité associée) quant à la présence de l’objet recherché dans la fenêtre.
Au plus haut niveau, le système de détection étudié est décrit sous la forme d’un graphe
flot de données sur la figure 4.1. Le flux de pixel acquis par la caméra est traité dans le module
d’extraction de descripteurs qui génère un flux de descripteurs HOG. Afin de déterminer
toutes les occurrences de l’objet cible dans l’image, la fenêtre de détection est déplacée dans
l’image et pour chaque position, le système évalue la présence de l’objet ciblé. Les images
entrent dans le graphe par la gauche en tant que flux de pixels et le système produit un flux
d’images binaires où chaque bit correspond à la réponse pour la fenêtre de détection associée.
Comme expliqué dans la section 3.6, une telle approche multi-fenêtres n’est pas nouvelle
dans le champ de recherche de la vision par ordinateur. Cependant, les coûts calculatoires
qu’elle engendre rendent son implémentation compliquée en pratique, notamment sur des
systèmes fortement contraints. La reformulation flot de données que nous allons donner de
cette technique va nous permettre d’obtenir une implémentation performante de cette mé-
thode dans laquelle le coût de calcul ne dépend plus du nombre de fenêtres à évaluer.
1. La taille de la fenêtre de détection dépend du type d’objets à détecter.





0 0 0 0 0 0
0 0 0 1 0 0
0 0 1 1 0 0
0 0 0 0 0 0
Détection
d’objets
Fig. 4.1: Vue d’ensemble du système de détection d’objets flot de données
4.1 Algorithme
Le listing 4.1 présente un pseudo code de l’algorithme de détection complet suivant une
formulation séquentielle. La première étape correspond à la détermination des descripteurs
HOG (Sec. 3.4) et la seconde à l’évaluation de la fonction de classification pour chaque fenêtre
de détection de l’image (Sec. 3.6).
1 // 1ere étape: Calcul des HOG sur l’image
2 // -------------------------------------
3 Pour chaque p i x e l ( i , j ) de l ’ image I
4 //Calcul des derivées en x et en y
5 gradx ( i , j ) = I ( i , j +1)  I ( i , j 1)
6 grady ( i , j ) = I ( i +1 , j )  I ( i 1 , j )
7




10 angle = arc tan ( grady ( i , j ) , gradx ( i , j ) )
11
12 // Déterminer l’entrée de l’histogramme correspondant à l’angle du gradient
13 bin = f indbin ( angle )
14
15 // Déterminer la position de la cellule à laquelle appartient le pixel courant
16 c e l l = g e t c e l l ( i , j )
17
18 // Mise à jour l’histogramme correspondant
19 histogram ( c e l l , bin ) = histogram ( c e l l , bin ) + magnitude
20 Fin
21
22 // Regroupement des cellules en blocs et Normalisation
23 Pour chaque c e l l u l e c de image I
24
25 // On récupère les histogrammes des cellules adjacentes
26 d e s c r i p t o r ( c ) = c r e a t e b l o c k ( c , histogram )
27
28 // On normalise le descripteur




33 // 2eme étape: classification SVM sur chaque fenêtre de l’image
34 // -------------------------------------
35 Pour t o u t e s l e s f e n e t r e s w de l ’ image I
36 // on lit le descripteur de tous les blocs associes à la fenêtre en cours
37 f i n a l d e s c = gatherHOG ( descr ip tor , w )
38
39 // on calcule le produit scalaire yij
40 y = svm( f i n a l d e s c , model )
41 Fin
Listing 4.1: Pseudo code de la formulation impérative du système de détection
La première étape calcule les descripteurs HOG à partir de l’amplitude et l’orientation des
gradients calculés pour chaque pixel (première boucle) avec les opérations gradx, grady, square
root et arctan. Ensuite, l’orientation calculée est discrétisée, comme illustré sur la figure 3.13
par la fonction findbin. L’étape suivante détermine à quelle cellule le pixel appartient (fonction
getcell) afin d’incrémenter l’histogramme local correspondant.
La seconde boucle itère sur l’ensemble des cellules composant l’image. Pour chaque po-
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sition, le descripteur associé à la cellule est créé en agrégeant les histogrammes voisins (2x2
cellules). Ensuite, le schéma de normalisation est appliqué à chaque descripteur indépendam-
ment.
A l’issue de cette partie, l’ensemble des descripteurs HOG pour chaque bloc constituant
l’image d’entrée est à disposition. L’étape de classification consiste alors à déplacer la fenêtre
de détection et pour chaque position, à récupérer les descripteurs associés à la fenêtre cou-
rante (fonction gatherHOG). Une fois le final descripteur final constitué, il est évalué par un
produit scalaire avec le modèle de l’objet souhaité afin de déterminer la présence ou non de
l’objet dans la fenêtre de détection courante.
4.2 Formulation flot de données
Dans cette partie, on propose une formulation purement flot de données de l’algorithme
décrit dans la partie précédente sous la forme d’un graphe d’acteurs. Les notations permettant
d’expliciter à la fois le comportement des acteurs et le graphe lui-même seront d’abord pré-
sentées. Puis, l’algorithme d’extraction des descripteurs HOG (Sec. 4.2.2) et de classification
par SVM (Sec. 4.2.3) seront reformulés successivement, avec le modèle ainsi défini.
4.2.1 Notations
Comme présenté au chapitre 2, l’expression d’un algorithme selon le modèle flot de don-
nées se fait sous la forme d’un réseau d’unités de calcul indépendantes (acteurs), échangeant
des jetons par le biais de canaux unidirectionnels de type FIFO. Il paraît judicieux de donner
d’abord, dans cette section, une formulation la plus générale possible, c.à.d indépendante de
l’implémentation concrète qui sera présentée aux sections 4.5.1 et 4.5.2. Pour cela, on s’ap-
puiera
• d’une part sur une notation graphique des réseaux,
• d’autre part sur une description purement fonctionnelle du comportement des acteurs de
ce réseau 2.
La possibilité de donner une formulation purement fonctionnelle du comportement des
acteurs est un point essentiel de la démarche. Elle découle de la transparence référentielle du
modèle, au sein duquel le comportement de chaque acteur est défini indépendamment de
tous les autres.
Dans notre cas, les flots de jetons traversant le réseau d’acteurs sont structurés. Cette struc-
turation est réalisée en distinguant deux catégories de jetons : des jetons de données et des
jetons de contrôle. Les premiers correspondent aux données proprement dites, les seconds
aux "signaux" mais vus ici comme de simples données particulières, explicitant la structure de ces
données. Considérons, par exemple l’image nm de la Fig. 4.2.
p1,1 p1,2 . . . p1,m





pn,1 pn,2 . . . pn,m
Fig. 4.2: Image I correspondant au flux structuré p de l’équation défini par l’équation 4.1
Cette image peut être décrite par le flot de jetons suivant :
x x p1,1 . . . p1,m y . . . xpn,1 . . . pn,m y y (4.1)
2. Le comportement des canaux est lui donné implicitement : c’est celui de canaux de type FIFO, de taille non
bornée à ce niveau.
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où "x" et "y" sont deux jetons de contrôle qui peuvent être interprétés respectivement comme
des signaux de début et de fin de liste (l’image étant vue alors comme une liste de listes). Loin
d’être limitée aux seules images, cette représentation permet de décrire des structures de don-
nées arbitrairement complexes. Par exemple, un histogramme à n entrées peut se représenter
comme une simple liste, délimité par les jetons "x" et "y" :
x h1    hn y (4.2)
Une liste de points d’intérêts, où chaque point d’intérêt est constitué d’une valeur v et
d’une paire de coordonnées x et y, pourrait être représentée par le flot suivant :
x x v1 x x1 y1 y y    x vn x xn yn y y y (4.3)
Comme montré à la Sec 4.5.2, ce mode de structuration des flots de données se prête
très bien à l’implémentation matérielle des acteurs. Mais, à ce niveau, son principal intérêt
est d’autoriser une description purement fonctionnelle (applicative) du comportement des
acteurs impliqués dans un algorithme. Considérons un acteur double dont le rôle est de
multiplier par deux toutes les données d’une liste, représentée donc comme un flot structuré.
Cet acteur peut être décrit par la relation suivante :
doublepx x1    xn yq  x 2 x1    2 xn y (4.4)
ou de manière plus concise :
doublepxsq  liftpmul2, xsq (4.5)
où
• lift est la fonction d’ordre supérieur 3 définie par :
liftp f , x x1    xn yq  x f px1q    f pxnq y (4.6)
• mul2 la fonction qui multiplie par deux son argument :
mul2pxq  2 x (4.7)
Plusieurs variantes de la fonctionnelle lift peuvent être définies :
• les fonctionnelles lift2, lift3,...,liftm qui opèrent respectivement sur deux et trois, ...,
m flux structurés parallèles :
lift2p f , x x1    xn y, x y1    yn yq  x f px1, y1q    f pxn, ynq y (4.8)
lift3p f , x x1    xn y, x y1    yn y, x z1    zn yq  x f px1, y1, z1q    f pxn, yn, znq y (4.9)
liftmp f , x a1    an y,    , xm1    mn yloooooooooooooooooooomoooooooooooooooooooon
m flot parallèles
q  x f pa1,    , m1looooomooooon
m éléments
q    f pan,    , mnq y (4.10)
(4.11)
• la fonctionnelle mlift qui opère sur un flot structuré à deux niveaux (une image typi-
quement) :
mliftp f , x x x1,1    x1,m y    x xn,1    xn,m y yq  x x f px1,1q    f px1,mq y    x f pxn,1q    f pxn,mq y yq
(4.12)
• les fonctionnelles mlift2,..., mliftm, qui sont des extensions de lift2,liftm à un flot
structuré à deux niveaux :
mlift2p f , x x x1,1    x1,m y    x xn,1    xn,m y y, x x y1,1    y1,m y    x yn,1    yn,m y yq 
x x f px1,1, y1,1q    f px1,m, y1,mq y    x f pxn,1, yn,1q    f pxn,m, yn,mq y yq (4.13)
3. En programmation fonctionnelle, une fonction d’ordre supérieur (Higher Order Function, HOF) est une fonc-
tion prenant une ou plusieurs autres fonctions en argument. Le terme de fonctionnelle est aussi utilisé.
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4.2.2 Extraction de descripteurs HOG
La figure 4.3 présente la reformulation de la première étape de l’algorithme du listing 4.1
(le calcul du descripteur HOG) conformément au modèle flot de données. Dans cette figure,
chaque boite grise correspond à un acteur et les flèches noires aux canaux de communications
qui connectent les acteurs entre eux. Les images entrent en tant que flux structurés de pixels
et les résultats sortent en tant que flux structurés de descripteurs, où chaque composante du
descripteur est portée par un flux parallèle.
La formulation de cette partie sur le listing 4.1 est séquentielle. Le graphe de la Fig. 4.3
met par contraste en évidence le parallélisme de l’algorithme. L’approche choisie tire parti
du fait que chaque entrée de l’histogramme constituant le descripteur peut être calculé in-
dépendamment des autres (en parallèle), comme illustré sur 4.3. Pour ce faire, on réplique
une chaîne d’acteurs spécifiques sur chaque entrée. Cette chaîne d’acteurs correspond à trois
étapes, dédiées respectivement au calcul du gradient (acteurs conv et argmax), au calcul de
l’histogramme (acteurs hsum et vsum) et à la normalisation du descripteur (acteurs block,
norm_factor et div).
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xi1 xi2 xi3 xi4x1 x32
Descripteur HOG
Fig. 4.3: Graphe flot de données de l’extraction de descripteur HOG
4.2.2.1 Extraction des gradients
Le calcul du gradient est une opération courante en traitement d’images mais son exé-
cution sur des cibles matérielles n’est pas triviale car elle nécessite des opérations de racine
carrée et d’arc tangente (lignes 9 et 10 du listing 4.1). Les méthodes courantes pour le calcul
de la racine carrée utilisent un algorithme d’approximation comme l’algorithme de Newton-
Raphson, utilisé par exemple dans [BKDB10, HSH 13]. Cependant, ces méthodes d’approxi-
mations sont itératives et le nombre d’itérations peut varier selon les opérandes. Appliqué
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au modèle de calcul flot de données, cela conduit à des ratios production/consommation
supérieurs à un voire variables. Cela pose alors des problèmes car chaque acteur du réseau
est cadencé par l’arrivée des jetons sur ses entrées (comme introduit dans le chapitre 2). Une
solution possible serait de dérouler la boucle d’itération de l’algorithme en un certain nombre
d’étapes successives (ce qui est d’ailleurs proposé dans certains composants fournis par les fa-
bricants de FPGA). Cette solution pose cependant un certain nombre de questions : comment
choisir le nombre d’étages ? Quelle est l’erreur commise ? Pour contourner ces problèmes,
certain auteurs approximent l’amplitude du gradient par la somme des valeurs absolues de
chacune des composantes 4 [BM12]. Cependant, l’erreur sur le calcul de l’amplitude peut aller
jusqu’à 45%. Une autre version proposée par Lee dans [LSCM12] appliquée au HOG ajoute un
facteur correctif 5, ce qui réduit l’erreur commise mais cette erreur peut néanmoins atteindre
21% (comparatif disponible dans [MBB 15a]).
Considérons maintenant le calcul de l’arc tangente, deux solutions ont été proposées : utili-
ser des tableaux de correspondance (Look-up Tables (LUT)), comme décrit par Lee dans [LMS13]
ou un algorithme d’approximation itératif comme le CORDIC [MTT 12]. La première ap-
proche requiert une quantité de mémoire importante, dépendante de la dynamique d’entrée
et la précision souhaitée. La seconde approche a les mêmes inconvénients que les approches
liées à l’élaboration de la racine carrée. Appliqué à l’algorithme du HOG, une troisième so-
lution a été proposée par Bauer [BKDB10] et reprise par la suite par Hahnle [HSH 13]. Cette
technique utilise le fait que les orientations des gradients vont être par la suite discrétisées par
l’histogramme. L’information utile n’est donc pas réellement l’orientation exacte du gradient
mais la correspondance de l’entrée de l’histogramme à laquelle cette orientation appartient.
La stratégie proposée par Bauer ne calcule pas directement la valeur de l’arc tangente, mais
compare itérativement les rapports des deux dérivées Gx et Gy avec des seuils pré-calculés
(et enregistrés dans des LUTs). Cette méthode améliore en terme de ressources et de com-
plexité les deux précédentes mais conserve les inconvénients sus-cités concernant le calcul de
l’amplitude du gradient.
Nous proposons ici une méthode de calcul qui évalue à la fois l’amplitude et l’orientation
du gradient de chaque pixel avec un coût linéaire, adaptée à un fonctionnement suivant le
modèle flot de données. Cette méthode, appelée HOG-Dot, publiée dans [MBB 15a] pour la
partie théorique et dans [MBB 15b] pour la partie implémentation, est une méthode spécia-
lement conçue pour être optimale sur l’algorithme du HOG mais peut être également utilisée
dans le cas général du calcul d’un gradient d’image.
La méthode part de la formule de la projection du gradient ∇I au point px, yq sur un
vecteur unitaire iˆk, avec pour relation :
BI
Biˆk
px, yq  ∇Ipx, yq  iˆk (4.14)
Dans le cas du HOG, l’espace des orientations est discrétisé en Nb échantillons équidistants




 θk  kpi{Nb, k  0, . . . , Nb  1 ( (4.15)
avec
iˆk  xˆ cos θk   yˆ sin θk
Pour chaque vecteur iˆk de Siˆ, la projection du gradient ∇I au point px, yq sur iˆk est expri-
mée en remplaçant iˆk dans l’Eq. 4.14 par son expression (Eq. 4.2.2.1), soit :
BI
Biˆk







4. Gpx, yq 
b
Gxpx, yq2   Gypx, yq2  |Gx|   |Gy|
5. Gpx, yq  |Gx|  
|Gy|
1 ?2
6. Seul le demi-cercle supérieur est suffisant, voir Sec. 3.4 pour plus de détails






Fig. 4.4: Représentation spatiale de l’ensemble de vecteurs utilisé pour le HOG-Dot
Dans notre cas, les dérivées partielles sont exprimées par les différences des intensités des
pixels voisins (Eq. 3.14 et 3.15), ce qui donne, appliqué à une image I :
BI
Biˆk
px, yq  cos θk rIpx   1, yq  Ipx  1, yqs   sin θk rIpx, y  1q  Ipx, y 1qs (4.17)
Comme le montre l’Eq. 4.17, la kie`me projection du gradient ∇I peut être simplement
calculée comme la convolution de l’image d’entrée avec une noyau 3  3 qui contient les
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Ipx  1, y  1q Ipx, y  1q Ipx   1, y  1q
Ipx  1, yq Ipx, yq Ipx   1, yq















px, yq | k  0, ..., Nb  1
*
(4.19)
L’amplitude du gradient est obtenue en prenant la valeur absolue du résultat de la convolu-
tion. Dans le cas du HOG, il est judicieux de choisir un nombre de vecteurs Nb égal au nombre
d’entrées de l’histogramme, et la méthode produit respectivement l’amplitude et l’entrée de
l’histogramme pour chaque pixel px, yq de l’image. De plus, chaque convolution peut être
calculée indépendamment, comme illustré par la Fig. 4.5.
L’utilisation de cette méthode présente plusieurs avantages :
• Précision de l’approximation. La méthode proposée permet de borner l’erreur commise
sur le gradient en fonction du nombre de filtres parallèles choisi Nb. De plus, il a été
démontré que dans le cas particulier du HOG [MBB 15a] cette méthode produit une
erreur d’approximation du gradient équivalente à celle induite par la discrétisation de
l’espace des orientations pour l’histogramme. Il en résulte que le recours aux calculs de
la racine carrée et de l’arc tangente n’améliorerait en aucun cas la valeur produite par
notre méthode.
• Parallélisme. Sur une architecture matérielle telle qu’un FPGA, chaque convolution peut
se calculer en parallèle. Le calcul du maximum peut se faire avec une cascade de com-
parateurs. Cette technique produit un flux de données correspondant directement à
chacune des composantes de l’histogramme situé en aval dans la chaîne de traitement.
• Ratio de production/consommation (comme défini à la section 2.4) des acteurs égal à
un. La méthode proposée produit un jeton de sortie à chaque jeton d’entrée en une
seule itération. Cette spécification permet lors de l’implémentation de faire fonctionner
l’acteur exactement à la même cadence que le flot de pixels entrant.













Fig. 4.5: Méthode parallèle d’extraction HOG-Dot
Les acteurs impliqués dans le graphe flot de données de la Fig. 4.3 vont maintenant être
définis.
L’acteur convk associé à la kie`me orientation est défini par :




0, si i P t1, nu _ j P t1, mu





, k P t0, . . . , 7u
Chaque acteur convk est connecté en entrée au même flux structuré p (Eq. 4.1) et applique
un noyau Ck (Eq. 4.18) de dimension 3 3 différent (associé à la kie`me orientation). Les bords
de l’image où les convolutions ne peuvent pas être calculées sont mis à zéro. En sortie, l’acteur
convk produit un flux d’image de gradients projetés sur l’orientation associée (qk). L’applica-
tion des 8 acteurs conv en parallèle produit l’ensemble des composantes de l’histogramme.
Il convient alors de déterminer quel canal d’entrée contient le gradient maximal. Pour cela,
l’acteur argmax (représenté comme un seul acteur sur la Fig. 4.3 pour des raisons de lisibilité),
peut se décomposer en un sous graphe d’acteurs plus élémentaires comme indiqué sur la
Fig. 4.6.
Le premier acteur abs calcule l’amplitude de chaque vecteur projeté en prenant la valeur
absolue de chaque élément.
abspqq  mliftp f abs, qq (4.21)
avec
f abspxq  |x|
Ensuite, on retrouve un ensemble d’acteurs comp organisé en arbre binaire sur la Fig. 4.6.
En cascadant les acteurs, on réduit la latence du système de Nb étapes à log2pNbq où est Nb est
le nombre de valeurs à trier 7. Chaque acteur comp est connecté à un n-uplet (q1, q2, k1, k2) en
7. Égale au nombre d’entrées de l’histogramme




















































Fig. 4.6: Sous graphe d’acteurs pour la détermination de l’argmax
entrée où q1, q2 sont les amplitudes de deux projections du gradient et k1, k2 sont les indices
associés aux flux q1, q2. En sortie, chaque acteur produit un couple (qm, km) où qm est le
maximum de q1 et q2, et km l’index de qm. Plus formellement, l’acteur comp peut s’exprimer :
comppq1, q2, k1, k2q  mlift4p f comp, q1, q2, k1, k2q  pqm, kmq (4.22)
avec
f comppq1, q2, k1, k2q  pmaxpq1, q2q, k1 si q1 ¥ q2 sinon k2q
Dans le cas particulier du premier étage, les flux k1 et k2 sont des flux de données
constantes dont la valeur représente l’index du canal d’entrée q. Le dernier acteur binning
recopie l’amplitude du gradient maximal sur la sortie correspondante et met les autres sorties
à zéro.
binningpqm, kmq  mlift2p f binning, qm, kmq  pr0, r1, r2, r3, r4, r5, r6, r7q (4.23)
avec
f binningpq, kq  tri  q si i  k, 0 sinon | @i P t0, ..., 7uu
On pourrait remettre en cause la présence de ce dernier acteur binning au motif que l’ac-
teur en charge de l’histogramme pourrait être directement indexé par la sortie km. Cependant,
deux raisons ont motivé le choix effectué. Premièrement, nous voulons maximiser le parallé-
lisme de l’application et à ce titre, il est important de maintenir les Nb flux parallèles. D’autre
part, ce choix va simplifier la formulation des calculs d’histogramme et éviter des problé-
matiques d’implémentations matérielles sur la gestion du contrôle des histogrammes comme
exposé dans [MSP 14].
4.2.2.2 Histogramme
Le calcul de l’histogramme est le goulot d’étranglement majeur dans l’élaboration des des-
cripteurs HOG. C’est la raison pour laquelle les descripteurs ont rarement été implémentés
sur des systèmes temps réels. Après la formulation originale de Dalal [DT05], Zhu a pro-
posé dans [ZYCA06] d’améliorer le calcul de l’histogramme en appliquant le principe des
histogrammes intégraux introduit par Porikli [Por05] pour accélérer le traitement. Cette tech-
nique permet l’évaluation rapide d’un histogramme dans une région indépendamment de
la dimension et de la position de cette région par l’intersection des coordonnées de chaque
extrémité de la région dans les histogrammes intégraux. La méthode de Porikli est composée
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de deux étapes : la propagation des histogrammes intégraux et le calcul de l’intersection dans
ces mêmes histogrammes intégraux pour déterminer l’histogramme d’une région spécifique.
Même si cette méthode a grandement amélioré les performances de calcul, elle est princi-
palement adaptée aux architectures de processeur standard. L’étape de propagation requiert
une mémorisation des histogrammes intermédiaires, équivalent à Nb images dans notre cas.
La mémorisation de Nb images, ainsi que leur accès aléatoire en parallèle, même s’ils peuvent
être autorisés par les modèles flot de données coûtera trop de ressources lors de la phase
d’implémentation sur la cible FPGA. L’avantage de la technique de Porikli est qu’elle four-
nit le même temps d’élaboration quelque soit la taille de la zone sur laquelle l’histogramme
est calculé. Cependant dans le HOG, il existe un paramètre supplémentaire qui va permettre
de simplifier l’élaboration : la régularité de la grille sur laquelle sont déterminés les histo-
grammes.
L’approche que nous avons exploitée utilise la régularité du découpage de l’image en
cellules (Fig. 3.13) afin de réduire le calcul de l’histogramme de chaque cellule à des accu-
mulations en parallèle sur chaque classe (Fig. 4.7). Grâce aux Nb flux qui ont été maintenus
en parallèle grâce à l’acteur binning, la détermination de chaque classe de l’histogramme sur
une cellule peut se calculer par la simple accumulation des valeurs présentes sur la cellule.
Comme les cellules sont adjacentes dans le HOG et que les données arrivent sur le flux, le
calcul se résume à deux accumulateurs chaînés (acteur xsum et vsum sur la Fig. 4.3) par classe
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gradient relatif à la cellule a, b




rki,j sur chaque cellule pour
chaque classe k
Flux d’images de sorties hk (dimension
p s) où chaque pixel correspond à une
composante de l’histogramme pour une
cellule
Fig. 4.7: Méthode proposée pour le calcul de l’histogramme
En terme de flux de données, l’étape d’histogramme produit en sortie Nb flux parallèles
(hk), où chaque flux porte une composante de l’histogramme. Chaque pixel d’une image hk de
la Fig. 4.7 correspond à une composante de l’histogramme pour une cellule donnée de l’image.
En accédant aux Nb flux en parallèle pour une cellule donnée, l’histogramme d’orientation de
gradient complet se rapportant à la cellule est obtenu.
Considérant une dimension de cellule de c  d pixels et une image d’entrée ri de n  m
pixels, où les dimensions de l’image sont divisibles par la taille de la cellule 8, les cellules de
coordonnées pii, jjq dans les images hk sont données par ii  t1, 2, ..., nc u et jj  t1, 2, ...,
m
d u et
les images hk peuvent être exprimées par :






Le calcul des histogrammes est assuré par deux acteurs hsum et vsum, chacun en charge
de l’accumulation dans une direction. Le premier acteur hsum accumule les valeurs dans la
8. En supposant que n  ck et m  dk pour k PN 
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direction horizontale pour chaque classe. Sur chaque ligne de l’image, l’acteur accumule d
valeurs consécutives et produit en sortie la somme ; soit, formellement :
hsumdpx x r1,1    r1,mloooooomoooooon
1 ligne : m éléments
y    x rn,1    rn,m y yq  x x x1,1    x1,slooooomooooon
1 ligne : s éléments
y    x xn,1    xn,s y y (4.25)
avec




L’acteur hsum réduit le nombre d’éléments du flux d’un facteur d par rapport au flux
d’entrée comme il n’opère que sur les lignes des images ri. L’acteur vsum effectue le même
calcul mais sur la direction verticale. Sur chaque flux parallèle, l’acteur vsum est connecté à la
sortie de l’acteur hsum (Fig. 4.3) et peut se formuler comme suit :
vsumcpx x x1,1    x1,s y    x xn,1    xn,s yloooooooooooooooooooooomoooooooooooooooooooooon
n lignes (de s éléments)
yq  x x h1,1    h1,s y    x hp,1    hp,s ylooooooooooooooooooooomooooooooooooooooooooon
p lignes (de s éléments)
y (4.26)
avec




La composition des acteurs hsum et vsum donne la fonction d’histogramme :
histpxq  vsumc  hsumdpxq (4.27)
L’application de la fonction hist conserve une structure d’images (deux niveaux de déli-
miteurs) mais réduit le nombre de données dans les deux directions d’un facteur c d, dans
notre cas 64 (c  d  8). Si la cadence d’activation est commune à tous les acteurs du ré-
seau (égale à la fréquence d’arrivée des pixels dans le graphe), cette réduction signifie que
le nombre de données circulant sur les canaux de communication situés en aval de la fonc-
tion hist sera 64 fois moins important que la cadence possible des acteurs. Cette réduction
de la dimension des flux de données pourra être exploitée lorsque l’on abordera certaines
optimisations dans le chapitre 6, notamment concernant la sérialisation des données dans
l’application.
4.2.2.3 Normalisation
Une fois les histogrammes hk déterminés sur chaque cellule, la création du descripteur se
fait par une étape de regroupement des cellules en blocs. Le schéma de regroupement stan-
dard [DT05, HSH 13, BKDB10, LSCM12] définit un bloc comme le regroupement de 2  2
cellules adjacentes (cf. Fig. 3.14). Avec ce schéma, et pour un histogramme à 8 classes, un
descripteur HOG aura 4 8  32 composantes. Chaque descripteur, un par bloc, est ensuite
normalisé afin de réduire la sensibilité aux variations d’illumination. Reformulé suivant le
modèle flot de données, cette étape est certainement la plus complexe à appréhender car elle
nécessite une façon de penser l’algorithme très différente de l’approche impérative. Considé-
rons l’exemple d’une image d’histogramme hk (Fig. 4.7) de dimension 4  4 cellules avec le
schéma de regroupement standard, on obtiendra les 9 blocs illustrés sur la Fig. 4.8. Chaque
cellule a été numérotée dans l’image hk de gauche et chaque bloc obtenu est décrit en fonction
du numéro des cellules qui le composent.
Chaque composante du voisinage 2  2 prise sur l’ensemble des blocs de l’image est en
fait un fragment de l’image originale. Par exemple, la première composante des 9 blocs géné-
rés correspond aux cellules 1, 2, 3, 5, 6, 7, 9, 10, 11 (surligné sur la partie droite de la Fig. 4.8),
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1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
Image hk




que bloc de l’image
bloc 1 1 2 5 6
bloc 2 2 3 6 7
bloc 3 3 4 7 8
bloc 4 5 6 9 10
bloc 5 6 7 10 11
bloc 6 7 8 11 12
bloc 7 9 10 13 14
bloc 8 10 11 14 15
bloc 9 11 12 15 16
Première composante du voisinage pour
l’ensemble des blocs composant l’image
Fig. 4.8: Exemple d’extraction de voisinage
c’est-à-dire à l’image d’origine hk sans la dernière colonne ni la dernière ligne de cellules. La
seconde composante (cellules 2, 3, 4, 6, 7, 8, 10, 11, 12) correspond à l’image hk sans la première
colonne ni dans la dernière ligne. La troisième composante (cellules 5, 6, 7, 9, 10, 11, 13, 14, 15)
correspond à l’image hk sans la première ligne ni la dernière colonne et la dernière compo-
sante (cellules 6, 7, 8, 10, 11, 12, 14, 15, 16) correspond à l’image hk sans la première ligne ni la
première colonne. D’une manière générale, à chaque flux d’image hk (Fig. 4.7) peut être as-
socié quatre nouveaux flux d’images, notés pv4k, v4k 1, v4k 2, v4k 3q, chacun représentant une
composante du voisinage. L’obtention des images vi se fait par recopie partielle des images hk
en ne conservant pour chaque composante que la partie correspondante, comme illustré sur
la Fig. 4.9.
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bloc 0 1 2 5 6
Fig. 4.9: Extraction de voisinage flot de données
Cette approche requiert la mémorisation de la première ligne de cellules ainsi que la
première cellule de la seconde ligne sur chaque hk. Sur l’exemple de la Fig. 4.9, le premier
bloc à produire est composé des cellules 1, 2, 5, 6, et l’acteur doit donc attendre que la cellule 6
de l’image hk soit disponible en entrée afin de pouvoir fournir le voisinage complet en sortie
sur les quatre flux pviq.
En résumé, l’acteur block réalisant l’extraction du voisinage 2 2 pour une image hk est
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défini par :
blockphkq  pv4k, v4k 1, v4k 2, v4k 3q (4.28)
avec
hk  x x hk1,1    hk1,s y    x hkp,1    hkp,s y y
v4k  x x hk1,1    hk1,s1 y    x hkp1,1    hkp1,s1 y y
v4k 1  x x hk1,2    hk1,s y    x hkp1,2    hkp1,s y y
v4k 2  x x hk2,1    hk2,s1 y    x hkp,1    hkp,s1 y y
v4k 3  x x hk2,2    hk2,s y    x hkp,2    hkp,s y y
En appliquant à chaque image d’histogramme hk (i.e. chaque composante de l’histo-
gramme), on obtient finalement la totalité du descripteur HOG en parallèle pv0, ..., v31q. Les 32
images vi (i.e. flux de blocs) générées sont de dimension inférieure aux images hk d’une ligne
et d’une colonne. Afin de simplifier les notations pour la suite des acteurs, on exprimera les
dimensions des images vi en fonction de nouveaux indices α, β obtenus à partir des anciennes
dimensions p, s des images histogrammes hk :
vi  x x vi1,1    vi1,β y    x viα,1    viα,β y y , avec α  p 1 et β  s 1 (4.29)
Comme indiqué au paragraphe 3.5, cette étape est indispensable au bon fonctionnement
du système d’apprentissage. Il a été montré par ailleurs dans [DT05] que le choix du schéma
de norme avait un impact sur la qualité de l’espace de description. La table 4.1 rapporte les
différentes normes possibles ainsi que leur impact sur la qualité de détection et le type d’opé-
rations requises. Le schéma le plus efficace est la normalisation de type L2Hys. Ce schéma,
typique du HOG, requiert premièrement une étape de normalisation, puis de seuillage des
valeurs normalisées (typiquement fixé à 0.2) puis une seconde étape de normalisation. Le
calcul de chaque facteur de normalisation requiert une opération racine carré, une somme
et une multiplication, faisant resurgir les problématiques évoquées lors de la formulation de
l’extraction des gradients concernant les méthodes d’approximation de l’opération de racine
carré. Bien qu’il soit envisageable de procéder à une formulation d’un schéma aussi com-
plexe, les autres schémas étudiés par Dalal [DT05] offrent des performances similaires (bien
que légèrement moins bonne) mais impliquent des calculs nettement moins lourds.














||xi||1 e xi  xi
avec xi   0.2
Qualité de Détection
0.90 0.90 0.90 0.85 0.63
(TPR à 104 FFPW) [DT05]
Opérations 64 additions 32 additions 32 additions 32 additions
arithmétiques 2 multiplications 1 multiplication 1 division 1 division
2 racines carrée 1 racine carrée 1 racine carrée
2 divisions 1 division
1 seuillage
Tab. 4.1: Comparatif des schémas de normalisation
Parmi les schémas existants, la normalisation L1 a été choisie. Ce schéma offre en effet un
bon compromis entre simplicité des calculs et qualité de la détection (perte de cinq pour cent
de bonnes détections par rapport au meilleur schéma possible, pour un taux de faux positifs
72 4. Reformulation flot de données des algorithmes HOG-SVM
de 104 FFPW). Sur la Fig. 4.3, cette étape de normalisation est assurée par deux acteurs :
norm_factor et div. Le premier calcule le facteur de normalisation :
norm_factorpv0, ..., v31q  mlift32p f norm, v0, ..., v31q  x xN1,1    N1,β y    xNα,1    Nα,β y y
(4.30)
avec




Le second div normalise chaque composante du descripteur en la divisant par le facteur
N ainsi calculé :
divpvk, Nq  mlift2p f l1, vk, Nq  x x xk1,1    xk1,β y    x xkα,1    xkα,β y y (4.31)
avec
f l1pvk, Nq 
vk
N








Alors on notera xh l’ensemble des descripteurs xi disponible à la fin du processus d’ex-









x x x01,1    x01,β y    x x0α,1    x0α,β y y
x x x11,1    x11,β y    x x1α,1    x1α,β y y
  
x x x311,1    x311,β y    x x31α,1    x31α,β y y
 (4.33)
Quelques remarques sur la formulation proposée pour cette partie.
1. Tout d’abord, avec cette formulation, l’algorithme consomme en entrée un flux de pixels
et produit en sortie un flux de descripteurs HOG et ceci indépendamment de la taille de
l’image d’entrée. La seule contrainte est que l’image soit un multiple de la dimension
des cellules sur lesquelles sont calculés les histogrammes. Il a été volontairement fait en
sorte de garder l’extraction des descripteurs HOG indépendante du système de classifi-
cation en aval afin de permettre l’utilisation de différents systèmes où chacun pourrait
être connecté au même flux de données. On peut imaginer non pas un seul mais un en-
semble de systèmes de classification où chacun exploite les mêmes flux de descripteurs
mais paramétrés différemment (taille de la fenêtre de détection et modèle), offrant la
possibilité de détecter plusieurs objets en parallèle sur chaque image (piétons, voitures,
motos, mandolines,...).
2. Chaque composante du descripteur HOG étant portée par un canal de communication
séparé, le parallélisme de l’application est maximal. Par la suite, il sera facile d’accéder
à l’ensemble des composantes de chaque descripteur de manière parallèle et synchrone
(toutes les composantes sont disponibles au même instant).
3. La structure de chaque flux de données de sortie xi correspond à une image dans la-
quelle chaque pixel correspond à une composante d’un descripteur. La position du pixel
dans l’image est liée à la position du descripteur dans l’image originale. Cette représen-
tation est primordiale car l’information de position du descripteur va être nécessaire
pour le regroupement des descripteurs au sein d’une même fenêtre de détection.
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4. La dimension de chaque image de sortie est réduite par rapport à l’image d’entrée.
Avec les notations utilisées dans cette section, l’image sera de dimension α  n{c  1
et β  m{d  1. Dans notre cas, avec une image d’entrée de résolution 1280  1024
pixels et une cellule 8 8, chaque xi sera de dimension 159 127. Même en considérant
l’ensemble des 32 flux parallèles, la quantité de donnée est tout de même réduite d’un
facteur 2, 03 (facteur 64, 9 par flux de données).
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4.2.3 Classification par SVM Linéaire
La section précédente a proposé une formulation flot de données de l’extraction des des-
cripteurs HOG pour une image. Toutefois, le système présenté produit un flot de descripteurs
au sein duquel chaque descripteur est associé à un bloc de l’image, alors que le système de
classification visé opère sur une fenêtre. La détermination du descripteur complet associé à
une fenêtre se fait par l’agrégation de l’ensemble des descripteurs des blocs compris dans
cette fenêtre.
Afin d’évaluer le résultat de la détection sur une fenêtre, il faut calculer le produit scalaire
du descripteur complet associé à cette fenêtre avec le modèle issu de la phase d’apprentissage.
Pour cela, la linéarité de l’équation 3.30 est utilisée pour séparer le calcul en produit scalaires
partiels comme suit :






T  xbi,jq   b
	
(4.34)
où nx et ny correspondent aux dimensions de la fenêtre de détection, exprimés respectivement
en nombre de blocs dans le sens horizontal et vertical, xbi,j est le descripteur à la position i, j au
sein de la fenêtre considérée 9 et wbi,j est le vecteur partiel du modèle associé au descripteur
xbi,j .
Dans le cas de la formulation séquentielle (Listing. 4.1), chaque fenêtre potentielle de
l’image est évaluée, avec un pas de recouvrement entre deux fenêtres égal à un bloc. Le
passage d’un ensemble de blocs à un ensemble de fenêtres recouvrantes se fait par de simples
lectures des descripteurs xbi,j contenus en mémoire. Au sein du modèle flot de données,
cette opération d’agrégation des descripteurs est un exemple typique d’opération délicate
à formuler. Le problème se pose en ces termes : pour chaque descripteur d’entrée xbi,j qui
arrive en entrée, à quelle(s) fenêtre()s ce descripteur appartient-il et avec quelle(s) partie(s) du
modèle doit-il être multiplié ? La réponse est que chaque descripteur xbi,j (de dimension 32)
appartient à nx  ny fenêtres potentielles dans lesquelles le descripteur sera multiplié avec des
parties différentes du modèle (car le bloc occupe une position différente dans chaque fenêtre).
Afin de simplifier la mise en œuvre de ce schéma, un schéma de fenêtrage sans recouvre-
ment est proposé. Avec cette approche (illustrée sur la Fig. 4.10), chaque descripteur xbi,j ne
peut appartenir qu’à une seule fenêtre de détection. Cette spécification permet de calculer les
produits scalaires partiels sur le flux, sans se soucier de l’appartenance du descripteur xbi,j
entrant à un ensemble de fenêtres de détection.
9. A ne pas confondre avec la position du descripteur dans l’image complète de l’Eq. 4.32. Les deux sont égaux
à la seule condition qu’il n’y ait qu’une fenêtre de détection dans toute l’image d’entrée
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xb1,1
wb1,1 wb1,4 wb1,1
Fig. 4.10: Illustration de la fenêtre de détection glissante sans recouvrement. Les fenêtres de détection
sont surlignées en gras. Chaque descripteur HOG xbi,j (représenté par un carré gris) n’ap-
partient qu’à une seule fenêtre de détection, ce qui permet de simplifier le graphe flot de
données du système de classification. Chaque poids partiel wbi,j qui pondère le vecteur xbi,j
dépend de la position du bloc xbi,j dans la fenêtre globale. Sur cet exemple est dessiné une
fenêtre de détection de dimension de 4  8 blocs pour des raisons de lisibilité. Dans le cas
pratique de la détection de piéton, cette fenêtre sera de dimension 7 15 blocs.
Cette approche, même si elle présente des inconvénients notamment en termes de qualité
de détection en conditions réelles, autorise une première formulation flot de données du
système qui constituera la brique de base d’un système complet flot de données gérant les
recouvrements, la gestion des recouvrements se faisant par simple mise en parallèle de 105
briques de base (nx  ny dans notre cas).
Le graphe flot de données décrivant le fonctionnement de cette brique de base est donné,
Fig. 4.11.
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nêtre pnx , nyq
/wb
Fig. 4.11: Graphe flot de données du système de classification
Le premier acteur, appliqué à chaque composante du descripteur est l’acteur Skipdata.
Cet acteur a pour seul rôle de retirer certaines données du flux de descripteurs, données qui
peuvent être vues comme des artefacts liés au mécanisme de fenêtrage.
Le rôle de cet acteur est illustré sur la Fig. 4.12. Sur cet exemple, chaque rectangle repré-
sente une cellule (entrée de l’acteur block) et chaque fenêtre de détection (surlignée en gras)
est composée de 8 16 cellules (soit à 7 15 blocs). Pour chaque cellule de l’image, l’acteur
block génère un bloc correspondant. Le flot de blocs issu de l’acteur block comprend alors
des blocs qui se trouvent à l’intersection de deux fenêtres de détection (blocs striés sur la
Fig. 4.12). Ce sont ces blocs qui sont supprimés par l’acteur skipdata.
Cellule
Bloc
Frontières entre deux fenêtres
Bloc indésirable
Fig. 4.12: Fonctionnement de l’acteur skipdata
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Fonctionnellement, l”acteur skipdata se défini par :
skipdatan,mpx x xk1,1    xk1,β y . . . x xkα,1    kα,β y yq  x x xsk1,1    xsk1,µ y    x xskλ,1 ,    , xskλ,µ y y
(4.35)
où
xski,j  xki,j si i mod pny   1q  0_ j mod pnx   1q  0












Afin de ne pas introduire une notation supplémentaire, on continue d’utiliser la notation
(xb) pour le flux de descripteur mais celle-ci référera au nouveau flux de descripteur qui vient
d’être créé.
L’acteur central du graphe (Fig. 4.11) est l’acteur dot_product qui calcule les produits
scalaires partiels de chaque descripteur (xb) avec le poids associé (wb). L’acteur dot_product
est connecté à 64 flux d’entrées, 32 pour le descripteur xb et 32 pour les poids associés wb et
produit en sortie un seul flux portant les produits scalaires partiels.
dot_productpxb, wbq  mlift64p f dot, xb, wbq  x x d1,1    d1,µ y    x dλ,1    dλ,µ y y (4.37)
avec




La difficulté réside ici dans la distribution du bon poids au bon instant en fonction du
fenêtrage. Cette tâche est effectuée par un second acteur, weight_distribution. Le vecteur de
poids w déterminé par l’apprentissage est liée à une unique fenêtre de détection et chaque
poids partiel wb dépend de sa position dans la fenêtre. Les poids au sein d’une même fenêtre
ne sont donc pas distribués de manière continue. Par exemple, le vecteur xb1,1 est multiplié
par le poids wb1,1 , le vecteur xb1,4 par le poids wb1,4 tandis que le vecteur xb1,5 est de nouveau
multiplié par le wb1,1 . Ce comportement oblige l’acteur de distribution à prendre en compte
à la fois la dimension de la fenêtre de détection nx, ny et la dimension du flux de descripteur
pour gérer le ré-indexage des poids. Comme la dimension du flux de descripteurs est à priori
inconnue, l’acteur weight_distribution doit être piloté par une composante du vecteur xb
qui donne la structure du flux correspondant (et indirectement les dimensions).
Le vecteur poids global W est défini par un tableau à trois dimensions dont les deux pre-
mières correspondent à la position du descripteur dans la fenêtre de détection. La dernière
dimension correspond à la profondeur du descripteur HOG. En considérant une fenêtre de
détection composée de nx  ny blocs, chaque descripteur étant de dimension d, le tableau W
sera alors de la forme : Wrnxsrnysrds. Cette structuration en trois dimensions permet d’expri-
mer plus simplement la relation entre les index du flux d’activation x0 et des flux de sorties
wb. En effet, chaque index peut s’exprimer en fonction de l’indice courant du jeton d’entrée
x0i,j et des dimensions de la fenêtre nx, ny. De plus, la même notation vectorielle que celle
précédemment est utilisée pour les descripteurs xb, wbi,j  Wrisrjs correspond à l’ensemble
des 32 composantes du vecteur poids pour un descripteur donné.
Partant de là, l’acteur weight_distribution produit les poids de SVM wb en fonction des
coordonnées du descripteur d’entrée, de manière synchrone à l’entrée x0 et en fonction des
dimensions de la fenêtre de détection nx et ny.
Fonctionnellement, l’acteur weight_distribution s’exprime comme suit :
weight_distribution W,nx ,nypx0q  wb (4.38)
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avec
x0  x x x01,1    x01,µ y    x x0λ,1    x0λ,µ y y
wb 

x xw01,1    w01,µ y    xw0λ,1    w0λ,µ y y
x xw11,1    w11,µ y    xw1λ,1    w1λ,µ y y
  
x xw311,1    w311,µ y    xw31λ,1    w31λ,µ y y

wki,j  Wriisrjjsrks, ii  i mod nx, jj  j mod ny
Une fois les produits scalaires partiels calculés, il suffit de les regrouper en fonction des fe-
nêtres pour obtenir le résultat final. Avec le schéma de fenêtrage sans recouvrement (Fig. 4.10),
cette opération est équivalente à l’opération effectuée par l’acteur d’histogramme (Eq. 4.24), à
savoir une accumulation des valeurs sur une grille rectangulaire.






L’acteur windowing est défini comme la composition des acteurs vsum et hsum :
windowingnx ,nypdq  vsumnx  hsumnypdq  f (4.40)
avec
d  x x d1,1    d1,µ y . . . x dλ,1    dλ,µ y y
f  x x f1,1    f1,ψ y . . . x fζ,1    fζ,ψ y y, ζ  λ{nx et ψ  µ{ny
Finalement, le dernier acteur bias ajoute la valeur du paramètre b comme défini par le sys-
tème d’apprentissage et produit le résultat de détection en fonction du signe de l’expression
finale :
biasbp f q  mliftp f bias, f q  y (4.41)
avec
f biasp f q 
$'&'%
1 si f   b ¡ 0
0 sinon
Même si seul le signe est utile pour la détermination de la classe à laquelle appartient
l’échantillon d’entrée, la valeur de l’expression f   b donne également une information sur la
distance de l’échantillon par rapport à la frontière de décision. Cette valeur sera notamment
utile pour le filtrage des données en aval.
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4.3 Méthode d’implémentation
La démarche générale suivie pour l’implémentation de la formulation précédemment ef-
fectuée est illustrée sur la Fig. 4.13.
La première étape consiste en une validation algorithmique ceci afin de quantifier l’im-
pact des paramètres de l’algorithme sur la qualité du système de détection. Ces paramètres
concernent la méthode HOG-Dot mais également le typage effectif des données. En effet, une
implémentation sur cible matérielle opère en pratique sur des données représentées par des
nombres entiers, avec un représentation en virgule fixe des nombres décimaux. Il est dès lors
essentiel de quantifier les erreurs d’approximations dues à l’utilisation d’une arithmétique en
virgule fixe sur les performances de détection du système.
La seconde étape est la transcription des acteurs et du réseau associé en CAPH, le lan-
gage qui sera utilisé pour l’implémentation. A partir du code CAPH, la génération des codes
SystemC et VHDL est automatique 10.
La dernière étape concerne la validation de la transcription VHDL RTL générée par CAPH
sur une architecture réelle. Cette partie est primordiale pour valider la méthodologie proposée
sur un algorithme complexe et mettre en avant certaines problématiques issus de la formula-













Fig. 4.13: Méthodologie d’implémentation utilisée.
4.4 Validation algorithmique
Comme indiqué plus haut, les algorithmes utilisés nécessitent une étape de plus haut
niveau afin d’effectuer l’apprentissage mais aussi de quantifier l’impact des approximations
effectuées, qu’elles soient liées au niveau algorithmique ou à la dynamique des données.
Pour cela, un environnement de développement basé sur les librairies OpenCV [Bra00] et
SVMLight [Joa99] a été utilisé. Cette implémentation logicielle de référence (ILR), est une
transcription logicielle de la formulation flot de données afin d’évaluer l’impact de celle-ci
sur les performances de détection. La librairie OpenCV fournit une implémentation de réfé-
rence (issue de [DT05]) pour l’extraction des descripteurs HOG. La librairie SVMLight gère le
10. La synthèse et le placement routage sont assurés par l’outil du fabricant Altera (Quartus II 13.1)
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processus d’apprentissage, dont la mise au point peut être empirique à cause des algorithmes
d’optimisation qui procurent des résultats différents en fonction des paramètres utilisés, des
approximations effectuées ou encore des bases de données d’apprentissage choisies.
Concernant la représentation en virgule fixe, trois catégories de données sont concernées :
les noyaux de convolution, le descripteur normalisé et le modèle issu de l’apprentissage.
Afin de choisir la meilleure représentation de chacune de ces valeurs, des expérimentations
ont été menées sur l’implémentation haut-niveau du système (première étape de la Fig. 4.13).
Le protocole de qualification est le suivant :
1. Chaque catégorie est évaluée indépendamment des autres afin de limiter l’influence des
propagations d’erreur de précision.
2. Le paramètre utilisé est la dynamique de chaque donnée.
3. Les mesures effectuées sont obtenues par :
• apprentissage sur la base de données de l’INRIA [DT05] (version étendue). La
base de données est composée de 12183 images négatives et de 2861 images posi-
tives. L’erreur d’apprentissage est rapportée par les estimateurs Xi-Alpha [Joa02]
et LOO. Ces estimateurs produisent une information sur la séparabilité de l’es-
pace de description approximée en fonction de la dynamique choisie pour chaque
paramètre.
• test sur la base de test de l’INRIA. Cette base est composée de 1126 images posi-
tives et 453 négatives. Ce test permet de quantifier la perte de performances avec
des images différentes de celles utilisées pour l’apprentissage. De ce test sont ex-
traites les évolutions des métriques TPR, FPR en fonction de la dynamique sur les
deux bases.
Une fois toutes les expérimentations menées, on effectue une estimation du système com-
plet. Une validation croisée à k-parts (Sec. 3.5.4.1) est rajoutée sur le test final afin d’obtenir
une estimation de la sensibilité du système approximé par rapport à la base d’images utilisée.
Ce dernier test permet notamment de détecter les sur-apprentissage.
4.4.1 Dynamique des noyaux de convolution
La Fig. 4.14a montre l’évolution de l’erreur relative maximale, commise sur l’ensemble
des noyaux de convolutions utilisés dans la méthode HOG-Dot. Par erreur relative, on entend
ici l’écart entre la valeur réelle d’un coefficient et sa valeur approximée, résultant de son
encadrage en virgule fixe. Cette erreur est calculée pour chaque dynamique n par :
err  max
 |2n  pceilp2n  cosp kpi8 qq  cosp kpi8 q|
| cosp kpi8 q|
	
, pour k P t0, ..., 7u (4.42)
où fonction ceil est la fonction de troncature d’un nombre décimal. La Fig. 4.14a rapporte
l’évolution de l’erreur d’apprentissage en fonction du nombre de bits utilisé. L’erreur d’ap-
prentissage donnée par l’estimateur Xi-alpha se stabilise autour des 6% pour une dynamique
de 3 bits et n’évolue plus lorsque la dynamique croît. L’estimateur LOO indique également
une erreur quasi constante, autour de 3.5%, indépendamment de la dynamique. La lecture
de ces courbes indique que l’utilisation de plus de 3 bits pour la représentation des noyaux
sera inutile, et n’améliorera pas la qualité de l’espace de description (donc les performances
de classification) bien que l’erreur relative atteigne dans ce cas de 30%.
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Fig. 4.14: Evolution de l’erreur relative et de l’estimateur Xi-Alpha en fonction de la représentation des
noyaux de convolution.
Afin de confirmer ces résultats, l’évolution des TPR et FPR en fonction de la dynamique
est représentée sur la Fig.4.15 pour le test effectué sur la base INRIA. Les taux de détection
se stabilisent respectivement autour de leur maximum et minimum pour une dynamique
de 6 bits, qui est une valeur supérieure aux résultats précédemment obtenus avec l’erreur
d’apprentissage.
Le cas le plus défavorable issu des deux observations précédentes est choisi pour la repré-
sentation des noyaux de convolutions, soit 6 bits.


































Fig. 4.15: Evolution du TPR et FPR en fonction de la dynamique utilisée pour la représentation des
noyaux de convolution. Les valeurs des TPR et FPR sont données pour l’hyperplan définie
par l’apprentissage.
4.4.2 Dynamique du descripteur HOG
Le second facteur dont il convient d’évaluer l’impact est la dynamique du descripteur
HOG normalisé. Cette dynamique du descripteur impacte à la fois la qualité de détection mais
aussi les performances d’implémentation. En effet, les ressources nécessaires à l’implantation
des 32 diviseurs parallèles dépendent directement de la dynamique de leurs opérandes. La
Fig.4.16 montre l’évolution des estimateur Xi-Alpha et LOO en fonction du nombre de bits
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utilisé pour la dynamique du descripteur. La valeur de l’estimateur Xi-Alpha démarre à 35%
d’erreur pour une représentation sur 2 bits et décroît de manière exponentielle jusqu’à se
stabiliser autour des 6% pour une représentation sur 8 bits. L’estimateur LOO apporte une
information différente (théoriquement plus précise que l’estimateur Xi-alpha) et montre que
l’erreur d’apprentissage se stabilise à partir de seulement 4 bits.



















Fig. 4.16: Evolutions des estimateurs Xi-Alpha et LOO en fonction de la dynamique du descripteur
HOG
Afin de confirmer ces résultats, qui peuvent paraître surprenants, la Fig. 4.17 montre l’évo-
lution des taux de bonnes et fausses détections sur la classification de la base test INRIA,
toujours en fonction de la dynamique du descripteur. Les tests sur les deux bases confirment
l’information fournie par l’estimateur LOO, à savoir que les taux de détection se stabilisent
passé 4 bits de dynamiques. Comme les valeurs des TPR et FPR sont obtenues par rapport à
un hyperplan différent sur chaque apprentissage, une variation (offset) peut s’introduire dans
les résultats. Afin d’évaluer plus précisément le couple TPR/FPR en fonction du nombre de
bits, il convient de tracer les courbes ROC et de mesurer la métrique AUC associée. Les résul-
tats précédemment obtenus sur la Fig. 4.17 permettent de limiter le nombre de courbes ROC
à tracer afin de garder de la lisibilité (il faudrait sinon une courbe par dimension possible).
La Fig. 4.18 compare les courbes ROC pour les dynamiques 2, 3, 4, 8, 16 bits, obtenues sur
la base de test de l’INRIA. A cela, nous avons rajouté une version en virgule flottante (simple
précision) et la version de référence OpenCV, intégrant un schéma de norme plus complexe
(L2Hys). La métrique AUC est calculée pour chaque courbe par une méthode d’intégration
par trapèzes. Les représentations sur 2 et 3 bits dégradent les performances comme constaté
sur la Fig. 4.17. Les dynamiques 4, 8 et 16 bits procurent des résultats similaires à la repré-
sentation flottante effectuant une norme L1 (AUC de 0.99). Il est important de souligner que
la représentation en virgule fixe du descripteur sur 4 bits, soit 16 valeurs possibles par com-
posante, ne dégrade aucunement les performances de classification par rapport à une repré-
sentation en virgule flottante. Cependant, l’utilisation du schéma de norme d’OpenCV, plus
complexe, permet une amélioration des performances, comme discuté lors de la formulation
de l’étape de normalisation du descripteur (Sec. 4.2.2.3).
En conclusion, même si les résultats montrent qu’une représentation sur 4 bits suffit dans
ces conditions de mesures, l’implémentation réelle utilise une représentation sur 8 bits car
celle-ci n’engendre pas de surcout important de ressources dans les opérateurs arithmétiques
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Fig. 4.17: Evolution du TPR et FPR en fonction de la dynamique utilisée pour la représentation des
composantes du vecteur HOG. Les valeurs des TPR et FPR sont données pour l’hyperplan
défini par l’apprentissage.

















L1 2 bits AUC=(0.86045)
L1 3 bits AUC=(0.97654)
L1 4 bits AUC=(0.99022)
L1 8 bits AUC=(0.98957)
L1 16 bits AUC=(0.99002)
L1 Float AUC=(0.98772)
L2Hys Float AUC=(0.99402)
Fig. 4.18: Courbe ROC sur la précision du descripteur pour le jeu de test de l’INRIA dont la métrique
AUC est calculée pour chaque courbe. Une précision de 2 bits dégrade les performances
du système. A partir d’une dynamique sur 4 bits, les performances sont similaires à celles
obtenues par une normalisation de type L1 flottante. Afin d’améliorer le système il convient
de modifier le schéma de norme.
sur le FPGA.
4.4.3 Dynamique du modèle SVM
Le dernier paramètre dont la valeur peut impacter les performances du système est la
dynamique du vecteur utilisé pour coder les poids de la SVM. Cette grandeur ne peut pas
être mesurée par l’erreur d’apprentissage (estimateur Xi-Alpha et LOO) car l’apprentissage
est obligatoirement effectué en virgule flottante. La donnée est seulement évaluée via les
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résultats de classification sur la base INRIA, en fonction de la dynamique souhaitée pour le
modèle issu de l’apprentissage, comme illustré sur la Fig. 4.19.




































Fig. 4.19: Evolution du TPR et FPR en fonction de la dynamique utilisée pour la représentation du
modèle d’apprentissage. Les valeurs des TPR et FPR sont données pour l’hyperplan défini
par l’apprentissage.
De même que pour la dynamique du descripteur, les performances de détection ne sont
plus impactées dès lors que la dynamique du modèle est supérieure à 4 bits. A noter que les
valeurs importantes des TPR et FPR relevées pour une dynamique de 3 bits sont dues à une
variation importante du biais obtenu entre deux apprentissages successifs.
4.4.4 Synthèse
Dans cette section, on évalue maintenant l’impact combiné de chacune des approxima-
tions étudiées séparément dans la section précédente. Pour cela, les résultats précédents sont
réutilisés, à savoir : des dynamiques de 6 bits pour les noyaux de convolution, 4 bits pour le
descripteur et le modèle SVM.
La Fig. 4.20 montre les courbes ROC obtenues avec notre implémentation logicielle (ILR)
simulant les approximations en fixe virgule d’une part et les résultats fournis par l’implémen-
tation OpenCV de référence d’autre part.
La formulation proposée fournit de moins bons résultats que l’implémentation OpenCV,
principalement à cause du schéma de normalisation utilisé qui est moins élaboré. L’écart de
performances se situe sur le taux de faux positifs qui est plus important sur le système flot
de données. Toutefois, ce taux important de bruit sera diminué par un système de filtrage
(Sec. 4.9).
Sur cette évaluation finale, une validation croisée à 10 parts a été effectuée. Les résul-
tats montrent une précision (Eq 3.35) moyenne de 98.47 avec une variance de 0.11. La faible
variance obtenue indique que le système n’est pas sur-entraîné.
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Fig. 4.20: Courbes ROC et métrique AUC obtenues à partir du descripteur OpenCV et du descripteur
approximé en virgule fixe
4.5 Transcription en CAPH
4.5.1 Description du réseau d’acteurs en CAPH
Un programme CAPH contient à la fois la description du réseau d’acteurs constituant l’ap-
plication et du comportement de chacun de ces acteurs. Cette section se focalise sur le premier
aspect, c’est-à-dire la description du réseau d’acteurs associé à l’application de détection. Le
réseau est décrit précédemment sur les Figs. 4.3 et 4.11.
Le langage de description de réseaux d’acteurs au sein de CAPH est fonctionnel, poly-
morphique et supporte les fonctions de cablage (wiring functions). Ces fonctions permettent la
définition de schémas de connexion (graph pattern), qui peuvent être réutilisés, facilitant ainsi
la description de réseaux complexes avec un ou plusieurs niveaux de hiérarchie. Le langage
fournit par ailleurs un ensemble de fonctions d’ordre supérieur ou "fonctionnelles" ([Ser15]
pour plus de détails). Notamment, la fonctionnelle map qui prend deux arguments : une fonc-
tion f et un ensemble de canaux de communications px1, ..., xnq et applique la fonction f à
chaque canal :
map f px1, ..., xnq  p f x1, ..., f xnq (4.43)
Le premier argument peut être un simple acteur mais également une autre fonction. La
fonctionnelle map permet la réplication d’acteurs, comme illustré sur la Fig. 4.21.
Fig. 4.21: Illustration de la fonction map : py1,    , ynq  map f px1,    , xnq
Une variante de la fonctionnelle map est la fonction mapi, définie par :
map i f px1,    , xnq  p f 0 x1,    , f pn 1q xnq (4.44)
Le listing 4.2 donne la description en langage CAPH du réseau d’acteurs formulé dans la
première partie de ce chapitre. Les descriptions des acteurs sont disponibles dans l’annexe A.
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Ce listing contient la déclaration de plusieurs fonctions convs, argmax, hists, norm, hog et svm.
Chacune de ces fonctions correspond à une étape de l’algorithme précédemment décrit. Les
fonctions hog et svm correspondent en particulier à l’extraction de descripteurs et au système
de classification. Les mots clés stream et port désignent les entrées/sorties du système. Un
stream est assimilable à un canal de type FIFO connecté à une entrée (resp. sortie) du système.
un port est vu comme un registre pouvant est lu/écrit depuis l’extérieur. Le graphe flot de
données, correspondant, généré par le compilateur CAPH est donné sur la Fig. 4.22.
1 -- Fonction d’instanciation d’un acteur de convolution
2 net conv_hv kernel norm pad i =
3 l e t rec ( o , z , zz ) = my_conv2s33_hv ( kernel , norm , pad ) ( i , z , zz ) in o ;
4
5 -- Fonction d’instanciation d’un ensemble de convolueurs parallèles
6 net convs rep x =
7 l e t f f i = conv_hv ( c o e f f [ i ] ) 9 0 in
8 mapi f f ( rep x ) ;
9
10 -- Fonction d’instanciation de l’argmax pour la méthode HOG-Dot
11 net argmax i i =
12 l e t ( i0 , i1 , i2 , i3 , i4 , i5 , i6 , i7 ) = map abs i i in
13 l e t ( mag01 , bin01 ) = comp_init ( 0 , 1 ) ( i0 , i1 ) in
14 l e t ( mag23 , bin23 ) = comp_init ( 2 , 3 ) ( i2 , i3 ) in
15 l e t ( mag45 , bin45 ) = comp_init ( 4 , 5 ) ( i4 , i5 ) in
16 l e t ( mag67 , bin67 ) = comp_init ( 6 , 7 ) ( i6 , i7 ) in
17 l e t ( mag0123 , bin0123 ) = comp( mag01 , mag23 , bin01 , bin23 ) in
18 l e t ( mag4567 , bin4567 ) = comp( mag45 , mag67 , bin45 , bin67 ) in
19 l e t (mag, bin ) = comp( mag0123 , mag4567 , bin0123 , bin4567 ) in
20 binning (mag, bin ) ;
21
22 -- Application des acteurs d’histogrammes sur chaque classe
23 -- xs: cellule en x
24 -- ys: cellule en y
25 net h i s t s xs ys hx =
26 l e t h i s t xs ys i = vsum ys (hsum xs ( i ) ) in
27 map ( h i s t xs ys ) ( hx ) ;
28
29 -- Extraction du voisinage et normalisation
30 net norm hx =
31 l e t ( v0 , . . . , v31 ) = map b l o c k _ e x t r a c t i o n ( hx ) in
32 l e t N = norm_factor ( v0 , . . . , v31 ) in
33 l e t ( n0 , . . . , n31 ) = rep32 N in
34 map2 div ( ( v0 , . . . , v31 ) , ( n0 , . . . , n31 ) ) ;
35
36 -- Function d’instanciation du reseau d’extraction de descripteurs HOG
37 net hog xs ys i = norm ( h i s t s xs ys ( argmax ( convs rep8 i ) ) ) ;
38
39 -- Fonction d’instanciation de la svm parallèle
40 net svm k xx x0 x1 x2 . . . x31 =
41 l e t ( k0 , . . . k31 ) = kern ( k ) xx in
42 l e t wi_xi = dot_u ( x0 , . . . , x31 , k0 , . . . , k31 ) in
43 l e t xwin = xwindowing wi_xi in
44 l e t ywin = ywindowing xwin in
45 d e c i s i on 0S ywin ;
46
47 -- Description du réseau complet
48 net y = svm w n m b ( hog 8 8 i ) ;
49
50 stream i : unsigned <8> dc from "/dev/cam0 " ;
51 stream y : unsigned <1> dc to "/dev/disp1 " ;
52
53 port w : unsigned <8> from "/dev/port0 " i n i t 0 ;
54 port n : unsigned <8> from "/dev/port1 " i n i t 0 ;
55 port m: unsigned <8> from "/dev/port2 " i n i t 0 ;
56 port b : unsigned <8> from "/dev/port3 " i n i t 0 ;
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Fig. 4.22: Graphe flot de données de l’application correspondant au listing 4.2
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4.5.2 Expression des acteurs en CAPH
Le code de l’ensemble des acteurs utilisés dans le programme du listing 4.2 est disponible à
l’annexe A Cette section se limitera à la description de deux acteurs. Les acteurs choisis à titre
d’exemple sont hsum et vsum. Ces acteurs servent au calcul des histogrammes d’orientations
de gradients.
La description d’un acteur comprend une interface et un corps. L’interface regroupe la
déclaration des entrées, des sorties et des paramètres (avec les types associés). Lors de la
construction du réseau, entrées et sorties sont connectées par des canaux de communication
et des valeurs statiques sont associées aux paramètres à ce moment là. Le corps de l’acteur
contient la déclaration de variables locales et un ensemble de règles d’activation. Les variables
locales permettent de mémoriser des valeurs entre plusieurs activations successives. Les règles
d’activations sont spécifiées après le mot clé rules. Chaque règle comporte un ensemble de
patterns (pati) impliquant les entrées et/ou les variables locales et un ensemble d’expressions
(expi) décrivant les modifications sur les sorties et/ou les variables locales lors de l’activation
de cette règle. Chaque règle est de la forme :
| pqual1 : pat1,    , qualn : patnq Ñ pqual11 : exp1,    , qual
1
n : expnq
où qual (respectivement qual1) désigne une entrée ou une variable locale (respectivement une
sortie ou une variable locale).
Comme on l’a vu à la section. 4.2.1, le modèle de calcul utilisé repose sur la distinction au
niveau des données circulant entre les acteurs, entre jetons de données et jetons de contrôle.
En CAPH, la distinction entre les jetons de contrôle et de données est assurée en associant à
ces données un type de données algébrique. Ce type dc, est défini comme suit :
type t dc = SoS | EoS | Data of t
où SoS (Start of Structure), EoS (End of Structure) et Data sont des constructeurs encodant
respectivement les jetons de contrôle "<", ">" et les jetons de données. Le paramètre t dénote
une variable de type 11.
Une description en CAPH de l’acteur hsum, introduit à la Sec. 4.2.2.2 est donnée sur le
listing 4.3. Sur cet exemple, on a utilisé une notation abrégée pour les constructeurs du type
dc : ’< désigne le constructeur SoS, ’> celui de EoS et ’t le constructeur Data of t.
Listing 4.3: Listing CAPH de l’acteur hsum
1 a c t o r hsum ( k : unsigned <8>)
2 in ( a : unsigned <s> dc )
3 out ( c : unsigned <s> dc )
4
5 var s : {WSF, WSL, Sum} = WSF
6 var xsum : unsigned <s>
7 var j : unsigned <8>
8
9 rules
10 |( s :WSF, a : ’ < ) > ( s :WSL, c : ’ < )
11 |( s :WSL, a : ’ < ) > ( s : Sum, c : ’ < , xsum : 0 , j : 0 )
12 |( s :WSL, a : ’ > ) > ( s :WSF, c : ’ > )
13 |( s : Sum, a : ’ x ) when j <(k1) > ( s : Sum, xsum : xsum+x , j : j +1)
14 |( s : Sum, a : ’ x ) when j =(k1) > ( s : Sum, c : ’ ( xsum+x ) , xsum : 0 , j : 0 )
15 |( s : Sum, a : ’ > ) > ( s :WSL, c : ’ > ) ;
Le comportement de l’acteur hsum peut se décrire avec six règles d’activations (lignes 10-
15) et trois variables internes s, xsum et j. La variable s est une variable d’état pouvant prendre
trois valeurs : WSF, WSL et Sum. Dans l’état initial (s  WSF), l’acteur attend le jeton SoS (début
11. Le système de typage de CAPH est similaire à ceux équipant les langages de programmation fonction-
nels modernes comme Haskell or ML. Il supporte en particulier le polymorphisme paramétrique, c’est-à-dire la
définition de types paramétrés par d’autres types.
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d’image) sur le canal a pour passer dans l’état WSL et générer le même jeton sur le canal c
de sortie. Dans l’état WSL, l’acteur attend un autre jeton SoS (début de ligne) sur le canal a.
L’activation de la règle génère le jeton de début de ligne sur le canal de sortie c, initialise
l’accumulateur xsum et la variable de compteur j à 0. Dans l’état Sum, lorsqu’une donnée
Datapxq est présente sur le canal d’entrée, deux règles sont activables suivant la valeur du
compteur interne j. Si j est inférieur à k 1, l’acteur additionne la valeur lue en entrée (x) avec
le contenu de l’accumulateur xsum, sinon il produit en sortie le résultat de l’accumulation
et réinitialise les variables internes à 0. Le nombre de valeurs à accumuler k est donné en
paramètre statique de l’acteur. Les paramètres statiques sont fixés lors de l’instanciation de
l’acteur dans un réseau et restent constants lors de l’exécution. La variable d’état s reste égale
à Sum jusqu’à l’arrivée du jeton de fin de ligne, qui déclenche l’écriture du même jeton en
sortie et met la variable d’état à WSL. Une fois de nouveau dans l’état WSL, si le jeton suivant
correspond à un début de ligne, l’acteur retourne dans l’état Sum pour débuter l’accumulation
sur une nouvelle ligne, et si le jeton correspondant à la fin de structure (fin d’image), l’acteur
retourne dans l’état WSF.
Le second acteur décrit est l’acteur vsum qui effectue l’accumulation des données dans la
direction verticale. Par exemple, pour une image de quatre lignes et de quatre pixels :
vsum4px x 1 2 3 4 y x 0 20 3 4 y x 0 0 3 4 y x 0 0 0 40 y yq  x x 1 22 9 52 y y
La description de cet acteur est légèrement plus complexe car elle nécessite la mémori-
sation d’une ligne de données avant de débuter l’accumulation. De plus, pour des raisons
d’optimalité des ressources matérielles allouées (raisons détaillées dans le chapitre 6), on uti-
lise un canal de communication rebouclé pour la mémorisation des données, comme illustré






Fig. 4.23: Schémas de connexions de l’acteur vsum
Le comportement de l’acteur vsum est défini sur le listing 4.4.
Listing 4.4: Listing CAPH de l’acteur vsum
1 a c t o r vsum_act ( k : unsigned <8>)
2 in ( a : unsigned <16> dc , z : unsigned <16>)
3 out ( c : unsigned <16> dc , oz : unsigned <16>)
4
5 var s : { WaitSoF , Wait1L , F i r s t L i n e , WaitSoL ,ACC, WaitkLine , WriteRes } = WaitSoF
6 var j : unsigned <8>
7
8 rules
9 | ( s : WaitSoF , a : ’ < ) > ( s : Wait1L , c : ’ < )
10 | ( s : Wait1L , a : ’ > ) > ( s : WaitSoF , c : ’ > )
11 | ( s : Wait1L , a : ’ < ) > ( s : F i r s t L i n e )
12 | ( s : F i r s t L i n e , a : ’ x ) > ( s : F i r s t L i n e , oz : x )
13 | ( s : F i r s t L i n e , a : ’ > ) > ( s : WaitSoL , j : 1 )
14 | ( s : WaitSoL , a : ’ < ) > ( s :ACC)
15 | ( s :ACC, a : ’ x , z : acc ) > ( s :ACC, oz : x+acc )
16 | ( s :ACC, a : ’ > ) when j <(k2) > ( s : WaitSoL , j : j +1)
17 | ( s :ACC, a : ’ > ) > ( s : WaitkLine , j : 0 )
18 | ( s : WaitkLine , a : ’ < ) > ( s : WriteRes , c : ’ < )
19 | ( s : WriteRes , a : ’ x , z : acc ) > ( s : WriteRes , c : ’ ( x+acc ) )
20 | ( s : WriteRes , a : ’ > ) > ( s : Wait1L , c : ’ > ) ;
21
22 -- Mapping function
23 net vsum k i i = l e t rec ( oo , z1 ) = vsum_act k ( i i , z1 ) in oo ;
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Le fonctionnement de l’acteur est défini via douze règles d’activations (lignes 9-20), une
variable d’états s et une variable de comptage j. Le paramètre k, donné en argument de
l’acteur, définit le nombre de lignes sur lequel s’effectue l’accumulation.
Comme pour l’acteur précédent, il n’y a qu’une seule règle possible dans l’état initial
(WaitSoF), déclenchée par l’arrivée du jeton de début de structure. Son activation recopie
le jeton de début de structure sur le canal c et fait passer l’acteur dans l’état Wait1L. Les
trois règles suivantes correspondent à la mémorisation de la première ligne de données. Pour
ce faire, l’acteur recopie les données d’entrée (canal a) sur le canal oz (entrée de la FIFO
rebouclée). La variable j est réinitialisée à 1 lors de l’arrivée du jeton de fin de structure,
marquant la fin de la première ligne de données. Dans cet état, la seule règle activable est
celle déclenchée par l’arrivée d’un jeton de début de ligne (non recopié en sortie), qui envoie
dans l’état ACC. Dans l’état ACC, chaque donnée lue en entrée (canal a) est ajoutée à la donnée
de la ligne précédente (lue sur le canal oz) et ce résultat intermédiaire est renvoyé sur le canal
oz. A réception du jeton de fin de ligne, deux règles sont activables en fonction de la valeur
de la variable interne j. Si la valeur de j est inférieure à k  2, l’acteur retourne dans l’état
WaitSoL et la variable j est incrémentée, ce qui signifie que l’on continue à lire des données
en entrée.
Dans le cas contraire, cela signifie que l’acteur va écrire les résultats en sortie lors de la
prochaine ligne. En effet dans l’état WriteRes, pour chaque donnée de la même ligne, l’acti-
vation de la règle (ligne 19) produit en sortie le résultat de la somme entre la valeur d’entrée
et la valeur lue sur le canal z (correspondant à l’accumulation verticale précédemment effec-
tuée). Cette règle est active jusqu’à ce que le jeton de fin de structure soit présent en entrée,
renvoyant l’acteur dans l’état Wait1L. Dans l’état Wait1L, le type de jeton qui arrivera en en-
trée indiquera le comportement de l’acteur : si ce jeton est un début de structure, l’acteur
recommence l’accumulation des k lignes, sinon l’acteur retourne à l’état initial.
De même que pour l’acteur hsum précédemment décrit, il est important que la dimension
du flux d’entrée soit multiple de la valeur donnée en paramètre k car aucun chemin autre que
celui que nous venons de décrire ne permet de retour à l’initial. Cet acteur peut cependant
être étendu avec quelques règles d’activations pour gérer le cas d’une image non multiple de
la dimension de la cellule.
4.6 Simulation du code CAPH
Cette étape vise à valider, par simulation (indépendamment de la cible FPGA finale), le
code décrit à la section précédente. On utilise pour cela les deux "backends" du compilateur
CAPH : SystemC et VHDL (la simulation via l’interpréteur du langage n’est pas exploitée ici
car elle conduit ici à des temps d’exécution trop importants).
En l’absence de simulation CAPH, la simulation SystemC a pour objectif de valider l’al-
gorithme et de fournir des informations sur l’occupation maximale de chaque canal de com-
munication. Les annotations générées sont ensuite réutilisées par le second "backend" lors de
la génération du code VHDL.
La Fig. 4.24 montre les courbes ROC issues des simulations faites avec OpenCV, notre
implémentation logicielle de référence ILR (utilisée dans la Sec. 4.4) d’une part et le code
SystemC et VHDL généré par le compilateur CAPH d’autre part, sur le jeu de test de l’INRIA.
Les courbes sont quasiment confondues, et les AUC égales à 103 près. Ce résultat valide la
méthodologie d’implémentation proposée à la Sec. 4.3. Il montre par ailleurs qu’il sera, si
besoin, possible de palier les problématiques de ressources matérielles par une simulation
haut-niveau, sachant que la transcription du code VHDL procurera des résultats équivalents.
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Fig. 4.24: Courbes ROC issus de la simulation du code généré en SystemC et en VHDL RTL
4.7 Implantation
On décrit ici la dernière étape du flot de conception, à savoir l’intégration du code VHDL
RTL généré sur une plateforme réelle. Comme annoncé au chapitre 1, l’implantation est faite
sur une plateforme de type smart-camera.
4.7.1 Plateforme de test
La plateforme cible, nommée DreamCam [BB14], est représentée sur la Fig. 4.26. Elle est
équipée d’un imageur 1.3 Megapixels (E2V ou Aptina) qui offre de nombreuses possibilités
de configuration, notamment le sous-échantillonnage et les régions d’intérêts (ROI) multiples.
Le coeur du système est un FPGA Cyclone III de la société Altera. Le FPGA est connecté à
six mémoires SRAM contenant chacune un Méga-mots de 16 bits. Chaque mémoire a un bus
d’adresse et de données privé, permettant un fonctionnement parallèle. La caméra originale
a été étendue pour supporter des communications sans fil et ainsi répondre aux contraintes
de mobilité à la base de ces travaux (Fig. 4.25). Le protocole de communication, issu des
réseaux de capteurs, IEEE 802.15.4 [iee15] (bande passante maximale théorique 250 Ko/s)
est utilisé. Pour cela, un composant de la société Microchip (MRF214J) est en charge de la
couche physique du protocole. Les autres couches réseau sont gérées par une bibliothèque de
communication implantée dans un microcontroleur 12.
D’un point de vue logique, la plateforme DreamCam peut être vue comme une architec-
ture en quatre modules (Fig. 4.26). Le premier module fournit une interface avec l’imageur
externe et récupère le flux de pixels qui sera communiqué au module de traitement. Le mo-
dule de traitement est ici généré par le compilateur CAPH. Les deux modules restants sont
des éléments de communication, un cœur de processeur (softcore) et un composant USB. Le
softcore est en charge des communications réseaux mais aussi de la récupération les données
issues de la partie traitement et de la configuration du système (bus de paramètres). Afin de
simplifier sa mise en oeuvre, un système d’exploitation multi-tâches (ERIKA [eri15]), inté-
grant par défaut le support des communications 802.15.4, est utilisé. La communication USB
12. La nature du contrôleur a évolué, il s’agissait initialement d’un microcontroleur PIC32, qui a été remplacé
par un softcore NIOSII et sera implémenté dans un hardcore Cortex-A9 dans la prochaine génération de caméra
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Fig. 4.25: Plateforme de test DreamCam - Caméra intelligente pour le réseau de capteurs
permet à la fois la transmission de flux de données avec des débits plus élevés mais surtout
l’envoi d’images (ou de données) depuis l’extérieur, permettant d’utiliser des vecteurs de test


















Fig. 4.26: Architecture de caméra intelligente pour le réseau de capteurs.
4.7.2 Intégration sur la plateforme DreamCam
L’intégration du code VHDL RTL généré par le compulateur CAPH au sein de l’archi-
tecture décrite par la Fig. 4.26 suppose un mécanisme d’interfaçage adéquat. Ce mécanisme,
schématisé sur la Fig. 4.27, doit notamment assurer la mise en forme des signaux à destination
et en provenance du réseau d’acteurs et la gestion de paramètres (vus comme des ports au










































Fig. 4.27: Configuration de test pour la validation de l’application sur la DreamCam.
Voici la description des flots de données, illustrées sur la Fig. 4.27, entre l’USB et le bloc
de traitement :
• fv_in : signal de validation de l’image d’entrée. Ce signal est à 1 tant que l’image cou-
rante est en cours de traitement. Ce signal est remis à 0 à chaque inter-trame.
• dv_in : signal de validation de la donnée présente sur le bus de données data_in. Ce
signal peut être discontinu.
• data_in : bus de données.
• tokens : flux de jetons entrant dans le (resp sortant du) réseau CAPH (de type dc ici).
Les deux bits de poids forts de chaque jeton correspondent à l’entête, permettant de
distinguer les délimiteurs (x ou y) des données.
• wr et full : signaux de contrôle de la première FIFO du réseau d’acteurs.
• rd et empty : signaux de contrôle de la dernière FIFO du réseau d’acteurs.
• fv_out, dv_out et data_out : même comportement que les signaux fv_in, dv_in et data_in.
• Paramètres : paramètres envoyés depuis le contrôleur USB. Les paramètres peuvent êtres
des registres pour les blocs autour de CAPH (dimensions des images d’entrée et de
sorties, encodage des jetons,...) ou des valeurs associées aux ports du programme CAPH.
La logique de contrôle nécessaire au bon fonctionnement du système est composée de
quatre blocs :
• Un bloc d’insertion de jetons. Ce bloc génère le flot de jetons entrant dans le réseau
CAPH à partir des signaux de contrôle (fv_in et dv_in). L’insertion des jetons a un coût
en surface (non négligeable suivant la complexité du traitement) et dépendant de la
structuration des données utilisée dans l’implémentation CAPH. L’utilisation du type
dc avec des données de type image requiert l’insertion de deux jetons par ligne de
données plus deux jetons par image. Il est nécessaire d’augmenter la fréquence de la
partie traitement par rapport à la fréquence du flux de pixels. Si on considère une image
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de dimension W  H, la fréquence de traitement ftok par rapport à la fréquence pixels








Dans notre cas, les spécifications de l’imageur (ou de l’envoi d’image par USB) font qu’il
existe un certain nombre de cycles de repos pendant lesquels aucune donnée d’entrée
n’est valide. Cette particularité permet l’insertion des jetons sans aucune augmentation
de la fréquence. Cependant le modèle d’acteur défini dans la version du compilateur
utilisée dans les travaux décrits ici impose une contrainte sur la fréquence des acteurs
qui doit être double de celle des données d’entrée. On a donc pour cette phase de test :
ftok  2  fpix (4.46)
• Un bloc de suppression de jeton. Ce bloc effectue la transcription entre le flot de jetons
généré par le réseau d’acteurs et le composant USB. Cette transcription implique le
décodage des jetons de contrôle pour la génération des signaux (fv_out et dv_out) ainsi
qu’une adaptation en fréquence.
• Un bloc pour l’interfaçage de paramètres. Ce bloc autorise des configurations dyna-
miques du système via la communication extérieure. Ces configurations peuvent être
de paramètres tels que la dimension d’image pour les blocs de création/suppression de
jetons ou bien la valeur d’un port du réseau d’acteurs.
• Un bloc de communication USB bidirectionnelle. La possibilité d’envoyer des vecteurs
de tests unitaires dans la caméra afin de valider l’implémentation est une spécification
incontournable de l’intégration sur la plateforme. Aussi comme nous n’utilisons pas le
softcore ici, les paramètres peuvent envoyer également via le contrôleur USB, permettant
un paramétrage dynamique du système.
4.7.3 Résultats
Cette section présente les résultats après placement routage sur le FPGA. Les outils utilisés
pour ces résultats sont :
• L’environnement Altera Quartus II version 13.0.1.232 pour le Cyclone III EPC3120F780C7.
La configuration de l’outil est celle par défaut, sans aucune optimisation spécifique en
fréquence ou en surface.
• Le compilateur CAPH version 2.6.3
L’implémentation matérielle est testée sur la base de données Daimler Pedestrian Bench-
mark Dataset [EG09]. Il est important de préciser que la base de test utilisée n’est pas corré-
lée avec la base d’images utilisée pour l’apprentissage (bien que Daimler propose sa propre
base d’apprentissage). Ce type d’évaluation cross-dataset est assez peu rapporté dans la littéra-
ture. A notre connaissance, seul Enzweiler [EG09] et plus récemment Benenson [BOH 14] ont
quantifié la perte de fiabilité due à un changement de bases de données. Utiliser la même base
en apprentissage et test limite l’évaluation des capacités de généralisation du système (même
lorsque les jeux de données sont indépendants). S’ils sont issus d’une même base, le contexte
sera globalement le même, et certains paramètres comme la variation de l’illumination, la
taille des personnes, leurs vêtements, les couleurs dans les rues, la structure de l’environne-
ment (conditionnant les négatifs) peuvent induire un phénomène de sur-apprentissage (si le
descripteur n’est pas assez robuste) qui ne sera pas détecté lors des tests, ce qui conduit à
surestimer les capacités de détection et de généralisation. C’est pourquoi nous avons fait le
choix de décorréler les bases d’apprentissage et de test. Les résultats de détection seront sta-
tistiquement moins bons, mais le portage du système dans un environnement inconnu devrait
procurer des résultats similaires.
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De la base Daimler, nous avons extrait une séquence de 35 images où un piéton traverse
la chaussée. (séquence disponible dans l’annexe B). Cette sélection s’explique par le besoin de
tester l’effet des paramètres et des étapes de l’algorithme dans des conditions relativement
maîtrisées. Cette séquence peut être découpée en deux parties. La première partie (images
1 18) propose des conditions favorables au bon fonctionnement de l’algorithme. Un piéton
dont la taille est assez proche de la dimension de la fenêtre de détection traverse la chaussée.
La seconde partie (images 19 30) est beaucoup moins favorable, car le véhicule se rapproche
du piéton et celui-ci devient plus grand que la taille de la fenêtre de détection.
La Fig. 4.28 illustre un exemple de détection sur une image de la séquence choisie.
Fig. 4.28: Exemple de détection de l’implémentation matérielle générée par CAPH sur la base Daim-
ler [EG09]
Ce résultat permet de valider la dernière étape de la méthodologie proposée, à savoir le
passage d’une simulation VHDL RTL à une implémentation sur une plateforme réelle. Avant
d’aborder la gestion des recouvrements, il est d’abord proposé une analyse des résultats
d’implémentation du système actuel.
La table 4.2 montre les résultats après placement routage. Nous avons reporté dans cette
table les informations suivantes :
• nombre d’éléments logiques spécifiques au FPGA choisi (LE),
• correspondance en terme de LUT (4 entrées) et de registres, pour une image d’entrée de
résolution 1280 960 (résolution maximale avec notre plateforme).
• nombre de bits mémoires requis par chaque acteur,
• nombre de blocs SRAM M9K instanciés ,
• nombre de blocs arithmétiques DSP,
• fréquence maximale pour chaque partie de l’algorithme (Gradient, Histogramme, Nor-
malisation, SVM).
Aussi les ressources utilisées par les FIFOs rebouclées pour la mémorisation de lignes
localement à un acteur (comme l’acteur vsum de la Fig. 4.23) sont comptabilisées au sein de
l’acteur (et non aux ressources liées aux FIFOs).
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rep8 18 7 11 0 0 0
71.16
8 conv_33 4422 3693 2430 195472 46 0
8 abs 246 240 113 0 0 0
4 comp_init 132 128 77 0 0 0
3 comp 112 108 58 0 0 0
3 binning 101 101 84 0 0 0
Histogramme
8 hsum 735 728 400 0 0 0
79.24
8 vsum 1927 1681 1302 20864 8 0
Normalisation
8 block_extrac 2890 2435 2162 23760 8 0
21.2
norm_factor 161 160 17 0 0 0
rep32 28 27 18 0 0 0
32 l1norm 9181 9165 560 0 0 0
SVM Linéaire
weight_distr 3744 3455 326 0 0 0
59.61
dot_prod 666 665 30 0 0 32
32 skipdata 1165 1148 640 0 0 0
xwindowing 113 112 66 0 0 0
ywindowing 158 158 89 0 0 0
decision 10 0 0 0 0 0
FIFO 11663 8928 9935 0 0 0
Total 37163 p31%q 32940 18315 240096 62{432 32{576 21.2
Le réseau complet requiert 37163 éléments logiques soit environ 31% des ressources lo-
giques disponibles. Sur ces 37163 éléments, 32940 LUT 4 entrées sont utilisées ainsi que 18315
registres. Du côté de la mémoire, le code généré alloue 240096 bits répartis dans 64 blocs M9K.
Enfin l’implémentation utilise 32 blocs arithmétiques DSP. Voici l’analyse de ces résultats en
détail :
• L’utilisation des convolutions standards de la bibliothèque CAPH permet l’instanciation
automatique de blocs mémoires SRAM pour la mémorisation des lignes. Cependant, la
mise en parallèle des 8 acteurs conv33 engendre une duplication de la mémorisation du
voisinage. En effet, chaque acteur va mémoriser en interne les deux mêmes lignes de
pixels, créant des allocations de mémoires inutiles. Une solution efficace serait d’utili-
ser un acteur en charge de l’extraction de voisinage et un ensemble d’acteurs opérant
chacun leur calcul indépendamment mais ceci se ferait au prix d’un routage accru. On
étudiera au chapitre 6 le compromis associé aux choix d’implémentations des convo-
lueurs.
• La formulation proposée pour le calcul de l’histogramme procure de bons résultats.
La logique requise est de 332 LE par classe et la fréquence de fonctionnement avoi-
sine les 80MHz. La séparation en deux acteurs distincts a permis une optimisation des
ressources. Si nous avions suivi la même approche que pour les convolutions lors de
la formulation, c’est-à-dire mémoriser l’ensemble du voisinage nécessaire avant de cal-
culer la valeur de l’histogramme comme cela avait été d’abord proposé dans [SBB14],
nous aurions été obligé de mémoriser 8 fois plus de données par ligne et 7 lignes au lieu
d’une par acteur (soit 448 fois plus de données au total).
• La partie critique de l’application est la normalisation. A elle seule, cette étape mobi-
lise 44% des ressources totales. Ceci est principalement dû à l’utilisation des 32 acteurs
l1norm en parallèle. Chaque acteur l1norm effectue un calcul de division, nécessitant
environ 600 LE, ce qui explique les chiffres reportés pour cette étape dans la colonne
correspondante de la table 4.2. Ceci dit, le point le plus critique reste la fréquence maxi-
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male de fonctionnement résultante : 21MHz. On rappelle que la fréquence du réseau
d’acteurs doit être deux fois supérieure à la fréquence du flux de pixels (Eq. 4.46). Une
fréquence de fonctionnement de 21MHz implique une cadence de traitement de l’ordre
de 10.5 images par seconde avec la résolution choisie. L’examen des chemins critiques
de l’application, rapportés par l’outil Quartus (Fig. 4.29), montre que cette fréquence
faible est due à la logique combinatoire nécessaire aux diviseurs.
Fig. 4.29: Schéma RTL d’un acteur l1_norm avec le chemin critique (en rouge) rapporté par l’outil
Quartus
Avec une implémentation HDL développée "à la main", il est possible de pallier ce
problème en utilisant pour l’opération de division un composant optimisé, en général
fourni par le fabricant de FPGA (LPM_DIVIDE chez Altera, LogiCORE chez Xilinx par
exemple). Le développeur peut alors optimiser la fréquence de fonctionnement en ajus-
tant le nombre d’étages de pipeline, quitte à augmenter la latence de l’opération dans
ce cas.
Lorsque le code HDL est généré par un outil de HLS comme CAPH, cette approche est
plus difficile à mettre en œuvre. CAPH offre la possibilité d’insérer des acteurs écrits "à
la main" dans le code généré (il suffit que leur interface soit conforme au modèle d’exé-
cution). Dans ce cas, cela revient à faire le même travail que ferait un développeur HDL
concernant les diviseurs. Cette approche biaise toutefois les résultats, l’intérêt premier
d’un outil de HLS étant justement d’éviter au développeur de faire du développement
HDL. Une seconde solution sera proposée en perspective de recherche dans les conclu-
sions de cette thèse.
• Les résultats concernant l’implémentation de la partie SVM sont mitigés. Le résultat
intéressant concerne l’acteur de produit scalaire (dot_product) qui instancie automa-
tiquement des blocs arithmétiques DSP, preuve que l’outil de synthèse interprète cor-
rectement le code généré. La présence des acteurs skipdata est discutable. On pourrait
se passer de cet acteur en fusionnant les acteurs block_extrac et skipdata. L’acteur
de distribution de poids weight_distr utilise également beaucoup de logique. La ma-
jeure partie de celle-ci sert à mémoriser les poids du modèle qui sont dans cette version
encodés statiquement. Il est possible d’utiliser les mémoires externes de la plateforme
DreamCam avec l’utilisation d’un port afin de déplacer le stockage du modèle, et ainsi
économiser des ressources logiques.
• Les FIFOs d’inter-connexion entre acteurs représentent environ 31% du total des res-
sources utilisées. Le développeur a donc intérêt à limiter le nombre d’acteurs s’il désire
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optimiser l’usage de ces ressources. Cependant, limiter le nombre d’acteurs implique
des acteurs plus complexes, ce qui en retour conduit à augmenter la logique combi-
natoire au sein de chaque acteur, et donc à diminuer la fréquence. Nous traiterons en
profondeur ce compromis sur un exemple de convolution dans le chapitre 6.
• La latence globale du réseau est de 164443 cycles d’activation, pour une image de ré-
solution 1280 960 pixels, soit 8.02 ms pour une fréquence de 20.1 MHz. Cette valeur,
obtenue par une mesure en simulation VHDL RTL, est définie comme le nombre de
cycles d’horloge pixels entre l’arrivée du premier pixel à l’entrée du réseau et le pre-
mier résultat de classification produit en sortie. Exprimé par rapport à la résolution de
l’image, le système produit le premier résultat de sortie alors que seulement 13% des
pixels de l’image ont été fourni par le capteur d’image.
Le dernier tableau 4.3 présente les résultats pour l’ensemble du dispositif déployé sur la
plateforme. Le coût de l’encapsulation des signaux de contrôle dans les jetons (blocs inser-
tion/suppression de jetons) permettant le passage de l’interface standard (fv, dv, data) à la
représentation utilisée dans CAPH est assez faible (250 LE et un bloc mémoire SRAM). Le
composant USB requiert 1200 éléments logiques avec 11 mémoires qui permettent la synchro-
nisation de la caméra avec une application externe. Au total, le déploiement requiert 38624
LE (regroupant x LUT-4 et x registres) soit 40% des ressources logiques totales, 74/432 blocs
mémoires et 32/576 blocs arithmétiques







CAPH 37163 32940 18315 240096 62 32
Insertion jeton 162 151 116 8192 1 0
Suppression jeton 99 68 69 0 0 0
Comm. USB 1200 799 946 55488 11 0
Total 48073 (41%) 43743 18647 240096 62{432 32{576
4.8. Gestion du recouvrement 99
4.8 Gestion du recouvrement
La version du système de détection décrit à la section précédente est essentiellement une
preuve de concept. En effet, le système décrit ne gère pas les recouvrements entre deux fe-
nêtres successives. Par conséquent, les piétons se trouvant à l’intersection de deux ou plu-
sieurs fenêtres ne seront pas détectés.
En pratique, cet inconvénient est rédhibitoire. Le problème majeur n’est pas lié à la formu-
lation flot de données car la gestion du recouvrement peut se faire simplement par une mise
en parallèle de 105 unités SVM du type de celle décrite ci-dessus (soit autant d’unités pa-
rallèles que de recouvrements possibles dans une fenêtre). Malheureusement, les ressources
requises par ces 105 unités risquent alors de dépasser celles disponibles sur notre plateforme.
La table 4.4 montre les ressources requises sur la cible DreamCam pour plusieurs confi-
gurations différentes : 1, 7, 10 et 12 unités SVM. Chaque configuration intègre l’extraction de
descripteurs HOG avec un nombre d’unités SVM différent, et toutes les unités sont connec-
tées en parallèle. Avec seulement douze unités, soit environ 11% du nombre d’unités SVM
nécessaires à gestion complète du recouvrement, les capacités maximales de la plateforme
sont atteintes.






1 37163 p31%q 240096 62 32
7 (recouvr. hor) 82673 p69%q 240096 62 224
10 101149 p85%q 240096 62 320
12 116008 p97%q 240096 62 384
Des mesures ont donc été effectuées sur un FPGA offrant plus de ressources (Stratix V).
L’architecture d’un Stratix V est légèrement différente du celle du Cyclone III, les éléments
logiques sont basés sur les nouvelles architectures de blocs logiques ALM. Toutefois, selon le
constructeur Altera [alta], un ALM est équivalent à 2.5 LE. La table 4.5 montre les résultats
obtenus sur le Stratix V.
Tab. 4.5: Ressources matérielles totales requises suivant le nombre de recouvrements pour le Stratix V
Nombre d’unités SVM Logic (ALM) Mémoire (bits) M20K DSP
1 18525 p7%q 240096 32 42
2 21620 p8%q 240096 32 72
4 27773 p11%q 240096 32 132
7 (recouvr. hor) 40884 p16%q 240096 32 224
14(recouvr. hor + 2 vert) 63212 p24%q 240096 32 432
28(recouvr. hor + 4 vert) 109272 p42%q 240096 32 852
56 223106 p85%q 240096 32 1692
Avec la moité des unités SVM requises, le FPGA Stratix V atteint également ses limites.
Toutefois, les différentes expérimentations montrent que les ressources logiques ainsi que le
nombre de blocs DSPs évoluent linéairement en fonction du nombre d’unités SVM instanciés
(Fig. 4.30). Une interpolation linéaire permet donc d’estimer les ressources nécessaires pour
la totalité de l’application.
Pour 105 unités SVM, cette estimation donne 400220 ALM et 3161 blocs DSP sur le Stratix.
Transposée à la plateforme DreamCam, un million de blocs logiques LE seraient nécessaires,
soit respectivement 8 fois les ressources logiques et 5.4 fois les blocs DSP disponibles. On est
donc assez loin de ce qui est physiquement implantable sur cette plateforme
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Fig. 4.30: Evolution des ressources matérielles en fonction du nombre d’unités SVMs
La solution à ce problème passe donc probablement par une reformulation conséquente
de la partie SVM afin de l’adapter aux contraintes matérielles imposées par la plateforme. Une
telle reformulation pourrait par exemple s’inspirer de la technique décrite dans [MBQ 16],
proposée dans le cadre d’une implémentation purement HDL, c’est-à-dire sans le recours à
un outil de HLS, et qui exploite les redondances entre SVM afin de minimiser les ressources
matérielles requises.
Afin que les contingences matérielles ne nous empêchent pas d’évaluer les performances
de notre implémentation en termes de détection, nous avons choisi d’effectuer cette évaluation
avec l’implémentation logicielle de référence (ILR) telle que décrite à la Sec. 4.4 et non avec
le code produit par le compilateur CAPH. Cette démarche se justifie dans la mesure où,
comme on a vu à la Sec. 4.6, les performances des deux implémentations sont très proches.
Les résultats obtenus sur la séquence Daimler, sont illustrés sur la Fig. 4.31






Fig. 4.31: Images de détection de piétons sur la base de données Daimler. Le côté gauche représente
les sorties obtenues par l’implémentation logicielle de référence. Le côté droit a été obtenu en
utilisant OpenCV
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La Fig. 4.32 décrit l’évolution de l’AUC, où une détection est considérée bonne si le recou-
vrement entre la vérité terrain et la fenêtre de détection est supérieure à 50% (Eq. 3.40).




















Fig. 4.32: Evaluation des AUC obtenues avec notre ILR d’une part et OpenCV d’autre part sur la sé-
quence d’images extraite de la base Daimler
Sur la première partie de la séquence (images 1 18), l’implémentation OpenCV se com-
porte mieux que l’implémentation logicielle de référence, avec une AUC moyenne de 0.90. A
noter que cette valeur est plus faible que celle obtenue lors des essais sur la base INRIA (0.99
sur la Fig. 4.20), démontrant la nécessité du changement de base pour tester l’implémentation
dans des conditions difficiles, et ainsi évaluer les capacités de généralisation du système au
monde réel. Notre implémentation conduit en moyenne à une AUC de 0.86. Sur la seconde
partie (images 19  30), les résultats s’inversent. L’implémentation OpenCV ne détecte pas
le piéton une image sur deux car celui-ci sort des conditions optimales de fonctionnement
de l’algorithme alors que notre implémentation est moins sensible à ces nouvelles conditions
(voir Figs. 4.31g et 4.31h). Ces résultats peuvent s’expliquer par la qualité des espaces de des-
cription. Le descripteur OpenCV est plus discriminant que le descripteur reformulé, procu-
rant de meilleurs résultats dans des conditions optimales de fonctionnement mais cette forte
discrimination devient un inconvénient dans le cas où les images d’entrées ne correspondent
plus exactement aux conditions utilisées lors de l’apprentissage. L’AUC moyenne obtenue
avec l’implémentation OpenCV sur la seconde partie est de 0.63 alors que celle obtenue avec
notre implémentation est de 0.72. Théoriquement, il est possible d’ajuster les seuils de dé-
tection/rejet (avec la valeur du biais) afin de limiter les effets observés sur l’implémentation
OpenCV. Toutefois, cette technique revient à paramétrer le système en fonction de son implé-
mentation, des approximations et même des bases utilisées. Sur l’ensemble de la séquence,
L’AUC moyenne de la séquence complète est de 0.769 pour OpenCV et de 0.794 pour notre
implémentation. Avec les conditions de tests utilisées, les résultats de détection sont donc
équivalents, ce qui peut paraître surprenant au vu des approximations effectuées. Cependant
les résultats sont beaucoup moins fiables que prévu lorsque les conditions de fonctionnement
ne sont plus idéales. Afin d’améliorer la fiabilité du système, on propose donc d’étudier un
système de filtrage neuro-inspiré permettant de prendre en compte la cohérence/continuité
spatiale et temporelle sur une séquence d’images. Cette amélioration est décrite dans la sec-
tion suivante.
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4.9 Amélioration de la fiabilité de détection par filtrage
neuro-inspiré
On a pu constater que la variabilité des images d’une part et des approximations sur les-
quelles repose notre implémentation d’autre part peuvent conduire à une détérioration des
performances finales de détection. On décrit dans cette section un mécanisme de post-filtrage
visant à améliorer les performances. Le système, tel que décrit jusqu’à présent, produit en
sortie des cartes de détection complètes (Eq. 3.29), où un degré de confiance peut être associé
à chaque fenêtre de détection dans l’image 13, permettant d’appliquer directement sur les sor-
ties un champ neuronal dynamique (Dynamic Neural Field (DNF)). Les DNFs peuvent être
décrits comme une approche bio-inspirée et massivement parallèle permettant d’exécuter des
estimations probabilistes au niveau image (modélisant le fonctionnement du cortex visuel à
une échelle mésoscopique), avec une formulation différente mais fondée sur des principes si-
milaires au filtrage Bayésien, ou du suivi de zones d’intérêt (Kalman ou filtrage à particules).
Nous pouvons espérer que les sorties de la SVM garantiront une cohérence temporelle entre
images successives et spatiale dans l’image (continuité de mouvement). L’addition d’un mo-
dèle de mouvement des cibles devrait également permettre d’améliorer la qualité de détection
tout en réduisant la quantité de faux positifs du filtrage. La suite du paragraphe va introduire
les équations classiques (stationnaires), le lecteur peut se référer à [QG11] pour les détails
sur la version prédictive des DNF intégrant des modèles de mouvement linéaire. L’équation
classique d’un DNF modélise les variations du potentiel moyen d’une population neuronale
dans des colonnes corticales, formant un champ 2D du cortex visuel. Le potentiel à la position
~x et à l’instant t dans ce type de champs est définit par up~x, tq, où les stimuli d’entrées sont
notés yp~x, tq, correspondant aux sorties de la SVM sur l’image entière pour l’image au temps




 up~x, tq   cp~x, tq   yp~x, tq (4.47)




wp~x, ~x1qσpup~x1, tqqd~x1 (4.48)
où σ est une fonction d’activation non linéaire (classiquement une sigmoïde), et wp~x, ~x1q est
une fonction de poids, représentant les connexions latérales et satisfaisant l’Eq. 4.49. L’écart
type de la composante excitatrice a contrôle la taille attendue de la cible, permettant un suivi
pour une échelle donnée, mais avec une certaine robustesse aux variations d’échelles, alors
que l’écart type b de la composante inhibitrice détermine la distance minimale entre deux
cibles acquises. A et B sont respectivement les amplitudes des composantes excitatrices et
inhibitrices du noyau. Ils contrôlent donc l’influence de la compétition latérale relativement
aux données d’entrées bruitées (ici les sorties SVM). En terme probabiliste, ils pondèrent la
distribution de probabilité à priori de la position de la cible avec les observations de l’image
en cours.





Afin de rendre possible la simulation du modèle DNF, des discrétisations spatiales (ba-
sées sur une grille) et temporelles (schéma d’intégration d’Euler) sont faites. Utilisant une















où Y est obtenu par seuillage de Y, puis normalisation dans l’intervalle r0, 1s. Cette opération
a pour effet de mettre toutes les valeurs entre µ et 0 où µ correspond à la tolérance du côté
13. Obtenue par la suppression de la fonction signe dans l’équation de la SVM 3.30
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négatif du séparateur de la classification. L’augmentation de µ permet de retenir un nombre
de faux positifs plus important. Comme les DNF sont spécifiquement conçus pour gérer des
rapports signal sur bruit faibles et filtrer efficacement les faux positifs, choisir µ ¡ 0 revient
à augmenter le TPR. Néanmoins, nous avons choisi de garder ce paramètre µ à 0 pour que
la comparaison des résultats soient justes avec les résultats bruts de sortie du système. Le
dernier terme C, représentant la compétition spatiale, s’écrit alors :
C  W   σpUptqq  B ΣpUptqq (4.51)
où W  est une version matricielle de la part excitatrice du noyau de la fonction w (Eq. 4.49)
et ΣpUptqq est la somme des éléments de la matrice σpUptqq. Cette approximation est possible
en définissant b   8, ciblant un seul piéton à chaque image, et limitant aussi la convolution
à un noyau d’excitation réduit (5 9).
L’implémentation du système de filtrage est actuellement logicielle mais de récentes re-
cherches ont montré que son déploiement était possible sur une architecture matérielle [VThG15].
On continue de s’intéresser à la même séquence d’images que précédemment, répondant aux
conditions de fonctionnement du système de filtrage (un seul piéton). Nous avons rapporté
l’impact du filtrage DNF sur plusieurs métriques : TPR, FPR et AUC et pour chaque algo-
rithme (OpenCV et CAPH). Pour chaque métrique et chaque algorithme, les valeurs moyennes
sont rapportées sur les graphiques.
La première métrique mesurée concerne le taux de bonnes détections (Fig. 4.33). Le DNF
a un excellent impact sur le TPR OpenCV (Fig. 4.33b), qui est supérieur (0.68) à celui des
résultats bruts (0.57). Le système atténue notamment les pertes de performances liées à la dis-
parition du piéton d’une image à l’autre (images 19 26). L’impact sur les bonnes détections
provenant du système matériel est moins important. La Fig. 4.33a montre que le DNF a un
besoin d’une image d’initialisation. Sur la première partie de la séquence, le filtrage maintient
le TPR à son niveau alors que sur la deuxième partie de la séquence, les résultats filtrés sur
les bonnes détections sont statistiquement un peu moins bons. Ces résultats sont satisfaisants
car le système de filtrage a pour objectif principal de filtrer les faux positifs sans détériorer le
taux de vrais positifs. Les données générées par l’implémentation sont plus bruitées, ce qui
explique en partie que le système soit plus efficace sur les données OpenCV.


















ILR RAW TPR moy=(0.724)
ILR DNF TPR moy=(0.674)
(a) CAPH TPR


















OpenCV RAW TPR moy=(0.574)
OpenCV DNF TPR moy=(0.682)
(b) OpenCV TPR
Fig. 4.33: Impact du filtrage DNF sur le taux de bonnes détections
La Fig. 4.34 illustre l’impact du filtrage sur les faux positifs. Dans le cas de l’implémenta-
tion matérielle (Fig. 4.34a), le taux moyen de faux positifs sur la séquence complète passe de
7.8% à 1.4%. Dans le cas de l’implémentation OpenCV (Fig. 4.34b), le taux moyen de faux po-
sitifs passe de 2.3% à 1.2%. En sortie de filtrage, les deux implémentations produisent un taux
de fausses alarmes équivalents. L’impact du filtrage DNF est donc très concluant sur les faux
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positifs car il permet de compenser les pertes de précision introduites par les approximations
faites dans la formulation du descripteur HOG matériel.















ILR RAW FPR moy=(0.078)
ILR DNF FPR moy=(0.014)
(a) CAPH FPR















OpenCV RAW FPR moy=(0.023)
OpenCV DNF FPR moy=(0.012)
(b) OpenCV FPR
Fig. 4.34: Impact du filtrage DNF sur le taux de faux positifs
D’un point de vue global (Fig. 4.35), le système de filtrage proposé améliore la fiabilité du
système dans les deux cas mais sa contribution est différente. Pour le cas de l’implémenta-
tion matérielle, le DNF réduit fortement le taux de faux positifs, augmentant ainsi la valeur
de l’AUC mais réduit aussi légèrement le TPR. Dans le cas de l’implémentation OpenCV, le
système réduit assez peu les faux positifs car il y en a peu dans les données brutes mais
améliore le taux de bonnes détections, notamment en lissant les pertes temporaires du piéton
dans la séquence. Au final, la métrique AUC moyenne est équivalente entre les deux implé-
mentations (0.832 et 0.826), ce qui signifie que le système de filtrage permet de compenser les
approximations faites lors de la formulation du descripteur HOG flot de données.














ILR RAW AUC moy=(0.794)
ILR DNF AUC moy=(0.826)
(a) CAPH AUC














OpenCV RAW AUC moy=(0.769)
OpenCV DNF AUC moy=(0.832)
(b) OpenCV AUC
Fig. 4.35: Impact du filtrage DNF sur la qualité globale de détection
Avant de passer aux conclusions de ce chapitre, il est proposé sur la Fig. 4.36 les résultats
de détection avant et après filtrage sur quelques images de la séquence (La séquence complète
est disponible dans l’annexe. B).






Fig. 4.36: Résultats de détection avec filtrage DNF. Le côté gauche représente les résultat bruts fournis
par la formulation CAPH. Le côté droit représente les résultats après le système de filtrage.




On a proposé dans ce chapitre une formulation flot de données d’un algorithme d’ex-
traction de descripteurs HOG et d’un système de classification par SVM. Cette formulation,
purement fonctionnelle, exploite des techniques originales comme la méthode HOG-Dot pour
l’extraction des gradients ou bien le calcul des histogrammes en parallèle. L’impact des ap-
proximations en virgule fixe utilisées dans les opérations arithmétiques nécessaires à l’implé-
mentation d’un algorithme sur une cible FPGA a été quantifié. Les mesures ont montré qu’une
dynamique faible (inférieur à 8 bits) permettait d’obtenir de bons résultats de classification.
Enfin, une transcription en CAPH a été effectuée à partir de cette formulation. Cette trans-
cription a permis de générer une implémentation matérielle automatiquement, sans utiliser
de langage de description matérielle.
Le déploiement sur une plateforme réelle a montré qu’un outil de HLS basé sur le modèle
flot de données, tel que CAPH, permet une implémentation efficace d’algorithmes complexes
sur une cible FPGA. Le code généré, de manière totalement automatique, permet un fonction-
nement à 10 images par secondes avec une résolution 1280 960.
Le travail mené a toutefois mis en évidence certaines limitations de la méthode. On a
montré par exemple que la présence des diviseurs introduit une limite significative de la
fréquence maximale de fonctionnement, sauf à optimiser manuellement le code généré. On
a aussi montré que la gestion des recouvrements entre les fenêtres de détection, nécessaire
pour la fiabilité de détection sur des images réelles ne peut se faire sans une reformulation
de l’algorithme tenant compte du caractère limité des ressources offertes part la plateforme
cible.
L’évaluation du système a été faite sur des images différentes de celles issues de la base
d’apprentissage, ce qui a permis de tester le système dans des conditions plus difficiles. Les
résultats bruts, même s’ils sont conformes aux mesures statistiques effectuées sur les jeux
de données peuvent paraître insuffisants comparés à des observations que ferait un humain.
L’implémentation OpenCV "rate" des piétons alors que notre implémentation introduit du
bruit (i.e. des faux positifs). Un des avantages du système est qu’il fournit pour chaque image,
l’ensemble des détections. A partir de ces informations, nous avons proposé une méthode de
filtrage exploitant simultanément les corrélations spatiales et temporelles entre les réponses
du système. Cette approche permet d’améliorer de manière significative les performances.
Une limitation de l’application concerne la gestion de l’espace d’échelles. Nous avons
observé sur la séquence de test que les résultats de détection chutent lorsque la taille du
piéton ne correspond plus à celle de la fenêtre de détection. L’approche classique de la lit-
térature pour la gestion de l’espace d’échelles consiste en une pyramide gaussienne [BA83].
La pyramide gaussienne produit un ensemble d’images sous-échantillonnées sur lesquelles
on applique l’ensemble des traitements HOG-SVM. Cette méthode a l’avantage d’être aisé-
ment parallélisable. Le système de filtrage DNF devra être étendu pour prendre en compte
l’ensemble des échelles, mais les résultats de détection devraient en être encore améliorés.
Les tests effectués afin de quantifier la qualité du système de détection ont été appliqués à
un échantillon de la base complète Daimler. Ce choix a été fait essentiellement dans le but de
maîtriser un certain nombre de paramètres lors des tests. Cependant, une évaluation statistique
des performances sur l’intégralité de la base est à envisager dans le futur afin d’obtenir des
résultats plus précis sur la fiabilité de notre système.
Le système de filtrage DNF peut également évoluer avec le support de cibles multiples.
Actuellement la compétition entre les fenêtres de détection est évaluée de manière globale.
Les expérimentations ont fournies de bons résultats car les conditions de tests étaient favo-
rables mais une séquence d’images plus élaborées, avec de nombreuses cibles, limiterait le
bon fonctionnement du filtrage.
Seul le descripteur HOG a été utilisé ici pour la détection. La présentation des descripteurs
dans le chapitre 3 a montré que les méthodes récentes exploitent un ensemble de descripteurs,
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souvent agrégé avant la classification. L’extension du système avec l’ajout d’autres descrip-
teurs, tel qu’un LBP, permettrait d’améliorer la qualité de détection.
5Reformulation flot de données et implantation : application aux
réseaux de neurones convolutionnels (CNN)
L’objectif de ce chapitre est de démontrer que la méthode proposée dans le cadre d’un
système d’apprentissage à base de SVM peut être transposée à un autre type de systèmes, en
particulier les CNN. La communauté de la vision, actuellement active dans ce domaine de
recherche, explore l’impact de différentes configurations des réseaux CNN pour un problème
donné. Ces configurations diffèrent en particulier sur la profondeur du réseau (le nombre de
couches) ou bien le choix des fonctions d’activation effectuées sur chaque couche.
Dans ce contexte, la transcription automatique d’un réseau obtenu avec un outil logiciel
(Caffe, Torch, Matlab) vers une implémentation sur cible FPGA permettrait un déploiement
rapide et systématique. Pour cela, on propose le modèle flot de données comme intermédiaire
entre la description du réseau mathématique et son implémentation matérielle. Associée au
compilateur CAPH pour la génération du code VHDL, cette approche permet d’assurer que la
transformation vers l’implémentation matérielle d’un réseau CNN sera efficace. Ce chapitre
donnera une première formulation fonctionnelle d’un réseau de neurones convolutionnel.
Ensuite, les éléments constituant la partie de classification d’un réseau CNN seront formulés
selon le modèle flot de données 1. Enfin, des exemples de réseaux seront transcrits en CAPH.
5.1 CNN et FPGA
Actuellement, l’étude des réseaux de neurones convolutionnels est un domaine de re-
cherche incontournable dans la communauté de la vision. Dans ce contexte, l’intérêt des FPGA
est immédiat dans la mesure où le calcul des convolutions 2D discrètes, base des premières
couches d’un réseau, se prête naturellement à une implémentation matérielle. Les premières
publications sur le sujet datent de 2009 avec Farabet qui propose la première architecture ma-
térielle spécialisée pour les réseaux CNN avec l’architecture CNP [FPHL09], présentée dans
la Fig. 5.1.
1. La partie apprentissage est effectuée hors-ligne
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Fig. 5.1: Architecture du CNP de Farabet, source [FPHL09]
Cette architecture contient une unité de contrôle (CU), un pipeline parallèle d’unité de cal-
cul arithmétique et logique (VALU), une unité de contrôle des I/O et une interface mémoire.
L’unité de contrôle CU est un softcore 32 bits basé sur une architecture PowerPC, utilisé pour
ordonnancer les calculs effectués sur l’unité VALU. Cet unité VALU implémente des opéra-
teurs spécifiques aux réseaux de neurones convolutionnels, comme présenté dans le chapitre 3
(Convolutions 2D, sous-échantillonnage, sigmoïde, racine carrée, division). Les communica-
tions avec le NCP sont assurées par deux contrôleurs matériels DVI, gérant respectivement
l’acquisition de données vidéo et l’affichage de données. Le dernier élément est le contrôleur
mémoire en charge de multiplexer les flux de données entre les différents éléments. Cette
architecture a été implantée dans un FPGA Xilinx Spartan 3 ou une application de détection
de visage (résolution QVGA) est effectuée par un réseau LeNet-5 [LBBH98].
Par la suite, Farabet a également proposé sur une seconde architecture, cette fois basée
sur le modèle flot de données [FMC 11, Far13]. La figure 5.2 montre cette architecture, appe-
lée NeuFlow, constituée d’une grille bidimensionnelle d’éléments de traitement configurables
(Processing tiles PT) reliés à travers un réseau de multiplexeurs. L’interface avec la mémoire
externe et la gestion les transferts internes à la grille sont gérées par un DMA. Le système est
supervisé par une unité de contrôle implanté dans un processeur et le système est reconfigu-
rable dynamiquement.
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Fig. 5.2: Architecture Flot de données de Farabet pour les CNN
En dehors des ces travaux, les approches existantes dans la littérature utilisent des FP-
GAs comme simple coprocesseur de calculs, de la même manière qu’un GPU. Chakraddhar a
proposé une architecture de coprocesseur dynamiquement configurable [CSJC10]. La configu-
ration dynamique dans cette approche est synonyme de multiplexage dynamique entre des
unités statiques. 2 On retrouve également cette approche coprocesseur dans [SJC 09] ou plus
récemment Ovtcharov [ORK 15] qui exploite un serveur de calculs (dual-socket Xeon server)
équipé d’un ensemble de cartes de la société Catapult où chacune intègre un FPGA Stratix V
et 8GB de mémoire DDR3.
2. A ne pas confondre avec la reconfiguration dynamique des FPGAs récents, qui recharge une partie du
bitstream localement afin de modifier le traitement.
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5.2 Formulation flot de données d’un réseau CNN
Comme dans le chapitre 4, on commence par donner une description flot de données,
sous la forme d’un réseau d’acteurs dont le comportement est spécifié de manière purement
fonctionnelle, d’une application. Cette application est une application de reconnaissance de
caractères dans des images 32 32, réalisée à l’aide d’un réseau de type LeNet-5 décrit à la
Sec. 3.7 et sur la Fig. 5.3.
Fig. 5.3: Architecture d’un réseau CNN LeNet-5 pour la reconnaissance de caractères, source [LBBH98]
L’image d’entrée est de résolution 32  32 pixels en niveau de gris. Conformément au
modèle décrit à la section 3.7, l’application peut se décomposer en sept couches :
• couche C1 : couche de convolution, composée de 6 cartes de primitives et de filtres 5 5.
• couche S1 : couche de sous-échantillonnage, composée de 6 cartes de primitives et de
filtres 2 2.
• couche C3 : couche de convolution, composée de 16 cartes de primitives et de filtres
5 5.
• couche S4 : couche de sous-échantillonnage, composée de 16 cartes de primitives et de
filtres 2 2.
• couche C5 : couche de convolution, composée de 120 cartes de primitives et de filtres
5 5.
• couche F6 : couche complètement connectée.
• couche OUTPUT : couche de sortie. Chaque élément calcule la distance euclidienne
entre le vecteur d’entrée et les paramètres appris.
Dans la suite, on va décrire chaque couche sous la forme d’une collection d’acteurs flot de
données opérant sur des données structurées. On représente pour cela une carte de primitives
f sous la forme d’une image de n lignes de m pixels :
f  x x f1,1    f1,m y    x fn,1    fn,m y yq (5.1)
5.2.1 Couches de convolution
Contrairement au réseau de neurones artificiels (ANN [MRG 86]), les réseaux CNN ont
une connectivité partielle d’une couche de convolution à l’autre. Cette connectivité permet de
limiter le nombre de paramètres à apprendre.
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Couche
d’entrée
Hidden layer Hidden layer
Hidden layer
Couche de sortie
(a) Réseau de neurones classiques (ANN)
Couche
d’entrée




(b) Réseau de neurones convolutionnels (CNN)
Fig. 5.4: Comparaison de la connectivité des réseaux de neurones ANN et CNN
Comme le montre la Fig. 5.4b, chaque neurone au sein d’une couche de convolution est
connecté à un ensemble de cartes de primitives d’entrée. Considérons une couche composée
de n neurones connectée à m cartes de primitives. Cette couche peut s’écrire :
ConvLayerb,W, fact  mapi φ (5.2)
avec
φpi, xq  neuronebi ,Wi , fact psparse_extractpxqq
où
• x  px1,    , xmq est l’ensemble des cartes de primitives disponibles à l’entrée de la
couche,
• sparse_extract est une fonction qui extrait les z connexions de l’ensemble des m cartes
d’entrées pour chaque neurone (chaque neurone reçoit z cartes en entrée),
• b est le vecteur de biais avec b  pb1,    , bnqT,
• W  pw1,    , wnqT correspond à l’ensemble des poids associés à une couche,
• fact est la fonction d’activation, identique pour chaque neurone.
• mapi est la fonctionnelle de réplication introduite à la Sec. 4.5.1
Pour chacune des z cartes de primitives connectées en entrée, un neurone calcule la convo-
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(b) Graphe flot de données correspondant
Fig. 5.5: Modèle de neurone.
Les axones entrants (xi du modèle) correspondent aux cartes de primitives d’entrées ( fi) du
graphe. Une synapse correspond à un acteur de convolution. Les dendrites sont représentés
par les canaux qi. Le noyau est la composition de trois acteurs. Le premier sum calcule la
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combinaison linéaire des données sur les dendrites. Un second acteur ajoute un biais et enfin
un dernier acteur correspond à la fonction d’activation. Fonctionnellement, le graphe flot de
données de la Fig. 5.5b peut s’exprimer par :
neuroneb,w, fact  activ fact  biaisb  sum  mapi φ (5.3)
avec
φpi, xq  convwipxq
où b est le biais d’apprentissage, w  pw1,    , wzqT regroupe les poids obtenus lors de l’ap-
prentissage et fact est la fonction d’activation du neurone. Chaque élément wi du vecteur w
est composé de k  k éléments (équivalent à la dimension du filtre de convolution). Dans la
suite, chaque acteur impliqué dans l’Eq. 5.3 est décrit séparément.
5.2.1.1 Acteur conv
Comme introduit dans le chapitre 3.7, les opérateurs de convolution ont plusieurs para-
mètres liés à la constance des filtres dans les cartes de primitives, le déplacement entre deux
opérations successives (stride) et la gestion des contours (padding)).
On utilise ici la technique de parameter sharing, souvent préconisée afin de limiter le
nombre de paramètres à apprendre dans un réseau. Cette technique consiste à appliquer
le même filtre de convolution à l’ensemble des entrées de la carte de primitives. Par ailleurs,
aucun padding n’est utilisé : les contours de l’image où les résultats des convolutions n’ont pas
de sens ne sont pas produits en sortie. Une convolution avec un noyau de dimension k  k
diminue alors les dimensions de l’image d’entrée d’une valeur pk 1q dans chaque direction.
Dans notre, un acteur de convolution avec un noyau w de dimension k k (k impair), connecté
à une carte de primitive f peut donc se formuler par :























Les flux de sorties q seront de dimension r  s avec :
r  n pk 1q et s  m pk 1q (5.5)
5.2.1.2 Acteur Sum
Cet acteur fait la somme de ses entrées. Il s’exprime simplement avec la fonctionnelle
mliftm introduite à la Sec. 4.2.1, où m correspond aux nombres de flux d’entrées (ici z) :
sumpq1,    , qzq  mliftzp f sum, q1,    , qzq  x x s1,1    s1,m y    x sn,1    sn,m y y (5.6)
où
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5.2.1.3 Acteur bias
L’acteur bias correspond à l’ajout de biais, il est défini par :
biasbpx x s1,1    s1,m y    x sn,1    sn,m y yq mlift p f biasb, sq
 x x y1,1    y1,m y    x yn,1    yn,m y y (5.7)
avec
f biasbpsq  s  b
5.2.1.4 Acteur activ
L’acteur activ applique une fonction d’activation sur chaque élément en entrée. Cet acteur
s’exprime par :
activ factpx x y1,1    y1,m y    x yn,1    yn,m y yq  mliftp fact, yq (5.8)
Comme expliqué à la Sec. 3.7, il existe plusieurs possibilités pour la fonction fact. Pour
l’essentiel, les travaux menés dans le cadre des ANN sur l’impact des approximations sur
une architecture matérielle sont transposables aux CNN. Par exemple, la fonction sigmoïde
peut être implantée dans des tables de correspondance (LUT) [NLM 09], ou approximée
par des développements de Taylor au second ordre [dCFEB13]. La fonction tangente hyper-
bolique peut également exploiter des LUTs [KLK02], des algorithmes d’approximations par
CORDIC [TK15] ou des polynômes de Chebyshev [BMD13]. Dans ces travaux, la fonction
d’activation dite ReLU [KSH12] est choisi pour la simplicité de son implémentation.
5.2.2 Couches de sous-échantillonnage
Les couches de sous-échantillonnage appliquent le même traitement sur chaque carte de




neurone neurone neurone neurone
fpool fpool fpool fpool
f1 f2      fi fz
o1 o2 oi oz
Fig. 5.6: Connectivité des couches de sous-échantillonnage
La couche de sous-échantillonnage, illustrée sur la Fig. 5.6, avec z cartes de primitives
d’entrées et une opération de sous-échantillonnage fpool, se formule donc simplement via la
fonctionnelle map :
PoolLayer f pool  map fpool (5.9)
La fonction fpool se base généralement sur le maximum (Fig. 5.7) [AHMJP12], la moyenne
[LBBH98] ou plus récemment la norme [ZF13]. Les fonctions au sein de ces couches ap-
pliquent des traitements locaux sur des régions rectangulaires de dimension (k  k) avec un
pas de déplacement (stride), potentiellement différent de k [KSH12].
L’acteur choisi maxpoolk réalise un sous-échantillonnage sur la base du maximum local.
Le principe est illustré sur la Fig. 5.7. L’entrée est ici une image 4 4 représentée par le flux
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10 1 3 4
2 8 5 4
1 1 8 2
6 7 1 5






Fig. 5.7: Exemple d’opération de sous-échantillonnage avec maximum local
structuré : x x 10 1 3 4 y x 2 8 5 4 y x 1 1 8 2 y x 6 7 1 5 y y. La sortie est une image 2 2 représentée
par le flux structuré : x x 10 5 y x 7 8 y y.
L’acteur maxpoolz se décrit naturellement par la composition de deux acteurs, maxpoolh
et maxpoolv, opérant respectivement sur la dimension horizontale et verticale d’une carte de
primitives :
maxpoolk  maxpoolvk  maxpoolhk (5.10)
5.2.2.1 Acteur maxpoolh
Considérons un sous-échantillonnage de k k éléments et une carte de primitives d’entrée
f de nm éléments, où les dimensions de la carte de primitives sont divisibles par la taille du
voisinage, le premier acteur horizontal maxpoolh est défini formellement, pour chaque ligne
i P t1, nu :
maxpoolhkpx x f1,1    f1,mlooooooomooooooon
1 ligne : m éléments
y    x fn,1    fn,m y yq  x x x1,1    x1,slooooomooooon
1 ligne : s éléments







 j   pk  pjj 1q   1,    , pk  jjq(, i P t1,    , nu, jj P t1,    , su)
A partir de la séquence donnée en exemple (Fig. 5.7), l’application de l’acteur maxpoolh,
illustrée sur la Fig. 5.8, produit par exemple le flux suivant : x x 10 4 y x 8 5 y x 1 8 y x 7 5 y y.
10 1 3 4
2 8 5 4
1 1 8 2
6 7 1 5





Sortie de l’acteur maxpoolh
maxpoolh
Fig. 5.8: Exemple d’opération de l’acteur maxpoolh.
5.2.2.2 Acteur maxpoolv
Le second acteur maxpoolv, connecté à la sortie de l’acteur maxpoolh applique la même
opération mais dans la direction verticale :
maxpoolvzpx x x1,1    x1,s y    x xn,1    xn,s yloooooooooooooooooooooomoooooooooooooooooooooon
n lignes (de s éléments)
yq  x x o1,1    o1,s y    x op,1    op,s ylooooooooooooooooooooomooooooooooooooooooooon
p lignes (de s éléments)
y
(5.12)






 i   pk  pii 1q   1,    , pk  iiq(, ii P t1,    , pu, j P t1,    , su)
A partir de la séquence produite par l’acteur maxpoolh : x x 10 4 y x 8 5 y x 1 8 y x 7 5 y y, l’appli-












Fig. 5.9: Exemple d’opération de l’acteur maxpoolv.
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5.2.3 Couche complètement connectée
Alors que les neurones dans les couches de convolution ont une connectivité partielle en
entrée, les neurones présents dans les dernières couches dites Fully-Connected (FC) sont com-
plètement connectés à l’ensemble des sorties de la couche précédente, comme illustré sur la
Fig. 5.10. Au sein de ces couches, chaque acteur opère un produit scalaire entre l’ensemble




f1 f2 f fz
fc_act fc_act
o1 o2
Fig. 5.10: Illustration de la couche complètement connectée
Une couche FC, telle que celle illustrée sur la Fig. 5.10, s’exprime donc fonctionnellement
par :
FCLayerb,W,n,m  mapi φ (5.13)
avec
φpi, f q  fc_actbi ,Wi ,n,m p f q (5.14)
où
• f  p f1,    , fzq est l’ensemble des cartes de primitives disponibles à l’entrée de la
couche,
• b est le vecteur de biais avec b  pb1,    , bzqT
• W  pw1,    , wzqT correspond à l’ensemble des poids contenus dans une couche
• n, m sont des constantes indiquant les dimensions des cartes de primitives f .
La fonction fc_act représente l’opération arithmétique qui doit être effectuée au sein de
chaque acteur d’une couche FC. Cette fonction prend en entrée un ensemble de cartes de
primitives et produit en sortie une "carte" réduite à un scalaire.
fc_actw,b,n,mp f1,    , fzq  mliftzp f ctw,b,n,m, f1,    , fzq  o (5.15)
avec
fk  x x fk1,1    fk1,m y    x fkn,1    fkn,m y y @k P t1,    , zu








La fonction fc_actw,b,n,m peut se décomposer en un graphe de cinq acteurs élémentaires,
illustrés sur la Fig. 5.11 : distpw,n,m, dot_product, hsumm, vsumn et biaisb.
5.2. Formulation flot de données d’un réseau CNN 119
dot_product









Fig. 5.11: Graphe flot de données correspondant à la fonction fc_act
Le graphe flot de données de la Fig. 5.11 peut se décrire par l’équation :
fc_actw,b,n,mp f1,    , fzq  biais  vsumn  hsumm  dot_productpw1,    , wz, f1,    , fzq
(5.16)
avec
pw1,    , wzq  distpw,n,mp f1q
Les acteurs hsumm, vsumn et biaisb ont déjà été définis précédemment dans les Sec. 4.2.2.2
et 4.2.3.
5.2.3.1 Acteur dot_product
L’acteur dot_product calcule le produit scalaire partiel des primitives d’entrée avec les
poids correspondants. Cet acteur est défini par :
dot_productp f1,    , fz, w1,    , wzq  mlift2zp f dot, f1,    , fz, w1,    , wzq (5.17)
avec





La distribution des poids correspondants est assurée par l’acteur distp. Le vecteur de
poids w  pw1,    , wzqT, déterminé par l’apprentissage, correspond à l’ensemble des poids
associés aux cartes de primitives. Chaque élément de ce vecteur wki,j dépend à la fois de la
carte de primitives (k) et de la position de la primitive au sein de la carte (i, j). L’acteur distp
est activé par une carte de primitive ( f1 sur Fig. 5.11). Le vecteur poids global w est défini par
un tableau à trois dimensions dont la première correspond à l’index de la carte de primitive et
les deux autres dimensions correspondent aux éléments dans les deux directions possibles. Le
tableau w, associé à z entrées chacune de dimension nm, est donc de la forme : wrzsrnsrms,
et l’acteur de distribution de poids se formule :
distp w,n,mp f1q  pw1,    , wzq (5.18)
120 5. Reformulation flot de données des réseaux CNN
avec
f1  x x f11,1    f11,m y    x f1n,1    f1n,m y y
wk  x xwk1,1    wk1,m y    xwkn,1    wkn,m y y, @k P t1,    , zu
wki,j  wrksrisrjs, k P t1,    , zu, i P t1,    , nu, j P t1,    , mu
Ensuite, la composition des acteurs hsum et vsum paramétrés avec les dimensions des cartes
de primitives (n, m dans notre cas) permet de calculer le produit scalaire final. Le dernier
acteur ajoute seulement un biais (similaire à l’acteur Eq. 5.7).
5.2.4 Couche de classification
La dernière couche d’un réseau CNN est une couche de classification. L’objectif de cette
couche est de déterminer à quelle classe y appartient le vecteur d’entrée x (composé de tous les
éléments de la couche précédente) parmi K classes possibles. Cette couche est complètement





o1 o2 o3 o4 oi oz
fc_act fc_act fc_act fc_act fc_act fc_act
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Fig. 5.12: Illustration de la couche de classification
La couche de classification de la Fig. 5.12 a pour expression :
ClassLayerW  mapi φ (5.19)
avec
φpi, xq  fclasswipxq
où x  px1,    , xzqT est l’ensemble des données d’entrées de la couche. De même que pour les
opérations d’activations, il existe plusieurs solutions possibles pour la fonction de classifica-
tion. Le modèle original de Lecun propose l’utilisation d’un ensemble de calculs de distance
euclidienne entre le vecteur d’entrée et des paramètres appris [LBBH98]. La fonction de clas-




pxj wi,jq2  yk (5.20)
L’opération se décompose en un graphe d’acteurs élémentaires, illustré sur la Fig. 5.13.
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Fig. 5.13: Graphe flot de données correspondant à la fonction fclass
La fonction fclass(Eq. 5.20) peut également s’exprimer par la composition des acteurs du
graphe de la Fig. 5.13.
fclassw  sum  map square  mapi φ (5.21)
avec
φpi, xq  subwipxq
A chaque entrée xk avec k P t1,    , zu est soustraite un poids issu de l’apprentissage par
l’acteur sub, tel que :
subwpxkq  xk wk  uk (5.22)
L’acteur suivant square élève le résultat de la soustraction au carré.
squarepukq  u2k  vk (5.23)
Le dernier acteur est l’acteur sum, précédemment défini à l’Eq. 5.6, qui accumule les résul-
tats de chaque entrée pour fournir la réponse finale de la classe yk.
Le réseau LeNet complet, présenté sur la Fig. 5.3, se formule par la composition des
couches précédemment définies :
LeNet  ClassLayerW6  FCLayerb5,W5,n,m  PoolLayer f pool (5.24)
ConvLayerb3,W3, fact  PoolLayer f pool  ConvLayerb1,W1, fact
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5.3 Transcription en CAPH
Cette section s’intéresse à la transcription en CAPH du réseau précédemment formulé.
On montre comment la construction d’un réseau CNN se décrit, puis on propose une explo-
ration de différentes configurations possibles. Tous les acteurs ainsi que les fonctions d’ordre
supérieur utilisées sont décrits dans l’annexe C.
Le langage de description de réseau de CAPH étant fonctionnel, la transcription de la
formulation flot de données d’un CNN est immédiate. Afin de rendre la description plus li-
sible, on décrit d’abord un réseau simplifié par rapport à celui étudié à la section précédente
(moins de neurones par couche). Les résultats décrits à la Sec. 5.4 ont été obtenus avec un
complet. La table 5.1 résume la structure de ce réseau simplifié. La première couche contient
6 neurones comportant chacun des filtres de dimensions 3 3 et une seule connexion d’en-
trée (image 30  30 de la base de données MNIST [LBBH98]). La seconde couche applique
une fonction de sous-échantillonnage avec un filtre 2 2 sur chaque carte de primitives de la
couche précédente. La troisième couche est composée de quatre neurones, où chaque neurone
est connecté à 3 cartes de primitives et applique également un filtre 3 3. La couche complè-
tement connectée contient 4 unités et la couche de classification seulement deux classes. Bien
que ce premier réseau ne puisse pas répondre directement au problème de la classification
de caractères, il permet d’expliquer sur un exemple simple la transcription en CAPH de la
formulation flot de données.
Tab. 5.1: Composition d’une premier réseau LeNet
Couche Type Neurones Dimension du
vecteur de cartes de
primitives entrant
Opération
C1 Convolution 6 3 3 1 ReLU
S2 Sous-Échantillonnage 2 2 6 Max
C3 Convolution 4 3 3 3 ReLU
S4 Sous-Échantillonnage 2 2 4 Max
F5 Complètement connectée 4 6 6 4 Produit Scalaire
Classif Classification 2 1 1 4 Distance Euclidienne
La transcription en CAPH de ce réseau est disponible dans le listing 5.1 et le graphe flot
de données sur la Fig. 5.14.
Listing 5.1: Listing CAPH du réseau LeNet simplifié
1 -- Couche C1: 6 neurones
2 net ( ts1 , t s2 , t s3 , t s4 , t s5 , t s6 ) = convs conv233c_wb_opt rep6 weights_C1_3x3 0 bia is_C1 r e l u i ;
3
4 -- Couche S2: Subsampling maxpool filtre 2x2
5 net ( t1 , t2 , t3 , t4 , t5 , t6 ) = map ( maxpool 2 2 ) ( ts1 , t s2 , t s3 , t s4 , t s5 , t s6 ) ;
6
7 -- Couche C3: 4 neurones:
8 net ( os1 , os2 , os3 , os4 ) = convlayer conv233c_wb_opt weights_N1 0 bia is_C1 sum3 r e l u
9 ( ( t1 , t2 , t3 ) , ( t1 , t2 , t3 ) , ( t4 , t5 , t6 ) , ( t4 , t5 , t6 ) ) ;
10
11 -- Couche S4: Subsampling maxpool filtre 2x2
12 net ( o1 , o2 , o3 , o4 ) = map ( maxpool 2 2 ) ( os1 , os2 , os3 , os4 ) ;
13
14 -- Couche F5: FC
15 net ( x11 , x12 , x13 , x14 ) = f c l a y e r d i s t r weights_FC 6 6 biais_FC ) o1 ( o1 , o2 , o3 , o4 ) ;
16
17 -- Couche OUTPUT: classification distance enclidienne
18 net y0= c l a s s i f weights_CLASS0 sum4 ( x0 , x1 , x2 , x3 ) ;
19 net y1= c l a s s i f weights_CLASS1 sum4 ( x0 , x1 , x2 , x3 ) ;
20
21 -- I/Os
22 stream i : signed <16> dc from " imgs/minst30 . t x t " ;
23 stream y0 : signed <16> dc to " r es/y0 . t x t " ;
24 stream y1 : signed <16> dc to " r es/y1 . t x t " ;



























































































Fig. 5.14: Graphe d’acteurs généré par CAPH à partir de la transcription du Listing. 5.1
La première fonction décrite est la fonction convlayer (Eq. 5.2) correspondant aux couches
de convolution C1 et C3, qui s’appuie sur une fonction intermédiaire neurone (Eq. 5.3). Ces
deux fonctions sont disponibles sur le listing 5.2.
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Listing 5.2: Listing CAPH de la fonction ConvLayer
1 -- Fonction Neurone
2 ---------------------------------------------------------------------
3 -- tx: t-uplet représentant le flux d’entrée
4 -- actor_conv: nom de l’acteur à utiliser pour la convolution
5 -- kernels_weights: tableau de poids
6 -- shift: facteur de normalisation des convolutions
7 -- biais_weight: 1 biais par neurone.
8 -- sumx: acteur de somme des conv
9 -- actor_activation: acteur d’activation
10
11 net neurone actor_conv kernels_weights s h i f t b ia i s_weight sumx a c t o r _ a c t i v a t i o n tx =
12 l e t f f i tx = actor_conv ( kernels_weights [ i ] ) s h i f t tx in
13 a c t o r _ a c t i v a t i o n ( b i a i s b ia i s_weight ( sumx ( mapi f f ( tx ) ) ) ) ;
14
15 -- Fonction convlayer: Couche de neurones
16 ---------------------------------------------------------------------
17 -- conv_act: nom de l’acteur à utiliser pour la convolution (ex:conv33)
18 -- weights: tableau de poids 3D
19 -- shift: facteur de normalisation des convolutions
20 -- biais: tableau de biais
21 -- sum_act: acteur de somme (depend du nombre de conv dans un neurone)
22 -- fact : acteur d’activation
23 -- ttx: t-uplet of t-uplet où chaque t-uplet correspond aux cartes de primitives entrantes d’un neurone
24
25 net convlayer conv_act weights s h i f t b i a i s sum_act f a c t t t x =
26 l e t f f i t t x = neurone_act conv_act ( weights [ i ] ) 0 ( b i a i s [ i ] ) sum_act f a c t t t x in
27 mapi f f ( t t x ) ;
La fonction convlayer est utilisée à la ligne 8 du listing. 5.1. Le cas de la première couche
de convolution est légèrement différent car chaque neurone n’est connecté qu’à une seule
entrée. La fonction convs utilisée (ligne 2) est une version simplifiée de la fonction convlayer
dans lequel l’acteur de sommation est supprimé.
La transcription des couches de sous-échantillonnage est équivalente à leur définition
(Eq. 5.9). Les dimensions du filtre de sous-échantillonnage (ici 2 2) sont données en para-
mètres de la fonction maxpool. La fonction maxpool (Eq.5.10) est la composition de deux ac-
teurs poolh et poolv. Par ailleurs, il pourrait être intéressant de pouvoir définir en CAPH des
acteurs d’ordre supérieur (acteurs paramétrés avec des fonctions) pour poolh et poolv. Dans
ce cas, il serait possible de modifier l’opération effectuée pendant le sous-échantillonnage par
le simple paramétrage de l’acteur lors de son instanciation.
La couche complètement connectée est construite à la ligne 15. Il n’est pas possible à
l’heure actuelle de transcrire la fonctionFClayer (Eq. 5.13) en CAPH exactement comme elle a
été définie précédemment. En effet, il existe une limitation provenant de l’interface de l’acteur
dot_product. Cet acteur, défini à l’Eq. 5.17 et illustré sur le graphe Fig. 5.14, calcule le produit
scalaire de l’ensemble des entrées de la couche avec des poids associés (provenant de l’acteur
distp). Afin de transcrire la fonction FClayer, il faudrait être en mesure de définir un acteur
dot_product générique, pouvant accepter en entrée un t-uplet de taille quelconque, ce qui n’est
pas supporté avec la version actuelle des outils.
Deux solutions sont alors possibles. La première consiste à utiliser une fonction spéci-
fique à une configuration du réseau. Cette approche permet d’instancier l’acteur dot8 (graphe
de la Fig. 5.14) en explicitant les connexions. La seconde solution consiste à substituer l’ac-
teur dot_product par une composition d’acteurs de produits scalaires partiels (dot2 et sum2)
connectés deux à deux via les fonctions fold et map2 de CAPH. Cette technique permet de
définir la fonction pour n’importe quelle configuration du réseau mais engendrera un sur-
cout lors de l’implémentation (par rapport à un seul acteur dot_product). Cette substitution
est illustrée sur la Fig. 5.15.




















(b) Fonction fc_act avec substitution
de l’acteur de produit scalaire
Fig. 5.15: Graphes correspondant à la fonction fc_act
Le listing 5.3 illustre la seconde proposition. La définition de la fonction FCLayer se fait
par l’intermédiaire de la fonction fc_act, définie à l’Eq. 5.16 et de la fonctionnelle nappi,
introduite dans la version 2.7.1. La fonctionnelle nappi est similaire à la fonctionnelle mapi, à
la seule différence que le nombre de réplication est fixé de manière nombre arbitraire.
Listing 5.3: Listing CAPH de la fonction FCLayer
1 -- Fonction FC_act
2 ---------------------------------------------------------------------
3 -- tx: t-uplet de flux d’entrée
4 -- x: flux d’entrée pour activation de la distribution de poids (un element de nx)
5 -- distr_act: acteur de distribution de poids
6 -- kernels_weights: tableau 2D de poids
7 -- n: nombre de lignes des cartes de primitives
8 -- m: nombre de colonnes des cartes de primitives
9 -- b: biais (scalaire)
10
11 net f c _ a c t d i s t r _ a c t kernels_weights n m b x tx=
12 l e t w = d i s t r _ a c t ( kernels_weights , n ,m) ( x ) in
13 l e t yy = f o l d l sum2 ( map2 ( dot2 ) ( ( tx ) , (w) ) )
14 in b i a i s b (vsum n (hsum m ( yy ) ) ) ;
15
16
17 -- Fonction FCLayer: instancie un ensemble de FC_act en fonction de la dimension du t-uplet d’entrée
18 ---------------------------------------------------------------------
19 -- tx: t-uplet de flux d’entrée
20 -- x: flux d’entrée pour activation de la distribution de poids (un élément de nx)
21 -- distr_act: acteur de distribution de poids
22 -- kernels_weights: tableau 3D de poids
23 -- n: nombre de lignes des cartes de primitives
24 -- m: nombre de colonnes des cartes de primitives
25 -- biais_weights: tableau 1D de biais
26
27 net f c l a y e r d i s t r _ a c t kernels_weights n m bia i s_weights x tx =
28 l e t f f i tx = f c _ a c t d i s t r _ a c t ( kernels_weights [ i ] ) n m ( b [ i ] ) x tx in
29 nappi 4 f f ( tx ) ;
La dernière fonction à transcrire en CAPH est la fonction ClassLayer. Comme pour la
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fonction précédente, il est impossible de la transcrire directement à l’aide des primitives ac-
tuelles du langage. Toutefois, il est possible d’exprimer la fonction fclass (Eq. 5.20).
Listing 5.4: Listing CAPH de la fonction ClassLayer
1 -- Fonction fclass: Classification: Distance euclidienne
2 -- tx: flux d’entrée pour activation de la distribution de poids (un élément de nx)
3 -- sum_act: acteur de sommation
4 -- weights: tableau 1D de poids
5 ---------------------------------------------------------------------
6 net f c l a s s weights sum_act tx =
7 l e t f f i tx = sub ( weights [ i ] ) x in
8 sum_act (map square ( mapi f f ( tx ) ) ) ;
Maintenant que les éléments de base de la construction d’un réseau CNN ont été don-
nés, on s’intéresse à l’exploration de différentes solutions concernant la problématique de
reconnaissance de caractères.
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5.4 Exploration de réseaux et implantations
On propose dans cette section d’explorer différentes configurations de réseaux dans le
cadre d’une application de reconnaissance de caractères. L’exploration doit permettre de dé-
terminer un réseau qui maximise les performances de classification tout en minimisant les
ressources matérielles requises par l’implémentation. Pour cela, l’environnement de dévelop-
pement Caffee [JSD 14] est utilisé afin de gérer le processus d’apprentissage, la mesure de
fiabilité des résultats ainsi que la génération des paramètres pour le réseau CAPH (poids issus
de l’apprentissage). Le premier réseau correspond à celui proposé par LeCun [LBBH98] où
les fonctions d’activation ont été remplacées par des fonctions ReLU et les filtres de convo-
lution sont de dimension 3 3 pour des raisons d’implémentation. Le second réseau divise
par deux le nombre d’unités pour les deux dernières couches C5 et FC. Le troisième réseau
divise encore le nombre d’unités des dernières couches C5 et FC par trois. Le dernier réseau
est le plus dégradé où la troisième couche de convolutions C5 a été totalement supprimée.
La table 5.2 récapitule les différentes configurations explorées, où les champs N et Op corres-
pondent respectivement au nombre d’unités et aux opérations effectuées au sein de chaque
couche.
Tab. 5.2: Réseaux explorés
Réseau 1 Réseau 2
Couches N Op Couches N Op
C1 6 Conv 3 3 + ReLU C1 6 Conv 3 3 + ReLU
S2 6 Max S2 6 Max
C3 16 Conv 3 3 + ReLU C3 8 Conv 3 3 + ReLU
S4 16 Max S4 8 Max
C5 120 Conv 3 3 + ReLU C5 60 Conv 3 3 + ReLU
F5 84 Prod. Scalaire F5 42 Prod. Scalaire
Classif 10 Dist. Euclid Classif 10 Dist. Euclid
Réseau 3 Réseau 4
Couches N Op Couches N Op
C1 6 Conv 3 3 + ReLU C1 6 Conv 3 3 + ReLU
S2 6 Max S2 6 Max
C3 8 Conv 3 3 + ReLU C3 8 Conv 3 3 + ReLU
S4 8 Max S4 8 Max
C5 20 Conv 3 3 + ReLU
F5 14 Prod. Scalaire F5 14 Prod. Scalaire
Classif 10 Dist. Euclid Classif 10 Dist. Euclid
5.4.1 Estimation de l’apprentissage
Le premier aspect à évaluer dans ce comparatif est l’impact de la configuration du réseau
sur les performances de détection. L’environnement de développement utilisé intègre à la
fois le processus d’apprentissage et l’évaluation des résultats sur la base de données MNIST
(100 images de test). La Fig. 5.16 illustre le taux de bonnes détections en fonction du nombre
d’itérations de l’algorithme d’apprentissage pour l’ensemble des réseaux. Les mesures ont été
effectuées sur 10000 itérations de l’algorithme d’apprentissage mais seules les 2000 premières
sont rapportées sur la Fig. 5.16 car les valeurs n’évoluent plus par la suite et n’apportent donc
pas d’informations supplémentaires.
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Fig. 5.16: Comparatif des taux de bonnes détections en fonction du nombre d’itérations de l’algorithme
de classification sur les quatre réseaux explorés
Les trois premiers réseaux convergent assez rapidement (environ 1000 itérations) vers
des taux de bonnes détections de l’ordre de 0.99. Le réseau original de LeCun est le plus
efficace car il contient le plus d’éléments. Sur les 10000 itérations, le TPR maximal relevé
est de 0.9912 et la valeur moyenne est de 0.9892 (on ne tient pas compte des 1000 première
itérations de l’apprentissage). Le second réseau fournit un TPR maximum de 0.9867 avec une
valeur moyenne de 0.9842. Le troisième réseau fournit un 0.9857 avec une valeur moyenne de
0.9831. Le dernier réseau lui ne fonctionne pas car il a été trop dégradé. La présence de la
dernière couche de convolution est donc impérative au bon fonctionnement de la couche de
classification. De cette expérimentation, on observe que la dégradation de nombre d’éléments
dans chaque couche a un impact sur les performances de classification. Toutefois, la perte de
fiabilité de détection des réseaux 2 et 3 est assez faible, respectivement 0.5% et 0.61%.
5.4.2 Implantations
Dans cette section sont proposés les résultats d’implantation des différents réseaux explo-
rés. Le processus de synthèse s’est fait pour une cible Stratix V 5SGSED8N3F45I4 (comme
pour les systèmes SVMs à la Sec. 4.8) pour des raisons de ressources maximales. La table 5.3





requise (bits) M20K allouée (bits) (MHz)
R2 327786 p124.0q 120332 2983
R3 84218 p32.0q 104262 434 8888320 456 61
R4 33870 p13.0q 41130 114 2334720 319 64
Tab. 5.3: Résultats d’implémentation sur Stratix V des différents réseaux
La simulation et la synthèse du premier réseau se sont avérés impossibles avec les outils
habituels (Quartus) compte-tenu de sa taille. Pour le second réseau, nous n’avons pu obtenir
que des résultats de synthèse partiels. En effet, les ressources requises étant supérieures à
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la capacité maximale de la cible choisie, le processus de placement routage sur le FPGA n’a
pas pu aboutir. En conséquence, certaines informations sont manquantes dans la table. 5.3,
comme la fréquence maximale ou bien le nombre de blocs mémoire alloués sur la cible. Les
deux réseaux R3 et R4 ont ou, eux, être synthétisés complètement. On ne discutera que de R3
car, comme on l’a vu R4 ne donne pas de résultat satisfaisant en termes de classification.
Les ressources d’implémentations requises par ce réseau sont résumées sur la table 5.4. Les
résultats sont fournis par couche et par ensemble d’acteurs, et sont rapportés comme suit :
nombre de blocs logiques ALM, mémoire requise, blocs mémoire M20K alloués, mémoire
implémentée sur la cible, nombre de blocs DSP et enfin fréquence maximale de la couche.
Chaque couche a été synthétisée séparément, la somme des ressources ne sera donc pas égale
à la valeur donnée dans la table. 5.3. L’objectif de la table 5.4 est de mettre en avant la dis-
tribution des ressources logiques entre les différents éléments reformulés afin d’extraire des
informations sur les efforts d’optimisation à effectuer dans le futur.







pbitsq allouée (bits) (MHz)
Couche C1
rep6 9 0 0 0 0
63.9
6 conv_33 1282 7560 12 245760 34
6 biais 37 0 0 0 0
6 ReLU 53 0 0 0 0
18 fifo 714 0 0 0 0
Couche S2
6 poolh 255 0 0 0 0
64.26 poolv 192 0 0 0 0
16 fifo 117 0 0 0 0
Couche C3
24 conv_33 5335 16416 48 983040 113
61.1
8 sum 64 0 0 0 0
8 biais 110 0 0 0 0
8 ReLU 64 0 0 0 0
64 fifo 2438 0 0 0 0
Couche S4
8 poolh 301 0 0 0 0
62.28 poolv 871 0 0 0 0
16 fifo 700 0 0 0 0
Couche C5
80 conv_33 18443 54701 160 3276800 310
61.2
20 sum 500 0 0 0 0
20 biais 300 0 0 0 0
10 ReLU 160 0 0 0 0
220 fifo 8686 0 0 0 0
Couche FC
14 dot 1799 0 0 0 280
63.7
14 distp 1476 0 0 0 0
14 hsum 390 0 0 0 0
14 vsum 656 0 0 0 0
14 biais 180 0 0 0 0
644 fifo 23407 0 0 0 0
Couche Classif
140 sub 1715 0 0 0 0
62.2
140 square 920 0 0 0 140
10 sum 730 0 0 0 0
430 fifo 16243 0 0 0 0
Les ressources requises par le réseau R3 sont de 84218 éléments logiques ALM, soit 32% de
la surface disponible. En ce qui concerne la mémorisation, 120332 bits sont nécessaires mais
les blocs mémoires sont alloués par des acteurs différents, ce qui conduit à l’utilisation de 434
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blocs distincts. Chaque bloc mémoire correspond à un espace de 20 Kbits dans ce FPGA, ce
qui conduit au final à l’allocation de 8.8 Mbits, soit un taux d’utilisation réel de 1.2% des blocs
mémoires. Ce résultat montre que l’allocation de bloc mémoires SRAM pour la mémorisation
de lignes n’est pas toujours la solution optimale. La fréquence de fonctionnement du réseau
se situe à 61 MHz. En considérant que la fréquence des acteurs est le double de celle des
données, ce résultat correspondant à une capacité de traitement de 29785 images par seconde
pour des images de résolution 32  32 (dimension des images du jeu de données MNIST).
Exprimée sur des résolutions plus courantes, ceci permettrait de traiter des images VGA à 99
images par seconde et des images 720p (dimension maximale de l’imageur de la plateforme
DreamCam) à 24 images par seconde.
Les résultats montrent que le nombre de canaux de communication FIFO est important,
plus d’un millier dont plus la plupart sont repartis entre la dernière couche de convolution,
la couche complètement connectée et la couche de classification. Ces FIFOs représentent au
total 56% des ressources logiques utilisées. Il est clair dans cas que le surcout engendré par
l’utilisation du modèle flot de données est significatif, un effort de reformulation dans le
but de factoriser les acteurs doit être fait afin de réduire le nombre de canaux. La première
modification possible serait de fusionner certains acteurs élémentaires. par exemple, au sein
d’un neurone, les acteurs de sum, biais et ReLU pourraient être regroupés en un seul acteur.
De même, les deux acteurs de sous-échantillonnage pourrait être fusionnés, tout comme les
acteurs de soustraction sub et de carré square dans la couche de classification.
Le second problème provient des blocs mémoires instanciés dans chaque convolueur pour
la mémorisation du voisinage. Finalement, le synthétiseur alloue sur cette cible deux blocs
mémoires SRAM M20K par instance. Comme les lignes dans cet exemple ne comportent que
peu de données, il en résulte un gaspillage des ressources mémoire.
5.5 Conclusions
Dans ce chapitre, une première formulation flot de données d’un réseau de neurones
convolutionnels a été donnée. Les acteurs et fonctions élémentaires proposés couvrent les
opérations les plus couramment utilisées [KSH12]. Les performances obtenues en termes de
fréquence de fonctionnement du code généré sont satisfaisantes. Les ressources logiques né-
cessaires sont toutefois importantes dans la mesure où la formulation utilisée conduit à une
exploitation complète du parallélisme de données. La solution obtenue constitue donc une
solution particulière du compromis surface-fréquence classiquement associé à ce type d’im-
plantation. Ceci montre au passage de l’intérêt de disposer d’outils permettant d’explorer de
la manière la plus aisée possible ce compromis.
Les perspectives sur ce domaine de recherche sont multiples. Tout d’abord sur les aspects
HLS, l’existence d’un outil de transcription automatique (Caffee vers VHDL) est une demande
forte de la communauté de la vision. En effet, automatiser cette transcription permettrait à
la communauté de la vision et de l’apprentissage d’accéder à des technologies performantes
et ceci de manière totalement transparente. Associée à une plateforme de développement
(telle que la DreamCam), un tel outil permettrait également de valider le fonctionnement
d’un réseau sur une plateforme réelle simplement (et non sur des bases de données). Une
première version de cet outil est déjà fonctionnelle. Cet outil, appelé Caphee, est basé sur la
transcription en CAPH de la formulation proposée dans ce chapitre, ainsi que sur les acteurs
déjà formulés et implémentés. Le modèle flot de données sert de représentation intermédiaire
entre la librairie d’apprentissage (Caffee) et l’implémentation matérielle.
Notons au passage que, du point de vue du modèle d’exécution, les réseaux de neurones
convolutionnels ont un profil d’exécution totalement déterministe, au sens où les ratios pro-
duction/consommation ne dépendent pas des données. Cette propriété devrait permettre à
terme de spécialiser les techniques de compilation utilisée par CAPH en vue d’optimiser le
code RTL produit.
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D’une manière générale, le travail décrit dans ce chapitre a mis en évidence plusieurs
optimisations qui pourrait être intégrées au compilateur CAPH. La première consisterait par
exemple à factoriser automatiquement la mémorisation des voisinages nécessaires au calcul
des convolutions, actuellement effectuée au sein de chaque acteur de convolution. La seconde
consisterait en un mécanisme de sérialisation automatique de certaines opérations. Chaque
couche de sous-échantillonnage réduit le nombre de données dans les cartes de primitives
(d’un facteur 4 sur chaque couche dans notre cas). Alors que le nombre de neurones aug-
mente à chaque couche, la mise en place d’une sérialisation des données après chaque couche
de sous-échantillonnage permettrait de factoriser les opérations et le nombre de canaux, maî-
trisant ainsi la largeur du graphe. Il est même envisageable, en fonction de la dimension
d’images utilisée, d’exploiter la fréquence élevée obtenue afin de également multiplexer tem-
porellement les calculs, permettant de réduire encore la dimension du graphe (et ainsi le
nombre de ressources) tout en maintenant une rapidité de traitement. Les gains en terme
d’implémentation pourrait permettre la mise en œuvre de réseaux encore jamais implanté à
ce jour sur une architecture FPGA.
Enfin, une autre piste de réflexion pour le futur serait d’intégrer la taille des représen-
tations en virgule fixe des données comme paramètre de l’apprentissage, ce qui n’a pas été
exploré dans ces travaux. A notre connaissance, peu de travaux sont disponibles dans la
littérature sur le sujet [GAGN15, TDP15]. Il serait notamment possible de transposer les tech-
niques dites d’approximate computing [HO13], en élargissant les métriques existantes (qui éva-
luent le compromis précision/efficacité énergétique) avec les performances de classification
ou le résultat de la fonction de coût calculée à chaque itération de l’algorithme.
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6Problématiques de transcription du modèle flot de données vers les
systèmes matériels
L’objectif de ce chapitre est d’aborder les problématiques de transcription du modèle flot
de données vers les systèmes matériels à travers l’utilisation de l’outil CAPH. Pour cela,
l’impact de la notion clé de granularité sera étudiée sur un cas simple de convolution. La
question de la sérialisation des données au sein d’un graphe flot de données sera également
abordée. Le chapitre proposera quelques recommandations et perspectives d’évolution des
modèles utilisés pour la génération de code VHDL à partir d’une transcription CAPH.
6.1 Le choix de la granularité d’un acteur/réseau : cas de la
convolution 3x3
Une problématique couramment rencontrée avec l’utilisation du modèle flot de données
est le choix de la granularité. Cette notion est liée à la complexité d’un acteur ou d’un ré-
seau. Dans notre cas, une application avec un grain fin est définie comme une application
dans laquelle les acteurs sont élémentaires, c’est-à-dire comportant peu de règles d’activations
(typiquement moins d’une dizaine). Une application avec un grain gros utilisera des acteurs
complexes (nombreuses règles d’activations).
L’approche typique dans le développement d’une application flot de données consiste à
utiliser des acteurs avec un grain fin et de les composer afin d’obtenir le programme souhaité.
Cependant, les performances finales de l’application (fréquence, LUT, registres, mémoire)
sont dépendantes du nombre de canaux de communications utilisés et de la complexité de
chaque acteur.
Afin d’évaluer l’impact de la granularité sur les performances finales, nous avons exploré
cinq manières différentes de formuler le graphe d’une convolution 3 3, toutes fonctionnel-
lement équivalentes. Les convolutions produisent une donnée en sortie pour chaque donnée
consommée en entrée du graphe. Si le voisinage n’est pas complètement disponible, des va-
leurs spécifiques (0 par exemple) sont générées. Ce comportement est légèrement différent des
convolutions centrées du chapitre 4 ou des convolutions supprimant les bords du chapitre 5,
car il conduit à décaler l’image d’une ligne vers le bas et d’un pixel vers la droite par rapport
à l’image d’entrée. Ce point est sans effet significatif sur les aspects qui nous intéressent ici.
Les cinq formulations étudiées sont :
1. Une première formulation au sein de laquelle l’extraction du voisinage se fait à l’aide
d’un graphe d’acteurs élémentaires de retard pixel et retard ligne. Cette forme utilise les
acteurs de la bibliothèque standard CAPH (D1P, D1LI et MADDN). Les retards ligne sont
réalisés par une mémorisation des pixels au sein de l’acteur dans un tableau.
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2. Une variante de cette première formulation dans laquelle la mémorisation de la ligne
au sein de l’acteur de retard ligne est réalisée via une FIFO externe rebouclée, (acteur
d1lr).
3. Une variante au sein de laquelle l’extraction de voisinage se fait avec un acteur de mise
sous forme locale (MSFL) . Dans cette variante, un acteur dédié effectue une extraction
explicite du voisinage 3  3 de chaque pixel, remplaçant ainsi les acteurs D1P et D1L.
L’acteur MADDN pour le calcul de la convolution reste inchangé.
4. Une formulation mono-acteur au sein de laquelle un seul acteur est en charge de l’ex-
traction explicite du voisinage et du calcul de la convolution. Comme pour la seconde
et la troisième formulation, la mémorisation des lignes se fait également par des canaux
de communication rebouclés.
5. Une variante de la version précédente dans laquelle les coefficients du masque de convo-
lution sont fournis via des ports asynchrones, permettrait un changement dynamique
du noyau de convolutions.
Les conditions d’expérimentations sont les suivantes :
• Un FPGA Cyclone V 5CSXFC6D6F31C6 est utilisé. Le composant intégre 41910 blocs
ALM, 112 blocs arithmétiques DSP ainsi que 553 blocs mémoires M10K.
• Le paramétrage de l’outil Quartus (version 15.0.2) est celui par défaut, avec une optimi-
sation des ressources équilibrée entre fréquence et surface.
• La fréquence de fonctionnement souhaitée est fixée à 50 MHz. Nous cherchons en effet
à éviter une optimisation en fréquence, qui conduirait à des résultats en termes de
consommation de ressources peu significative.
6.1.1 Première formulation : D1P/D1LI/ADD
Le code CAPH et le graphe correspondant sont donnés sur la Fig. 6.1. Le graphe s’exprime















net neigh13 v x =
l e t y2 = d1p v x in
l e t y3 = d1p v y2 in
( x , y2 , y3 ) ;
-- Voisinage 3x3
net neigh33 z x =
l e t xz = d1 l i z x in
l e t xzz = d1 l i z xz in
l e t ( y11 , y12 , y13 ) = neigh13 z x in
l e t ( y21 , y22 , y23 ) = neigh13 z xz in
l e t ( y31 , y32 , y33 ) = neigh13 z xzz in
y11 , y12 , y13 , y21 , y22 , y23 , y31 , y32 , y33 ;
-- Fonction
net conv ( kernel , norm , pad ) i =
maddn ( kernel , norm ) ( neigh33 pad i ) ;
(b) Listing CAPH
Fig. 6.1: Réseau et code CAPH de la première formulation
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Dans cette première formulation, la fonction neigh33 transforme un flux structuré de
données en un ensemble de flux correspondant au voisinage 3 3 de l’entrée. Cette opération















(b) Schéma de connexions
Considérons le flux d’entrée structuré suivant, représentant une image de n lignes de m
pixels :
i  x x i1,1 . . . i1,m y x i2,1 . . . i2,m y x i3,1 . . . i3,m y . . . x in,1 . . . in,m y y (6.1)
L’application de la fonction de neigh33 sur l’entrée i produira les flux suivants :
x0  x x v . . . v y x v . . . v y x v, v, i3,3 . . . i3,m y . . . x v, v, in,3 . . . in,m y y
x1  x x v . . . v y x v . . . v y x v, v, i3,2 . . . i3,m1 y . . . x v, v, in,2 . . . in,m1 y y
x2  x x v . . . v y x v . . . v y x v, v, i3,1 . . . i3,m2 y . . . x v, v, in,1 . . . in,m2 y y
x3  x x v . . . v y x v . . . v y x v, v, i2,3 . . . i2,m y . . . x v, v, in1,3 . . . in1,m y y
x4  x x v . . . v y x v . . . v y x v, v, i2,2 . . . i2,m1 y . . . x v, v, in1,2 . . . in1,m1 y y
x5  x x v . . . v y x v . . . v y x v, v, i2,1 . . . i2,m2 y . . . x v, v, in1,1 . . . in1,m2 y y
x6  x x v . . . v y x v . . . v y x v, v, i1,3 . . . i1,m y . . . x v, v, in2,3 . . . in2,m y y
x7  x x v . . . v y x v . . . v y x v, v, i1,2 . . . i1,m1 y . . . x v, v, in2,2 . . . in2,m1 y y
x8  x x v . . . v y x v . . . v y x v, v, i1,1 . . . i1,m2 y . . . x v, v, in2,1 . . . in2,m2 y y
Le premier acteur utilisé pour l’extraction du voisinage est un retard pixel d1p, défini par :
d1pvpx x1, x2 . . . , xn yq  x v, x1, . . . , xn1 y (6.2)
L’implémentation de cet acteur est décrite sur la Fig. 6.2. Cet acteur opère sur des flux
structurés d’images en retardant le flux d’un jeton pour chaque ligne de l’image. L’acteur
utilise une variable d’état s et un buffer z pour créer le décalage. Les deux premières règles
permettent de gérer le niveau de structure associées aux images. La règle à la ligne 9 est
activée en début de chaque ligne de l’image, et réinitialise le buffer z à la valeur v (v est un
paramètre statique de l’acteur). Pour chaque jeton de données (ligne 10), la valeur du buffer
z est écrite sur la sortie c et la valeur du buffer z est mise à jour avec la valeur d’entrée lue sur
le canal a.
En utilisant deux acteurs d1p chaînés, on obtient l’extraction d’un voisinage 1 3, définie
par la fonction neigh13 (listing. 6.1b). Le second acteur utilisé dans le graphe est l’acteur de
retard ligne d1li.
d1liv,maxwpx x x1,1, . . . , x1,m y . . . x xn,1, . . . , xn,m y yq  x x v, . . . , v y . . . x xn1,1, . . . , xn1,m1 y y
(6.3)
L’implémentation de cet acteur est illustrée sur la Fig. 6.3. L’acteur prend deux paramètres
statiques (v et maxw), utilise cinq états et deux variables internes z (tableau) et i (indice
du tableau). Le paramètre maxw permet de fixer la dimension du tableau interne. Les deux
premières règles permettent également de gérer les jetons délimitant la structure d’une image.
Au début de la première ligne de l’image, la variable i est initialisé à 0. L’état S2 (ligne 12)
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aa d1pv c c
(a) Schéma de connexions
1 a c t o r d1p ( v : $ t )
2 in ( a : $ t dc )
3 out ( c : $ t dc )
4 var s : { S0 , S1 , S2 } = S0
5 var z : $ t
6 rules
7 | ( s : S0 , a : ’ < ) > ( s : S1 , c : ’ < )
8 | ( s : S1 , a : ’ > ) > ( s : S0 , c : ’ > )
9 | ( s : S1 , a : ’ < ) > ( s : S2 , c : ’ < , z : v )
10 | ( s : S2 , a : ’ p ) > ( s : S2 , c : ’ z , z : p )
11 | ( s : S2 , a : ’ > ) > ( s : S1 , c : ’ > ) ;
(b) Listing CAPH
Fig. 6.2: Acteur d1p
correspond à la mémorisation de la première ligne où les jetons d’entrée sont stockés dans
le tableau z et l’acteur produit en sortie des valeurs v (donné en paramètre). Les états S3
et S4 représentent la boucle de calcul principale. Pour chaque donnée, l’acteur produit en
sortie le contenu du tableau zris, et en même temps, continue de stocker les données d’entrée
dans le tableau z. A chaque fin de ligne, l’acteur retourne dans l’état S3 où le jeton suivant
déterminera le comportement. Si celui ci est un jeton de début de ligne l’acteur retourne dans
l’état S4 en réinitialisant l’adresse du tableau i à 0. Si le jeton suivant est celui de fin d’image,
l’acteur retourne dans l’état initial S0.
ax d1liv,maxw c c
(a) Schéma de connexions
1 a c t o r d1 l i ( v : $t , maxw: i n t )
2 in ( a : $ t dc )
3 out ( c : $ t dc )
4 var s : { S0 , S1 , S2 , S3 , S4 }= S0
5 var z : $ t array [maxw] = [ v | i =0 to maxw1]
6 var i : i n t
7 rules
8 | ( s : S0 , a : ’ < ) > ( s : S1 , c : ’ < )
9 | ( s : S1 , a : ’ > ) > ( s : S0 , c : ’ > )
10 | ( s : S1 , a : ’ < ) > ( s : S2 , c : ’ < , i : 0 )
11 | ( s : S2 , a : ’ > ) > ( s : S3 , c : ’ > )
12 | ( s : S2 , a : ’ p ) > ( s : S2 , c : ’ v , z [ i ] : p , i : i +1)
13 | ( s : S3 , a : ’ > ) > ( s : S0 , c : ’ > )
14 | ( s : S3 , a : ’ < ) > ( s : S4 , c : ’ < , i : 0 )
15 | ( s : S4 , a : ’ p ) > ( s : S4 , c : ’ z [ i ] , z [ i ] : p , i : i +1)
16 | ( s : S4 , a : ’ > ) > ( s : S3 , c : ’ > ) ;
(b) Listing CAPH
Fig. 6.3: Acteur d1li
Le dernier acteur maddn fait le produit des neuf entrées (issue de la fonction neigh33) avec
un noyau de convolution k.
maddnk,npxq  mlift9pprodk,nq (6.4)
avec






il  x x il1,1 . . . il1,m y . . . xiln,1 . . . iln,m y y, l P t1,    , 8u
Cet acteur, illustré sur la Fig. 6.4 n’est composé que de trois règles d’activations. Les deux
premières concernent la gestion des jetons de début et fin de structure, qui sont recopiés en
sortie. La dernière règle traite les jetons de données. Chaque valeur est multipliée par le poids
correspondant et la somme des neufs produits est décalée du facteur de normalisation n.
Les résultats d’implémentation sur FPGA Cyclone V sont disponibles dans la table 6.1 en
fonction de la dimension d’image d’entrée, ceci afin d’observer l’impact de celle-ci. On donne
de gauche à droite, le nombre de blocs ALM requis, la mémoire requise (exprimée en bits












(a) Schéma de connexions
a c t o r maddn( k : signed <m> array [ 9 ] , n : unsigned <4>)
in ( i0 : signed <m> dc , i1 : signed <m> dc , i2 : signed <m> dc ,
i3 : signed <m> dc , i4 : signed <m> dc , i5 : signed <m> dc ,
i6 : signed <m> dc , i7 : signed <m> dc , i8 : signed <m> dc )
out ( o : signed <m> dc )
rules
|( i0 : ’ < , i1 : ’ < , i2 : ’ < , i3 : ’ < , i4 : ’ < , i5 : ’ < , i6 : ’ < , i7 : ’ < , i8 : ’ < ) > o : ’ <
|( i0 : ’ > , i1 : ’ > , i2 : ’ > , i3 : ’ > , i4 : ’ > , i5 : ’ > , i6 : ’ > , i7 : ’ > , i8 : ’ > ) > o : ’ >
|( i0 : ’ x0 , i1 : ’ x1 , i2 : ’ x2 , i3 : ’ x3 , i4 : ’ x4 , i5 : ’ x5 , i6 : ’ x6 , i7 : ’ x7 , i8 : ’ x8 )>
o : ’ ( ( k [ 0 ] * x0+k [ 1 ] * x1+k [ 2 ] * x2+k [ 3 ] * x3+k [ 4 ] * x4+k [ 5 ] * x5+k [ 6 ] * x6+k
[ 7 ] * x7+k [ 8 ] * x8 ) >>n ) ;
(b) Listing CAPH
Fig. 6.4: Acteur maddn
(Mem req.) et en nombre de blocs mémoires SRAM M10K), le nombre de blocs arithmétiques
DSP et la fréquence maximale de fonctionnement du réseau rapporté par l’outil Quartus (avec
les spécifications données en début de cette section).




requise (bits) M10K allouée (bits) (MHz)
64 64 2687 p6.4q 0 0 0 0 82.67
128 128 4468 p10.6q 0 0 0 0 82.04
256 256 8031 p19.1q 0 0 0 0 69.91
512 512 15096 p36.0q 0 0 0 0 69.91
840 640 24176 p57.7q 0 0 0 0 73.12
1280 960 36382 p86.8q 0 0 0 0 68.19
Tab. 6.1: Résultats d’implémentation sur Cyclone V de la formulation d1li/d1p/maddn
Les résultats de la table 6.1 montrent que cette formulation n’utilise que des éléments
logiques ALM. Ceci s’explique par l’usage du tableau z pour la mémorisation des lignes au
sein de l’acteur d1li. Malheureusement, le synthétiseur n’est pas en mesure d’interpréter
que les accès à ce tableau sont équivalents à des accès à une mémoire et infère dans ce cas
un ensemble de registres. Le nombre d’éléments utilisés est directement proportionnel à la
largeur de l’image d’entrée, ce qui est handicapant dans le cas de grandes images. Dans
notre cas, une convolution sur une image de dimension 1280 960 requiert plus de 85% des
ressources logiques du FPGA pour la mémorisation des deux lignes précédentes. La fréquence
moyenne est de 74MHz sur cet exemple (avec un écart type σ  6.43), avec un maximum de
82MHz et chutant à 70MHz lorsque la surface allouée augmente.
6.1.2 Deuxième formulation : D1P/D1LR/ADD
La seconde version proposée est assez proche de la première. Elle n’en diffère qu’au niveau
de l’acteur de retard ligne utilisé dans la fonction neigh33. L’acteur d1lr utilisé ici réalise la
mémorisation de la ligne via une FIFO externe rebouclée. La représentation de l’acteur d1lr
est donnée sur la Fig. 6.5. La description de l’acteur est similaire à celle de l’acteur d1li à ceci
près que :
• les variables z et i ont disparues,
• chaque écriture dans le tableau zris est remplacée par une écriture sur le canal oz,
• chaque lecture du tableau est remplacée par une lecture sur le canal z,
• une règle est ajoutée pour le vidage de la FIFO entre deux images successives 1
• Pour fonctionner, la sortie oz de l’acteur doit être rebouclée sur l’entrée z. C’est le rôle
de la fonction d1l qui encapsule le sous graphe correspondant à la Fig. 6.5a.






(a) Schéma de connexions
1 a c t o r d1 l r ( v : $ t )
2 in ( a : $ t dc , z : $ t )
3 out ( c : $ t dc , oz : $ t )
4 var s : { S0 , S1 , S2 , S3 , S4 }= S0
5 rules
6 |( s : S0 , a : ’ < ) > ( s : S1 , a : ’ < )
7 |( s : S1 , a : ’ > ) > ( s : S0 , a : ’ > )
8 |( s : S1 , a : ’ < ) > ( s : S2 , a : ’ < )
9 |( s : S2 , a : ’ > ) > ( s : S3 , a : ’ > )
10 |( s : S2 , a : ’ p ) > ( s : S2 , a : ’ v , oz : p )
11 |( s : S3 , a : ’ > ) > ( s : S0 , a : ’ > )
12 |( s : S3 , a : ’ < ) > ( s : S4 , a : ’ < )
13 |( s : S4 , a : ’ p , z : ’ z ) > ( s : S4 , a : ’ z , oz : p )
14 |( s : S4 , a : ’ > ) > ( s : S3 , a : ’ > )
15 |( s : S0 , z : ’ z ) > ( s : S0 ) ; -- vidage fifo
16
17 -- fonction d’encapsulation
18 net d1 l z i =
19 l e t rec ( o , l ) = d1 l r z ( i , l ) in o ;
(b) Listing CAPH












Fig. 6.6: Réseau CAPH pour la formulation d1lr/d1p/maddn. Les FIFOs rebouclées sont représentées
par un arc rebouclé sur les acteur d1lr
La Fig. 6.6 illustre le réseau d’acteurs obtenu avec le listing. 6.5b en remplaçant l’acteur
de retard ligne d1li par la fonction d1lr. Les résultats d’implémentation de ce réseau sont
donnés dans la table 6.2.
On constate que le nombre d’éléments logiques ne dépend plus de la dimension de l’image
et ce nombre reste faible (moins de 3% des ressources logiques totales). Comparé à la formu-
lation précédente, les empreintes logique sont réduites d’un facteur 2 pour une image de
dimension 64 64 et d’un facteur 30 pour une dimension 1280 960.
En contrepartie, bien entendu, de la mémoire est allouée. On note qu’ici l’outil de syn-
thèse instancie des blocs mémoires synchrones SRAM double-port dédiés (M10K) automati-
quement. Ceci est possible grâce à l’utilisation des FIFOs rebouclées, utilisées pour la mémo-
risation du voisinage.
Pour analyser ces résultats, il faut savoir que la bibliothèque de support VHDL fournie
par CAPH comprend en fait deux modèles de FIFO. Ces deux modèles ont la même interface
et le même comportement fonctionnel. La différence se situe sur l’interprétation qu’en font
1. Le vidage de la FIFO peut également être fait pendant la mémorisation de la première ligne
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requise (bits) M10K allouée (bits) (MHz)
64 64 1200 p2.8q 2144 2 20480 0 87.6
128 128 1207 p2.9q 4192 2 20480 0 82.0
256 256 1216 p2.9q 8288 2 20480 0 79.8
512 512 1222 p2.9q 16480 4 40960 0 83.8
840 640 1231 p2.9q 26976 4 40960 0 80.3
1280 960 1239 p2.9q 41056 8 81920 0 81.1
1920 1080 1229 p2.9q 61536 8 81920 0 79.1
4096 2160 1225 p2.9q 131168 32 327680 0 83.5
Tab. 6.2: Résultats d’implémentation de la formulation d1lr/d1p/maddn.
les outils de synthèse (voir annexe D). Le premier modèle, basé un ensemble de registres
à décalage, va générer une FIFO qui sera instanciée sous forme de blocs logiques (LUT +
registres). Le second modèle est décrit sous la forme d’une mémoire circulaire avec deux
pointeurs, un pour la lecture et un pour l’écriture. Son fonctionnement peut se ramener à
celui d’une mémoire, que les outils de synthèse sont capables d’instancier sous la forme
de blocs mémoire SRAM 2. L’utilisation de ces deux modèles permet une meilleure gestion
des ressources matérielles. Le seuil de basculement entre les deux est un paramètre clé de la
génération du code VHDL, car sa valeur définira si une FIFO sera implémentée en éléments
logiques ou utilisera un bloc mémoire SRAM.
Ce paramètre est empirique car il dépend à la fois de l’architecture des éléments logiques,
du nombre de blocs mémoire disponibles sur le FPGA choisi, mais également de l’application
finale. Lors de la génération du code VHDL du réseau d’acteurs CAPH, il est possible de
modifier la valeur de ce seuil (par défaut égale à 32) afin d’optimiser au mieux les ressources
requises par les canaux de communications. La Fig. 6.7 présente une évaluation pratique des
deux modèles pour un FPGA Cyclone V.


























(a) Evolution de la fréquence maximale de la FIFO
en fonction de la profondeur















(b) Evolution du taux d’occupation des ressources
logiques ALM en fonction de la profondeur
Fig. 6.7: Comparatif de performances en ressources et fréquence des deux modèles de FIFOs utilisés
dans CAPH.
Dans l’exemple qui nous intéresse, le nombre d’éléments dans la FIFO rebouclée est de 64
(égal au nombre de pixels dans une ligne). Ce nombre étant supérieur au seuil de basculement
entre les deux modèles, le modèle utilisé pour la FIFO rebouclée conduit bien à l’implantation
2. L’interprétation a été validée sur les deux fabricants principaux du marché des FPGAs, Altera et Xilinx.
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d’une mémoire SRAM double ports
Notons toutefois que l’instanciation de blocs SRAM peut impliquer une surconsommation
des ressources mémoires. Pour une dimension de 64 64 par exemple, l’implémentation re-
quiert 2144 bits mémoire. L’outil de synthèse va utiliser deux blocs M10K car il est impossible
de regrouper les deux FIFOs en un seul bloc. La mémoire totale réellement allouée alors est
de 20480 bits soit une utilisation réelle de 10.4% de chaque bloc mémoire. Les résultats pour
les deux dimensions suivantes (respectivement 128 128 et 256 256) montrent que les res-
sources nécessaires sont égales, avec une utilisation plus efficace des mémoires SRAM (resp.
20.4% et 40.7%). D’un point de vue de la fréquence, cette formulation fournit une fréquence
de fonctionnement moyenne de 82MHz et aussi plus stable (σ  2.87) lorsque la dimension
d’image augmente.
6.1.3 Troisième formulation : Version MSFL/MADDN
Dans cette troisième version, on propose de remplacer la fonction de mise sous forme
locale neigh33 par un seul acteur. L’objectif est de limiter le nombre d’acteurs, réduisant ainsi
le nombre de canaux de communication dans le but d’économiser des ressources matérielles.
Le code de cet acteur est donné sur la Fig. 6.8c. Comme l’acteur d1lr présenté à la section
précédente, l’acteur msfl_33 utilise deux FIFOs externes rebouclées pour mémoriser les lignes
précédentes. Les variables internes x1,x2,x4,x5,x7,x8 stockent le voisinage, selon le schéma
indiqué sur la Fig. 6.2a.
Les premières règles (lignes 18 à 24) correspondent à la mémorisation des deux premières
lignes de l’image. Pendant cette phase, l’acteur produit en sortie la valeur du paramètre v
sur l’ensemble des sorties. Les données entrantes lues sur le canal a sont systématiquement
renvoyées sur le canal oz. La seconde mémorisation a lieu à partir de l’état BufL2 où les
données lues sur le canal z sont renvoyées sur le canal ozz. A partir de l’état WaitNL, l’acteur
a dans ses deux FIFOs rebouclées les données des deux lignes précédentes. Les états Bufpix1
et Bufpix2 permettent de construire le voisinage 3 3 où les données entrantes (canaux a, z
et zz) sont mémorisées dans les variables internes de l’acteur. Dans l’état Prod (ligne 32), pour
chaque jeton entrant, le voisinage complet est produit sur les neuf sorties.
Comme pour l’acteur d1lr, une fonction d’encapsulation (msfl_m) permet d’abstraire les
connexions des FIFOs rebouclées. Les résultats d’implémentation de cette formulation sont
disponibles dans la table 6.3.




requise (bits) M10K allouée (bits) (MHz)
64 64 306 p0.7q 2144 2 20480 0 93.7
128 128 314 p0.7q 4192 2 20480 0 91.0
256 256 318 p0.7q 8288 2 20480 0 93.4
512 512 327 p0.8q 16480 4 40960 0 88.0
840 640 324 p0.8q 26976 4 40960 0 91.8
1280 960 328 p0.8q 41056 8 81920 0 89.6
1920 1080 338 p0.8q 61536 8 81920 0 85.7
4096 2160 338 p0.8q 131168 32 327680 0 84.8
Tab. 6.3: Résultats d’implémentation de la formulation msfl/maddn
Le nombre d’ALM a diminué d’un facteur 3.77 en moyenne par rapport à la formulation
précédente. Cette diminution s’explique par la réduction du nombre de canaux (13 contre 20
dans la précédente). L’usage des FIFOs rebouclées pour la mémorisation des lignes, même
si cette approche rend la description de l’acteur moins lisible, permet de forcer l’utilisation





















(b) Réseau CAPH pour la formula-
tion MSFL/MADDN
1 -- Acteur
2 a c t o r msfl_33 ( v : signed <m>)
3 in ( a : signed <m> dc , z : signed <m> dc , zz : signed <m> dc )
4 out ( c0 : signed <m> dc , c1 : signed <m> dc , c2 : signed <m> dc , c3 : signed <m> dc ,
5 c4 : signed <m> dc , c5 : signed <m> dc , c6 : signed <m> dc , c7 : signed <m> dc ,
6 c8 : signed <m> dc , oz : signed <m> dc , ozz : signed <m> dc )
7
8 var s : { WaitSoF , WaitSoL1 , BufL1 , WaitSoL2 , BufL2 , WaitNL , Bufpix1 , Bufpix2 , Prod } = WaitSoF
9
10 var x1 : signed <m>
11 var x2 : signed <m>
12 var x4 : signed <m>
13 var x5 : signed <m>
14 var x7 : signed <m>
15 var x8 : signed <m>
16
17 rules
18 | ( s : WaitSoF , z : z , zz : zz ) > ( s : WaitSoF ) -- vidage fifos
19 | ( s : WaitSoF , a : ’ < ) > ( s : WaitSoL1 , c0 : ’ < , c1 : ’ < , c2 : ’ < , c3 : ’ < , c4 : ’ < , c5 : ’ < , c6 : ’ < , c7 : ’ < , c8 : ’ < )
20 | ( s : WaitSoL1 , a : ’ < ) > ( s : BufL1 , c0 : ’ < , c1 : ’ < , c2 : ’ < , c3 : ’ < , c4 : ’ < , c5 : ’ < , c6 : ’ < , c7 : ’ < , c8 : ’ < , oz : ’ < )
21 | ( s : BufL1 , a : ’ p ) > ( s : BufL1 , c0 : ’ v , c1 : ’ v , c2 : ’ v , c3 : ’ v , c4 : ’ v , c5 : ’ v , c6 : ’ v , c7 : ’ v , c8 : ’ v , oz : ’ p )
22 | ( s : BufL1 , a : ’ > ) > ( s : WaitSoL2 , c0 : ’ > , c1 : ’ > , c2 : ’ > , c3 : ’ > , c4 : ’ > , c5 : ’ > , c6 : ’ > , c7 : ’ > , c8 : ’ > , oz : ’ > )
23 | ( s : WaitSoL2 , a : ’ < , z : ’ < ) > ( s : BufL2 , c0 : ’ < , c1 : ’ < , c2 : ’ < , c3 : ’ < , c4 : ’ < , c5 : ’ < , c6 : ’ < , c7 : ’ < , c8 : ’ < , ozz : ’ < , oz : ’ < )
24 | ( s : BufL2 , a : ’ x0 , z : ’ x3 ) > ( s : BufL2 , c0 : ’ v , c1 : ’ v , c2 : ’ v , c3 : ’ v , c4 : ’ v , c5 : ’ v , c6 : ’ v , c7 : ’ v , c8 : ’ v , ozz : ’ x3 , oz : ’ x0 )
25 | ( s : BufL2 , a : ’ > , z : ’ > ) > ( s : WaitNL , c0 : ’ > , c1 : ’ > , c2 : ’ > , c3 : ’ > , c4 : ’ > , c5 : ’ > , c6 : ’ > , c7 : ’ > , c8 : ’ > , ozz : ’ > , oz : ’ > )
26 | ( s : WaitNL , a : ’ < , z : ’ < , zz : ’ < ) > ( s : Bufpix1 , c0 : ’ < , c1 : ’ < , c2 : ’ < , c3 : ’ < , c4 : ’ < , c5 : ’ < , c6 : ’ < , c7 : ’ < , c8 : ’ < , ozz : ’ < , oz : ’ < )
27 | ( s : WaitNL , a : ’ > , z : ’ < , zz : ’ < ) > ( s : WaitSoF , c0 : ’ > , c1 : ’ > , c2 : ’ > , c3 : ’ > , c4 : ’ > , c5 : ’ > , c6 : ’ > , c7 : ’ > , c8 : ’ > )
28 | ( s : Bufpix1 , a : ’ x0 , z : ’ x3 , zz : ’ x6 )>(s : Bufpix2 , c0 : ’ v , c1 : ’ v , c2 : ’ v , c3 : ’ v , c4 : ’ v , c5 : ’ v , c6 : ’ v , c7 : ’ v , c8 : ’ v ,
29 x7 : x6 , x4 : x3 , x1 : x0 , ozz : ’ x3 , oz : ’ x0 )
30
31 | ( s : Bufpix2 , a : ’ x0 , z : ’ x3 , zz : ’ x6 ) > ( s : Prod , c0 : ’ v , c1 : ’ v , c2 : ’ v , c3 : ’ v , c4 : ’ v , c5 : ’ v , c6 : ’ v , c7 : ’ v , c8 : ’ v ,
32 x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 , x4 : x3 , x1 : x0 , ozz : ’ x3 , oz : ’ x0 )
33
34 | ( s : Prod , a : ’ x0 , z : ’ x3 , zz : ’ x6 ) > ( s : Prod , c0 : ’ x0 , c1 : ’ x1 , c2 : ’ x2 , c3 : ’ x3 , c4 : ’ x4 , c5 : ’ x5 , c6 : ’ x6 , c7 : ’ x7 , c8 : ’ x8 ,
35 x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 , x4 : x3 , x1 : x0 , ozz : ’ x3 , oz : ’ x0 )
36
37 | ( s : Prod , a : ’ > , z : ’ > , zz : ’ > ) > ( s : WaitNL , c0 : ’ > , c1 : ’ > , c2 : ’ > , c3 : ’ > , c4 : ’ > , c5 : ’ > , c6 : ’ > , c7 : ’ > , c8 : ’ > , ozz : ’ > , oz : ’ > ) ;
38
39 -- Fonction d’encapsulation
40 net msfl33_m pad i =
41 l e t rec ( o0 , o1 , o2 , o3 , o4 , o5 , o6 , o7 , o8 , z , zz ) = msfl_33 ( pad ) ( i , z , zz ) in ( o0 , o1 , o2 , o3 , o4 , o5 , o6 , o7 , o8 ) ;
(c) Listing CAPH
Fig. 6.8: Acteur msfl
de blocs mémoires. La fréquence maximale de l’acteur reste assez élevée (moyenne 89.7MHz,
σ  3.5) bien que la complexité de l’acteur ait également augmenté.
Toutefois, les performances proposées par cette solution se font au détriment de la lisi-
bilité et de la flexibilité du code. La présence de neuf canaux de sortie ainsi que la gestion
des canaux rebouclés rend la description de l’acteur peu lisible. Elle rend aussi sa générali-
sation à un voisinage n  n plus difficile (par contraste, la fonction neigh33 introduite sur le
listing 6.1b) est facilement généralisable à des voisinages plus importants).
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6.1.4 Quatrième formulation : mono-acteur
La quatrième version propose de fusionner les deux acteurs msfl et maddn en un seul
acteur conv33. Cette version a l’avantage de supprimer encore des FIFOs du graphe, en in-
tégrant le calcul de la convolution et la mémorisation du voisinage dans le même acteur.
Fonctionnellement, cet acteur conv33 peut être exprimé sous la forme :
convk,v,nppq  o (6.5)
avec
p  x x p1,1 . . . p1,m y x p2,1 . . . p2,m y x p3,1 . . . p3,m y . . . x pn,1 . . . pn,m y y




v, si i P t1, 2u _ j P t1, 2u
pk0  pi,j   k1  pi,j1   k2  pi,j2   k3  pi1,j   k4  pi1,j1 
k5  pi1,j2   k6  pi2,j   k7  pi2,j1   k8  pi2,j2q ¡¡ n sinon
Le code de l’acteur donné sur la Fig. 6.9c. Son fonctionnement est très proche de celui
de l’acteur msfl_33, précédemment expliqué. La différence majeure se trouve sur l’état S8 où
l’on effectue le calcul de la convolution avec le noyau k, ainsi que la normalisation du résultat
(décalage de n bits) alors que l’état Prod de l’acteur msfl_33 se contentait de produire les
données du voisinage en parallèle sur les neufs canaux de sortie. Le réseau d’acteurs devient
trivial et n’est plus composé que d’un seul acteur conv33, comme illustré sur la Fig. 6.9b.
La table 6.4 montre les résultats d’implémentation pour cette formulation. Le nombre
d’éléments logiques a encore été réduit, toujours dû à la diminution du nombre de canaux,
mais de manière moins sensible (13% de réduction par rapport à la formulation précédente).
La fréquence moyenne est de 87MHz avec un écart type de σ  3.11MHz. La lisibilité du code
a également été amélioré par rapport à la version précédente, par la diminution du nombre
de sorties à spécifier sur chacune des règles.




requise (bits) M10K allouée (bits) (MHz)
64 64 261 p0.4q 2144 2 20480 0 84
128 128 273 p0.4q 4192 2 20480 0 89.4
256 256 287 p0.5q 8288 2 20480 0 86.7
512 512 284 p0.5q 16480 4 40960 0 89.7
840 640 292 p0.5q 26976 4 40960 0 82
1280 960 302 p0.5q 41056 8 81920 0 87.7
1920 1080 302 p0.5q 61536 8 81920 0 91.2
4096 2160 299 p0.5q 131168 32 327680 0 85.4
Tab. 6.4: Résultats d’implémentation de la formulation mono-acteur
6.1.5 Cinquième formulation : mono-acteur avec ports
Dans les quatre versions présentées ci-dessus, le nombre de blocs DSP alloués est resté à
0, signe que les multiplications étaient implantées de manière cablée par l’outil de synthèse.
Ceci s’explique par le fait que le noyau de convolution était toujours spécifié sous la forme
d’un paramètre statique.









(a) Schéma de connexions (b) Réseau CAPH pour la formu-
lation mono acteur
a c t o r conv33 ( k : in t <s ,m> array [ 9 ] , n : in t , v : in t <s ,m>)
in ( a : in t <s ,m> dc , z : in t <s ,m> , zz : in t <s ,m>)
out ( c : in t <s ,m> dc , oz : in t <s ,m> , ozz : in t <s ,m>)
var s : { S0 , S1 , S2 , S3 , S4 , S5 , S6 , S7 , S8 } = S0
var x1 : in t <s ,m>
var x2 : in t <s ,m>
var x4 : in t <s ,m>
var x5 : in t <s ,m>
var x7 : in t <s ,m>
var x8 : in t <s ,m>
rules
| ( s : S0 , z : z , z : zz > ( s : S0 ) --vidage fifos
| ( s : S0 , a : ’ < ) > ( s : S1 , c : ’ < )
| ( s : S1 , a : ’ > ) > ( s : S0 , c : ’ > )
| ( s : S1 , a : ’ < ) > ( s : S2 , c : ’ < )
| ( s : S2 , a : ’ p ) > ( s : S2 , c : ’ v , oz : p )
| ( s : S2 , a : ’ > ) > ( s : S3 , c : ’ > )
| ( s : S3 , a : ’ < ) > ( s : S4 , c : ’ < )
| ( s : S4 , a : ’ x0 , z : x3 ) > ( s : S4 , c : ’ v , ozz : x3 , oz : x0 )
| ( s : S4 , a : ’ > ) > ( s : S5 , c : ’ > )
| ( s : S5 , a : ’ > ) > ( s : S0 , c : ’ > )
| ( s : S5 , a : ’ < ) > ( s : S6 , c : ’ < )
| ( s : S6 , a : ’ x0 , z : x3 , zz : x6 ) > ( s : S7 , c : ’ v , x7 : x6 , x4 : x3 , x1 : x0 , ozz : x3 , oz : x0 )
| ( s : S7 , a : ’ x0 , z : x3 , zz : x6 ) > ( s : S8 , c : ’ v , x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 , x4 : x3 , x1 : x0 , ozz : x3 , oz : x0 )
| ( s : S8 , a : ’ x0 , z : x3 , zz : x6 ) > ( s : S8 , c : ’ ( ( k [ 0 ] * x0+k [ 1 ] * x1+k [ 2 ] * x2+k [ 3 ] * x3+k [ 4 ] * x4+k [ 5 ] * x5+k [ 6 ] * x6+k [ 7 ] * x7+k [ 8 ] * x8 ) >>n ) ,
x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 , x4 : x3 , x1 : x0 , ozz : x3 , oz : x0 )
| ( s : S8 , a : ’ > ) > ( s : S5 , c : ’ > ) ;
net conv233 kernel norm pad i = l e t rec ( o , z , zz ) = conv233a ( kernel , norm , pad ) ( i , z , zz ) in o ;
(c) Listing CAPH
Fig. 6.9: Acteur conv33
Au sein d’un FPGA, les blocs arithmétiques DSP sont des blocs dédiés aux calculs des
multiplications. On peut alors se demander ce que l’utilisation de ces blocs pourrait avoir
comme impact sur les performances du calcul d’une convolution. L’optimisation faite par
le synthétiseur qui consiste à transformer la multiplication en une opération câblée peut se
contourner de deux manières. La première consiste à modifier certains paramètres de l’ou-
til manuellement. La seconde force l’utilisation de DSP en spécifiant les coefficients de la
convolution non plus par des valeurs statiques mais via des ports d’entrées/sorties.
Le mécanisme de ports est apparu dans la version 2.5 du langage, avec pour objectif la
communication asynchrone des acteurs avec l’environnement extérieur. Un port peut fonc-
tionner en entrée ou en sortie dans un réseau. S’il est utilisé en entrée, cela permet le para-
métrage dynamique de certaines valeurs de l’application. Le comportement du port est alors
équivalent à une FIFO d’une seule place jamais vide. A chaque lecture, l’acteur obtient la
valeur présente dans la FIFO mais sans consommer la donnée. La valeur de la FIFO peut
être mise à jour depuis l’extérieur de manière asynchrone. En VHDL les ports sont implantés
par des registres, plus la logique de contrôle pour être conforme aux interfaces des FIFOs de
CAPH. Si le port est utilisée en entrée, ce registre peut être écrit depuis l’extérieur et être lu
depuis n’importe quel acteur du réseau.
Dans notre cas, spécifier les coefficients du masque de convolution sous la forme de va-
leurs fournies via des ports d’entrées/sorties conduit au réseau décrit sur la Fig. 6.10.


















(a) Schéma de connexions
k8
conv33_dsp_a(0,0)
k7 k6 k5 k4 k3 k2 k1 k0
o
i
(b) Réseau de l’acteur avec ports
a c t o r conv233_dsp_a ( n : in t , v : in t <s ,m>)
in ( a : in t <s ,m> dc ,
k0 : in t <s ,m> , k1 : in t <s ,m> , k2 : in t <s ,m> , -- noyaux via ports
k3 : in t <s ,m> , k4 : in t <s ,m> , k5 : in t <s ,m> ,
k6 : in t <s ,m> , k7 : in t <s ,m> , k8 : in t <s ,m> ,
z : in t <s ,m> , zz : in t <s ,m>)
out ( c : in t <s ,m> dc , oz : in t <s ,m> , ozz : in t <s ,m>)
var s : { S0 , S1 , S2 , S3 , S4 , S5 , S6 , S7 , S8 } = S0
var x1 : in t <s ,m>
var x2 : in t <s ,m>
var x4 : in t <s ,m>
var x5 : in t <s ,m>
var x7 : in t <s ,m>
var x8 : in t <s ,m>
rules
| ( s : S0 , a : ’ < ) > ( s : S1 , c : ’ < )
| ( s : S1 , a : ’ > ) > ( s : S0 , c : ’ > )
| ( s : S1 , a : ’ < ) > ( s : S2 , c : ’ < )
| ( s : S2 , a : ’ p ) > ( s : S2 , c : ’ v , oz : p )
| ( s : S2 , a : ’ > ) > ( s : S3 , c : ’ > )
| ( s : S3 , a : ’ < ) > ( s : S4 , c : ’ < )
| ( s : S4 , a : ’ x0 , z : x3 ) > ( s : S4 , c : ’ v , ozz : x3 , oz : x0 )
| ( s : S4 , a : ’ > ) > ( s : S5 , c : ’ > )
| ( s : S5 , a : ’ > ) > ( s : S0 , c : ’ > )
| ( s : S5 , a : ’ < ) > ( s : S6 , c : ’ < )
| ( s : S6 , a : ’ x0 , z : x3 , zz : x6 ) > ( s : S7 , c : ’ v , x7 : x6 , x4 : x3 , x1 : x0 , ozz : x3 , oz : x0 )
| ( s : S7 , a : ’ x0 , z : x3 , zz : x6 ) > ( s : S8 , c : ’ v , x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 , x4 : x3 , x1 : x0 , ozz : x3 , oz : x0 )
| ( s : S8 , a : ’ x0 , z : x3 , zz : x6 , k0 : k0 , k1 : k1 , k2 : k2 , k3 : k3 , k4 : k4 , k5 : k5 , k6 : k6 , k7 : k7 , k8 : k8 ) >
( s : S8 , c : ’ ( ( k0 * x0+k1 * x1+k2 * x2+k3 * x3+k4 * x4+k5 * x5+k6 * x6+k7 * x7+k8 * x8 ) >>n ) ,
x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 , x4 : x3 , x1 : x0 , ozz : x3 , oz : x0 )
| ( s : S8 , a : ’ > ) > ( s : S5 , c : ’ > ) ;
-- Fonction d’ordre supérieure
net conv233_dsp norm pad i k0 k1 k2 k3 k4 k5 k6 k7 k8 = l e t rec ( o , z , zz ) = conv233_dsp_a ( norm , pad ) ( i , k0 , k1 ,
k2 , k3 , k4 , k5 , k6 , k7 , k8 , z , zz ) in o ;
(c) Listing CAPH
Fig. 6.10: Réseau CAPH pour la formulation mono acteur avec ports
Les résultats d’implémentation de cette dernière formulation sont donnés dans la table 6.5.
Comme annoncé, cette formulation permet bien l’exploitation des blocs arithmétiques DSP.
L’empreinte logique est constante mais le gain obtenu par le déport du calcul arithmétique de
la convolution sur les blocs DSP est compensé par la logique nécessaire à la gestion des neufs
ports (utilisant des registres). Par ailleurs, la fréquence maximale de fonctionnement a chuté
d’environ 15% (moyenne 74.5MHz), ce qui n’est pas négligeable. Cette chute de fréquence
s’explique par le temps de transmission des données pour aller jusqu’aux blocs DSP.
6.1. Le choix de la granularité d’un acteur/réseau : cas de la convolution 3x3 145




requise (bits) M10K allouée (bits) (MHz)
64 64 272 p0.6q 2144 2 20480 9 71.8
128 128 274 p0.6q 4192 2 20480 9 71.3
256 256 287 p0.7q 8288 2 20480 9 72.8
512 512 292 p0.7q 16480 4 40960 9 78.6
840 640 298 p0.7q 26976 4 40960 9 75.2
1280 960 294 p0.7q 41056 8 81920 9 78.5
1920 1080 294 p0.7q 61536 8 81920 9 71.6
4096 2160 307 p0.7q 131168 32 327680 9 77.9
Tab. 6.5: Résultats d’implémentation de la formulation mono-acteur avec ports
Pour finir, notons que, bien que les résultats d’implémentation obtenus n’apportent pas
de gain significatif en termes de ressources logiques ou de fréquence maximale de fonction-
nement, cette dernière formulation présente par ailleurs un autre intérêt : celui d’autoriser la
modification dynamique des noyaux de convolutions (c’est-à-dire le changement du masque
de pendant l’exécution du programme sur le FPGA.
6.1.6 Bilan comparatif
Deux remarques générales sur les différentes formulation peuvent être faites :
• La manière de stocker une ligne de pixels au sein d’un acteur a un impact important
les ressources finales. Dans le cas d’une mémorisation de ligne en interne de l’acteur
(première formulation), chaque pixel va utiliser des registres du FPGA. Les ressources
logiques nécessaires deviennent alors dépendantes de la dimension d’image. Une mé-
thode, basée sur l’utilisation de canaux rebouclés à l’extérieur de l’acteur permet l’ex-
ploitation des blocs mémoires du FPGA. Néanmoins, l’allocation de mémoire SRAM a
un inconvénient. Chaque bloc mémoire n’ayant que deux ports, lorsque ces ports sont
affectés à un processus, les ressources mémoires ne peuvent plus être partagées, même
si l’espace mémoire allouée par le processus n’exploite que partiellement cette mémoire.
• La formulation qui conduit aux meilleurs résultats est la version mono-acteur sans
ports. Le nombre de d’éléments logiques est faible, les mémoires SRAM sont bien ex-
ploitées et la fréquence finale élevée (autour de 90 MHz). Cette forme n’est cependant
la plus efficace que si l’on ne considère que le calcul d’une seule convolution. Dans le
cadre d’un ensemble de convolutions effectuées en parallèle sur le même flux d’entrée,
chaque acteur mémorisera les mêmes deux lignes de voisinage. Il serait dans ce cas pré-
férable de "factoriser" la mémorisation des lignes en revenant à un seul acteur msfl suivi
d’une collection d’acteurs maddn.
Dans un second temps, afin de juger de l’impact des paramètres mis en exergue par les
différentes formulations, nous avons choisi de quantifier ces paramètres sous la forme de
diagrammes de type "radar chart". Les résultats sont résumés sur la Fig. 6.11. Six paramètres
sont quantifiés : ALM, M10K, Efficacité Mémoire, Fréquence maximale, nombre de blocs DSP et
Expressivité. Les cinq premiers sont technologiques. Le dernier, plus subjectif, correspond au
nombre de lignes de codes nécessaires, mais aussi à l’effort de formulation à effectuer (il
est plus naturel pour un programmeur d’indexer un tableau que de gérer des séquences de
lectures/écritures dans une FIFO rebouclée par exemple).



































(e) Mono-acteur avec ports
Fig. 6.11: Comparaison des résultats d’implémentation des différentes formulations de convolution 3
3 pour une image de dimensions 1280 960. Ce graphique montre les résultats de manières
qualitatives. Les résultats précis sont disponibles dans les tables 6.1, 6.2, 6.3, 6.4, 6.5.
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Voici les conclusions que l’on peut tirer de ces diagrammes :
• Le surcoût dû à l’utilisation des FIFOs est loin d’être négligeable. Il est donc préfé-
rable d’écrire des acteurs avec une grosse granularité plutôt qu’une collection de petits
acteurs élémentaires si on se place du point de vue des ressources. Cependant cette
approche diminue d’une part la lisibilité et la compréhension du comportement des ac-
teurs, et d’autre part la réutilisation des acteurs (il est plus facile de réutiliser des acteurs
"simples" généraux que des acteurs complexes spécialisés). Par exemple, l’acteur msfl33
et les acteurs d1lr/d1p/maddn offrent la même fonctionnalité mais l’acteur msfl33 n’est
défini que pour un voisinage 3 3 alors que les acteurs d1lr et d1p sont exploitables par
toute fonction formant un voisinage N  N.
• Les variables locales de type tableau au sein des acteurs sont à utiliser avec précaution.
En effet, chaque bit est alors implanté dans un registre. Si les accès à un tableau peuvent
être décrits sous la forme de lecture/écriture séquentielles dans une FIFO, alors il est
préférable d’utiliser une formulation exploitant des FIFOs rebouclées car elle conduira
à une meilleur allocation des ressources finales.
• Le mécanisme de ports asynchrones permet de forcer l’instanciation des modules arith-
métiques DSPs et des noyaux de convolutions dynamiques. On a toutefois montré
qu’utiliser ce mécanisme afin de limiter la consommation de ressources matérielles
n’était pas forcément probant. En effet, l’usage des blocs DSP, s’il permet de limiter
d’un côté le nombre de blocs logiques affectés aux multiplications se paie d’un autre
côté par l’utilisation de logique et de registres supplémentaires pour contrôler les DSP.
Par ailleurs, il a été observé une baisse sensible de la fréquence maximale de fonction-
nement des applications.
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6.2 Sérialisation/désérialisation des jetons
Cette section s’intéresse au problème général du compromis surface/fréquence en syn-
thèse numérique, à travers la question de la sérialisation des données. On entend par séria-
lisation ici la technique visant à réduire le nombre de ressources logiques requises par un
traitement et fondée sur le multiplexage de ces ressources. Dans le cadre plus spécifique des
modèles flot de données, Carpov dans [CCS13] a notamment abordé cette question par le
biais de celle de la fusion d’acteurs au sein du modèle cyclo-static [BELP96]. L’approche est
illustrée sur la Fig. 6.12.
Soit S  tt1, ..., tnu un ensemble d’acteurs réalisant la même opération. Les acteurs sont
supposés ici avoir un seul port d’entrée (αi) et un seul de sortie (βi). L’ensemble des acteurs
S peut être réduit à un seul acteur tS, exécutant la même opération et présentant la même
interface que chaque acteur ti. Les données d’entrées (αi) sont multiplexées par un acteur J et
les sorties (βi) sont démultiplexées par l’acteur S.
(a) Ensemble d’acteurs équi-
valent
(b) Acteurs fusionnés
Fig. 6.12: Fusion d’acteurs, source [CCS13]
La technique de sérialisation illustrée sur la Fig. 6.12 n’est applicable que si les données
peuvent être temporellement multiplexées. Plus précisément, si on suppose tαi le temps moyen
entre deux arrivées de jetons sur la canal αi et tj le temps entre deux activations de l’acteur
de sérialisation J, on doit avoir :
n¸
i
tαi ¤ n tJ (6.6)
où n correspond au nombre de canaux à sérialiser. Dans le cas des programmes CAPH, une
contrainte supplémentaire liée au cadencement commun de tous les acteurs du réseau fait que
tαi  tJ  tpix où tpix est le temps entre l’arrivée de deux pixels successifs. Il est alors possible
de sérialiser les données à la seule condition que le nombre de données ait été diminué d’un
facteur n en amont par des acteurs dont le ratio production/consommation est inférieur à 1.
Le comportement dynamique des acteurs de CAPH - qui rend la détermination statique
du rapport production/consommation impossible dans le cas général - fait que la technique
de sérialisation exposée ci-dessus est difficile à appliquer de manière automatique. Toute-
fois, il existe de nombreuses applications où elle peut être appliquée de manière ad hoc via
une reformulation adéquate. C’est le cas de l’application de détection de piétons décrite au
chapitre 4 pour laquelle le descripteur HOG peut être sérialisé avant sa normalisation. Dans
cette application, la sérialisation est rendue possible par la présence des acteurs de calcul
d’histogramme qui réduisent la quantité de données d’un facteur 64, alors que le descripteur
contient 32 composantes. Les deux graphes flot de données (avant et après sérialisation) sont
illustrés sur la Fig. 6.13.
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(a) Graphe flot de données initial de l’application
HOG-SVM
Pixels (p)
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(b) Graphe flot de données après sérialisation
Fig. 6.13: Graphes flot de données de l’application HOG-SVM et après sérialisation du descripteur
L’intégration d’un acteur de sérialisation au sein de la formulation du graphe de la
Fig. 6.13b a un impact sur la formulation d’autres acteurs tel que weight_distribution ou
bien dot_product. L’acteur weight_distribution produit maintenant un seul canal de sortie
sur lequel les 32 composantes sont envoyées en série. L’acteur dot_product effectue le produit
scalaire du descripteur sérialisé. Nous avons transcrit en CAPH ces modifications et implanté
le programme ainsi modifié sur la plateforme DreamCam. Les résultats sont décrits dans la
table. 6.6






Graphe initial 37163 32940 18315 240096 62 32 21.2
Après sérialisation 21117 19171 11303 240096 62 1 21.9
L’utilisation de la sérialisation sur l’application HOG-SVM a permis de réduire l’empreinte
logique de 56%, ce qui n’est pas négligeable. Le nombre de blocs arithmétiques nécessaire est
lui, fort logiquement, divisé par 32. L’impact sur la fréquence maximale n’est toutefois pas
significatif sur cet exemple à cause de la présence des diviseurs, qui imposent d’emblée une
fréquence relativement basse.
Un paramètre qui peut avoir un impact significatif sur les performances de l’acteur de
sérialisation est le nombre d’entrées à sérialiser. La Fig. 6.14 montre l’évolution de la fréquence
de l’acteur en fonction du nombre d’entrées du sérialiseur pour les deux architectures de
FPGA utilisées dans cette thèse (Cyclone III et V d’Altera). Les conditions d’expérimentations
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choisies sont plutôt favorables à une fréquence élevée car seul l’acteur de sérialisation est
implanté, ce qui signifie qu’une faible partie des ressources du FPGA est allouée. Dans le cas
d’une application plus complexe, le taux d’occupation du FPGA par les autres composants
rajoutera des contraintes supplémentaires qui auront pour effet d’impacter plus négativement
la fréquence maximale.

























Fig. 6.14: Evolution de la fréquence maximale de l’acteur de sérialisation en fonction du nombre d’en-
trées
Les résultats de la Fig 6.14 montrent que la fréquence maximale de fonctionnement de l’ac-
teur de sérialisation chute avec le nombre d’entrées. Sur la courbe du cyclone III, la fréquence
maximale pour deux entrées est de 126 Mhz, puis de 75 MHz pour 32 entrées (dimension
du descripteur HOG sérialisé) et continue de diminuer au fur et à mesure que le nombre
d’entrées augmente. Ces résultats s’expliquent par le modèle de machine d’états utilisé lors
de la génération des acteurs (voir manuel de référence de CAPH [Ser15] et l’annexe E pour
un exemple). En effet, plus le nombre d’entrées/sorties augmente, plus l’état central généré
comporte de tests à effectuer sur les règles d’activation. La Fig 6.14 montre également que
les dernières architectures Cyclone V sont moins sensibles à ce problème. Les ALM ont un
mode de fonctionnement LUT étendue (présenté dans la section 2.1) permettant d’optimiser
les ressources justement pour ce cas de figure.
Les expérimentations menées dans cette section montrent que la sérialisation des jetons
dans un graphe flot de données développé en CAPH est une technique qui peut permettre
de diminuer les ressources matérielles requises sur le FPGA ciblé. Il faut toutefois vérifier la
capacité de l’acteur de sérialisation à multiplexer temporellement les jetons, et que la perte en
fréquence ne soit pas inacceptable vis à vis du gain en ressources logiques.
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6.3 Conclusions et perspectives
La possibilité d’explorer rapidement l’espace de conception est un intérêt majeur d’un
outil de synthèse haut-niveau comme CAPH. Il devient alors aisé de tester un ensemble de
solutions pour le déploiement d’une application sur une cible matérielle afin de choisir la
plus performante. L’exploration proposée dans ce chapitre sur un exemple de convolution a
montré qu’il existe souvent plusieurs solutions. Chaque solution offre un compromis différent
entre expressivité du code et performances matérielles.
Toutefois, comme avec tout outil, certaines règles lors de la description sont souhaitables
afin d’optimiser au mieux les performances d’une application. Notamment, la mémorisation
en interne de données de type tableau en CAPH peut conduire à un usage significatif des
ressources de type registre. Il a été montré qu’une formulation utilisant des FIFOs rebou-
clées permettait au contraire l’exploitation de blocs mémoire SRAM dédiés. Toutefois cette
approche complexifie la compréhension de la description du comportement de l’acteur et
n’est possible que si les accès au tableau sont séquentiels. Une piste d’amélioration serait de
modifier la transcription VHDL des tableaux en fonction de la dimension de ceux-ci. De ma-
nière similaire à l’approche utilisée pour les FIFOs, un composant décrivant le fonctionnement
d’une mémoire pourrait être directement implanté au sein de l’acteur lors de l’utilisation d’un
tableau. Dans ce cas, pour chaque règle d’activation utilisant le tableau, le pointeur d’adresse
de lecture de la mémoire serait associée à l’expression utilisée pour l’accès d’une donnée dans
la partie gauche des règles d’activation. Le pointeur d’écriture serait lui associé à l’expression
utilisée dans la partie droite des règles. Les mémoires SRAM étant double ports, cette amélio-
ration n’est toutefois possible que si le nombre d’accès est inférieur ou égal à deux écritures et
deux lectures par règle. Une version simplifiée de cette proposition d’amélioration a d’ailleurs
été implantée dans la dernière version de l’outil CAPH (2.7.0, dec 2015), pour les acteurs de
retard ligne (d1li).
Avec les premières versions du compilateur CAPH, le modèle de machines d’états utilisé
lors de la génération de la représentation VHDL intercalait des états intermédiaires, pendant
lesquels les commandes des FIFOs étaient redescendues à 0. Cette contrainte a un impact
fort sur les performances du code généré. En effet, elle impose d’avoir une fréquence d’ac-
tivation des acteurs deux fois supérieure à celle des pixels en entrée du réseau. Les FIFOs,
quelque soit le modèle utilisé, peuvent supporter des lectures et écritures continues. De cette
constatation a découlé une étude permettant d’améliorer les performances du code généré.
La dernière version du compilateur (2.7.0), disponible en décembre 2015, s’appuie désormais
sur un modèle d’acteur sans états de repos et un contrôle optimisé des FIFOs afin que les
deux fréquences susdites puissent être identiques. La suppression des états de repos fait par
ailleurs que la machine d’états ne comporte plus qu’un seul état, ce qui simplifie le code RTL
généré. En termes de performances, le nombre d’images par seconde maximal que peuvent
traiter les applications précédemment développées est donc multiplié par deux soit, 20 ima-
ges/sec pour l’application de détection de piétons et 45 images/sec pour le réseau CNN, avec
la simple utilisation de la nouvelle version du compilateur.
Les expérimentations menées sur la possibilité de sérialiser les jetons dans un réseau
CAPH ont montré un impact positif sur les ressources matérielles. Toutefois, le modèle flot
de données sur lequel repose CAPH rend difficile l’automatisation de cette approche. La pre-
mière limitation est la cadence unique de tous les acteurs. Avoir la possibilité de modifier
les fréquences de fonctionnement de certaines parties du réseau permettrait d’ouvrir plus
d’opportunités à l’utilisation de cette approche. La seconde limitation vient du caractère dy-
namique du modèle flot de données sur lequel repose CAPH, qui interdit à priori et dans le cas
général une prédiction statique (à la compilation) du scénario d’activation des règles au sein
des acteurs et des taux de remplissage des FIFO entre les acteurs. Pour certaines applications,
toutefois, ce caractère dynamique n’est pas exploité et on peut se ramener à un modèle flot
de données statique, pour lequel les ratios production/consommation et les taux de remplis-
sage des FIFOs sont effectivement calculables à la compilation. Dans ce cas, les techniques de
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transformation/optimisation comme la sérialisation prennent un intérêt certain.
Par ailleurs, le mécanisme de ports d’entrées/sorties asynchrones a plusieurs avantages.
Il permet notamment la modification dynamique de certaines valeurs du programme lors
de son exécution sur le FPGA. Ce mécanisme a également un intérêt dans la définition du
modèle flot de données de CAPH, qui en plus d’être dynamique devient paramétré (tel que
le PIMM [DPN 13]). En effet, le taux de consommation et de production des acteurs peuvent
varier en fonction de la valeur d’un port.
Enfin, la dernière perspective d’évolution abordée ici concerne la question de la fusion
automatique d’acteurs flot de données. Ce sujet a été déjà abordé dans de précédents tra-
vaux [Jan11, TLRW14, BEL 15]. Le modèle de machine d’états proposé par Janneck [Jan11]
est un bon point de départ pour l’étude de la fusion d’acteur CAPH. L’exploration effectuée
sur les différentes formes de réseau pour la convolution est en fait une démarche manuelle de
ce que pourrait fournir automatiquement l’analyse du regroupement des acteurs. A partir du
modèle de CAPH et d’heuristiques, il pourrait être possible de proposer un ensemble de mé-
thodes fournissant des résultats de ressources différents, simplifiant le travail d’exploration
mené par le développeur.
7Conclusion et Perspectives
7.1 Conclusions
Cette thèse a montré que l’utilisation du modèle flot de données permet de répondre aux
problématiques de synthèse haut-niveau pour l’implémentation d’algorithmes de traitement
d’images sur FPGA. Il est en particulier montré que ce modèle se prête à la description et
à l’implémentation d’applications allant au delà du simple traitement d’images bas niveau.
Les deux applications traitées ici, bien que se rattachant toutes deux au même domaine de
l’apprentissage supervisé, sont en effet suffisamment différentes à la fois dans leur structure
et dans la reformulation pour valider de manière générale la méthode.
La première application, constituée des algorithmes HOG et SVM appliqués à la détection
de piétons a requis un effort de reformulation important. Une part significative de cet effort
a consisté à expliciter le parallélisme de données et de flux que les formulations séquentielles
laissent implicites. De cet effort a découlé la proposition de nouvelles formulations respec-
tant les contraintes du modèle flot de données tout en maximisant le parallélisme exploitable.
Toutefois, certaines limites concernant les performances du code généré ont été atteintes. En
ce qui concerne la fiabilité de classification du système, il a été observé que la dégradation
majeure de la qualité de détection provenait du choix du type de normalisation lors de la dé-
termination du descripteur HOG et non de la représentation en virgule fixe des données. Afin
de compenser cette dégradation, qui conduit pratiquement à une augmentation du nombre
de faux positifs, un système de filtrage a été proposé. Ce système permet de réduire le taux
de faux positifs tout en conservant le taux de bonnes détections, permettant ainsi d’atteindre
le niveau de fiabilité fourni par les implémentations logicielles de référence.
La seconde application a abordé les réseaux de neurones convolutionnels (CNNs). Le pa-
rallélisme de tâches et la faible dépendance de données au sein de ces réseaux facilitent la
reformulation suivant le modèle flot de données. Ceci dit, les premiers résultats d’implémen-
tation montrent que les ressources nécessaires pour une implémentation sur FPGA peuvent
être importantes. C’est là qu’une méthodologie et des outils autorisant une exploration rapide
du compromis performances de classification/ressources requises prennent tout leur sens.
Les travaux décrits ici ont par ailleurs permis d’extraire des informations plus générales
sur les problématiques d’implémentation du modèle flot de données sur FPGA, notamment
lors de l’utilisation de l’outil de HLS CAPH. Parmi les règles de codage mises en évidence, on
peut citer notamment l’utilisation de canaux rebouclés pour la mémorisation des lignes dans
le cas des acteurs opérant sur un voisinage et la sérialisation des données.
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7.2 Perspectives
Les perspectives de recherche et d’évolution des travaux se situent à deux niveaux : au
niveau applicatif d’une part et au niveau des outils de HLS d’autre part.
Au niveau applicatif, la première perspective portant sur l’application de détection de pié-
tons consisterait à revoir la formulation flot de données des unités SVM afin de supporter le
recouvrement des fenêtres de détection tout en rendant possible l’exécution du code généré
sur notre plateforme de vision (DreamCam). Ensuite, afin d’améliorer la fiabilité de détec-
tion du système, la gestion de plusieurs échelles est souhaitable. Le passage à un système
multi-échelles se fait assez simplement en pratique par la mise en parallèle du système déjà
formulé, avec l’ajout d’un pyramide gaussienne. Ces évolutions nécessiteront également une
modification du système de filtrage, qui devra exploiter l’ensemble des résultats sur chacune
des échelles afin d’améliorer les performances de classification. Enfin, l’ajout d’un descripteur
de texture de type LBP dans la détermination de l’espace de description est souhaitable. Les
récentes évaluations [YPW 15, BOH 14] ont en effet montré que ce descripteur, couplé avec
un descripteur HOG, améliore les performances de détection.
Concernant les réseaux de neurones convolutionnels, deux axes de recherche peuvent être
approfondis. Le premier axe concerne les aspects algorithmiques avec l’intégration des pro-
blématiques liées à la représentation des données comme des paramètres à optimiser lors
de la phase d’apprentissage, notamment en exploitant les techniques dites de l’approximate
computing. Le second axe concerne les aspects méthodologiques, avec la création d’un outil
spécifique pour l’implémentation automatique de réseaux CNN vers des implémentations
FPGA. Un tel outil pourrait soit s’appuyer explicitement sur le langage CAPH comme lan-
gage intermédiaire, soit utiliser une représentation intermédiaire dérivée de celle sur laquelle
CAPH repose mais exploitant certaines spécificités des CNNs afin d’optimiser l’implantation.
Il serait intéressant d’intégrer à cet outil une exploration automatique des configurations pos-
sibles de réseaux en utilisant des heuristiques afin de maximiser à la fois la classification et
les ressources, afin d’obtenir le meilleur compromis pour un problème donné.
Au niveau des outils de HLS, et plus particulièrement du langage CAPH, le code généré
avec les récentes optimisations permet d’atteindre des performances tout à fait satisfaisantes
tout en conservant une bonne portabilité. Le futur de l’outil se situe donc sur les transfor-
mations automatiques qu’il serait possible de faire dans certains cas et qui permettraient
d’améliorer encore ces performances, tant au niveau de la consommation des ressources que
de la fréquence maximale de fonctionnement. En effet, le comportement dynamique de l’ou-
til, assez peu exploité en pratique, se paie cher en terme de ressources sur l’ensemble des
applications. Il empêche notamment la mise en œuvre automatique de transformations à la
compilation telles que la sérialisation des données ou la détermination exacte de la profon-
deur des canaux de communication.
Au niveau du langage lui même, deux axes de développement pourraient être la possibilité
de paramétrer le comportement des acteurs avec des fonctions et le support d’un type vecteur
représentant un ensemble de canaux. La première fonctionnalité simplifierait la description
des acteurs opérant de la même manière sur la même structure de flots, en factorisant une
partie des règles d’activations (par exemple, l’acteur de sous-échantillonnage dans les réseaux
CNN). La seconde fonctionnalité permettrait de définir des acteurs opérant sur un ensemble
de canaux, sans avoir à figer précisément le nombre de canaux dans l’interface de l’acteur.
En terme de performances du code généré par l’outil CAPH, la problématique posée par
l’utilisation d’un composant de division a mis en avant la question de la latence d’une ins-
truction d’un acteur. Le modèle actuel de CAPH considère que chaque règle d’activation
s’exécute en un seul cycle d’horloge sur le FPGA. Dans certains cas, comme celui de l’opéra-
tion de division, cette contrainte implique une logique combinatoire trop importante et donc
une chute de la fréquence maximale de fonctionnement. Il se pose alors la question du sup-
port d’instructions pouvant prendre plusieurs cycles d’horloge lors de leur exécution. L’enjeu
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est d’insérer la gestion d’un pipeline automatiquement au sein des acteurs tout en continuant
de masquer la notion de cycle d’horloge au niveau du langage de description.
La méthode de programmation proposée dans cette thèse permet d’abstraire certaines
problématiques liées à la programmation des circuits reconfigurables pour le traitement vidéo.
Dans le contexte applicatif des réseaux de capteurs, cette méthodologie pourrait être une
composante d’une méthodologie plus générale, offrant l’abstraction, voire la virtualisation,
de plateformes hétérogènes dans l’Internet des objets.
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ADescription des acteurs pour la détection de piétons
Dans cette annexe, l’ensemble de l’implémentation du système défini dans le chapitre 4
est présenté. Dans le cas des acteurs simples, seul le code CAPH est nécessaire à la com-
préhension du comportement de l’acteur. Pour ce qui est des acteurs plus élaborés, des re-
présentations graphiques sous forme de machines d’états, correspondantes à la description
CAPH sont fournies afin d’accompagner le lecteur dans l’analyse du code. Aussi, les schémas
de connexion des entrées/sorties de certains acteurs utilisant des canaux de communication
rebouclés seront dessinés.
On rappelle que la distinction entre les jetons de contrôle et de données est assurée par le
type variant dc pour les entrées et sorties, défini comme :
type t dc = SoS | EoS | Data of t
où SoS (Start of Structure), EoS (End of Structure) et Data sont des constructeurs encodant
respectivement les jetons de contrôle "<", ">" et les jetons de données. Il est possible d’utiliser
une notation abrégée pour le type dc, où SoS est équivalent à ’<, EoS à ’> et Data of t à ’t.
On utilisera la notation abrégée pour les descriptions d’acteurs alors que la notation complète











Fig. A.1: Schéma de connexion de l’acteur Convolution 3 3
Listing A.1: Listing CAPH de l’acteur de convolution centré conv33
a c t o r conv ( k : signed <19> array [ 9 ] , n : unsigned <4>, v : signed <10>)
in ( a : unsigned <8> dc , z : unsigned <8> dc , zz : unsigned <8> dc )
out ( c : signed <10> dc , oz : unsigned <8> dc , ozz : unsigned <8> dc )
var s : { WaitSoF , WaitSoL1 , BufL1 , WaitSoL2 , BufL2 , WaitNewL , Bufpix1 , Bufpix2 , Conv , Dumpixel ,
Dumptok , Dumpline , DumpEoF} = WaitSoF
var x1 : unsigned <8>
var x2 : unsigned <8>
var x4 : unsigned <8>
var x5 : unsigned <8>
var x7 : unsigned <8>
var x8 : unsigned <8>
rules
| ( s : WaitSoF , a : ’ < ) > ( s : WaitSoL1 , c : ’ < )
| ( s : WaitSoL1 , a : ’ < ) > ( s : BufL1 , oz : ’ < )
| ( s : BufL1 , a : ’ p ) > ( s : BufL1 , oz : ’ p )
| ( s : BufL1 , a : ’ > ) > ( s : WaitSoL2 , oz : ’ > )
| ( s : WaitSoL2 , a : ’ < , z : ’ < ) > ( s : BufL2 , c : ’ < , ozz : ’ < , oz : ’ < )
| ( s : BufL2 , a : ’ x0 , z : ’ x3 ) > ( s : BufL2 , c : ’ v , ozz : ’ x3 , oz : ’ x0 )
| ( s : BufL2 , a : ’ > , z : ’ > ) > ( s : WaitNewL , c : ’ > , ozz : ’ > , oz : ’ > )
| ( s : WaitNewL , a : ’ < , z : ’ < , zz : ’ < ) > ( s : Bufpix1 , c : ’ < , ozz : ’ < , oz : ’ < )
| ( s : WaitNewL , a : ’ > ) > ( s : Dumptok , ozz : ’ > , oz : ’ > )
| ( s : Bufpix1 , a : ’ x0 , z : ’ x3 , zz : ’ x6 ) > ( s : Bufpix2 , x7 : x6 , x4 : x3 , x1 : x0 , ozz : ’ x3 , oz : ’ x0 )
| ( s : Bufpix2 , a : ’ x0 , z : ’ x3 , zz : ’ x6 ) > ( s : Conv , c : ’ v , x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 , x4 : x3 , x1 :
x0 ,
ozz : ’ x3 , oz : ’ x0 )
| ( s : Conv , a : ’ x0 , z : ’ x3 , zz : ’ x6 ) > ( s : Conv , c : l e t cc = ( k [ 0 ] : signed <19>) * ( x0 : signed <19>)+
( k [ 1 ] : signed <19>) * ( x1 : signed <19>)+
( k [ 2 ] : signed <19>) * ( x2 : signed <19>)
( k [ 3 ] : signed <19>) * ( x3 : signed <19>)
( k [ 4 ] : signed <19>) * ( x4 : signed <19>)
( k [ 5 ] : signed <19>) * ( x5 : signed <19>)
( k [ 6 ] : signed <19>) * ( x6 : signed <19>)
( k [ 7 ] : signed <19>) * ( x7 : signed <19>)
( k [ 8 ] : signed <19>) * ( x8 : signed <19>)
in ’ ( ( cc >> n ) : signed <10>) ,
x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 ,
x4 : x3 , x1 : x0 , ozz : ’ x3 , oz : ’ x0 )
| ( s : Conv , a : ’ > , z : ’ > , zz : ’ > ) > ( s : Dumpixel , c : ’ v , ozz : ’ > , oz : ’ > )
| ( s : Dumpixel ) > ( s : WaitNewL , c : ’ > )
| ( s : Dumptok , z : ’ < , zz : ’ < ) > ( s : Dumpline , c : ’ < ) ;
-- mapping function for conv_hv
net conv_hv kernel norm pad i = l e t rec ( o , z , zz ) = conv ( kernel , norm , pad ) ( i , z , zz ) in o ;
Listing A.2: Fonctions d’ordre supérieur pour les convolueurs
-- Poids de la méthode HOG-Dot
const c o e f f = [
[0S , 512S ,0 S , 0S , 0 S , 0S , 0S , 512 ,0S ] ,
[0S , 473S ,0 S , 196S ,0 S ,196 , 0S ,473 ,0S ] ,
[0S , 362S ,0 S , 362S ,0 S ,362 , 0S , 362 ,0S ] ,
[0S , 196S ,0 S , 473S ,0 S ,473 , 0S ,196 ,0S ] ,
[0S , 0S , 0S , 512S , 0S , 512 , 0S , 0S ,0 S ] ,
[0S , 196 ,0S , 473S ,0 S , 473 , 0S , 196S , 0S ] ,
[0S , 362S ,0 S ,362S ,0 S ,362 , 0S , 362S ,0 S ] ,
[0S , 473 ,0S , 196S ,0 S ,196 , 0S , 473S ,0 S ]
] : signed <19> array [ 8 ] [ 9 ] ;
-- Mapping function convs parallel
net convs dup coef x =
l e t f f i x = conv_hv ( coef [ i ] ) 9 0 x in
mapi f f ( dup i ) ;
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Fig. A.2: Machine d’états de l’acteur de convolution centré Conv33
A.1.2 Argmax
Listing A.3: Listing CAPH de la fonction d’Argmax
a c t o r abs ( )
in ( a : signed <s> dc )
out ( s : unsigned <s> dc )
rules
| a : ’ < > s : ’ <
| a : ’ > > s : ’ >
| a : ’ i > s : i f i <0 then ’( i : unsigned <s >) e l s e ’ ( i : unsigned <s >)
;
Listing A.4: Listing CAPH de l’acteur Comp
a c t o r comp ( )
in ( i1 : unsigned <10> dc , i2 : unsigned <10> dc , nb1 : unsigned <3> dc , nb2 : unsigned <3> dc )
out (mag : unsigned <10> dc , bin : unsigned <3> dc )
rules
|( i1 : ’ < , i2 : ’ < , nb1 : ’ < , nb2 : ’ < ) > (mag: ’ < , bin : ’ < )
|( i1 : ’ > , i2 : ’ > , nb1 : ’ > , nb2 : ’ > ) > (mag: ’ > , bin : ’ > )
|( i1 : ’ a , i2 : ’ b , nb1 : ’ n1 , nb2 : ’ n2 ) > (mag : i f a>b then ’ a e l s e ’b , bin : i f a>b then ’ n1 e l s e ’
n2 )
;
Listing A.5: Listing CAPH de l’acteur Binning
a c t o r binning ( )
in ( mag : unsigned <10> dc , bin : unsigned <3> dc )
out ( h0 : unsigned <10> dc , h1 : unsigned <10> dc , h2 : unsigned <10> dc , h3 : unsigned <10> dc ,
h4 : unsigned <10> dc , h5 : unsigned <10> dc , h6 : unsigned <10> dc , h7 : unsigned <10> dc )
rules (mag, bin ) > ( h0 , h1 , h2 , h3 , h4 , h5 , h6 , h7 )
| ( ’ < , ’ <) > ( ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ <)
| ( ’ > , ’ >) > ( ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ >)
| ( ’m, ’ b ) when b=0 > ( ’m, ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 )
| ( ’m, ’ b ) when b=1 > ( ’ 0 , ’m, ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 )
| ( ’m, ’ b ) when b=2 > ( ’ 0 , ’ 0 , ’m, ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 )
| ( ’m, ’ b ) when b=3 > ( ’ 0 , ’ 0 , ’ 0 , ’m, ’ 0 , ’ 0 , ’ 0 , ’ 0 )
| ( ’m, ’ b ) when b=4 > ( ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’m, ’ 0 , ’ 0 , ’ 0 )
| ( ’m, ’ b ) when b=5 > ( ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’m, ’ 0 , ’ 0 )
| ( ’m, ’ b ) when b=6 > ( ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’m, ’ 0 )
| ( ’m, ’ b ) when b=7 > ( ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’ 0 , ’m) ;
Listing A.6: Listing CAPH de l’acteur paramtodc
a c t o r paramtodc ( k : $ t2 )
in ( i s t ream : $t1 dc )
out ( ostream : $t2 dc )
rules
| istream : ’ < > ostream : ’ <
| istream : ’ > > ostream : ’ >
| istream : ’ x > ostream : ’ k
;
Listing A.7: Listing CAPH des fonctions d’ordre supérieur pour le calcul de l’argmax
-- Fonction d’ordre supérieur pour le premier étage comp
net comp_init i0 i1 k0 k1 = comp ( i0 , i1 , paramtodc k0 ( i0 ) , paramtodc k1 ( i1 ) ) ;
-- Fonction d’ordre supérieur du réseau pour l’argmax
net argmax i i =
l e t ( i0 , i1 , i2 , i3 , i4 , i5 , i6 , i7 ) = map ( abs ) i i in
l e t ( mag01 , bin01 ) = comp_init i0 i1 0 1 in
l e t ( mag23 , bin23 ) = comp_init i2 i3 2 3 in
l e t ( mag45 , bin45 ) = comp_init i4 i5 4 5 in
l e t ( mag67 , bin67 ) = comp_init i6 i7 6 7 in
l e t ( mag0123 , bin0123 ) = comp( mag01 , mag23 , bin01 , bin23 ) in
l e t ( mag4567 , bin4567 ) = comp( mag45 , mag67 , bin45 , bin67 ) in
l e t (mag, bin ) = comp( mag0123 , mag4567 , bin0123 , bin4567 ) in
binning (mag, bin ) ;
A.2 Fonction Histogramme
Listing A.8: Fonctions d’ordre supérieur pour les histogrammes
-- Fonction pour création d’un histogramme
net h i s t n m hx = vsum n (hsum m ( hx ) ) ;
-- Fonction pour l’application de l’histogramme sur l’ensemble des classes
net h i s t s xs ys hx =
map ( h i s t xs ys ) ( hx ) ;
Listing A.9: Listing CAPH de l’acteur hsum
a c t o r hsum ( k : unsigned <8>)
in ( a : unsigned <s> dc )
out ( c : unsigned <s> dc )
var s : { WaitSoF , WaitSoL , Sum} = WaitSoF
var x_sum : unsigned <s>
var j : unsigned <8>
rules
| ( s : WaitSoF , a : ’ < ) > ( s : WaitSoL , c : ’ < ) --(1)
| ( s : WaitSoL , a : ’ < ) > ( s : Sum, c : ’ < , xsum : 0 , j : 0 ) --(2)
| ( s : WaitSoL , a : ’ > ) > ( s : WaitSoF , c : ’ > ) --(3)
| ( s : Sum, a : ’ x ) when j <(k1) > ( s : Sum, xsum : xsum+x , j : j +1) --(4)
| ( s : Sum, a : ’ x ) when j =(k1) > ( s : Sum, c : ’ ( xsum+x ) , xsum : 0 , j : 0 ) --(5)













xsum :xsum+x, j :j+1
a :Data(x), j=k-1
c :xsum+x, xsum=0,j :0
Fig. A.3: Implémentation de l’acteur hsum
Listing A.10: Listing CAPH de l’acteur vsum
a c t o r vsum_act ( k : unsigned <8>)
in ( a : unsigned <16> dc , z : unsigned <16>)
out ( c : unsigned <16> dc , oz : unsigned <16>)
var s : { WaitSoF , Wait1L , F i r s t L i n e , WaitSoL ,ACC, WaitkLine , WriteRes } = WaitSoF
var j : unsigned <8>
rules
| ( s : WaitSoF , a : ’ < ) > ( s : Wait1L , c : ’ < )
| ( s : Wait1L , a : ’ > ) > ( s : WaitSoF , c : ’ > )
| ( s : Wait1L , a : ’ < ) > ( s : F i r s t L i n e )
| ( s : F i r s t L i n e , a : ’ x ) > ( s : F i r s t L i n e , oz : x )
| ( s : F i r s t L i n e , a : ’ > ) > ( s : WaitSoL , j : 1 )
| ( s : WaitSoL , a : ’ < ) > ( s :ACC)
| ( s :ACC, a : ’ x , z : acc ) > ( s :ACC, oz : x+acc )
| ( s :ACC, a : ’ > ) when j <(k2) > ( s : WaitSoL , j : j +1)
| ( s :ACC, a : ’ > ) > ( s : WaitkLine , j : 0 )
| ( s : WaitkLine , a : ’ < ) > ( s : WriteRes , c : ’ < )
| ( s : WriteRes , a : ’ x , z : acc ) > ( s : WriteRes , c : ’ ( x+acc ) )
| ( s : WriteRes , a : ’ > ) > ( s : Wait1L , c : ’ > ) ;
-- Mapping function


































Attente du jeton de début d’image
Attente du jeton de début de
la première ligne de l’image
ou du jeton de fin d’image
On mémorise la première li-
gne de données et on met la
valeur de j à 1 lorsque le jeton
de fin de ligne arrive en entrée
Attente du jeton de début de ligne
Accumulation verticale. Chaque don-
née d’entrée est accumulée avec la va-
leur de la ligne précédente et renvoyé
dans la fifo rebouclée. A chaque fin
de ligne, on incrémente la valeur de j
On attend le début de la k-ième ligne
Génération de la ligne des don-
nées résultant de l’accumula-
tion des k précédentes lignes
(b) FSM de l’acteur












Fig. A.5: Schémas de connexion de l’acteur block_extraction
Listing A.11: Extraction block 2x2
a c t o r b l o c k _ e x t r a c ( )
in ( a : unsigned <16> dc , -- input
z : unsigned <16> dc ) -- previous line (fed back through an external link)
out ( o0 : unsigned <16> dc , -- output
o1 : unsigned <16> dc , -- output
o2 : unsigned <16> dc , -- output
o3 : unsigned <16> dc , -- output
n : unsigned <18> dc ,
oz : unsigned <16> dc ) -- previous line (fed back through an external link)
var s : { WaitSoF , WaitSoL1 , BufL1 , WaitNewL , Bufpix1 , E x t r a c t } = WaitSoF
var x1 : unsigned <16>
var x2 : unsigned <16>
var x3 : unsigned <16>
var j : unsigned <4>
var i : unsigned <8>
rules
| ( s : WaitSoF , a : ’ < , z : ’ < ) > ( s : WaitSoL1 , o0 : ’ < , o1 : ’ < , o2 : ’ < , o3 : ’ < , n : ’ < )
| ( s : WaitSoF , a : ’ < ) > ( s : WaitSoL1 , o0 : ’ < , o1 : ’ < , o2 : ’ < , o3 : ’ < , n : ’ < )
| ( s : WaitSoL1 , a : ’ < , z : ’ < ) > ( s : BufL1 , oz : ’ < )
| ( s : WaitSoL1 , a : ’ < ) > ( s : BufL1 , oz : ’ < )
| ( s : BufL1 , a : ’ p , z : ’ y ) > ( s : BufL1 , oz : ’ p )
| ( s : BufL1 , a : ’ p ) > ( s : BufL1 , oz : ’ p )
| ( s : BufL1 , a : ’ > , z : ’ > ) > ( s : WaitNewL , oz : ’ > )
| ( s : BufL1 , a : ’ > ) > ( s : WaitNewL , oz : ’ > )
| ( s : WaitNewL , a : ’ < , z : ’ < ) > ( s : Bufpix1 , o0 : ’ < , o1 : ’ < , o2 : ’ < , o3 : ’ < , oz : ’ < , n : ’ < )
| ( s : Bufpix1 , a : ’ x0 , z : ’ x2 ) > ( s : Extrac t , x3 : x2 , x1 : x0 , oz : ’ x0 )
| ( s : Extrac t , a : ’ x0 , z : ’ x2 ) > ( s : Extrac t , o0 : ’ x3 , o1 : ’ x2 , o2 : ’ x1 , o3 : ’ x0 ,
n : ’ ( ( x0 : unsigned <18>) +( x1 : unsigned <18>) +( x2 : unsigned <18>) +( x3 : unsigned <18>) ) , x1 : x0 , x3 : x2 , oz : ’ x0 )
| ( s : Extrac t , a : ’ > , z : ’ > ) > ( s : WaitNewL , o0 : ’ > , o1 : ’ > , o2 : ’ > , o3 : ’ > , oz : ’ > , n : ’ > )
| ( s : WaitNewL , a : ’ > , z : ’ > ) > ( s : WaitSoF , o0 : ’ > , o1 : ’ > , o2 : ’ > , o3 : ’ > , n : ’ > )
| ( s : WaitNewL , a : ’ > ) > ( s : WaitSoF , o0 : ’ > , o1 : ’ > , o2 : ’ > , o3 : ’ > , n : ’ > ) ;
-- Fonction d’ordre supérieur pour connexion fifo récursive
net b l o c k2x2_ e x t r a c t i = l e t rec ( a , b , c , e , n , l ) = b l o c k _ e x t r a c ( i , l ) in ( a , b , c , e , n ) ;
Listing A.12: L1 Norme
a c t o r norm ( )
in ( i : unsigned <16> dc , n : unsigned <22> dc )
out ( s : unsigned <8> dc )
rules
| ( i : ’ < , n : ’ < )> s : ’ <
| ( i : ’ i , n : ’ n )> s : i f n=0 then ’0 e l s e ’ ( ( ( i : unsigned <24>) << 8 ) / ( n : unsigned <24>) : unsigned
<8> )
| ( i : ’ > , n : ’ > )> s : ’ > ;
Listing A.13: Norm factor
a c t o r norm_factor ( )
in ( x1 : unsigned <18> dc , x2 : unsigned <18> dc , x3 : unsigned <18> dc , x4 : unsigned <18> dc ,
x5 : unsigned <18> dc , x6 : unsigned <18> dc , x7 : unsigned <18> dc , x8 : unsigned <18> dc )
out ( s : unsigned <22> dc )
rules
( x1 , x2 , x3 , x4 , x5 , x6 , x7 , x8 ) > s
| ( ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ <) > ’ <
| ( ’ a , ’ b , ’ c , ’ d , ’ e , ’ f , ’ g , ’ h ) > ’ ( ( a : unsigned <22>) +(b : unsigned <22>) +( c : unsigned <22>) +(d :
unsigned <22>)+
( e : unsigned <22>) +( f : unsigned <22>) +(g : unsigned <22>) +(h :
unsigned <22>) )














o0 :SoS, o1 :SoS, o2 :SoS
o3 :SoS, n :SoS
a :SoS, z :SoS















o0 :SoS, o1 :SoS, o2 :SoS
o3 :SoS, n :SoS, oz :SoS
a :Data(x0),z :Data(x2)
x3 :x2, x1 :x0, oz :Data(x0)
a :Data(x0),z :Data(x2)
o0 :Data(x3), o1 :Data(x2)
o2 :Data(x1),o3 :Data(x0)
n :Data(x0+x2+x3+x4)
x1 :x0, x3 :x2, oz :Data(x0)
a :EoS, z :EoS
o0 :EoS, o1 :EoS, o2 :EoS
o3 :EoS,oz :EoS,n :EoS
a :EoS, z :EoS
o0 :EoS,o1 :EoS
o2 :EoS,o3 :EoS,n :EoS
Fig. A.6: FSM de l’acteur block_extraction. Les chemins dessinés en bleu ne seront activés que lors
de la première image. Ces chemins n’utilisent pas le canal d’entrée z vide au début de la
première image, qui contiendra des données par la suite, données invalides que l’on se doit
de lire pour éviter le débordement de la FIFO.
A.4 Acteur SkipData
Listing A.14: Skipdata
a c t o r skipdata ( n : unsigned <8>, m: unsigned <8>)
in ( a : unsigned <s> dc )
out ( o : unsigned <s> dc )
var s : {WSF,WSL, Extrac t , EndWindow , SkipLine } = WSF
var j : unsigned <8>
var i : unsigned <8>
rules
| ( s :WSF, a : ’ < ) > ( s :WSL, o : ’ < , i : 0 )
| ( s :WSL, a : ’ < ) > ( s : Extrac t , o : ’ < , j : 0 )
| ( s :WSL, a : ’ > ) > ( s :WSF, o : ’ > )
| ( s : Extrac t , a : ’ x0 ) when j <m > ( s : Extrac t , o : ’ x0 , j : j +1)
| ( s : Extrac t , a : ’ x0 ) > ( s : Extrac t , j : 0 )
| ( s : Extrac t , a : ’ > ) when i < ( n1) > ( s :WSL, o : ’ > , i : i +1)
| ( s : Extrac t , a : ’ > ) > ( s : EndWindow , o : ’ > )
| ( s : EndWindow , a : ’ < ) > ( s : SkipLine , i : 0 )
| ( s : EndWindow , a : ’ > ) > ( s :WSF, o : ’ > )
| ( s : SkipLine , a : ’ x0 ) > ( s : SkipLine )


























Fig. A.7: Implémentation de l’acteur Skip











































o0 :Sos, ..., o31 :SoS, i :0
x :EoS
o0 :EoS, ..., o31 :EoS
x :SoS
o0 :SoS, ..., o31 :SoS, j :0
x :EoS
o0 :EoS, ..., o31 :EoS





j :if j<6 then j+1 else 0
(b) FSM de l’acteur
Fig. A.8: Implémentation de l’acteur Weight Distribution
Listing A.15: Acteur de distribution de poids
a c t o r kern ( k : signed <9> array [ 1 0 5 ] [ 3 2 ] )
in ( i i : unsigned <8> dc )
out ( k0 : signed <9> dc , k1 : signed <9> dc , k2 : signed <9> dc , k3 : signed <9> dc ,
k4 : signed <9> dc , k5 : signed <9> dc , k6 : signed <9> dc , k7 : signed <9> dc ,
k8 : signed <9> dc , k9 : signed <9> dc , k10 : signed <9> dc , k11 : signed <9> dc ,
k12 : signed <9> dc , k13 : signed <9> dc , k14 : signed <9> dc , k15 : signed <9> dc ,
k16 : signed <9> dc , k17 : signed <9> dc , k18 : signed <9> dc , k19 : signed <9> dc ,
k20 : signed <9> dc , k21 : signed <9> dc , k22 : signed <9> dc , k23 : signed <9> dc ,
k24 : signed <9> dc , k25 : signed <9> dc , k26 : signed <9> dc , k27 : signed <9> dc ,
k28 : signed <9> dc , k29 : signed <9> dc , k30 : signed <9> dc , k31 : signed <9> dc )
var s : { WaitSF , WaitSL , Kern } = WaitSF
var i : unsigned <12>
var j : unsigned <12>
rules
|( s : WaitSF , i i : ’ < ) > ( s : WaitSL , k0 : ’ < , k1 : ’ < , k2 : ’ < , k3 : ’ < , k4 : ’ < , k5 : ’ < , k6 : ’ < , k7 : ’ < ,
k8 : ’ < , k9 : ’ < , k10 : ’ < , k11 : ’ < , k12 : ’ < , k13 : ’ < , k14 : ’ < , k15 : ’ < ,
k16 : ’ < , k17 : ’ < , k18 : ’ < , k19 : ’ < , k20 : ’ < , k21 : ’ < , k22 : ’ < , k23 : ’ < ,
k24 : ’ < , k25 : ’ < , k26 : ’ < , k27 : ’ < , k28 : ’ < , k29 : ’ < , k30 : ’ < , k31 : ’ < , i : 0 )
|( s : WaitSL , i i : ’ > ) > ( s : WaitSF , k0 : ’ > , k1 : ’ > , k2 : ’ > , k3 : ’ > , k4 : ’ > , k5 : ’ > , k6 : ’ > , k7 : ’ > ,
k8 : ’ > , k9 : ’ > , k10 : ’ > , k11 : ’ > , k12 : ’ > , k13 : ’ > , k14 : ’ > , k15 : ’ > ,
k16 : ’ > , k17 : ’ > , k18 : ’ > , k19 : ’ > , k20 : ’ > , k21 : ’ > , k22 : ’ > , k23 : ’ > ,
k24 : ’ > , k25 : ’ > , k26 : ’ > , k27 : ’ > , k28 : ’ > , k29 : ’ > , k30 : ’ > , k31 : ’ > )
|( s : WaitSL , i i : ’ < ) > ( s : Kern , k0 : ’ < , k1 : ’ < , k2 : ’ < , k3 : ’ < , k4 : ’ < , k5 : ’ < , k6 : ’ < , k7 : ’ < ,
k8 : ’ < , k9 : ’ < , k10 : ’ < , k11 : ’ < , k12 : ’ < , k13 : ’ < , k14 : ’ < , k15 : ’ < ,
k16 : ’ < , k17 : ’ < , k18 : ’ < , k19 : ’ < , k20 : ’ < , k21 : ’ < , k22 : ’ < , k23 : ’ < ,
k24 : ’ < , k25 : ’ < , k26 : ’ < , k27 : ’ < , k28 : ’ < , k29 : ’ < , k30 : ’ < , k31 : ’ < , j : 0 )
|( s : Kern , i i : ’ > ) > ( s : WaitSL , k0 : ’ > , k1 : ’ > , k2 : ’ > , k3 : ’ > , k4 : ’ > , k5 : ’ > , k6 : ’ > , k7 : ’ > ,
k8 : ’ > , k9 : ’ > , k10 : ’ > , k11 : ’ > , k12 : ’ > , k13 : ’ > , k14 : ’ > , k15 : ’ > ,
k16 : ’ > , k17 : ’ > , k18 : ’ > , k19 : ’ > , k20 : ’ > , k21 : ’ > , k22 : ’ > , k23 : ’ > ,
k24 : ’ > , k25 : ’ > , k26 : ’ > , k27 : ’ > , k28 : ’ > , k29 : ’ > , k30 : ’ > , k31 : ’ > , i : i f i
<14 then i +1 e l s e 0 )
|( s : Kern , i i : ’ x ) > ( s : Kern ,
k0 : ’ k [ ( i *7 ) + j ] [ 0 ] , k1 : ’ k [ ( i *7 ) + j ] [ 1 ] , k2 : ’ k [ ( i *7 ) + j ] [ 2 ] , k3 : ’ k [ ( i *7 ) + j ] [ 3 ] ,
k4 : ’ k [ ( i *7 ) + j ] [ 4 ] , k5 : ’ k [ ( i *7 ) + j ] [ 5 ] , k6 : ’ k [ ( i *7 ) + j ] [ 6 ] , k7 : ’ k [ ( i *7 ) + j ] [ 7 ] ,
k8 : ’ k [ ( i *7 ) + j ] [ 8 ] , k9 : ’ k [ ( i *7 ) + j ] [ 9 ] , k10 : ’ k [ ( i *7 ) + j ] [ 1 0 ] , k11 : ’ k [ ( i *7 ) + j ] [ 1 1 ] ,
k12 : ’ k [ ( i *7 ) + j ] [ 1 2 ] , k13 : ’ k [ ( i *7 ) + j ] [ 1 3 ] , k14 : ’ k [ ( i *7 ) + j ] [ 1 4 ] , k15 : ’ k [ ( i *7 ) + j ] [ 1 5 ] ,
k16 : ’ k [ ( i *7 ) + j ] [ 1 6 ] , k17 : ’ k [ ( i *7 ) + j ] [ 1 7 ] , k18 : ’ k [ ( i *7 ) + j ] [ 1 8 ] , k19 : ’ k [ ( i *7 ) + j ] [ 1 9 ] ,
k20 : ’ k [ ( i *7 ) + j ] [ 2 0 ] , k21 : ’ k [ ( i *7 ) + j ] [ 2 1 ] , k22 : ’ k [ ( i *7 ) + j ] [ 2 2 ] , k23 : ’ k [ ( i *7 ) + j ] [ 2 3 ] ,
k24 : ’ k [ ( i *7 ) + j ] [ 2 4 ] , k25 : ’ k [ ( i *7 ) + j ] [ 2 5 ] , k26 : ’ k [ ( i *7 ) + j ] [ 2 6 ] , k27 : ’ k [ ( i *7 ) + j ] [ 2 7 ] ,
k28 : ’ k [ ( i *7 ) + j ] [ 2 8 ] , k29 : ’ k [ ( i *7 ) + j ] [ 2 9 ] , k30 : ’ k [ ( i *7 ) + j ] [ 3 0 ] , k31 : ’ k [ ( i *7 ) + j ] [ 3 1 ] , j : i f
j <6 then j +1 e l s e 0 ) ;












(a) Schéma de connexions
S0
x0 :SoS, w0 :SoS
...
x31 :SoS, w31 :SoS
d :SoS
x0 :EoS, w0 :EoS
...
x31 :EoS, w31 :EoS
d :EoS
x0 :Data(x0), w0 :Data(w0)
...
x31 :Data(x31), w31 :Data(w31)
d :Data(x0  w0+    +x31  w31)
(b) FSM de l’acteur
Fig. A.9: Implémentation de l’acteur Dot product
Listing A.16: Acteur Dot product
a c t o r dot_product ( )
in ( x0 : signed <9> dc , x1 : signed <9> dc , x2 : signed <9> dc , x3 : signed <9> dc ,
x4 : signed <9> dc , x5 : signed <9> dc , x6 : signed <9> dc , x7 : signed <9> dc ,
x8 : signed <9> dc , x9 : signed <9> dc , x0 : signed <9> dc , x1 : signed <9> dc ,
x2 : signed <9> dc , x3 : signed <9> dc , x4 : signed <9> dc , x5 : signed <9> dc ,
x6 : signed <9> dc , x7 : signed <9> dc , x8 : signed <9> dc , x9 : signed <9> dc ,
x0 : signed <9> dc , x1 : signed <9> dc , x2 : signed <9> dc , x3 : signed <9> dc ,
x4 : signed <9> dc , x5 : signed <9> dc , x6 : signed <9> dc , x7 : signed <9> dc ,
x8 : signed <9> dc , x9 : signed <9> dc , x0 : signed <9> dc , x1 : signed <9> dc ,
w0 : signed <9> dc , w1 : signed <9> dc , w2 : signed <9> dc , w3 : signed <9> dc ,
w4 : signed <9> dc , w5 : signed <9> dc , w6 : signed <9> dc , w7 : signed <9> dc ,
w8 : signed <9> dc , w9 : signed <9> dc , w10 : signed <9> dc , w11 : signed <9> dc ,
w12 : signed <9> dc , w13 : signed <9> dc , w14 : signed <9> dc , w15 : signed <9> dc ,
w16 : signed <9> dc , w17 : signed <9> dc , w18 : signed <9> dc , w19 : signed <9> dc ,
w20 : signed <9> dc , w21 : signed <9> dc , w22 : signed <9> dc , w23 : signed <9> dc ,
w24 : signed <9> dc , w25 : signed <9> dc , w26 : signed <9> dc , w27 : signed <9> dc ,
w28 : signed <9> dc , w29 : signed <9> dc , w30 : signed <9> dc , w31 : signed <9> dc
)
out ( dot : signed <24> dc )
rules ( x0 , x1 , x2 , x3 , x4 , x5 , x6 , x7 , x8 , x9 , x0 , x1 , x2 , x3 , x4 , x5 , x6 , x7 , x8 , x9 , x0 , x1 ,
x2 , x3 , x4 , x5 , x6 , x7 , x8 , x9 , x0 , x1 , w0 , w1 , w2 , w3 , w4 , w5 , w6 , w7 , w8 , w9 , w10 , w11 ,
w12 , w13 , w14 , w15 , w16 , w17 , w18 , w19 , w20 , w21 , w22 , w23 , w24 , w25 , w26 , w27 , w28 , w29 ,
w30 , w31 ) > dot
|( ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < ,
’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < ,
’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ < , ’ <) > ’ <
|( ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > ,
’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > ,
’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ > , ’ >)> ’ >
|( ’ x0 , ’ x1 , ’ x2 , ’ x3 , ’ x4 , ’ x5 , ’ x6 , ’ x7 , ’ x8 , ’ x9 , ’ x0 , ’ x1 , ’ x2 , ’ x3 , ’ x4 , ’ x5 ,
’ x6 , ’ x7 , ’ x8 , ’ x9 , ’ x0 , ’ x1 , ’ x2 , ’ x3 , x4 , ’ x5 , ’ x6 , ’ x7 , ’ x8 , ’ x9 , ’ x0 , ’ x1 ,
’w0 , ’w1 , ’w2 , ’w3 , ’w4 , ’w5 , ’w6 , ’w7 , ’w8 , ’w9 , ’w10 , ’w11 , ’w12 , ’w13 , ’w14 , ’w15 ,
’w16 , ’ w17 , ’ w18 , ’ w19 , ’ w20 , ’ w21 , ’ w22 , ’ w23 , ’ w24 , ’ w25 , ’w26 , ’w27 , ’w28 , ’w29 , ’w30 , ’w31 )>
l e t c = ( x0 : signed <24>) * (w0 : signed <24>) + ( x1 : signed <24>) * (w1 : signed <24>) +
( x2 : signed <24>) * (w2 : signed <24>) + ( x3 : signed <24>) * (w3 : signed <24>) +
( x4 : signed <24>) * (w4 : signed <24>) + ( x5 : signed <24>) * (w5 : signed <24>) +
( x6 : signed <24>) * (w6 : signed <24>) + ( x7 : signed <24>) * (w7 : signed <24>) +
( x8 : signed <24>) * (w8 : signed <24>) + ( x9 : signed <24>) * (w9 : signed <24>) +
( x0 : signed <24>) * ( w10 : signed <24>) + ( x1 : signed <24>) * ( w11 : signed <24>) +
( x2 : signed <24>) * ( w12 : signed <24>) + ( x3 : signed <24>) * ( w13 : signed <24>) +
( x4 : signed <24>) * ( w14 : signed <24>) + ( x5 : signed <24>) * ( w15 : signed <24>) +
( x6 : signed <24>) * ( w16 : signed <24>) + ( x7 : signed <24>) * ( w17 : signed <24>) +
( x8 : signed <24>) * ( w18 : signed <24>) + ( x9 : signed <24>) * ( w19 : signed <24>) +
( x0 : signed <24>) * ( w20 : signed <24>) + ( x1 : signed <24>) * ( w21 : signed <24>) +
( x2 : signed <24>) * ( w22 : signed <24>) + ( x3 : signed <24>) * ( w23 : signed <24>) +
( x4 : signed <24>) * ( w24 : signed <24>) + ( x5 : signed <24>) * ( w25 : signed <24>) +
( x6 : signed <24>) * ( w26 : signed <24>) + ( x7 : signed <24>) * ( w27 : signed <24>) +
( x8 : signed <24>) * ( w28 : signed <24>) + ( x9 : signed <24>) * ( w29 : signed <24>) +
( x0 : signed <24>) * ( w30 : signed <24>) + ( x1 : signed <24>) * ( w31 : signed <24>) in ’ c ;
A.7 Acteur Fenêtrage
Listing A.17: Acteur Fenetrage
-- Fenêtrage statique: utilisation des acteurs xsum et hsum
net windowing n m x = vsum n (hsum m ( hx ) ) ;
A.8 Acteur Biais
Listing A.18: Acteur Biais
a c t o r d e c i s i o n ( b i a s : signed <32>)
in ( i : signed <32> dc )
out ( o : unsigned <1> dc )
rules
| i : ’ < > o : ’ <
| i : ’ > > o : ’ >
| i : ’ p > o : i f p+b i a s < 0S then ’0 e l s e ’1
;

BImpact du Filtrage DNF sur la séquence complète
Dans cette annexe, les résultats de détection sur l’intégralité de séquence Daimler sélec-
tionnée sont présentés. Pour chaque image, les résultats procurés par notre implémentation
logicielle ILR (émulant le comportement du système matériel) et les résultats après le filtrage
par un système DNF.
1-ILR 1-DNF 2-ILR 2-DNF
3-ILR 3-DNF 4-ILR 4-DNF
5-ILR 5-DNF 6-ILR 6-DNF
7-ILR 7-DNF 8-ILR 8-DNF
9-ILR 9-DNF 10-ILR 10-DNF
11-ILR 11-DNF 12-ILR 12-DNF
13-ILR 13-DNF 14-ILR 14-DNF
15-ILR 15-DNF 16-ILR 16-DNF
17-ILR 17-DNF 18-ILR 18-DNF
19-ILR 19-DNF 20-ILR 20-DNF
21-ILR 21-DNF 22-ILR 22-DNF
23-ILR 23-DNF 24-ILR 24-DNF
25-ILR 25-DNF 26-ILR 26-DNF
27-ILR 27-DNF 28-ILR 28-DNF
29-ILR 29-DNF 30-ILR 30-DNF
31-ILR 31-DNF 32-ILR 32-DNF
33-ILR 33-DNF 34-ILR 34-DNF
CDescription des acteurs pour les réseaux convolutionnels
C.1 Fonctions d’ordre supérieur pour les couches de convolution
Listing C.1: Listing CAPH des couches de convolution d’un CNN
-- Fonction convs: Couche C1 : ensemble de convolueurs à partir d’un seul flux
-- ============================================================
-- Paramètres de la fonction
-- actor_conv: nom de l’acteur à utiliser (ex:conv233c_wb_opt)
-- dup_fct: fonction de replication de entrees 1 to n => fixe le nombre de convolueurs à instancier
-- kernels_weights: tableau de poids
-- shift: facteur de normalisation des convolutions
-- biais_weights: biais ajouté en sortie.
-- x: flux d’entrée
-- =====================================================================
net convs actor_conv dup_fct kernels_weights s h i f t b ia i s_weights x =
l e t f f i x = b i a i s ( b ia i s_weights [ i ] ) ( actor_conv ( kernels_weights [ i ] ) s h i f t x ) in
mapi f f ( dup_fct x ) ;
-- fonctin Neurone avec acteur d’activation intégré
--=======================================================================
-- x: tuple de flux d’entrée
-- actor_conv: nom de l’acteur à utiliser pour la convolution
-- kernels_weights: tableau de poids
-- shift: facteur de normalisation des convolutions
-- biais_weight: 1 biais spar neurone.
-- sumx: acteur de somme des conv
-- actor_activation: acteur d’activation
-- =====================================================================
net neurone_act actor_conv kernels_weights s h i f t b ia i s_weight sumx a c t o r _ a c t i v a t i o n x =
l e t f f i x = actor_conv ( kernels_weights [ i ] ) s h i f t x in
a c t o r _ a c t i v a t i o n ( b i a i s b ia i s_weight ( sumx ( mapi f f ( x ) ) ) ) ;
-- Fonction convlayer: Couche de neurones
--=======================================================================
-- conv_act: nom de l’acteur à utiliser pour la convolution
-- weights: tableau de poids 3D
-- shift: facteur de normalisation des convolutions
-- biais_weight: tableau de biais: 1 Biais par neurone
-- sum_act: acteur de somme des conv (depend du nombre de conv dans un neurone
-- fact : actur d’activation
-- ttx: tuple of tuple! chaque tuple correspond aux connections d’un neurone
-- =====================================================================
net convlayer conv_act weights s h i f t b i a i s sum_act f a c t t t x =
l e t f f i t t x = neurone_act conv_act ( weights [ i ] ) 0 ( b i a i s [ i ] ) sum_act f a c t t t x in
mapi f f ( t t x ) ;
C.2 Fonctions d’ordre supérieur pour les couches complètement
connectée
Listing C.2: Listing CAPH des couches complètement connectée d’un CNN
-- Fonctions fc_act et fclayer spécifiques
-- ============================================================
-- Paramètres de la fonction fc_act
-- distr_act: nom de l’acteur de distribution de poids
-- weights: tableau de poids
-- n: nombre d’éléments vecticaux dans une carte entrante
-- m: nombre d’éléments horizontaux dans une carte entrante
-- x: flux utilisé pour l’activation
-- x0,...,x3: flux d’entrées
-- =====================================================================
net f c c _ o p t d i s t r _ a c t weights n m b x x0 x1 x2 x3 =
l e t (w0 , w1 , w2 , w3) = d i s t r _ a c t ( weights , n ,m) ( x ) in
l e t yy = dot8 ( x0 , x1 , x2 , x3 , w0 , w1 , w2 , w3) in
b i a i s b (vsum n (hsum m ( yy ) ) ) ;
-- Paramètres de la fonction fclayer
-- distr_act: nom de l’acteur de distribution de poids
-- weights: tableau de poids
-- n: nombre d’éléments vecticaux dans une carte entrante
-- m: nombre d’éléments horizontaux dans une carte entrante
-- x: flux utilisé pour l’activation
-- ttx: t-uplet d’entrées
-- x0, x3 : élements du t-uplet ttx
-- =====================================================================
net f c l a y e r _ o p t d i s t r _ a c t weights nx ny b i a i s x t t x x0 x1 x2 x3 =
l e t phi i t t x = f c c _o p t d i s t r _ a c t ( weights [ i ] ) nx ny ( b i a i s [ i ] ) x x0 x1 x2 x3 in
nappi 4 phi t t x ;
-- Fonctions fc_act et fclayer génériques avec produit scalaire partiel
-- ============================================================
net f c c2 d i s t r _ a c t weights n m b x nx=
l e t w = d i s t r _ a c t ( weights , n ,m) ( x ) in
l e t yy = f o l d l sum2 ( map2 ( dot2 ) (w, nx ) ) in
b i a i s b (vsum n (hsum m ( yy ) ) ) ;
net f c l a y e r d i s t r weights nx ny b i a i s x t t x =
l e t phi i t t x = f c c2 d i s t r ( weights [ i ] ) nx ny ( b i a i s [ i ] ) x t t x in
nappi 4 phi t t x ;
C.3 Acteurs pour les couches de convolution
C.3.1 Acteur de convolution avec suppression des bords
Listing C.3: Listing CAPH de l’acteur de convolution centré conv33
-----------------------------------
-- CONV 33 avec suppression contour (sans blanking)
-----------------------------------
a c t o r conv33 ( k : in t <s ,m> array [ 9 ] , n : unsigned <4>)
in ( a : in t <s ,m> dc , z : in t <s ,m> dc , zz : in t <s ,m> dc )
out ( c : in t <s ,m> dc , oz : in t <s ,m> dc , ozz : in t <s ,m> dc )
var s : { WaitSoF , WaitSoL1 , BufL1 , WaitSoL2 , BufL2 , WaitNewL , Bufpix1 , Bufpix2 , Conv } = WaitSoF
var x1 : in t <s ,m>
var x2 : in t <s ,m>
var x4 : in t <s ,m>
var x5 : in t <s ,m>
var x7 : in t <s ,m>
var x8 : in t <s ,m>
rules
| ( s : WaitSoF , a : ’ < ) > ( s : WaitSoL1 , c : ’ < )
| ( s : WaitSoL1 , a : ’ < , z : ’ < , zz : ’ < ) > ( s : BufL1 , oz : ’ < ) -- cleaning fifo rules after first image
| ( s : WaitSoL1 , a : ’ < ) > ( s : BufL1 , oz : ’ < )
| ( s : BufL1 , a : ’ p , z : ’ x , zz : ’ y ) > ( s : BufL1 , oz : ’ p ) -- cleaning fifo rules after first image
| ( s : BufL1 , a : ’ p ) > ( s : BufL1 , oz : ’ p )
| ( s : BufL1 , a : ’ > , z : ’ > , zz : ’ > ) > ( s : WaitSoL2 , oz : ’ > ) -- cleaning fifo rules after first image
| ( s : BufL1 , a : ’ > ) > ( s : WaitSoL2 , oz : ’ > )
| ( s : WaitSoL2 , a : ’ < , z : ’ < ) > ( s : BufL2 , ozz : ’ < , oz : ’ < )
| ( s : BufL2 , a : ’ x0 , z : ’ x3 ) > ( s : BufL2 , ozz : ’ x3 , oz : ’ x0 )
| ( s : BufL2 , a : ’ > , z : ’ > ) > ( s : WaitNewL , ozz : ’ > , oz : ’ > )
| ( s : WaitNewL , a : ’ < , z : ’ < , zz : ’ < ) > ( s : Bufpix1 , c : ’ < , ozz : ’ < , oz : ’ < )
| ( s : WaitNewL , a : ’ > ) > ( s : WaitSoF , c : ’ > )
| ( s : Bufpix1 , a : ’ x0 , z : ’ x3 , zz : ’ x6 ) > ( s : Bufpix2 , x7 : x6 , x4 : x3 , x1 : x0 , ozz : ’ x3 , oz : ’ x0 )
| ( s : Bufpix2 , a : ’ x0 , z : ’ x3 , zz : ’ x6 ) > ( s : Conv , x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 , x4 : x3 , x1 : x0 , ozz
: ’ x3 , oz : ’ x0 )
| ( s : Conv , a : ’ x0 , z : ’ x3 , zz : ’ x6 ) >
( s : Conv ,
c : l e t cc = k [ 0 ] * x0+k [ 1 ] * x1+k [ 2 ] * x2+k [ 3 ] * x3+k [ 4 ] * x4+k [ 5 ] * x5+k [ 6 ] * x6+k [ 7 ] * x7+k [ 8 ] * x8
in ’ cc >>n , x8 : x7 , x5 : x4 , x2 : x1 , x7 : x6 , x4 : x3 , x1 : x0 , ozz : ’ x3 , oz : ’ x0 )
| ( s : Conv , a : ’ > , z : ’ > , zz : ’ > ) > ( s : WaitNewL , c : ’ > , ozz : ’ > , oz : ’ > )
;
net conv233c_wb_opt kernel norm i = l e t rec ( o , z , zz ) = conv33 ( kernel , norm ) ( i , z , zz ) in o ;
C.3.2 Acteur de Somme et de biais
C.3.3 Acteur ReLU
Listing C.4: Listing CAPH de l’acteur de biais et de ReLU
a c t o r b i a i s ( b : signed <16>)
in ( a : in t <s ,m> dc )
out ( c : in t <s ,m> dc )
rules
|a : ’ < > c : ’ <
|a : ’ > > c : ’ >
|a : ’ x > c : ’ ( x+b ) ;
a c t o r sum3
in ( i1 : in t <s ,m> dc , i2 : in t <s ,m> dc , i3 : in t <s ,m> dc )
out ( o : in t <s ,m> dc )
rules
| ( i1 : ’ < , i2 : ’ < , i3 : ’ < ) > o : ’ <
| ( i1 : ’ > , i2 : ’ > , i3 : ’ > ) > o : ’ >
| ( i1 : ’ a , i2 : ’ b , i3 : ’ c ) > o : ’ ( a+b+c ) ;
Listing C.5: Listing CAPH de l’acteur ReLU
a c t o r r e l u
in ( a : in t <s ,m> dc )
out ( c : in t <s ,m> dc )
rules
|a : ’ < > c : ’ <
|a : ’ > > c : ’ >
|a : ’ x > c : i f x > 0 then ’ x e l s e ’ 0 ;
C.4 Acteurs pour les couches de sous-échantillonnage
C.4.1 Acteur maxpool
Listing C.6: Listing CAPH des acteurs de sous-échantillonnage pool_h et pool_v
function sum ( x , y ) = x+y ;
function max( x , y ) = i f x>y then x e l s e y ;
-- Horizontal operation
a c t o r poolh ( k : unsigned <8>)
in ( a : in t <s ,m> dc )
out ( c : in t <s ,m> dc )
var s : { WaitSoF , WaitSoL ,Sum} = WaitSoF
var xsum : int <s ,m>
var j : unsigned <8>
rules
| ( s : WaitSoF , a : ’ < ) > ( s : WaitSoL , c : ’ < )
| ( s : WaitSoL , a : ’ < ) > ( s : Sum, c : ’ < , xsum : 0 , j : 0 )
| ( s : WaitSoL , a : ’ > ) > ( s : WaitSoF , c : ’ > )
| ( s : Sum, a : ’ x ) when j <(k1) > ( s : Sum, xsum : max( xsum , x ) , j : j +1)
| ( s : Sum, a : ’ x ) when j =(k1) > ( s : Sum, c : ’ ( max( xsum , x ) ) , xsum : 0 , j : 0 )
| ( s : Sum, a : ’ > ) > ( s : WaitSoL , c : ’ > )
;
-- Vertical Operation
a c t o r poolv ( k : unsigned <8>)
in ( a : in t <s ,m> dc , z : in t <s ,m>)
out ( c : in t <s ,m> dc , oz : in t <s ,m> )
var s : { WaitSoF , Wait1L , F i r s t L i n e , WaitSoL ,ACC, WaitkLine , WriteRes } = WaitSoF
var j : unsigned <8>
rules
| ( s : WaitSoF , a : ’ < ) > ( s : Wait1L , c : ’ < )
| ( s : Wait1L , a : ’ > ) > ( s : WaitSoF , c : ’ > )
| ( s : Wait1L , a : ’ < ) > ( s : F i r s t L i n e )
| ( s : F i r s t L i n e , a : ’ x ) > ( s : F i r s t L i n e , oz : x )
| ( s : F i r s t L i n e , a : ’ > ) when k>2 > ( s : WaitSoL , j : 1 )
| ( s : F i r s t L i n e , a : ’ > ) > ( s : WaitkLine , j : 1 ) -- si k=2 go direct en WriteRes
| ( s : WaitSoL , a : ’ < ) > ( s :ACC)
| ( s :ACC, a : ’ x , z : acc ) > ( s :ACC, oz : max( x , acc ) )
| ( s :ACC, a : ’ > ) when j <(k2) > ( s : WaitSoL , j : j +1)
| ( s :ACC, a : ’ > ) > ( s : WaitkLine , j : 0 )
| ( s : WaitkLine , a : ’ < ) > ( s : WriteRes , c : ’ < )
| ( s : WriteRes , a : ’ x , z : acc ) > ( s : WriteRes , c : ’ ( max( x , acc ) ) )
| ( s : WriteRes , a : ’ > ) > ( s : Wait1L , c : ’ > )
;
net poolv_m k i i = l e t rec ( oo , z1 ) = poolv k ( i i , z1 ) in oo ;
-- a surcharger avec des fonctions differentes suivant operation effectuée (ici max)
net pool n m x = poolv_m n ( poolh m ( x ) ) ;
C.5 Acteurs pour les couches complètement connectée
C.5.1 Exemple d’acteur de distribution de poids
C.5.2 Acteur de produit scalaire
Listing C.7: Listing CAPH de l’acteur de distribution de poids
a c t o r d i s t r 4 ( wi : signed <16> array [ 4 ] [ 1 6 ] , n : unsigned <8>,m: unsigned <8>)
in ( i i : signed <16> dc )
out (w0 : signed <16> dc , w1 : signed <16> dc , w2 : signed <16> dc , w3 : signed <16> dc )
var s : { WaitSF , WaitSL , Kern } = WaitSF
var i : unsigned <8>
var j : unsigned <8>
var k : unsigned <8>
rules
|( s : WaitSF , i i : ’ < ) > ( s : WaitSL , w0 : ’ < ,w1 : ’ < ,w2 : ’ < ,w3 : ’ < )
|( s : WaitSL , i i : ’ > ) > ( s : WaitSF , w0 : ’ > ,w1 : ’ > ,w2 : ’ > ,w3 : ’ > )
|( s : WaitSL , i i : ’ < ) > ( s : Kern , w0 : ’ < ,w1 : ’ < ,w2 : ’ < ,w3 : ’ < )
|( s : Kern , i i : ’ x ) > ( s : Kern , w0 : ’ wi [ 0 ] [ ( i *m) + j ] ,w1 : ’ wi [ 1 ] [ ( i *m) + j ] ,w2 : ’ wi [ 2 ] [ ( i *m) + j ] ,w3 : ’ wi
[ 3 ] [ ( i *m) + j ] , j : i f j <(m1) then j +1 e l s e 0 )
|( s : Kern , i i : ’ > ) > ( s : WaitSL , w0 : ’ > ,w1 : ’ > ,w2 : ’ > ,w3 : ’ > , i : i f i <(n1) then i +1 e l s e 0 ) ;
Listing C.8: Listing CAPH de l’acteur de distribution de poids
a c t o r d i s t r 4 ( wi : signed <16> array [ 4 ] [ 1 6 ] , n : unsigned <8>,m: unsigned <8>)
in ( i i : signed <16> dc )
out (w0 : signed <16> dc , w1 : signed <16> dc , w2 : signed <16> dc , w3 : signed <16> dc )
var s : { WaitSF , WaitSL , Kern } = WaitSF
var i : unsigned <8>
var j : unsigned <8>
var k : unsigned <8>
rules
|( s : WaitSF , i i : ’ < ) > ( s : WaitSL , w0 : ’ < ,w1 : ’ < ,w2 : ’ < ,w3 : ’ < )
|( s : WaitSL , i i : ’ > ) > ( s : WaitSF , w0 : ’ > ,w1 : ’ > ,w2 : ’ > ,w3 : ’ > )
|( s : WaitSL , i i : ’ < ) > ( s : Kern , w0 : ’ < ,w1 : ’ < ,w2 : ’ < ,w3 : ’ < )
|( s : Kern , i i : ’ x ) > ( s : Kern , w0 : ’ wi [ 0 ] [ ( i *m) + j ] ,w1 : ’ wi [ 1 ] [ ( i *m) + j ] ,w2 : ’ wi [ 2 ] [ ( i *m) + j ] ,w3 : ’ wi
[ 3 ] [ ( i *m) + j ] , j : i f j <(m1) then j +1 e l s e 0 )
|( s : Kern , i i : ’ > ) > ( s : WaitSL , w0 : ’ > ,w1 : ’ > ,w2 : ’ > ,w3 : ’ > , i : i f i <(n1) then i +1 e l s e 0 ) ;
C.6 Acteurs pour les couches de classification connectée
Listing C.9: Listing CAPH des acteurs pour le calcul de la distance euclidienne
a c t o r sub (w: in t <s ,m>)
in ( i1 : in t <s ,m> dc )
out ( o : in t <s ,m> dc )
rules
| i1 : ’ < > o : ’ <
| i1 : ’ > > o : ’ >
| i1 : ’ a > o : ’ ( aw) ;
a c t o r square
in ( i1 : in t <s ,m> dc )
out ( o : in t <s ,m> dc )
rules
| i1 : ’ < > o : ’ <
| i1 : ’ > > o : ’ >
| i1 : ’ a > o : ’ ( a * a ) ;
a c t o r sum4 ( )
in ( i0 : in t <s ,m> dc , i1 : in t <s ,m> dc , i2 : in t <s ,m> dc , i3 : in t <s ,m> dc )
out ( o : in t <s ,m> dc )
rules
|( i0 : ’ < , i1 : ’ < , i2 : ’ < , i3 : ’ < ) > ( o : ’ < )
|( i0 : ’ > , i1 : ’ > , i2 : ’ > , i3 : ’ > ) > ( o : ’ > )
|( i0 : ’ x0 , i1 : ’ x1 , i2 : ’ x2 , i3 : ’ x3 )> ( o : ’ ( x0+x1+x2+x3 ) )
;














Mémoire SRAM double part (M9K)
Fig. D.1: Exemple d’implémentation d’une FIFO circulaire instanciant de la mémoire SRAM double ports à partir du modèle de CAPH après le processus de synthèse
sur un FPGA Cyclone III. On retrouve un bloc mémoire M9K avec les deux pointeurs associés, un système de bypass du bloc mémoire pour gérer le cas











Fig. D.2: FIFO Registres trois places après le processus de synthèse sur un FPGA Cyclone III. Ce modèle de FIFO, basé sur un ensemble de registres à décalages, est
utilisé pour les FIFOs peu profondes. On retrouve donc les trois registres, chacun composé de 18 bascules sur cet exemple, plus les signaux de contrôles (full
et empty) et de commandes (enw enr) afin d’être conforme à l’interface standard des FIFOs.

EReprésentation intermédiaire d’un acteur CAPH
Listing E.1: Listing CAPH de l’acteur hsum
a c t o r hsum ( k : unsigned <8>)
in ( a : unsigned <s> dc )
out ( c : unsigned <s> dc )
var s : { WaitSoF , WaitSoL , Sum} = WaitSoF
var x_sum : unsigned <s>
var j : unsigned <8>
rules
| ( s : WaitSoF , a : ’ < ) > ( s : WaitSoL , c : ’ < ) --(1)
| ( s : WaitSoL , a : ’ < ) > ( s : Sum, c : ’ < , xsum : 0 , j : 0 ) --(2)
| ( s : WaitSoL , a : ’ > ) > ( s : WaitSoF , c : ’ > ) --(3)
| ( s : Sum, a : ’ x ) when j <(k1) > ( s : Sum, xsum : xsum+x , j : j +1) --(4)
| ( s : Sum, a : ’ x ) when j =(k1) > ( s : Sum, c : ’ ( xsum+x ) , xsum : 0 , j : 0 ) --(5)











Writeps, Sumq, Writepc, SoSq
Writepxsum, 0q, Writepj, 0q
p2qMatchps, WaitSoLq
Availpaq, Matchpa, EoSq
Readpaq, Writeps, Sumq, Writepc, EoSq p3q
Matchps, Sumq
Availpaq, Matchpa, Datapxqq, Matchpj, j   k 1q
Bindpa, Datapxqq, Writepj, j  1q
Writeps, Sumq, Writepxsum, xsum  xq
p4q
Matchps, Sumq, Availpaq, Availpcq
Matchpa, Datapxqq, Matchpj, j  k 1q
Bindpa, Datapxqq, Writepc, Datapxsum  xq








Fig. E.1: Représentation intermédiaire de l’acteur hsum. Les numéros entre parenthèses correspondent
à ceux des règles d’activation du listing E.1
.
