In order to obtain the parameters of excitation system, and improve the accuracy and efficiency of parameter identification much further, an improved adaptive genetic algorithm (IAGA) was exploited to the parameter identification of nonlinear generator excitation systems because of its strong global searching ability. An adaptive crossover and mutation operations was adopted, where the probability value can change along with the fitness, thus avoiding the premature convergence. Finally, the mathematical model of excitation system was built in Matlab/Simulink, and the test study shows that the proposed method can acquire accurate and reliable parameter values. Keywords: excitation system, parameter identification, improved adaptive genetic algorithm
Introduction
Parameter tuning plays an important role in the control performance of excitation system, while obtaining accurate mathematical models of excitation system is an important prerequisite. For reference, international organizations such as IEEE and China Electric Power Research Institute have recommended effective standardized model structures [1] [2] . Once the model structure is determined, should we estimate the model parameters precisely? The parameters of excitation system are generally estimated by the identification algorithms using experimental datasets [3] . As the figure 1 shows, the essence of parameter identification is an optimization problem, which search for parameter space continually until finding the optimal combination of parameters.
Lots of studies have been done over the past few years, which can be roughly divided into conventional mathematical and modern heuristic algorithms. The commonly used methods of identification in power system are frequency domain and time domain methods, which include Fast Fourier Transform (FFT), Least squares estimation (LSE) and so on. Although the least square estimation, gradient descent and other nonlinear optimization algorithms have their own advantages, shortcomings such as high computational costs and sensitivity to initial values, limit their application, especially in the delicate excitation system [4] . Heuristic algorithms because of its strong robustness and global search ability, have been ________________________ widely exploited, include particle swarm algorithm [5] , genetic algorithm [6] , immune algorithm [7] , etc. However, the disadvantages of these heuristic algorithms are mainly local optimal especially for the huge parameter space of excitation system. Therefore, the most innovations on these algorithms focus on improving global convergence ability. In [8] , the improved particle swarm optimization algorithm was applied to parameter identification, which avoids involving local extremum by adjusting the speed and weight of particles dynamically. The genetic algorithm imitates the process of biological evolution.It represents the combination of variables by chromosomes, and finds the optimal solution by selection, crossover, mutation and other operations. In order to ensure that the algorithm could converge to the optimal solution, an improved adaptive genetic algorithm (IAGA) was proposed in this paper. Finally, the simulation model is established by Matlab/Simulink, test study shows that the most of parameters could be correctly identified, a few parameters because of the identifiability exist errors.
Improved Adaptive Genetic Algorithm 2.1. Encoding method
The encoding methods of genetic algorithm generally include float-encoding and binary coding. For problems involving multiple variables, float-encoding usually works better, which has higher efficiency of search, and could overcome the Hamming Cliff, thus is appropriate for parameter identification.
Selection operator
The selection operator adopts non-linear ranking selection and the nonlinear function such as exponential function, maps the queue number to the expected selection probability. Let 12 { , , , } n P a a a  be a population of size n, and arrange the population P in descending order of fitness, that is
Where q is the selection probability of best individual, r is the individual serial number. And then we're going to perform the roulette wheel selection based on that probability. Ranking selection method only uses the relative relationship between fitness. It could effectively avoid that some individuals' fitness are too small to be eliminated, thus maintaining the diversity of populations.
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Adaptive crossover and mutation operations
The setting of crossover probability c p and mutation probability m p is the key to affect the performance of genetic algorithm. The greater the crossover probability 
Where max f and avg f are the maximum and average of fitness in the populations respectively. By using the adaptive operators above, the crossover and mutation probability of superior individuals is not zero, thus avoiding the dead state because of premature convergence.
Elitism strategy
In order to ensure the good individuals in each iteration are not destroyed, the elitism strategy was applied in this paper. If the fitness value of best individual in the next generation is less than the individual in the current population, the best individuals of the current population would be copy to next generation, where a random individual will be replaced. This strategy ensures that the current best individuals will not be damaged by crossover and mutation operations, which will ensure that the population converges to the optimal solution.
Parameter Identification of Excitation System
Synchronous generator excitation system mainly consists of exciter and controlling unit.When we identify parameters of excitation system, the input and output of each unit of the simulation system should be kept consistent with of the practical system, therefore, the fitness function should take into account all units of excitation system.
Fitness function
In the parameter identification of the excitation control system, the difference between the outputs y and 0 y of the actual model and the simulation model is used as an index to evaluate the identification accuracy. Where b denotes the accommodation coefficient. Formula 4 shows that the fitness value ranges from 0 to 100, and the larger the fitness value, the closer the parameter combination is to the parameters of practical system.
Algorithm flow
When the genetic algorithm is used to identify parameters of excitation system, the input and output data of the model are used as the basis, and the output error of the simulation model and the actual model is used as evaluation criteria. The mathematical model is built on Simulink platform, the parameter identification method based on IAGA proceeds as follows. S1: Build the mathematical model on Simulink and set the original parameters of practical system. S2: Set feasible regions of parameters and the probability of crossover, mutation, selection operators.
Set the population size n and the population indicator gen=0. 
Analysis of Examples
A excitation system block diagram is shown in Figure 2 . Apply a step disturbance to the system and sample the output data.By fitting the data curve, IAGA was applied to identify the parameter of generator excitation system. After several experiments, the average value of results is listed in Table 1 . Put the results into the simulation system, the output curve of the simulation system and the actual system are shown in figure 3 . Where the dotted line represents the output of the practical system, and the solid line represents the output of the simulation system. The results in the chart shows that most of the parameters fit well when the input and output data are consistent, but there still exist unacceptable errors in a few parameters T 1 , T 4 . The main reason for the errors is that these parameters are unidentifiable [9] . Parameters may not be uniquely identifiable due to their mutual association. In this case, we should find the association between the parameters, and assign typical values to eliminate it [10] .
Conclusion
In this paper, the improved adaptive genetic algorithm is applied to the parameter identification of the nonlinear generator excitation system. The adaptive crossover and mutation operators improve the global search ability of the algorithm and enhance the reliability of identification result. It can effectively solve the parameter identification problem of complex nonlinear systems and provide an effective new method for parameter identification. The problem of identifiability of parameters needs to be studied in the future.
