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Abstract 
Fog-to-Cloud (F2C) is a novel paradigm aiming at extending the cloud computing capabilities to the edge of the network 
through the hierarchical and coordinated management of both, centralized cloud datacenters and distributed fog resources. It 
will allow all kind of devices that are capable to connect to the F2C network to share its idle resources and access both, 
service provider and third parties resources to expand its own capabilities. However, despite the numerous advantages offered 
by the F2C model, such as the possibility of offloading delay-sensitive tasks to a nearby device and using the cloud 
infrastructure in the execution of resource-intensive tasks, the list of open challenges that need to be addressed in order to 
have a deployable F2C system is pretty long. In this paper we focus on the resource identification challenge, proposing an 
identity management system (IDMS) solution that starts assigning identifiers (IDs) to the devices in the F2C network in a 
decentralized fashion using hashes and afterwards, manages the usage of those IDs applying a fragmentation technique. The 
obtained results during the validation phase show that our proposal not only meets the desired IDMS characteristics, but also 
that the fragmentation strategy is aligned with the constrained nature of the devices in the lowest tier of the network hierarchy.   
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I. Introduction 
In the Internet of Things (IoT) [1] era, where any everyday 
object can be turned into a gadget capable to both interact 
with other computers and monitor its surrounding 
environment, the number of connected devices requesting 
the cloud services to process or store the data they generate 
is growing exponentially. This situation is originated in the 
fact that these devices are characterized by their multiple 
limitations in terms of hardware turning into the need for 
offloading tasks they cannot process, typically, to cloud 
datacenters. 
Nevertheless, the rapid technological development and 
deployment of IoT devices [2] have led to the emergence of 
new use cases at the edge of the network where the use of 
the cloud infrastructure is not the most suitable solution, as 
for example, delay-sensitive applications that need to 
operate with a lower latency than the one offered by cloud, 
such as critical urban infrastructure or eHealth monitor 
devices. In these cases, the cloud’s centralized nature and 
the conceptual distance between the cloud datacenter and 
the user/device requesting the service [3] prevent cloud to 
meet the low-delay requirement. 
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Other cloud limitations, such as the lack of mobility 
support, undefined security and privacy policies, quality of 
service (QoS) issues and the need of a reliable Internet 
connectivity with sufficient bandwidth [4], have encouraged 
the emergence of new computing paradigms that put the 
focus on the devices that operate at the edge of the network.  
An already existing approach came from the so-called 
Fog computing concept [5] [6]. Fog computing is a novel 
paradigm that proposes to extend the cloud capacities to the 
edge of the network, where data is generated, through some 
sort of distributed fog nodes (also called aggregator nodes) 
that allow to use  network resources but with a reduced 
latency and thus, a better QoS. Key research initiatives in 
fog related areas are the OpenFog Consortium [7] and the 
mF2C [8], the latter leveraging the Fog-to-Cloud (F2C) 
concept defined in [9] (further discussed in section II). 
Recognized the potential benefits brought by fog 
computing systems [10] and the new range of services and 
applications that it will drive, it is undoubtedly worth the 
study of the still open challenges (see [11]) that have to be 
overcome in order to have a fog framework that can be 
deployed. 
In this paper we focus on the identity management 
system (IDMS) [12] challenge, specifically, in the 
management of the devices (resources) identities, which is 
one of the key functionalities of any fog computing control 
plane. In this sense, it is worth highlighting the fact that 
even when there are many IDMS proposals in the literature, 
as we review in section IV, they don’t meet the fog 
paradigm requirements (as described in section III). This is 
due to: i) the highly dynamic network conditions expected 
in the fog computing environment caused mainly by the 
mobile devices; ii) the predominant centralized approach in 
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the existing solutions, and; iii) the large amount of 
computing resources required by these proposals for a 
proper operation, not to be met by usually highly 
constrained devices at the edge of the network.  
The main contributions of this paper are summarized 
next:  
• Unlike other IDMS proposal, we assign a unique 
identifier (ID) to each device leveraging the model 
hierarchical topology instead of using the IP 
address as identifier. 
• We assign persistent IDs that remain even if the 
node moves to another location. 
• The fragmentation strategy during the ID 
management allows a more efficient use of the 
scarce hardware resources available in the devices.    
The reminder of this paper is organized as follows. In 
section II we describe the F2C system model. In section III 
we study the relevance of the adoption of a proper identity 
management strategy and its most common requirements. In 
section IV the related work is discussed. The proposed 
IDMS is presented in section V. Section VI shows an 
illustrative use case of the adoption of the proposed IDMS. 
In section VII the results obtained in the validation phase 
are analyzed and finally, we conclude this work in section 
VIII. 
 
II. F2C system model 
F2C is a collaborative computing paradigm where 
resources are distributed in a hierarchical topology. The 
main difference between the original fog computing 
proposal and the F2C is that while in fog computing the 
cloud services will be used mainly for long-term data 
storage and data mining, in F2C it plays a more active role. 
For example, a service may be granulated to execute 
simultaneously the delay-sensitive tasks in the neighboring 
nodes and the non-critical tasks in the cloud. 
It is said that F2C is a collaborative approach because it 
will allow users not only to use the available resources but 
also to contribute to the resources pool with idle resources 
in their devices, i.e., users will be able to share their idle 
compute capacity, memory and storage while connected to 
the F2C network.   
In short, F2C is structured as follows: in the lower 
hierarchical tier the most constrained resources will be 
grouped (IoT devices). The middle tier will be integrated by 
the fog nodes playing as gateways for the devices in the 
lower tier, and finally, the cloud datacenter seating at the 
top. 
For the sake of illustration Figure 1 shows the general 
F2C topology and communication model. Reacting to a user 
wiling to execute a service, the F2C system will select the 
best place to execute it, depending on the required data 
location, the maximum delay allowed, the service 
characteristics and some other parameters. Thus, the 
devices participating in the F2C infrastructure can execute 
tasks either in nearby devices at the same hierarchical tier, 
in a higher fog tier or even in the cloud datacenter 
according with the task requirements. 
Consequently, F2C services will be able to use a 
combined set of resources that will not necessarily be 
located in the same hierarchical tier. Let’s consider for 
example a service that can be decomposed into subtasks. 
The resulting subtasks can be assigned to nodes deployed 
throughout the network according to their specific 
requirements. Accordingly, the subtasks that need few 
compute resources can be allocated to constrained IoT 
devices and subtasks that require long-term storage or 
intensive processing to the cloud datacenters. 
 
III. IDMS requirements in F2C systems 
It is called identity management system (IDMS) to the set 
of tasks, techniques and procedures used to identify 
uniquely an individual or an object within a given context 
[13]. The IDMS is a key component that should be present 
in every level of the F2C hierarchy. It will facilitate, among 
other things, to control the access to the available resources 
in the network and to implement the most essential security 
features, such as authentication and isolation of devices that 
incur in malicious behavior. 
It is worth emphasizing the importance of the adoption of 
the proper identity management strategy. In F2C, mobile 
devices will require to be identified constantly across the 
network, especially when they move from one fog node 
coverage area to another, for example, when device A in 
Figure 1 moves from fog node1 to fog node2. In order to be 
able to offer a seamless handover experience, it will be 
imperative that the adopted identity management strategy 
allows nodes to be identified in the shortest possible time. 
According to [14], IDMS will ease the management of 
services, data and devices. Also, it will provide support to 
the service providers during the development phase while 
protecting the user’s privacy and hardware specifications, 
thus it is a crucial feature of the system. 
In [13], the author argues that the requirements for the 
IDMS design criteria are closely tied to the use cases, that 
is, the requirements that the IDMS should meet are not 
fixed but they depend on the environment where such 
system will be implemented. For example, a desired 
characteristic of the telephone management system (which 
may be considered as a kind of IDMS, being the phone 
numbers the identifiers) is that the telephone numbers are 
easy to remember, that is, the memorability. Nevertheless, 
with today’s computer specifications, where even the most 
constrained devices can process data much faster than 
humans, the memorability characteristic is not a priority in 
environments such as Fog computing or F2C. In fact, since 
such characteristic may represent a security issue –such as 
the identity forging thread addressed in [15] [16]–, it is not 
recommended. 
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Fig. 1 Fog-to-Cloud topology and communication model. 
In this section we have compiled a list of requirements 
that according to [13], [17] and [18] an IDMS like the one 
presented in section V should meet for a successful and 
effective management of identities in F2C systems. 
• Scalability. The scalability is the capacity of the 
identity management strategy to get adapted to large 
volumes of changes. In F2C systems, it is essential that 
the IDMS component continues to work without losing 
quality or affecting other characteristics regardless the 
number of nodes in the F2C network. 
• Decentralization. F2C is foreseen as a decentralized 
paradigm and thus its control functions should be 
decentralized as well. The distributed nature of the 
system not only allows it to keep operating even if a 
section of the network fails but also decrease the 
response delay by locating the key functions at the edge 
of the network topology. 
• Mobility. One of the most important characteristics of 
the F2C paradigm is its support to mobility. Therefore, 
it is necessary that F2C individual functionalities, 
including the IDMS, provide such support to those 
devices on the move without degrading the QoS. 
• Uniqueness. The identity management strategy must 
ensure that the resource identities are globally unique, 
at least in the scope of their network connections. 
• Security. In raw words, security is responsible for 
enabling right individuals to access to the right 
resources at the right time and for the right reasons. The 
identity management aims at authentication process to 
provide data and information for authorized users. [19]. 
• Privacy. It is said that a function provides privacy 
when it prevents unauthorized users to consult, copy, 
modify or delete private information. In F2C systems, 
the adopted IDMS strategy must hide the end users and 
system sensitive information, including the data that 
can be used for inferring information, such as personal 
data, location, trajectories, behavior patterns, etc. 
• Interoperability. This characteristic refers to the 
facility provided by the identity management strategy to 
exchange data with other service providers [20]. For 
example, sharing whether a device is registered in the 
network, its’ ID and other data, with another F2C 
provider. 
IV. Related work 
Currently, in computer networks, there are two major 
categories in research related to identity management 
systems. The first category is the object oriented one, 
which, as its name suggests, focuses on identifying 
individual objects. The second category is known as user-
centric and it is the most commonly implemented [21].   
The OpenID is a user-centric identity technology created 
by an open source community that allows users to sign in to 
multiple sites without needing to create new passwords for 
each one of them [22]. The OpenID addresses the problem 
of having multiple user credentials, one for each web 
service, by relying the user authentication process to a 
centralized third party identity provider, which provides 
users with the OpenID identifier, an identity URL [23]. 
Although the OpenID approach is robust and widely 
adopted, its implementation in F2C environments to 
identify devices is not appropriate. For example, the 
centralized nature of the OpenID not only creates a single 
point of failure but also goes against the distributed F2C 
approach. This approach not only includes the distribution 
of resources but also control functions, including the 
identity management system. Even more, OpenID, as other 
user-centric solutions, focuses on reducing the multiple user 
credentials, which in F2C from the resource identification 
perspective isn’t a problem. 
In [24] the authors address another user-centric IDMS, 
the fingerprint. Such technique also has a version designed 
to uniquely identify devices, however, its effectiveness is 
conditioned by the need each device to be different, either 
in hardware, software or both [25], a condition that is 
unrealistic, especially in wireless sensor networks (WSNs) 
where a large number of basically identical devices are 
deployed. Even more, given the information collected from 
the devices, the use of this technique can be considered as a 
violation of the privacy of users. 
In [26] the authors propose to use the identifier provided 
by the device vendor during the IoT devices identification 
process. However, as explained in [27], a standardized 
naming convention should be agreed in advanced by the 
manufacturers, which is unlikely to happen given the 
impact this would have on their infrastructure. 
In order to avoid security risks related to the 
management of identities (user impersonation attacks, for 
example), authors in [28] propose a remote user 
authentication protocol that anonymize the identities in each 
login. Such anonymity is achieved by the use of a random 
nonce that encrypts the real identities and uses a dynamic 
identity in each session instead. The main issue with this 
proposal is that the performance evaluation focuses only on 
validating the proposal to be secure but unfortunately 
neglects performance aspects in constrained and legacy 
devices. In F2C, the constant encryption of the device ID 
could represent a problem for the most restricted devices, 
especially those mobile devices that go from one fog node 
to another one in a very short period of time (such as 
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drones, intelligent vehicles, among others). 
Authors in [29] propose an IDMS for the mobile cloud 
computing that strengthens the authentication process and 
identity privacy by the implementation of a two-steps 
authentication process (zero knowledge proof and token 
verification). The main issue with this strategy is that 
compared with other solutions, there is a communication 
overhead penalty of 30%. Besides that, the fog nodes 
overhead caused by the token generation task in highly 
dynamic environments due the devices mobility has not 
been considered. 
In [30] authors present the Host Identity Protocol version 
2 (HIPv2) which in order to provide support to the mobile 
nodes proposes to separate the host location and identifier 
from the IP address. However, as pointed out in [31], the 
HIPv2 key problem is that its implementation implies to 
change the TCP/IP protocols structure, which undoubtedly 
affects the functioning of existing networks, applications 
and even devices. 
Authors in [32] present an approach for identifying IoT 
devices through the network traffic analysis. In their 
proposal, authors apply a set of machine learning based 
classifiers to a stream of sessions issued by a specific 
device. They claim that after a careful traffic analysis, it is 
possible to identify the device that generates such stream of 
sessions in the network. Nevertheless, this strategy presents 
important drawbacks that disallow to be applied into F2C 
systems: i) it does not identify devices individually but a 
classification of them (smartphone, computer, sensor, 
etcetera); ii) the identification of the network device is 
limited to a list of known devices, thus, new uncommon 
devices won’t be recognized; iii) it is necessary to allocate 
compute resources to the traffic analysis task, and finally; 
iv) scalability may be a problem in highly heterogeneous 
scenarios. 
In [33] an IDMS architecture that uses the cloud 
datacenters is introduced. Such work aims to provide device 
authentication and authorization among heterogeneous 
mobile networks. However, when implementing this 
proposal in a F2C environment, the QoS will be degraded 
by the inherent latency associated to the cloud usage during 
the identification, affecting mainly the mobile nodes. 
Authors in [34] propose an identity management 
framework specifically tailored for Internet of Things 
scenarios, leveraging a centralized database to store the 
devices identities. Communication between two nodes is 
triggered by the requester node (client) when getting a 
token from the identity store, only valid for that specific 
connection. However, a key concern of this proposal seats 
on the single point of failure built by the centralized 
database of the identity store. A failure on the identity store 
would make the identity management solution not to 
properly work. It is worth mentioning that the required 
effort to manage the token will also incur in a delay that 
may be not negligible. 
 
V.IDMS proposal 
For a better understanding, this section has been divided 
into identity assignment and management. In the first one, 
we address the naming problem in F2C systems and in the 
second one we describe the identity management strategy 
we are proposing.  
A. Identity assignments 
In our previous work [35], we proposed a new hash-based 
identity management for combined F2C system. The 
proposal consists of three modules: certification, hash 
function and identification. 
1. Certification:  In the early stage and as a part of the 
F2C service subscription, users must fill in and submit 
a form in the F2C webpage to get their secret key. 
Then, users can register their devices on the F2C 
system using the obtained key. The certification 
provides secure channel between users and F2C system. 
2. Hash function: This module uses the SHA-512 hash 
algorithm [36] to transform the device identification 
input into a 128-bytes fixed-length hash string which 
afterwards will be used as device ID. The device 
identification input are two concatenated strings: the 
secret key obtained during the registration phase and a 
random string. Once the device ID has been generated, 
it is stored in a distributed fashion among the F2C key 
nodes using Distributed Hash Tables (DHT). 
3. Identification: The last step of the proposal is to search 
device’s ID in the DHT. In this matter, some cases 
might be occurred. For example, consider figure 1.  
Device A appears for the first time in F2C system and it 
is in the vicinity of Fog node 1. Fog node are able to 
provide identity for the device and store it in the DHT 
over the whole F2C system. In another case, Device C 
is already registered and has the hash value (ID), when 
it arrives to the Fog node 3, it can easily look up in the 
DHT to find out the device C’ identity. All the device’s 
ID participants in the F2C system are stored in DHT by 
time stamp to track devices. One of the main advantage 
here is mobility facility. For example, if Device B 
already registered by fog node 1, moves to fog node 2, 
it can be found in the F2C system due to DHT across 
key components. All the device identity assignments 
and registration in DHT are done in hierarchical 
manner by nearby fog nodes or cloud. 
B. Identity management  
In our identity management proposal, the large global 
identities are partitioned into small fragments [37]. Those 
fragments facilitate network resources to be identified by a 
small fraction of their name rather than the full global 
identifier according to their connection layer (CL) in the 
F2C system. 
The connection layer (CL) is the hierarchical view 
between different nodes in the F2C system. The CL in F2C 
will be given by the cloud as higher layer in F2C hierarchy. 
According to [38], three hierarchical levels may be 
considered for fog computing and thus, for F2C systems. 
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Although, inter-service-provider interaction must be 
considered as a layer in F2C scenario. Therefore, we 
classified the four hierarchical CLs (figure 2) in F2C system 
as below: 
• Edge: In this connection layer, all connection occurred 
between the components (Physical or virtual) under the 
same fog node. In this type of CL, resources from an 
area at the edge of the network are geographically at 
vicinity of each other. For example, a shopping mall 
building can be considered as an area at the edge of the 
network.  
• Fog: The CL of the fog is the connections between the 
fog nodes and the resources that they aggregate. For 
example, connection between a temperature sensor in 
one area and a laptop in another area under different 
fog nodes. 
• Cloud: This CL has the overview of the all resources 
(might be geographically located far from each other) 
that established connection to the F2C system by a 
common cloud service provider.  
• Global:  The type of CL is the interconnection between 
all service providers of services globally. The resources 
may geographically have located far or near to each 
other but be connected to different network. Let’s say 
F2C service provider A and F2C service provider B. 
As illustrated in figure 3, The CLs are classified in four 
categories. In the F2C system, the number of layers might 
be changed, therefore the CLs and ID’s fragmentation 
policy might be changed as well to be matched properly 
with the F2C layers. Therefore, it is worth clarifying that 
the four fragments policy may be considered as the general 
use policy and that it might change to fit other use case’s 
needs. 
When the connection layer has been defined for a system 
topology, the identifiers will be divided into n parts, where 
n is the number of CLs in the F2C system. The nodes in the 
F2C system will use the fraction of identifiers according to 
the hierarchical tier they are located for mutual 
identification instead of the full identifier. According to the 
node position in the hierarchical tier, the number of 
fragment of identifiers are changing.  For example, 
assuming the network topology shown in figure 3, if the 
device tagged as B requests a storage resource located in the 
fog node2, such CL will be tagged as fog and thus, two 
fragments of the full identifier will be required during the 
mutual identification process. Assuming identifiers as the 
one shown in figure 2, the full device identifier will be 
fractioned according to the CL as shown in the right of the 
figure 3. 
In the topological view, in the higher CL, the more ID 
fragments will be used. Therefore, in the higher CL, larger 
ID will be used. The reason behind that is a higher node in 
the hierarchical F2C system has more devices (children) 
below itself in hierarchy. Then, for identifying each one of 
the children individually, longer identifiers will be used. 
 
 
Fig. 2 Device’s ID fragmented by connection layer. 
 
 
Fig. 3 Fragmentation policy according to the CL between two nodes. 
Due to the use case’s need and implementation, the 
length of ID’ fragments may be different from fragment to 
fragment. In the lowest tier in F2C systems (IoT layer), the 
length of first ID’s fragment depends on maximum number 
of resource’s ID that fog node (as aggregator node) can 
store in cache during a specific time, that is, the identifiers 
cache size. If the fog node can store larger identifiers cache 
sizes, then a larger identifier fragments is required. In the 
IoT layer, small ID’s fragments and cache sizes occurred 
due to their low computational power and resource 
limitation. Note that adjusting the ID’s fragment length in 
function of the fog node cache size must be considered, 
otherwise, ID’s collision problems will arise. 
There are many different research contributions 
addressing the collision problem in the naming scenario 
(see [39] [40] [41]). Interestingly, in our identity 
management proposal, we define a collision occurs when 
two or more resources in a CL use the same identifier. 
Consequently, meeting what the main objective for an ID is 
to unambiguously identify a resource, the collision 
probability, as defined in (1) must be reduced as much as 
possible. 
𝑃(𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛) = 𝑐 / 𝑒𝑙  (1)
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Fig. 4 IDMS procedure. 
In (1): 
• c: It is the maximum number of IDs that the 
aggregator node can store in cache  
• e: It is the number of elements in the character set 
used for building the ID. 
• l: it is the pretended ID fragment length. 
For avoiding and preventing ID collision, nodes in global 
connection layer use their full ID rather than a fraction of it 
during the identification process. 
In fact, one of the main advantages of the proposed 
identity management is that the full resource identifier is 
not spreading nor storing through the whole network but its 
only know by: i) the resource to which the ID belongs; ii) 
the fog node when resources are connected through it to the 
F2C system and; iii) other resources in global connection 
layer where the full resource’s ID is required for a proper 
identification and the decrease in collision risk.  
Fog nodes play a vital role in our proposal due to be 
responsible for sharing the required resource ID fragments 
with other nodes according to the CL in the hierarchical 
F2C systems. For example, in the figure 3 if the node A 
requests a connection to the node C, the aggregator node 
that groups both of them will determine the CL and the 
number of fragments that such connection requires. In this 
case, only the first fragment will be used. 
The sequence diagram shown in figure 4 describes the 
procedure to be followed when two nodes in the F2C need 
to communicate. As remark, we want to mention that in this 
scenario, we consider that nodes will be authenticated in the 
previous steps before communicating and all 
communication between layers, devices, users, etc. will be 
through secure channels. The steps 1 and 2 and their 
respective ACK are the initial preconditions to have the 
system running. In the first interaction, a node that can 
exercise the role of aggregator node asks the cloud agent to 
add it to the list of aggregators available in the fog tier. The 
cloud agent responds with an ACK. This process is repeated 
in the second interaction, with the difference that the node 
that requests to be added is in the lower tier of the network 
hierarchy, and the aggregation request is made to an 
aggregator node in the fog tier, instead of the cloud agent. 
Let’s assume that the Device B in figure 4 is offering a 
resource -hardware such as processor or storage, a service 
or data collected by sensors- that the Device A is requiring 
and that Device A is also part of the F2C network. The 
Device A will request to the network for the desired 
resource in a secure fashion and when it finds the resource 
available in an aggregator node, it will submit its ID among 
other information securely. Using such information, the 
aggregator node will calculate the CL of the interaction and 
based on such CL, the Device B identifier fragment to be 
shared with Device A. 
 
VI. Illustrative scenario: deploying a F2C 
system in a smart city 
This section introduces an illustrative example to 
understand what the envisioned procedures and assumptions 
related to the naming strategy when deploying a F2C 
system will be. For the sake of realism, we consider a city 
as the scenario where the F2C system will be deployed as 
well as some preliminary assumptions. 
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Fig. 5 Illustrative scenario.  
Let’s suppose the local government of a city, along with 
a regional Internet Service Provider is planning to 
modernize the city downtown by enriching the set of 
services that the city offers to the citizens. To that end, 
diverse IT infrastructure is deployed enabling the execution 
of innovative services, such as smart traffic management, 
urban surveillance, real time environment information 
(weather, pollution, noise, sunrise, sunset, etcetera), or 
enriched dependable e-health services, just to name a few. 
Assuming the fact that the deployed resources will not keep 
operating at full capacity all over the time, it is proposed to 
offer the idle city resources as an additional service to 
citizens, so paving the way for: i) a new collaborative 
model where citizens may execute other tasks and services 
in these idle city resources, and; ii) the creation of an 
environment where citizens can also contribute by sharing 
idle resources in their own devices. 
In order to implement such resources and services 
management, the city manager has decided to deploy a F2C 
management solution, thus organizing the available 
resources in layers according with their capabilities, as 
follows (figure 5). The lower tier, also called IoT layer, is 
integrated by the most constrained resources, such as 
sensors, actuators and other basic computing devices –e.g. 
Raspberry Pi or Arduino boards– and is represented in 
figure 5 by the green circles connected to their respective 
fog nodes. In the second tier (orange circles marked with 
capital letters), the resources with medium processing 
power are grouped. These resources deploy control and 
aggregation functions for resources in the immediate lower 
tier and also when needed, provide their own resources to 
execute tasks that cannot be executed in the IoT resources. 
Finally, the upper tier, consists of the datacenter located at 
the ISP facilities. This tier is mainly used to execute 
demanding tasks and long-term data analysis and storage. 
During the initial F2C deployment, a key decisions must 
be made regarding the way in which the resources 
participating in the network will be identified. It refers to 
the length in which the resource IDs will be fragmented in 
every tier of the network. To that end, it is worth 
highlighting the differences brought when considering the 
IoT layer. Indeed, while a F2C manager may pretty 
accurately know the amount of resources deployed at the 
cloud and fog tiers –easy decision about the length for the 
fragment that correspond to those tiers–, there is no clue on 
the maximum number of resources connected and stored in 
the aggregation node cache for a given period of time in the 
IoT layer. Hence, while an easy decision can be taken about 
the length for the fragment that corresponds to the cloud 
and fog tiers, an estimation is needed for the IoT layer. We 
also assume that, in the illustrative scenario for the 
envisioned city, the downtown area with the highest 
population density hosts every day up to a maximum of 1.5 
million people of which 500,000 live there, 700,000 are 
employees that work in the zone and the rest are visitors. 
Thus, the city manager must choose the optimal ID’s 
fragment length for the IoT layer assuming that the F2C 
framework is preconfigured to store in every aggregation 
node a cache, with information of the resources connected 
to them during a specific period of time that the people in 
the area are potential service users with a single device, and 
that they all are managed by a single aggregation node. As a 
first approach, although certainly further work is needed to 
evaluate the impact of varying this period, we set that 
period of time to the last seven days. 
From the aforementioned data, the city manager gets two 
of the three variables set in (1), namely c and e. In this case 
c is the number of people that every day visit the area 
multiplied by seven, plus the number of people that every 
day goes to the area to work, plus the number of people that 
live there. Due to the adopted naming schema, IDs are 
generated using only the hexadecimal charset, therefore the 
value of e in (1) is 16. 
The third and last variable of (1) is the desired length of the 
ID’s fragment l. We assume that the city manager prefers to 
prioritize a low ID collision probability over a short 
fragment. Therefore, the collision probability for fragments 
of 8 characters’ length in hexadecimal representation is 
calculated. 
The result (2) shows that the probability of collision is 
0.00076, that is, 0.076%. 
𝑃(𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛) = 3,300,000 / 168 = 0.00076 (2) 
 
Getting a smaller collision probability, would require the 
city manager to consider shorter fragments of 10 characters’ 
length, as shown in (3). 
𝑃(𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛) = 3,300,000 / 1610 = 3𝑥10−6 (3) 
 
The obtained results for the collision probability with the 
new parameters can be considered negligible and thus this 
would be the fragment length chosen by the project 
manager for the IDMS in the proposed F2C 
implementation. 
8 
 
 
Table 1. IDMS features.  
Feature Description 
Scalability 
The fact that the aggregator nodes will provide the identity 
management service to the nodes which they group will 
allow the IDMS to scale well regardless the number of 
devices connected to the network.  
Decentralization 
In F2C the control functions will be decentralized. The 
identity management by the aggregator nodes that we 
propose is aligned with such decentralization, what 
eliminates the single point of failure. In fact, the service 
will continue operating normally even if the cloud fails.  
Mobility 
In our proposal, each F2C node will have its own 
identifier, which will allow mobile nodes not to lose their 
identities, even when changing their IP. Likewise, in order 
to provide a seamless service to mobile devices that will 
require to be identified constaly by the aggregator nodes, 
we put the focus in the reduction of the time required for 
identify a node in the network.  
Uniqueness 
Each node in the F2C system will have its own globally 
unique identifier. The fragmentation strategy that we 
propose will allow the devices to have an identifier that 
still is unique in the context of their connections.  
Security 
A key feature of the IDMS is the capability to provide 
security to the systems. Our proposal will allow the nodes 
to be identified unambigusoly using a short version of their 
full identifiers.  
Privacy 
Using a short version of the node identifiers will disallow 
the scalade of masquerade attacks. Likewise, the non-
incorporation of prefixes to perform the partitioning will 
prevent sensitive information from being extracted or 
inferred from the ID.  
Interoperability 
With few modifications and agreements, the IDMS 
presented can be implemented in fog computing and F2C 
systems from different service providers. 
 
VII. Evaluation and results 
In this section we describe the evaluations carried out for 
the presented proposal. The rationale behind this evaluation 
is to qualitatively validating the fulfillment of the proposal 
with the expected characteristics of an IDMS (see section 
III) as well as analyzing the results obtained during the 
evaluation phase. 
In this sense, it is worth emphasizing that during the 
evaluation of the proposal we have focused on the lowest 
tier of the network hierarchy, the IoT layer. This is because 
from the identity management perspective and due to the 
dynamism that characterize the lower network tier, it is the 
most challenging to manage in the whole F2C system. 
Thus, in order to validate our naming strategy, we have 
studied the time required to generate an ID in two of the 
most typical and constrained IoT devices: an Arduino and a 
Raspberry Pi. Likewise, to validate our fragmentation 
proposal we have created a fictional scenario where a 
Raspberry Pi plays the aggregator (fog) node role. Such 
scenario will be further described in subsection C. 
A. IDMS characteristics validation 
The motivation that drove the development of this work 
was the lack of an identity management system that 
supports the features offered by F2C system. In this sense, 
we argue that the IDMS that focus on the aforementioned 
approach must take into consideration the requirements that 
the environment demands. 
In this section, we return to the requirements described in 
section III and explain how the proposed solution meets 
them (table 1). 
B. Naming assignment validation 
Since the devices grouped in the IoT layer will be very 
constrained in terms of computational power, it is 
imperative that the functions deployed in them are in 
accordance with said limitations. For that reason, we have 
implemented and validated our naming assignment proposal 
in two constrained IoT devices, an Arduino UNO WiFi rev2 
with an ATMEGA4809 microcontroller that operates at 
16Mhz, 48 kb of flash memory and 6.14 of SRAM [42] and 
a Raspberry Pi v3 which incorporates a Quad Core 1.2GHz 
Broadcom BCM2837 64bit CPU and 1GB memory RAM 
[43]. 
In our experiment, we have measured five times the time 
it takes to each of the devices described above to calculate 
an ID using our hash-based proposal. The averaged results 
are shown in table 2. 
As can be expected given the specifications of both 
devices, the Raspberry Pi can process more bytes per 
second than the Arduino board. Nevertheless, the purpose 
of this validation is not to compare the hash rate between 
those devices but to prove that even the most constrained 
IoT devices are capable to execute our naming solution with 
an acceptable hash rate. 
C. Database lookup time 
To validate our identity management proposal, we have 
chosen two well-defined parameters that allowed us to 
measure the effectiveness of our proposal by comparing the 
performance obtained before and after applying our 
solution. The used metrics are the lookup time in the 
database that stores the identifiers and the space in disk that 
the DB uses. 
The reasons why we have chosen these parameters are: i) 
in F2C all the framework components, including the IDMS, 
must be able to perform their function efficiently, 
otherwise, an uncontrolled delay in any of them may cause 
a bottleneck in the system and degrade the QoS. When an 
aggregator node receives a connection request, it should 
perform a lookup in the DHT in order to validate that the 
device ID is authorized in the system. In all the cases, the 
goal is to provide a seamless experience, especially to the 
mobile nodes that are using or sharing a resource on the go, 
so then, the less time it takes to search in the database, the 
faster the node will be connected to the network; ii) given 
the limitations of the constrained IoT and legacy devices, 
the resources, including the storage, must be used in the 
most efficient way possible. It means that the space in disk 
that each component uses matters. 
Therefore, we have developed a testbed where a 
Raspberry Pi v3 acts as aggregator node. In the Raspberry 
Pi we have installed the Ubuntu Server 16.04 as Operating 
System and a Database Management System (DBMS). In 
the DBMS we have created and filled six databases (DB), 
each one with 2 million of synthetic identifiers. In the first 
database the ID length was set as 128 bytes. In the next 
databases the ID length was set as 64, 32, 16, 8 and 4 bytes 
respectively.  
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Fig. 6 Queries execution times.  
The database with identifiers of 128 bytes was 
considered as the database that stores the full devices’ 
identifiers. The shorter IDs stored in the following 
databases were considered as the possible lengths of the 
first ID fragment, the one that corresponds to the edge CL. 
After that, we executed lookup queries in all the DBs 
considering different volumes of data. In each DB we 
conducted queries with 200, 400, 600, 800, 1000, 1200, 
1400, 1600, 1800 and 2000 (thousands of) records 
respectively in order to be able to analyze how the times 
behave as the volume of data increases. Each query was 
repeated ten times and the results were averaged and 
presented in figure 6. 
From figure 6 we can observe that the execution time in 
all the DBs is so similar when the data volume is low (200 
thousands) but as that volume of data increases, the 
graphical lines begin to break that tendency, highlighting 
among them the one that represents the DB with the 128 
bytes identifier because it requires the most time to process 
the queries, especially when the data volume is too high.  
On the other hand, the database that requires the least time 
to process the queries is the one that stores the 4-byte 
fragments. However, it can be seen that the differences 
between the queries execution times in the 4-bytes and the 
8-bytes databases are minimal, so much so that in figure 6 
the lines are basically overlapping. Such behavior is caused 
by the index processing in the DBMS engine. 
Table 2. IoT devices hash rate. 
Device Bytes processed per second 
Arduino 7,667.63 
Raspberry Pi 42,004.48 
 
Table 3. Databases sizes. 
Database Size (MB) % 
128 Bytes 312.80 100% 
64 Bytes 164.67 52.64% 
32 Bytes 110.63 35.36% 
36% 16 Bytes 79.59 25.44% 
8 Bytes 64.58 20.64% 
4 Bytes 55.58 
 
17.76% 
 
In this case, it is convenient to take the length of the first 
fragment of the identifier as 8 bytes instead of 4, as this will 
greatly reduce the probability of collision in the identifiers 
without significantly increasing the time required to 
perform queries to the DB. 
D. Database size in disk   
Using the scenario and DBs described in the previous 
subsections, we have measured the space in disk that each 
DB uses. The results are summarized in the table 3. 
The table 3 shows that using the presented fragmentation 
strategy also the storage required to store the databases is 
markedly reduced. The database that stores the 4-bytes IDs 
fragments only uses the 17.76% space in disk compared 
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with the 128-bytes IDs database. Likewise, the database 
with the 8-bytes IDs fragments uses 79.36% less than the 
DB with the full identifiers.   
 
VIII. Conclusions and future work 
F2C has been designed as a solution to efficiently manage 
the resource continuum from the edge up to the cloud. A 
F2C system brings remarkable benefits, such as the 
possibility of executing services and applications closer to 
the end users and thus, with low-latency, it also facilitates 
mobility and handover by distributed fog nodes, and allows 
users to have more control over their data. However, there 
are still open challenges and issues that must be addressed. 
One of the main challenges in F2C system is the lack of an 
Identity Management System that meets the environment 
requirements. 
In this work we propose an IDMS that consists of a hash-
based naming strategy and a new hierarchical identity 
management technique. The proposed strategy assigns to 
each device a unique (ID) that is partitioned into smaller 
fragments according to the device hierarchical position in 
the F2C system. The fog node can determine the connection 
layer and according to that, the number of required 
fragments for a proper mutual identification among devices.   
In the evaluation part, we illustrate that database sizes 
and query execution times both are decrease significantly 
when compared to a strategy using the full resource 
identifier, with a very low and hence affordable increase in 
the collision probability. The proposed strategy facilitates 
the efficiently usage of the limited resources at the edge of 
the network in F2C systems due to the aforementioned 
reductions and finally the identification’s time process is 
markedly reduced. Likewise, the qualitative analysis shows 
that the proposed IDMS meets the main features that the 
identity management system must offer in a F2C 
environment. 
As a future work, we plan to develop and implement the 
proposed hierarchical IDMS in a close-to-real scenario to 
assess the proposed solution benefits in a F2C system. 
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