Introduction
Data on daily ranges of various financial prices are quite widely available. It is conceived that volatility is high (low) when the daily range is wide (narrow) . Parkinson (1980) shows that, under certain assumptions, the price range is a more efficient volatility estimator than, say, the commonly used return-based estimator. Modifications and variations of the original Parkinson result are provided by, for example, Beckers (1983) , Garman and Klass, (1980) , Kunitomo (1992) , Rogers and Satchell (1991) , and Yang and Zhang (2000) . Recently, a few studies have investigated the stochastic properties of financial price ranges and using the price range as an input in various GARCH and stochastic volatility models to exploit its information content (Alizadeh et al., 2002; Brandt and Diebold, 2003; Brunetti and Lildholdt 2005; Chou, 2005; Engle and Gallo, 2003; Fernandes et al., 2005; Gallant et al., 1999) . Usually, the price range is touted as an efficient proxy for volatility, which is a crucial element in the modern financial literature. An early example of using the price range in options pricing is provided by Parkinson (1977) .
The price range also occupies a unique role in technical analysis, which is quite widely used by traders in financial markets (Cheung and Wong, 2000; Cheung and Chinn, 2001; Taylor and Allen, 1992; Pring, 2002) . For instance, the price range is a key ingredient of the well-known technical indicator candlestick, which has been used by Japanese rice traders for a very long time. The stochastic oscillator is another technical indicator that is related to the price range. The "Notis %V" method separates price volatility into upward and downward components and compares them with the total volatility (Edwards and Magee, 1997; Murphy, 1986; Pring, 2002) .
Most studies on range assert its role of being an efficient proxy for the underlying return volatility. The focus on daily range, nonetheless, may neglect the value of its two components, namely the daily high and the daily low, which contain some useful information about the price dynamics. The daily range is constructed from the highest and lowest price of the day. It is, however, not easy to reconstruct the high and the low from the range itself. For instance, the pricing of some exotic options such as the knock-out and knock-in options depends on, in addition to the underlying volatility, the high and the low. 1 The interpretation of candlestick charts and the computation of stochastic oscillators also require the knowledge of the values of highs and lows. The high and the low are also the key components of trading strategies based on the notion of support and resistance levels and the price channel indicator. These options are also known as barrier options. A knock-out option will expire and become worthless when the price reaches a pre-specified level.
2 Support and resistance levels are price levels at which there are a possible reverse of the trend. The price channel initiates a buy (sell) when the price closes above (below) the upper (lower) channel constructed from daily highs and lows.
In essence, the price range gives the width of the band within which the price fluctuates, and the high and the low identify the exact coverage of the price band. If the interest is only the volatility, then the price range is a good summary statistic. On the other hand, if the extreme levels are also relevant, then we have to consider the high and the low. Thus, it is of interest to study both the range and its two components (the high and the low) simultaneously. Moreover, the range is given by the difference of the high and the low -knowing the high and low should potentially enhance the modeling of the range variable.
The current study exploits the following observation: for most active stock markets, daily highs and lows do not drift apart too far over time. An analogy is that stock return volatility does not trend upward all the time. The boundedness hints at the potential gain of incorporating the interaction of highs and lows in modeling the range variable. Specifically, using jargon in time series analysis, we anticipate daily highs and lows to be cointegrated such that they do not diverge over time and the range is the corresponding error correction term. If this is the case, we can exploit the interactions between the range and its two components and use the information to build an efficient model to describe the behavior and evolution of these variables.
To explore the idea, we first examine eight daily stock indexes and formally test whether a) their highs and lows are cointegrated, and b) their ranges can be interpreted as a stationary error correction term. To anticipate the results, we find that the high and the low are cointegrated and the range is the error correction term. Then, we assess the potential gains of jointly analyzing the three price variables by comparing the range forecasts generated from the cointegration framework and from autoregressivemoving-average models of ranges, highs, and lows. The mean-squared forecast error and direction of change criteria are used to compare these forecasts. We also break down the forecast errors and the forecast error variances of these range forecasts to gain further insight into their performance. As an illustration, we use these range forecasts to generate predictions of implied volatility for a few selected index options contracts. Both range and implied volatility forecasting exercises attest to the value of modeling highs, lows, and ranges simultaneously.
Preliminary Analyses
In this study we consider the following daily stock indexes: the British FTSE 100 (FTSE), French CAC 40 (FCHI), the German DAX 30 (GDAX), the Japanese Nikkei 225 (N225), the Korean KOSPI (KS11), US Dow Jones Industrial Average (DJI), the US Nasdaq Composite (IXIC), and the Taiwanese TSEC Figure 1 gives the plots of the high and low series and their corresponding ranges. For these stock indexes, the highs and lows display different variation patterns during the sample period. However, for each stock index, it is quite transparent that highs and lows move in tandem. The gap between the high and low curves is quite stable. The range variable appears quite stationary, with some occasional spikes, in all these graphs.
To formally assess the dynamic properties of these series, we use the augmented Dickey-Fuller (ADF) test to determine their order of integration property. The ADF test is based on the regression equation, The test results are given in Table 1 . The Q-statistics indicate that the lag specifications used to conduct these tests adequately capture the intertemporal dynamics. All the daily high and daily low series do not reject the unit-root null hypothesis. The test results from first-differences of these data series tell a different story. In this case, only a constant term was included in the ADF regression equation. The ADF test indicates that all the first-differenced daily high and daily low series reject the unit root null hypothesis; that is, the first-differenced data are I(0) . Hence, in the following analyses, we assume individual daily high and daily low series are I(1) processes. 
In contrast to the daily high and daily low series, all the range series reject the unit root hypothesis and, hence, are stationary. The stationarity result indicates that, even though the daily high and daily low are nonstationary, their I(1) behavior offsets each other over time, and the range (which is the difference of these two variables) is stationary. A formal analysis of the cointegrating property of high and low data is presented in the next section.
Some descriptive statistics of the ranges and their components in first differences are presented in Table   2 . The first differences of t H and t L are considered because t H and t L themselves are I(1). For all the stock indexes under consideration, the intra-day variation given by the sample mean of daily ranges is 30 times (DJI) to over 1000 times (KS11) larger than the day-to-day change measured by the sample average of either changes in daily highs or daily lows. The dispersion of daily ranges, on the other hand, is much smaller than that of changes in the highs and lows -the coefficients of variation computed from daily range data are at least 30 times less than those from daily highs and daily lows. The range and its two components in first differences appear to have different skewness properties. The stock index range series are skewed to the right while their two components are all skewed to the left. On the peakedness or the so-called fat-tail property, all the series are leptokurtic and have an excess kurtosis coefficient larger than that of a normal series. In general, the range series has a larger kurtosis coefficient and is more leptokurtic than its two components. 
A Joint Analysis of Highs and Lows

Cointegration Test
The unit root test results in the previous section are suggestive of the cointegration between daily highs and daily lows. In this subsection, the Johansen procedure is used to formally test for cointegration. Let X t be a 2x1 vector containing a national stock daily high and low series (that is, X t ≡ ( t H , t L )') and has a (p+1)-th order autoregressive representation:
where µ is an intercept term, j γ is a coefficient matrix, and ε t is an innovation vector. To test whether the elements in X t are cointegrated, the Johansen procedure tests for significant canonical correlations between ∆ X t and X t-p-1 , after adjusting for all intervening lags. Johansen (1991) and Johansen and Juselius (1990) give a detailed description of the test.
The cointegration test results are reported in Table 3 . Again, the SBC is used to provide the initial estimate of the lag parameter (p), and if necessary p is then increased to eradicate serial correlation in residuals. Both the maximum eigenvalue and trace statistics reject the null hypothesis of no cointegration in favor of the presence of one cointegrating vector. Further, there is no evidence that there exists more than one cointegrating vector. These results suggest that, for a given stock index, its daily high and daily low series are cointegrated. That is, the high and low series have the same stochastic trend that drives them individually to wander randomly over time, and an appropriate linear combination of highs and lows can eliminate the effects of the common stochastic trend.
The estimated cointegrating vectors with the coefficient of the daily high series t H normalized to one are also reported in Table 3 . The estimated vectors, which capture the empirical long-run relationship, suggest the daily high and the daily low tend to move almost on a one-to-one basis. Recall that the range is defined by t 
Vector Error Correction Model
Given the daily high and daily low series are cointegrated, a vector error correction model (VECM) is used to examine their long-run and short-run interactions. Imposing the (1, -1) cointegrating vector restriction, the VECM can be written as
The VECM results are presented in Table 4 . 4 The Q-statistics are not significant and, thus, affirm that the selected VECM models adequately capture the data dynamics, and the resulting disturbance terms display no statistically significant serial correlation. Since we do not have a theoretical model underpinning the VECM (3), we do not want to over-interpret the estimation results. Nonetheless, there are a few interesting observations.
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The results pertaining to models without the (1, -1) restriction are available upon request. See also Cheung (2007). These results are very similar to those reported in the text. Moreover, the forecast performance of models with the (1, -1) restriction is, in general, better than those without the restriction. One technical issue specific to the current application is the non-negativity of the range variable. We checked and confirmed that all the estimated ranges and range forecasts reported in the rest of the paper are positive. Thus, it is not necessary to impose the non-negativity constraint on, say, the VECM specification. Second, for all the stock indexes under consideration, the coefficient estimates are mostly negative for lagged dependent variables and positive for other lagged variables. For instance, consider the daily high equation, where the coefficient estimates of the lagged daily high differences are mostly negative and those of the lagged daily low differences are mostly positive. The negative coefficients are indicative of the presence of regressive behavior. Higher daily highs tend to regress to a lower level, and lower daily highs tend to regress back to a higher level. On the other hand, the positive coefficients of the lagged daily low differences suggest certain spillover effects. Higher (lower) daily lows lead to higher (lower) daily highs.
Third, the explanatory power of the VECM specification is quite reasonable. The GDAX daily low equation
gives the smallest adjusted R-squared statistic of 6.0% and the DJI daily low equation has the largest of 17.5%. The others are mostly in the neighborhood of 10%. These adjusted R-squared statistics are not small for a typical equation explaining changes in financial prices. The evidence that the daily high equation has a higher adjusted R-squared statistic than the daily low equation is not very strong -in five out of eight cases, the model explains changes in highs better than it explains changes in lows.
Forecast Performance
The preceding results are in accordance with the intuition that daily highs and lows do not drift apart over time and, hence, the range is a stationary variable. The cointegration framework and the associated VECM are the empirical constructs to exploit the interaction between daily highs, daily lows, and daily ranges. In the current section, we assess the performance of the VECM in generating range forecasts.
For comparison purposes, we consider range forecasts generated from a) forecasts of daily high and low from their respective autoregressive-moving-average (ARMA) specifications, and b) an ARMA specification of the range. A naïve forecast based on a random walk specification was also considered 5
Note that the regressive property is not inconsistent with the volatility clustering phenomenon. A stationary ARCH model, for example, has regressive behavior and, at the same time, can capture volatility clustering.
but not reported for brevity. The performance of the naїve forecast was consistently worse than those considered in the text. These results are available upon request.
Forecasting Models and Evaluation Criteria
Out-of-sample forecasts are used to assess the forecast performance. The forecasting period is from 
The right-hand-side variable ˆt Christoffersen and Diebold (1998) show that, when using the conventional mean-squared forecast error measure, imposing the cointegration relationship is likely to improve near-horizon rather than long-horizon forecast performance. Also, most financial market participants are interested in short-term forecasting.
The second alternative range forecast is based on ARMA specifications of ranges. The ARMA specifications were updated daily. We label it is motivated by some extant forecasting studies using the cointegration equation. Mark (1995) and Chinn and Meese (1995) , for instance, are concerned with the stability and complexity of short-run dynamics and use only the error correction term instead of the entire error correction model to generate exchange rate forecasts. Thus, the
to assess the potential loss/benefit in stripping short-term dynamics from forecasting the range. However, it should be noted that, unlike the other three range forecasts,
does not give information about highs and lows, which can be useful for some applications.
Two criteria are used to evaluate the four range forecasts. One criterion is based on the ubiquitous meansquared forecast error measure. The usual rule-of-the thumb is that a better forecast gives a smaller mean-squared forecast error. In the current exercise, a modified Diebold-Mariano statistic, which is appropriate for one-step and multi-steps ahead forecasts, is used to compare mean-squared forecast errors of these range forecasts (Diebold and Mariano, 1995; Harvey et al., 1997) . The test statistic is based on the difference between the squared forecast errors of the two forecasts under comparison. The other evaluation criterion is based on the direction of change statistic, which is given by the percentage of forecasts that correctly predict the direction of change. A value above (below) 50 percent indicates a better (worse) forecast performance than a naїve model that predicts the range has an equal chance to go up or down. Not only does the direction of the change statistic constitute an alternative metric, Leitch and Tanner (1991), for instance, argue that a direction of change criterion may be more relevant for profitability and economic concerns, and hence a more appropriate metric than others based on purely statistical motivations. Again, we construct modified Diebold-Mariano statistics to test a) whether the observed percentage of correct predictions is different from 50 percent and b) whether two forecast procedures display similar performance. A technical discussion of the two evaluation techniques is given in the Appendix.
Since the two evaluation criteria have different foci, it is difficult to say one is better than the other. Both criteria offer some useful information about forecasts and alternative perspectives to evaluate their performance. While someone may prefer one criterion to the other depending on the purpose of the forecasting exercise, we view the two criteria as complementary in this exercise. Recently, a utility-based evaluation metric based on a portfolio allocation problem was proposed by Abhyankar et al. (2005) .
Forecast Comparison
A comparison of the mean-squared forecast errors generated by Table 5 . The modified Diebold and Mariano statistics are computed for each pair of forecast series.
8,9 A clear picture emerges from these statistics. The
, 1t h A R + , which ignores the interaction between highs and lows, always yields a mean-squared forecast error that is significantly larger than those of the other three range forecasts. The result attests to the importance of incorporating the high-low link in forecasting ranges. has a mean-squared forecast error better than the other two forecasts in the remaining six cases and the improvement is significant in almost half of these cases.
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The modified Diebold and Mariano statistics reported in the last column of Table 5 compare the forecast performance of the two range forecasts generated from VECM models. In three out of eight cases, the recursive VECM forecast The results in Table 5 can be summarized as follows. The information about short-term and long-term interactions between highs and lows helps predict daily ranges. Echoing the concern about the stability and complexity of short-run dynamics (Mark, 1995; Chinn and Meese, 1995) , the VECM does not forecast 8 In the forecast comparison exercise, the inferences are based on the asymptotic behavior of the modified Diebold-Mariano test. The forecasting period is quite long and has over 300 observations. It is also noted that the generation of finite sample critical values for the large number of cases we deal with would be computationally infeasible. The most likely outcome of such an exercise would be that the performance ranking The results pertaining to the original Diebold and Mariano statistics are qualitatively similar to the modified statistics reported in the text. These results are available upon request.
Strictly speaking, the results do not necessarily imply that the short-run dynamics are not useful. An alternative interpretation is that, in this case, the model with coefficient restrictions implying short-run dynamics are captured by the first differences of the high and low past values, on average, forecasts better.
better than the ARMA range model, which is a stripped version of the VECM, and periodic updating the VECM estimates can lead to better forecasts. , on the other hand, correctly predict the movement of the range over 50 percent of the time and the improvement over the 50% mark is quite significant. In fact, in most cases, the percentage of correct prediction scored by these three forecasts is between 70% to 80%. Thus, with the exception of A natural question to ask is: "Is there a forecast that predicts the direction of change better than the others?" The answer is provided in Table 7 , which reports the modified Diebold and Mariano statistics for performance comparison. Among the four forecasts, the range forecast 
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Decomposition of Forecast Error Variance
Three of the four range forecasts Indeed, we found that, for stock index series, all the coefficient estimates of the error correction term in the forecasting period are all within a one-standard error band of their respective estimates reported in Table 3 . The short-run dynamics, on the other hand, display much larger variations.
and
Equation (5) Even though these forecast errors are not statistically significant, the three forecasts tend to under-predict highs and lows such that the averages of (ˆt h 5.
An Illustration
As mentioned in the introduction, range is an efficient estimator of volatility. In this section, we assess the ability of range forecasts examined in the previous section to predict volatility. Volatility forecasting is an active research area and has significant implications for financial market practitioners. Andersen et al. variations. In this exercise, we consider implied volatility, which is commonly regarded as a market expectation of the unobservable volatility as the forecast object.
For a given options contract, implied volatility is a volatility estimate recovered from an options pricing equation with information on the premium and other pricing variables including the strike, price of the underlying asset, interest rate, and time to maturity. The reported implied volatility value is typically compiled from the average of a few nearest-the-money calls and nearest-the-money puts, which are used as a proxy for at-the-money contracts. 13 It is a common denominator of option prices that practitioners use to compare options of different types.
The implied volatilities under consideration are those of the European FTSE and DJI options contracts.
The one-month and three-months calls and puts are included. 
where j = A1, A2, SV, and RV. Since the implied volatility is annualized, we scale (7) accordingly and consider the scaled forecast
The comparison of the performance of the scaled forecasts based on the mean-squared forecast error criterion is presented in Table 11 . The modified Diebold-Mariano statistic clearly indicates that, among the four scaled forecasts,
is the worst predictor of implied volatility. For the two puts and two calls of 13 The number of individual nearest-the-money calls and nearest-the-money puts used in the industry to construct implied volatility varies from two to four. The use of at-the-money contracts is to alleviate issues related to volatility smile -which refers to the observation that at-the-money options have implied volatilities lower than other (out-of-money and in-the-money) options. 14 We were informed that DataStream uses a variant of the Black and Scholes model to construct implied volatility. 15 Usually, a n factor is used to get an n-days ahead forecast from an implied volatility estimate. According to the specification of implied volatility, the day-adjustment factor to obtain the annualized volatility is 365, which is different from the 250 or 252 factor used in, say, the historical volatility calculation. We also conducted the forecast exercise using the factors 250 and 360. The relative performance of these forecasts is qualitatively similar to those reported in the text and is available upon request. the FTSE and DJI options, the mean-squared forecast errors of Table 5 . There are differences in forecasting ranges and forecasting implied volatilities such that these forecasts perform differently in these two cases.
Between the two VECM-based forecasts, the recursive The ability of the scaled forecasts to predict the change in the direction of implied volatility is reported in Table 12 . The statistics show that, in general, the four scaled forecasts can predict the change in the direction of implied volatility. The proportion of cases in which the forecasts can make a correct directional prediction with more than a 50% chance is between two thirds ( Comparing the results in . The percentages of these scaled forecasts to predict changes in the direction of implied volatility are no higher than 60% while those of the corresponding range forecasts are usually no lower than 70%.
Thus, the range forecast performance cannot be directly used to infer the performance of forecasting implied volatility.
A statistical comparison of the scaled forecasts' abilities to predict the change in the direction of implied volatility is presented in . In contract to the meansquared forecast error results, the VECM-based forecasts of implied volatility are better than
which does not incorporate short-run high and low dynamics. Thus, in predicting the change in the direction of implied volatility, it pays to consider the short-run dynamics in VECM, though recursively updating the dynamics does not improve the forecast performance.
Concluding Remarks
In this exercise we observe that daily highs and lows of stock prices do not diverge over time and, hence, adopt the cointegration framework to model the daily high, the daily low, and the associated daily range data. Most of the existing studies focus on the price range variable itself and its capacity to extract the unobservable return volatility. By examining the variables simultaneously, the current study yields information on not just the range itself but also information about its components -the daily high and the daily low. Thus, our results are relevant to a wide class of applications that require information beyond the range variable.
Our empirical results attest to the importance of incorporating high-low interactions in modeling the range variable. The in-sample performance of the high-low VECM is quite good. The out-of-sample forecast performance, however, deserves some discussion. The decomposition exercise indicates that the joint estimation improves the performance of the high and low forecasts. Thus, the VECM is a good candidate to consider whether the application requires information on highs and lows.
However, the VECM-based range forecast does not always dominate other alternative forecasts. Indeed, there are instances in which forecasts from simple ARMA range models perform better. One observation is that forecast rankings depend on evaluation criteria and the variables being forecasted. For instance, even if a forecast is a good predictor of range, it may not be automatically a good predictor of implied volatility. Putting all these together, the in-sample results are more supportive of the VECM specification than the out-of-sample results.
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How should we interpret the disparate in-sample and out-of-sample performance? One possibility is that the high-low model is not stable over time and the instability makes it difficult to translate good in-sample performance to good out-of-sample results. A more relevant question is how much weight one has to put on out-of-sample evidence. Inoue and Kilian (2004) assess the relative usefulness of out-of-sample versus in-sample tests. These authors observe a widely known result that significant in-sample evidence does not guarantee significant out-of-sample predictability. They argue that in-sample tests have higher power and show that in-sample results are typically more credible than out-of-sample results. Another difficulty in interpreting forecast performance is pointed out by Clements and Hendry (2001) -they show that an incorrect but simple model may outperform a correct model in forecasting.
We do not mean to overplay the relevance of the high-low VECM and, hence, downplay the out-of-sample results. Indeed, the VECM delivers reasonable out-of-sample range forecasts and it offers even better high and low forecasts. In this respect, further work on interactions between highs, lows, and ranges is warranted. Further, we consider neither structural models nor nonlinear specifications. These alternative modeling strategies may offer additional information on the dynamics of highs, lows, and ranges.
While we used range forecasts to predict implied volatility, we neither examine the link between range and return volatility in detail nor the practical relevancy of using high and low forecasts in the context of, say, exotic options pricing and technical trading. Conceivably, additional insights can be gained from
extending the current exercise to analyze return volatility, options pricing, and technical trading. The results of testing for cointegration between highs and lows of individual stock series are reported. Eigenvalue and trace statistics are given under the columns "EIGENV" and "TRACE." "r=0" corresponds to the null hypothesis of no cointegration and "r=1" corresponds to the hypothesis of one cointegration vector. All the Q-statistics (reported in Table 4 ) are insignificant. The rows labeled "C. Vector" give cointegrating vectors with the coefficient of the high normalized to one. "LAG" gives the lag parameters used to conduct the test. "*" indicates significance at the 5% level. Note: The estimates of the vector error correction model are reported. Results pertaining to the high and the low equations are reported under the headings " ∆ High" and " ∆ Low." Robust t-statistics are given in parentheses underneath the parameter estimates. The error correction term Z1 is given by the difference of high and low (that is, range). "**" and "*" indicate significance at the 5% and 10% level, respectively. The adjusted R-squared statistics are reported in the row labeled "Adj R-2." Q-stat(6) and Q-stat (12) give the Q-statistics calculated from the first 6 and 12 sample autocorrelations, respectively. All the Q-statistics are insignificant. Note: The modified Diebold Mariano statistics that compare the performance of two forecasts based on the meansquared forecast error criterion are presented. A positive test statistic indicates that the first one of the forecast pair has a mean-squared forecast error larger than the second one. "**" and "*" indicate significance at the 5% and 10% level respectively.
Table 6. Direction of Change Statistics
Note: The direction of change statistics for testing the hypothesis of the proportion of correct directional forecasts is 50% are reported. "**" and "*" indicate significance at the 5% and 10% level respectively. The observed proportions of correct directional forecasts are presented in columns labeled (correct %). . The robust t-statistics for the hypothesis of (.) A = 0 are given underneath the associated (.)
A estimates. "**" and "*" indicate significance at the 5% and 10% level. Note: The direction of change statistics for testing the hypothesis of the proportion of forecasts that correctly predict the implied volatility directional change is 50% are reported. P3, P6, C3, and C6 given after the index labels FTSE and DJI denote puts and calls with maturities of 3 and 6 months. "**" and "*" indicate significance at the 5% and 10% level respectively. The observed proportions of correct directional forecasts are presented in columns labeled (correct %). Note: H is the daily high series. To improve visibility, L is the daily low series minus 0.5, and R is the daily range. 
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