The standard method for analyzing functional magnetic resonance imaging (fMRI) data applies the general linear model to the time series of each voxel separately. Such a voxelwise approach, however, does not consider the spatial autocorrelation between neighboring voxels in its model formulation and parameter estimation. We propose a spatio-temporal regression analysis for detecting activation in fMRI data. Its main features are that (1) each voxel has a regression model that involves the time series of the neighboring voxels together with its own, (2) the regression coefficient assigned to the center voxel is estimated so that the time series of these multiple voxels will best fit the model, (3) a generalized least squares (GLS) method was employed instead of the ordinary least squares (OLS) to put intrinsic autocorrelation structures into the model, and (4) the underlying spatial and temporal correlation structures are modeled using a separable model which expresses the combined correlation structures as a product of the two. We evaluated the statistical power of our model in comparison with voxelwise OLS/GLS models and a multivoxel OLS model. Our model's power to detect clustered activation was higher than that of the two voxelwise models and comparable to that of the multivoxel OLS. We examined the usefulness and goodness of fit of our model using real experimental data. Our model successfully detected neural activity in expected brain regions and realized better fit than the other models. These results suggest that our spatio-temporal regression model can serve as a reliable analysis suited for the nature of fMRI data.
INTRODUCTION
Functional magnetic resonance imaging (fMRI) is a noninvasive technique for mapping neural activity in the human brain. For the past several years it has been utilized extensively in many research fields including neurology, neuropsychology, and neurophysiology. Images of the brain are obtained while subjects are engaged in a set of motor, sensory, or cognitive tasks, and the differences between images during different conditions can reveal the differential involvement of various brain structures in particular activities. A typical fMRI data set is a kind of spatial time series. It consists of three-dimensional grids of boxlike volume elements, called voxels, each of which has a discrete time series. Tens of thousands of these voxels collectively constitute the entire volume usually containing the whole brain. fMRI statistical analysis generally aims to detect those voxels that show significant signal changes during a certain condition compared to another. What makes analysis with this type of measurement challenging is several features peculiar to fMRI. First, fMRI data have intrinsic spatial and temporal autocorrelation. Time series of neighboring voxels in an fMRI noise or resting-state data set are correlated with each other; they are not independent in space (Biswal et al., 1995; Zarahn et al., 1997) . In addition to this spatial autocorrelation, fMRI data are not independent in time. In other words, temporal autocorrelation is also present in each voxel time series collected under the null hypothesis Zarahn et al., 1997) .
Today many researchers analyze fMRI data with some variant of the general linear model (GLM), namely t tests, correlations, or multiple regressions , often implemented in the SPM software (Wellcome Department of Cognitive Neurology, University College London). One major characteristic of these methods is voxelwise parameter estimation. Statistical parameters (e.g., ␤ in regression analysis) are modeled and estimated in each voxel independently. The standard SPM analysis utilizes spatial smoothness of the data for the calculation of P values corrected for multiple comparisons Worsley et al., 1996) . These P values are calculated based on the Gaussian random field (GRF) theory and reflect spatial correlation of the data. An-other possible approach, which has not been previously proposed, is to consider the spatial correlation structure within model formulation and parameter estimation per se. As to intrinsic temporal autocorrelation, many studies have modeled it in various ways, e.g., the autoregression (AR) model (Bullmore et al., 1996) , the autoregressive-moving-average (ARMA) model (Locascio et al., 1997) , and a nonparametric model (Marchini and Riplay, 2000) . These studies indicate that by putting the temporal autocorrelation structure into the model, more exact agreement between empirical and theoretical false positive rates can be realized. It may be desirable, then, to make a statistical model that represents the underlying temporal autocorrelation as well as the spatial one.
The second feature of fMRI data is its tendency toward clustered activation. It is assumed that true neural activity tends to stimulate signal changes over contiguous groups of voxels (Forman et al., 1995) . That is to say true fMRI activation is more likely to occur in clusters of several contiguous voxels than in a single voxel. The standard SPM method applies spatial smoothing to the data prior to statistical processes. Spatial smoothing not only allows application of the GRF theory but also enables effective detection of a certain size of clustered activation. The latter effect of smoothing can be equivalently obtained by putting together multiple time series in a set of neighboring voxels and treating the effect in the center voxel as a weighted sum of the effects in these multiple voxels. An advantage of this multivariate time series model is that in combination with the GLS it can model the regional spatial autocorrelation structure as well as the temporal one.
Here we propose a new type of regression analysis for fMRI data. Its main features are summarized in the following four points: (1) each voxel has a regression model that involves the time series of the neighboring voxels together with its own, (2) the regression coefficient assigned to the center voxel is estimated so that the time series of the neighboring voxels as well as its own will best fit the model, (3) a generalized least squares (GLS) method was employed instead of the ordinary least squares (OLS) in order to put intrinsic autocorrelation structures into the model, and (4) the intrinsic spatial and temporal correlation structures are modeled together using a separable model which expresses the combined correlation structures as a product of the two. This technique, fitted to the actual spatio-temporal characteristics of fMRI data, is expected to realize the sensitive and reliable detection of clustered activation with improved goodness of fit. Using the receiver operating characteristic (ROC) method, we evaluated the validity of our new statistical model and compared it with that of other statistical analyses. After that, we examined its practical usefulness and goodness of fit by applying it to a fingertapping experiment.
MATERIALS AND METHODS

Data Sets
Imaging acquisitions. The following methods for image acquisition were employed in both the null experiment and the finger-tapping experiment. Imaging was performed on a 1.5-T GE Signa LX with a standard head coil. T2*-weighted time-series images depicting BOLD contrast (Ogawa et al., 1990) were acquired using a gradient-echo EPI sequence. The imaging parameters were as follows: TR ϭ 4000 ms, TE ϭ 50 ms, flip angle ϭ 90°, FOV ϭ 24 ϫ 24 cm, matrix size ϭ 64 ϫ 64, and voxel dimensions ϭ 3.75 ϫ 3.75 ϫ 4 mm. We collected 36 axial, contiguous 4-mm-thick slices covering the whole brain. The first four volumes of fMRI time series were discarded to discount T1 saturation effects.
Null experiment. Null data sets were taken from three subjects (two males), ranging in age from 24 to 30 (mean 27). There were no time-locked experimental stimuli or tasks. All scans were acquired under a baseline condition (rest); subjects were instructed to relax with their eyes open during the scans. Each null data set consisted of 180 volumes; that is, each voxel had a time series of 180 time points (12 min). We used actual baseline data from real fMRI scans instead of computer-simulated ones, since the former should more closely match the noise structure encountered in practice. Artificial activations were added to these null data sets, as mentioned below.
Finger-tapping experiment. Two male subjects participated in a finger-tapping experiment (two males, ages 27 and 30). A typical block design was employed with alternating control and experimental conditions. During the control condition, subjects relaxed and stayed still. During the experimental condition, subjects performed a finger-tapping task, in which they opposed their right thumb to each of their other four fingers one by one repeatedly. Subjects were required to move their fingers as rapidly as possible. The control and experimental conditions were alternated every 40 s (10 scans) and repeated so that each condition would occur nine times. Thus each finger tapping data set comprised 180 volumes (12 min).
Motion Correction and Trend Removal
The following preprocesses were performed on both the null and the finger-tapping data sets. To correct for head movement between scans, the functional images from each subject were realigned to the first image using rigid body transformation within the SPM99 software implemented in Matlab (Mathworks Inc., Sherborn, MA). Then, to remove low-frequency trend components, a running lines smoother was applied to the time series of each voxel. This method of trend removal fits a linear regression (by least-squares) to the k nearest neighbors of a given time point and then uses the line to predict the response at that point. We used k ϭ 40 scans, which was chosen so that it would equal twice the cycle length of our finger tapping experiment (Marchini and Riplay, 2000) .
Artificial Activations
For the ROC analysis described below, we added artificial activations to the null data sets. The added activations were defined as a boxcar function with its cycle set at 80 s (20 scans). We assumed that such fMRI activations occurred in clusters. No phase lags were added to the activations. To examine how our statistical model and others behave when they are applied to various types of activations, we varied four testing conditions in stepwise manners: (1) the amplitude (% change) of activations, (2) the total number of activated voxels, (3) the shape of activated clusters, and (4) the size of activated clusters. The amplitude of the activations was varied among 0.25, 0.5, 0.75, and 1.0% of the mean value of the time series in each voxel. These values are slightly smaller than a typical signal change due to brain activity observed at 1.5 T (Boxerman et al., 1995; Ogawa et al., 1993) . In the ROC analysis described below, we employed as an explanatory variable the same boxcar function that was used for the artificial activation. Therefore, our artificial activation was apt to be detected more easily than real activations. We believed that the above range of activation amplitude was reasonable for our data. The total number of activated voxels was varied among 1.0, 1.5, and 2.0% of the number of voxels included in the head area. The head area was defined as the area with values higher than a certain threshold. We empirically set the threshold value at twice the global mean of all voxels throughout the scanned volume (including the background). Since the head area defined in this way was about 22,000 voxels, the total number of voxels included in artificially activated regions was varied between about 220 and 440. The results were stable with respect to the total number of activated voxels in this range, and so the results presented later were obtained for a single number of 330. We considered two kinds of shape for activated clusters, cube and sphere. In the case of cubic clusters, the length of their side varied among 2, 3, 4, and 5 (8, 27, 64, and 125 voxels in volume, respectively) . In the case of spherical clusters, their radius varied among 1, 2, 3, and 4 (7, 33, 123, and 257 voxels in volume, respectively). The sphere region was defined as voxels whose centers are located within the radius from the center of the voxel selected as the center of the sphere. Since MRI data are in voxel space, the sphere region defined in this way is not a complete sphere but a rugged spherelike region. Neighboring clusters were located at least five voxels apart.
Spatio-temporal Regression Analysis
Design matrix. We assume a simple on-off boxcar function as our explanatory variable, which contains b zeroes or ones during each OFF or ON period and r repetitions of these two periods. The total number of time points is n ϭ r ϫ 2b. The resultant design matrix (vector in this case) is expressed as
where t ϭ 1, . . . , n.
We explain the theory of our method assuming this periodic binary design vector for simplicity and for a computational reason. We also provide an algorithm with which more general design matrices can be supported.
Regression model. An fMRI signal in a given voxel u 0 at a given time point t can be expressed as y(t,u 0 ). A typically used linear model relates a time series from a single voxel y(t,u 0 ) to the known design vector x(t) with a regression model:
The main purpose of the analysis is to estimate ␤ u0 and detect significant activation by testing the null hypothesis ␤ u0 ϭ 0. Many OLS methods assume that the error vector (t,u 0 ) is independent and identically normally distributed. This is not true in reality, since fMRI signals have intrinsic temporal autocorrelation. GLS methods are a possible solution for this problem. In fact, many observations have shown that the validity of model (2) is improved by taking into account the temporal autocorrelation structure of (t,u 0 ) using the GLS (Bullmore et al., 1996; Locascio et al., 1997; Marchini and Ripley, 2000) . Worsley and Friston also provided an extension of the GLM that allows for autocorrelations between error terms (1995). However, these methods still ignore the spatial correlations between time series of neighboring voxels at least at the stage of model formulation and parameter estimation. Here we propose a modified GLS method, which utilizes the continuity of neighboring voxels in both time and space by putting the spatial and temporal autocorrelations into the model. Note that we use the term "GLS" in this paper when we refer to statistical methods involving estimation of the autocorrelation structures, though exactly speaking true GLS methods assume that the autocorrelation structures are known. When we express a given voxel as u 0 and its neighbor-ing ones as u 1 , . . . , u l , our new regression model is expressed as
This model involves multiple time series, one from the voxel u 0 and the other from the l neighboring voxels. Its main feature is that the regression coefficient for the center voxel u 0 is estimated so that these multiple time series will best fit the model. Note that since the regression model for each voxel involves a different set of multiple time series, the regression coefficient obtained from one voxel is different from that obtained from another. In order to apply the GLS method to this multivariate time series model, it is essential to identify the covariance matrix of 1 ϭ ((t,u 0 ), . . . , (t,u l ))Ј. We use a separable model to describe the spatial and temporal correlation,
where Cov٪ denotes covariance, a 2 and b 2 are variances of (t,u a ) and (t,u b ), respectively (a,b ϭ 1, . . . ,l), 1 (a,b) is the correlation between (t,u a ) and (t,u b ), and 2 (t Ϫ s) is the autocorrelation of t with lag t Ϫ s. Note 1 (a,a) ϭ 1 and 2 (0) ϭ 1. In this separable model, the cross-correlation function of (t,u a ) and (s,u b ) is expressed as a product of the spatial autocorrelation 1 (a,b) and the temporal autocorrelation 2 (t Ϫ s). An advantage of this model is that 1 and 2 can be identified independently and therefore the spatio-temporal correlation structures of the error term can be described with fewer parameters than more general spatio-temporal models (Haslett and Raftery, 1989; Matsuda and Yajima, 2001) . Note that Model (3) reduces to (2) if l ϭ 0.
For easier manipulation of spatial and temporal correlation structures, we chose to deal with our model in the frequency domain (see Appendix 1). The equivalent model in the frequency domain can be obtained using the discrete Fourier transform (DFT) at the Fourier frequencies.
where [x] denotes the greatest integer less than or equal to the value x. The DFT of a sample series g(t,⅐) of length n is defined as
The time domain model (3) then becomes
Ј denote the DFT of the error vector at each frequency and f () denote a spectral density matrix function of the error process l . The autocovariance function of a univariate time series expresses its autocorrelation structure. The spectral density function is its counterpart in the frequency domain and defined as the Fourier transform of the autocovariance function. This can be extended to a multivariate time series, in which case the functions are composed of matrices. The autocovariance matrix function of a multivariate time series expresses its autocorrelation structure, and the spectral density matrix function is its counterpart in the frequency domain, which is defined as the Fourier transform of the autocovariance matrix function. It is well known (Brockwell and Davis, 1991, p. 446, Theorem 11.7 .1) that for long multivariate time series under some general conditions:
has a complex multivariate normal distribution with mean 0 and variance 2f ( j ).
Under our separable assumption (4), the spectral density matrix of l is expressed as f ͑͒ ϭ g͑͒, (6) where ¥ is the spatial covariance matrix, whose abth element is ¥ ab ϭ a b 1 (a,b), and g() is the spectral density function of the temporal autocorrelation 2 (h), which satisfies
This means that the spectral density matrix f () is real valued (see Appendix 2), and Theorem (I) mentioned above reduces to:
(IЈ) Re(d ( j )) and Im(d ( j )) are independent and identically normally distributed with mean 0 and variance (1/2) ¥ 2g( j ), where Re٪ and Im٪ denote the real and the imagery parts of a complex value.
Parameter estimation. We rewrite Model (5) into its real-valued form utilizing the symmetry of the DFT. For simplicity, only the case where n is even is considered. For j ϭ 1, . . . , (n/2) Ϫ 1, we define
and for j ϭ 0, (n/2),
Then the real-valued model for (5) is obtained (7) for t ϭ 1, . . . , n. Note that t here denotes frequency instead of time. By Theorems (IЈ) and (II), (f t (u 0 ), . . . , f t (u l ))Ј is asymptotically independent and normally distributed with mean 0 and variance matrix (1/2) ¥ 2g( [t/2] ). If the noise spectral density matrix f () ϭ ¥ g() is known, we can obtain the efficient estimator ␤ u0 and its t value by applying the standard weighted least squares method to Model (7). Specifically, this is realized by weighting Model (7) with the inverse squared root of the noise spectral density matrix,
where
Since the noise spectral density matrix f () is unknown in practice, it must be estimated from the observed data. In this paper we adopted a nonparametric method for the estimation, with which we can make as few assumptions as possible. If the linear relationships between y and x exist and x is a binary periodic function with the cycle c (i.e., x satisfies Eq. (1), where b ϭ c/2), then d ( j ,u a ) ϭ d y ( j ,u a ) can be assumed except for the experimental frequency and its harmonics, that is, we can assume (Marchini and Ripley, 2000) . 
, where x* indicates the complex conjugate, then its smoothed periodogram is calculated as
where m is a parameter for the smoothing bandwidth and #{⅐} denotes the number of elements satisfying the condition in the braces. 
It is desirable, however, to restrict our method to a periodic experimental design and use d y ( j ,u a ) for the periodogram estimation, since the estimation of the smoothed periodogram using the OLS residuals could be biased.
Based on Eq. (6), the noise spectral density matrix is estimated by
Here the estimators for the spatial covariance matrix ¥ and the spectral density function of the temporal autocorrelation g( j ) are given by
and
respectively. By replacing the spectral density functions in Eq. (8) with its estimators, (10) and (11), and then applying the OLS method to it, we obtain our proposed estimator and t value for the response magnitude parameter, ␤ u0 . Practical issues. In our new regression analysis, it is critical how many and which neighboring voxels should be included in the model. In this paper we considered the six nearest neighbors in three orthogonal directions (l ϭ 6), as illustrated in Fig. 1 . Voxels located outside the above defined head area were omitted from the model. In the calculation of the smoothed periodogram matrix f U ( j ) in Eq. (9), we empirically set the bandwidth parameter m ϭ 10. As described above, detrending was applied to our data sets before statistics. It has been observed that such a preprocess causes lower-frequency periodogram ordinates to be smaller and more variable than higher ordinates (Marchini and Riplay, 2000; Zarahn et al., 1997) . To ensure stable estimation of the spectral density matrix, we removed the lowest five frequencies (for j ϭ 0,1,2,3,4) from our regression model. These frequencies were chosen so that they would cover the frequency components potentially removed by applying our running lines smoother, k ϭ 40 for the time series of 180 time points. The degree of freedom of our t values was reduced accordingly, which was calculated by df ϭ (n Ϫ 9) ϫ (l ϩ 1) Ϫ 1. As is stated in the next section, we also performed the following three analyses for comparison: a voxelwise OLS, a voxelwise GLS (both with l ϭ 0), and an OLS with l ϭ 6. The similar low-frequency removal was applied to these models so that we could ensure strict comparability. Therefore, the degree of freedom for the t values obtained with them was also calculated by the above equation.
ROC Analysis on Activation-Added Null Data Sets
The application of ROC analysis to the analysis of fMRI processing techniques was introduced by Constable et al. (1995) . It is a powerful tool for objective evaluation and comparisons of statistical methods and has been used in many studies (Chuang et al., 1999; Friston et al., 1996; Skudlarski et al., 1999) . One of its advantages is that the sensitivity of a statistical test can be assessed in relation to its specificity. We conducted an ROC analysis using the activation added null data sets to evaluate the efficacy of our new spatiotemporal regression model and to compare its performance with that of other OLS or GLS models. Four statistical models were compared: (a) a voxelwise OLS model (one-voxel OLS), (b) a voxelwise GLS model (one-voxel GLS), (c) and OLS model with six neighboring voxels (seven-voxel OLS), and (d) our spatio-temporal GLS model with six neighboring voxels (sevenvoxel GLS). The voxelwise regression models (a) and (b) are expressed as Eq. (2), while the multivoxel regression model (c) and (d) are expressed as Eq. (3) with l ϭ 6. The model (b) involves the temporal autocorrelation structure of the time series of a given voxel, whereas the model (d) involves the spatio-temporal autocorrelation structure of a given set of seven time series. A boxcar function with a cycle of 80 s (20 scans) was used as the design matrix for all the statistical models. It should be noted that all the analyses were performed using our frequency domain algorithm. Our ROC analysis was performed using the method described by Skudlarski et al. (1999) . First, artificial activations were added to the null data sets in the way described above. Second, each statistical method was applied to these altered data sets. Third, based on the known pattern of the added activations, we calculated the true positive ratio and the false positive ratio. The former equals the proportion of voxels correctly detected as significant to all voxels with added activations, while the latter equals the proportion of voxels incorrectly detected as significant to all voxels without added activations. The region outside the head area was neglected in the calculation. By repeating this calculation with the threshold levels varied as a parameter from 0 to 1, we obtained the relationship between the true and false positive ratios, which describes the power of a given statistical method applied to a given data set. This relationship was shown graphically as an ROC curve by plotting the true positive ratio on the false positive ratio. Since the ideal value of sensitivity and specificity is one, any curve corresponding to a certain statistical method closest to the upper left corner of an ROC plot will be the best. In a situation where ROC curves obtained from different algorithms should be compared, it is desirable to produce a single quantitative figure representing the merit of each ROC curve. In this study the mean of the ROC curve over the limited range of false positive ratio between 0 and 0.1 was used as such a measure. We restricted this integral to low false-positive rates in order to limit the scope of our analysis to the cases that are of primary interest in fMRI, where the ratio of false activations is much smaller than the ratio of real activations. In the following we refer to this mean of the ROC curve simply as "ROC power."
Analysis of Finger-Tapping Data Sets
Our finger-tapping data sets were also analyzed with the four statistical models referred to above. The regression model used for each analysis was the same as that used in the analysis of the activation-added null data sets, except for the design matrix. Specifically, for the analysis of the finger-tapping data sets we employed a boxcar function convolved with a hemodynamic response function (HRF) instead of a simple boxcar. The reason for this is that the former function is empirically known to fit the actual fMRI signal changes better than the latter. The HRF convolved boxcar function was generated using the SPM99 software. The regression coefficient and its t value were calculated for each voxel, the collection of which constituted a statistical parametric map for each subject. Since our interest was in the signal increase during the finger-tapping condition as compared with the rest condition, we tested the null hypothesis of ␤ ϭ 0 with the alternative hypothesis of ␤ Ͼ 0. Statistical parametric maps were thresholded at a significance level with P Ͻ 0.001 (one-tailed, uncorrected) and superimposed on the EPI images.
To compare the goodness of fit of the four statistical models, we calculated the log likelihood of each model. In the case of voxelwise models, the log likelihood of a given voxel was defined as a sum of seven log likelihood values, each of which was calculated using a time series in a voxel within the seven-voxel region illustrated in Fig. 1 . In the case of seven-voxel models, the log likelihood of a given center voxel was calculated using a set of seven time series within the seven-voxel region. Relative log likelihood was calculated for the one-voxel GLS, seven-voxel OLS, and our seven-voxel GLS by subtracting the log likelihood of the one-voxel OLS from that of each of the three models. Such relative log likelihood was calculated in all voxels included in the brain, and the resultant difference images of log likelihood were color-coded and superimposed onto the corresponding EPI images. Figure 2 shows the mean ROC power for each of the four statistical models plotted as a function of the size of artificially activated clusters, at two levels of activation amplitude (0.25 and 1.0%). The left and right columns show the results of the cubic and spherical activations, respectively. Our spatio-temporal regression model with the six nearest neighbors (seven-voxel GLS) had a clear tendency to show higher ROC power as the cluster size became larger. This can be seen in the figure as the upward trend of the power with the increasing cluster sizes. This tendency was more distinctive in spherical activations than in cubic ones. The difference between the power for the largest and the smallest cluster sizes was less than 0.2 in cubic activations but more than 0.4 in spherical ones. This may be partly attributed to the fact that spherical activations increased in volume more rapidly than did cubic ones, but it may be mainly due to the rapid change in ROC power of our model in spherical activations between the cluster radius of one voxel and of three voxels.
RESULTS
ROC Power Analysis
In contrast to this varying power of our model, the two voxelwise models, the one-voxel OLS and the onevoxel GLS, showed constant ROC power with respect to the size and the shape of activated clusters. The plots of the power of these two models were almost flat in all conditions, although their power reduced as the amplitude became smaller. As a natural consequence, our seven-voxel GLS model tended to perform better than these two models when the activated clusters were large. This tendency can be more obviously observed at small levels of activation amplitude. In activation with the amplitude of 0.25%, the power of our seven-voxel GLS was higher than the two models at the second smallest cluster size or larger. For spherical activations with the amplitude of 1.0%, however, the power of our model was lower than that of the two models at the first two small cluster sizes and almost the same at larger clusters. These characteristics of the ROC power of our seven-voxel GLS model were very similar to those of the seven-voxel OLS model. In activations with the amplitude of 0.25%, the ROC power of the two seven-voxel models was nearly overlapped, though our seven-voxel GLS model performed slightly better than the seven-voxel OLS at larger cluster sizes. In activations with the amplitude of 1.0%, the two seven-voxel models showed almost the same power except at small spherical cluster sizes, where ours performed worse than the seven-voxel OLS. Table 1 summarizes the mean ROC power (and its S.D.) of the four models, averaged across four levels of activation amplitude. The tendencies seen in Fig. 2 were consistently observed in these averaged data. We calculated overall mean ROC power across different cluster sizes in two ways. One included all cluster sizes, and the other included all sizes except the smallest. The latter overall means can be interpreted as the power to detect large-clustered activations. In cubic activations, the overall power of our seven-voxel GLS model slightly increased when the smallest cluster size was excluded. A similar pattern was observed for the seven-voxel OLS, while the power of the one-voxel OLS and the one-voxel GLS was rather stable whether the smallest size was included or not. In spherical activations, though our model showed the lowest overall ROC Note. The results of the cubic and spherical activations are shown on the left and the right, respectively. The column labeled "overall" is for the ROC power averaged across all sizes of clusters, while the column labeled "overall excluding the smallest" is for the mean power calculated by averaging across all cluster sizes except the smallest one. In either shape of artificially activated clusters, our seven-voxel GLS model and the seven-voxel OLS exhibited higher overall ROC power than did the one-voxel OLS and GLS models when the smallest cluster size was excluded.
FIG. 2.
The mean ROC power for each of the four statistical models presented as a function of the size of artificially activated clusters (in voxels), with varying shapes and amplitude of added activations. The left and the right columns are for cubic and spherical activations, respectively. The top and bottom rows are for the activation amplitude of 0.25 and 1.0%, respectively. The mean ROC power of the four statistics is plotted with different lines and marks as indexed in the small box located in each graph. An obvious tendency is that and our seven-voxel GLS and the seven-voxel OLS performed better than the other two models when the artificially activated clusters were large. This tendency was more distinctive when activation amplitude was small. power when all cluster sizes were included, it improved by more than 0.1 and surpassed the one-voxel OLS and the one-voxel GLS when the smallest was excluded. The seven-voxel OLS also exhibited a similar improvement.
ROC curves from a single subject, plotted at two levels of cluster size for each shape, are presented in Fig. 3 as an example. Note that the activation amplitude was fixed at 0.5%. The characteristics of the four statistical models are well illustrated in this figure. The ROC curves of our seven-voxel GLS model and the seven-voxel OLS approached the top left corner when the size of activated clusters became larger, whereas the curves of the one-voxel OLS and the one-voxel GLS stayed almost still. The true positive rate of our sevenvoxel GLS was apt to be high at low ranges of falsepositive rate.
Finger-Tapping Experiment
Statistical parametric maps for each of the two subjects contrasting the finger-tapping condition to the rest condition are shown in Fig. 4 . Three slices are displayed which contain brain regions involved in finger movements. One slice is for the primary motor area and the supplementary motor area (SMA), another is for the basal ganglia (the thalamus and the putamen), and the other is for the cerebellum. Since our task was to perform finger tapping with the right hand, activations in the primary motor area and the basal ganglia were thought to occur in the left cerebral hemisphere and the cerebellum activations were thought to show rightward lateralization. Our new saptio-temporal regression analysis (seven-voxel GLS, located on the bottom row) detected significant activations in these ex-
FIG.
3. An example of ROC curves from one subject with varying cluster sizes and shapes. Note that the amplitude of artificially added activation was fixed at 0.5%. The curves for cubic and spherical activations are shown in the left and the right columns, respectively. The top and bottom rows are for the smallest and the largest cluster sizes, respectively. The false positive rate is displayed only in the limited range between 0 and 0.1. The ROC curves of four statistics were plotted with different lines and marks, as indexed in the small box located in each graph. While the curves of the one-voxel OLS and GLS models stayed almost still irrespective of the cluster sizes, those of our seven-voxel GLS and the seven-voxel OLS moved toward the top left corner as the cluster size became larger. pected regions. As compared to the one-voxel OLS (top row) and the one-voxel GLS (second row), the activated areas revealed by our seven-voxel GLS model were larger and more clearly focused on the expected regions. For instance, the activation in the left basal ganglia of subject 2 is more evident in our model. Small activated clusters scattered throughout the brain are fewer in our seven-voxel GLS model than in the two voxelwise models. In subject 2, for example, the ringshaped activation around the posterior boundary of the brain was reduced in our model. In terms of the shape of activated clusters, the activations revealed by the two voxelwise models tended to overlap the anatomical structures such as major sulci, while in our model the activated clusters appeared to extend slightly over these anatomical structures. Such a pattern is seen in the motor cortex of subject 1. It is also notable that the two models, the one-voxel OLS and the one-voxel GLS, exhibited a very similar activation pattern. In the seven-voxel OLS, on the other hand, there was remarkable expansion of activated regions. The activated areas revealed by this model were much larger than those of the two one-voxel models and even larger than those of our seven-voxel GLS. As a result, though this model successfully detected the activations in the expected brain regions such as the primary motor cortex, activations were not so focused on such regions as compared to our seven-voxel GLS. Figure 5 illustrates the relative log likelihood of the one-voxel GLS, seven-voxel OLS, and seven-voxel GLS, as compared to the one-voxel OLS. Note that only voxels with the difference of log likelihood larger than 25 were colored. Red or yellow voxels represent higher relative log likelihood, i.e., better fit of the model as compared to the one-voxel OLS, while blue or light blue voxels represent lower relative log likelihood, i.e., worse fit of the model than the one-voxel OLS. Our seven-voxel GLS model showed better fit than the onevoxel OLS throughout the brain. Notable is that voxels included in the gray matter tended to exhibit much higher likelihood than those in the white matter. The one-voxel GLS also showed better fit than the one-voxel OLS, and voxels with better fit were mainly located in the gray matter. The relative goodness of fit of the   FIG. 4 . The activation maps revealed by each of the four statistical methods. All the maps were created by contrasting the finger-tapping condition with the rest condition, thresholded at the voxelwise significance level of P Ͻ 10 Ϫ3 and superimposed onto the original EPI images. The results of the four statistical models, i.e., the one-voxel OLS, the one-voxel GLS, seven-voxel OLS, and our seven-voxel GLS are shown from the top row to the bottom in the figure. The results for subjects 1 and 2 are displayed on the left and the right, respectively. Three slices are selected to display four brain regions involved in the finger movements. The right slice is for the primary motor area and the SMA, the middle is for the basal ganglia including the thalamus and the putamen, and the left is for the cerebellum. Probability values for significant voxels are coded using the color bar at the bottom. The left side corresponds to the right hemisphere.
one-voxel GLS was not improved so much as that of our seven-voxel GLS. In contrast, the seven-voxel OLS showed worse fit than the one-voxel OLS, especially in the gray matter. A brief summary of these results is that our seven-voxel GLS showed the best fit, followed by the one-voxel GLS, the one-voxel OLS, and the seven-voxel OLS in descending order and that this tendency was much more evident in the gray matter than in the white matter.
DISCUSSION
We proposed a new regression model involving the spatio-temporal autocorrelation of fMRI data and evaluated its statistical power in comparison with that of other models using an ROC analysis. We also examined its effectiveness and goodness of fit under actual conditions by applying it to a finger-tapping experiment. Our spatio-temporal model became more powerful than the voxelwise models as the artificially activated clusters increased in size, and this tendency was more distinctive when the amplitude of the added activations was small. fMRI signal changes caused by true brain activity are considered to be small and to occur in clusters of several contiguous voxels (Di Salle et al., 1999; Eddy et al., 1999; Forman et al., 1995) . It has been common practice to apply spatial smoothing to the images prior to statistical analysis for the purpose of reducing the noise level and facilitating the detection of larger clusters. The same effect of spatial smoothing can be equivalently achieved by putting together multiple time series in a set of neighboring voxels and treating the effect in the center voxel as a weighted sum of the effects in these multiple voxels. Our ROC analysis actually confirmed the usefulness of this approach; we observed high statistical power of the seven-voxel OLS model in detecting clustered activations. Another advantage of this multivoxel regression is that in combination with the GLS parameter estimation, as implemented in our seven-voxel GLS model, it can model the regional spatial autocorrelation structure as well as the temporal one. In the present study our seven-voxel GLS model exhibited statistical power comparable to that of the seven-voxel OLS. In   FIG. 5 . The relative log likelihood images of the one-voxel GLS, seven-voxel OLS, and our seven-voxel GLS applied to the finger-tapping data. The relative log likelihood was defined as the difference between the log likelihood of each model and that of the one-voxel OLS. Positive or negative values mean better or worse goodness of fit of each model as compared to the one-voxel OLS. Note that only voxels with the difference of log likelihood larger than 25 (selected arbitrarily for display) were colored according to the color bar at the bottom. The results of subjects 1 and 2 are displayed on the left and the right, respectively. The same three slices as shown in the Fig. 4 are selected. As illustrated in this figure, the two GLS methods, especially our seven-voxel GLS, fitted the data better than the one-voxel OLS, and the seven-voxel OLS showed even worse fit than the one-voxel OLS. This tendency is more evident in the gray matter than in the white matter.
addition, in the finger-tapping experiment our model successfully detected activation in the expected brain regions with improved goodness of fit as compared to the OLS models and the voxelwise GLS model. Our spatio-temporal regression model can be proposed, therefore, as a reliable statistical method fitted to the nature of fMRI data.
The statistical power of our seven-voxel GLS model was lower when the artificially activated clusters were spherical than cubic, especially at larger amplitude of activation. This was partly due to sudden changes in signal property occurring around the boundary of the activated clusters. On the surface of activated clusters, voxels with and without artificial activation were located side by side, and the difference in signal property became sharper as the amplitude of activation was larger. Since MRI data are in voxel space, a spherical cluster had a much rougher surface compared to a cubic cluster, which had six flat faces. Thus, there were more false positives or false negatives around the boundary of spherical clusters than that of cubic ones. In a real fMRI experiment, however, such sudden changes in signal property are rather rare, and true activation tends to constitute a cluster with a peak of amplitude in it and a slope of gradually descending amplitude around the peak. This can be observed in Fig. 4 . For instance, a cluster of the SMA in subject 1 detected by the one-voxel OLS contains highly significant voxels in its center and relatively less significant voxels in its margin, indicating that the amplitude of activation in the voxels around a possible peak became weaker as they were farther from it. The boundary effect as observed in our ROC analysis is considered to be smaller in real experimental data with such spatial smoothness. One possible approach would be to use artificial activation with a peak and a gradually descending slope of amplitude. With such activations, however, the difference between activated and nonactivated voxels would be ambiguous. We chose a simple cluster design to clearly define activated and nonactivated voxels and treated the amplitude of activation as a varying parameter in order to examine its effect on statistical power quantitatively.
A related issue is the shape and size of activated clusters. When a statistical model utilizes the information from neighboring voxels, its sensitivity to a certain shape of activated clusters will change depending on how many and which voxels it involves. In this study we chose to include the nearest six voxels in three orthogonal directions, as shown in Fig. 1 . Since only the nearest voxels located in the three directions were weighted in this model, clusters with flat faces orthogonal to these directions (i.e., those on a cube) were more easily detected. This is why the seven-voxel GLS and OLS models performed better in cubic activations than in spherical ones. The loss of power in spherical activations was smaller in the seven-voxel OLS than in our seven-voxel GLS. A possible reason for this is that a GLS method is generally more sensitive to the misspecification of the model than is an OLS method. In the case of spherical activations with large amplitude, Model (3) was not likely to represent the actual data well, especially near the boundary of activated clusters. Such misspecification of the model may have affected the power of our seven-voxel GLS more severely than that of the seven-voxel OLS. Figure 2 shows that both the seven-voxel models performed as well as or worse than the voxelwise models in detecting the smallest sizes of clusters (seven to eight voxels in volume). From this we may infer that their power reduces further as the cluster size becomes much smaller. In reality, the shape and the size of true activated clusters are unknown or different depending on the experimental tasks or even on brain regions. It may be necessary in our spatio-temporal model to change how many and which voxels should be included according to the nature of expected activation.
fMRI data have intrinsic autocorrelations in both time and space. In our seven-voxel GLS model, the spatial and temporal autocorrelation structures in the error process are put into the model. The one-voxel GLS model, on the other hand, involves the intrinsic autocorrelation in time only. As is shown in Fig. 5 , the relative log likelihood compared to the one-voxel OLS was higher in our seven-voxel GLS than in the onevoxel. This means that our spatio-temporal autocorrelation model fits the actual fMRI data better than the model with temporal autocorrelation only. It should also be noted that the goodness of fit of the two GLS models tended to be improved especially in the gray matter, suggesting relatively stronger spatial or temporal autocorrelation in the gray matter than in the white matter. FMRI BOLD activation is thought to occur mainly in the gray matter. Thus, it is useful to build the intrinsic saptio-temporal autocorrelation structure within an fMRI statistical model. Our ROC analysis was based on several assumptions, as are other simulation studies in general. First, the property of true activation was known a priori, as it was artificially generated. In our analysis the waveform of the artificially added activation was a boxcar function with no delay, and the same waveform was employed as the explanatory variable. This is probably the main reason why the statistical power tended to be high in our ROC analysis even though the activation amplitude was smaller than the typical signal changes due to brain activity at 1.5 T. Another issue is the fMRI noise. We used actual baseline data from real fMRI scans (i.e., null data) instead of computer-simulated noise of a certain stochastic nature. Though such null data should more closely match the noise structure encountered in practice than would computer-simulated noise, it has been reported that data sets taken from a real fMRI experiment differ in the amount of variance from data sets taken while subjects are resting during the entire imaging series (Skudlarski et al., 1999) . In addition, the shape of activated clusters would be more complex in reality, and their boundaries would not show so sharp a difference in signal property, as discussed above. It is essential, therefore, to examine the effectiveness of our model using real experimental data. In this study, we employed a finger-tapping task, which is known to activate several specific brain regions. The result showed that an advantage of our seven-voxel GLS model over the voxelwise models was the larger size of activated clusters. Since the seven-voxel OLS model also exhibited larger activated areas, this expansion of the activation seems to be merely the result of multivoxel modeling, in which the effect in a given voxel is taken as a sum of the effects of its neighbors. Another advantage of our seven-voxel GLS model was that the activation was rather focused on the expected brain regions and there were fewer scattered small clusters than in the voxelwise models. However, such small activations in the voxelwise model would disappear if a threshold considering multiple comparisons should be applied. Large activated clusters revealed by the seven-voxel models would also shrink in that case. It is essential to know the property of the maximum t value in a statistical map, though, in order to apply multiple comparisons among all voxels within the brain. We did not consider this issue here since it was outside the scope of this work.
CONCLUSIONS
A new regression model involving spatio-temporal correlations was presented for fMRI analysis. An ROC analysis revealed its effectiveness in detecting clustered fMRI activation. Its usefulness and goodness of fit under actual conditions were confirmed by applying it to a finger-tapping experiment. The model can serve as a new statistical analysis suited for the nature of fMRI data.
APPENDIX
1. The reason why we apply the DFT to the data is that the computation required to estimate parameters is much efficient in the frequency domain than in the time domain. In the time domain, the error processes in given voxels u a and u b at given time points t and s; i.e., (t,u a ) and (t,u h ) have the nonzero spatio-temporal correlation Cov((t,u a ),(s,u b )), and the GLS estimation of the regression model requires nl-by-nl matrix inversion (s,t ϭ 1, . . . n, a,b ϭ 1, . . . l) . On the other hand, the Fourier-transformed error processes d ( j ,  u a ) and d ( j ,u b ) have the following correlation structure:
͑ j,k ϭ Ϫ ͓͑n Ϫ 1͒/2͔, . . . , ͓n/2͔͒ , and the GLS estimation requires only l-by-l matrix inversion, which saves much computation.
2. The reason for the spectral density matrix of the separable process to be real-valued is given as follows. By its definition the separable process has the covariance structure Cov͑͑t,u a ͒, ͑t Ϫ h,u b ͒͒ ϭ a b 1 ͑a,b͒ 2 ͑h͒ , where 1 (a,b) and 2 (h) represent the spatial and temporal correlations, respectively. Since the abth element of the spectral density matrix of the separable process is given by the DFT of the covariance, 
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