In this chapter we provide a methodology to solve dynamic portfolio strategies considering realistic assumptions regarding the return distribution. First, we analyze the empirical behavior of some equities, suggesting how to approximate an historical return series with a factor model that accounts for most of the variability and proposing a methodology to generate realistic return scenarios. Then we examine the profitability of some reward-risk strategies based on a forecasted evolution of the returns. Since several studies in behavioral finance have shown that most investors in the market are neither risk averters nor risk lovers, we discuss the use of portfolio strategies based on the maximization of performance measures consistent with these investors' preferences. We first argue the computational complexity of reward-risk portfolio selection problems and then we compare the optimal sample paths of the future wealth obtained by performing reward-risk portfolio optimization on simulated data.
Introduction
The purpose of this paper is to model and forecast the behavior of financial asset returns in order to optimize the performance of portfolio choices. In particular, we deal with three fundamental themes in portfolio theory: (1) the reduction of dimensionality of the portfolio problem, (2) the generation of future scenarios, and (3) the maximization of the portfolio performance in a reward-risk plane consistent with investor's behavior. To do so, we suggest a methodology to simulate the joint behavior of future returns to which we apply portfolio selection strategies. For this purpose we consider the recent historical observations of some equities, paying attention to the modeling of all distributional aspects of the financial series. The empirical analysis performed on these series suggest that they exhibit (1) asymmetry and heavy tailedness and (2) volatility clustering such that calm periods are generally followed by highly volatile periods and vice versa. Moreover, the findings suggest that the dependence model has to be flexible enough to account for the asymmetry of central dependence and, even more importantly, dependence of the tail events ("huge losses go together"). It is no surprise that the Gaussian distributional assumption is rejected for the financial series in our study. In fact, these results are largely confirmed by several empirical studies. 2 In searching for an acceptable model to describe the dependence structure, we first perform a principal components analysis (PCA) to identify the main portfolio factors whose variance is significantly different from zero. By doing so, we obtain the few components that explain the majority of the return volatility, resulting in a reduction of the dependence structure dimension. In order to simulate realistic future return scenarios, we distinguish between the approximation of PCA-residuals and PCA-factors. The sample residuals obtained from the factor model are well approximated with an ARMA(1,1)-GARCH(1,1) model with stable innovations. As a result, we suggest simulating them independently by the simulated factors. Next, we examine the behavior of each factor with a time-series process belonging to the ARMA-GARCH family with stable Paretian innovations and we suggest modeling dependencies with an asymmetric Student t copula valued on the innovations of the factors.
3 By doing so, we take into account the stylized facts observed in financial markets such as clustering of the volatility effect, heavy tails, and skewness. We then separately model the dependence structure between them.
It is well known that the classic mean-variance framework is not consistent with all investors' preferences. According to several studies, any realistic way of optimizing portfolio performance should maximize upside potential outcomes and minimize the downside outcomes.
For this reason, the portfolio literature since about the late 1990s has proposed several alternative approaches to portfolio selection. 4 In particular, in this chapter we analyze portfolio selection models based on different measures of risk and reward. However, the resulting optimization problems consistent with investors' preferences could present more local optima. Thus we propose solving them using a heuristic for global optimization. 5 Finally, we compare the ex-post sample paths of the wealth obtained with the maximization of the Sharpe ratio and of the other performance measures applied to simulated returns. 6 The chapter is organized as follows. In Section 2 we provide a brief empirical analysis of the dataset used in this study. In Section 3 we examine a methodology to build scenarios based on a simulated copula. In Section 4 we provide a comparison among different strategies. Our conclusions are summarized in Section 5.
Empirical Evidence from the Dow Jones Industrial Average Components
For purposes of our study, we analyze 30 stocks that were components of the Dow Jones Industrial Average (DJIA) on 10/03/2008. 7 In particular, we investigate the log returns for 1837 daily observations from 6/14/2001 to 10/03/2008 for each of the 30 stocks. Central theories in finance and important empirical studies assume that asset returns follow a normal distribution. The justification of this assumption is often cast in terms of its asymptotic approximation. However this can be only a partial justification because the Central Limit Theorem for normalized sums of independent and identically distributed (i.i.d.) random variables determines the domain of attraction of each stable law. 8 Therefore, it is not surprising that when we consider tests for normality such as the Jarque-Bera and Kolmogorv-Smirnov tests (with a 95% confidence level) that the null hypothesis of normality for the daily log returns is rejected for 24 of the 30 stocks. However if we test the stable Paretian assumption with a 95% confidence level employing the Kolmogorv-Smirnov statistic, we have to reject the null hypothesis only for four of the 30 stocks. Moreover, observing the covariation of the last two years of our data (whose time include also the period of the failure of Lehman Brothers), we deduce that the tails of the return distribution should consider (1) asymmetry of dependence and (2) dependence of the tail events. Therefore, the dependence model cannot be approximated with a multivariate normal distribution because it fails to describe both phenomena.
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Even from these preliminary tests it is reasonable to conclude that the assumption of i.i.d. returns and conditional homoskedasticity is not the best model to approximate the return evolution of all equities. Since the prices observed in the market involve information on past market movements, we should consider the return distribution conditioned on information contained in past return data, or a more general information set. The class of autoregressive moving average (ARMA) models is a natural candidate for conditioning on the past of a return series. However, the conditional volatility of ARMA models is independent of past realizations while empirical evidence shows that conditional homoskedasticity is often violated in financial data. In particular, we observe volatility clusters on returns series. Such behaviour is captured by autoregressive conditional heteroskedastic models (ARCH) 10 and their generalization (GARCH models), 11 where the innovations are conditionally stable Paretian distributed. Several empirical experiments by Rachev and Mittnik (2000) have reported the typical behavior problem of time series modeling. Assume that daily stock returns follow ARMA(p,q)-GARCH (s,u) processes; that is, assume   ,  , 0  , ,  ,  ,  ,  1  1   ,  ,  ,   2  2  2  , , 0 r is the daily return of the stock j (j = 1,..., 30) at day t (t = 1,..., 1,837). Since several studies have shown that ARMA-GARCH filtered residuals are themselves heavy tailed, then it makes sense to assume that the sequence of innovations , j t z is an infinite-variance process consisting of i.i.d. random variables in the domain of normal attraction of a stable distribution with index of stability j α belonging to (0,2). That is, there exist normalizing constants
where the constants
are slowly varying functions
S α σ β μ is a stable Paretian distribution with index of stability, j α ∈(0,2],
, scale parameter,
, and location parameter, μ j ∈ ℜ .
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In particular, we can easily test different distributional hypotheses for the innovations of ARMA(1,1)-GARCH(1,1): 
is the empirical sample distribution and ( )
is the cumulative distribution function evaluated at x for the Gaussian or stable non-Gaussian fit, respectively. The KS test allows a comparison of the empirical cumulative distribution of innovations with either a simulated Gaussian or a simulated stable distribution. For our sample, KS statistics for the stable nonGaussian test is almost 10 times smaller (in average) than the KS distance in the Gaussian case.
Generation of scenarios consistent with empirical evidence
Several problems need to be overcome in order to forecast, control, and model portfolios in volatile markets. First, we have to reduce the dimensionality of the problem, to get robust estimations in a multivariate context. Second, as has been noted in the portfolio selection literature, it is necessary to properly take into consideration the dependence structure of financial returns. Finally, the portfolio selection problem should be based on scenarios that take into account all the characteristics of the stock returns: heavy-tailed distributions, volatility clustering, and non-Gaussian copula dependence.
The portfolio dimensionality problem
When we deal with the portfolio selection problem under uncertainty conditions, we always have to consider the robustness of the estimates necessary to forecast the future evolution of the portfolio. Since we want to compute optimal portfolios with respect to some ordering criteria, we should also consider the sensitivity of risk and reward measures with respect to changes in portfolio composition. Thus, the themes related to robust portfolio theory are essentially twofold: (1) the risk (reward) contribution given by individual stock components of the portfolio 13 and (2) the estimation of the inputs (i.e., statistical parameters).
14 As discussed by Rachev et al. (2005) and Sun et al. (2008a Sun et al. ( , 2008b , the portfolio dimensional problem is strictly linked to the approximation of statistical parameters describing the dependence structure of the returns. Moreover, Kondor et al. (2007) have shown that the sensitivity to estimation error of portfolios optimized under various risk measures can have a strong impact on portfolio optimization, in particular when we consider the probability of rare events. Thus, according to the studies by Papp et al. (2005) and Kondor et al. (2007) , robustness of the approximations could be lost if there is not an "adequate" number of observations. In fact, Papp et al. (2005) have shown that the ratio v between the estimated optimal portfolio variance and the true one follows the rule:
where K is the number of observations and n is the number of assets. Consequently, in order to get a good approximation of the portfolio variance, we need to have a much larger number of observations relative to the number of assets. Similar results can be proven for other risk parameter estimates such as conditional value at risk. 15 Because in practice the number of observations is limited, in order to get a good approximation of portfolio input measures, it is necessary to find the right tradeoff between the number of historical observations and a statistical approximation of the historical series depending only on a few parameters. One way to reduce the dimensionality of the problem is to approximate the return series with a regression-type model (such as a k-fund separation model or other model) that depends on an adequate number (not too large) of parameters.
16 For this purpose, we perform a PCA of the returns of the 30 stocks used in this chapter in order to identify few factors (portfolios) with the highest variability. Therefore, we replace the original n (n = 30 for our case) correlated time series i r with n uncorrelated time series i P assuming that each i r is a linear combination of the i P . Then we implement a dimensionality reduction by choosing only those portfolios whose variance is significantly different from zero. In particular, we call portfolios factors f i the p 13 See, for example, Fisher (2003) and Tasche (2000) . 14 See among others, Chopra and Ziemba (1993) , Papp et al. (2005) , Kondor et al. (2007) , Rachev et al. (2005) , Sun et al. (2008) , and Biglova et al. (2008) ). 15 See Kondor et al. (2007) . 16 See Ross (1978) .
portfolios i P with a significant variance, while the remaining n -p portfolios with very small variances are summarized by an error ε . Thus, each series i r is a linear combination of the factors plus a small uncorrelated noise:
Generally, we can apply the PCA either to the variance-covariance matrix or to the correlation matrix. Since returns are heavy-tailed dimensionless quantities, we apply PCA to the correlation matrix obtaining 30 principal components, which are linear combinations of the original series, 1 3 0 ( ,..., ) ' r r r = . Table 1 shows the total variance explained by a growing number of components. Thus, the first component explains 41.2% of the total variance and the first 14 components explain 80.65% of the total variance. Because all the other components contribute no more than 1.75% of the global variance, we implement a dimensionality reduction by choosing only the first 14 factors. As a consequence of this principal component analysis, each series i r (i = 1…30) can be represented as a linear combination of 14 factors plus a small uncorrelated noise.
TABLE 1 ABOUT HERE
Once we have identified 14 factors that explain more than 80% of the global variance, then we can generate the future returns i r using the factor model: e , and; (3) the comovements of the vector of the returns considering the skewness and kurtosis of the joint distribution.
TABLE 2 ABOUT HERE
To deal with the third problem, we suggest employing a skewed copula with heavy tails. A copula function C associated to random vector ) ,...,
is a probability distribution function on the n-dimensional hypercube, such that:
where i F υ is the marginal distribution of the i-th component (see Sklar (1959) ). So once we have generated scenarios with the copula ( ) ( )
inverse cumulative function of the i-th marginal derived from the multivariate distributional assumption F υ ) that summarizes the dependence structure of returns, then we can easily generate joint observations using the most opportune inverse distribution functions 1 i F υ − of the single components applied to the points generated by the copula. In particular, we next tackle the general problem of return generation considering a multivariate skewed Student's t copula for the joint generation of innovations of the 14 factors.
Generation of return scenarios
Let us summarize the algorithm we propose to generate return scenarios according to the empirical evidence. Assume the log-returns follow model (2). In step 1 of the algorithm we approximate each factor , j t f with an ARMA(1,1)-GARCH(1,1) process with stable Paretian innovations. Then we provide the marginal distributions for standardized innovations of each factor used to simulate the next-period returns. In the step 2 of the algorithm we estimate the dependence structure of the vector of standardized innovations with a skewed Student t. In particular, we first estimate the dependence structure among the innovations with an asymmetric t-copula. Then we combine the marginal distributions and the scenarios for the copula into scenarios for the vector of factors. By doing so, we generate the vector of the standardized innovation assuming that the marginal distributions are j α − stable distributions and considering an asymmetric t-copula to summarize the dependence structure. Then we can easily generate the vector of factors and in the last step of the algorithm we show how to generate future returns. The algorithm is as follows.
Step 1. Carry out maximum likelihood parameter estimation of ARMA(1,1)-GARCH(1,1) for each factor , 
Since we have 1,837 historical observations, we use a window of T = 1,837. Table 3 reports the maximum likelihood estimates for the ARMA-GARCH parameters for all 14 factors. 
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In order to value the marginal distribution of each innovation, we first simulate S stable distributed scenarios for each of the future standardized innovations series. Then we compute the sample distribution functions of these simulated series:
where
is the s-th value simulated with the fitted α j -stable distribution for future standardized innovation (valued in T+1 ) of the j-th factor.
Step 2. Fit the 14-dimensional vector of empirical standardized innovations
with v degree of freedom; that is, 
,..., γ γ = γ and ( ) cov V is the variance-covariance matrix of V. always be used to generate a distribution with some given marginals and a given dependence structure.
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Step 3. In order to estimate future returns valued at time T+1, we first estimate a model ARMA(1,1)-GARCH(1,1) for the residuals of the factor model (2). That is, we consider the empirical residuals 
t i i i t i i t i t i t i t i t i t i i i t i i
19 See, among others, Rachev et al. (2005) , Sun et al. (2008) , Biglova et al. (2008) , and Cherubini et al. (2004) for the definition of some classical copula used in finance literature.
Moreover, as for the factor innovation, we approximate with α j -stable distribution ( , , ) 
The procedure illustrated here permits one to generate S scenarios at time T+1 of the vector of returns.
The portfolio selection problem
Suppose we have a frictionless market in which no short selling is allowed and all investors act as price takers. The classical portfolio selection problem among n assets in the reward-risk plane consists of minimizing a given risk measure ρ provided that the expected reward v is constrained by some minimal value m; that is, 
Clearly there exist many possible performance ratios
A first classification with respect to the different characteristics of reward and risk measures is given in Rachev et al. (2008) . The most important characteristic is the isotony (consistency) with an order of preference; that is, if X is preferable to Y then ( )
). Although the financial literature on investor behavior agrees that investors are non-satiable, there is not a common vision about the investors' aversion to risk. Thus investors' choices should be isotonic with non-satiable investors' preferences (i.e., if
). Several behavioral finance studies suggest that most investors are neither risk averse nor risk loving. 20 Thus, according to Bauerle and Müller (2006) ), if risk and reward measures are invariant in law (i.e., if X and Y have the same distribution then ( ) ( ) and ( ) ( )
, and the risk measure is positive and convex (concave) and the reward is positive and concave (convex), then the performance ratio is isotone with risk-averse (lover) preferences. Rachev et al. (2008) and Stoyanov et al. (2007) have classified the computational complexity of reward-risk portfolio selection problems. In particular, Stoyanov et al. (2007) have shown that we can distinguish four cases of reward/risk ratios G(X) that admit unique optimum portfolio strategies. The most general case with unique optimum is when the ratio is a quasi-concave function; that is, the risk functional ( ) X ρ is positive convex and the reward functional ( ) v X is positive concave. As observed above, by maximizing the ratio ( ) G X we obtain optimal choices for riskaverse investors. In the other cases, when both measures ( ) X ρ and ( ) v X are either concave or convex, then the ratio ( ) G X is isotone with investors' preferences that are neither risk averse nor risk loving. However, in this last case the performance ratio admits more local optima.
Review of Performance Ratios
Here we will review three performance ratios that we will use in the next section when we perform our empirical comparisons: Sharpe ratio, Rachev ratio, and Rachev higher moments ratio. According to Markowitz' mean-variance analysis, Sharpe (1994) ′ − is the standard deviation of excess returns. Maximizing the Sharpe ratio, we get a market portfolio that should be optimal for non-satiable risk-averse investors, and that is not dominated in the sense of second-order stochastic dominance. The maximization of the Sharpe ratio can be solved as a quadratic-type problem and thus it presents a unique optimum. In contrast to the Sharpe ratio, the next two performance ratios (Rachev ratio and Rachev higher moments ratio) are isotonic with the preferences of non-satiable investors that are neither risk averse nor risk lovers. The Rachev ratio (RR) 21 is the ratio between the average of earnings and the mean of losses; that is,
ETL r x r RR x r ETL x r r β α α β
where the ETL is the Expected Tail Loss, also known as Conditional Value-at-Risk (CVaR), is defined as
is the Value-at-Risk (VaR) of the random return X. If we assume a continuous distribution for the probability law of X, then 
p q ∈ . This performance ratio was introduced to approximate the non-linearity attitude to risk of decision makers considering the first four moments of the standardized tails of the return distribution. 23 As we can observe from the definition, the RHMR is very versatile and depends on many parameters. To simplify our analysis in the empirical comparison to follow, we assume . Figure 2 shows the values of this performance ratio when the composition of three assets varies on the simplex. As we can see from Figure 2 , this performance ratio admits more local maxima.
FIGURE 2 ABOUT HERE
In order to overcome the computational complexity problem for global maximum, we use the heuristic proposed by Angelelli and Ortobelli (2009) that presents significant improvements in terms of objective function and portfolio weights with respect to the classic function fmincon provided with the optimization toolbox of MATLAB. Moreover, this heuristic approximates the global optimum with an error that can be controlled in much less computational time than classic algorithms for global maximum such as simulated annealing.
An empirical comparison among portfolio strategies
In order to value the impact of non-linear reward-risk measures, we provide an empirical comparison among the above strategies based on simulated data. We assume that decision makers invest their wealth in the market portfolio solution given by (9) and we consider the sample path of the final wealth and of the cumulative return obtained from the different approaches. We assume that the investor recalibrates the portfolio daily and has an initial wealth 0 W equal to 1 and an initial cumulative return 0 CR equal to 0 (at the date 10/3/2008 when we use T = 1,837). Since we do not know the future evolution of assets returns from 10/3/2008, we assume that the returns for each future date correspond to those obtained as the mean of the scenarios and the same for the factors and the residuals of the previous factor model, i.e., Therefore at the k-th recalibration, three main steps are performed to compute the ex-post final wealth and cumulative return:
Step 1. Choose a performance ratio. Simulate 3,000 scenarios using the algorithm of the previous section . Determine the market portfolio ( ) k M x solution to the optimization problem given by (9) that maximizes the performance ratio.
Step 2. The ex-post final wealth is given by:
1 .
where T k r + is the vector of returns mean of our scenarios. The ex-post cumulative return is given by:
Step 3. The optimal portfolio
is the new starting point for the ( 1) k + -th optimization problem given by (9).
Steps 1, 2, and 3 were repeated for all the performance ratios 1,000 times so that we forecasted the future behavior of the optimal portfolio strategies in the next four years. The output of this analysis is represented in Figures 3, 4 , and 5. Figure 4 compares the sample paths of wealth and of the total return obtained with the Rachev ratio and the Sharpe ratio. In particular, the results suggest that using the Rachev ratio we can increase final wealth by more than 25%. Analogously, Figure 5 shows that using the Rachev Higher Moments ratio we can increase final wealth by more than 15%. Comparing Figures 4 and 5 we also see the superiority of the Rachev Higher Moments ratio approach relative to the Rachev ratio during the first 300 days. Then we see a superior performance of the Rachev ratio. What is clear from all of the comparisons is that the use of an adequate statistical and econometric model combined with appropriate risk and performance measures could have a significant impact on the investors' final wealth.
FIGURES 3, 4, AND 5 ABOUT HERE

Concluding remarks
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