Scour phenomenon around piles could endanger the stability of the structures placed on them.
INTRODUCTION
Pile groups are widely used in practice to support hydraulic and marine structures. Generally, this type of structure can significantly reduce construction costs, compared with spread footer structures when sediment scour is a consideration. Scour around the piles is one of the most important aspects of the structure stability and the reliable design of structures requires accurate prediction of the maximum scour depth around them. The process of the scour around a group of piles is fundamentally complex because it depends on many influential variables such as the arrangement of the piles, pile geometry, the sediment and flow Breusers & Raudkivi ; Melville ; Melville & Chiew different configurations (two-pile tandem, two-pile side by side, 2 × 2 square group, 3 × 3 square group, 5 × 5 square group and circular group arrangements). They found that the scour depth increases with the number of piles in a square pile group with G/D ¼ 4, where G is the distance between piles, and D is the pile's diameter.
The above mentioned researchers examined different pile arrangements but did not propose any formula to predict the scour depth around pile groups. A series of experiments on scour around piles was conducted by the US Federal Highway Administration (FHWA), reported in HEC-18 (Richardson & Davis ) . They presented an empirical formula for estimation of the scour depth around single piles. They modified this formula to predict the scour depth around a group of piles. From these experiments, they found that the relative scour depth (S/D, where S is the equilibrium scour depth) is governed by Froude number (Fr) and h/D where h is the flow depth directly upstream of the pile. They also noticed the effect of pile shape, angle of attack and bed material characteristics on the scour depth.
Ataie-Ashtiani & Beheshti () also conducted a series of experiments on the scour around various arrangements of pile groups. They modified the formula presented by Richardson & Davis () by adding a correction factor. This factor was obtained for pile groups aligned to the flow using results from their experiments.
Their studies showed that S/D decreases as the gap to diameter ratio (G/D) increases. They also investigated the relationship between S/D and number of piles in line with flow (m) and number of piles normal to the flow (n).
In brief, due to the complexity of the scour process, a general model has not yet been presented to estimate the scour depth around a group of vertical piles. Hence, a transparent and robust model can be very useful for this purpose.
One of the most common soft computing methods, artificial neural networks (ANN) has been used for scour estimation used feed-forward multi-layer perceptron (MLP) for scour depth estimation around pile groups. Bateni & Jeng () also used adaptive neuro-fuzzy inference system (ANFIS) to predict the scour depth around pile groups. They compared their results with those of previous studies and showed that ANN was more accurate than existing empirical formulas. In their study, geometrical parameters, such as G/D and number of piles, were not considered and they Beheshti () and showed that the scour depth is mainly governed by G/D. However, the application of the model trees for the prediction of scour depth around a group of piles has not yet been investigated.
The main purpose of this study is to develop a robust and transparent model for the prediction of the scour depth around pile groups with different pile arrangements.
Hence, M5', as one of the algorithms of Model Tree, is used for developing predictive and simple formulas. approach to split the domain with the multivariate linear regression method to obtain the formulas. In this study we also used the multi linear regression (MLR) method for the prediction of pile group scour depth. This paper is outlined as follows: a background is given about the studies conducted on current-induced scour depth around pile groups. Model Tree and M5' algorithm are then described. The MLR method is described next. The used data set and modeling approach are then presented followed by the results and discussion section. Finally, the summary and conclusion are presented.
BACKGROUND
The local scour around piles occurs due to the interaction of flow, sediment and structure (Figure 1 ). When the quantities of arriving sediments are equal to the quantities of leaving sediments, dynamic equilibrium occurs. This depth is called equilibrium scour depth (Melville & Sutherland ) . Scour around a single round pile depends on three classes of parameters, i.e. the flow characteristics, the sediment properties and the pile geometry. Thus, the functional relationship between equilibrium scour depth and its independent variable is (Ettema et al. ) :
where μ is the fluid dynamic viscosity, ρ is the fluid density, U is the average velocity of approach flow, U c is the critical value of U associated with initiation of motion of particles on the bed surface, h is the flow depth, g is the gravitational acceleration and d 50 is the sediment mean diameter. With the help of dimensional analysis, these independent variables can be presented in the following dimensionless form:
where Fr is Froude number and Re is the pile Reynolds number. These are defined as:
The dimensionless parameters used in Equation (2) account for the effects of different physical processes that occur during the scour, such as flow-structure interaction, flow-seabed interaction and sediment transport. In Equation
(2) the Reynolds number, Froude number and depth to diameter ratio account for the flow pattern around the piles. U/U c describes the flow effects on the seabed process and D/d 50 describes the interaction between pile and bed sediment.
For scour around a pile group, distance between piles, number of piles parallel to the flow and number of piles normal to the flow are also important. Thus, the dimensionless function for scour around a pile group can be written as:
Researchers have suggested several empirical methods to estimate the scour depth around a pile group. In the following these methods are briefly explained.
A commonly used empirical formula was provided by FHWA (Richardson & Davis ), which recommends:
where K 1 is the correction factor for pier nose shape, K 2 is the correction factor for angle of attack, K 3 is the coefficient based on the channel bed condition and K 4 is the correction factor for armoring by bed material size. In HEC-18, it is recommended that the effective width of an equivalent full depth pile group (D*) should be used in the above mentioned formula to predict the scour depth. D* is the product of the projected width of the piles onto a plane normal to the flow multiplied by a spacing factor and a number of aligned rows factor:
where D proj is sum of the non-overlapping projected widths of piles, K G is the coefficient for pile spacing and K m is the coefficient for the number of aligned rows (Richardson & Davis ).
Another method for the prediction of the pile groups scour depth was given by Salim & Jones () . In this method, the scour depth is calculated using Equation (6) to the flow direction. This correction factor is:
In this method, the maximum scour depth is calculated by multiplying the correction factor (K Gmn ) and scour depth obtained for the equivalent solid pier using Richardson 
MODEL TREES (MTS)
The M5 algorithm is one of the most common algorithms from the decision tree family. The M5 tree model was created by Quinlan () and then his idea was modified by
Wang & Witten () as a method called M5'. In this rule-based model, first a regression tree is built by dividing the sample space into several regions. Figure 2 shows the structure of a decision tree with two input parameters, in which the method of dividing the sample space is depicted.
This is to minimize the intra-subset variations in values from the root to the node and through the branch. This variation is measured by the standard deviation of the values coming from the root to the node. The standard deviation reduction is calculated by testing each attribute at the node and the attribute that maximizes the standard deviation reduction is chosen. The splitting process is stopped when output values of all samples that reach a node have minor variations or a small number of samples remain.
Reduction in the standard deviation is calculated by the following equation:
In this equation, I is the set of records that reach the node, I i are the ones that are the result of splitting the node according to the chosen parameter and sd is the standard deviation. After building the tree, a linear regression model is created for each inner node. This model is constructed according to the values related to that node and all the attributes that are used in the sub-tree rooted at that node. If the estimated error for the linear model at the sub-tree root is less than or equal to the mean error for the sub-tree, then the sub-tree is pruned.
After the pruning process, discontinuity may occur between the adjacent linear models at the leaves of the pruned tree. In the process of smoothing the tree in M5, the final model in a leaf is created from combining the produced model in that leaf with the available models in the path from the root to the leaf. In the smoothing process, the estimated value in each leaf is filtered in the reverse path form the leaf to the root. In each node, this value is combined with the predicted value from the linear model in that node using the following equation:
where P 0 is the prediction passed up to the next higher node, p is the prediction passed to this node from below, q is the value predicted by the model at this node, l is the number of training instances that reach the node below and k is a constant (Wang & Witten ) . Finally, the MT yields a set of linear multivariable equations (rules).
In summary, M5 splits the space into subspaces based on standard deviation reduction and this splitting of data will continue until the divisions do not significantly increase the prediction accuracy. Finally, the MT yields a linear multivariable equation for the bottommost subspace.
MULTI LINEAR REGRESSION (MLR)
MLR is a method for modeling the linear relationship between a dependent variable (Y ) and one or more independent variables (X i ). The performance of MLR is based on minimizing the sum of squares of differences of observed and predicted values. Superiority of this method is that it is relatively simple and easy to implement. However, this method has limitations in predicting the phenomena with a nonlinear relationship or with multiple criteria. The following equation describes the relationship between the dependent variable and independent variables in the MLR method:
where α is called the intercept and the β i are slopes or regression coefficients (Zounemat-Kermani ). Figure 3 and the characteristics of gathered data are given in Table 1 . The whole data set contains 156 data points which were divided into two parts for training (70%) and testing (30%) in a random way.
DATA SET AND MODELING

Input and output parameters
In this study, dimensionless parameters were used to build the model. This was performed to extend the results from experimental studies to real conditions. Here Re, Fr, U/U c , h/D, D/d 50 , G/D, n and m were employed for developing the model. The output parameter of the model was the Table 2 presents the ranges of these parameters. As shown, the considered arrangements in this study cover a wide range of G/D from 0.15 to 20, m from 1 to 8 and n from 1 to 3.
These wide ranges of parameters help the model to learn the relation between the arrangements of the pile groups and the scour depth correctly. Moreover, h/D numbers vary from 1.5 to 25, Fr from 0.12 to 0.45 and S/D from 1.1 to 6.65.
M5' model
The M5 Figure 4 shows the M5' data splitting diagram.
MLR model
The MLR model for predicting scour depth using train data was created and then its accuracy was evaluated by test data.
The relationship obtained using the MLR is presented in Equation (14). increases and when Fr becomes zero scour does not occur.
This result is physically sound and is in line with the results of laboratory studies (see also Richardson & Davis ) .
Equation (13) also shows that the scour depth increases by increasing h. This behavior occurs because by increasing water depth, the difference between the pressure at the water surface and bed increases, causing a stronger down flow in front of the piles. This down flow acts as a water jet and causes the scour depth to increase.
Equation (13) shows that the scour depth decreases as the G/D increases. A similar trend was also seen in Ataie-Ashtiani & Beheshti (). According to the proposed formulas, it is clearly seen that by increasing G/D, the effect of this parameter decreases. This is due to the fact that the pile influence on each other decreases as the distance between the piles increases. In the other words, when the piles are installed with relatively large distances between them, the generated wake flow behind the first pile has less effect on the second pile. According to Ataie-Ashtiani & Beheshti (), the scour depth decreases when G/D > 2 and for large values of G/D it reaches its single-pile. Similarly
Sumer & Fredsoe () stated that when G/D becomes very large, there would be no interaction between piles, each pile would act as a single pile and there would be a limit for the scour depth. Equation (13) is in line with this physical behavior and when G/D is large, this parameter has no effect on the scour depth.
Moreover, Equation (13) shows a physically sound relationship between the pile group scour depth and arrangement of piles. In this equation, scour is not a function of m.
This behavior is also seen in the study of Richardson & Davis () . This is because in the used data set, the flow is normal to the piles. According to Richardson & Davis () , in these situations piles aligned with the current attack have no effect on the scour depth. The other point is the direct relationship between scour depth and the number of piles which are normal to the current (n). This direct relationship is also seen in Ataie-Ashtiani & Beheshti's () and Richardson & Davis' () formulas. This equation is physically sound, because by increasing the effective diameter of a pile group; the scour depth increases (Bayram & Larson ) . Moreover, it should be noted that by increasing G/D in Equation 13 , the effect of n on scour depth decreases. This finding also makes sense because by increasing the distance between piles, each pile acts as a single one. A summary of previous empirical formulas and the proposed ones are given in Table 4 .
The accuracy of the results was compared with those of previous empirical formulas. In order to compare their performances quantitatively, parameters such as the correlation coefficient (CC), root mean square error (RMSE), scatter index (SI), index of agreement (I a ) and the discrepancy ratio (DR) were calculated as follows: 
where x i and y i denote the measured and the predicted values, respectively. N is the number of measurements. The I a is also used to quantitatively describe the accuracy of model outputs. An efficiency of 1 (I a ¼ 1)
corresponds to a perfect match between predictions and observations.
The DR is one of the statistical indices that is used in this study. A DR value of close to 1 indicates a higher accuracy.
A DR value of greater than 1 indicates that the model over predicts and DR values smaller than 1 indicate underestimation of the scour depth.
These statistical parameters (of the test data) are given in Table 5 . As shown, the formulas derived by the model tree approach are more accurate than the previous formulas.
According to However, it is impossible to know the uncertainty or safety factor incorporated in them.
To have a safe, technically correct and economic design, engineers need a reliable prediction of scour depth. To assess the reliability of the used model, box plots can be used (Etemad-Shahidi & Ghaemi ). These plots are given using a design factor which can be directly related to the acceptable or desired risk level ( Figure 6 ). As shown, the Richardson & Davis () formula is more conservative and has the highest uncertainty (wider box plot). This is mainly because this formula is derived for design purposes and does not consider the arrangements of the piles properly. Figure 6 also shows that the box plot of the formulas developed in this study is narrower than those of others, an indicator of a higher level of confidence.
As mentioned before, Richardson & Davis' () formula is more conservative than others and has the lowest median (0.85), while Ataie-Ashtiani & Beheshti's () formula is very close to one and just slightly overestimates the scour depth. MLR is more accurate than them and its median is nearly equal to one.
SUMMARY AND CONCLUSION
In this study, the M5' model tree was used for the prediction of current-induced scour depth around pile groups. A series scour depth around pile groups is governed by the Froude number (Fr), gap to diameter ratio (G/D), water depth to pile diameter ratio (h/D) and number of piles normal to the flow (n). According to the given formulas, the S/D increases with increasing Fr, h/D and n, while it decreases with increasing G/D. It was also found that for large G/D values, n becomes less important. In order to address the uncertainty in the developed formulas, a probabilistic approach using design factors was suggested for practical purposes. It was shown that by using the box plot it is possible to use the design factor that is related to acceptable risk level.
