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ABSTRACT
Nearest neighbor search (NNS) in high dimensional space is a fundamental
and essential operation in applications from many domains, such as machine
learning, databases, multimedia and computer vision, to name a few. In this
thesis, we investigate both exact and approximate NNS in high dimensional
space.
For the exact NNS, we propose an ecient technique which can have a
signicant speedup over the state-of-the-art exact solutions. Specically, we
rst propose a novel compounded embedding technique, by which we achieve
a tight distance lower bound for Euclidean distance. Then each point in a
high dimensional space can be embedded into a low dimensional space such
that the distance between two embedded points lower bounds their distance
in the original space. Following the lter-and-verify paradigm, we develop
an ecient exact NNS algorithm by pruning a large number of candidates
using the new lower bounding technique. Comprehensive experiments on many
real-world data demonstrate the eectiveness and eciency of our new algorithm.
In terms of the approximate NNS, we propose an external memory-based ap-
proximate NNS algorithm by learning to hash. Specically, we introduce a novel
data-sensitive indexing and query processing framework for approximate NNS
with an emphasis on optimizing the I/O eciency, especially, the sequential
xiii
LIST OF TABLES
I/Os. The proposed index consists of several lists of point IDs, ordered by
values that are obtained by learned hashing functions on each corresponding
data point. The functions are learned from the data and approximately preserve
the order in the high-dimensional space. We consider two instantiations of the
functions (linear and non-linear), both learned from the data with novel objec-
tive functions. Comprehensive experiments on six large scale high dimensional
datasets show that our proposed methods with learned index structure perform
much better than the state-of-the-art external memory-based approximate NNS
methods in terms of I/O eciency and search accuracy.
Although lots of approximate NNS algorithms have been continuously proposed
in the literature each year, there is no comprehensive evaluation and analysis of
their performance. Therefore, we conduct a comprehensive and systematic ex-
perimental evaluation for the state-of-the-art approximate methods. Our study
(1) is cross-disciplinary (i.e., including 19 algorithms in dierent domains, and
from practitioners) and (2) has evaluated a diverse range of settings, includ-
ing 20 datasets, several evaluation metrics, and dierent query workloads. The
experimental results are carefully reported and analyzed to understand the per-
formance results. Furthermore, we propose a new method that achieves both
high query eciency and high recall empirically on majority of the datasets
under a wide range of settings.
xiv
