Bayesianism is a premier representation for encoding intelligence in robotic sensing. My thesis develops Bayesian Aggregation (BA), a machine learning pipeline for understanding patterns in noisy sensor data and extracting structure from multiple correlated observations.
Introduction
Robotic sensing requires the capability to extract maximal information from limited sensor data. A robot's sensors provide, at each time step, only a partial view of the environment. To a robot, the world is a massive jigsaw puzzle of percepts. The pieces need to be put together to provide a coherent world perception. Sensor data is also imperfect and noisy, though there are often patterns that can be characterized in relation to underlying real world phenomena that generate them.
My thesis (Tandon, 2015) develops Bayesian Aggregation (BA), an algorithmic framework that can leverage data fusion from multiple low Signal-To-Noise Ratio (SNR) sensor observations to boost the capability to detect and characterize the properties of a signal generator source or process of interest.
A source is an observable real-world phenomenon that can be detected by a sensor. With a range sensor, a source could be an obstacle in a robot's path. With a camera, a source could be a pedestrian an autonomous vehicle is trying to avoid. In the nuclear threat detection domain (the application area on which this thesis is demonstrated), the sources are illicit radiation sources to be detected by mobile spectrometers.
Imagine an adversary hid an illicit radiation source somewhere in an environment. A gamma-ray spectrometer can be used to detect photon emission from the source by counting the number of particles hitting its surface per unit time at a set of discrete energy levels. The spectrometer, however, receives both signal from the source and noise from surrounding background. In an outdoor environment, buildings, trees, the terrain, and dynamic objects entering/leaving the scene all provide background radiation variation, making the source difficult to detect. In addition, shielding of the source can make detecting the source like finding a needle in a haystack.
BA can help in the source search. The input to the BA source-finding algorithm is a set of measurements made at a set of discrete locations. The goal is to detect whether a source is present given the measurements.
The BA strategy is to maintain a set of hypothetical source locations H * (i.e. spanning a rectangular grid) on the measurement data. At each potential source location, two possibilities are evaluated: the alternate hypothesis, H 1 , that the location contains the illicit radiation source and the null hypothesis, H 0 , that the location does not contain the source. Bayes' rule provides a way to test the hypotheses given empirical sensor observations D j . Assuming the sensor observations are independent, a hypothesis H = H 1 (or H 0 ) can be scored as:
The likelihood term aggregates information across multiple spatially-proximal observations to score an environment location. The prior P (H) can be used to incorporate knowledge from secondary data about where sources are likely to be. P (H 1 |D) and P (H 0 |D) are computed, and a likelihood ratio is formed:
that scores an environment location as "source-like" or "background-like." The top scoring environment location is predicted to be the location of the point source affecting the data. Figure 1 illustrates an example of this process.
(a) Example hypothesis gridding of trajectory.
(b) LLR Score allows mapping of threat probability and detection of source. The thesis experimentally shows BA's capability to boost performance in detecting a radiation source of interest, even if the source is faint, partially occluded, or enveloped in background noise. By using empirical, nonparametric models for scoring sensor observations, the distributions of source signal and noise can be modeled precisely, without making parametric assumptions about the expected data distribution.
A key feature of the Bayesian approach is simultaneous inference of source parameters while detecting it. Each alternate hypothesis H 1 can be multi-dimensional, evaluating not just that a source exists at a particular location, but also that the source has a particular intensity, isotope type, and spatiotemporal occlusion pattern.
As the dimensionality of the hypothesis space grows, so do the number of hypothetical possibilities. Searching over all hypothetical possibilities quickly becomes computationally infeasible. To efficiently search the hypothesis space, branch and bound can be used. A significant reduction in number of hypotheses can be achieved by pruning unfruitful angular wedges in space and time. Methods have been demonstrated on empirical radiation data sets, helping improve detection of nuclear threats. Elon Musk sometimes claims that AI is more dangerous than nuclear weapons. On the contrary. This thesis shows how AI can protect us against nuclear threats, making the world a safer place!
