A hierarchy of Eulerian models for trajectory crossing in particle-laden turbulent flows over a wide range of Stokes numbers by Laurent, Frederique et al.
Chemical and Biological Engineering Publications Chemical and Biological Engineering
2013
A hierarchy of Eulerian models for trajectory
crossing in particle-laden turbulent flows over a
wide range of Stokes numbers
Frederique Laurent
Laboratoire d'Énergétique Moléculaire et Macroscopique, Combustion
Aymeric Vie
IFP Energies Nouvelles
Christophe Chalons
Laboratoire Jacques-Louis Lions
See next page for additional authors
Follow this and additional works at: http://lib.dr.iastate.edu/cbe_pubs
Part of the Aerospace Engineering Commons, Biological Engineering Commons, Chemical
Engineering Commons, and the Mechanical Engineering Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
cbe_pubs/120. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Chemical and Biological Engineering at Digital Repository @ Iowa State University. It has
been accepted for inclusion in Chemical and Biological Engineering Publications by an authorized administrator of Digital Repository @ Iowa State
University. For more information, please contact digirep@iastate.edu.
Authors
Frederique Laurent, Aymeric Vie, Christophe Chalons, Rodney O. Fox, and Marc Massot
This article is available at Digital Repository @ Iowa State University: http://lib.dr.iastate.edu/cbe_pubs/120
Center for Turbulence Research
Annual Research Briefs 2012
193
A hierarchy of Eulerian models for trajectory
crossing in particle-laden turbulent flows over a
wide range of Stokes numbers
By F. Laurent, A. Vie´, C. Chalons, R. O. Fox AND M. Massot
1. Motivation and objective
With the large increase in available computational resources, large-eddy simulation
(LES) of industrial configurations has become an efficient and tractable alternative to
traditional multiphase turbulence models. Many applications involve a liquid or solid
disperse phase carried by a gas phase (e.g., fuel injection in automotive or aeronauti-
cal engines, fluidized beds, and alumina particles in rocket boosters). To simulate such
flows, one may resort to a number density function (NDF) for the disperse phase that
satisfies a kinetic equation. Solving for the NDF can make use of Lagrangian Monte-
Carlo methods, but such approaches are expensive, especially for unsteady flows, as the
amount of numerical particles needed to control statistical errors is large. Moreover, such
methods are not well adapted to high-performance computing because of the intrinsic
spatial inhomogeneity of the NDF in most of the applications of interest. To overcome
these issues, one can resort to Eulerian methods that solve for the moments of the NDF
using an Eulerian system of conservation laws.
In the context of direct-numerical simulation (DNS), Fe´vrier et al. (2005) introduced
the mesoscopic Eulerian formalism (MEF). It yields a statistical decomposition of the
motion of particles into correlated and uncorrelated parts, the former being common to
all particles at a specific location, and the latter being induced by the history of each
particle as it crosses different vortices before reaching a specific location. This decomposi-
tion induces unclosed stresses in the moment conservation equations. In Kaufmann et al.
(2008) and more recently in Masi et al. (2011), algebraic-closure-based moment methods
(ACBMM) are used to close these stresses: while solving for the random uncorrelated
energy (i.e., granular energy), they provide constitutive closures to model the second-
order moments. These closures are efficient at moderate Stokes numbers (Dombard 2011;
Sierra 2012), for which particle trajectory crossings (PTC) occur at small scales, which
are efficiently reproduced by second-order moments. However, at high Stokes numbers,
this description of PTC is not satisfactory, as the correlated part of the motion will
encounter large-scale PTC, the accurate representation of which requires high-order mo-
ments methods.
To solve for high-order moments, kinetics-based moment methods (KBMM) can be
employed (Desjardins et al. 2008; Kah et al. 2010; Chalons et al. 2010; Yuan & Fox 2011;
Chalons et al. 2012; Vie´ et al. 2011, 2012b,a). The main idea behind KBMM is to provide
a presumed velocity distribution at the kinetic level potentially conditioned on size, which
has as many parameters as the required number of moments. The presumed profile must
be chosen carefully and should lead to simple algorithms in order to reconstruct the NDF
from the moments, but also has to be based on physical arguments. In the context of
small-scale PTC, the anisotropic Gaussian (AG) closure designed by Vie´ et al. (2012a)
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can be used, which controls all second-order moments. A comparison between ACBMM
and AG is provided in Vie´ et al. (2012b). For large-scale PTC, a sum of Dirac δ-functions
can be used to account for the multi-modal velocity distribution at the crossing location.
In 3-D, the conditional quadrature method of moments (CQMOM) of Yuan & Fox (2011)
provides a fast inversion algorithm, and has demonstrated its ability in Taylor-Green
flows. However, CQMOM has an important drawback: the related system of equations
is weakly hyperbolic, meaning that it can generate unphysical δ-shocks. They refer to
rapid accumulation of particles, when more than two trajectories cross, as mathematically
analyzed by Chalons et al. (2012).
To overcome this issue, Chalons et al. (2010) have proposed the multi-Gaussian (MG)
quadrature. Instead of using Dirac δ-functions as a kernel, Gaussian functions are used. In
1-D, by assuming equal variances for each Gaussian node, these authors provide a direct
algorithm for the inversion. The resulting system of equations has three main properties:
(1) it is hyperbolic, (2) in the limit of one node it degenerates towards the Gaussian
distribution, ensuring the description of small-scale and large-scale PTC, and (3) in the
context of LES, it can account for the velocity dispersion induced by subgrid scales of
the turbulence thanks to the Gaussian kernel. In 2-D and 3-D, the MG algorithm has
been extended using the idea behind CQMOM (Vie´ et al. 2011). The final method has
been evaluated in Taylor-Green flow, where it has shown its potential.
The aim of this work is to apply the MG quadrature to more complex 2-D cases, to
demonstrate its ability to avoid δ-shocks, and to capture additional dynamics as compared
to standard KBMM using AG or CQMOM. We begin by introducing the kinetic equation
and its related moment problem. Then we describe briefly the 2-D MG quadrature that is
used to close the moment problem and the related algorithms used for moment evolution.
Finally, the full method is applied on 2-D frozen homogeneous isotropic turbulence (HIT),
and compared to AG, CQMOM and Lagrangian results.
2. The moment problem
In this work, we solve for the NDF f(t, x, v), at time t as a function of droplet position
x = (x, y)t and velocity v = (u, v)t, using a 2-D kinetic equation:
∂tf + v · ∂xf + ∂v · (Ff) = 0, t > 0, x ∈ R2, v ∈ R2, (2.1)
where ∂x = (∂x, ∂y)
t, ∂v = (∂u, ∂v)
t and F = (Fu, Fv)
t is the acceleration due to the drag
force. As we consider Stokes drag, the acceleration due to drag is F = (vg − v)/τp, where
vg = (ug, vg)
t is the gas velocity and τp, the relaxation time. We define the bivariate
moments of order (i, j) as Mi,j(t, x) =
∫
R2
uivjf(t, x, v) dv. The associated governing
equations are easily obtained from Eq. (2.1):
∂tMi,j + ∂xMi+1,j + ∂yMi,j+1 =
1
τp
[iMi−1,jug + jMi,j−1vg − (i+ j)Mi,j ] . (2.2)
There are two main issues with this type of model: the closure of the moment hierarchy
and the numerical scheme. Indeed, for any given set of moments, there are always some
fluxes that are not in closed form. To close the system, we use a reconstruction of the
NDF at the kinetic level starting from a finite moment set. The choice of the recon-
struction imposes the number of moments needed and induces the hyperbolicity or weak
hyperbolicity property of the system. Moreover a kinetic finite volume scheme is used for
convection, which makes use of the reconstruction to compute the unknown fluxes. For
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the drag force terms, all moments are closed. However, the reconstruction is still useful
to derive a quadrature approximation of these terms in case of arbitrary drag laws.
3. 2-D extended quadrature-based reconstruction
Treatment of particle-laden flows with LES over a wide range of Stokes numbers re-
quires a quadrature reconstruction that can treat both large-scale and small-scale PTC.
In this work we employ a 2-D extended version of the MG quadrature developed by
Chalons et al. (2010), which can degenerate into two simpler quadratures, namely CQ-
MOM (Yuan & Fox 2011) and anisotropic Gaussian (AG) (Vie´ et al. 2012a).
3.1. MG quadrature
The 2-D MG extended quadrature is constructed using the conditional moment algorithm
described by Yuan & Fox (2011) and is found by conditioning, for example, the v velocity
on the u velocity, or more precisely, conditioning a linear combination v−a0−a1u on u†:
f12(v) =
2∑
α=1
2∑
β=1
ραραβg(u;uα, σ1)g(v; a0 + a1u+ vαβ , σ2α), (3.1)
where ρα, uα and σ1 are found using 1-D bi-Gaussian quadrature (Chalons et al. 2010)
with the univariate moments Mi,0 for i ∈ (0, 1, 2, 3, 4). (The definition of f21(v) is found
by permuting u and v.) The Gaussian KDF is defined by
g(u;µ, σ) =
1
σ
√
2pi
exp
[
− (u− µ)
2
2σ2
]
,
and a0 and a1 are defined so that the moments of order (0, 1) and (1, 1) of f12 are M0,1
and M1,1. They are then found from the linear system[
M0,0 M1,0
M1,0 M2,0
] [
a0
a1
]
=
[
M0,1
M1,1
]
.
The function f12 of Eq. (3.1) is then a sum of multi-variate Gaussian distributions cen-
tered at (uα, vαβ + a0 + a1uα) with covariance matrices defined such that the diagonal
terms are σ21 and σ
2
2α + a
2
1σ
2
1 and the off-diagonal term is a1σ
2
1 . The dispersion of each
Gaussian represents small-scale PTC whereas the dispersion of their centers represents
large-scale PTC. The integer moments of f12 are
Mi,j =
2∑
α=1
ρα
j∑
k=0
(
j
k
)
aj−k1 〈ui+j−k〉αµkα, (3.2)
where the so-called conditional moments µkα and 〈ui〉α are defined by
µkα =
2∑
β=1
ραβ
∫
R
ykg(y; vαβ + a0, σ2α) dy, 〈ui〉α =
∫
R
uig(u;uα, σ1) du.
By definition, µ0α = 1 and µ
1
α = a0. Thus, the linear system in Eq. (3.2) with i = 0, 1:[
ρ1 ρ2
ρ1u1 ρ2u2
] [
µj1
µj2
]
=
[
M0,j −
∑2
α=1 ρα
∑j−1
k=0
(
j
k
)〈ui−k〉αµkα
M1,j −
∑2
α=1 ρα
∑j−1
k=0
(
j
k
)〈ui+1−k〉αµkα
]
† It is a way to introduce some correlation between the u velocity and the v velocity inside
each term of the sum, still using the conditional moment algorithm.
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Figure 1. Moments needed for MG (all), CQMOM (solid line), AG (dashed line).
can be solved sequentially for j = 2, 3, 4 to find the unknown conditional moments.
Finally, for α = 1, 2 the conditional moment set (µ0α, µ
1
α, µ
2
α, µ
3
α, µ
4
α) is used with 1-D
bi-Gaussian quadrature (Chalons et al. 2010) to find ραβ , vαβ and σ2α. In total, the
sixteen bivariate moments needed to construct f12 and f21 (shown in Figure 1) are found
by solving Eq. (2.2). We denote by IMG the set of indices for these moments.
3.2. Limiting cases
The 2-D MG extended quadrature in Eq. (3.1) contains two important limiting cases
corresponding to high and low Stokes numbers, respectively. For high Stokes numbers,
the PTC is fully resolved and the modeled small-scale PTC is negligible. This corresponds
to setting σ1 = σ2α = 0, leading to
f12(v) =
2∑
α=1
ραδ(u− uα)
2∑
β=1
ραβδ(v − a0 − a1u− vαβ), (3.3)
which is a variation of CQMOM (Yuan & Fox 2011). In this limit, the ten solved moments
are contained inside the solid line in Figure 1 and their indices live in ICQMOM =
IMG\{(4, 0), (0, 4), (4, 1), (1, 4)}. The remaining parameters in Eq. (3.3) are determined
from the ten integer moments as described above.
For low Stokes numbers, large-scale PTC is negligible, which corresponds to setting
ρ2 = ρ12 = 0 in the 2-D MG quadrature. This leads to the AG reconstruction:
f12(v) = ρ1g(u;u1, σ1)g(v; a0 + a1u, σ2), (3.4)
where the remaining parameters depend on the six moments contained inside the dashed
frame in Figure 1. The indices of these moments live in IAG. It is interesting to note
that in this limit f12 = f21, and the same algorithm as described above for 2-D MG
quadrature can be used to compute the six parameters (ρ1, u1, σ1, a0, a1, σ2) in Eq. (3.4).
In summary, the two limiting cases for high and low Stokes numbers are contained as
special cases in the 2-D MG quadrature defined by Eq. (3.1).
3.3. Regularization of σ
The 1-D bi-Gaussian quadrature (Chalons et al. 2010) is an essential step for the 2-
D MG quadrature. However, transition zones between mono-Gaussian and bi-Gaussian
reconstructions were observed where a quadrature point is generated with high velocity
but associated to a negligible density. As the CFL condition is based on the maximum
velocity, this behavior will drastically reduce the time step. To avoid the generation of
such high velocities, a regularization procedure is employed. The difference between the
mean velocity of each Gaussian is given by ∆u = |u2−u1| = q/(e−σ2), where e and q are
the centered moments of order 2 and 3†, while σ2 is the variance of each Gaussian of the
† The centered moments e and q are defined from the considered univariate moments M0,
M1, M2 and M3 by e = (M0M2 −M
2
1 )/M
2
0 and q = (M3M
2
0 − 3M0M1M2 + 2M
3
1 )/M
3
0 .
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reconstruction. Thus ∆u is an increasing function of σ. If σ = 0, the velocity difference
will be bounded (Chalons et al. 2012). Regularization consists of using a limiter on σ2
to control the maximum velocity difference:
σ2 =
σ
2 if ∆u < ∆ulim
e− |q|
l
if ∆u ≥ ∆ulim,
where
l = ∆ulim + (∆umax −∆ulim) tanh
(
∆u−∆ulim
∆umax −∆ulim
)
. (3.5)
The user-defined parameters ∆ulim and ∆umax > ∆ulim represent the velocity difference
after which a limitation holds and the maximum authorized velocity difference. In prac-
tice, these parameters must be close to the gas-phase velocity. The difference between
∆ulim and ∆umax allows a smooth transition between regularized and non-regularized
zones. Note that in regularized zones only the fourth-order moment is not conserved by
the reconstructed NDF.
4. Moment evolution
In the following, we describe how we use the MG quadrature introduced in the previous
section to build realizable and efficient numerical methods to account for drag and ad-
vection. As we are using operator splitting, the drag force and advection in each direction
are treated separately.
4.1. Drag force
For pure drag, a dimensional splitting is used even though the 2-D system (2.2) is closed.
For the simple case of Stokes law, the drag term can be directly solved, but splitting will
be important for more complex laws. The resulting equations corresponding to the x and
y directions are
∂tMi,j =
i
τp
(Mi−1,jug −Mi,j), ∂tMi,j = j
τp
(Mi,j−1vg −Mi,j). (4.1)
Explicit analytical solutions of Eq. (4.1) are found assuming a constant gas velocity
during the time step. To account for more complex physics (arbitrary drag laws, two-
way coupling, etc.), we make use of the NDF reconstruction to derive a quadrature
approximation of the source term. A Gauss-Hermite quadrature of f12 (conditioned on
the first direction) is used for the drag equation corresponding to the x direction, and a
Gauss-Hermite quadrature of f21 for the drag equation corresponding to the y direction.
4.2. Kinetic-based flux-splitting scheme
Here we present a numerical scheme applicable to all described methods (MG, CQMOM
and AG) that makes use of the NDF reconstruction and an upwind resolution of the
fluxes. As we use a dimensional splitting for advection, we derive the transport scheme
for x direction only. The corresponding moment equations are{
∂tMi,j + ∂xMi+1,j = 0, for (i, j) ∈ I and (i+ 1, j) ∈ I
∂tMi,j + ∂xM i+1,j = 0, for (i, j) ∈ I and (i+ 1, j) 6∈ I
, (4.2)
where overlined moments must be evaluated using the NDF reconstruction, and I is the
set of moments needed for a particular reconstruction method. To describe the complexity
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of the advective fluxes, a kinetic flux splitting scheme is proposed (Harten et al. 1983).
First we consider a finite-volume formulation (where c is the cell index):
M
n+1
c = M
n
c −
∆t
∆x
(
Fc+1/2 − Fc−1/2
)
. (4.3)
The fluxes are decomposed into positive and negative parts:
Fc+1/2 = F
+
c+1/2 + F
−
c+1/2. (4.4)
Positive and negative components are obtained by integrating on R+ or R− the NDF
reconstruction f12, here conditioned on the first direction x (symmetrically, for the trans-
port scheme for y direction, f21 conditioned on the second direction y is used):
(Fij)
+
c+1/2 =
∫
v
∫
∞
0
f12(t, xc, v)u
i+1vj du dv, (4.5)
(Fij)
−
c+1/2 =
∫
v
∫ 0
−∞
f12(t, xc+1, v)u
i+1vj du dv. (4.6)
While this scheme is first order, higher-order schemes have been proposed for each
method. For CQMOM, a quasi-second-order method was developed by Vikas et al. (2011)
and a fully second-order method by Kah et al. (2011). For AG, a second-order method
was developed by Vie´ et al. (2012a). Finally, for MG a second-order scheme is suggested
by Chalons et al. (2010), based on what was done for CQMOM, applying an additional
16-node CQMOM quadrature on the moment set by reconstructing 48 moments using the
MG quadrature. Another more robust alternative is to use the Gauss-Hermite quadrature
for f12 together with the quasi-high-order scheme of Vikas et al. (2011). As this work is
devoted to the first qualitative analysis of the proposed strategies (CQMOM, AG and
MG), we will use the first-order scheme.
5. Results and discussion: frozen HIT
The proposed test case is a particle-laden gas phase represented by 2-D frozen homo-
geneous isotropic turbulence (HIT) generated with the ASPHODELE code of CORIA,
which solves 2-D and 3-D low-Mach-number Navier-Stokes equations. The turbulence is
generated following the Pope spectrum with parameters p0 = 4, cL = 0.013, cη = 0.105
and β = 5.2 (Pope 2000). The particle phase is injected homogeneously in the domain at
t = 0 with the same velocity as the gas phase. The droplet number density is constant
and the Stokes number range based in the Kolmogorov time scale (tη = 0.3172 s) is
St = τp/tη ∈ [1, 20], which is large enough to observe trajectory crossings. Predicting
this type of flows is important, as it is expected to exhibit the main effects of a turbu-
lence gas field on a disperse liquid spray, i.e., the preferential concentration of particles
in low vorticity zones that greatly influences auto-ignition, which is of primary impor-
tance for combustion applications. This effect is highly size dependent, so the test case
is particularly interesting for quantifying the accuracy of the methods.
5.1. Number density field
The particle number density field M0,0 is an important quantity in particle-laden flows
that exhibit Stokes-number-dependent segregation. Thus, we are particularly interested
to assess how well the Eulerian methods are able to capture the structure of M0,0 for
different Stokes numbers as compared to the Lagrangian method. In Figure 2, results are
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Figure 2. Number density for St = 1 from Lagrangian method with 65M particles (top right),
CQMOM (top left), AG (bottom left) and MG (bottom right).
shown at t = 4, where segregation is effective for St = 1. For this Stokes number, PTC
is minimal so that the second-order moments of the particle velocity fluctuations are
small relative the mean particle velocity. As seen in Figure 2, the number density fields
for all methods are quite similar and exhibit strong segregation. The observable small
differences between the Lagrangian and Eulerian methods are mainly due to numerical
diffusion associated with the first-order advection scheme. Indeed, Eulerian solutions on
finer meshes show sharper boundaries between regions with and without particles.
In Figure 3, results are shown at t = 4 for St = 5. For this Stokes number, PTC
is significant so that the second-order moments of the particle velocity fluctuations can
be large relative to the mean particle velocity. As seen in Figure 3, the number density
fields for the different methods all exhibit significant segregation, but now the fields for
the Eulerian methods are clearly different. In general, the result found with CQMOM is
closest to the Lagrangian field. Indeed, at some locations CQMOM predicts even higher
concentrations than the Lagrangian method, which can be attributed to the weakly
hyperbolic nature of this closure (i.e., leading to the formation of δ-shocks). At St = 5,
most of the PTC is due to a single crossing event, which can be exactly resolved by
CQMOM. In contrast, AG only conserves the second-order moments and PTC, with its
potential intrinsic anisotropy, is modeled as a velocity dispersion generator at kinetic level
and thus feeds with energy the related components of the covariance matrix. This results
in a smoother number density field than is seen with quadrature-based moment methods.
In comparison, in a similar way as CQMOM, MG is able to capture single crossing events
but not multiple crossings. For this reason, the MG result at St = 5 is closer than AG
to the Lagrangian reference field. Finally, we should also note that numerical diffusion
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Figure 3. Number density for St = 5 from Lagrangian method with 65M particles (top right),
CQMOM (top left), AG (bottom left) and MG (bottom right).
in the Eulerian methods will lead, in general, to smoothing of the number density fields.
However, the δ-shocks in CQMOM will have an anti-diffusive effect since they tend to
accumulate mass in non-physical narrow regions.
In Figure 4, results are shown at t = 4 for St = 20. As can be seen in the Lagrangian
result, at larger Stokes numbers the particle velocities become more “random”, leading
to a less-segregated number density field and multiple PTC. The inability of CQMOM to
resolve more than one PTC without forming δ-shocks is clearly observable in the relatively
high segregation in the CQMOM number density field. Qualitatively, the MG result is
closer to the Lagrangian field for this Stokes number. For even higher Stokes numbers,
we expect that the MG and AG fields will become more similar since the particle velocity
statistics will be nearly isotropic Gaussian (i.e., close to the initial conditions).
5.2. Mean segregation
While qualitative trends have been described above, we now focus on quantitative com-
parisons. The time evolution of the mean segregation is an important quantity and it
is defined as S = 〈M20,0〉/〈M0,0〉2 where 〈·〉 denotes the spatial average. Then, S = 1
corresponds to a uniform field and S =∞ to a highly segregated field composed of point
masses. In Figure 5, the time evolution of the mean segregation with St = 1, 5 and 10
is shown for each method. As expected, the mean segregation is largest for St = 1 due
to strong accumulation of particles in regions of low vorticity. In general, for St = 1
the Eulerian methods predict lower mean segregation because of numerical diffusion. In
order to verify this assertion, a second-order AG result is included in Figure 5 and shows
larger mean segregation than the first-order advection scheme (although still noticably
smaller than the Lagrangian result).
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Figure 4. Number density for St = 20 from Lagrangian method with 65M particles (top
right), CQMOM (top left), AG (bottom left) and MG (bottom right).
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Figure 5. Time evolution of mean segregation from the Lagrangian method projected on a
256×256 mesh (black line), CQMOM (violet dashed line), AG (blue dashed line with o), AG
with second-order discretization (blue dashed line with +) and MG (red dotted-dashed line).
For St = 5 and 10, the Lagrangian mean segregation reaches a maximum value before
decreasing. This behavior is because of PTC. Except for CQMOM, the Eulerian meth-
ods generally follow the trend seen with the Lagrangian method, but at a lower level
due to numerical diffusion. Indeed, with second-order advection a clear improvement is
seen in the AG result. For CQMOM, the δ-shocks due to multiple PTC result in an over-
prediction of the mean segregation. In fact, with a higher-order advection scheme we
would expect the CQMOM prediction for the mean segregation to be significantly larger
than the Lagrangian result for large Stokes numbers. Overall, based on the mean segrega-
tion predictions, we can conclude that the MG method does the best job of reproducing
the Lagrangian results and that further improvements could be made by implementing
a second-order MG advection scheme.
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Figure 6. Time evolution of phase-average granular temperature from the Lagrangian method
projected on a 256×256 mesh (black line), CQMOM (violet dashed line), AG (blue dashed line
with o), AG with second-order discretization (blue dashed line with +) and MG (red dotted–
dashed line).
5.3. Granular temperature
For fluid-particle systems, the granular temperature is defined in terms of the trace of the
velocity covariance matrix: Θp =
(
M2,0 +M0,2 − (M21,0/M0,0)− (M20,1/M0,0)
)
/(2M0,0)
and is an indirect measure of the degree of local PTC in a particle-laden flow. In HIT,
we can use the phase-average granular temperature Θ˜p = 〈M0,0Θp〉/〈M0,0〉 as a global
measure of PTC. In Figure 6, the time evolution of phase-average granular temperature,
normalized using the RMS velocity of the gas phase, is shown with St = 1, 5 and 10
for each method. For all Stokes numbers, Θ˜p(t) first increases, passes through a Stokes-
number-dependent maximum, and then decays. As expected, the maximum increases
with St reflecting the increase in PTC. While all of the Eulerian methods capture the
qualitative behavior of Θ˜p(t), the Lagrangian result is consistently smaller than the
Eulerian results. As noted earlier, in moment methods numerical diffusion increases Θp
and thus it is not surprising to find larger values of Θ˜p(t) with the Eulerian methods. At
larger Stokes numbers, the better agreement of CQMOM with the Lagrangian results is
due to the δ-shocks, which accumulate mass and destroy Θp in zones with multiple PTC.
5.4. Granular energy
Another important variable in fluid-particle flows is the phase-average granular energy,
defined in a 2-D flow by e˜p = (〈M2,0〉+ 〈M0,2〉) /(2〈M0,0〉). In HIT, the phase-average
particle velocities are statistically zero, so that e˜p is the sum of Θ˜p and the particle-phase
turbulent kinetic energy kp. In Figure 7, the time evolution of phase-average granular
energy normalized using the RMS velocity of the gas phase is shown with St = 1, 5,
10 and 20 for each method. As expected, the behavior of e˜p(t) depends strongly on the
Stokes number. (In the limit St = 0, e˜p(t) = e˜p(0) = kp since Θ˜p = 0.) For St = 1, e˜p
decreases slightly as particles segregate into zones with lower fluid-phase kinetic energy.
Because Θ˜p remains very small for St = 1, we can conclude that the change in kp follows
that of e˜p. In contrast, for larger Stokes numbers the decrease in e˜p(t) is much more
pronounced. For St = 5, we can observe that e˜p(t) nearly attains a steady-state value
for the largest t, while for larger Stokes numbers this is not the case. Similar behavior is
observed for Θ˜p(t) in Figure 6. However, for the granular energy the Eulerian methods
are all in good agreement with the Lagrangian results. Because the granular energy is a
conserved variable (which is not the case for Θ˜p), this would indicate that the Eulerian
methods correctly reproduce the drag terms 〈M1,0ug〉 and 〈M0,1vg〉 in the Reynolds-
average moment transport equations.
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Figure 7. Time evolution of phase-average granular energy for St = 1 5, 10 and 20 (top to
bottom) from Lagrangian method with 65M particles (black line), CQMOM (green line), AG
(blue dots) and MG (red line).
6. Conclusions
The main goal of this work was to investigate three Eulerian moment methods as
possible closure approaches for particle-laden flows over a wide range of Stokes numbers.
Such methods, while investigated in the framework of DNS in the present work, will be an
essential building block for LES modeling and simulations, which is going to rely strongly
on present developments. Using Lagrangian simulations as a reference, the relative merits
of the three methods were found to depend strongly on the Stokes number. For small
St, the three methods performed quite similarly due to the absence of particle trajectory
crossings. For medium and large Stokes numbers, the MG approach performs best due
to its ability to capture both small-scale and large-scale PTC. In comparison with the
Lagrangian results, the first-order advection schemes used with the Eulerian methods
exhibit significant numerical diffusion, which is detrimental to their ability to predict
the particle segregation. However, results found with a second-order advection scheme
are encouraging and point to the need for further development of realizable high-order
schemes. Nonetheless, the findings from this study allow us to conclude that Eulerian
moment methods represent a promising alternative to Lagrangian methods for simulating
particle-laden flows.
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