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The cerebellum, a structure that is well-conserved across vertebrates, has a vital role in motor learning. Numerous studies have focused on understanding the information represented by the activity of cerebellar Purkinje cells, whose axons encode the output of the cerebellar cortex, during motor learning (reviewed in refs. 10, 11) . Although progress has been limited by the inherent challenge of systematically dissociating motor commands and movement kinematics, recent experiments have shown that Purkinje cells encode signals consistent with a forward model (that is, the predicted sensory consequence of movement) rather than actual movement 12, 13 . Theoretically, sensory prediction errors will occur if there is a mismatch between the sensory expectation computed by the cerebellum's forward model and actual sensory feedback (Fig. 1a) . This error signal has been hypothesized to fine-tune the cerebellum's forward model, as well as the consequent motor command, to ensure accurate motor learning (reviewed in refs. 14, 15) . Although the finding that cerebellar patients exhibit deficits in the predictive control of movement [16] [17] [18] is consistent with this proposal, the existence of an explicit neural representation of such an error signal has not yet been demonstrated. Thus, to date, the question of where and how the brain compares expected and actual sensory feedback during the process of motor learning remains open. One recent line of work reported that Purkinje cells encode both predictive signals and actual sensory feedback during manual tracking 13, 19 . However, this work stopped short of linking neuronal activities to sensory prediction errors, as the predictive and feedback representations in individual Purkinje cells were separated by several hundred milliseconds. Accordingly, we examined whether there might be evidence for the comparison between predictive and feedback signals required for the computation of sensory prediction errors downstream of Purkinje cells at the level of the deep cerebellar nuclei.
We took advantage of a relatively simple sensory-motor pathway with a well-described organization to gain new insight into the computations performed by the cerebellum to drive motor learning as well as its extinction. The most medial of the deep cerebellar nuclei (rostral fastigial nucleus, rFN) constitutes a major output target of the cerebellar cortex 20 , and this nucleus in turn sends strong projections to the vestibular nuclei (VN), reticular formation and spinal cord [20] [21] [22] [23] for postural control. While monkeys made voluntary head movements, we unexpectedly applied a load to the head and recorded from single neurons in this deep cerebellar nucleus. We found that neurons displayed responses consistent with the initial introduction of a sensory prediction error as well as its subsequent decline throughout motor learning. We further observed corresponding parallel changes in the responses of neurons downstream in the VN, thereby directly linking observed changes in cerebellar output to sensory-motor adaptation during voluntary head motion.
RESULTS
To study the neural basis of motor learning during voluntary head movements, we recorded from single neurons (n = 41) in the rFN a r t I C l e S and quantified their sensitivity to passively applied stimulation of the vestibular system and neck proprioceptors 24 . Because we focused on head movement motor learning, we targeted our analyses on the responses of unimodal rFN neurons (hereafter referred to simply as rFN neurons, n = 21), as these neurons respond to head motion. Bimodal rFN neurons instead responded to body motion, consistent with previous results 24 ( Supplementary Figs. 1-5 ). Recordings were also made from neurons in the VN that responded to passive vestibular stimulation, but were insensitive to eye movements as well as passive neck stimulation, consistent with previous characterizations of VN vestibular-only neurons 25 .
Deep cerebellar nuclei during learning: evidence for computation of sensory prediction error In a typical learning experiment, the monkey first made active head movements between two targets located 50 degrees apart. Then, after at least 20 of these control movements, we introduced a load to the head by applying resistive torque (Fig. 1b) proportional to head velocity adjusted to produce an initial reduction in peak head velocity of about 50%. The monkey then made >60 learning trials under the new biomechanical constraints imposed by this new load (that is, learning phase; Fig. 1c) . After 50 learning trials, occasional 'catch trials' (Fig. 1c) were introduced to assess neuronal responses when the load was unexpectedly removed for a single trial. Finally, the load was permanently removed and the monkey continued to make orienting movements during the learning extinction phase (Fig. 1c) .
In conditions that do not involve motor learning, rFN neurons encode passively generated, but not self-produced (that is, active), vestibular sensory signals 26 . The responses of a typical neuron before learning are shown in Figure 2a . Consistent with previous work 26 , the marked difference in the modulation of this representative neuron during passive (0.43 ± 0.04 spikes per s/° per s) and active (0.05 ± 0.04 spikes per s/° per s) head motion was typical of our population (Fig. 2a) . Overall, the sensitivity of rFN neurons was significantly reduced (~70%) during active motion (0.10 ± 0.01 versus 0.35 ± 0.03 spikes per s/° per s; Wilcoxon test, P = 4.2517 × 10 −7 ). Thus, these neurons preferentially responded to exafferent (externally generated) as compared with reafferent (self-generated) sensory effects of self-motion, consistent with the coding of unexpected sensory input. If rFN neuronal responses are updated in a manner consistent with the computation of sensory prediction error signals, we hypothesized that they should robustly encode reafferent sensory input when the relationship between motor commands and resulting head motion is altered, but their sensitivity should then decrease with learning. Specifically, neurons should show an increased sensitivity to head motion when the load is initially applied and show markedly decreased head-velocity sensitivity once adaptation occurs, consistent with the brain's updating of the predicted sensory consequence of movement.
To test these hypotheses, we analyzed changes in the trial-by-trial motor behavior and neuronal responses during the learning phase of our procedure (Fig. 2a) . Peak head velocity was initially reduced by approximately 50% (64 ± 4 versus 173 ± 12° per s) and then progressively increased, reaching values that were not significantly different from those of control movements (161 ± 8° per s for the 46st to 50th movements versus 173 ± 12° per s, respectively; Wilcoxon test, P = 0.082). Thus, the monkey successfully modified its head motor command to account for the new relationship between motor command and movement. Notably, when the torque was initially applied, an example rFN neuron robustly responded to active motion (Fig. 2a) . Indeed, the neuron's sensitivity to vestibular stimulation resulting from passive head motion provided an excellent prediction of its response to active head motion during the early phases of learning, but this prediction increasingly overestimated the neuron's response for head movements made in the middle and later phases of learning (Fig. 2a) . Notably, the neuron's head-velocity sensitivity progressively decreased such that it was nearly negligible once the monkey had adapted to the new load, by about trial 50; as the magnitude of the difference between expected and actual sensory input (that is, head velocity error) approached zero, neuronal sensitivity progressively decreased (Fig. 2b,c) . Thus, consistent with our prediction, the example rFN neuron responded robustly to reafferent sensory input when the relationship between motor command and movement was initially altered, followed by a markedly decreased modulation once motor adaptation had occurred.
To establish that the brain's internal model had been updated to account for the imposed perturbation, we next introduced catch were recorded before learning in both passive and active conditions. Second, the load was applied and held constant for the learning phase. Third, after the learning phase, the motor was randomly turned off for single catch trials. Finally, the motor was completely turned off for the extinction phase.
npg a r t I C l e S trials [27] [28] [29] [30] by unexpectedly removing the applied load. Indeed, because the head motor system had incorporated the applied resistive load into its motor plan, monkeys made substantially faster head movements when the load was unexpectedly removed (281 ± 11° per s; Fig. 2a) . Moreover, neurons again showed robust responses to reafferent sensory input when the load was removed. Indeed, the example neuron was typical in that its response to vestibular stimulation resulting from passive head motion again provided an excellent prediction of its response to active head motion during catch trials (Fig. 2a) , indicating the vestibular sensitivity was comparable to that observed for passive rotations (Wilcoxon test, P > 0.05; Fig. 2b ). Thus, following the introduction of a large sensory prediction error by either application of the load to induce learning or removal of the load during catch trials, neurons initially responded with the same sensitivity as during passive motion, regardless of the error's sign (that is, less versus more head velocity than expected, respectively). For completeness, a comparable analysis was also carried out on bimodal neurons ( Supplementary Fig. 1 ), confirming the expected lack of response before, during and after learning, as these neurons respond to body rather than head motion 24 .
The observations shown in Figure 2 were representative and are summarized in Figure 3a ,b for our population. Consistent with our experimental design, passively applied head velocities were comparable to active head movements made before the induction of learning (165 ± 10 versus 180 ± 20° per s, respectively; Wilcoxon test, P = 0.0937; Fig. 3a) . Moreover, similar to the behavior recorded Figure 2 Learning procedure. (a) Activity of an rFN example neuron during the learning phase and catch trials. The top row shows the head velocity during control trials, learning phase and catch trials overlaying five trials. The second row shows the firing rates corresponding to the head movements above. Gray lines show individual trials and black lines show the average. The red dashed lines superimposed on the firing rates are a prediction based on the neuron's sensitivity to passive whole-body rotation. (b) Head velocity error magnitude during learning and catch trials (n = 5 for each condition). When the load was applied, the monkey initially made slower head movements, as quantified by a significant head velocity error. As learning progressed, head velocity increased, nearing control values, as indicated by the marked decrease in head velocity error magnitude (light blue bars). (c) Normalized sensitivity to the corresponding head movements (n = 5 for each condition) shown above. During the learning phase, the neuronal sensitivity gradually decreased from that measured during passive head motion to the suppressed response observed during active motion (light blue bar). Neuronal sensitivity during catch trials (red) was comparable to the neuronal sensitivity during early learning and passive head movements. Error bars represent ±s.e.m.
simultaneously from the example neuron ( Fig. 2) , the peak head velocity of active head movements dropped by ~50% when the load was first applied to the head, steadily increased returning to control values after ~50 movements and nearly doubled for catch trials (Fig. 3a) . Notably, these changes in head movement were consistently linked to changes in neuronal responses across our population of neurons (Fig. 3b) . Neuronal responses to active movements were minimal before learning, but were robust immediately after the onset of learning and were in fact characterized by sensitivities comparable to those estimated for passive motion (0.28 ± 0.04 versus 0.35 ± 0.03 spikes per s/° per s; Wilcoxon test, P = 0.3327). As learning progressed, neurons displayed increasingly reduced vestibular sensitivities that returned to control values for active motion within 50 trials (0.09 ± 0.01 spikes per s/° per s; Wilcoxon test, P = 0.9599). In addition, comparison of neuronal responses during catch trials revealed sensitivities comparable to those measured during passively applied motion (0.33 ± 0.05 spikes per s/° per s; Wilcoxon test, P = 0.8307; Fig. 3b ). As expected, a comparable analysis of our population of bimodal rFN neurons, which encode body rather than head motion, did not show any changes in response sensitivity during head movement learning ( Supplementary  Fig. 2 ). Thus, taken together, these results suggest a tight linkage between the learning of new relationships between motor commands and actual head movements and changes in the response sensitivity of neurons in the deep cerebellum that is consistent with the coding of unexpected sensory input.
Dynamics of the time course of adaptation
Previous studies of motor learning have shown that adaptation can occur within ten repetitions of a task (for example, compensation for coriolis forces when reaching in a rotating environment 28, 31 ) or require much more prolonged exposure (for example, reaching while forces dependent on the motion state of the hand are applied 32 ). To determine the time course of behavioral learning and corresponding changes in neuronal activity in our motor learning task, we next performed a trial-by-trial Fig. 3a,b) . We quantified the time course of the change in peak head velocity and compared it to that of the accompanying decrease in neuronal sensitivity by fitting both data sets with exponential curves (Online Methods). We examined the average normalized change in velocity (Online Methods and Fig. 3c ) and normalized neuronal sensitivities for each trial in the learning phase (Fig. 3d ) across our population of rFN neurons. Over our population, the average time constant of the increase in peak velocity toward control values was markedly similar to the average time constant for the coincident decrease in neuronal sensitivity (34 ± 7 versus 24 ± 8 trials, respectively; Wilcoxon test, P = 0.3944). Thus, our results demonstrate that the decreased neuronal sensitivity of deep cerebellar nuclei neurons tracks the detailed time course of behavioral changes as learning progresses.
Neuronal responses during extinction
We next addressed whether rFN neuronal responses are also updated in a manner consistent with the computation of sensory prediction error signals when the relationship between motor command and movement was altered after learning had occurred and the load was permanently removed (that is, during the extinction phase of learning; Fig. 4a ). We found that head movements were initially (that is, the first five movements made in the extinction phase) larger than control head movements (274 ± 11° per s versus 173 ± 12° per s, Wilcoxon test, P = 9.9632 × 10 −13 ) as would be expected since these trials were effectively equivalent to catch trials (catch trials; Fig. 4b) . When the monkey then continued to make active movements without the load, peak head velocity returned to normal (extinction; Fig. 4b) . Furthermore, we found that rFN neuron responses mirrored the extinction of this learned behavior. Figure 4b illustrates the responses of the same example neuron shown in Figure 2 during learning extinction (Fig. 4b-d) . In the early phases of extinction, the example neuron's response gain was comparable to its sensitivity to passive stimulation (0.34 ± 0.08 versus 0.43 ± 0.04 spikes per s/° per s, respectively; Fig. 4d ). In contrast, in the late stages of extinction, its response gain was substantially reduced and comparable to its sensitivity to active rotations made before learning (0.05 ± 0.05 versus 0.05 ± 0.04 spikes per s/° per s, respectively; Fig. 4d) . Thus, these findings are consistent with the idea that rFN neuronal sensitivity dynamically tracks the comparison of expected and actual head movement; response gain was initially comparable to that observed for passive motion and then rapidly decreased to levels observed during actively generated head movements in a manner that closely paralleled the reduction in head velocity error (Fig. 4c,d) .
The observations shown in Figure 4 were representative and are summarized in Figure 5a ,b for our population. When the torque was initially removed, peak head velocity increased (early extinction), but then steadily decreased until it reached near control values (late extinction; Fig. 5a ). As expected, the peak head velocities observed during the first few movements after the torque had been removed (that is, early extinction) and catch trials were not significantly different (274 ± 19° per s versus 281 ± 18° per s; Wilcoxon test, P = 0.1464). Notably, changes in neuronal sensitivity mirrored these behavioral changes. Initially, the vestibular sensitivities of rFN neurons were comparable to those measured in response to passively applied motion (0.35 ± 0.04 spikes per s/° per s, early extinction; Wilcoxon test, P = 0.8111; Fig. 5b) . Then, once the learned behavior was extinguished (that is, the peak velocity of head movement returned to control values), response sensitivities were markedly reduced and, in fact, comparable to those measured for active movements in the control condition (0.05 ± 0.01 spikes per s/° per s, late extinction; Wilcoxon test, P = 0.0509; Fig. 5b) .
The extinction of learning is typically faster than the initial learning (reviewed in ref. 33 ). We quantified the time course of extinction and the corresponding changes in rFN neuronal activity to see whether this was the case for head-control motor learning. We again performed a trial-by-trial analysis of each single neuron's response and compared it to the time course of the change in peak head velocity ( Supplementary Fig. 3c,d). Figure 5c,d illustrates the average normalized change in velocity (Online Methods) and normalized neuronal sensitivities for each trial in the extinction phase across our population of rFN neurons. To facilitate comparison with the time course of learning (Fig. 3c,d) , we fit both data sets with exponential curves (Online Methods). Over our population of rFN neurons, the average time constant of the decrease in peak velocity toward control values was comparable to the average time constant for the coincident decrease in neuronal sensitivity (21 ± 8 versus 16 ± 7 trials, respectively; Wilcoxon test, P = 0.9861). Furthermore, comparisons with the time course of behavioral and neuronal changes in the learning phase revealed that both were indeed significantly shorter (~30%) for extinction (paired Wilcoxon tests; behavior, P = 0.004; neuronal, P = 0.0421). For completeness, comparable testing and analyses were Figs. 4 and 5) that confirmed the expected lack of response throughout the entire time course of extinction. In summary, our trial-by-trial analysis revealed that the time course of the extinction of learning is linked to changes in the responses of rFN neurons in the deep cerebellar nuclei, providing evidence that the output of the cerebellum signals the mismatch between the expected and actual sensory consequences of head movement during the extinction as well as acquisition of learning.
Vestibular nuclei neurons mirror rFN neurons during motor learning
The deep cerebellar nuclei neurons of the rFN serve a vital role in regulating vestibulo-spinal reflexes to ensure accurate postural control. Given that the VN receive direct input from the rFN [20] [21] [22] [23] , we hypothesized that the modulation of VN neurons that mediate vestibulo-spinal pathways would similarly reflect the updating of the forward model predicting the sensory consequences of head motion, thereby encoding a continuously updated representation of unexpected motion that could be used to maintain postural stability. To directly test this hypothesis, we examined whether the time course of changes in the head-velocity sensitivity of VN neurons was linked on a trial-by-trial basis to the learning and extinction of new relationships between active motion and vestibular reafference. Before learning, VN neurons showed robust modulation for passive motion; however, their sensitivities were greatly reduced when motion was self-generated (N = 20, 0.46 ± 0.01 versus 0.13 ± 0.03 spikes per s/° per s), as has been previously reported 25, 34 . Figure 6 illustrates the responses of a typical VN neuron before learning, during learning and catch trials, and during the extinction of learning. Consistent with our hypothesis, the trial-by-trial modulation of VN neurons similarly represented the updating of the internal model predicting the sensory consequences of head motion. Figure 7 illustrates the comparison of the population response during the learning and extinction phases of learning. Neuronal sensitivities increased following the application of the load and then decreased during learning. Specifically, in the early stages of learning, sensitivities to vestibular stimulation produced by active motion were comparable to those produced by passive motion (0.46 ± 0.05 versus 0.46 ± 0.01 spikes per s/° per s; Wilcoxon test, P = 0.8181) and, by the late phase of learning, sensitivities to active motion were again suppressed to control levels (0.13 ± 0.04 spikes per s/° per s; Wilcoxon test, P = 0.9461). During catch trials, vestibular sensitivities were again comparable to those measured during passively applied motion (0.48 ± 0.06 spikes per s/° per s; Wilcoxon test, P = 0.8392). Notably, as seen for rFN neurons, VN neuronal sensitivity progressively decreased as the magnitude of the difference between expected and actual sensory input (that is, head velocity error) approached zero (Fig. 7b,c) . Moreover, neuronal responses decayed with a time constant equivalent to that observed for rFN neurons (32 ± 7 versus 24 ± 8 trials; Wilcoxon test, P = 0.3944). Thus, neurons in the VN, like those in the deep cerebellar nuclei, demonstrate rapid updating as the motor system learns to expect unexpected vestibular input.
In addition, there was a marked and immediate increase in neuronal sensitivity at the onset of the learning extinction. Neuronal sensitivities then decreased to control levels with the same time course During the learning phase, the magnitude of head velocity error decreased (as head velocity increased) to approach control values (light blue bars). During the extinction phase (dark blue bars), the magnitude of head velocity error again decreased (this time as head velocity decreased) to approach control values (dark blue bars). (c) Normalized sensitivity to corresponding head movements shown above (n = 5 for each condition). During the learning phase, neuronal sensitivity gradually decreased from that observed during passive motion to the suppression seen for active motion (light blue bars). Neuronal sensitivity during catch trials (red) is comparable to the neuronal sensitivity during early learning and passive head movements. During the extinction phase, neuronal response sensitivity again gradually decreased from that observed during passive motion to the suppression observed for active motion (dark blue bars). Error bars represent ±s.e.m. a r t I C l e S as the extinction of the learned behavior (Fig. 7d) . Initially, neuronal sensitivities to active movements were comparable to those measured for passive motion (0.39 ± 0.09 spikes per s/° per s; Wilcoxon test, P = 0.3234), but, by the late phase of extinction, vestibular sensitivities were suppressed to control levels (0.05 ± 0.02 spikes per s/° per s; Wilcoxon test, P = 0.1670). Our trial-bytrial-based analysis (Supplementary Fig. 6 ) further established that neuronal sensitivities progressively decreased during extinction as the magnitude of the difference between expected and actual sensory input (that is, head velocity error) approached zero (Fig. 7e,f) . The time constant of this decrease was equivalent to that observed above for rFN neurons during the extinction of learning (VN, 16 ± 7; rFN, 13 ± 8). Thus, in the extinction phase, following the introduction of a large sensory prediction error by removal of the load, neurons again initially responded with the same sensitivity as during passive motion. Moreover, as was the case for rFN neurons, VN neuronal sensitivities increased to robustly encode sensory reafference when a sensory prediction error was introduced regardless of direction of the error (that is, during learning initiation as well as during catch trials and extinction initiation). Taken together, our findings indicate that the sensory responses of individual neurons in the VN, similar to those in the deep cerebellar nuclei, reflect the dynamic computation of sensory prediction error as motor learning (and unlearning) progresses.
DISCUSSION
Our central finding is that rapid updating in the primate cerebellum, consistent with the dynamic comparison between expected and actual sensory feedback, enabled the motor system to learn to expect unexpected sensory input. Specifically, our results provide direct evidence that the sensitivity of individual cerebellar output neurons tracks the difference between predictive and feedback signals, consistent with the computation of sensory prediction error during motor learning. This conclusion is based on the trial-to-trial evaluation of neuronal responses and behavior before, during and after learning. By applying a constant load while monkeys generated voluntary head movements, we were able to systematically alter the relationship between the motor command to move the head and its actual motion. Notably, analysis of trial-by-trial changes in neuronal responses revealed the rapid, but gradual (that is, not a switch-like transition), updating of an internal model, consistent with the resultant behavioral learning. Furthermore, as predicted, neurons again immediately showed increased vestibular sensitivity with the introduction of a new challenging sensory prediction error when the load was removed in catch trials, and neuronal response gain during learning extinction declined with the same time course as that of the behavior. To the best of our knowledge, these findings reveal for the first time the output of an elegant computation by which the cerebellum compares expected and unexpected sensory inputs to fine-tune behavior during motor learning.
Evidence for the updating of a forward model predicting the sensory consequences of voluntary motion The computation of sensory prediction errors has emerged as an important theoretical concept in motor control (reviewed in refs. 14, 15) . In this context, the cerebellum has been proposed as a likely candidate site for a forward model that predicts the expected sensory consequences of self-generated action. Changes in motor apparatus and/or environment will cause a mismatch between the cerebellum's prediction and the actual resulting sensory stimulation. This mismatch is the sensory prediction error, which is thought to update both the forward model and motor program during motor learning to ensure that sensory-motor pathways remain calibrated. A major contribution of our study is that our results provide answers to the fundamental question of whether the brain actually compares predictive and feedback sensory signals during motor learning, and, if so, whether there is evidence for this computation at the level of the output neurons of the cerebellum.
Behavioral and lesion studies have provided clear evidence that the cerebellum has a fundamental role in motor learning. Notably, patients with cerebellar pathologies display impaired performance during sensory-motor adaptation tasks, characterized by persistent error and attenuated after-effects 18, [35] [36] [37] . Targeted lesions of the cerebellum in primates similarly impair adaptation of voluntary eye movements and the vestibulo-ocular reflex 38, 39 . Motor adaptation studies in humans have further suggested that learning requires updating of forward models, and that the errors produced by external perturbations are interpreted as sensory prediction errors rather than target errors 8, 9 . Indeed, when high-quality sensory feedback is available, adaptation of motor commands appears to be almost exclusively driven by sensory prediction errors 40 . The cerebellum is required for this computation, as patients show selective deficits in sensory-motor learning, consistent with a cerebellar-dependent adaptation process based on minimizing such errors 17 . npg a r t I C l e S By assessing trial-by-trial changes in firing rate, we found that the sensory sensitivities of neurons in the deep cerebellar nuclei were dynamically modulated on the basis of the difference between predictive and feedback signals consistent with the computation of sensory prediction error during motor learning. Prior singleunit recording studies have shown that these same neurons robustly encode vestibular sensory inputs during unexpected applied motion 24, 41, 42 , but are not sensitive to the same vestibular sensory input when it is the result of self-generated motion 26 . We found that, in conditions that require motor learning, neuronal responses are correspondingly consistent with the trial-by-trial updating of a forward model, which minimizes the mismatch between expected and actual sensory input with the same temporal dynamics observed in the fine-tuning of motor commands required by the learning process. Thus, during motor learning, the responses of neurons in the deep cerebellar nuclei, which constitute a major output of the cerebellar cortex, suggest that the dynamic computation of a sensory prediction error signal underlies the brain's ability to both distinguish between expected and unexpected sensory inputs and learn new expected consequences of self-motion when unexpected sensory input becomes expected.
Neuronal computations that drive motor learning
Although it is generally agreed that the cerebellar cortex is required for initially driving motor learning and then ensuring that movements remain accurately calibrated over time (reviewed in refs. 14,43), its precise contribution remains controversial 10, 11 . Nevertheless, the recent demonstration that cerebellar Purkinje cells encode the predicted consequence of movement rather than actual movement 12, 44 provides strong support for the idea that the cerebellar cortex acts as a forward model. If motor learning is driven by the error signal computed by comparing this forward model's prediction of sensory feedback with the actual sensory feedback, then it follows that there should be evidence for such a computation. Notably, the computation of sensory prediction error theoretically requires that these two sensory-related signals be aligned in time as well as within the same neuronal location 4 . Accordingly, if these two representations are temporally offset in individual Purkinje cells, as recently suggested 13, 19 , then it follows that sensory prediction error is likely computed downstream of the Purkinje cells. This then raises the question of where and how does this computation occur?
We think our experimental findings provide new insight into this question by establishing that, during motor learning, neurons at the next stage of cerebellar processing (that is, in the deep cerebellar nuclei) robustly encode sensory reafference following the introduction of a sensory prediction error, such that they respond as if the stimuli were externally generated. Specifically, when the motor requirements changed, as was the case when we applied resistive torque to the head during voluntary movements (that is, learning) or removed it following learning (that is, extinction), there was initially a mismatch between the brain's prediction of the sensory consequences of the voluntary head motion and actual sensory feedback. Trial-by-trial analysis of rFN neuronal responses further revealed that the dynamic computation of sensory prediction error rapidly updated neuronal responses as the motor system learned to expect unexpected sensory input, suggesting successful temporal alignment between an internal estimate of the sensory consequences of self-generated head motion (that is, forward model) and its actual sensory feedback. Notably, neuronal responses were characterized by a decrease in sensitivity (that is, response gain), as the difference between expected and actual sensory input was minimized during both learning and extinction. Thus, although neuronal responses provide evidence for the dynamic computation of sensory prediction error, they do not explicitly encode the difference between expected and actual sensory input. Further studies of how rFN neurons integrate convergent input from cerebellar regions such as the anterior vermis 45 will be required to address this question.
Implications for the maintenance of accurate postural control Our results have direct implications for behavior, as neurons in the fastigial deep cerebellar nucleus send descending projections to VN neurons that mediate vestibulo-spinal reflexes 46 . Given that these reflexes are essential for maintaining posture and balance, our ability to adapt their descending commands in the face of changes to either the motor apparatus or external environment is crucial. This is true for both continuous changes in the motor system (for example, changes in muscle fatigability, muscle fiber composition) and more abrupt changes in the external world. Indeed, our trial-by-trial analysis of learning-induced modulation of response sensitivity revealed the same temporal characteristics for neurons in the deep cerebellar and VN. These changes in neuronal activity occurred in a continuous, but rapid, manner with approximately the same time constant as the adaptive change in behavior, and, consistent with previous studies, the extinction of learning occurred faster than the initial learning itself (reviewed in ref. 32) .
We posit that rapid updating observed at the level of single cerebellar output neurons is essential for ensuring stable perception and accurate motor control during our everyday activities. Both depend strongly on the integration of vestibular, proprioceptive and motor-related signals and are substantially disrupted in cerebellar patients 47 . The rFN receives descending projections from the anterior vermis of the cerebellum 20 , and it in turn projects to vestibular neurons, reticular formation and spinal cord [20] [21] [22] [23] . Following the introduction of a large sensory prediction error (for example, if we slip on ice) reflex pathways that mediate postural reflexes are robustly activated to maintain balance. In contrast, during volitional movement, the same pathways are markedly suppressed at the level of both the rFN and VN 26, 34 . Hypothetically, this suppression is functionally advantageous, as an intact reflex would be counterproductive to the intended movement. Indeed, our results show that, as unexpected sensory input becomes expected, the mechanism underlying the suppression of sensory reafference is rapidly and accurately updated to re-enable this vital distinction between self-generated and applied stimulation.
METHODS
Methods and any associated references are available in the online version of the paper. 
