Abstract-The main memory has become one of the largest contributors to overall energy consumption and offers many opportunities for power/energy reduction. In this paper, we propose a power-aware cached-dynamic-RAM (PA-CDRAM) organization that integrates a moderately sized cache directly into a memory chip. We use this near-memory cache to turn a memory bank off immediately after it is accessed to reduce power consumption. We modify the operation and structure of CDRAM with the goal of reducing energy consumption while retaining the performance advantage for which CDRAM was originally proposed. In this paper, we describe our PA-CDRAM organization and show how to incorporate it into the Rambus memory. We evaluate the approach using a cycle-accurate processor and memory simulator. Our results show that PA-CDRAM achieves up to 84 percent (28 percent on the average) improvement in the energy-delay product and up to 76 percent (19 percent on the average) savings in energy when compared to a time-out power management technique.
INTRODUCTION
E NERGY consumption is a limiting constraint for both embedded and high-performance systems. In embedded systems, the lifetime of a device is limited by the rate of energy dissipation from its battery. On the other hand, energy consumption in high-performance systems increases thermal dissipation, thus requiring more cooling resources and accordingly increasing the system's maintenance overhead. For the majority of these systems, the memory subsystem consumes a large portion of the overall energy dissipation (for example, memory consumes 41 percent [1] and 23 percent [2] of the total system power in servers and portable devices, respectively), which motivates the need for efficient memory power management.
With the continuing advancement in the design and manufacture of faster and more powerful computing systems, more performance is demanded from the memory system. For example, in current chip multiprocessing (CMP) and simultaneous multithreading (SMT) processors, concurrent applications or threads allow the CPU(s) to issue more load and store requests in each cycle. Even with large caches, this higher demand coupled with a slow memory access time creates a potential performance bottleneck.
Memory has a huge internal bandwidth compared to its external bus bandwidth. The internal memory bandwidth can reach 1.1 Tbytes/s, whereas a fast external memory bus is in the range of 10 Gbytes/s [3] . To exploit the wide internal bus, cached dynamic RAM (CDRAM) adds a static RAM (SRAM) cache to the DRAM array on the memory chip [4] . Such a near-memory cache acts as an extra memory hierarchy level whose fast latency improves the average memory access time and potentially improves system performance, provided that the near-memory cache is appropriately configured. Moreover, in case of a cache miss, transferring a cache block over an external bus consumes four times more energy than transferring the same data over an internal bus (that is, it does not cross a chip boundary). This reduction is due to the smaller capacitance of internal buses (0.5 pF) compared to external buses (20 pF) [5] .
In this paper, we explore the energy saving obtained by placing SRAM caches closer to the memory, rather than closer to the CPU. We integrate a moderately sized cache within the chip boundary of a power-aware multibanked memory. We call this organization power-aware CDRAM (PA-CDRAM). In addition to improving performance, PA-CDRAM significantly reduces energy consumption in caches and in the main memory. Cache energy is reduced because 1) using small caches distributed to the memory chips reduces the cache access energy compared to using a large nondistributed cache and 2) near-memory caches allow the access of relatively large blocks from memory, which is not affordable with nearprocessor caches. Memory energy consumption is reduced by having a longer memory idle period during which DRAM banks can be powered off. PA-CDRAM improves the original CDRAM by tackling the interplay of the cache and memory organizations to optimize the memory's performance and energy consumption.
The innovation of this work is the use of near-memory caches to further reduce the memory's energy consumption beyond the savings achieved from traditional DRAM dynamic power management. CDRAM was proposed to improve performance; however, it may hurt energy consumption (as demonstrated in Section 3). Combining CDRAM and DRAM power management would potentially benefit from the performance gains and save energy in memory.
The contribution of this paper is threefold. First, we propose near-memory caches for energy reduction in the memory hierarchy. This reduction comes without affecting the performance gain provided by CDRAM. Second, we describe an implementation of PA-CDRAM that integrates a near-memory cache in a Rambus chip (RDRAM). This description includes the changes made to an RDRAM chip, the near-memory cache controller, and the communication protocol. We also describe how our implementation can maintain backward compatibility with existing Rambus memories. Finally, the paper experimentally evaluates PA-CDRAM and shows that PA-CDRAM is more energy efficient than a traditional Rambus memory hierarchy employing a time-out power management policy.
BACKGROUND
As background for the paper, this section describes the technologies and techniques that serve as the basis for PA-CDRAM.
Embedded DRAM (eDRAM). Integrating DRAM and logic cells on the same chip is an attractive solution to achieving both high performance (from logic cells) and high memory density (from DRAM cells). This integration avoids the high latency of going off chip by doing computation (or even caching) at the memory itself. Currently, manufactured chips with eDRAM and logic are mainly used in applications like computer graphics, networking, and handheld devices [6] . Based on the fabrication technology (either DRAM-based or logic-based), some degradation to the speed (density) of the logic (DRAM) cells may occur. For example, in early DRAM-based chips, logic cells were reportedly slower by 20 to 35 percent [6] . However, emerging fabrication technologies aim to overcome these penalties. For example, NEC's eDRAM chips offer DRAMlike density with SRAM-like performance [7] and IBM's third-generation eDRAM chips support two eDRAM families for high density and high performance to serve both purposes with no degradation [8] .
CDRAM. To decrease the average memory access time, Hsu and Smith [4] proposed integrating a small SRAM cache within the memory chip next to the DRAM core, as shown in Fig. 1 . Due to high internal bandwidth, large chunks of data can be transferred between the DRAM core and the nearmemory cache with low latency. The average memory access time is improved by accessing the data through the fast nearmemory cache rather than the slower DRAM. CDRAM chips were first manufactured by Mitsubishi [9] and are typically implemented using synchronous DRAM (SDRAM). Each memory bank has its own cache.
Hsu and Smith evaluated the performance of CDRAM in vector supercomputers. They showed an improvement in cycles per instruction (CPI) compared to the traditional memory without this extra cache. To improve the CDRAM performance, Koganti and Kedem [10] proposed a CDRAM with a wide cache line ranging from 4 to 8 Kbytes interleaved across multiple DRAM banks. Although the SRAM cache's miss rate is reduced, the authors did not account for the extra delay and energy spent accessing these large cache block sizes, which may degrade the performance and increase the memory's energy consumption. Hegde et al. [11] proposed using variable-width cache lines that fit the application access pattern to save the energy consumed by unnecessary traffic between the DRAM core and the near-memory cache. Zhang et al. [12] showed that CDRAM is able to improve performance as the instruction-level parallelism (ILP) degree increases. Past work did not explore the energy savings that can be achieved over a currently available alternative, such as power-aware memory, with the same overall system cache and memory capacity.
Rambus technology. Rambus [13] is a family of DRAM architectures that provide a high memory bandwidth. A Rambus chip, RDRAM, can be set in one of four power states. The states, in descending order of power consumption, are active, standby, nap, and powerdown. RDRAM chips can dynamically transition between power states to reduce energy consumption. Accessing data requires the chip to be in the active state. The lower the power state of a bank, the longer the synchronization delay needed to switch to the active state to service a request. RDRAM is connected using a memory bus, Rambus Channel (or, simply, a "channel"). A channel consists of four buses: a row bus, a column bus, a data bus, and a control register bus. Commands from the Rambus memory controller (MC) are sent through the channel as packets to be decoded by the control logic in the RDRAM.
Power-aware memories. Outside the context of CDRAM, Lebeck et al. [14] proposed the use of a power-aware allocation policy where data is allocated sequentially in each bank to increase bank idle periods. An implementation of the memory power manager in the Linux operating system [15] allocates memory pages to banks based on the running applications. Delaluz and Irwin suggested using compiler techniques to group the requested pages in memory based on the application's order of data accesses [16] .
PA-CDRAM
CDRAM was originally proposed to improve system performance; however, it was not designed as a replacement to power-aware memory. Fig. 2 shows the average performance and energy consumption of CDRAM versus a traditional memory hierarchy for the same near-memory cache configuration used by Hegde et al. [11] . 1 Each Fig. 1 . Functional block diagram of a CDRAM.
1. Data produced when running the SPEC2000 benchmarks on SimpleScalar.
CDRAM chip has a fully associative 4-Kbyte cache. We show the results for different cache block sizes (256, 512, and 1,024 bytes) for the embedded SRAM cache. Although CDRAM has a good performance improvement over the traditional memory, the memory's total energy suffers dramatically, with an increase of 1.5 to 3 times. This increase is due to the extra energy consumed from accessing the near-memory caches and transferring more data from the DRAM core at large block sizes.
The energy penalty of CDRAM can be overcome by decreasing the miss rate of the near-memory cache and using power management for the DRAM core. As we will show, making the CDRAM power aware not only decreases the energy penalty of CDRAM but also significantly improves overall memory energy in comparison to a traditional power-aware memory hierarchy.
Because DRAM power management typically relies on idleness to select power states, an improved miss rate in the near-memory cache increases the amount of idleness in the DRAM core, leading to more effective power management. One way to improve the miss rate is to increase the capacity of the near-memory cache. However, the total energy of the whole memory hierarchy is increased due to a greater overall cache capacity. Instead, we propose reallocating the existing cache capacity from the memory hierarchy's lowest cache level to the near-memory cache. For example, it may be possible to allocate the capacity of the L3 cache to CDRAM's near-memory cache. The L3 cache could then be eliminated, possibly without harming application performance. Moving the cache capacity to the near-memory cache has three advantages. First, the near-memory caches are distributed among the memory chips, which leads to lower energy consumption because the individual caches are smaller than one monolithic cache. Second, large data transfers are possible from the DRAM core to the nearmemory cache (that is, there is more memory bandwidth, which makes large block sizes feasible). Finally, the nearmemory caches can filter and avoid accesses to the DRAM core. Since near-memory caches can achieve lower miss rates than near-processor caches, such filtering increases idleness and lets the DRAM core stay in a low-power state for longer periods of time.
To build a PA-CDRAM, there are two main challenges that must be addressed: 1) how to configure the DRAM core's power management, assuming the use of multiple power states, and 2) what the best configuration for the near-memory cache to balance energy and performance is. We describe each of these challenges and our way of addressing them below.
DRAM-Core Power Management
With a near-memory cache, we propose applying aggressive power management in the DRAM core. During a chip's idle time, the MC can immediately transition the DRAM core to the idle state after servicing all outstanding requests. This is equivalent to the use of a time-out policy with an idle threshold of 0 sec. Although a zero-threshold policy increases the total inactive time, it can degrade performance and increase the total energy consumption when too many requests are directed to a memory chip. The extra delay and energy overheads are due to the transitional cost between power states.
In PA-CDRAM, we avoid this problem by choosing the near-memory cache configuration in a way that increases the hit rate while reducing the DRAM core's energy consumption. 2 When most data requests are serviced as cache hits in the near-memory cache, the longer interarrival time between requests that reach the DRAM core make it cost-effective to immediately deactivate banks after servicing outstanding requests.
We choose to keep the near-memory cache active all the time to avoid delays that may be caused by on-demand activation of the cache at each request.
DRAM Core versus Near-Memory Cache Energy
Trade-Off
To reduce the memory's energy consumption, we need to consider the effect of the near-memory cache configuration on the energy consumption of both the near-memory cache and the DRAM core. The two factors that affect the cache energy consumption and access latency-for a given cache size and fixed number of cache subbanks-are the associativity and the block size [17] . The cache associativity directly affects the miss rate. Increasing associativity reduces the cache miss rate and vice versa. One goal of PA-CDRAM is to keep the near-memory cache miss rate as low as possible because it directly influences memory energy consumption in two ways. First, the higher the miss rate, the more activity in the DRAM in terms of transitioning from the idle to the active state, performing address decoding, and transferring data. Second, the lower the miss rate, the longer the DRAM-core idle time. To keep the miss rate at a minimum, we use fully associative caches to eliminate any conflict misses. We argue that, in most cases, performance improvement and energy saving from reducing near-memory miss rates (given the appropriate cache configuration) can outweigh extra delay and energy consumed in accessing higher associative caches [18] .
Reducing the miss rate only is not sufficient to reduce the memory's energy consumption and application's overall delay. Thus, in PA-CDRAM, we account for the effect of the cache configuration on the overall memory's energy (in contrast to that of Koganti and Kedem). After selecting the cache associativity, choosing a near-memory cache block size creates a trade-off between the near-memory cache and DRAM-core energy consumption. Small cache blocks have 2. Different configurations for the L3 cache would not have the same effect: Near-memory caches have a much wider bandwidth to memory than L3 caches. the advantage of fast hit time and low energy per access. However, smaller blocks imply frequent accesses, consequently increasing the DRAM-core energy due to the increased activity. The increase in the DRAM-core energy rises as a result of increasing the memory activity (such as power-state transitions, address decoding, and data transfer). Conversely, larger near-memory cache block sizes reduce the DRAM activity but increase the near-memory cache energy consumption and latency due to accessing these large blocks.
This trade-off is illustrated in Fig. 3 . The figure shows the energy consumption in the near-memory cache and DRAM core at different cache block sizes. Energy values are obtained using a simplified energy model. The model estimates the near-memory cache energy consumption, E cache , and that of the DRAM core, E Dcore , as a function of the number of near-memory cache and DRAM-core accesses. From this model, given the number of cache accesses and the approximate execution time for an application, we can roughly estimate the memory energy consumption at different block sizes. We use SimpleScalar [19] to estimate the input parameters (the number of cache accesses and execution time).
In Fig. 3 , we show estimated energy for two of the SPEC2000 benchmarks, bzip and mcf, as an example of CPU and memory-intensive applications, respectively. In bzip, the DRAM-core idle energy dominates the PA-CDRAM energy, whereas, in mcf, the frequent accesses to the nearmemory caches makes the cache energy dominate the total energy at large block sizes. From the figure, we see that the trade-off between the near-memory cache and DRAM-core energy consumption creates a sweet spot between block sizes 256 and 512 bytes. Note that finding ideal block size is application dependent. However, from our simulation, in most of the applications, the minimum energy-delay product can be achieved at or within a slight margin of one of these two block sizes [20] .
From this section, we conclude that, for the given cache size, the near-memory cache should be fully associative (to reduce the miss rate) and have a block size of either 256 or 512 bytes (to balance the memory's energy and delay). For the DRAM core, setting the chip to the idle state after servicing outstanding requests (that is, timeout ¼ 0) is expected to save the memory energy consumption. The implementation described in the next section uses such a configuration.
PA-CDRAM IMPLEMENTATION
In this section, we describe the architectural and operational modifications needed to integrate a near-memory cache in RDRAM. First, we describe the organizational issues of integrating a near-memory cache in the memory chip. Next, we discuss the design of the controller for the near-memory cache because it has energy, performance, and backwardcompatibility implications. Finally, we describe the operation of the controller, including some changes needed to the Rambus bus protocol.
PA-CDRAM Architecture
Our PA-CDRAM design modifies the original RDRAM design for power efficiency. Besides the addition of the near-memory cache, some alterations are needed in the main components of the RDRAM, namely, the DRAM core, the control logic, and the memory and cache controllers (in Section 4.2).
Near-memory cache. We add a fully associative cache (depicted as dark blocks in Fig. 4) , with its data array divided into two sections. Since the original RDRAM design has a divided data bus, each section of the cache is connected to one of two internal data buses (DQA and DQB). Each cache section stores half of each cache block. We keep the original RDRAM write buffers before the sense amplifiers. The write buffers are used to store replaced dirty blocks from the near-memory cache to be written to the DRAM core. The power state of this cache is independent of the power state of the other chip components. In the nap state, the RDRAM internal clock is periodically synchronized with the external clock [13] . Thus, the near-memory cache is accessible even when the DRAM is in the nap state.
DRAM core. To accommodate the large transfer sizes between the DRAM core and the near-memory cache, wider internal data buses are required to connect the sense amplifiers with the near-memory cache. The width of each bus connecting the DRAM and near-memory caches is b=2 bits, where b is the size of a cache block. The buses DQA and DQB remain at an 8-bit width.
Control logic. Extra cache row and column decoders are added in the chip's control logic for decoding cache addresses. In addition, the existing RDRAM packet decoder in each chip is modified to decode new cache commands. The new cache commands indicate whether the access is a hit/miss in the cache and whether replacement is needed. The new commands and their fields are defined in Section 4.3.
Near-Memory Cache Controller
In the design of PA-CDRAM, a controller is needed to handle hits and misses in the near-memory cache. An important design question is where this controller should be placed. One alternative is to have a single near-memory cache controller (called a centralized controller) that is integrated into the main Rambus MC. Another alternative is to have a near-memory cache controller per Rambus chip (called a distributed controller), with that controller integrated into the Rambus chip itself.
In the centralized-controller case, there is a tag array for each memory chip. The centralized controller keeps track of the control data for each block, such as a valid bit, a dirty bit, and LRU counters. This way, the cache controller is able to locally decide on replacement policies and update the tag arrays. The centralized controller communicates with cache data arrays by sending cache commands through the channel (as described in Section 4.3). In the distributed controller case, the cache controller is integrated more tightly with the near-memory cache (they are on the same chip). This design provides backward compatibility with current Rambus MC chips, as well as flexibility of connecting PA-CDRAM and RDRAM chips in the same channel. In the distributed design, each controller has its own tag array and the same functionality as the centralized controller. The distributed design has to intercept the control packets received from the MC through the channel and issue consequent command sequences to either the near-memory cache or the DRAM core.
The centralized controller has the advantage of performing a relatively faster tag comparison because it is implemented in the same technology as the MC. Thus, the centralized controller has a faster average memory access time compared to the distributed design, where the controller runs at a slower speed (due to the mixed use of logic and DRAM). For example, a delay penalty of 25 percent for logic cells with the distributed design has a 25 percent slower cache hit time versus a roughly 16 percent penalty with a centralized controller design. 3 On the other hand, the bus activity (and, hence, the energy) in the Rambus channel is reduced by using a distributed design since only memory control packets are sent across the Rambus channel, whereas, in the centralized design, cache and memory control packets have to be sent across the channel. Hence, the distributed design has less bus energy but suffers a performance penalty relative to the centralized design. In our evaluation (in Section 6), we examine the trade-off between these two alternatives. Next, we describe PA-CDRAM's operation. The difference between the centralized and distributed controllers is that, in the former, we need extensions to the Rambus protocol. The protocol extension is required because the cache controller resides in the MC and therefore needs to command the near-memory cache from afar, necessitating a new protocol.
PA-CDRAM Operation
In the PA-CDRAM distributed-cache-controller design, after receiving the data request on the Rambus channel, the cache controller performs the tag comparison and reads data from the near-memory cache if the tags match. Otherwise, the cache controller internally sends a sequence of control signals to activate a DRAM bank, read data, and precharge the data line according to the DRAM-core timing constraints.
For PA-CDRAM with a centralized cache controller, we need to extend the Rambus communication protocol between the memory/cache controllers and the memory chips. This extension is needed because the cache controller resides within the MC chip; thus, it needs to drive the caches (invalidate lines, evict lines, and so forth) in the PA-CDRAM chips through the Rambus channel. For that, we define three new commands to communicate with the near-memory caches, as shown in Table 1 .
To perform a data read/write request from the memory, a sequence of commands is issued along the Rambus channel. A read (write) can result in either a near-memory cache hit or a miss. Fig. 5 illustrates the sequence of commands and data on the row, column, and data buses (timing diagrams) in the channel for a read hit and read miss. The communication protocol for command packets for a write hit/miss is similar to the read hit/miss, respectively, with the substitution of CRA by CWA command and the direction of data. The figure also shows the timing For each request, the MC identifies which chip the requested data resides in and then lets the cache controller search the tag array corresponding to this target chip. During the tag comparison, the cache controller sends the requested block address through the channel using the CRA command. After the comparison, the cache controller sends the comparison result using the CTT packet. In the case of a near-memory cache hit (tag_flag is set), data is read directly from the near-memory cache. In case of a near-memory cache miss, the cache controller uses the CTT packet to send the address of the block to be replaced and whether or not it is dirty. If the block is dirty (that is, dirty_flag is set), then it is written to the write buffer. Meanwhile, the MC sends a packet to activate the chip (ACT), followed by a read command for a memory address (RD), and then an optional command to precharge the data line (PRER). The memory command sequence RD-ACT-PRER is part of the original Rambus protocol. After the data is read from the memory address, it is copied to the near-memory cache through the sense amplifiers. The cache controller then sends another command sequence requesting the new block, which is treated as a cache hit.
If there are no outstanding requests to a chip, then the RDRAM chip does an automatic copy of the write buffers to the correct banks during the chip idle periods. After writing the contents of the write buffers, the MC issues a command to send the chip to nap. Note that the cache commands use both the row and column control buses. This is to increase the memory pipelining and decrease the delays for memory access (even if it is near-memory cache accesses).
ENERGY AND DELAY MODELING OF PA-CDRAM
In this section, we develop a simple analytical energy model to highlight the main factors that affect PA-CDRAM energy savings compared to the traditional memory. The memory hierarchy consists of L1, L2, L3, or near-memory caches, and the DRAM core. PA-CDRAM uses the same cache capacity as in the traditional memory; however, the capacity of the L3 cache is distributed on near-memory caches. Our model is based on system parameters (such as caches' access energy and latency, as well as the time and power consumed by DRAM in each power state) and application parameters (such as the number of L2, L3, and near-memory cache misses).
The model accounts for energy consumed in the caches ðE cache Þ, the DRAM-core ðE Dcore Þ, and system buses ðE bus Þ. We do not account for the cache leakage energy (proportional to the size of the SRAM) as we compare our results against a base case with equal cache capacity and we assume it to be negligible:
where #c accs, #d accs, and #b accs are the number of L3 (or near-memory) cache accesses, DRAM-core accesses, and bus transactions, respectively. The cache energy per access, E c accs , is obtained from the Cacti tool [17] for both the L3 and near-memory caches, whereas the DRAM core's energy per access ðE d accs Þ, the power state transition energy ðE trans Þ, and the idle power ðP idle Þ are specifications of the particular RDRAM memory chip used [13] . T idle is the time spent in the DRAM idle state. To simplify the memory's energy estimation, we assume an application with a limited number of write-backs and capacity misses in the L3 or near-memory caches. We also assume a memory power management technique that immediately deactivates the DRAM-core after each access. In other words, the number of memory power state transitions is double the number of DRAM accesses: #trans ¼ 2 Á #d accs. We derive the number of cache and DRAM-core accesses as follows: represents the improvement in the near-memory average miss rate with respect to the traditional L3. is affected by the spatial and temporal locality of the application's data and can be estimated using cache models that predict cache miss rates [21] .
To compute the amount of energy spent in the DRAM core, we estimate the time spent at each of the DRAM active and idle power states. We compute T idle in terms of the execution time of an application ðT exec Þ and the time spent in the DRAM active state ðT active Þ, as shown in the equations below. T d accs is the average DRAM access time. T exec is derived from the execution time of an application with an access latency equal to zero for data accesses beyond L2 ðT perfect Þ 4 and the average access time of the combined DRAM and L3 (or near-memory) cache ðT mem accs Þ:
is the fraction of memory access time that does not overlap with the processor's computation (resulting in CPU stalls). is affected by the processor's design (for example, issue width, depth of Load/Store queue) and its effect on hiding memory latency. Both and are application dependent and their values range from 0 to 1 under the above assumptions. can exceed one in case of highcapacity misses and large write-back traffic. Fig. 6 shows the effect of varying the number of L2 misses, and on the energy-delay product. PA-CDRAM memory consists of a 256 Kbyte near-memory cache with 512 byte blocks versus a 2 Mbyte L3 cache with 128 byte blocks in the base case. 5 The results shown are for a duration of T perfect = 250 ms and fixed L3 miss rates: 20 percent and 5 percent as examples for moderately high and moderately low miss rates. The graphs show that varying highly affects the savings in the energy-delay product in PA-CDRAM compared to the traditional memory. This is due to the fewer accesses to the DRAM core and consequent idle time in memory. On the other hand, has less visible impact on the energy-delay product primarily because the majority of the L2 misses can be serviced by either the L3 or the near-memory caches, which have similar cache access latency. For smaller L3 miss rates, the PA-CDRAM energy-delay saving is smaller due to the lower memory traffic.
Thus, given the application's L2 misses, cache and memory power, and delay characteristics, and estimation of the L3 and the near-memory miss rates, we can estimate whether using PA-CDRAM is more efficient than using the traditional memory hierarchy under the above assumptions.
The intention of the above model is to highlight the runtime factors affecting PA-CDRAM energy and delay with respect to traditional memories. Other static factors, such as per-access cache and DRAM energy and latency (considered as fixed parameters in the above model), play a role in evaluating the effectiveness of PA-CDRAM. Next, we present a detailed analysis of the two memory models using simulations and discuss the effect of the different system parameters on the energy and delay of PA-CDRAM.
EVALUATION OF PA-CDRAM
In this section, we describe several experiments that explore the energy and performance of PA-CDRAM. We evaluate the different PA-CDRAM configurations and their impact on energy and performance. Then, we analyze the performance and energy benefits of PA-CDRAM compared to the conventional power management employed by Rambus. We also evaluate the energy and performance implications of the centralized and distributed near-memory cache controller designs and how well PA-CDRAM works in a multitasking environment, where Rambus memories are most likely to be used. Finally, we present a sensitivity analysis of PA-CDRAM with respect to varying the different system parameters. We begin with a discussion of our experimental methodology.
Methodology
To evaluate PA-CDRAM, experiments are performed using the SimpleScalar architecture simulator [19] combined with a memory module [22] that models a set of RDRAM chips connected to a single Rambus channel. The memory model also simulates the MC and its request scheduling. We extended the memory model by implementing the CDRAM memory structure and RDRAM's power management scheme with multiple power levels and a time-out policy for power mode transitions. 6 Simulations are performed using a set of applications from the SPEC2000 benchmark 4. T perfect is the execution time when using perfect memory and L3 (or near-memory) caches.
5. The cache hierarchies used are the same as in Section 6.
6. We limit our approach to using the nap state as the only low-power state because the results in [14] and [15] showed that the nap state is energy efficient and has relatively low transition delay.
suite. To avoid the cold-start effect, we fast-forward the simulation two billion instructions and simulate the following 200 million instructions as in [23] .
Our study evaluates the energy consumption and delay of PA-CDRAM against a base case that employs traditional power-saving policies implemented by Rambus. Since we are concerned with the memory subsystem, we measure the energy-delay product considering memory energy and overall delay. This metric would improve if we account for the CPU energy. Since we do not apply any processor power management and PA-CDRAM reduces the execution time (as will be shown in Section 6.3), PA-CDRAM reduces the processor static energy by reducing the application's runtime. However, we only include memory energy in our results to be conservative. Fig. 7 illustrates the memory models evaluated in our experiments. Table 2 summarizes the system configurations used in the two memory models. The base case is illustrated using a specific cache hierarchy configuration similar to the Pentium 4 Extreme Edition (EE) processor [24] . Latency values are given in terms of CPU cycles. Note that this is a more modern cache hierarchy setting that is different than the one used in Fig. 2 . In the base case, data allocation is done linearly to keep the least number of chips in the active state [14] , [15] . In PA-CDRAM, we use interleaved memory mapping to make use of all near-memory caches and use the same L1 and L2 configurations as the base case. DRAM power management in the base case uses a time-out policy for the deactivation of the RDRAM chips to the nap state.
We compute the energy consumption in the DRAM core, caches, and buses. During DRAM-core accesses, dynamic energy is consumed which is proportional to the number of DRAM accesses. Otherwise, the DRAM core consumes static energy that is proportional to the time spent in each power state. The timing and power characteristics of the simulated RDRAM chip are for a typical RDRAM chip, namely, the 256 Mbits/1,066 MHz/32 split bank architecture [13] .
Access energy and latency for each cache configuration is obtained using Cacti 3.0 for 130 nm (the same manufacturing technology as the Pentium EE). In Cacti, the per-access energy and latency is divided into portions consumed in tag array and data array (including sense amplifiers and output latches). In n-way set associative caches, tag and data arrays are accessed concurrently to reduce the total access time. In fully associative caches, a tag array is replaced by a fully associative decoder, after which the data array is accessed. Tag comparison takes place in the decoder. Then, the decoder drives the wordline associated with the cache entry. This optimization reduces cache per-access energy; however, it increases per-access latency. We obtain access latencies and energy when operating at cache voltage V dd ¼ 1:3 V. As discussed in Section 2, we add a conservative delay penalty of 35 percent for accessing logic cells in the memory chip [6] . We also add four cycles of delay penalty for accessing off-chip caches.
We refer to a bus (address and data) by the two memory elements that the bus connects; for example, L2 $ L3 is the bus connecting L2 and L3 caches. In our evaluation, we account for L2 $ L3, L3 $ MC, and the Rambus channel in the base case and account for L2 $ MC, the Rambus channel, and near-memory $ DRAM in PA-CDRAM, as shown in Fig. 7 . The energy of external and internal buses is computed using the model presented in [5] and [25] . Unless stated otherwise, we evaluate a centralized-cache-controller design. The PA-CDRAM and base-case energy models are detailed in [26] .
We set our experiments using memory/cache configurations that exhibited the best energy-delay product results across all applications. From experiments with different time-out values (0, 100, 500, 1,000, 5,000, and 10,000 cycles), we found that a time-out of 1,000 cycles is the best fixed threshold for the base case, whereas a zero time-out threshold achieved the lowest energy-delay product on the average for the PA-CDRAM. Experimenting with the cache block sizes (128, 256, 512, and 1,024 bytes) and associativity (eight-way set and fully associative), the least energy-delay product for the L3 cache in the base case was realizable using a cache with an eight-way set with 128-byte blocks. The best configuration for the PA-CDRAM was fully associative with 512-byte blocks. Further details can be found in [20] . We omit these results due to space limitations.
Energy and Delay
Across all SPEC2000 benchmarks, the average savings in energy-delay product is 28 percent and up to 84 percent, as shown in the last column in Fig. 8 . This is an aggregate behavior; to analyze the benefits of PA-CDRAM on energy and performance independently, we decompose the energy-delay product into execution time and energy consumption. Fig. 8 shows these metrics for each application normalized to the base case.
Effect on Delay
For most applications, there is no significant improvement in the delay over the base case for two reasons. First, in most of the applications, L2 can service a large number of the memory requests. Second, most of the CPU stalls resulting from L3 misses can be masked by the execution of other independent instructions in the pipeline, that is, is very small. Three exceptions in Fig. 8 are ammp, art, and mcf. For these benchmarks, the total number of DRAM-core accesses is two orders of magnitude larger than the other applications. With so many memory accesses, a reduction in the average memory access time significantly improved performance. This shows that near-memory caching is well suited for memory intensive applications.
Compared to the motivational example presented in Section 3, there is a difference in performance improvement. This difference is due to the use of a different cache hierarchy in each experiment. In Fig. 2 , we use the same cache hierarchy used in [11] , which proposes a different cache configuration. Additionally, the results in Fig. 2 use an extra cache level in memory chips for CDRAM (resulting in a larger overall cache capacity than the base case). The extra cache capacity improves execution times. However, for a more fair comparison, we use the same overall capacity in both memory models and a more modern cache hierarchy that includes the L2 cache. Hence, the overall execution time becomes less sensitive to the memory latency, which is a desirable effect in system design.
Effect on Energy Consumption
In Fig. 8 , we also see that savings in energy consumption alone reached up to 76 percent (for ammp). All applications exhibit energy savings except for art and twolf. To analyze these savings (and higher consumption in art and twolf), we further decompose the energy consumption to show where the energy is spent in each of the memory's individual components. Fig. 9 shows the relative consumption of the DRAM-core dynamic energy (DRAM-dynamic), DRAM-core static energy (DRAM-static), cache access energy (cachedynamic), and bus energy. The bottom of Fig. 9 shows the cache miss rates for L3 in the base case and the average miss rate of all near-memory caches in PA-CDRAM. Note that the miss rates in PA-CDRAM are lower than those in the base case in all applications. Thus, there exist fewer accesses to the DRAM core in the case of PA-CDRAM. In the figure, ranges from 0.25 to 0.5 (except in ammp ¼ 0:002), which indicates a potential for energy saving as discussed earlier.
DRAM-core energy. In all applications, the DRAM-static energy was reduced due to the increase in the duration of DRAM idle periods versus active periods in the base case. With respect to the DRAM-dynamic energy, some applications, namely, ammp, bzip, gcc, gzip, mesa, twolf, and vpr, have lower energy due to lower miss rates in the nearmemory cache that filter some of the accesses to the DRAM core. All of the above applications have relatively small (around 0.26). Note the effect of the extremely low value of on reducing the energy-delay product of ammp. However, applications like art, equake, mcf, parser, and vortex suffer an increase in DRAM dynamic energy, even though nearmemory cache miss rates were reduced ( values around 0.42). This increase is due to the relatively large nearmemory cache block size that caused these applications to access unnecessary data from the DRAM core. 7 During these excessively large transfers, the DRAM consumes extra energy by reading/writing data that is never used by the application. We deduce that increasing the spatial locality 7. This factor was not considered in the model in Section 5 for simplicity. for an application saves further energy in PA-CDRAM dynamic energy compared to the base case and vice versa.
Cache energy. As cache access energy is proportional to the length of activated bitlines and wordlines at each access, dividing the cache into smaller near-memory caches reduces energy. Table 3 lists the breakdown of per-access energy and delay for both L3 and near-memory caches as obtained from Cacti. For near-memory caches, the tag decoder latency and energy are included in the data-array side. Near-memory access latency in the table excludes the 35 percent slowdown penalty. The figure shows that, when using PA-CDRAM, there is a decrease in cache energy across all applications, even with small reduction in miss rates.
Bus energy. The total energy of a bus depends on its capacitance and activity. PA-CDRAM can reduce bus energy consumption (as in ammp, art, equake, mcf, and mesa) by reducing the total bus capacitances compared to the base case (three external buses versus two external and one internal bus for PA-CDRAM). However, in the other applications, bus energy increases due to the increased Rambus channel activity. Thus, applications with high L2 misses and low L3 misses consume more bus energy in PA-CDRAM. On the other hand, for applications with relatively high L3 misses, frequent activity occurs in L3 $ MC and the channel, resulting in higher bus energy in the base case.
Near-Memory versus Near-Processor Caches
In this study, we evaluate the potential energy and performance benefit of allocating the capacity of an L3 cache closer to the processor versus closer to the memory. In our experiments, we compared against systems where the majority of the cache capacity is allocated as 1) a large on-chip L2 cache and no L3 cache (not shown here), 2) a large on-chip L3 cache, or 3) a large off-chip cache. The capacity of the large cache in each of these systems is equal to 2 Mbytes. In the first case, we observed that the energydelay product is much higher than having a large L3 cache (our base case described earlier). The increase is, on average, 2.97 times and up to 5.34 times the base case. A larger L2 size causes longer access latency and energy per access than a smaller L2. Since L2 is very frequently accessed, increasing its access latency and energy results in a significant degradation in performance and increase in the total energy consumption. Thus, we show the more fair comparison against a system with a large L3 cache. Fig. 10 compares the energy-delay product of using the traditional memory with off-chip L3 or on-chip L3 caches versus PA-CDRAM with near-memory caches. On-chip L3 improves over off-chip L3 as it saves the energy consumption and the extra delay spent in accessing the L3 $ L3 external bus. Comparing PA-CDRAM against a memory hierarchy with a large on-chip L3 cache shows that most of the applications achieve a lower energy-delay product. This is due to the use of smaller near-memory caches and the lower miss rates in PA-CDRAM. On the other hand, gcc, twolf, and vpr experience high L2 $ MC and MC $ near-memory bus traffic, which overshadow savings in the other memory components. However, across all applications, PA-CDRAM improves the average energy-delay product over using a large on-chip L3 cache by 17 percent.
Moreover, we compare the benefit of using an L3 cache (on-chip and off-chip) that is divided into eight banks. We find that, even when compared with an eight-bank on-chip L3 cache (configuration with the lowest energy consumption in the base case), PA-CDRAM achieves a 15 percent lower energy-delay product.
Cache-Controller Location
We quantify the trade-offs of choosing the location of the near-memory cache controller with respect to the overall performance and energy consumption. We simulate the centralized and distributed cache controllers and penalize the near-memory cache access latency accordingly. For the centralized controller, we use Cacti's latency computation to slow down the access latency, except for the tag comparison (done outside the DRAM chip). For the distributed design, we apply the penalty (slowdown) to the entire near-memory access latency (including tag comparison, which takes place inside the DRAM chip). As expected, the total execution time of an application is slightly faster (by up to 1.5 percent) when using a centralized controller. On the other hand, the energy consumed in the memory buses is up to 5 percent less for the distributed controller design. Fig. 11 shows the effect of the cache-controller location on the bus energy, the application's execution time, and the overall energy-delay product. Although the distributed design has less bus energy, the overall energy was actually increased. This is due to the longer execution times that increase the DRAMstatic energy, which overshadows the bus energy savings. Although the centralized design has a 0.4 percent average improvement in energy-delay, the distributed design is likely to be preferable because it is backward compatible. Hence, we stress an important feature of the distributed controller: It enables the use of traditional Rambus and PA-CDRAM chips interchangeably while connected to the same MC. In that sense, it is possible to do incremental/ partial deployment of the PA-CDRAM chips if it is not possible to do it homogeneously. We leave further study of this issue for future work.
Effect of Multiprocess and Multithreaded Environments
The energy profile of an application running in a single task environment may differ from running the same application in a multiprocess system with preemption or in a multithreaded environment with multiple processors. This difference arises from the fact that an application's locality of reference is disturbed by the execution of other applications which will populate the cache with their own data. The result is the higher miss rates experienced by each application. It is important to evaluate how these higher miss rates affect the energy-delay of PA-CDRAM since it is intended for such environments. We first start with single processors running multiple applications. Although our simulation infrastructure does not directly support a multitasking workload, we can approximate the effect of context switches. Our approximation uses a task scheduler that invalidates all of the cached data for the expiring application (task) before resuming execution of the ready task. 8 The invalidation writes back all of the dirty cache blocks to memory. We trigger an interrupt service routine every 10 ms (similar to the time slice in Linux). The interrupt drains the processor pipeline and flushes the data in the caches. Upon the interrupt termination, the application's execution is resumed. Fig. 12 illustrates the overhead of context switching compared to a single task execution. In all of the applications except mesa and vortex, the overhead of context switching is lower in PA-CDRAM than in the base case for two reasons. First, the time overhead of flushing the L3 cache is larger than the near-memory caches as flushing all of the small near-memory caches can be done simultaneously, whereas flushing the L3 cache serializes the writebacks to the memory chips. Second, since the number of blocks in the L3 cache (2 Mbytes/128 bytes) is larger than the near-memory caches (2 Mbytes/512 bytes), the L3 cache has more address decoding and, thus, more energy is consumed. In mesa and vortex, the energy-delay product of the context switching overhead is higher in PA-CDRAM due to an increase in DRAM-dynamic energy that exceeds the time savings from the cache invalidation, as mentioned above. This energy increase is due to the relatively large number of near-memory cache write-backs factored by the large block size to be written to the DRAM array.
Furthermore, we evaluate PA-CDRAM energy consumption when used in a multiprocessor environment. To emulate the multiprocessor effect, we generate traces of L3 accesses for all applications. For each application pair, we merge their traces based on the timestamp of each cache access. We divide the memory address space such that each application has access to half of the total memory size. To have all data reside in the memory, we increase the memory size to 512 Mbytes divided among eight chips. We maintain the L3 (in the base case) and near-memory (in PA-CDRAM) caches at the same capacity. Table 4 shows the results of running pairs of application traces on our simulator. We report energy values normalized to the base case. Delay results are irrelevant since we are running timestamped traces rather than the actual execution of applications. As expected, running multiple applications simultaneously increases the number of cache misses compared to the sum of cache misses when running each application individually. This observation is true for both PA-CDRAM and the base case. Although the number of misses in near-memory caches is higher than that in the single-processor case, the total number of near-memory cache misses is still lower than L3 misses. The lower misses in PA-CDRAM is because PA-CDRAM originally achieves much lower miss rates than the base case when running a single application, as shown in Fig. 9 . In Table 4 , most application pairs experience lower energy consumption by using the PA-CDRAM memory than when using the base case. In the base case, access to multiple DRAM chips (from the two applications) increases the number of active chips and, hence, increases the DRAM-core static energy. However, less energy impact is noticed in PA-CDRAM due to the interleaved data allocation and the immediate deactivation of the DRAM core. The average energy savings across all application pairs is 20 percent.
Sensitivity to Design Parameters
We investigate the effect of varying the different system parameters on the energy and performance of PA-CDRAM with respect to the traditional memory. We vary the following parameters: 1) the cache capacity for both the L3 and the near-memory caches to study the effect of the capacity misses on the system, 2) the CPU frequency to study the effect of improving the average memory access 8 . This is a worse case behavior since usually the cache will not be completely flushed. time on the total performance, and 3) the slowdown experienced by the logic embedded in the DRAM chip.
Effect of Varying the Cache Size
Varying the cache size affects both the miss rate and the cache access costs (latency and energy). Fig. 13 shows the average delay, energy, and energy-delay product of PA-CDRAM while varying the total cache size from 512 Kbytes to 4 Mbytes (excluding L1 and L2). The results are normalized to the base case with an L3 cache of corresponding size. Note that, although the small cache sizes tested (512 Kbytes and 1 Mbyte) are too small for a typical L3 cache, we test at those sizes to demonstrate the trend. Increasing the cache size reduces the L3 (or near-memory) miss rates; thus, better performance is achieved in both cases. When the miss rate is reduced, lower accesses to the DRAM core occur and, accordingly, the relative savings in delay of PA-CDRAM to the base case is lower when the cache size increases.
With respect to energy consumption, the effect of varying the cache capacity is not as trivial. The general trend is that increasing the cache size reduces the capacity misses; thus, less energy is consumed due to fewer cache replacements and DRAM accesses. However, when increasing the cache size, the cache energy per hit access increases, causing an increase in the total memory energy consumption. Comparing the energy consumption of the base case versus PA-CDRAM, we find that applications are divided into two groups: 1) where PA-CDRAM consumes less energy at all cache sizes, as in bzip, gzip, mesa, parser, and vortex, and 2) where PA-CDRAM consumes less energy only at large cache sizes. For the first group, PA-CDRAM performs better due to accessing smaller individual caches (with lower per-access energy). For the second group, at the small cache sizes tested (512 Kbytes and 1 Mbyte), too many near-memory cache replacements take place due to the limited number of blocks ( 512 Kbytes 8Á512 bytes ¼ 128 blocks) per individual near-memory cache. Results for individual applications can be found in [26] .
Effect of Varying the CPU Frequency
Increasing the CPU frequency increases the speed gap between the memory and the CPU, thus increasing the total execution cycles of an application. Fig. 14 shows the energydelay product for PA-CDRAM at different clock rates normalized to the base case at 2 GHz. We choose to fix the frequency at the base case to demonstrate the effect on the energy consumption. In our experiments, most of the applications exhibit minimal variation in execution times. These applications are mainly CPU bound, where the processor is able to mask most of the L2 miss stalls. Thus, the relative benefit of PA-CDRAM on delay is negligible compared to the base case (as described in Section 6.3). In memory-bound applications (ammp, art, and mcf), increasing the CPU frequency compounded with the larger average memory access times in the base case results in the base case suffering from significantly larger delays than PA-CDRAM. That is, at higher CPU frequency, the value of increases significantly in these memory-intensive applications, making PA-CDRAM a more efficient solution.
From the energy perspective, increasing the CPU frequency reduces the application's execution time and, thus, the duration of the idle periods in the DRAM. This reduces the consumption of the static energy in the DRAM core. In contrast, the dynamic energy in the DRAM and caches is not affected by the processor frequency as they are mainly dependent on the size of the transfer rather than the frequency. In modern processors, although higher processor frequencies-with all other factors unchanged-reduce the memory's total energy, the memory's energy consumption can increase due to other factors, like larger memory capacities and higher memory traffic in modern processors. Fig. 14 shows the effect on the energy-delay product.
Effect of Logic Slowdown
To show the effect of the embedded logic manufacturing technology on the overall performance of the system using PA-CDRAM, we vary the logic slowdown factor of the nearmemory data array (assuming a slower distributed cache controller). We add a delay penalty to the overall cache access delay obtained from Cacti. This penalty ranges from 0 percent (fast SRAM) to 50 percent. The execution time is normalized to the PA-CDRAM case, where there is no performance penalty for the logic cells. In Fig. 15 , we notice that the performance degradation in the near-memorycache-controller design is relatively insignificant. Even when compared to a centralized-cache-controller design (not shown here), the overall slowdown in performance over fast SRAM is 1.5 percent on the average (up to 6.3 percent) with a 50 percent slowdown penalty. This result shows that delays resulting from manufacturing embedded logic in DRAM chips do not represent any critical delays on the overall system when using the PA-CDRAM memory.
Effect of CPU and Memory Bus Bandwidths
External buses can pose a performance bottleneck for accessing external caches and memory. Our earlier results assume ideal external buses with infinite bandwidth to avoid the impact of such a bottleneck. To study the impact of bus latencies on the overall performance, we limit the bandwidths of the CPU and memory buses in the base case and PA-CDRAM. The CPU bus bandwidth is limited by the bus speed, bus width, and data rate (single, dual, or quad). We assume a 64 bits wide CPU bus. Intel uses quad-rate (sends 4 bits/cycle) buses that operate at 200, 266, or 333 MHz [27] . Hence, a CPU bus bandwidth can range from 6.25 to 10.4 Gbytes/s ð 64 8 Ã bus freq Ã 4Þ. The limited bandwidth increases the latency of filling an L2 block between 13 and 21 cycles in our setting. The RDRAM memory bus provides a data bandwidth between 1.6 and 12.4 Gbytes/s [28] . This range of bus bandwidth increases the latency of reading an L2 block from the memory by 11 to 80 cycles. It is typical for the CPU bus to be faster than the memory bus. Fig. 16 shows the normalized energy-delay product using a mixture of CPU and memory bus bandwidths. The figure shows that energy-delay saving is more sensitive to memory bus latency since near-memory caches use this bus to fill the L2 cache. Although it is faster to transfer an L2 block from an L3 cache than from a near-memory cache (faster CPU buses), an L3 miss has a much higher latency than a near-memory cache miss. Hence, PA-CDRAM can improve performance even with a limited bus bandwidth. In general, the larger the bandwidth of both buses, the higher the savings PA-CDRAM can achieve.
DISCUSSION
The manufacture of PA-CDRAM can benefit from new advances in eDRAM technology. New fabrication technologies are successful in manufacturing eDRAM cells with a Fig. 15 . The effect of the logic slowdown in the near-memory cache on the total execution time. significantly smaller size than traditional SRAM cells. Each eDRAM cell consists of a single transistor and a single capacitor (1T1C cell) as opposed to six transistors in the case of an SRAM cell. The eDRAM from NEC and 1T-SRAM from Mosys are examples of technologies that apply the 1T1C concept. Due to the smaller cell sizes, higher densities can be achieved. Hence, a larger capacity in a smaller chip area is realizable. On the other hand, the access latency of eDRAM is slightly higher, as mentioned in Section 2.
The smaller form factor of 1T1C reduces both active and leakage energy. The relatively large SRAM cell size contains longer metal lines, which create higher capacitance than the ones found in a 1T1C cell. Lower cell capacitance translates to lower current draw and power consumption, hence reducing the cell's active power. In addition, a 1T1C cell contains one leakage path, as opposed to four leakage paths in an SRAM cell. Hence, lower leakage current is drawn in an eDRAM cell. Furthermore, the eDRAM-optimized refresh current is significantly less than the leakage current of an equivalent 6T memory array [29] .
CONCLUSION
In this paper, we explore the energy efficiency of nearmemory caches rather than conventional cache hierarchies, where most of the cache capacity is allotted "closer" to the CPU. PA-CDRAM can be used as an alternative to traditional power-aware memories to conserve energy and improve performance. PA-CDRAM reduces the memory's energy consumption by 1) bringing the cache closer to the memory to exploit the high memory bandwidth, 2) distributing the external cache into smaller caches that have a low access energy and latency, and 3) increasing the DRAM-core idle periods due to the low miss rates of near-memory caches. Three main parameters affect the degree of benefit of PA-CDRAM over the traditional memory: higher L2 misses, lower (miss rate ratio), and higher (memory stalls) all lead to higher energy and delay benefits obtained from PA-CDRAM. Compared to the traditional memory using a time-out power management, PA-CDRAM saves up to 76 percent energy consumption (19 percent on the average). Moreover, PA-CDRAM reduces the energy-delay product by up to 84 percent (28 percent on the average), where the highest gains are for memoryintensive applications and for applications with relatively high spatial locality.
Our evaluation shows that PA-CDRAM is more energydelay efficient than allocating a large fraction of the total cache capacity to an on-chip L2, on-chip L3, or off-chip L3. In a multitasking environment, PA-CDRAM can lower the context switch overhead of cache invalidation through simultaneous flushing of dirty blocks in all on-memory caches. With the increase in cache capacity and CPU frequency in current and future processors, the energy savings in PA-CDRAM is expected to grow higher.
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