Irregular neuronal activity is observed in a variety of brain regions and states. This work illustrates a novel mechanism by which irregular activity naturally emerges in two-cell neuronal networks featuring coupling by synaptic inhibition. We introduce a one-dimensional map that captures the irregular activity occurring in our simulations of conductance-based differential equations and mathematically analyze the instability of fixed points corresponding to synchronous and antiphase spiking for this map. We find that the irregular solutions that arise exhibit expansion, contraction, and folding in phase space, as expected in chaotic dynamics. Our analysis shows that these features are produced from the interplay of synaptic inhibition with sodium, potassium, and leak currents in a conductance-based framework and provides precise conditions on parameters that ensure that irregular activity will occur. In particular, the temporal details of spiking dynamics must be present for a model to exhibit this irregularity mechanism and must be considered analytically to capture these effects. Networks of neurons in the brain are very highdimensional dynamical systems that can produce correspondingly diverse and complex dynamics. While temporal structure such as synchronization can emerge in the activity of such networks, normal activity in the brain is often irregular, lacking recurrent relationships or correlations in the firing times of different neurons. Past analysis of irregular activity in networks of neurons has relied on a balance of different types of interactions that leads to cancellations of correlations in the limit as network size goes to infinity. Here, we introduce and mathematically analyze a novel mechanism for irregular dynamics. This mechanism does not require many neurons, arising already in a two-neuron model network featuring a form of coupling known as synaptic inhibition, nor does it involve cancellation of interactions between neurons. As we show mathematically, the resulting irregularity emerges naturally from the interplay of standard ionic currents, as well as the inhibitory synaptic current through which neurons interact, during the spikes of membrane potential that constitute neuronal activity. Given its generality, the mechanism we elucidate may be a fundamental feature of inhibitory brain networks exhibiting irregular activity.
Irregular neuronal activity is observed in a variety of brain regions and states. This work illustrates a novel mechanism by which irregular activity naturally emerges in two-cell neuronal networks featuring coupling by synaptic inhibition. We introduce a one-dimensional map that captures the irregular activity occurring in our simulations of conductance-based differential equations and mathematically analyze the instability of fixed points corresponding to synchronous and antiphase spiking for this map. We find that the irregular solutions that arise exhibit expansion, contraction, and folding in phase space, as expected in chaotic dynamics. Our analysis shows that these features are produced from the interplay of synaptic inhibition with sodium, potassium, and leak currents in a conductance-based framework and provides precise conditions on parameters that ensure that irregular activity will occur. In particular, the temporal details of spiking dynamics must be present for a model to exhibit this irregularity mechanism and must be considered analytically to capture these effects. Networks of neurons in the brain are very highdimensional dynamical systems that can produce correspondingly diverse and complex dynamics. While temporal structure such as synchronization can emerge in the activity of such networks, normal activity in the brain is often irregular, lacking recurrent relationships or correlations in the firing times of different neurons. Past analysis of irregular activity in networks of neurons has relied on a balance of different types of interactions that leads to cancellations of correlations in the limit as network size goes to infinity. Here, we introduce and mathematically analyze a novel mechanism for irregular dynamics. This mechanism does not require many neurons, arising already in a two-neuron model network featuring a form of coupling known as synaptic inhibition, nor does it involve cancellation of interactions between neurons. As we show mathematically, the resulting irregularity emerges naturally from the interplay of standard ionic currents, as well as the inhibitory synaptic current through which neurons interact, during the spikes of membrane potential that constitute neuronal activity. Given its generality, the mechanism we elucidate may be a fundamental feature of inhibitory brain networks exhibiting irregular activity.
I. INTRODUCTION
Normal brain states are often characterized by irregular spiking activity, with little correlation among neurons within particular brain regions. In particular, there are many examples of inhibitory networks that generate such irregular activity. For example, experiments have revealed that, within the inhibitory network in the globus pallidus of the basal ganglia, the spike times across pairs of neurons are rather completely uncorrelated under normal resting conditions. 1-4 Indeed, a hallmark of the parkinsonian state is the replacement of this uncorrelated activity by more correlated firing.
1,2,5-7 Another example is cortical networks in the dorsolateral prefrontal cortex, which have been identified as playing a key role in working memory tasks. [8] [9] [10] Experiments have demonstrated that during persistent activity, neurons in this area, including a network of interconnected inhibitory fast-spiking interneurons, exhibit highly irregular firing patterns with a Poisson-like spike time distribution. 11, 12 Inhibitory networks also play an important role in other brain regions that exhibit irregular spiking activity, such as thalamic networks involved in the generation of sleep and wake states, [13] [14] [15] [16] and the hypothalamic suprachiasmatic nuclei that coordinate circadian ($24-h) rhythms. [17] [18] [19] [20] Although there have been numerous theoretical and experimental studies of each of these brain regions, the mechanisms underlying their irregular and/or uncorrelated activity remain poorly understood. In this paper, we present a general mechanism by which highly irregular spike time relations can emerge in a network of neurons coupled with reciprocal synaptic inhibition.
Many works of theoretical neuroscience represent the viewpoint that coupling between a pair of neurons necessarily introduces correlations in their spike times. According to this view, irregularity or asynchronous activity requires some sort of cancellation of positive and negative correlations, such as may arise in what are known as balanced input regimes. 21, 22 Much of this theory has been worked out in the limit as network size goes to infinity and in models that do not include the temporal features of spikes. [23] [24] [25] [26] [27] [28] In contrast, we show that a two-cell network with reciprocal synaptic inhibition can robustly exhibit irregularity. This activity results from the combined effects of synaptic inhibition and various standard ionic currents. In particular, the temporal dynamics of spiking contribute critically to this irregularity mechanism. In this paper, we first consider some ordinary differential equation models for a pair of neurons reciprocally coupled by synaptic inhibition, including two from the literature based on experimental data for particular brain regions. 29, 30 We use numerical simulations to illustrate that these generate chaotic dynamics. Next, we define a one-dimensional map for one of these models and demonstrate numerically that the complex dynamics of the full system is very well approximated by the dynamics of this reduced map. We subsequently proceed to analyze properties of the map. First, we show numerically how the map structure relates to changes in the relative timing, and order, of spike firing by the two neurons. Subsequently, we derive analytical estimates on the derivative of the map at points corresponding to both synchronous and antiphase solutions. The analysis leads to rather precise conditions on parameters for when each of these solutions is unstable. The mechanism that we analyze does not require highly specialized or complicated intrinsic dynamics. Our results do, however, depend on properties of the spike itself. Specifically, the effects we consider would not show up in integrate-and-fire type models that neglect the dynamics of spiking and subsequent repolarization. Finally, we consider larger inhibitory networks and use numerical simulations to show that these may also exhibit highly irregular and uncorrelated spiking activity.
II. FROM DIFFERENTIAL EQUATIONS TO A ONE-DIMENSIONAL MAP

A. Basic model equations
Consider the two-cell neural network governed by the equations (1) for i 2 f1; 2g; j ¼ 3 À i, where I Na ðv; nÞ ¼ g Na m
and I syn ðv; sÞ ¼ g syn sðv À v syn Þ. The parameter g syn ! 0 and we consider v syn such that v i > v syn always holds, corresponding to synaptic inhibition. Note that in system (1), the synaptic conductance s 1 depends on v 1 and appears in the I syn term in the differential equation for v 2 , and vice versa. In the s i equation, we assume that s 1 ðvÞ is an approximation of the Heaviside step function with threshold h. Additional functions appearing in model (1) are
Model (1) is a fairly standard conductance-based model, incorporating the basic ionic currents studied by Hodgkin and Huxley. 31 Our default parameter values, which appear in Table I , lie within biologically relevant ranges if we consider them to be given in the units specified in the table; we omit mention of units throughout the remainder of the paper. Note that we chose v L ¼ À30 to mimic the effect of a nonselective cation, since most neurons include additional cationic currents. In fact, our analysis shows that irregular activity becomes more robust for more hyperpolarized values of v L (e.g., Figure 16 ).
B. Periodic solutions
For our analysis, we assume that for a single uncoupled cell, defined by g syn ¼ 0, the v-and w-nullclines are cubicshaped and monotone increasing curves, respectively, that intersect at a single point along the middle branch of the v-nullcline. Moreover, v 0 > 0ð< 0Þ below (above) the v-nullcline and w 0 > 0ð< 0Þ below (above) the w-nullcline. With these assumptions, it is not hard to show that there must be a periodic solution C 0 ¼ fX 0 ðtÞ ¼ ðv 0 ðtÞ; n 0 ðtÞ; s 0 ðtÞÞ : t 2 Rg of the single cell model if the parameter / is sufficiently small. Moreover, there must also exist a synchronous periodic solution of Eq. (1) if the coupling strength g syn is not too large. For g syn fixed at any such value, we denote the synchronous periodic solution as C g , and we will later find conditions on parameters so that C g is unstable.
Figure 1(a) shows the trajectory corresponding to the periodic solution C 0 in the phase plane. Note that this trajectory differs from a so-called "relaxation oscillator," which has been used in numerous previous studies of reduced neuronal dynamics. 33 A relaxation oscillator, as shown in Figure 1 (b), is usually defined in the limit / ! 0 and tracks very close to the left and right branches of the cubic-like vnullcline during the silent and active phases. The jump-up and jump-down between these two phases occur when the trajectory reaches either the left or right fold, or knee, of the cubic-shaped nullcline. Except where jv 0 ðtÞj % 0 when the trajectory crosses the v-nullcline, jv 0 ðtÞj > 5jn 0 ðtÞj. The periodic solution for system (1) that we consider, on the other hand, does not track close to the left branch of the cubic nullcline during the silent phase. Instead, after the 
jump down from the active phase (i.e., termination of a spike), the trajectory quickly moves nearly vertically, with jv 0 ðtÞj < 5jn 0 ðtÞj much of the time, until it crosses the n-nullcline. After this crossing, it tracks close to the n-nullcline until v % À60, which is close to spike threshold, above which the trajectory jumps back up to the active phase. As we shall see, this difference in the geometry of the periodic solutions has a profound impact on the dynamics of the coupled cell network.
We note that several well-known models for neuronal activity exhibit phase plane dynamics qualitatively similar to what we show in Figure 1(a) . These include the WangBuzsaki model for hippocampal interneurons 29 and the Destexhe-Par e model for neocortical pyramidal neurons. 30 In Figures 1(c) and 1(d), we show projections of a periodic solution of each of these models onto the (v,n) phase plane.
C. Two coupled cells generate chaotic activity that is captured by a one-dimensional map
The dynamics of model (1) depends on the strength of the coupling parameter g syn . Figure 2 shows solutions of the model for different values of g syn . Numerical simulations demonstrate that the model exhibits stable synchrony for g syn < 0.14 and what appears to be chaotic dynamics for 0:14 < g syn < 0:49. Such apparently chaotic solutions are shown in Figures 2(b) and 2(c). Note that as g syn increases in this range, each cell tends to fire on more consecutive cycles, while the other cell remains silent. For g syn > 0:49, the model exhibits a so-called suppressed solution in which one cell fires periodically and the other cell remains silent. Such a solution is shown in Figure 2 (d).
Figure 3(a) shows another example of the time courses of v 1 , v 2 for a solution of the model (1) with g syn ¼ 0.2. Note that the two cells fire in a very irregular manner. They often take turns firing, but sometimes a cell fires two consecutive spikes before the other one fires. To demonstrate the irregularity of this solution more definitively, we compute a map as follows. We fix v Ã 1 within the range of subthreshold v values. We then integrate the model with a random initial condition. After discarding a long transient, we record data each time that v 1 ðtÞ ¼ v Ã 1 with v 0 1 ðtÞ > 0. Suppose that these section crossings take place at times ft k g. We define a subsequence, call it ft k g, of ft k g by keeping the times between which cell 1 spikes (defined by the condition that n 1 increases through 0.5). We plot the points ðv 2 ðt k Þ; v 2 ðt kþ1 ÞÞ, generated using v Ã 1 ¼ À67, in blue in Figure 3 (b). Note that the resulting points seem to fill out an entire curve, which corresponds to a chaotic attractor of the system. Moreover, the derivative of this curve has absolute value greater than one, except near the curve's local maximum and minimum. This is another indication of chaotic behavior. 34, 35 In fact, the trajectory has a positive Lyapunov exponent, 0.0481, as computed using the Gram-Schmidt reorthonormalization procedure implemented in MATDS. 36, 37 We define another one-dimensional map that is more amenable to mathematical analysis, which we refer to as the reduced map, as follows. First, we simulate model (1) with g syn ¼ 0 to collect coordinates of a dense mesh of points on the periodic solution C 0 . Denote these points as fðv k ; n k Þg. We then consider model (1) with g syn > 0. For each k, we integrate (1) with cell 1 always starting from the point on C 0 with v 1 ¼ À67 We observe that the attractor of the full model-that is, the blue curve in Figure 3B or 3D-is very well approximated by the attractor of the reduced map. This is, in some sense, not surprising because the projections of solutions of Eq. (1) with g syn > 0, small, onto the (v,n) plane lie very close to the periodic trajectory C 0 . We further note that the reduced map has two fixed points, both of which are unstable. The fixed point at v 2 ¼ À67 corresponds to the synchronous solution.
Since the singular solution is a closed orbit, the onedimensional map is, in fact, a map of a topological circle. To each value of v 2 in the map's domain there correspond two points on the singular solution (except at the two "endpoints"): one in which v 0 2 > 0, corresponding to the interval between spikes, and another with v 0 2 < 0, corresponding the spiking phase. We are primarily interested in the points where v 0 2 > 0, since these will contain the global attractor. However, it may happen that v 0 2 < 0 when v 1 hits its section, especially if the crossing occurs when v 2 has recently fired a spike. In Figure 3 (c), the part of the black curve generated from initial conditions with v 0 2 ð0Þ < 0 is solid, while the rest is dashed. There is a sharp, nearly vertical portion of the dashed black curve at v k % À73 where the map appears to be discontinuous. This corresponds to points v k that are mapped to points v 2 ðs k Þ such that v 0 2 ðs k Þ < 0. We note that this vertical portion of the black curve crosses the identity line v 2 ðs k Þ ¼ v k . However, this does not correspond to a fixed point of the map since v k lies on the portion of C 0 where v 0 > 0, while v 2 ðs k Þ lies near the portion of C 0 where v 0 < 0. Note that in the free-running simulation used to generate Figure 3 (b), no such points are represented; that is, it appears to be extremely unlikely that cell 2 will have just fired a spike when v 1 increases through À67 after a cell 1 spike. For other section choices, however, we can encounter such points. An example of such a reduced map appears in Figure 4 , generated from taking a section at v Ã 1 ¼ À50 (i.e., resetting to v 1 ¼ À50; n 1 ¼ 0:3135; s 1 ¼ 0 on C 0 ). From this starting point, an uncoupled cell has v 0 > 0 and will quickly approach spike threshold. The discrete points (blue and red) in Figure 4 (a) were generated analogously to those in Figure  3 (b), while the continuous curve (black solid and dashed) in Figure 4 (b) was produced the same way as that in Figure  3 that there is a stable fixed point, indicated by the black circle, when g syn ¼ 0.5. This fixed point corresponds to the suppressed solution.
We note that there does not exist a stable antiphase solution for any value of g syn . However, stable antiphase solutions can emerge if we change some other model parameter. For example, if r m ¼ 9, then stable antiphase solutions exist for 0 < g syn < 0:4. In fact, the model is bistable for 0 < g syn < 0:1. Over this range of g syn , there exist both a stable synchronous solution and a stable antiphase solution. Further discussion of the antiphase solution is given later.
To define the one dimensional reduced map, we need to assume that the synaptic variables s 1 and s 2 decay very close to zero during consecutive action potentials of the corresponding neuron. This decay occurs if the parameter b, corresponding to the synaptic decay rate, is sufficiently large. For the simulations, we chose b ¼ 1:0 msec À1 . However, experiments have demonstrated that inhibitory GABA A synapses decay at a rate that is about 10 times slower. In Figure 6 , we computed the full map for the model with b ¼ 0:18 msec À1 and g syn ¼ 0:09. Note that the solution is chaotic; however, the dynamics can no longer be captured by a reduced one-dimensional map. This simplification is not possible because we can no longer assume that the synaptic variables are zero when defining the reduced map. So, in fact, more complicated dynamics may come into play when considering more realistic, slower synaptic dynamics.
Finally, we note that the full map for each of the WangBuzsaki and Destexhe-Par e models, as shown in Figure 7 , has a qualitatively similar structure to that of model (1). In particular, this map consists of regions where the slope has magnitude greater than one interrupted by abrupt deviations or discontinuities. Consistent with the analysis developed in this paper, networks formed from neurons described by either model, coupled through synaptic inhibition, can exhibit irregular dynamics. 38, 39 
III. NUMERICAL ANALYSIS OF MAP STRUCTURE
To gain insight about the dynamics of model (1) and the source of the structure of the reduced map, we replot the data from the curve in Figure 4 generated from the section v Ã 1 ¼ À50. Recall that each iterate starts at time 0, and the kth iterate ends at time s k . We now plot v 2 ð0Þ À v 1 ð0Þ and v 2 ðs k Þ À v 1 ðs k Þ versus our iteration step number k (which we refer to as a time-like variable, since the initial sampling of points from C 0 was based on integration with a uniform time step). The results of this replotting appear in the center of Iterates of the full map described in this paper, but generated from (left) the Wang-Buzsaki model 29 and (right) the Destexhe-Par e model. 30 Here, we computed the map by first discarding a 10 s transient and then running the models for another 50 s. label iterates that were selected to represent different regimes that we discuss below. The time courses of v 1 and v 2 from time 0 up to some time greater than or equal to s k (chosen to best illustrate each regime) are shown for the numbered iterates in correspondingly numbered panels around the outside of the figure. Possible fixed points, namely states in which v 2 always takes the same value whenever v 1 ¼ À50 with v 0 1 > 0, arise at iterates where the blue and green curves coincide. In reality, however, most of these coincidences turn out to be cases where v 2 ðs k Þ ¼ v 2 ð0Þ but v 0 2 ð0Þ > 0 and v 0 2 ðs k Þ < 0; that is, v 2 ends up on the "opposite side" of the orbit from where it starts. The actual synchronous fixed point occurs near point 8, where the blue and green curves together cross the dashed line at 0 and is labeled with an 's'. We will now discuss the various regimes that occur within the simulation.
In regime 1, represented by the leftmost asterisk in Figure 8 (center) and the panel numbered "1," cell 2 starts significantly "behind" cell 1, with v 2 much farther below spike threshold than v 1 . Due to this disadvantage, the inhibition to cell 2 that results from the spike of cell 1 allows cell 1 to overtake cell 2 after spiking. Thus, when
and thus the green curve lies above the blue in this regime. This regime ends where the green curve hits 0, which represents an iterate such that v 2 manages to first reach À50 at exactly the time that v 1 returns there.
In regime 2, cell 2 spikes before v 1 reaches À50, but it does not have time to complete its spike before this happens. In the panel numbered "2," for example, the two cells' trajectories cross fv ¼ À50g, just after time 15, so close together in time that we cannot distinguish them; nonetheless, because the voltage traces are so steep at threshold crossing, v 2 -v 1 is almost 20 when this happens (point 2 in Figure 8 , center). This regime can be viewed as ending when the green curve next hits 0 (with negative slope). At the iterate where that occurs, v 2 ðs k Þ ¼ À50 with v 0 2 ðs k Þ < 0: cell 2 and cell 1 have the same voltage at time s k but cell 2 is finishing its spike while cell 1 approaches spike threshold. Similarly, the point between "2" and "3" where the blue and green curves intersect is not a true fixed point for the same reason.
The regime represented by point 3 in Figure 8 (center) is a simple one in which cell 2 does manage to spike after cell 1 and is still quite far below spike threshold, in its recovery phase, when v 1 ðs k Þ ¼ À50 with v 0 1 ðs k Þ > 0 occurs. This is a long phase in terms of iterates, because the rate of change of voltage well below spike threshold is relatively small and there is a significant interval of v 2 (0) values over which this regime occurs. There is a fixed point corresponding to a form of antiphase spiking within this regime, quite close to point 3, yet numerically we see that it is weakly unstable, due to the greater slope of the green curve than the blue one there. 
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Terman, Rubin, and Diekman Chaos 23, 046110 (2013) The positive slope of the green curve in regime 3 means that as we progress through this regime, the ending value of v 2 increases; note that cell 2 spikes progressively earlier, which is what yields the larger final values. If cell 2 spikes earlier, then it inhibits cell 1 earlier, and in this model, this earlier inhibition produces a longer delay before cell 1 can return to spike threshold. Eventually, when v 2 (0) is large enough, it can manage to overtake cell 1 and fire a second spike before cell 1 can spike again. The transition to this case occurs at the third 0 crossing of the green curve in Figure 8 (center). Point 4 illustrates what happens beyond this transition as cell 2 achieves its second spike before cell 1, yielding a large v 2 ðs k Þ.
Continuing this trend, as v 2 (0) increases still more and cell 2 spikes still earlier, we observe iterates on which cell 2 is finishing its second spike when cell 1 reaches v 1 ¼ À50. By the iterate corresponding to point 5, cell 2 has completed its second spike and fallen well below threshold when v 1 ¼ À50, such that the green curve ends up well below the blue one. The intersection between blue and green curves between points 4 and 5 is not a true fixed point; analogously to the intersection between points 2 and 3, v 0 2 ðs k Þ < 0 at the iterate at which this intersection occurs.
From point 5 to point 6, the green curve is nonmonotonic, reflecting subtle changes in the effects of inhibition between the two cells. In regime 5, the delay in spiking of cell 1 is due to the inhibition associated with the first spike of cell 2, whereas the second spike of cell 2 has little impact. In regime 6, the opposite holds, as it is the second spike of cell 2 that delays the spiking of cell 1 (see outer panels of Figure 8 ). Somewhat paradoxically, as cell 2 continues to fire its first spike progressively earlier beyond point 6, this spike continues to impact cell 1 less, and the subsequent spike of cell 1 becomes earlier. Eventually, as represented by point 7, even the second spike of cell 2 cannot delay the second spike of cell 1, and cell 1 spikes while cell 2 is still active. (As previously, the intersection of curves between points 6 and 7 is not a fixed point, due to v 0 2 ðs k Þ < 0.) After regime 7, we finally reach v 2 (0) ¼ À50, the fixed point corresponding to the synchronous state. The steep slopes of the curves here suggest that this true fixed point will be unstable, and we will analyze this claim in the next section. Beyond the fixed point is a regime with v 2 ð0Þ > À50 (blue curve above 0). Here, cell 2 fires its first spike before cell 1, but cell 1 fires its second spike slightly before cell 2, such that the green curve lies below 0, as at point 8. As the initial condition for cell 2 progresses through various points within the spike, with v 2 ð0Þ > À50; v 2 ðs k Þ ends up at roughly the same value as it did for point 8. Once v 2 (0) becomes less than À50, with v 0 2 ð0Þ < 0, as represented by point 9, v 2 ðs k Þ appears to briefly become much more sensitive to v 2 (0); indeed, there may be some numerical inaccuracies in the green curve in this regime. At point 9 and over an interval to its right, at least, the situation is clear: cell 2 is initially in its after-spike hyperpolarization phase, with v 0 2 ð0Þ < 0, and the inhibition from cell 1 helps keep v 2 ðtÞ < v 2 ð0Þ for all t > 0 until v 1 reaches À50 with v 2 ðs k Þ % v 2 ð0Þ. Similarly to several previous cases, the condition v 0 2 ð0Þ < 0 prevents fixed points in this regime, even if the blue and green curves intersect.
Finally, for sufficiently negative v 2 (0), we return to initial states with v 0 2 ð0Þ near 0 or positive. As illustrated at point 10, however, the inhibition from cell 1 manages to prevent cell 2 from spiking before the time s k such that v 1 ðs k Þ ¼ À50. Since v 0 2 ð0Þ is sufficiently close to 0 or positive, we do get v 2 ðs k Þ > v 2 ð0Þ in this regime, and in fact the situation matches up with regime 1, as it should due to the periodicity of the relevant solutions.
In summary, the numerical experiment illustrated in Figure 8 suggests that as we progress across iterates corresponding to points on C 0 , over broad intervals, the value of v 2 at our stopping condition varies more rapidly than the value of v 2 at the starting point (green curve versus blue curve). The abrupt variations in the reduced map are linked to the spiking of cell 2, since v 2 ðs k Þ is sensitive to v 2 (0) when cell 2 spikes near time s k . This sensitivity is compounded near switches in the order of spike firing, since both cells' voltages change quickly when both cells are close to threshold at the same time, as occurs near such switches. There appear to be several starting configurations that map to
, but for many of these, v 0 2 ðs k Þ < 0, whereas v 0 1 ðs k Þ > 0 by construction, so these configurations do not promote phase-locked states. There do seem to be two true fixed points, one corresponding to synchrony ('s') and the other, near point 3, to an antiphase state, but both appear numerically to be unstable. In Sec. IV, we analytically establish conditions on parameters that ensure the instability of the synchronous state.
IV. INSTABILITY OF THE SYNCHRONOUS STATE
A. The return map P Our numerics have revealed a form of sensitivity to initial conditions in system (1), related to the inhibitory interactions between the cells. We now wish to find precise conditions on parameters for when the synchronous solution is unstable. This is done by constructing a one-dimensional map, similar to the maps computed numerically in the previous sections, and then computing the derivative of this map at a point corresponding to the synchronous solution. To define the map, let X i ðtÞ ¼ ðv i ; n i ; s i Þ for i ¼ 1,2 denote the trajectories corresponding to the two cells. Here, we consider initial conditions so that both X 1 (0) and X 2 (0) lie on C 0 and assume that s 1 ðvÞ ¼ Hðv À hÞ where H is the Heaviside step function. For our analysis, we will make use of various additional notation as illustrated in Figure 9 . Fix some V 0 < h, to be chosen later, and assume that v 1 (0) ¼ V 0 with v We choose e Dt as the minimal in magnitude time so that v 2 ðT 0 þ e DtÞ ¼ V 0 (Figure 9 ), and we define the map P : Dt ! e Dt. Note that the synchronous solution corresponds to a fixed point of the map and the synchronous solution is unstable if jP 0 ð0Þj > 1. In what follows, we find precise conditions for this instability. These conditions are found by following the trajectories corresponding to the two cells around in phase space and writing P as the composition of other maps, each corresponding to passage of the solution through some portion of phase space. We make this decomposition because, as we shall see, different components of the model, including both synaptic and intrinsic properties of the cells, control the expansion of solutions within different regions of phase space. Specifically, we write P ¼ P 3 P 2 P 1 , where P 1 : Dt ! Ds; P 2 : Ds ! Dv; P 3 : Dv ! e Dt:
Each map component P i is defined and analyzed in a subsection below. We henceforth assume that v 2 ð0Þ < v 1 ð0Þ so that Dt > 0. The case Dt < 0 is similar.
B. The map P 1
We will use P 1 to compare the values of the synaptic conductance impacting each cell at the time when its trajectory intersects a section fv ¼ V 1 g, with V 1 < minfv 1 ð0Þ; v 2 ð0Þg ¼ v 2 ð0Þ ( Figure 9 ); in our numerical examples, we take V 1 ¼ À71. Specifically, let T 1 and D 1 be the smallest positive times so that
To estimate Ds, let t 1 < t 2 be the smallest positive times so that v 1 ðt 1 Þ ¼ v 1 ðt 2 Þ ¼ h, and let d 1 < d 2 be the smallest positive times so that
( We assume that s 1 (0) ¼ s 2 (0) ¼ 0, which is a good approximation if b is sufficiently large relative to the duration of the interspike interval of the synchronous solution.
Note that if g syn ¼ 0, then X 1 (t) and X 2 (t) both lie on the same synchronous solution and the "time metric" between the two cells remains invariant; hence,
We claim that if g syn > 0 is small, then one can still approximate d 1 ; d 2 and D 1 by Dt. In brief, this is because during this "spiking" phase of the solution, the synaptic currents are dominated by the Na þ and K þ ionic currents. Hence, coupling due to the synaptic currents has little effect on the trajectories corresponding to the two cells.
Now consider d 1 , the time it takes v 2 to travel from v 2 (t 1 ) to h. Without synaptic input, this time would be Dt. Hence, the ratio d 1 =Dt is, to first order in Dt, equal to the ratio of v 0 without synaptic input to v 0 with synaptic input, evaluated at the point along C 0 with v ¼ h. For our default parameters, we find that d 1 % ð1:004ÞDt.
To estimate d 2 and D 1 , we solve the linear system (2) explicitly for different initial conditions corresponding to the two cells. Note that 
where u 1 ð0Þ ¼ u 2 ð0Þ ¼ h and n 1 ð0Þ 6 ¼ n 2 ð0Þ. Note that the solution of the first equation in Eq. (3) is given by
Hence, using the fact that jn 1 ð0Þ À n 2 ð0Þj is small for perturbations from synchrony and assuming that ð1 À n 1 ð0ÞÞð1 À e Àkt Þ > 1=2, as we observe numerically. For our default parameters, we have that g Na =Ck % 25, from which it follows that there is a huge amount of compression. In a similar way we can estimate compression of the other three solutions of the linear equations corresponding to the other terms on the right hand side of Eq. (2) 
Finally, note that n 1 ðT 1 Þ > n 2 ðT 1 þ D 1 Þ. This relation holds because, as shown in Figure 10 , the trajectory corresponding to cell 2 lies "inside" that of cell Figure 10 The red segment similarly points in the direction of ðv 2 0 ; n 2 0 Þ when v 2 ¼ À46 (although cell 2 is not on C 0 at that time because s 1 > 0) and lies "inside" of the black segment. (b) dn/dv versus v for cell 1 (black) and cell 2 (red) along the solution of (1) considered from v ¼ À46 until the voltages increase through the synaptic threshold h ¼ À30. Along these curves, v i 0 ; n i 0 > 0 for both i, and dn 2 =dv 2 > dn 1 =dv 1 . (c) Structures analogous to (a) but generated at a much later time, when each cell reaches v ¼ À63 after firing a spike (and neither cell is on C 0 ). When cell 2 attains v 2 ¼ À 63, s 1 is much smaller than s 2 was when v 1 ¼ À63, which causes the segment for cell 2 to point inside that for cell 1 again (i.e., towards smaller n). (d) Analogous to (b), but with curves occurring from the time the voltages decrease through h to the end of the regime where P 1 is defined, at v ¼ -71. Along these curves, v i 0 ; n 0 i < 0 for both i, and dn 2 =dv 2 < dn 1 =dv 1 .
046110-10 Terman, Rubin, and Diekman Chaos 23, 046110 (2013)
This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP:
the time when cell 1 reaches this point. Similarly, the red curve points in the direction of ðv 0 2 ; n 0 2 Þ when v 2 reaches the voltage coordinate of that point, at which time s 1 > 0. From Figure  10 (b), we see that the relation dn 2 =dv 2 > dn 1 =dv 1 holds for voltages all the way up to the threshold h ¼ À30. Subsequently, for t 1 þ d < t < t 2 , both cells receive synaptic input and satisfy essentially the same system of equations. (Here, we are assuming that a ) 1 so that when activated, s 1 % s 2 % 1.) Since (v 1 , n 1 ) and (v 2 , n 2 ) satisfy the same system of equations, cell 2's trajectory must remain inside that of cell 1. Finally, s 1 deactivates at t ¼ t 2 , while s 2 deactivates later at t ¼ t 2 þ d 2 . Hence, s 1 ðtÞ < s 2 ðtÞ for t 2 < t < T 1 þ D 1 . It follows that during this time the vectors ðv Figure 10 (c), which is analogous to Figure 10 (a) but is computed at a sub-threshold voltage after spike firing, and in Figure 10(d) , which is analogous to Figure 10 (b) but is computed from the times when the cells' voltages decrease through h to the end of the regime where P 1 is defined. In summary, we have explained why n 1 > n 2 at the points where the trajectories cross the section fv ¼ V 1 g; that is, why n a :
C. The map P 2
For the next map component P 2 , we start from fv ¼ V 1 g, such that the composition P 2 P 1 is well-defined, and track each trajectory until it crosses a section fn ¼ N 2 g for an appropriately chosen N 2 < n b . That is,
Here, it will be convenient to translate time so that both trajectories, ðv 1 ðtÞ; n 1 ðtÞÞ and ðv 2 ðtÞ; n 2 ðtÞÞ, begin on the section fv ¼ V 1 g. Let s a ¼ s 1 ðT 1 þ D 1 Þ and s b ¼ s 2 ðT 1 Þ. Now, if we translate time by T 1 , then based on the notation from the previous subsection, the trajectory for cell 1 has initial condition ðv 1 ð0Þ; n 1 ð0ÞÞ ¼ ðV 1 ; n a Þ, and cell 1 is subject to exponentially decaying inhibition from cell 2 with s 2 ð0Þ ¼ s b . Similarly, if we translate time by T 1 þ D 1 , then the trajectory for cell 2 has initial condition ðv 2 ð0Þ; n 2 ð0ÞÞ ¼ ðV 1 ; n b Þ, and cell 2 is subject to exponentially decaying inhibition from cell 1 with s 1 ð0Þ ¼ s a . In both cases, we abuse notation and denote the translated time by t. Although t ¼ 0 refers to different times for the different trajectories, the map P 2 will take Ds ¼ s a À s b < 0 to a value Dv, and hence the particular times at which the trajectories are generated are irrelevant, given that we have incorporated the appropriate starting values of the s i .
We make some assumptions to simplify the analysis that follows. First, we ignore I Na , since we are considering the subthreshold portion of the trajectory where m 1 ðvÞ, and therefore I Na , is very small. We also assume that for this range of v, both n 1 ðvÞ and s n ðvÞ are constant. We can then write the differential equation for each n i as
where a and k are positive constants. Hence, both n 1 (t) and n 2 (t) satisfy
with n 1 (0) ¼ n a and n 2 (0) ¼ n b and with n a > n b from the previous subsection. In addition to requiring that our stopping section fn ¼ N 2 g satisfies N 2 < n b , we henceforth take N 2 > a. Denote the curves (v 1 (t), n 1 (t)) and (v 2 (t), n 2 (t)) as v ¼ C 1 ðnÞ and v ¼ C 2 ðnÞ, respectively. As shown in Figure 11 , we construct a curve v ¼ W Ds ðnÞ, for N 2 n n b , so that W Ds ðn b Þ ¼ V 1 ; W Ds < C 2 for n < n b , and along W Ds , the vector field corresponding to cell 1 points towards the left, away from C 2 . That is,
This last condition, together with the fact that n 1 ð0Þ ¼ n a > n b , implies that the curve fv ¼ C 1 ðnÞg lies "outside" of fv ¼ W Ds ðnÞg, with v 1 ðnÞ < v 2 ðnÞ for each n 2 ½N 2 ; n b , as shown in Figure 11 . This relation allows us to estimate
We write W Ds ðnÞ¼C 2 ðnÞÀK Ds ðnÞ where K Ds ðn b Þ¼0 and K Ds ðnÞ>0 for N 2 n < n b . Then along v¼W Ds ðnÞ, the vector field corresponding to cell 1 satisfies where BðnÞ ¼ C 2 ðnÞ À v syn . Hence, we need to choose K Ds ðnÞ so that
Note that Eq. (6) implies that
where
Since s 1 ðtÞ ¼ s a e Àbt and s a < 1, it suffices to choose K Ds ðnÞ so that
We consider the Ansatz
and seek an upper bound on M, such that Eq. (11), and hence Eq. (7), is guaranteed to hold for all M values up to this bound. Plugging the Ansatz into Eq. (11) and then dividing by the quantity ðn À aÞ k , we obtain
HðnÞ È É g syn e BðnÞ; (13) where
We then obtain an upper bound for M:
and it follows from Eqs. (8), (12) , and (14) that
For the default values in the numerical simulations, we have that k % 1:5 and n b % 0:8. Note that the parameter a approximates n 1 ðvÞ and during this portion of the trajectory, a % 0:12. Furthermore, BðnÞ ¼ C 2 ðnÞ À v syn > 20. Finally, we let N 2 ¼ 0.25. For these choices of the parameters, we find numerically that (14) and (15) Note that P 0 2 ð0Þ is in fact positive; for example, if the cells' synaptic conductances at fv ¼ V 1 g come closer together such that Ds becomes less negative, then Dv also becomes less negative.
Finally, we need to estimate T 12 and T 22 , the (original) times at which the two trajectories cross the section fn ¼ N 2 g. Recall that cells 1 and 2 cross the first section fv ¼ V 1 g at times T 1 and T 1 þ D 1 , respectively. LetT 2 be the time of passage of cell 2 from fv ¼
Since n b > n a , it follows that the time of passage of cell 1 from fv ¼ V 1 g to fn ¼ N 2 g is greater thanT 2 . Hence, T 12 > T 1 þT 2 and, therefore,
D. The map P 3
The map P 3 : Dv ! e Dt computes the difference in the time of passage for trajectories from two different initial v values in the section fn ¼ N 2 g to return to the original section fv ¼ V 0 g. For this part of the flow, we assume that the synaptic and potassium currents have decayed away to negligible levels, as seen numerically. We note that during the initial portion of this part of the flow, the sodium current is also still negligible; however, it does begin to activate well before v reaches V 0 . We choose V 3 < V 0 so that the sodium current is negligible as long as v < V 3 and split the analysis into to two parts corresponding to before and after the sodium current has begun to activate.
As long as v < V 3 , v satisfies the equation
Solving this simple ODE and computing the time of passage
Recall that T 12 and T 22 denote the times when the two cells' trajectories cross the section fn ¼ N 2 g, respectively. From Eq. (18), it follows that the times at which cells 1 and 2 cross v ¼ V 3 are
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where Dv :¼ v 1 ðT 12 Þ À v 2 ðT 22 Þ < 0 and the denominator in the final expression is negative as well. If we write Dv ¼ mDt, with m < 0 since Dv < 0 < Dt, then we have expansion in the time metric if Remark: In our analysis, we neglected some effects that contribute to the numerical results. First, n 1 ðvÞ is not exactly constant, and its slope decreases T 12 and hence increases T 23 -T 13 , which works against expansion. On the other hand, the inhibitory current I syn to cell 1 is larger during the P 2 phase of the map than is the inhibitory current to cell 2 there, which makes Dv more negative and hence makes T 23 -T 13 more negative as well. These effects counteract each other and are quite minor compared to those we maintain in the analysis.
We claim that the time metric between the cells remains very close to invariant as they pass from fv ¼ V 3 g to fv ¼ V 0 g, completing the cycle. This implies that the expansion is maintained until the cells reach the section fv ¼ V 0 g. To prove our claim, we note that invariance must hold if both (v 1 , n 1 ) and (v 2 , n 2 ) lie on the same trajectory (i.e., if both trajectories cross the section fv ¼ V 3 g at exactly the same value of n, with negligible synaptic currents). While this last condition is not strictly met, we claim that the two trajectories (v 1 , n 1 ) and (v 2 , n 2 ) do, in fact, converge at an exponential rate to an invariant curve; in particular, the points where they cross fv ¼ V 3 g are exponentially close to each other.
Choose a value V 2 < V 3 such that the trajectories (v 1 , n 1 ) and (v 2 , n 2 ) both cross the section fv ¼ V 2 g while traveling from fn ¼ N 2 g to fv ¼ V 3 g. While the two trajectories travel from fv ¼ V 2 g to fv ¼ V 3 g, both voltage variables satisfy Eq. (17); moreover, the n variables satisfy n 0 ¼ / n ðn 1 ðvÞ À nÞ=s n ðvÞ:
It is not hard to show that two solutions of this last equation with different initial conditions are compressed at an exponential rate depending on the size of /=s n ðvÞ, as illustrated in an example in Figure 12 .
Note that, as defined, the first component of the map evaluated at the synchronous solution has a negative derivative less than À1, while the second and third have positive derivatives greater than 1. For example, a perturbation to the synchronous state that delays the trailing cell's threshold crossing (more positive Dt) causes the lead cell to experience a larger synaptic conductance on return to the silent phase (more negative Ds), causing that cell to drop to more negative voltages (more negative Dv) and fall farther behind the originally trailing cell (more negative e Dt).
V. EXPANSION AWAY FROM THE SYNCHRONOUS SOLUTION
We now demonstrate that the map P exhibits expansion for initial points some distance away from the synchronous solution. As before, we consider solutions that begin with both cells along the lower branch of C 0 with v 2 ð0Þ < v 1 ð0Þ ¼ V 0 . Suppose that the time metric between the cells is D; that is, v 2 ðDÞ ¼ V 0 . We will show that jP 0 ðDÞj > 1 if D is not too small or not too big. In particular, our analysis will yield conditions on parameters so that the antiphase solution is unstable.
If D is sufficiently large, then cell 2 does not jump up until after cell 1 jumps up and returns to the silent phase. In this case, as shown in Figure 13 , when cell 1 does jump up, the resulting inhibition causes cell 2 to "turn around" so that v 0 2 < 0 as long as v 1 is above threshold. Once cell 1 falls below threshold, the inhibition to cell 2 decays and eventually both cells return to near the synchronous trajectory C 0 with v 0 > 0. At some later time, cell 2 jumps up and it is now cell 1 that "turns around". When cell 2 falls below threshold, the inhibition to cell 1 decays and both cells return to near C 0 . We note that if D is not too large (e.g., regime 3 in Figure 8 ), then cell 1 is now ahead of cell 2 along C 0 so the cells maintain their orientation after a complete cycle.
Let t 1 denote the time cell 1 crosses the synaptic threshold or fires; that is, v 1 ðt 1 Þ ¼ h and v 1 ðtÞ < h for 0 < t < t 1 . Note that if there was no inhibition, then cell 2 would cross threshold at time t 1 þ D. However, because there is inhibition, the threshold crossing time for cell 2 is delayed. Denote this time as TðDÞ; that is, v 2 ðTðDÞÞ ¼ h and v 2 ðtÞ < h for 0 < t < TðDÞ. A key step in the analysis is the following Lemma, which requires certain conditions on the parameters to be satisfied. In particular, D cannot be too large or too small. These conditions are given below.
Lemma 1: TðDÞ À D is an increasing function of D. Remark: The time at which cell 2 would cross threshold with or without inhibition is TðDÞ or t 1 þ D, respectively. Therefore, the Lemma implies that the delay in threshold crossing due to inhibition is an increasing function of D.
Proof: Fix D a < D b and choose v a and v b so that if 
We assume that for t > T a , the inhibition has decayed sufficiently and both (v a , n a ) and (v b , n b ) have returned sufficiently close to C 0 so that the time metric from v b to v a remains invariant, at least until v a reaches threshold. From the relative positions of v b ðT a Þ and v b ðt 1 Þ and the subsequent time invariance, it follows that
which is what we need to show.
To complete the proof of the Lemma, it remains to prove our claim that v 1) is an increasing function of v. One can interpret this property as saying that the sodium current activates quickly enough. To simplify the analysis somewhat, we ignore the potassium current, since the activation variable n 4 is very small, and assume that n remains roughly constant during the relevant time interval. Let n 0 ¼ 1 -n. Then we need that 
This last equation gives precise conditions on parameters for when the Lemma holds. For our numerical example, we have that Eq. (23) is satisfied if À65 < v < À10. ( We now return to the analysis showing that the map P exhibits expansion for initial conditions away from the synchronous solution. We continue to use the same notation as in the proof of Lemma 1. Note that while the time t 1 at which cell 1 first reaches threshold does not depend on the initial position of cell 2 -that is, D a or D b -the time at which cell 1 returns to its initial position, on fv ¼ V 0 g, does. We denote this time as t 2 ðD a Þ or t 2 ðD b Þ, respectively. Let d a and d b be the time metric from v a ðt 2 ðD a ÞÞ and v b ðt 2 ðD b ÞÞ to V 0 , respectively (Figure 14(a) ). Then PðD a Þ ¼ d a and PðD b Þ ¼ d b . We wish to prove the following additional lemma, which will establish the instability of the antiphase solution. Lemma 2:
Remark: Once either (v a ,n a ) or ðv b ; n b Þ fires, cell 1 turns around with v 0 1 < 0 until cell 2 falls below threshold, after which cell 1 returns to near C 0 . As in the proof of Lemma 1, this causes a delay in how long it takes cell 1 to return to its initial position at v ¼ V 0 . Since v 1a ðTðD a ÞÞ < v 1b ðTðD b ÞÞ, one can show, as in the proof of Lemma 1, that the delay for v 1a is greater than the delay for v 1b . More precisely, suppose that the time it would take cell 1 to go from v 1b ðTðD b ÞÞ to V 0 if there was no inhibition is k b (Figure 14(b) ). With inhibition, the time it takes v 1b to reach V 0 is t 2 ðD b Þ À TðD b Þ (Figure 14(c) ). Hence, the delay for v 1b is t 2 ðD b Þ À TðD b Þ Àk b . On the other hand, if there is no inhibition, then the time it takes v 1a to reach V 0 is k b þ TðD b Þ À TðD a Þ and with inhibition the time it takes v 1a to reach V 0 is t 2 ðD a Þ À TðD a Þ (Figures 14(b) and 14(c) ). Hence, the delay for v 1a is t 2 ðD a Þ À TðD b Þ À k b . Since the delay for v 1a is greater than the delay for v 1b , we conclude that
Finally, note that the time metric between the final positions of v b and v a is
Applying Eq. (25) and Lemma 1 to Eq. (26), we conclude that
Thus, we have shown that Eq. (24) holds and the proof of the Lemma, and hence of the instability of the antiphase solution, is complete. ( This analysis demonstrates that a key ingredient determining the instability of the antiphase solution is the activation of the sodium current. In particular, formula (23) suggests that in order for the antiphase solution to be unstable, the parameter r m must be sufficiently large. In order to confirm whether this is indeed the case, we computed the second iterate of the reduced map; the antiphase solution corresponds to a fixed point of this second iterate map and one can determine the stability of the antiphase solution by computing the derivative of the second iterate map at this fixed point. In Figure 15 (A), we plot the second iterate map for different values of r m . Note that the antiphase solution is stable for r m ¼ 9; 9:25 and 9.5; however, it is unstable for r m ¼ 9:75 and 10, consistent with our analysis. In Figure 15 (b), we fix r m ¼ 9 and vary g syn . As expected, the antiphase solution is stable if g syn is sufficiently small (less than approximately 0.4), but the antiphase solution becomes unstable and chaotic dynamics emerge for sufficiently large (but not too large) values of g syn . We note that simulations of the map predict that the antiphase solution is always unstable for the default value of r m ¼ 10.
VI. DEPENDENCE ON PARAMETERS AND LARGER NETWORKS
The analysis of the one-dimensional map, P, in Sec. IV identifies key parameters that affect the stability of synchronous solutions of model (1). In this section, we systematically vary these parameters and compute the map numerically, using MATLAB, XPPAUT (http://www.pitt.edu/~phase), and Snnet. 40 In particular, we focus on the strength and decay rate of synaptic inhibition (g syn , b), the reversal potential of the leak current (v L ), and the slope of the sodium current activation curve ðr m Þ. We demonstrate that parameter choices for which the map predicts expansion of synchronous solutions lead to irregular activity in simulations of two-cell and 100-cell networks.
We compute a reduced map as described previously for Figure 16 ), the relative lack of structure in the crosscorrelograms indicates that the synchronous solution is not stable. The corresponding irregular firing pattern is consistent with the expansion predicted by our analyses.
Over the range of r m values considered here (see the top right panel of Figure 16 ), jP 0 ð0Þj > 1 and so the synchronous solution is always unstable. The cross-correlogram with r m ¼ 9:5 (middle right panel of Figure 16 ) has symmetric peaks centered around, but not at, a time shift of zero milliseconds. This structure indicates that the antiphase solution is stable, as predicted by analysis of the second iterate map shown in Figure 15 (a). When r m ¼ 10:5 (bottom right panel of Figure 16 ), both the synchronous and antiphase solutions are unstable and the cross-correlogram reflects irregular firing of the two cells.
The ability of synaptic inhibition to induce uncorrelated spiking activity is even more evident in simulations of larger networks. Typical measures of uncorrelated activity in spike time recordings from the basal ganglia and prefrontal cortex include a lack of cross-correlations in spike times, exponentially distributed interspike intervals (ISIs), and ISI coefficients of variation (CVs) near unity. These characteristics are exhibited by five randomly chosen cells from a 100-cell network simulation (see Figure 17) .
We also note that a relationship between irregular firing and g syn is still detectable in the presence of voltage noise. Stochastic simulations of two-cell networks were performed using the Euler-Maruyama method. As g syn is increased from 0 to 0.2, the autocorrelation in spike times decreases, indicating an increase in irregular activity (top row of Figure 18 ). However, after a certain point, further increasing g syn (e.g., from 0.3 to 0.5) decreases irregularity (bottom row of Figure 18 ). In the deterministic system, g syn ¼ 0.5 gives a suppressed solution where only one cell fires.
VII. DISCUSSION
We have presented a Hodgkin-Huxley-type conductancebased model for inhibitory networks that exhibits irregular, uncorrelated activity patterns. The model is minimal in the sense that it contains only those currents required for irregular dynamics. However, this behavior also arises in other more complex Hodgkin-Huxley-like equations, such as the WangBuzsaki and Destexhe-Par e models, 29, 30 which share features underlying the chaotic behavior in the model we consider.
By analyzing a one-dimensional map, we were able to derive rather precise conditions on parameters for when chaotic dynamics emerges in the two-cell network. In particular, the analysis yields explicit formulas for the derivative of the map at points corresponding to both the synchronous and the antiphase solutions. The full map was defined as the composition of three separate maps, each determining the dynamics of the solution during different portions of its trajectory through phase space. Interestingly, different parameters control the expansion of solutions during different portions of the cells' trajectories. In particular, during the spike, expansion depends on the strength, g syn and decay rate, b, of synaptic inhibition. During the most hyperpolarized portion of the cells' trajectories, expansion depends on the interplay between the decay of synaptic inhibition and the decay of potassium activation. Finally, during the recovery phase, expansion depends primarily on the leak current and the activation of the sodium current.
Chaotic dynamics typically requires three ingredients: expansion, folding, and contraction. 34, 35, 41 In our model, as 
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Terman, Rubin, and Diekman Chaos 23, 046110 (2013) described above, expansion between trajectories arises during both the spiking and hyperpolarized portions of each cycle. This expansion is due to differences in the synaptic inputs that the two cells receive as they traverse certain regions of the (v, n) phase space and occurs as long as the ratio of the rates at which the synapse decays and the potassium current deactivates is in an appropriate range. Additional expansion can also happen during the recovery phase due to properties of sodium activation. A form of folding also results from these effects, in that differences in timing of inhibition to the two cells can cause the leading cell to experience more potassium activation than the trailing cell, which causes the leading cell to become more hyperpolarized than the trailing cell and thus fall behind. Another form of folding arises each time a new inhibitory input impacts a recovering cell and causes its trajectory to fold back to more hyperpolarized voltages. Due to these folding effects, the cells may take turns firing on some cycles, while during other time periods, a cell may fire two or more spikes while the other cell remains silent; in terms of the map P, if D > 0, then it is possible for either PðDÞ > 0 or PðDÞ < 0 to result. We note that a contribution of such orientation switching to irregularity has been noted previously, 42 but there it occurred in transient activity in a large network, integrate-and-fire setting that is very different to what we have studied. Finally, contraction arises in our model because trajectories corresponding to each cell must approach very close to the synchronous trajectory, C 0 , during the recovery phase (the P 3 component of the map). This contraction preserves any expansion between trajectories that occurs in earlier parts of the cycle. There have been numerous previous studies of reciprocal synaptic inhibition between spiking neurons. 33 These studies often considered reduced models, and they provided important insights into how the intrinsic and synaptic properties of the neurons involved interact to generate a variety of phase-locked states, including synchronous firing, antiphase behavior and almost in-phase oscillations. 33 It is not clear, however, how these previous reduced models can generate the robust uncorrelated dynamics that we have described. For example, in models based on relaxation oscillators, the jump up and jump down between the silent and active phases correspond to nearly horizontal trajectory paths in the (v, n) phase plane. For this reason, two cells coupled by inhibition must always maintain their orientation as they move around in phase space and it is not at all clear how the "folding" required for chaotic behavior can arise in these models. Other papers have considered integrate-and-fire type models, which typically ignore the dynamics of the spike and subsequent repolarization, two ingredients that we have demonstrated are essential for irregular spiking activity. We note that previous studies have demonstrated that the properties of spikes can contribute to the existence and stability of phase-locked activity patterns. 43, 44 The stability of phase-locked patterns in coupled networks has also been studied using the phase resetting curve (PRC). 33 Although this approach was initially developed to analyze models with weak coupling, several authors have extended the PRC method to cases in which the coupling is not weak. 38, 45 In particular, our results complement and extend those of previous papers that have used PRC methods to study phase-locked solutions of mutually coupled inhibitory neurons in which there are alternations in the firing order of the two cells. Maran 33 and demonstrated the emergence of 2:2 phase-locked states in which the firing order changes every cycle. Oh and Matveev 39 extended these results to show that alternating-order firing (sometimes called leap-frog spiking) may arise in a general class of inhibitory networks of type-I oscillators, as is the case for the model considered here. Using phase-plane methods, similar to those used in this paper, they noted that the alternating firing is closely related to the fast kinetics of K þ channels relative to the rate of change of the membrane potential during the quiescent phase of a cell's trajectory. As shown in Figure 1 , this is the case for our model. Both of these earlier papers showed numerically that chaotic dynamics can arise for moderate levels of the synaptic coupling strength. Here, we study the chaotic dynamics analytically and derive precise conditions on parameters for when such dynamics exist. In order to use the PRC approach described in the previous papers, 38, 39 one needs to compute a phase-resetting curve (or spike-time response curve) over a range of values of g syn . Moreover, the analysis of phase-locked states reduces to finding a fixed point of a possibly large system of algebraic equations; the stability analysis consists of computing roots of a corresponding characteristic equation. Here, we have reduced the full dynamics to a single 1-dimensional map and we have made no assumptions on the firing order of the two cells.
To define the one dimensional reduced map, we needed to assume that the synaptic variables decay very close to zero during consecutive action potentials. For this reason, we chose the synaptic decay rate, b ¼ 1 msec À1 , to be sufficiently large. However, inhibitory GABA A synapses decay at a significantly slower rate. Numerical simulations with b ¼ :18 msec À1 demonstrate that the assumption that the synaptic variables decay sufficiently between consecutive action potentials is no longer valid, and one can no longer define the one-dimensional map. However, the simulations also demonstrate that in this case, the dynamics appears to be even more complex, so other mechanisms leading to chaotic behavior come into play. This would be an interesting issue to consider in future studies.
Irregular activity has also been considered in other types of networks, including those based on recurrent excitation and excitatory-inhibitory interactions. For example, theoretical analysis has established conditions for stability of the asynchronous state in these other types of networks; however, this analysis has been done for very large networks with sparse coupling. [23] [24] [25] [26] [27] [28] Moreover, these studies do not elucidate how the intrinsic properties of the neurons' ionic currents contribute to irregular dynamics. An effect that has been found to produce irregular activity in a reciprocally connected pair of model neurons is shear-induced chaos. 41, 46 Like the mechanisms we have analyzed, shear-induced chaos involves perturbation from an underlying oscillation and yields dynamics not predicted from the infinitesimal PRC. The phenomenon we study differs from that considered in these previous studies in several ways, however. In our system, the mechanisms that conspire to produce irregularity are distributed in a complex way over the extent of an oscillation, the perturbations are generated from within the system itself rather than being applied externally, the perturbing inputs do not turn off instantaneously, and the resulting irregularity is robust over an interval of coupling strengths.
While uncorrelated neuronal activity has been observed in a variety of brain regions, mechanisms underlying this uncorrelated activity are poorly understood. A detailed analysis and classification of how uncorrelated and irregular activity patterns can arise in a general class of biologically-based model networks may be very useful for understanding the origins of uncorrelated firing in some of these brain areas and for interventions aimed at switching firing patterns there. For example, uncorrelated activity occurs under normal resting conditions in the inhibitory globus pallidus network in the basal ganglia. In parkinsonian states in which dopamine are depleted within the basal ganglia, however, such activity is replaced by significantly more correlated firing.
1,2,5-7 A variety of experiments have demonstrated that dopamine may have multiple effects on the firing properties of neurons within these nuclei. In particular, dopamine may alter the strengths of their inhibitory synapses [47] [48] [49] [50] and may modulate the activation of certain sodium currents. 51 Our analysis shows that changing parameters in the model corresponding to each of these processes may switch the network activity between phaselocked spiking and uncorrelated states. The analysis we have presented may therefore offer useful insights into how parkinsonian conditions lead to abnormally high correlations in activity within the globus pallidus, which in turn could influence activity downstream from the globus pallidus and throughout the basal ganglia-thalamo-cortical network. [52] [53] [54] 
