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Abstract
An abstract topological graph (briefly an AT-graph) is a pair A = (G,X ) where G =
(V,E) is a graph and X ⊆
(
E
2
)
is a set of pairs of its edges. The AT-graph A is simply
realizable if G can be drawn in the plane so that each pair of edges from X crosses exactly
once and no other pair crosses. We show that simply realizable complete AT-graphs are
characterized by a finite set of forbidden AT-subgraphs, each with at most six vertices.
This implies a straightforward polynomial algorithm for testing simple realizability of
complete AT-graphs, which simplifies a previous algorithm by the author. We also show
an analogous result for independent Z2-realizability, where only the parity of the number
of crossings for each pair of independent edges is specified.
1 Introduction
A topological graph T = (V (T ), E(T )) is a drawing of a graph G in the plane such that
the vertices of G are represented by a set V (T ) of distinct points and the edges of G are
represented by a set E(T ) of simple curves connecting the corresponding pairs of points. We
call the elements of V (T ) and E(T ) the vertices and the edges of T , respectively. The drawing
has to satisfy the following general position conditions: (1) the edges pass through no vertices
except their endpoints, (2) every pair of edges has only a finite number of intersection points,
(3) every intersection point of two edges is either a common endpoint or a proper crossing
(“touching” of the edges is not allowed), and (4) no three edges pass through the same crossing.
A topological graph or a drawing is simple if every pair of edges has at most one common
point, which is either a common endpoint or a crossing. Simple topological graphs appear
naturally as crossing-minimal drawings: it is well known that if two edges in a topological
graph have more than one common point, then there is a local redrawing that decreases the
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total number of crossings. A topological graph is complete if it is a drawing of a complete
graph.
An abstract topological graph (briefly an AT-graph), a notion introduced by Kratochv´ıl,
Lubiw and Nesˇetrˇil [14], is a pair (G,X ) where G is a graph and X ⊆
(
E(G)
2
)
is a set of pairs
of its edges. Here we assume that X consists only of independent (that is, nonadjacent) pairs
of edges. For a simple topological graph T that is a drawing of G, let XT be the set of pairs
of edges having a common crossing. A simple topological graph T is a simple realization of
(G,X ) if XT = X . We say that (G,X ) is simply realizable if (G,X ) has a simple realization.
An AT-graph (H,Y) is an AT-subgraph of an AT-graph (G,X ) if H is a subgraph of G
and Y = X ∩
(
E(H)
2
)
. Clearly, a simple realization of (G,X ) restricted to the vertices and
edges of H is a simple realization of (H,Y).
We are ready to state our main result.
Theorem 1. Every complete AT-graph that is not simply realizable has an AT-subgraph on
at most six vertices that is not simply realizable.
We also show that AT-subgraphs with five vertices are not sufficient to characterize simple
realizability.
Theorem 2. There is a complete AT-graph A with six vertices such that all its complete
AT-subgraphs with five vertices are simply realizable, but A itself is not.
Theorems 1 and 2 are proved in Sections 4 and 3, respectively.
Theorem 1 implies a straightforward polynomial algorithm for simple realizability of com-
plete AT-graphs, running in time O(n6) for graphs with n vertices. It is likely that this
running time can be improved relatively easily. However, compared to the first polynomial
algorithm for simple realizability of complete AT-graphs [17], the new algorithm may be more
suitable for implementation and for practical applications, such as generating all simply re-
alizable complete AT-graphs of given size or computing the crossing number of the complete
graph [5, 20]. On the other hand, the new algorithm does not directly provide the drawing
itself, unlike the original algorithm [17]. The explicit list of realizable AT-graphs on six ver-
tices can be generated using the database of small simple complete topological graphs created
by A´brego et al. [1].
For general noncomplete graphs, no such finite characterization by forbidden AT-subgraphs
is possible. Indeed, in the special case when X is empty, the problem of simple realizability
is equivalent to planarity, and there are minimal nonplanar graphs of arbitrarily large girth;
for example, subdivisions of K5. Moreover, simple realizability for general AT-graphs is NP-
complete, even when the underlying graph is a matching [13, 15]. See [17] for an overview of
other similar realizability problems.
The proof of Theorem 1 is based on the polynomial algorithm for simple realizability of
complete AT-graphs from [17]. The main idea is very simple: every time the algorithm rejects
the input, it is due to an obstruction of constant size.
Theorem 1 is an analogue of a similar characterization of simple monotone drawings of
Kn by forbidden 5-tuples, and pseudolinear drawings of Kn by forbidden 4-tuples [4].
A´brego et al. [1, 2] independently verified that simple complete topological graphs with up
to nine vertices can be characterized by forbidden rotation systems of five-vertex subgraphs;
see Section 2 for the definition. They conjectured that the same characterization is true for
all simple complete topological graphs [2]. This conjecture now follows by combining their
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result for six-vertex graphs with Theorem 1. This gives a finite characterization of realizable
abstract rotation systems defined in [18, Sect. 3.5], where it was also stated that such a
characterization was not likely [18, p. 739]. The fact that only 5-tuples are sufficient for
the characterization by rotation systems should perhaps not be too surprising, as rotation
systems characterize simple drawings of Kn more economically, using only O(n
2 log n) bits,
whereas AT-graphs need Θ(n4) bits.
In Section 5 we show a construction of two simple curves related to the picture hanging
puzzles studied by Demaine et al. [6], which could be of independent interest. The construction
provides infinitely many irreducible configurations responsible for multiple crossings of two
curves, using an arbitrary number of “nails” restricting the movement of the curves, and
minimal in the sense that after removing an arbitrary nail, it is possible to eliminate all the
crossings by a continuous deformation of the curves.
Independent Z2-realizability
A topological graph T is an independent Z2-realization of an AT-graph (G,X ) if X is the set
of pairs of independent edges that cross an odd number of times in T . We say that (G,X ) is
independently Z2-realizable if (G,X ) has an independent Z2-realization.
Clearly, every simple realization of an AT-graph is also its independent Z2-realization.
The converse is not true, since every simple realization of K4 has at most one crossing, but
there are independently Z2-realizable AT-graphs (K4,X ) with |X | = 2 or |X | = 3. Thus,
independent Z2-realizability is only a necessary condition for simple realizability. However,
independent Z2-realizability of arbitrary AT-graphs can be tested in polynomial time since
it is equivalent to the solvability of a system of linear equations over Z2; see Section 6 for
details.
Independent Z2-realizability has been usually considered only in the special case when
X = ∅. In this case, for every graph G, the AT-graph (G, ∅) has an independent Z2-realization
if and only if (G, ∅) has a simple realization, and this is equivalent to G being planar. This fact
is known as the (strong) Hanani–Tutte theorem [9, 28]. A related concept, the independent
odd crossing number of a graph G, iocr(G), measuring the minimum cardinality of X for
which (G,X ) has an independent Z2-realization, has been introduced by Sze´kely [27]. The
asymptotic value of iocr(Kn) is not known, and computing iocr(G) for a general graph G is
NP-complete [21]. See Schaefer’s survey [25] for more information.
We call an AT-graph (G,X ) even (or an even G) if |X | is even, and odd (or an odd G) if |X |
is odd. The following theorem is an analogue of Theorem 1 for independent Z2-realizability.
Theorem 3. Every complete AT-graph that is not independently Z2-realizable has an AT-
subgraph on at most six vertices that is not independently Z2-realizable. More precisely, a
complete AT-graph is independently Z2-realizable if and only if it contains no even K5 and
no odd 2K3 as an AT-subgraph.
Theorem 3 is proved in Section 6, where we also show that AT-subgraphs with five vertices
are not sufficient to characterize independently Z2-realizable complete AT-graphs.
Theorem 3 again implies a straightforward algorithm for independent Z2-realizability of
complete AT-graphs, running in time O(n6) for graphs with n vertices. This is slightly better
compared to the algebraic algorithm, which essentially consists of solving a system of Θ(n4)
equations with Θ(n3) variables; see Section 6. The algorithm by Jeannerod [12] solves such a
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system in time O(n3ω+1), where O(nω) is the complexity of multiplication of two square n×n
matrices. The best current algorithms for matrix multiplication give ω < 2.3729 [19, 29].
2 Preliminaries
For a topological graph T and a subset U ⊆ V (T ), by T [U ] we denote the topological subgraph
of T induced by U . Analogously, for an AT-graph A = (G,X ) and a subset U ⊆ V (G), by
A[U ] we denote the induced AT-subgraph (G[U ],X ∩
(
E(G[U ])
2
)
).
A face of a topological graph T is a connected component of the set R2 \
⋃
E(T ).
Simple topological graphs G and H are weakly isomorphic if they are simple realizations
of the same abstract topological graph. Topological graphs G and H are isomorphic if and
only if there exists a homeomorphism of the sphere that transforms G into H.
The rotation of a vertex v in a topological graph is the clockwise cyclic order in which
the edges incident with v leave the vertex v. The rotation system of a topological graph is
the set of rotations of all its vertices. Similarly we define the rotation of a crossing x of edges
uv and yz as the clockwise order in which the four parts xu, xv, xy and xz of the edges uv
and yz leave the point x. Note that each crossing has exactly two possible rotations. We
will represent the rotation of a vertex v as an ordered sequence of the other endpoints of the
edges incident with v. Similarly, we will represent the rotation of a crossing x as an ordered
sequence of the four endpoints of the edges incident with x.
The extended rotation system of a topological graph is the set of rotations of all its vertices
and crossings.
Assuming that T and T ′ are drawings of the same abstract graph, we say that their
rotation systems are inverse if for each vertex v ∈ V (T ), the rotation of v and the rotation of
the corresponding vertex v′ ∈ V (T ′) are inverse cyclic permutations. If T and T ′ are weakly
isomorphic simple topological graphs, we say that their extended rotation systems are inverse
if their rotation systems are inverse and, in addition, for every crossing x in T , the rotation of
x and the rotation of the corresponding crossing x′ in T ′ are inverse cyclic permutations. For
example, if T ′ is a mirror image of T , then T and T ′ have inverse extended rotation systems.
We say that two cyclic permutations of sets A,B are compatible if they are restrictions of
a common cyclic permutation of A ∪B.
Simple complete topological graphs have the following key property.
Proposition 4. [8, 17]
(1) If two simple complete topological graphs are weakly isomorphic, then their extended
rotation systems are either the same or inverse.
(2) For every edge e of a simple complete topological graph T and for every pair of edges
f, f ′ ∈ E(T ) that have a common endpoint and cross e, the AT-graph of T determines
the order of crossings of e with the edges f, f ′.
By inspecting simple drawings of K4, it can be shown that the converse of Proposition 4
also holds: the rotation system of a simple complete topological graph determines which pairs
of edges cross [16, 23].
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Figure 1: Simple realizations of all six complete subgraphs of A with five vertices.
3 Proof of Theorem 2
We use the shortcut ij to denote the edge {i, j}. Let A = ((V,E),X ) be the complete
AT-graph with vertex set V = {0, 1, 2, 3, 4, 5} and with
X = {{02, 13}, {02, 14}, {02, 15}, {02, 35}, {03, 14}, {03, 15}, {03, 24}, {04, 15},
{04, 25}, {04, 35}, {13, 24}, {24, 35}, {35, 14}, {14, 25}, {25, 13}}.
Every complete AT-subgraph of A with five vertices is simply realizable; see Figure 1.
Now we show that A is not simply realizable. Suppose that T is a simple realization of
A. Without loss of generality, assume that the rotation of 5 in T [{1, 2, 3, 5}] is (1, 2, 3). By
Proposition 4 and by the first drawing in Figure 1, the rotation of 5 in T [{1, 2, 3, 4, 5}] is
(1, 2, 3, 4), since the inverse would not be compatible with (1, 2, 3). Similarly, by the second
drawing in Figure 1 the rotation of 5 in T [{0, 2, 3, 4, 5}] is (2, 3, 0, 4), since the inverse would
not be compatible with (1, 2, 3, 4). By the third drawing in Figure 1, the rotation of 5
in T [{0, 1, 3, 4, 5}] is (0, 1, 3, 4) or (0, 4, 3, 1), but neither of them is compatible with both
(1, 2, 3, 4) and (2, 3, 0, 4); a contradiction.
4 Proof of Theorem 1
Let A = (Kn,X ) be a given complete abstract topological graph with vertex set [n] =
{1, 2, . . . , n}. The algorithm from [17] for deciding simple realizability of A has the following
three main steps: computing the rotation system, determining the homotopy class of every
edge with respect to the edges incident with one chosen vertex v, and computing the number
of crossings of every pair of edges in a crossing-optimal drawing with the rotation system and
homotopy class fixed from the previous steps. We follow the algorithm and analyze each step
in detail.
Step 1: computing the extended rotation system
This step is based on the proof of Proposition 4; see [17, Proposition 3].
1a) Realizability of 5-tuples
For every 5-tuple Q of vertices of A, the algorithm tests whether A[Q] is simply realizable.
If not, then the 5-tuple certifies that A is not simply realizable. If A[Q] is simply realizable,
then by Proposition 4, the algorithm computes a rotation system R(Q) such that the rotation
system of every simple realization of A[Q] is either R(Q) or the inverse of R(Q).
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Figure 2: Triangulating a cycle in G. The vertices in the first row represent the vertices
F1, . . . , Fi of the original cycle K, the vertices in the second row represent the vertices
F ′2, . . . , F
′
i−2.
1b) Orienting 5-tuples
For every 5-tuple Q ⊆ [n], the algorithm selects an orientation Φ(R(Q)) of R(Q) so that for
every pair of 5-tuples Q,Q′ ⊆ [n] having four common vertices and for each x ∈ Q ∩Q′, the
rotations of x in Φ(R(Q)) and Φ(R(Q′)) are compatible. If there is no such orientation map
Φ, the AT-graph A is not simply realizable. We show that in this case there is a set S of six
vertices of A that certifies this.
Let Q1, Q2 be two 5-tuples with four common elements, let R1 be a rotation system on
Q1 and let R2 be a rotation system on Q2. We say that R1 and R2 are compatible if for every
x ∈ Q1 ∩Q2, the rotations of x in R1 and R2 are compatible.
Let G be the graph with vertex set
([n]
5
)
and edge set consisting of those pairs {Q,Q′}
whose intersection has size 4. For every edge {Q,Q′} of G, at most one orientation of R(Q′) is
compatible with R(Q). If no orientation of R(Q′) is compatible with R(Q), then the 6-tuple
S = Q∪Q′ certifies that A is not simply realizable. We may thus assume that for every edge
{Q,Q′} of G, exactly one orientation of R(Q′) is compatible with R(Q). Let E be the set of
those edges {Q,Q′} of G such that R(Q) and R(Q′) are not compatible.
Call a setW ⊆
([n]
5
)
orientable if there is an orientation map Φ assigning to every rotation
system R(Q) with Q ∈ W either R(Q) itself or its inverse (R(Q))−1, such that for every pair
of 5-tuples Q,Q′ ∈ W with |Q ∩ Q′| = 4, the rotation systems Φ(R(Q)) and Φ(R(Q′)) are
compatible.
Lemma 5. If
([n]
5
)
is not orientable, then there is a 6-tuple S ⊆ [n] such that
(
S
5
)
is not
orientable.
Proof. Clearly,
([n]
5
)
is not orientable if and only if G has a cycle with an odd number of edges
from E . Call such a cycle a nonorientable cycle. We claim that if G has a nonorientable cycle,
then G has a nonorientable triangle. Let C(G) be the cycle space of G. The parity of the
number of edges of E in K ∈ C(G) is a linear form on C(G). Hence, to prove our claim, it is
sufficient to show that C(G) is generated by triangles.
Suppose that K = F1F2 . . . Fk, with k ≥ 4, is a shortest cycle in G that is not a sum of
triangles in C(G). Then K is an induced cycle in G, that is, |Fi ∩Fj| ≤ 3 if 2 ≤ |i− j| ≤ k− 2.
Let z ∈ F1 \ F2. Then z ∈ Fk, otherwise |Fk ∩ F1 ∩ F2| = 4. Let i be the smallest index such
that i ≥ 3 and z ∈ Fi. We have i ≥ 4, otherwise |F1 ∩ F3| = |(F1 ∩ F2 ∩ F3) ∪ {z}| = 4. For
every j ∈ {2, . . . , i − 2}, let F ′j = (Fj ∩ Fj+1) ∪ {z}. Then K is the sum of the closed walk
K′ = F1F
′
2 . . . F
′
i−2Fi . . . Fk and the triangles F1F2F
′
2, Fi−1FiF
′
i−2, FjFj+1F
′
j for j = 2, . . . , i−2
and Fj+1F
′
jF
′
j+1 for j = 2, . . . , i− 3; see Figure 2. Since the length of K
′ is k − 1, we have a
contradiction with the choice of K′.
Let Q1Q2Q3 be a nonorientable triangle in G. The 5-tuples Q1, Q2, Q3 have either three
or four common elements. Suppose that |Q1∩Q2∩Q3| = 4 and let {u, v, w, z} = Q1∩Q2∩Q3.
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Then we may orient the rotation systems R(Q1),R(Q2) and R(Q3) so that the rotation of u
in each of the orientations is compatible with (v,w, z). This implies that the rotations of u in
the resulting rotation systems are pairwise compatible. Thus, the resulting rotation systems
are pairwise compatible, a contradiction. Hence, we have |Q1 ∩Q2 ∩Q3| = 3, which implies
that |Q1 ∪Q2 ∪Q3| = 6. Setting S = Q1 ∪Q2 ∪Q3, the set
(
S
5
)
is not orientable.
If
([n]
5
)
is orientable, there are exactly two possible solutions for the orientation map. We
will assume that the rotation of 1 in Φ(R({1, 2, 3, 4, 5})) is compatible with (2, 3, 4), so that
there is at most one solution Φ.
1c) Computing the rotations of vertices
Having oriented the rotation system of every 5-tuple, the algorithm now computes the rotation
of every x ∈ [n], as the cyclic permutation compatible with the rotation of x in every Φ(R(Q))
such that x ∈ Q ∈
([n]
5
)
. We show that this is always possible.
Lemma 6. Let k ≥ 4. For every F ∈
([k+1]
k
)
, let piF be a cyclic permutation of F such that
for every pair F,F ′ ∈
([k+1]
k
)
, the cyclic permutations piF and pi
′
F are compatible. Then there
is a cyclic permutation pi[k+1] of [k + 1] compatible with all the cyclic permutations piF with
F ∈
([k+1]
k
)
.
Proof. We may assume that pi[k] = (1, 2, . . . , k). For i ∈ [k], let Fi = [k + 1] \ {i}. Since
Fi ∩ [k] = [k] \ {i}, the cyclic permutation piFi is compatible with (1, 2, . . . , i− i, i+ 1, . . . , k).
The only freedom is thus in the position of the element k+1. Since piF1 and piF3 are compatible
and k ≥ 4, it is not possible that piF1 = (k + 1, 2, 3, 4, . . . , k) and piF3 = (1, 2, k + 1, 4, . . . , k)
simultaneously. Hence, in at least one of the cyclic permutations piF1 , piF3 , the position of
k + 1 is between two adjacent elements i, i + 1 of the cycle (1, 2, . . . , k) (counting mod k).
From the compatibility condition, all the other permutations pij are now uniquely determined
and they are all compatible with the cyclic permutation (1, 2, . . . , i, k + 1, i+ 1, . . . , k).
Let x ∈ [n]. For every F ∈
([n]\{x}
4
)
, let piF be the rotation of x in Φ(R(F ∪ {x})).
For every pair F,F ′ ∈
([n]\{x}
4
)
with |F ∩ F ′| = 3, the cyclic permutations piF and piF ′ are
compatible. Let k ≥ 4 and suppose that for every F ∈
([n]\{x}
k
)
, we have a cyclic permutation
piF of F such that for every pair F,F
′ ∈
([n]\{x}
k
)
with |F ∩F ′| = k−1, the cyclic permutations
piF and piF ′ are compatible. By Lemma 6, for every Q ∈
([n]\{x}
k+1
)
there is a cyclic permutation
piQ compatible with every piF such that F ∈
(
Q
k
)
. Moreover, for every pair Q,Q′ ∈
([n]\{x}
k+1
)
with |Q ∩ Q′| = k, the cyclic permutations piQ and piQ′ are compatible since they are both
compatible with piQ∩Q′. By induction, there is a cyclic permutation of [n] \ {x} that is
compatible with every piF such that F ∈
([n]\{x}
4
)
. This cyclic permutation is the rotation of
x.
1d) Computing the rotations of crossings
For every pair of edges {{u, v}, {x, y}} ∈ X , the algorithm determines the rotation of their
crossing from the rotations of the vertices u, v, x, y. This finishes the computation of the
extended rotation system.
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Step 2: determining the homotopy classes of the edges
Let v be a fixed vertex of A and let S(v) be a topological star consisting of v and all the
edges incident with v, drawn in the plane so that the rotation of v agrees with the rotation
computed in the previous step. For every edge e = xy of A not incident with v, the algorithm
computes the order of crossings of e with the subset Ev,e of edges of S(v) that e has to
cross. By Proposition 4 (2), the five-vertex AT-subgraphs of A determine the relative order
of crossings of e with every pair of edges of Ev,e. Define a binary relation ≺x,y on Ev,e so
that vu ≺x,y vw if the crossing of e with vu is closer to x than the crossing of e with vw. If
≺x,y is acyclic, it defines a total order of crossings of e with the edges of Ev,e. If ≺x,y has a
cycle, then it also has an oriented triangle vu1, vu2, vu3. This means that the AT-subgraph
of A induced by the six vertices v, u1, u2, u3, x, y is not simply realizable.
We recall that the homotopy class of a curve ϕ in a surface Σ relative to the boundary of
Σ is the set of all curves that can be obtained from ϕ by a continuous deformation within Σ,
keeping the boundary of Σ fixed pointwise.
We define the homotopy class of e using the following combinatorial data: the set Ev,e,
the total order ≺x,y in which the edges of Ev,e cross e, the rotations of these crossings, and the
rotations of the vertices x and y. Consider the star S(v) drawn on the sphere. Cut circular
holes around the points representing all the vertices except v, and let Σ be the resulting
surface with boundary. Let xe and ye be fixed points on the boundaries of the two holes
around x and y, respectively, so that the orders of these points corresponding to all the edges
of A on the boundaries of the holes agree with the computed rotation system. Draw a curve
ϕe with endpoints xe and ye satisfying all the combinatorial data of e. Now the homotopy
class of e is defined as the homotopy class of ϕe in Σ relative to the boundary of Σ.
Step 3: computing the minimum crossing numbers
For every pair of edges e, f , let cr(e, f) be the minimum possible number of crossings of two
curves from the homotopy classes of e and f . Similarly, let cr(e) be the minimum possible
number of self-crossings of a curve from the homotopy class of e. The numbers cr(e, f) and
cr(e) can be computed in polynomial time in any 2-dimensional surface with boundary [3, 26].
In our special case, the algorithm is relatively straightforward [17].
We use the key fact that from the homotopy class of every edge, it is possible to choose
a representative such that the crossing numbers cr(e, f) and cr(e) are all realized simultane-
ously [17]. This is a consequence of the following facts.
Lemma 7. [11] Let γ be a curve on an orientable surface S with endpoints on the boundary
of S that has more self-intersections than required by its homotopy class. Then there is a
singular 1-gon or a singular 2-gon bounded by parts of γ.
Here a singular 1-gon of a curve γ : [0, 1] → S is an image γ[α] of an interval α ⊂ [0, 1]
such that γ identifies the endpoints of α and the resulting loop is contractible in S. A singular
2-gon of γ is an image of two disjoint intervals α, β ⊂ [0, 1] such that γ identifies the endpoints
of α with the endpoints of β and the resulting loop is contractible in S.
Lemma 8. [7, 11] Let C1 and C2 be two simple curves on a surface S such that the endpoints
of C1 and C2 lie on the boundary of S. If C1 and C2 have more intersections than required by
their homotopy classes, then there is an innermost embedded 2-gon between C1 and C2, that
is, two subarcs of C1 and C2 bounding a disc in S whose interior is disjoint with C1 and C2.
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Figure 3: A drawing of a “typical” edge wawb and the star S(v).
Whenever there is a singular 1-gon, a singular 2-gon, or an innermost embedded 2-gon in
a system of curves on S, it is possible to eliminate the 1-gon or 2-gon by a homotopy of the
corresponding curves, which decreases the total number of crossings.
For the rest of the proof, we fix a drawing D of A such that its rotation system is the
same as the rotation system computed in Step 1, the edges of S(v) do not cross each other,
every other edge is drawn as a curve in its homotopy class computed in Step 2, and under
these conditions, the total number of crossings is the minimum possible. Then every edge
f of S(v) crosses every other edge e at most once, and this happens exactly if {e, f} ∈ X .
Moreover, for every pair of edges e1, e2 not incident with v, the corresponding curves in D
cross exactly cr(e1, e2) times, and the curve representing e1 has cr(e1) self-crossings. Hence,
A is simply realizable if and only if all the edges e1, e2 not incident with v satisfy cr(e1) = 0,
cr(e1, e2) ≤ 1, and cr(e1, e2) = 1⇔ {e1, e2} ∈ X . Moreover, if A is simply realizable, then D
is a simple realization of A.
3a) Characterization of the homotopy classes
Let w1, w2, . . . , wn−1 be the vertices of A adjacent to v and assume that the rotation of v
is (w1, w2, . . . , wn−1). Let wawb be an edge such that 1 ≤ a < b ≤ n − 1. Since every AT-
subgraph of A with four or five vertices is simply realizable, we have the following conditions
on the homotopy class of wawb. Refer to Figure 3.
Observation 9. Suppose that {wawb, vwc} ∈ X ; that is, vwc ∈ Ev,wawb. If a < c < b, then
the rotation of the crossing of wawb with vwc is (wa, wc, wb, v). If c < a or b < c, then the
rotation of the crossing is (wb, wc, wa, v).
Observation 9 implies that the homotopy class of the edge wawb is determined by a
permutation of Ev,wawb that determines the order in which wawb crosses the edges in Ev,wawb .
The next observation further restricts this permutation.
Observation 10. Suppose that vwc, vwd ∈ Ev,wawb. If a < c < d < b, then vwc ≺wa,wb
vwd. If (c, d, a, b) is compatible with (1, 2, . . . , n− 1) as cyclic permutations, then vwd ≺wa,wb
vwc.
On the other hand, it is easy to see that every homotopy class satisfying Observations 9
and 10 has a representative that is a simple curve. Therefore, cr(wawb) = 0. Let γa,b be the
simple curve representing the edge wawb in D.
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3b) The parity of the crossing numbers
Observation 11. Let wawb and wcwd be two independent edges. Then cr(wawb, wcwd) is odd
if and only if {wawb, wcwd} ∈ X .
Proof. Each of the triangles vwawb and vwcwd is represented by a simple closed curve in D,
so the total number of crossings of the two curves is even. The crossings include the vertex
v if (wa, wc, wb, wd), (wa, wd, wb, wc), or the inverse of one of these two cyclic permutations
is compatible with the rotation of v. The following pairs of edges may cross once in D:
{wawb, vwc}, {wawb, vwd}, {wcwd, vwa}, {wcwd, vwb}. Each of these five crossings appears in
D if and only if it appears in a topological graph T that is a simple realization of the induced
AT-graph A[{v,wa, wb, wc, wd}]. The remaining crossings between the two triangles vwawb
and vwcwd in D may appear only between the arcs γa,b and γc,d. Since the corresponding
triangles vwawb and vwcwd in T also have an even number of crossing in total, the parity of
the number of crossings between γa,b and γc,d is odd if and only if wawb and wcwd cross in T .
The observation follows.
Observation 12. Let wawb and wawc be two adjacent edges. Then cr(wawb, wawc) is even.
Proof. The triangle vwawb is represented by a simple closed curve γ in D, and the path vwcwa
is represented by a simple arc α. The rotations at v and wa determine whether the end-pieces
of α are attached to γ from inside or outside. The following two pairs of edges can cross
once in D: {wawb, vwc} and {wawc, vwb}. Each of these crossings appears in D if and only
if it appears in a simple realization T of A[{v,wa, wb, wc}]. The remaining crossings between
the curves γ and α in D may appear only between the arcs γa,b and γa,c. The end-pieces
of α are both attached to γ from the same side if and only if in T , the end-pieces of the
path vwcwa are attached to the triangle vwawb from the same side. Therefore, the parity of
the total number of crossings between γ and α is even if and only if the path vwcwa crosses
the triangle vwawb an even number of times in T , which happens if and only if T is planar.
The parity of the number of crossings between γa,b and γa,c is thus equal to the parity of the
number of crossings between wawb and wawc in T . Since wawb and wawc do not cross in T ,
the observation follows.
Observations 11 and 12 imply that A is realizable if and only if every pair of edges in D
crosses at most once.
3c) Multiple crossings of adjacent edges
We show that adjacent edges do not cross in D, otherwise some AT-subgraph of A with five
vertices is not simply realizable. Let wawb and wawc be two adjacent edges. By symmetry,
we may assume that a < b < c. We will consider cyclic intervals (a, b), (b, c) and (c, a) =
(c, n − 1] ∪ [1, a). We define the following subsets of Ev,wawb and Ev,wawc . For each of the
three cyclic intervals (i, j), let Fb(i, j) = {vwk ∈ Ev,wawb ; k ∈ (i, j)} and Fc(i, j) = {vwk ∈
Ev,wawc ; k ∈ (i, j)}. We will also write ≺b as a shortcut for ≺wawb and ≺c as a shortcut for
≺wawc . By symmetry, we have two general cases.
I) wawb does not cross vwc and wawc does not cross vwb. In this case, the rotation of
wa is compatible with (v,wc, wb). We observe the following conditions.
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Figure 4: Left: illustration to Observation 13. Right: illustration to Observation 14.
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Figure 5: Left: illustration to Observation 15. Right: illustration to Observation 16.
Observation 13. We have Fb(c, a) ⊆ Fc(c, a) and Fc(a, b) ⊆ Fb(a, b).
Proof. We prove the first inclusion, the second one follows by symmetry. Let d ∈ (c, a) such
that wawb crosses vwd. Let T be a simple realization of A[{v,wa, wb, wc, wd}]. Refer to
Figure 4, left. Clearly, wawc is forced to cross vwd in T .
Observation 14. The sets Fb(b, c) and Fc(b, c) are disjoint.
Proof. Let d ∈ (b, c) such that wawb crosses vwd. Let T be a simple realization of A[{v,wa,
wb, wc, wd}]. Refer to Figure 4, right. Since wawc is adjacent to vwa and wawb, it cannot
cross the closed curve formed by vwa and parts of the edges wawb and vwd. Therefore, wawc
cannot cross vwd.
Observation 15. If vwd ∈ Fb(b, c) and vwe ∈ Fc(b, c), then d < e.
Proof. Let d, e ∈ (b, c) such that vwd ∈ Fb(b, c) and vwe ∈ Fc(b, c). Observation 14 implies
that d 6= e. If e < d then A[{v,wa, wb, wc, wd, we}] is not simply realizable. See Figure 5, left.
More precisely, if A[{v,wa, wb, wd, we}] is simply realizable then the edges wawd and vwe do
not cross and the rotation of wa is compatible with (wc, wb, wd, v). If also A[{v,wa, wc, wd,
we}] is simply realizable then wawd and vwe cross; a contradiction.
Observation 16. Let vwd ∈ Fb(a, b) ∩ Fc(a, b) and vwe ∈ Fb(c, a) ∩ Fc(c, a). Then vwd ≺b
vwe ⇔ vwd ≺c vwe.
Proof. Suppose that vwd ≺b vwe and vwe ≺c vwd. Then A[{v,wa, wb, wc, wd, we}] is not
simply realizable. See Figure 5, right. More precisely, if A[{v,wa, wb, wd, we}] is simply
realizable then the edges wawe and vwd cross and the rotation of wa is compatible with
(wc, wb, we, v). If also A[{v,wa, wc, wd, we}] is simply realizable then wawe and vwd do not
cross.
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Figure 6: Left: Illustration to Observation 17. Right: A drawing of the edges wawb, wawc
and parts of edges of S(v) in case I), where wawb and wawc do not cross. The rotation of v
is compatible with the counterclockwise cyclic order of the parts of the edges drawn.
Observation 17. Let vwd ∈ Fc(a, b) and vwe ∈ Fb(b, c). Then vwd ≺b vwe. Similarly, if
vwd ∈ Fb(c, a) and vwe ∈ Fc(b, c), then vwd ≺c vwe.
Proof. We show the first part, the second part follows by symmetry. Observation 13 implies
that vwd ∈ Fb(a, b) and Observation 14 implies that vwe /∈ Fc(b, c). Suppose that vwe ≺b vwd.
Then A[{v,wa, wb, wc, wd, we}] is not simply realizable. See Figure 6, left. More precisely,
if A[{v,wa, wb, wd, we}] is simply realizable then the edges wawe and vwd do not cross and
the rotation of wa is compatible with (wc, wb, we, v). If also A[{v,wa, wc, wd, we}] is simply
realizable then wawe and vwd cross.
We show that Observations 13–17 imply that cr(wawb, wawc) = 0. Refer to Figure 6, right.
Start with drawing the edges wawb and wawc without crossing. Observations 14 and 16 imply
that there is a total order ≺ on Ev,wawb ∪Ev,wawc that is a common extension of ≺b and ≺c.
Let vwi be the ≺-largest element of Fb(c, a) ∪ Fc(a, b). Observation 17 implies that all edges
vwj from Fb(b, c) ∪ Fc(b, c) satisfy vwi ≺ vwj . Observation 13 implies that we can draw the
edges vwj with vwj  vwi like in the figure. Observations 14, 15 and 17 imply that we can
draw the edges vwj with vwi ≺ vwj like in the figure. The remaining edges of S(v) can be
drawn easily. In this way we obtain a simple drawing with noncrossing representatives of the
homotopy classes of wawb and wawc.
II) wawb does not cross vwc and wawc crosses vwb. In this case, the rotation of wa is
compatible with (v,wb, wc). Let x be the crossing of wawc and vwb. For each of the three cyclic
intervals (i, j) with endpoints a, b or c, let Fwax(i, j) be the set of edges vwk such that the part
wax of wawc crosses vwk and k ∈ (i, j). Similarly, let Fxwc(i, j) be the set of edges vwk such
that the part xwc of wawc crosses vwk and k ∈ (i, j). Clearly, Fc(i, j) = Fwax(i, j)∪Fxwc (i, j).
We observe the following conditions.
Observation 18. We have Fb(a, b) ⊆ Fwax(a, b).
Proof. Let d ∈ (a, b) such that wawb crosses vwd. Let T be a simple realization of A[{v,wa,
wb, wc, wd}]. Refer to Figure 7, left. Clearly, wax is forced to cross vwd in T .
Observation 19. We have Fwax(c, a) ⊆ Fb(c, a).
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Figure 7: Left: Illustration to Observation 18. Middle: Illustration to Observation 19. Right:
Illustration to Observation 20.
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Figure 8: Left: Illustration to Observation 20. The edge wawb is forced to cross vwd and
hence also wawc. Right: Illustration to Observation 21.
Proof. Let d ∈ (c, a) such that wax crosses vwd. Let T be a simple realization of A[{v,wa,
wb, wc, wd}]. Refer to Figure 7, middle. Clearly, wawb is forced to cross vwd in T .
Observation 20. Let d, e ∈ (c, a) such that vwd ∈ Fxwc(c, a) and vwe ∈ Fb(c, a). Then d 6= e
and (d, e, a) is compatible with (1, 2 . . . , n− 1).
Proof. If d = e, then A[{v,wa, wb, wc, wd}] is not simply realizable; see Figure 7, right. Sup-
pose that d 6= e, (e, d, a) is compatible with (1, 2 . . . , n−1) and vwd /∈ Fb(c, a). Then A[{v,wa,
wb, wc, wd, we}] is not simply realizable. Refer to Figure 8, left. More precisely, if A[{v,wa,
wc, wd, we}] is simply realizable then the edges wawd and vwe do not cross and the rotation
of wa is compatible with (wb, wc, wd, v). If also A[{v,wa, wb, wd, we}] is simply realizable then
wawd and vwe cross.
Observation 21. We have Fb(b, c) ⊆ Fxwc(b, c).
Proof. Let d ∈ (b, c) such that wawb crosses vwd. Let T be a simple realization of A[{v,wa,
wb, wc, wd}]. Refer to Figure 8, right. Clearly, xwc is forced to cross vwd in T .
Observation 22. Let vwd ∈ Fb(a, b) ∩ Fwax(a, b) and vwe ∈ Fb(c, a) ∩ Fwax(c, a). Then
vwd ≺b vwe ⇔ vwd ≺c vwe.
Proof. If vwd ≺c vwe and vwe ≺b vwd, then A[{v,wa, wb, wc, wd, we}] is not simply realizable.
See Figure 9, left. More precisely, if A[{v,wa, wb, wd, we}] is simply realizable then the edges
wawe and vwd do not cross and the rotation of wa is compatible with (wb, wc, we, v). If also
A[{v,wa, wc, wd, we}] is simply realizable then wawe and vwd cross.
If vwe ≺c vwd and vwd ≺b vwe, then A[{v,wa, wb, wc, wd, we}] is not simply realizable.
See Figure 9, right. More precisely, if A[{v,wa, wb, wd, we}] is simply realizable then the edges
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Figure 9: Illustrations to Observation 22.
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Figure 10: Left: Illustration to Observation 23. Right: A drawing of the edges wawb, wawc
and parts of the edges of S(v) in case II), where wawb and wawc do not cross. The rotation
of v is compatible with the counterclockwise cyclic order of the parts of the edges drawn.
wawe and vwd cross and the rotation of wa is compatible with (wb, wc, we, v). If also A[{v,
wa, wc, wd, we}] is simply realizable then wawe and vwd do not cross.
Observation 23. Let vwd ∈ Fb(b, c) ∩ Fwax(b, c) and vwe ∈ Fxwc(c, a). Then vwd ≺c vwe.
Proof. Suppose that vwe ≺c vwd. Then A[{v,wa, wb, wc, wd, we}] is not simply realizable.
See Figure 10, left. More precisely, if A[{v,wa, wb, wd, we}] is simply realizable then the edges
wawd and vwe do not cross and the rotation of wa is compatible with (wb, wd, wc, v). If also
A[{v,wa, wc, wd, we}] is simply realizable then wawd and vwe cross.
We show that Observations 18–23 imply that cr(wawb, wawc) = 0. Refer to Figure 10,
right. Start with drawing the edges wawb and wawc without crossing and so that wawc crosses
vwb from the left; that is, so that the rotation of the crossing is (wa, wb, wc, v).
Observation 22 implies that there is a total order ≺′ on Fwax(a, b) ∪ Fwax(c, a) ∪ Ev,wawb
that is a common extension of ≺b and ≺c. By Observation 10, there is also a total order ≺
′′
on Fxwc(b, c) ∪ Fxwc(c, a) ∪ Ev,wawb that is a common extension of ≺c and the inverse of ≺b.
Let vwj be the ≺
′′-smallest element of Fxwc(c, a). Observations 18 and 19 imply that we can
draw the edges of Fwax(a, b)∪Fwax(c, a)∪Fb(a, b)∪Fb(c, a) like in the figure. Observation 21
implies that we can draw the edges of Fxwc(b, c) ∪ Fb(b, c) like in the figure. Observation 20
implies that the edges of Fb(c, a) are separated from the edges of Fxwc(c, a) in the rotation of
v, and Observation 23 implies that all edges vwk ∈ Fb(b, c) satisfy vwk ≺
′′ vwj , therefore we
can draw the edges of Fxwc(c, a) like in the figure.
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Figure 11: Four types of bigons between e and f . An ij-bigon is denoted by Bij .
3d) Detecting multiple crossings of independent edges
There are several possible approaches to finding small obstructions in the case when indepen-
dent edges cross more than once. By the analysis in [17], if two independent edges e, f cross
at least twice, then a subset of at most 13 vertices is responsible: this includes the vertex v,
the endpoints of e and f , and at most four more vertices for each crossing.
We could proceed analogously as in the previous substep, by investigating drawings of
a graph consisting of the star S(v) and two additional independent edges e, f . We would
show that if the homotopy classes of e, f force the two edges to cross at least twice, then it is
typically due to a subgraph with seven vertices. However, this would lead to a rather tedious
case analysis.
Therefore, we choose another approach. We use the fact that D is a drawing of a complete
graph and that adjacent edges do not cross in D, which is guaranteed by the results of the
previous step. We proceed by induction. Whenever we have two independent edges that
cross at least twice, we either find a drawing of a forbidden subgraph with just five vertices,
or another pair of independent edges that cross at least twice, but in a smaller subgraph.
Now we make the idea more precise.
Let e = wawb and f = wcwd be two independent edges that cross more than once in
D. In the subgraph of D formed by the two edges e and f , the vertices wa, wb, wc, wd are
incident to a common face, since adjacent edges do not cross in D and every pair of the four
vertices wa, wb, wc, wd is connected by an edge. We assume without loss of generality that
wa, wb, wc, wd are incident to the outer face. That is, we may draw a simple closed curve γ
containing the vertices wa, wb, wc, wd but no interior points of e or f , such that the relative
interiors of e and f are inside γ.
Suppose that e and f cross an even number of times. The edge e splits the region inside
γ into two regions, R0(e) and R1(e), where R0(e) is the region that does not contain the
endpoints of f on its boundary. Similarly, f splits the region inside γ into regions R0(f) and
R1(f) where R0(f) is the region that does not contain the endpoints of e on its boundary.
By Lemma 8, there is an innermost embedded 2-gon between e and f . For brevity, we
call an innermost embedded 2-gon shortly a bigon. For a bigon B, by Bo we denote the open
region inside B and we call it the inside of B. There are four possible types of bigons between
e and f , according to the regions Ri(e) and Rj(f) in which their insides are contained. For
i, j ∈ {0, 1}, we call a bigon B an ij-bigon if Bo ⊆ Ri(e) ∩Rj(f); see Figure 11.
Since D is a drawing realizing the crossing number cr(e, f), there is at least one vertex
of D inside every bigon. The graph induced by v, the endpoints of e and f , and a set of
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Figure 12: The vertices wi and wd are on opposite sides of the curve γabc.
vertices intersecting all bigons, certifies that e and f have at least cr(e, f) crossings forced
by their homotopy classes. In Section 5 we show that it is not always possible to find only a
bounded number of vertices inside bigons that would force at least one crossing of e with f ,
if the homotopy classes of e and f do not necessarily have representatives crossing every edge
of the star S(v) at most once.
Observation 24. Let D′ be a drawing of K5 that is a subdrawing of D. For every vertex v
of D′, there is an edge vw in D′ that crosses every other edge in D′ an even number of times.
Proof. By Observations 11 and 12, it is sufficient to show that in simple drawings of K5, it
is not possible that for some vertex v all four edges incident with v have a crossing. If there
was such a vertex, there would have to be five crossings in total. Up to isomorphism, there
are two different simple drawings of K5 with five crossings [10]; see, for example, the first two
drawings in Figure 1. Clearly, all vertices in these two drawings satisfy the claim.
Lemma 25. If e and f cross evenly and there is a 00-bigon B between e and f in D,
then there is a vertex wi inside B, and the AT-subgraph of A induced by the 5-tuple Q =
{wa, wb, wc, wd, wi} is not simply realizable.
Proof. Consider a subdrawingD′ of D formed by the edges e, f, wawc and wbwc; see Figure 12.
Since adjacent edges do not cross in D, the only crossings in D′ are those between e and f .
In particular, the triangle wawbwc is a simple closed curve; call it γabc. Since wi ∈ R0(e), wd
is outside R0(e), and the edge f crosses the curve γabc only on e, it follows that wi and wd are
on opposite sides of γabc. In particular, the edge wiwd has to cross some edge of the triangle
wawbwc an odd number of times. By symmetry, in the subgraph induced by Q, every edge
adjacent to wi crosses some other edge an odd number of times. This is in contradiction with
Observation 24.
Observation 26. If e and f cross evenly and at least twice in D, and there is no 00-bigon
between e and f , then there is a 01-bigon and a 10-bigon between e and f .
Proof. If there is no 00-bigon and no 01-bigon between e and f , then there is no bigon in the
region R0(e), so e and f have no crossings.
Now we define crossing numbers of edges relative to a subset of vertices. For a subset W
of vertices of A containing v and the endpoints of two edges e and f , let crW (e, f) be the
minimum possible number of crossings of two curves from the homotopy classes of e and f
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Figure 13: Three disjoint bigons between f and parts of the edges of the triangle wawbwi
yield a plane drawing of K3,3.
determined by A[W ], by a procedure analogous to the one in Step 2. That is, if we start
with the subdrawing of D consisting of the vertices of W and the edges e and f , and simplify
it sequentially by removing all bigons with no vertices of W inside them, we get a drawing
where e and f cross crW (e, f) times.
The following lemma proves the induction step in the case when e and f cross an even
number of times.
Lemma 27. If e and f cross evenly and at least twice in D, and there is no 00-bigon between
e and f , then there is a proper subset W of vertices of A and an edge g independent from f
such that crW (g, f) ≥ 2.
Proof. By Observation 26, there is a 01-bigon B between e and f . Let wi be a vertex inside
B. Let W ′ be a minimal subset of vertices containing v,wa, wb, wc, wd, wi and at least one
vertex inside every bigon between e and f (except B). By the definition of W ′, we have
crW ′(e, f) = cr(e, f). We may assume that W
′ is the vertex set of A, otherwise we just take
g = e. The edges wawi and wbwi are adjacent to e and thus do not cross e. Moreover, in the
drawing induced by e and f , the vertices wa and wb are separated from wi by at least two
parts of f connecting points on e. This implies that crW ′(wawi, f) ≥ 2 and crW ′(wbwi, f) ≥ 2.
We claim that at least one of the equalities
crW ′\{b}(wawi, f) = crW ′(wawi, f) or crW ′\{a}(wbwi, f) = crW ′(wbwi, f)
is satisfied; this will imply the lemma by taking W = W ′ \ {b} or W = W ′ \ {a}. Suppose
the contrary. Then wb is inside a bigon Bb between a part of wawi and f , and wa is inside
a bigon Ba between a part of wbwi and f . We assume that Ba and Bb are smallest such
bigons. Note that either of the edges of the triangle wawbwi can intersect the inside of Ba or
Bb. However, wa and wi are not inside Bb, since they are connected to wc and wd by edges
adjacent to wawi and f . Similarly, wb and wi are not inside Ba. In fact, B, Ba and Bb are
the smallest bigons between f and a part of an edge of the triangle wawbwi that contain wi,
wa and wb, respectively. Since the edges e, wawi and wbwi are pairwise adjacent, they do not
cross, and this implies that the bigons B, Ba and Bb are disjoint; see Figure 13. Let xi be a
point on e on the boundary of B, wa a point on wbwi on the boundary of Ba, and xb a point
on wawi on the boundary of Bb. By joining xi with wi inside B, xa with wa inside Ba, and
xb with wb inside Bb, we obtain a plane drawing of K3,3; a contradiction.
Now assume that e and f cross an odd number of times. In this case, we find another
pair of edges crossing evenly.
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Lemma 28. If e and f cross oddly and at least three times in D, then there are two inde-
pendent edges e′, f ′ such that cr(e′, f ′) is even and cr(e′, f ′) ≥ 2.
Proof. By Lemma 8, there is a bigon B between e and f . Let wi be a vertex inside B. Every
edge connecting wi with an endpoint of e or f crosses f or e at least once. By Observation 24,
at least one of these four edges crosses each of e and f an even number of times.
5 Picture hanging without crossings
Let Σ = Σ0,n be a closed compact surface of genus 0 with n boundary components. We may
construct Σ from the sphere by removing n small open discs whose closures are disjoint. By a
homotopy of a curve in Σ we mean a homotopy relative to the boundary of Σ. For two curves
α, β in Σ, we denote by crΣ(α, β) the minimum number of crossings between two curves from
the homotopy classes of α and β in Σ.
We show a construction of two simple curves α, β in Σ such that the endpoints of the
curves are in different boundary components, crΣ(α, β) ≥ 1 (in fact, this intersection number
is exponentially large), but after filling either of the n boundary components with a disc, in
the resulting surface Σ′ = Σ0,n−1 we have crΣ′(α, β) = 0. This implies that in general, there
is no configuration of bounded size “responsible” for the fact that two curves in Σ cross, and
that the results in the previous section do not generalize to nonsimple drawings.
The concept is analogous to the picture-hanging puzzles investigated by Demaine et al. [6].
The goal of the basic picture-hanging puzzle is to hang a picture on a wall using k nails and
a rope, so that by removing any of the nails the picture falls down. In our case, the goal is
slightly different: we require that the rope does not cross itself, and that by removing any
of the k nails, the picture and the rope fall below a certain threshold, but not necessarily
completely on the floor.
The connection between these two problems is the following: the curve β represents a
horizontal line of given height, the curve α represents the rope, with endpoints below β, and
the k = n − 4 boundary components of Σ that contain no endpoint of α or β represent the
nails. In our construction, exactly one of the nails, N0, is above β and all the other nails
are below β. Therefore, we require only that after removing either of the nails, the rope falls
below the nail N0.
Figure 14 shows our construction with two, three and four nails. The construction for
more than four nails proceeds by induction. In each step, starting with the construction with
k ≥ 2 nails, we introduce a nail Nk to the right of α and below β, and move the nail Nk−1
counterclockwise around Nk and then to the left, “dragging” the curve α along.
Alternatively, we can describe the construction as a result of the action of certain gener-
ators of the braid group Bk. We start with k nails N1, N0, N2, N3, . . . , Nk−1 arranged in a
row from left to right, and with the rope α wrapped just once around N1. Then we deform
the surface by exchanging some pairs of consecutive nails, “dragging” the surface with the
rope along. In every such exchange of Ni with Nj, the nail Ni is moved either above Nj or
below Nj. Every such exchange induces a homeomorphism of Σ that permutes the boundary
components. We denote a homeomorphism of this form by h+i if the ith nail from the left is
moved below the (i+ 1)st nail from the left, and by h−i if the ith nail from the left is moved
above the (i+ 1)st nail from the left. The construction with two nails is then obtained from
the initial configuration by applying h−1 , the construction with three nails by the composition
h−1 h
+
2 h
+
2 h
+
1 , the construction with four nails by the composition h
−
1 h
+
2 h
+
2 h
+
1 h
+
3 h
+
3 h
+
2 h
+
1 . In
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Figure 14: After removing either of the nails Ni, all crossings between α and β can be
eliminated.
β
α
124 81 1
Figure 15: A train track representation of the construction with five nails. The numbers
indicate the multiplicity of the curve inside the corresponding branches. At every switch, the
total multiplicity on both sides is the same.
general, for k ≥ 2, the construction with k+1 nails is obtained from the construction with k
nails by the composition h+k h
+
k h
+
k−1h
+
k−2 . . . h
+
1 .
We can also draw the construction concisely as a train track, see Figure 15.
Finally, in the same way as Demaine et al. [6], we can also describe the curve α as an
element of a k-generated free subgroup of the fundamental group of Σ, where each generator
xi corresponds to wrapping the rope around the nail Ni. To express the homotopy class of α
in the construction with k nails, we need a product of 3 + (k − 2)2k−1 generators xi or x
−1
i .
Due to the special nature of the generators xk−1 and x0, we write y for xk−1 and z for x0.
For example, the constructions with two, three and four nails are expressed as follows:
g2 = zy
−1z−1,
g3 = zy
−1z−1x−11 zyz
−1,
g4 = zy
−1z−1x−11 x
−1
2 x1zyz
−1x−11 zy
−1z−1x−11 x2x1zyz
−1.
In general, for k ≥ 3, gk+1 is created from gk by the substitution
y → y−1z−1x−11 . . . x
−1
k−3xk−2xk−3 . . . x1zy.
We introduce the following total ordering on the nails and a corresponding total ordering on
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the generators:
N1 ≺ N2 ≺ . . . ≺ Nk−2 ≺ Nk−1 ≺ N0,
x1 ≺ x2 ≺ . . . ≺ xk−2 ≺ y ≺ z.
The following claim shows the main property of our construction.
Claim 29. Let k ≥ 2 and consider the construction with k nails. Let i ∈ {0, 1, . . . , k − 1}.
When the nail Ni is removed, the rope will disentangle from all the nails Nj such that Ni ≺ Nj.
Proof. We prove the claim by induction on k. In the group setting, we need to show that
after substituting xi = 1 to gk and reducing the resulting word, all occurrences of xj and x
−1
j
such that xi ≺ xj will be eliminated. The claim is clearly true when k = 2 or xi = z.
We claim that for every k ≥ 2, every occurrence of y or y−1 in gk is preceded by z and
followed by z−1. This is clearly true for k = 2, and for k ≥ 3 it follows by induction, since
every occurrence of y or y−1 in gk is either the first or the last symbol in the word substituted
for some occurrence of y or y−1 in gk−1, and the substituted word starts with y
−1z−1 and
ends with zy. Therefore, the claim is true for xi = y and arbitrary k ≥ 2.
Now let k ≥ 3 and assume that the claim holds for k − 1 nails. Every occurrence of xk−2
or x−1k−2 in gk appears as the middle symbol in the word substituted for some occurrence of
y or y−1 in gk−1. By setting xk−2 = 1 and reducing, all the substituted symbols in gk are
eliminated, including all the occurrences of y. Hence, setting xk−2 = 1 in gk has the same
effect as setting y = 1 in gk−1. Therefore, the claim is true when i = k − 2.
Assume that i ≤ k− 3. By the induction assumption, setting xi = 1 in gk−1 and reducing
eliminates all occurrences of xj and x
−1
j with i ≺ j, including all occurrences of y and y
−1.
This implies that the same word is obtained by setting xi = 1 in gk and reducing, regardless
of the word that was substituted for y. Since all the occurrences of xk−2 or x
−1
k−2 in gk were
in the words substituted for y in gk−1, they were also eliminated. This finishes the proof of
the claim.
6 Independent Z2-realizability
6.1 Algebraic algorithm
By the Hanani–Tutte theorem, planarity testing can be reduced to solving a system of linear
equations over Z2 [24, Section 1.4.1]. The same algebraic method can be used for testing
independent Z2-realizability of general AT-graphs. Pach and To´th described a slightly more
general method for proving the NP-completeness of the odd crossing number [22], where they
also took the rotation system into account. We now describe the method in detail, since it
will serve as a basis for the proof of Theorem 3.
Let (G,X ) be a given AT-graph and let D be an arbitrary drawing of G. For example,
we may place the vertices of G on a circle in an arbitrary order and draw every edge as a
straight-line segment. We use the “obvious” fact that every drawing of G can be obtained
from any other drawing of G by a homeomorphism of the plane, which aligns the vertices of
the two drawings, followed by a sequence of finitely many continuous deformations (isotopies)
of the edges that keep the endpoints fixed, and maintain the property that every pair of edges
have only finitely many points in common at each moment of the deformation (we will call
such deformations generic). This fact can be proved using the Jordan–Scho¨nflies theorem.
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Figure 16: A continuous deformation of e resulting in an edge-vertex switch (e, v).
We will assume that the positions of the vertices are fixed. The algorithm will test whether
the edges of the initial drawing D can be continuously deformed to form an independent Z2-
realization of (G,X ). During a generic continuous deformation from D to some other drawing
D′, three types of combinatorially interesting events can happen:
1) two edges exchanging their order around their common vertex and creating a new cross-
ing,
2) an edge passing over an another edge, forming a pair of new crossings and a lens between
them,
3) an edge e passing over a vertex v not incident to e, creating a crossing with every edge
incident to v.
Each of the three events has also a corresponding inverse event, where crossings are eliminated.
However, the effects on the parity of the number of crossings between edges are the same. The
parity of the number of crossings between a pair of independent edges is affected only during
the event 3) or its inverse, in which case we change the parity of the number of crossings
of e with all the edges incident to v; see Figure 16. We call such an event an edge-vertex
switch and we will denote it by the ordered pair (e, v). We will consider drawings up to
the equivalence generated by events of type 1) and 2) and their inverses. Every edge-vertex
switch (e, v) can be performed independently of others, for any initial drawing, by deforming
the edge e along a curve connecting an interior point of e with v. We can thus represent the
deformation from D to D′ by the set of edge-vertex switches that were performed an odd
number of times during the deformation.
A drawing D of G can then be represented by a vector v ∈ ZM2 where M is the number
of unordered pairs of independent edges in G. The component of v corresponding to a pair
{e, f} is 1 if e and f cross an odd number of times and 0 otherwise. We remark that the space
Z
M
2 can also be considered as the space of subgraphs of the complement of the line graph
L(G). If G = Kn, then the complement of L(G) is the Kneser graph KGn,2.
Let e be an edge of G and v a vertex of G such that v /∈ e. Performing an edge-vertex
switch (e, v) corresponds to adding the vector w(e,v) ∈ Z
M
2 whose only components equal to
1 are those indexed by pairs {e, f} where f is incident to v. The set of all drawings of G
that can be obtained from D by edge-vertex switches then corresponds to an affine subspace
v +W where W is the subspace generated by the set {w(e,v); v ∈ V (G), e ∈ E(G), v /∈ e}.
An AT-graph (G,X ) can similarly be represented by the vector x ∈ ZM2 whose component
corresponding to a pair {e, f} is 1 if and only if {e, f} ∈ X . In other words, x is the
characteristic vector of X . Now (G,X ) is independently Z2-realizable if and only if x ∈ v+W ,
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equivalently, x− v ∈W . This is equivalent to the solvability of a system ofM linear equations
over Z2, where each variable corresponds to one edge-vertex switch. In general, the vectors
w(e,v) are not linearly independent, so the number of variables in the system could be slightly
reduced.
6.2 Proof of Theorem 3
We start with the following well-known fact, which implies that the condition of having no
even K5 and no odd 2K3 is necessary for independent Z2-realizability of complete AT-graphs.
Observation 30. The number of pairs of independent edges crossing an odd number of times
is odd in every drawing of K5 and even in every drawing of 2K3.
Proof. The convex drawing of K5, with vertices on a circle and with straight-line edges, has
exactly five independent odd-crossing pairs of edges. Every edge-vertex switch (e, v) changes
the parity of the number of crossings for exactly two pairs of edges, {e, f1} and {e, f2},
where f1 and f2 are the two edges incident with v but vertex-disjoint with e. Therefore, the
number of independent odd-crossing pairs of edges remains odd after an arbitrary sequence
of edge-vertex switches. The argument for 2K3 is analogous.
It remains to show that complete AT-graphs with no even K5 and no odd 2K3 are inde-
pendently Z2-realizable.
Let (Kn,X ) be a complete AT-graph with no even K5 and no odd 2K3. LetM = 3 ·
(
n
4
)
be
the number of (unordered) pairs of independent edges inKn. Let x ∈ Z
M
2 be the characteristic
vector of X , and let v ∈ ZM2 be the vector representing an arbitrary drawing of Kn. By
Observation 30, the vector x − v represents a complete AT-graph with no odd K5 and no
odd 2K3; we will call these properties the K5-property and the 2K3-property, respectively.
Let U ≤ ZM2 be the subspace of all vectors with the K5-property and the 2K3-property. Let
W ≤ ZM2 be the subspace generated by the vectors w(e,v), defined in the previous subsection.
By the proof of Observation 30, we have W ≤ U . We now show that W = U , which will
imply the theorem.
Let u0 ∈ U . By adding certain generators w(e,v) to u0, we will gradually set all the
coordinates to zero, in 2n− 3 steps, building a sequence of vectors u1,u2, . . . ,u2n−3. In each
step, we choose an edge e of Kn and set all the coordinates {e, f} to zero. We will call this
clearing the edge e. Likewise, we call an edge e clear with respect to uk if all the coordinates
{e, f} of uk are zero.
Let {v0, v1, . . . , vn−1} be the vertex set of Kn. In steps 1, 2, . . . , n− 1, we clear the edges
v0v1, v0v2, . . . , v0vn−1, respectively. In step i, whenever a coordinate {v0vi, f} of ui−1 is equal
to 1, we add the generator w(f,vi), which changes the coordinate {v0vi, f} to 0 but does not
affect any other coordinate of the form {v0vj, g}. Thus, adding the necessary generators in
step i keeps the edges v0vj clear for j < i. Hence, after the first n − 1 steps, every edge
incident to v0 is clear with respect to un−1.
In the remaining n − 2 steps, we want to clear all the edges v1vi for i ≥ 2. Since we
also want to keep all the edges incident to v0 clear, we cannot just add the generator w(f,vi)
if we want to set a coordinate {v1vi, f} to zero. Thus, we will restrict ourselves to adding
only those vectors of W that have all the coordinates {v0vi, f} equal to zero. For every
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i, j ∈ {i, 2, . . . , n− 1}, i 6= j, let
yi,j = w(v0vi,vj) +
∑
1≤k≤n−1; k 6=i,j
w(vjvk ,vi).
The nonzero coordinates of yi,j are exactly those pairs {vivk, vjvl} where k, l ∈ {1, 2, . . . , n−1}
and i, j, k, l are distinct. In the remaining steps, we will be adding only the vectors yi,j .
These vectors are a rather blunt tool compared to the vectors w(e,v). Fortunately, they will
be sufficient for clearing the edges v1vi thanks to the 2K3-property and the K5-property.
Observation 31. If all the edges incident to v0 are clear with respect to a vector u ∈ U , then
the set Ev1vi of edges f such that the coordinate {v1vi, f} is nonzero in u forms a complete
bipartite graph on the vertex set {v2, v3, . . . , vn−1} \ {vi}; this also includes the possibility of
the empty graph.
Proof. The 2K3-property applied to the triangle v0v1vi and every triangle induced by {v2,
v3, . . . , vn−1} \ {vi} implies that Ev1vi has an even number of edges in every triangle induced
by {v2, v3, . . . , vn−1} \ {vi}. This implies that each connected component of the complement
Ecv1vi of Ev1vi is a complete graph, and that the number of components of E
c
v1vi
is at most 2.
This is equivalent to Ev1vi being complete bipartite or empty.
Let i ∈ {2, 3, . . . , n−1} and suppose that the vector un+i−3 has been computed. Let Ev1vi
be the set of edges f such that the coordinate {v1vi, f} is nonzero in un+i−3. If Ev1vi = ∅, we
set un+i−2 = un+i−3. Otherwise Ev1vi is complete bipartite by Observation 31. Let (A,B)
be the bipartition of {v2, v3, . . . , vn−1} \ {vi} that induces Ev1vi .
Observation 32. All the vertices {v2, v3, . . . , vi−1} lie in the same part of the bipartition
(A,B).
Proof. Suppose for contradiction that vj ∈ A and vk ∈ B, for some j, k ∈ {2, 3, . . . , i− 1}. In
the complete subgraph induced by the vertices v0, v1, vi, vj , vk, only the edges v1vi and vjvk
are not clear with respect to un+i−3, and the pair {v1vi, vjvk} is the only nonzero coordinate
in un+i−3 induced by the vertices v0, v1, vi, vj , vk. This contradicts the K5-property.
Assume without loss of generality that {v2, v3, . . . , vi−1} ⊆ A. We set
un+i−2 = un+i−3 +
∑
vj∈B
yi,j .
All edges incident with v0 are clear in un+i−2, since this is true for all the summands. By
adding
∑
vj∈B
yi,j, we have cleared the edge v1vi, while keeping the coordinates {v1vj , f}
unchanged for j ∈ A. Thus, all the edges v1vj with 2 ≤ j ≤ i are clear with respect to
un+i−2. Consequently, all edges incident with v0 or v1 are clear with respect to u2n−3. The
following observation finishes the proof.
Observation 33. We have u2n−3 = 0.
Proof. Let i, j, k, l ∈ {2, 3, . . . , n− 1} be distinct integers. Since all edges incident with v0 or
v1 are clear with respect to u2n−3, the 2K3-property applied to the two triangles v0vivk and
v1vjvl implies that the coordinate {vivk, vjvl} is zero in u2n−3.
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6.3 Concluding remarks
Minimality of the characterization. Here we show that none of the two fs in Theorem 3
can be omitted. This is equivalent to the fact that for n large enough, there is a vector in
Z
M
2 with the K5-property that does not have the 2K3-property, and another vector with the
2K3-property that does not have the K5-property.
Assume that the vertex set of K6 is {v0, v1, . . . , v5}. The complete AT-graph (K6, {{v0v1,
v2v3}, {v2v3, v4v5}, {v0v1, v4v5}}) has no even K5, but it is not independently Z2-realizable
since the triangles v0v1v4 and v2v3v5 form an odd 2K3.
The other example is trivial: the AT-graph (K5, ∅) has no odd 2K3 but it is not indepen-
dently Z2-realizable since it is an even K5.
Drawings of K6. We conclude with the following interpretation of the characterization of
independently Z2-realizable complete AT-graphs with six vertices. In the proof of Theorem 3
we have shown that by edge-vertex switches, we can transform any drawing of K6 to a
drawing where all the edges incident to a chosen vertex v0 cross every independent edge an
even number of times. The drawings with this property can be represented as subgraphs of
the Kneser graph KG5,2, which is isomorphic to the Petersen graph. The 2K3-property now
corresponds to the cycle space of the Petersen graph, and together with the K5-property,
they correspond to the even cycle space of the Petersen graph; that is, Eulerian subgraphs
with even number of edges. The even cycle space of the Petersen graph has dimension 5, and
contains 10 subgraphs isomorphic to C6, 15 subgraphs isomorphic to C8, and 6 subgraphs
isomorphic to 2C5. However, the vectors characterizing the drawings of K6 satisfy the 2K3
property but do not satisfy the K5-property, so they correspond to the 32 odd cycles in the
Petersen graph, 12 of them isomorphic to C5 and the remaining 20 isomorphic to C9.
For n = 6, the whole space U of the vectors with the K5-property and the 2K3-property
has dimension 35, since each of the 30 edge-vertex switches (e, v) with v 6= v0 and v0 /∈ e
changes the parity of the number of crossings for exactly one pair of edges of the type {v0vi, f}.
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