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Boundary value problems have long been of interest in the continuous differential
equations context. However, with the advent of new areas like Nabla Fractional Cal-
culus, we may consider such problems in new contexts. In this work, we will consider
several right focal boundary value problems, involving a Caputo fractional difference
operator, in the Nabla Fractional Calculus context. Properties of the Green’s func-
tions for each of these boundary value problems will be investigated and, in the case
of a particular boundary value problem, used to establish the existence of positive
solutions to a nonlinear version of the boundary value problem.
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1Chapter 1
Introduction
Two ways of approaching Discrete Fractional Calculus are extensively introduced in
Goodrich and Peterson [31] and differ from the start in the way the difference operator
is defined. Delta Fractional Calculus makes use of the forward difference operator,
for f : Na → R, defined by
∆f(t) := f(t+ 1)− f(t), for t ∈ Na
where Na := {a, a+ 1, a+ 2, ...}, whereas Nabla Fractional Calculus makes use of the
nabla (backward) difference operator, for f : Na → R, defined by
∇f(t) := f(t)− f(t− 1), where t ∈ Na+1.
These initial differences give rise to differing definitions of the integral and fractional
derivative. This thesis will focus on the Nabla Fractional Calculus case, which, of
the two areas, is the relatively newer focus among researchers and thus has been less
extensively elaborated. However, a few features of the most prominent operators in
Nabla Fractional Calculus indicate not only distinctions in behavior but also some
2properties which appear particularly advantageous.
In Nabla Fractional Calculus, the fractional nabla sum, which is related to the con-
tinuous integral, is defined as follows for f : Na+1 → R and µ ∈ R+:
∇−µa f(t) :=
∫ t
a
Hµ−1(t, ρ(s))f(s)∇s
for t ∈ Na, where by convention ∇µaf(a) = 0. In the above, Hν(t, s) is notation for
Taylor monomials in this context. Notice that the domain of the function f and of
∇−µa f(t) differ only by a single value; that is, the domain is shifted to the left by 1.
Hence, the domains before and after the application of the fractional sum are quite
similar. This state of affairs differs markedly from the fractional sum operator in the
Delta Fractional Calculus context. In the Delta Fractional Calculus context, the ap-
plication of the fractional sum operator may result in the domain of the result being
shifted by a non-integer value, resulting in a domain that differs entirely from that
of the original function. Such an operator in the Delta Fractional Calculus still holds
much mathematical meaning and usefulness. However, the relative consistency in do-
mains before and after the application of such fractional operators in Nabla Fractional
Calculus is certainly pleasant. Some papers in the field of discrete nabla fractional
calculus include [13], [15], [2], and the references therein. Nabla fractional calculus is
considered in the context of the more general area of time scales by Anastassiou in [4]
and [7] and by Anderson in [8]. Some papers in the field of delta fractional calculus
include [14], [16], [29], [30]. In [17], Atici and S¸engu¨l use fractional operators in the
context of delta fractional calculus to model tumor growth. In [39], Baoguo, Erbe
and Peterson discuss some relationships between asymptotic behavior of nabla and
delta fractional difference equations.
Before discussing the particular focus of this work, it is important to refer to the
3prominent field of fractional calculus in the context of standard calculus. This field
has a long history and extensive research that can only be touched on here. A few
of the many instances of research in fractional differential equations include [11], [20]
which considers a boundary value problem involving a Caputo operator, [47], and [44].
Finally Oldham and Spanier survey and discuss the many applications of fractional
calculus in [45].
The particular focus will be on various boundary value problems in the context of
nabla fractional calculus. In these problems one looks for functions which satisfy a
difference equation on a given domain as well as several conditions on the boundaries
of the domain.
Additionally all boundary value problems in this thesis involve a fractional Caputo
difference operator, denoted by ∇νa∗ for ν > 0. The Caputo operator has a few use-
ful properties that distinguish it from the Riemann-Liouville operator, including the
fact that ∇νa∗C = 0 for constant C and ν ≥ 1, which does not necessarily hold for
the Riemann-Liouville operator. The papers [5] and [6] by Anastassiou introduce
the Caputo operator in the nabla fractional calculus context and shows some other
properties in nabla fractional calculus. There are also monotonicity results related
to the Caputo operator, as discussed by B. Jia, etal. [40], as well as in [31] and [28].
The Riemann-Liouville operator, briefly introduced in Chapter 2, is also frequently
used in research and its properties are discussed at length in [28].
Similar boundary value problems to the one considered in this paper have been inves-
tigated by Holm [37], whose problem involved a Riemann-Liouville fractional operator
in the context of the Delta Fractional Calculus, and by Erbe and Peterson [27], whose
problem involved whole order differences in the context of Time Scales. A linear
boundary value problem similar to the one in Chapter 5 was investigated by Ahrendt
et al. [3] in the Nabla Fractional Calculus context and involved a Caputo operator.
4Boundary value problems are also considered in Discrete Fractional Calculus contexts
by Atici and Eloe [16], Goodrich [32], Awasthi [19], and Brackins [23]. A boundary
value problem involving a whole order delta and nabla operator on a discrete domain
was investigated by [24].
Within the consideration of each boundary value problem, I make use of and inves-
tigate Green’s functions. Green’s functions are specific functions typically unique to
each boundary value problem. They lead directly to solutions in the case of linear
boundary value problems and can be useful tools in showing the existence of solu-
tions to nonlinear boundary value problems. In the papers by Holm [37] and Erbe
and Peterson [27], positive solutions to the nonlinear case were sought using Green’s
Functions and a fixed point theorem from Krasnosel′ski˘ı [42] and Deimling [26]. The
fixed point theorem stated as norm type was shown by Guo in [34] and [33]. In the
present work, a boundary value problem we consider is

−∇νa∗x(t) = h(t, x(t− 1)), t ∈ Nba+1
x(a− 1) = 0,
∇x(b) = 0,
(1.1)
where 1 < ν ≤ 2, h : Nba+1×R+ → R+, b− a ∈ Z, b− a ≥ 1, and where the solutions
x are defined on Nba−1.
The Guo-Krasnosel′ski˘ı fixed point theorem is a frequently used theorem within the
larger context of cone theory. Kwong discusses Krasnosel′ski˘ı’s theorem as well as its
connection to other fixed-point theorems in [43]. The larger context of cone theory
and its applications to nonlinear problems is more fully elaborated in the text by Guo
and Lakshmikantham [35]. Also, fixed-point theory is surveyed by Agarwal, Meehan,
and O’Regan in [1] and by Zeidler in [48].
5The area of nabla fractional calculus and discrete fractional calculus, especially as
presented in this work, may be seen within the context of time scales. The area of
time scales works with functions whose domains are any nonempty closed subsets of
the real numbers and was inagurated by Hilger [36]. Hence, both standard calculus
and discrete calculus may be viewed as contained within the larger context of time
scales. The area of time scales has been extensively surveyed by Bohner and Peterson
in [21] and [22]. Boundary value problems with whole order operators have been
considered in the context of time scales in [27], [10], [12], [25] to name a few.
After an overview of background notation and theorems in Chapter 2, we will focus on
boundary value problems. In Chapter 3, we will consider the BVP (1.1). The Green’s
function for this BVP is found, bounds are established for this Green’s function,
and the Guo-Krasnosel′ski˘ı fixed point theorem is used to show existence of positive
solutions in some cases and existence of multiple positive solutions in others. In
Chapter 4, we consider the BVP

∇νa∗x(t) = h(t), t ∈ Nba+1
∇kx(a− 1) = 0, 0 ≤ k ≤ N − 2
∇N−1x(b) = 0,
(1.2)
where 1 < ν, h : Nba+1 → R+, b − a ∈ Z, b − a ≥ N − 1, and where the solutions x
are defined on Nba−N+1. We first expand our knowledge of the BVP (1.2) for the case
where 1 < ν ≤ 2. We then continue on to consider the Green’s function of the BVP
(1.2) for 2 < ν ≤ 3 and establish bounds on the Green’s function. In so doing, we
show that the Green’s function for the 2 < ν ≤ 3 case differs markedly in its behavior
from that of 1 < ν ≤ 2. Lastly, we consider a generalization of the BVP (1.2). In
6Chapter 5, for 0 < ν ≤ 1, we consider the BVP

∇∇νa∗x(t) = h(t), t ∈ Nba+2
x(a) = ∇x(b) = 0, .
(1.3)
where a, b are positive integers such that b− a ≥ 2 and h : Nba+2 → R. In particular,
we establish several bounds on the Green’s function for the BVP (1.3) and compare
the revealed behavior to the behavior of the Green’s function for an analogous BVP
in the continuous differential equations context.
7Chapter 2
Background
In this chapter we will introduce relevant definitions and theorems from the area of
Nabla Fractional Calculus.
2.1 Discrete Nabla Operators
In this section we will address the notation for the domains of functions in the area
of Nabla Fractional Calculus. Additionally we will introduce some basic operators in
this context along with some of their properties.
All definitions and theorems found in this chapter may be found in [31], along with
a more general introduction to the area of Nabla Fractional Calculus.
Definition 2.1. Let a ∈ R and b− a ∈ Z+. Then
Na := {a, a+ 1, a+ 2, · · · }
8and
Nba := {a, a+ 1, a+ 2, · · · , b}.
The notation in Definition 2.1 shows the typical notation for domains of functions
in the area of Nabla Fractional Calculus. Definition 2.2 shows additional notation
commonly used in this area.
Definition 2.2 (Backward Jump Operator). We define the backward jump operator,
ρ : Na+1 → Na, by
ρ(t) = t− 1.
If we consider the derivative, we notice that the standard definition of the deriva-
tive will not work when considering functions with discrete domains because in order
to take a derivative at a point, the function must be defined on some open interval
around the point. However, we wish to define an analogue of this operator for discrete
functions. While the definition must be different from the definition given in standard
calculus, we still want the operator we use to relate to the idea of slope. Since there
are no points in the domain arbitrarily close to any other points, the next best option
is to use the slope of the line between two adjacent points as our derivative. Hence,
we define the nabla operator, or backwards difference operator, for this context.
Definition 2.3 (Nabla Operator). For an arbitrary f : Na → R, we define the nabla
operator, ∇, by
(∇f)(t) := f(t)− f(t− 1), t ∈ Na+1.
9Note additionally that ∇0 is the identity, that is it is defined by ∇0f(t) = f(t).
For N ∈ N, we define ∇N by
∇Nf(t) := ∇(∇N−1f(t)),
for t ∈ Na+N .
The theorem below gives several basic properties of the nabla operator, including
two properties analogous to the product rule and quotient rule from standard calculus.
Theorem 2.4. Assume f, g : Na → R and α, β ∈ R. Then for t ∈ Na+1,
(i.) ∇α = 0;
(ii.) ∇αf(t) = α∇f(t);
(iii.) ∇(f(t) + g(t)) = ∇f(t) +∇g(t);
(iv.) if α 6= 0, then ∇αt+β = α−1
α
αt+β;
(v.) ∇(f(t)g(t)) = f(ρ(t))∇g(t) +∇f(t)g(t);
(vi.) ∇
(
f(t)
g(t)
)
= g(t)∇f(t)−f(t)∇g(t)
g(t)g(ρ(t))
, if g(t) 6= 0, t ∈ Na+1.
In addition to an operator similar to the derivative, we also need an operator
similar to the integral from standard calculus. Of course, as before, the definition
must differ from the standard definition in this discrete context.
Definition 2.5 (Discrete Nabla Integral). Assume f : Na → R and c, d ∈ Na. Then
∫ d
c
f(t)∇t :=

∑d
t=c+1 f(t), if d > c
0, if d ≤ c.
10
Notice that Definition 2.5 is essentially a right Riemann sum, involving rectangles
of width one. The theorem below shows some basic properties of the discrete nabla
integral.
Theorem 2.6. Assume f, g : Na → R, b, c, d ∈ Na, b < c < d, and α ∈ R. Then
(i.)
∫ c
b
αf(t)∇t = α ∫ c
b
f(t)∇t;
(ii.)
∫ c
b
(f(t) + g(t))∇t = ∫ c
b
f(t)∇t+ ∫ c
b
g(t)∇t;
(iii.)
∫ b
b
f(t)∇t = 0;
(iv.)
∫ d
b
f(t)∇t = ∫ c
b
f(t)∇t+ ∫ d
c
f(t)∇t;
(v.) | ∫ c
b
f(t)∇t| ≤ ∫ c
b
|f(t)|∇t;
(vi.) if F (t) :=
∫ t
b
f(s)∇s, for t ∈ Ncb, then ∇F (t) = f(t), t ∈ Ncb+1;
(vii.) if f(t) ≥ g(t) for t ∈ {b+ 1, b+ 2, · · · , c}, then ∫ c
b
f(t)∇t ≥ ∫ c
b
g(t)∇t.
2.2 The Rising Function and Taylor Monomials
Among the properties of the nabla operator listed in Theorem 2.4, notice that there
is no property similar to the power rule listed. In order to have a property analogous
to the power rule, as stated in Theorem 2.8, we must define the rising function.
Definition 2.7 (Rising Function). Assume n is a positive integer and t ∈ R. Then
we define the rising function, tn, by
tn := t(t+ 1) · · · (t+ n− 1).
11
Theorem 2.8 (Nabla Power Rules). For n ∈ N, α ∈ R,
∇(t+ α)n = n(t+ α)n−1,
for t ∈ R.
Taylor monomials will be used in Section 2.3 to define fractional sums and differ-
ences and are often used throughout this work.
Definition 2.9 (Nabla Taylor Monomials). We define the nabla Taylor monomials,
Hn(t, a), n ∈ N0 by H0(t, a) = 1, t ∈ Na and
Hn(t, a) =
(t− a)n
n!
,
for t ∈ Na−n+1 and n ∈ N.
2.3 Fractional Sums and Differences
In this section we introduce more definitions and theorems in order to generalize the
nabla operator and the discrete nabla integral. In order to make these generalizations,
we use the Gamma function, which is defined to be
Γ(z) :=
∫ ∞
0
e−ttz−1dt,
where z is such that the real part of z is positive. By integration by parts, one can
show that
Γ(z + 1) = zΓ(z). (2.1)
12
It follows that Γ(N + 1) = N · Γ(N) for N a positive integer. Hence Γ(N + 1) = N !
for N ∈ N. The definition of Γ(z) is extended, using (2.1), to all complex z such that
z 6= 0,−1,−2,−3, . . . . Additionally, limz→−n |Γ(z)| =∞ for n = 0,−1,−2,−3, . . . .
Below, we use the Gamma function to generalize the rising function. Note that for a
positive integer N , tN = (t+N+1)!
(t+1)!
. With this in mind, we define the generalization of
the rising function as follows.
Definition 2.10 ((Generalized) Rising Function). The (generalized) rising function
is defined by
tr =
Γ(t+ r)
Γ(t)
(2.2)
for those values of t and r such that the right hand side of equation (2.2) makes
sense. We also use the convention that if t is a nonpositive integer, but t+ r is not a
nonpositive integer then tr := 0.
Note that t0 = 1 for t 6= 0,−1,−2, ...
Theorem 2.11 (Generalized Nabla Power Rules). The formulas
∇(t+ α)r = r(t+ α)r−1, (2.3)
and
∇(α− t)r = −r(α− ρ(t))r−1, (2.4)
hold for those values of t, r and α so that the expressions (2.3) and (2.4) makes sense.
Additionally we define the analogue of the Taylor monomial, (t−a)
n
n!
, from standard
calculus and describe some of its properties.
13
Definition 2.12. Let µ 6= −1,−2 − 3, · · · , then we define the µ-th order nabla
fractional Taylor monomial, Hµ(t, a), by
Hµ(t, a) =
(t− a)µ
Γ(µ+ 1)
(2.5)
whenever the right hand side of the equation (2.5) makes sense.
Theorem 2.13. The following hold whenever the expressions below are well-defined:
(i.) Hµ(a, a) = 0;
(ii.) ∇Hµ(t, a) = Hµ−1(t, a);
(iii.)
∫ t
a
Hµ(s, a)∇s = Hµ+1(t, a);
(iv.)
∫ t
a
Hµ(t, ρ(s))∇s = Hµ+1(t, a);
(v.) for k ∈ N, H−k(t, a) = 0, t ∈ Na.
Next we define the nabla fractional sum, denoted ∇−νa for a ∈ R and ν ≥ 0,
which is an extension of the discrete nabla integral. The operator is defined so that
∇−1a f(t) =
∫ t
a
f(t)∇t. The definition is additionally motivated by the fact that
∫ t
a
∫ τ1
a
· · ·
∫ τn−1
a
f(τn)∇τn · · · ∇τ2∇τ1 =
∫ t
a
Hn−1(t, ρ(s))f(s)∇s.
Definition 2.14 (Nabla Fractional Sum). Let f ∈ Na+1 → R be given and µ ∈ R+,
then
∇−µa f(t) :=
∫ t
a
Hµ−1(t, ρ(s))f(s)∇s
for t ∈ Na, where by convention ∇µa(a) = 0.
14
The following theorem gives us an important property of the nabla fractional sum.
Theorem 2.15. Let ν ∈ R+ and µ ∈ R such that µ and ν + µ are not negative
integers. Then we have that
∇−νa Hµ(t, a) = Hµ+ν(t, a)
for t ∈ Na.
This property is analogous to the fact that
∫ t
a
(τ−a)n
n!
dτ = (t−a)
n+1
(n+1)!
in standard
calculus. Next we use the nabla fractional sum in the definition of the nabla fractional
difference.
Definition 2.16 (Nabla Fractional Difference). Let f : Na+1 → R, ν ∈ R+, and
choose N so that N − 1 < ν ≤ N . Then we define the ν-th order nabla fractional
difference, ∇νaf(t) by
∇νaf(t) = ∇N∇−(N−ν)a f(t) for t ∈ Na+N .
Note that for N ∈ N,
∇Na f(t) = ∇N∇−(N−N)a f(t) = ∇Nf(t) for t ∈ Na+N .
2.4 Caputo Fractional Difference
Definition 2.16 represents the Riemann-Liouville definition of the fractional difference.
However, one may also define the Caputo fractional difference by changing the order
of the operators in Definition 2.16.
15
Definition 2.17 (Caputo Fractional Difference). Assume f : Na−N+1 → R and µ > 0.
Then the µ-th Caputo nabla fractional difference of f is defined by
∇µa∗f(t) = ∇−(N−µ)a ∇Nf(t)
for t ∈ Na+1, where N = dµe.
Note that for constant C, ∇µa∗C = ∇−(N−µ)a ∇NC = ∇−(N−µ)a 0 = 0. Such a prop-
erty is reasonable for an operator extending the difference operator. Yet this property
does not hold for the Riemann-Liouville operator defined in Definition 2.16. This work
is primarily concerned with the Caputo Fractional Difference as the extension of the
nabla difference operator. We describe a basic property of this operator below from
[31, Theorem 3.118 on p. 229].
Theorem 2.18. Assume µ > 0 and N = dµe. Then the nabla Taylor monomials,
Hk(t, a), 0 ≤ k ≤ N−1, are N linearly independent solutions of ∇µa∗x = 0 on Na−N+1.
16
Chapter 3
A Nonlinear Right Focal Boundary
Value Problem Involving a Caputo
Operator with 1 < ν ≤ 2
3.1 Introduction
In this chapter we will consider the nonlinear right focal boundary value problem
(3.1) in the context of Nabla Fractional Calculus, as shown below

−∇νa∗x(t) = h(t, x(t− 1)), t ∈ Nba+1
x(a− 1) = 0,
∇x(b) = 0,
(3.1)
where 1 < ν ≤ 2, h : Nba+1 × R+ → R+, b − a ∈ N1, and where the solutions x are
defined on Nba−1. Recall that the Caputo difference operator is denoted by ∇νa∗ for
ν > 0.
17
The eventual goal of this chapter is to establish the existence of positive solutions
and, in some cases, even of multiple positive solutions to the boundary value problem
(3.1). However, this chapter will begin by considering a linear version of the BVP
(3.1) for any ν > 1. This more general linear BVP is

∇νa∗x(t) = h(t), t ∈ Nba+1
∇kx(a− 1) = Ak, 0 ≤ k ≤ N − 2
∇N−1x(b) = B,
(3.2)
where h : Nba+1 → R, ν > 1, N = dνe, Ak ∈ R for 0 ≤ k ≤ N − 2, B ∈ R, b− a ∈ Z,
b− a ≥ N − 1, and where the solutions x are defined on Nba−N+1.
In Section 3.2, the uniqueness of solutions will be established under certain conditions
for the BVP (3.2). In Section 3.3, we will consider the Green’s function for the BVP

∇νa∗x(t) = 0, t ∈ Nba+1
∇kx(a− 1) = 0, 0 ≤ k ≤ N − 2
∇N−1x(b) = 0,
(3.3)
where ν > 1, N = dνe, b − a ∈ Z, b − a ≥ N − 1, and where the solutions x are
defined on Nba−N+1. The Green’s function is useful in calculating solutions to the BVP
(3.2). In particular, the Green’s function is defined so that x(t) =
∫ b
a
G(t, s)h(s)∇s
for t ∈ Nba−N+1 solves the BVP (3.2). In Subsection 3.3.2, the Green’s function will
be considered only for the case where 1 < ν ≤ 2. Bounds will be established on the
Green’s function in this context in Subsection 3.3.2 so that these bounds may then be
used to solve the nonlinear BVP (3.1). In Section 3.4, existence of positive solutions
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to the BVP (3.1) will be established by finding a fixed point for the operator
Ax(t) =
∫ b
a
G(t, s)h(s, x(s− 1))∇s
for x in a cone in an appropriate Banach space and t ∈ Nba−1. The general definition
of a cone is given in Definition 3.14. This fixed point will be found by using the Guo-
Krasnosel′ski˘ı theorem. In Subsection 3.4.2, conditions are established under which
multiple solutions to the BVP (3.1) may be found. Finally, directions for future work
will be discussed in Section 3.5. Note that many of the results in this chapter are
included in [46].
3.2 Uniqueness of Solutions
First consider the following nth order initial value problem:

∇νa∗x(t) = h(t), t ∈ Na+1
∇kx(a) = ck, 0 ≤ k ≤ N − 1.
where a, ν ∈ R, ν > 0, N := dνe, ck ∈ R for 0 ≤ k ≤ N − 1, and h : Na+1 → R. By
the theorem below, the solution to the above IVP is defined on Na−N+1.
By [31, Theorem 3.120 on p. 230], we have the following theorem:
Theorem 3.1. The unique solution to the IVP is given by
x(t) =
N−1∑
k=0
Hk(t, a)ck +∇−νa h(t)
for t ∈ Na−N+1, where by convention ∇−νa h(t) = 0 for a−N + 1 ≤ t ≤ a.
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Noting that ∇−νa h(t) =
∫ t
a
Hν−1(t, ρ(s))h(s)∇s for t ∈ Na+1, we define the Cauchy
function for the IVP.
Definition 3.2. The Cauchy function for ∇νa∗x(t) = 0 is defined to be
x(t, s) := Hν−1(t, ρ(s))
for those values of t, s, and ν such that the right side makes sense.
Then by Theorem 3.1, we have the following variation of constants formula.
Theorem 3.3 (Variation of Constants). For h : Na+1 → R and for t ∈ Na−N+1, the
solution to the initial value problem

∇νa∗y(t) = h(t), t ∈ Na+1
∇ky(a) = 0, 0 ≤ k ≤ N − 1.
is given by
y(t) =
∫ t
a
x(t, s)h(s)∇s.
In Section 3.3 the Cauchy function will be used in the definition of the Green’s
function.
The proofs of the two theorems that follow are similar to proofs in [31] and [3].
Theorem 3.4 (General Solution of the Homogeneous Equation). Let a, ν ∈ R, ν > 0,
and N = dνe. Assume x1, x2, ..., xN are N linearly independent solutions of ∇νa∗x = 0
on Na−N+1. Then the general solution to ∇νa∗x = 0 is given by
x(t) = c1x1(t) + · · ·+ cNxN(t), t ∈ Na−N+1
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where c1, c2, ..., cN ∈ R are arbitrary constants.
Proof. Let x1, x2, ..., xN be linearly independent solutions of ∇νa∗x = 0 on Na−N+1.
Let ∇kx1(a) = A1,k for 0 ≤ k ≤ N − 1, ∇kx2(a) = A2,k for 0 ≤ k ≤ N − 1, and in
general ∇kxj(a) = Aj,k for 0 ≤ k ≤ N − 1 and 1 ≤ j ≤ N . Then for each 1 ≤ j ≤ N ,
it holds that xj is the unique solution to the IVP

∇νa∗xj(t) = 0, t ∈ Na+1
∇kxj(a) = Aj,k, 0 ≤ k ≤ N − 1.
By the linearity of ∇νa∗ ,
∇νa∗ [c1x1(t) + · · ·+ cNxN(t)] = c1∇νa∗x1(t) + ...+ cN∇νa∗xN(t) = 0,
so x(t) := c1x1(t) + · · ·+ cNxN(t) solves ∇νa∗x(t) = 0.
Now suppose x : Na−N+1 → R solves ∇νa∗x(t) = 0. Let ∇kx(a) = Mk for 0 ≤ k ≤
N − 1. Then x(t) is the unique solution of

∇νa∗x(t) = 0, t ∈ Na+1
∇kx(a) = Mk, 0 ≤ k ≤ N − 1.
Now it will be shown that

x1(a) x2(a) . . . xN(a)
∇x1(a) ∇x2(a) . . . ∇xN(a)
...
...
. . .
...
∇N−1x1(a) ∇N−1x2(a) . . . ∇N−1xN(a)


c1
c2
...
cN

=

M0
M1
...
MN−1

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has a unique solution for c1, c2, ..., cN ∈ R. Express the above equation as follows:

A1,0 A2,0 . . . AN,0
A1,1 A2,1 . . . AN,1
...
...
. . .
...
A1,N−1 A2,N−1 . . . AN,N−1


c1
c2
...
cN

=

M0
M1
...
MN−1

.
Suppose towards a contradiction that
∣∣∣∣∣∣∣∣∣∣∣∣∣
A1,0 A2,0 . . . AN,0
A1,1 A2,1 . . . AN,1
...
...
. . .
...
A1,N−1 A2,N−1 . . . AN,N−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0
Then the columns of the above matrix are not linearly independent, so at least one
column is a linear combination of the other columns. Without loss of generality, say
that the Nth column is a linear combination of the other N − 1 columns. Then
α1

A1,0
A1,1
...
A1,N−1

+ α2

A2,0
A2,1
...
A2,N−1

+ · · ·+ αN−1

AN−1,0
AN−1,1
...
AN−1,N−1

=

AN,0
AN,1
...
AN,N−1

for some α1, α2, . . . , αN−1 ∈ R. Note thatX(t) := α1x1(t)+α2x2(t)+· · ·+αN−1xN−1(t)
is a solution of ∇νa∗x(t) = 0. Now both X(t) and xN(t) solve
∇νa∗y(t) = 0, t ∈ Na+1
∇ky(a) = α1A1,k + α2A2,k + · · ·+ αN−1AN−1,k, 0 ≤ k ≤ N − 1,
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so by uniqueness X(t) = xN(t), so xN(t) = α1x1(t) + α2x2(t) + · · · + αN−1xN−1(t).
But then x1, x2, . . . , xN are linearly dependent. Thus we have a contradiction.
Theorem 3.5 (General Solution of the Nonhomogeneous Equation). Let ν > 0 and
N = dνe. Assume x1, x2, . . . , xn are linearly independent solutions of ∇νa∗x(t) = 0
on Na−N+1 and y0 is a particular solution to ∇νa∗x(t) = h(t) on Na−N+1 for some
h : Na+1 → R. Then the general solution of ∇νa∗x(t) = h(t) is given by
x(t) = c1x1(t) + · · ·+ cNxN(t) + y0(t),
where c1, c2, . . . , cN ∈ R are arbitrary constants and t ∈ Na−N+1.
Proof. By linearity of the operator ∇νa∗ ,
∇νa∗x(t) = c1∇νa∗x1(t) + · · ·+ cN∇νa∗xN(t) +∇νa∗y0(t) = h(t),
so x(t) solves ∇νa∗x(t) = h(t).
Conversely, assume x : Na−N+1 → R solves ∇νa∗x(t) = h(t). Let ∇kx(a) = bk for
0 ≤ k ≤ N − 1. Then x(t) uniquely solves the IVP

∇νa∗x(t) = h(t), t ∈ Na+1
∇kx(a) = bk, 0 ≤ k ≤ N − 1.
Now there exist constants c1, c2, . . . , cN ∈ R such that c1x1(t)+c2x2(t)+ · · ·+cNxN(t)
solves 
∇νa∗xh(t) = 0, t ∈ Na+1
∇kxh(a) = bk −∇ky0(a), 0 ≤ k ≤ N − 1.
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Note that xh(t) + y0(t) solves ∇νa∗x(t) = h(t). Also
∇kxh(a) +∇ky0(a) = bk −∇ky0(a) +∇ky0(a) = bk
for 0 ≤ k ≤ N − 1. Hence x(t) and xh(t) + y0(t) both solve the same IVP. Hence by
uniqueness,
x(t) = c1x1(t) + c2x2(t) + · · ·+ cNxN(t) + y0(t).
Therefore any solution to ∇νa∗x(t) = 0 can be written in this form.
Now consider the non-homogeneous boundary value problem (3.2) and the corre-
sponding homogeneous boundary value problem (3.3). Note that some arguments in
the proof below are analogous to those given in [3].
Theorem 3.6. The nonhomogeneous boundary value problem (3.2) has a unique
solution.
Proof. By Theorem 3.4, a general solution to ∇νa∗x(t) = 0 is given by x(t) = c0x0(t)+
· · · + cN−1xN−1(t), where c0, . . . , cN−1 ∈ R and x0, x1, . . . , xN−1 are N linearly inde-
pendent solutions to ∇νa∗x(t) = 0 on Na−N+1. Thus, by Theorem 3.1, the general
solution to ∇νa∗x(t) = 0 is given by
x(t) = c0 + c1H1(t, a) + c2H2(t, a) + · · ·+ cN−1HN−1(t, a),
for t ∈ Nba−N+1, where c0, c1, . . . , cN−1 ∈ R. Without loss of generality, say x0(t) =
1, x1(t) = H1(t, a), . . . , xN−1(t) = HN−1(t, a) for t ∈ Na−N+1.
Say x(t) solves (3.3). It will be shown that x(t) is the trivial solution. It holds that
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x(t) is the trivial solution if and only if c0 = c1 = . . . = cN−1 = 0. This holds if and
only if the system of equations

c0∇kx0(a− 1) + · · ·+ cN−1∇kxN−1(a− 1) = 0, 0 ≤ k ≤ N − 2
c0∇N−1x0(b) + · · ·+ cN−1∇N−1xN−1(b) = 0
has only the trivial solution. Define
M :=

x0(a− 1) x1(a− 1) . . . xN−1(a− 1)
∇x0(a− 1) ∇x1(a− 1) . . . ∇xN−1(a− 1)
...
...
. . .
...
∇N−2x0(a− 1) ∇N−2x1(a− 1) . . . ∇N−2xN−1(a− 1)
∇N−1x0(b) ∇N−1x1(b) . . . ∇N−1xN−1(b)

.
If det(M) 6= 0, then the system of equations has only the trivial solution.
For 0 ≤ i ≤ N − 1 and 0 ≤ j ≤ N − 2, it holds that
∇jxi(a− 1) = ∇jHi(t, a)|t=a−1 = Hi−j(a− 1, a).
Now, for i = j, Hi−j(a− 1, a) = H0(a− 1, a) = 1. Also ∇N−1xN−1(b) = H0(b, a) = 1.
Thus M has 1’s on the diagonal. For i = j + 1,
Hi−j(a− 1, a) = H(j+1)−j(a− 1, a) = (−1)
1
Γ(2)
= −1.
This implies that M has -1’s on the superdiagonal.
Next, if 0 ≤ i < j and 0 ≤ j ≤ N − 2, then Hi−j(a − 1, a) = 0, since i − j < 0. If
j + 1 ≤ i ≤ N − 1 for 0 ≤ j ≤ N − 2, then Hi−j(a− 1, a) = (−1)i−jΓ(i−j+1) = 0. Finally, if
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0 ≤ i ≤ N − 2, then ∇N−1xi(b) = Hi−N+1(b, a) = Hi−N+1(b, a) = 0. Thus
M =

1 −1 0 0 . . . 0 0
0 1 −1 0 . . . 0 0
0 0 1 −1 . . . 0 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . 1 −1
0 0 0 0 . . . 0 1

,
so det(M) = 1. Then the above system has a unique solution, so homogeneous BVP
(3.3) has only the trivial solution.
Next, by Theorem 3.5, the general solution to ∇νa∗x(t) = h(t) is given by
y(t) = c0x0(t) + · · ·+ cN−1xN−1(t) + y0(t)
= c0 + c1H1(t, a) + · · ·+ cN−1HN−1(t, a) + y0(t),
where c0, . . . , cN−1 ∈ R and y0 : Na−N+1 → R is a particular solution to ∇νa∗y0(t) =
h(t). Then y(t) solves (3.2) if and only if

c0∇kx0(a− 1) + · · ·+ cN−1∇kxN−1(a− 1) +∇ky0(a− 1) = Ak,
0 ≤ k ≤ N − 2
c0∇N−1x0(b) + · · ·+ cN−1∇N−1xN−1(b) +∇N−1y0(b) = B
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has a unique solution if and only if

c0∇kx0(a− 1) + · · ·+ cN−1∇kxN−1(a− 1) = Ak −∇ky0(a− 1),
0 ≤ k ≤ N − 2
c0∇N−1x0(b) + · · ·+ cN−1∇N−1xN−1(b) = B −∇N−1y0(b)
has a unique solution. Thus y(t) uniquely satisfies the boundary conditions in (3.2)
if and only if det(M) 6= 0. Therefore, since det(M) = 1, the BVP (3.2) has a unique
solution.
3.3 The Green’s Function
In this section, the Green’s function for the BVP (3.3) will be defined. Then in
Theorem 3.11, three bounds will be established for the Green’s function in the case
where 1 < ν ≤ 2 that will be key in considering the nonlinear case in Section 3.4.
3.3.1 Definition and Basic Properties of the Green’s
Function
Note here that the proofs through Theorem 3.9 use arguments analogous to the
derivation of a different Green’s function in [3].
Definition 3.7 (Green’s Function). Let x(t, s) be the Cauchy function for ∇νa∗x(t) =
0. The Green’s function, G(t, s) : Nba−N+1×Nba+1 → R, for the BVP (3.3) is given by
G(t, s) :=

u(t, s), t ≤ ρ(s)
v(t, s), ρ(s) ≤ t
(3.4)
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where u(t, s) is defined to be the unique solution of the BVP

∇νa∗u(t, s) = 0, t ∈ Nba+1
∇ku(a− 1, s) = 0, 0 ≤ k ≤ N − 2
∇N−1u(b, s) = −∇N−1x(b, s)
for each fixed s ∈ Nba+1, and
v(t, s) := u(t, s) + x(t, s).
Theorem 3.8 below shows that the Green’s function, among other things, is useful
in calculating solutions to the BVP (3.3).
Theorem 3.8. Let G(t, s) be the Green’s function for the BVP (3.3), and assume
h : Nba+1 → R. Then the unique solution to
∇νa∗y(t) = h(t), t ∈ Nba+1
∇ky(a− 1) = 0, 0 ≤ k ≤ N − 2
∇N−1y(b) = 0,
(3.5)
is given by
y(t) =
∫ b
a
G(t, s)h(s)∇s, t ∈ Nba−N+1.
Proof. Let y(t) :=
∫ b
a
G(t, s)h(s)∇s for t ∈ Nba−N+1. Then, for t ∈ Nba−N+1,
y(t) =
∫ b
a
G(t, s)h(s)∇s
=
∫ t+1
a
v(t, s)h(s)∇s+
∫ b
t+1
u(t, s)h(s)∇s
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=
∫ t+1
a
[u(t, s) + x(t, s)]h(s)∇s+
∫ b
t+1
u(t, s)h(s)∇s
=
∫ b
a
u(t, s)h(s)∇s+
∫ t+1
a
x(t, s)h(s)∇s
=
∫ b
a
u(t, s)h(s)∇s+
∫ t
a
x(t, s)h(s)∇s+ x(t, t+ 1)h(t+ 1)
=
∫ b
a
u(t, s)h(s)∇s+
∫ t
a
x(t, s)h(s)∇s+Hν−1(t, ρ(t+ 1))h(t+ 1)
=
∫ b
a
u(t, s)h(s)∇s+
∫ t
a
x(t, s)h(s)∇s.
Define z(t) :=
∫ t
a
x(t, s)h(s)∇s. By the variation of constants formula in Theorem
3.3, z(t) solves the IVP

∇νa∗z(t) = h(t), t ∈ Nba+1
∇kz(a) = 0, 0 ≤ k ≤ N − 1
for t ∈ Nba−N+1. Thus
∇νa∗y(t) = ∇νa∗
[∫ b
a
u(t, s)h(s)∇s+ z(t)
]
=
∫ b
a
∇νa∗u(t, s)h(s)∇s+∇νa∗z(t)
= h(t)
for t ∈ Nba−N+1. It will now be shown that the boundary conditions hold. First, say
0 ≤ k ≤ N − 2. Then
∇ky(a− 1) =
∫ b
a
∇ku(a− 1, s)h(s)∇s+∇kz(a− 1)
= 0 +
∫ a−1
a
∇kx(a− 1, s)h(s)∇s
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= 0.
According to the Leibniz Formula in [31, Theorem 3.41 on p. 175], if f : Na×Na+1 →
R, then ∇
(∫ t
a
f(t, τ)∇τ
)
=
∫ t
a
∇tf(t, τ)∇τ + f(ρ(t), t). Hence,
∇N−1y(b) =
∫ b
a
∇N−1u(b, s)h(s)∇s+∇N−1z(b)
=
∫ b
a
∇N−1u(b, s)h(s)∇s+
[
∇N−1
∫ t
a
x(t, s)h(s)∇s
]
t=b
=
∫ b
a
∇N−1u(b, s)h(s)∇s+
[
∇N−2
∫ t
a
∇x(t, s)h(s)∇s
]
t=b
+ x(ρ(b), b)h(b)
=
∫ b
a
∇N−1u(b, s)h(s)∇s+
[
∇N−2
∫ t
a
∇x(t, s)h(s)∇s
]
t=b
+Hν−1(ρ(b), ρ(b))h(b)
=
∫ b
a
∇N−1u(b, s)h(s)∇s+
[
∇N−2
∫ t
a
∇x(t, s)h(s)∇s
]
t=b
...
=
∫ b
a
∇N−1u(b, s)h(s)∇s+
∫ b
a
∇N−1x(b, s)h(s)∇s
= −
∫ b
a
∇N−1x(b, s)h(s)∇s+
∫ b
a
∇N−1x(b, s)h(s)∇s
= 0.
Hence the boundary conditions hold.
Theorem 3.9. The Green’s function G(t, s) : Nba−N+1 × Nba+1 → R for the homoge-
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neous BVP (3.3) is given by (3.4) where
u(t, s) := −HN−1(t, a− 1)Hν−N(b, ρ(s))
and
v(t, s) := −HN−1(t, a− 1)Hν−N(b, ρ(s)) +Hν−1(t, ρ(s)).
Proof. By Theorem 3.8, it suffices to show that, for each fixed s ∈ Nba+1 when t ≤ ρ(s),
u(t, s) is the solution to the BVP

∇νa∗u(t, s) = 0, t ∈ Nba+1
∇ku(a− 1, s) = 0, 0 ≤ k ≤ N − 2
∇N−1u(b, s) = −∇N−1x(b, s).
Let t ≤ ρ(s). First,
∇νa∗u(t, s) = ∇−(N−ν)a ∇Nu(t, s)
= ∇−(N−ν)a Hν−N(b, ρ(s))∇−HN−1−(N−1)(t, a− 1)
= ∇−(N−ν)a ∇Hν−N(b, ρ(s))∇1
= ∇−(N−ν)a 0
= 0.
Next, it will be shown that the boundary conditions hold. Let 0 ≤ k ≤ N − 3. Then
∇ku(a− 1, s) = −Hν−N(b, ρ(s)) ·HN−k−1(t, a− 1)|t=a−1
= −Hν−N(b, ρ(s)) · Γ(t− a+N − k)
Γ(t− a+ 1)Γ(N − k) |t=a−1
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= −Hν−N(b, ρ(s)) · Γ(N − k − 1)
Γ(0)Γ(N − k)
= 0.
Also
∇N−2u(a− 1, s) = −Hν−N(b, ρ(s)) ·HN−1−N+2(t, a− 1)|t=a−1
= −Hν−N(b, ρ(s)) · t− a+ 1
Γ(N − k) |t=a−1
= 0.
Next, note that ∇N−1x(t, s) = ∇N−1Hν−1(t, ρ(s)) = Hν−N(t, ρ(s)). Then,
∇N−1u(b, s) = −Hν−N(b, ρ(s)) ·HN−1−N+1(t, a− 1)|t=b
= −Hν−N(b, ρ(s))
= −∇N−1x(b, s).
Consider the case where ν = N ∈ N. Then
u(t, s) = HN−1(t, a− 1) = −(t− a+ 1)
N−1
Γ(N)
,
and
v(t, s) = HN−1(t, a− 1) +HN−1(t, ρ(s))
= −(t− a+ 1)
N−1
Γ(N)
+
(t− s+ 1)N−1
Γ(N)
.
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Note that this aligns well with the Green’s function for the continuous case with
non-fractional derivatives. In the continuous case, according to [41, Example 6.30 on
p. 296], the Green’s function for the BVP

x(n) = 0,
x(i)(a) = 0, 0 ≤ i ≤ n− 2
x(n−1)(b) = 0.
is given by
G(t, s) :=

− (t−a)n−1
(n−1)! , a ≤ t ≤ s ≤ b
− (t−a)n−1
(n−1)! +
(t−s)n−1
(n−1)! , a ≤ s ≤ t ≤ b.
In Example 3.10, Theorems 3.8 and 3.9 will be used to calculate the solution to a
special case of the BVP (3.3).
Example 3.10. Say ν = 15
8
, a = 0, b = 6, and h(t) ≡ 1. That is, consider the
following BVP

∇
15
8
0∗ x(t) = 1, t ∈ N61
x(−1) = 0,
∇x(6) = 0.
(3.6)
By Theorem 3.9, the Green’s function for the BVP (3.6) is given by
G(t, s) =

u(t, s), t ≤ ρ(s)
v(t, s), ρ(s) ≤ t
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where
u(t, s) = −(t+ 1)H− 1
8
(6, ρ(s))
and
v(t, s) = u(t, s) + x(t, s),
where x(t, s) = H 7
8
(t, ρ(s)). By Theorem 3.8 and by its proof, the solution for t ∈ N6−1
to the BVP (3.6) is given by
x(t) =
∫ 6
0
G(t, s)h(s)∇s
=
∫ 6
0
u(t, s)h(s)∇s+
∫ t
0
x(t, s)h(s)∇s
= −(t+ 1)
∫ 6
0
H− 1
8
(6, ρ(s))h(s)∇s+
∫ t
0
H 7
8
(t, ρ(s))h(s)∇s
= (t+ 1)
[
H 7
8
(6, s)
]s=6
s=0
−
[
H 15
8
(t, s)
]s=6
s=0
= −(t+ 1)H 7
8
(6, 0)−H 15
8
(t, 6) +H 15
8
(t, 0).
Note that by rewriting the above solution as
x(t) =
Γ
(
6 + 7
8
)
Γ(6)Γ
(
15
8
) − Γ (t− 6 + 158 )
Γ(t− 6)Γ (23
8
) + Γ (t+ 158 )
Γ(t)Γ
(
23
8
) ,
for t ∈ N6−1, we may provide a graphical solution to the BVP (3.6), as shown in Figure
3.1.
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Figure 3.1: A solution to the homogenous BVP (3.6).
3.3.2 Bounds on the Green’s Function
We will now establish bounds on G(t, s) with the goal of eventually approaching the
nonlinear case using this Green’s function.
Consider G(t, s) for the BVP (3.3). If t = ρ(s), it holds that the Cauchy function
Hν−1(t, ρ(s)) = 0 so u(t, s) = v(t, s).
Additionally, for t ∈ Na, define d·ea : R→ Na such that
dtea = dt− ae+ a, for t ≥ a
and such that dtea = a for t < a. Then, to be used in Theorem 3.11, define the
constant
r :=
⌈
b− b− (a+ 1)
4
⌉
a
.
Note that, in order to establish the bound in part (iii) of Theorem 3.11, the proof
requires a restriction on the domain of solutions to the BVP (3.3). In particular, it
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requires that 1 ≤ b− a ≤ 1
2−ν − 1. Note that 1 ≤ 12−ν − 1, which implies that ν ≥ 32 .
Hence we get the restriction mentioned in part (iii) of Theorem 3.11 and in Section
3.4.
Theorem 3.11. Let 1 < ν < 2 and 1 ≤ b− a ≤ 1
2−ν . Let G(t, s) : N
b
a−1 × Nba+1 → R
be the Green’s function for the homogeneous BVP (3.3). Then the following hold:
(i) G(t, s) ≤ 0 for (t, s) ∈ Nba−1 × Nba+1, and
(ii) mint∈Nba−1 G(t, s) = G(ρ(s), s) for each fixed s ∈ Nba+1.
If we further assume 1 ≤ b− a ≤ 1
2−ν − 1 and thus that 32 ≤ ν ≤ 2, then
(iii) G(t, s) ≤ k · G(ρ(s), s), where k is a constant satisfying 0 < k ≤ 1 for t ∈ Nbr
and s ∈ Nba+1.
Proof. (i) Note that N = 2. Let (t, s) ∈ Nba−1 × Nba+1 and t ≤ ρ(s). Then
G(t, s) = u(t, s)
= −H1(t, a− 1)Hν−2(b, ρ(s))
= −(t− a+ 1)(b− s+ 1)
ν−2
Γ(ν − 1)
= −(t− a+ 1)Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν − 1)
≤ 0
Next let (t, s) ∈ Nba−1 × Nba+1 and ρ(s) ≤ t. Then
G(t, s) = v(t, s)
= −H1(t, a− 1)Hν−2(b, ρ(s)) +Hν−1(t, ρ(s)).
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Now it will be shown that v(t, s) is increasing with respect to t where t ∈ Nba−1 and
ρ(s) ≤ t for each fixed s ∈ Nba+1. Note that for ν = 2,
∇tHν−2(t, ρ(s)) = ∇tH0(t, ρ(s)) = ∇t1 = 0.
For 1 < ν < 2,
∇tHν−2(t, ρ(s)) = Hν−3(t, ρ(s))
=
(t− s+ 1)ν−3
Γ(ν − 2)
=
Γ(t− s+ ν − 2)
Γ(t− s+ 1)Γ(ν − 2)
≤ 0,
provided t 6= s, since Γ(ν − 2) ≤ 0. Hence
∇tv(t, s) = −Hν−2(b, ρ(s)) +Hν−2(t, ρ(s)) ≥ 0
for t 6= s. If t = s = b, then
∇tv(b, b) = −Hν−2(b, ρ(b)) +Hν−2(b, ρ(b))
= 0.
Also, in general if t = s,
∇tv(t, t) = −Hν−2(b, ρ(t)) +Hν−2(t, ρ(t))
= −(b− t+ 1)
ν−2
Γ(ν − 1) +
1ν−2
Γ(ν − 1)
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= − Γ(b− t+ ν − 1)
Γ(b− t+ 1)Γ(ν − 1) + 1
≥ 0
since 0 < ν − 1 ≤ 1. Hence ∇tv(t, s) ≥ 0 for t ≥ s for every fixed s ∈ Nba−1. Thus
v(t, s) is increasing with respect to t where t ∈ Nba−1 and ρ(s) ≤ t for each fixed
s ∈ Nba−1.
Next let (t, s) ∈ Nba−1 × Nba+1 and t ≥ ρ(s). Then
v(b, s) = −H1(b, a− 1)Hν−2(b, ρ(s)) +Hν−1(b, ρ(s))
= −(b− a+ 1)(b− s+ 1)
ν−2
Γ(ν − 1) +
(b− s+ 1)ν−1
Γ(ν)
= −(b− a+ 1)Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν − 1) +
Γ(b− s+ ν)
Γ(b− s+ 1)Γ(ν)
= −(b− a+ 1)Γ(b− s+ ν − 1)(ν − 1)
Γ(b− s+ 1)Γ(ν) +
(b− s+ ν − 1)Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν)
=
Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν) [−(b− a+ 1)(ν − 1) + (b− s) + ν − 1]
≤ Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν) [−(b− a+ 1)(ν − 1) + (b− a) + ν − 2]
=
Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν) [(b− a)(1− ν)− (ν − 1) + (b− a) + ν − 2]
=
Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν) [(b− a)(2− ν)− 1]
≤ Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν)
[
1
2− ν (2− ν)− 1
]
= 0.
Therefore v(t, s) ≤ 0.
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(ii) Let t ≤ ρ(s) and (t, s) ∈ Nba−1 × Nba+1. Then
∇tu(t, s) = −(b− s+ 1)
ν−2
Γ(ν − 1)
= − Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν − 1)
≤ 0.
Note that by the proof of (i) it also holds that ∇tv(t, s) ≥ 0 for ρ(s) ≤ t where
(t, s) ∈ Nba−1 × Nba+1. Hence mint∈Nba−1 G(t, s) = G(ρ(s), s) for each fixed s ∈ Nba+1.
(iii.) Let for t ∈ Nbr, s ∈ Nba+1, 1 ≤ b− a ≤ 12−ν − 1. Define
k := min
{
3(b− a) + 5
4(b− a) ,
1
b− a
[
(b− a)(ν − 2) + 1
ν − 1
]}
.
It will first be shown that G(t,s)
G(ρ(s),s)
≥ k.
Let t ≥ ρ(s). Then
G(t, s)
G(ρ(s), s)
=
−H1(t, a− 1)Hν−2(b, ρ(s)) +Hν−1(t, ρ(s))
−H1(ρ(s), a− 1)Hν−2(b, ρ(s)) +Hν−1(ρ(s), ρ(s))
=
(t− a+ 1)Hν−2(b, ρ(s))−Hν−1(t, ρ(s))
(s− a)Hν−2(b, ρ(s))
=
1
s− a
[
t− a+ 1− Hν−1(t, ρ(s))
Hν−2(b, ρ(s))
]
.
Note
∇s
[
Hν−1(t, ρ(s))
Hν−2(b, ρ(s))
]
=
Hν−2(b, ρ(s))[−Hν−2(t, s− 2)]−Hν−1(t, ρ(s))[−Hν−3(b, s− 2)]
Hν−2(b, ρ(s))Hν−2(b, s− 2) .
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Then, considering the numerator of the above expression,
Hν−2(b, ρ(s))[−Hν−2(t, s− 2)]−Hν−1(t, ρ(s))[−Hν−3(b, s− 2)] (3.7)
= −(b− s+ 1)
ν−2(t− s+ 2)ν−2
Γ(ν − 1)Γ(ν − 1) +
(t− s+ 1)ν−1(b− s+ 2)ν−3
Γ(ν)Γ(ν − 2)
= − Γ(b− s+ ν − 1)Γ(t− s+ ν)
(Γ(ν − 1))2Γ(b− s+ 1)Γ(t− s+ 2) +
Γ(t− s+ ν)Γ(b− s+ ν − 1)
Γ(ν)Γ(ν − 2)Γ(t− s+ 1)Γ(b− s+ 2)
=
Γ(b− s+ ν − 1)Γ(t− s+ ν)
Γ(b− s+ 1)Γ(t− s+ 1)Γ(ν − 1)Γ(ν − 2)
[ −1
(t− s+ 1)(ν − 2) +
1
(b− s+ 1)(ν − 1)
]
≤ 0,
since, provided ν 6= 2, −1 < ν − 2 < 0 and Γ(ν − 2) ≤ 0. It can be shown that if
ν = 2, the expression in (3.7) is nonpositive. Additionally
∇t [(t− a+ 1)Hν−2(b, ρ(s))−Hν−1(t, ρ(s))] = Hν−2(b, ρ(s))−Hν−2(t, ρ(s))
≤ 0
by the proof of part (i). Hence,
1
s− a
[
t− a+ 1− Hν−1(t, ρ(s))
Hν−2(b, ρ(s))
]
≥ 1
b− a
[
t− a+ 1− Hν−1(t, ρ(a+ 1))
Hν−2(b, ρ(a+ 1))
]
=
1
b− a
[
t− a+ 1− (t− a)
ν−1
(ν − 1)(b− a)ν−2
]
≥ 1
b− a
[
b− a+ 1− (b− a)
ν−1
(ν − 1)(b− a)ν−2
]
=
1
b− a
[
b− a+ 1
− Γ(b− a+ ν − 1)Γ(b− a)
(ν − 1)Γ(b− a+ ν − 2)Γ(b− a)
]
=
1
b− a
[
b− a+ 1− b− a+ ν − 2
ν − 1
]
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=
1
b− a
[
(b− a+ 1)(ν − 1)− (b− a+ ν − 2)
ν − 1
]
=
1
b− a
[
(b− a)(ν − 2) + 1
ν − 1
]
≥ k.
Let t ≤ ρ(s). Because t ∈ Nbr,
t ≥
⌈
b− b− (a+ 1)
4
⌉
a
=
⌈
b− b− (a+ 1)
4
− a
⌉
+ a
≥ b− b− (a+ 1)
4
− a+ a
= b− b− (a+ 1)
4
.
Then
G(t, s)
G(ρ(s), s)
=
−H1(t, a− 1)Hν−2(b, ρ(s))
−H1(ρ(s), a− 1)Hν−2(b, ρ(s))
=
t− a+ 1
s− a
≥ b−
b−(a+1)
4
− a+ 1
b− a
=
3(b− a) + 5
4(b− a)
≥ k.
Next it will be shown that 0 < k ≤ 1. First, for 3
2
≤ ν  2,
1
b− a
[
(b− a)(ν − 2) + 1
ν − 1
]
≥ 1
b− a
[(
1
2−ν − 1
)
(ν − 2) + 1
ν − 1
]
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=
1
b− a
[
ν−1
2−ν (ν − 2) + 1
ν − 1
]
=
1
b− a
[
2− ν
ν − 1
]
≥ 0.
For ν = 2, note
1
b− a
[
(b− a)(ν − 2) + 1
ν − 1
]
=
1
b− a > 0.
Also,
1
b− a
[
(b− a)(ν − 2) + 1
ν − 1
]
≤ 1
b− a
[
1
ν − 1
]
≤ 1
b− a
[
1(
1
2
)]
≤ 1.
Note that if 1 ≤ b−a ≤ 4, then Nbr contains only the element b. Thus the cases where
1 ≤ b − a ≤ 4 are contained within the case where ρ(s) ≤ t. If b − a ≥ 5, then, for
the t ≤ ρ(s) case, 3(b−a)+5
4(b−a) ≤ 1, and certainly 3(b−a)+54(b−a) ≥ 0.
Note that Theorem 3.11 also holds for ν = 2. However, the bound 1 ≤ b−a ≤ 1
2−ν
is not necessary for parts (i) and (ii) to hold in this case. Additionally part (iii) holds
without the bound 1 ≤ b− a ≤ 1
2−ν − 1.
Next we give some examples to illustrate our results.
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Example 3.12. Consider the boundary value problem

∇
15
8
0∗ x(t) = h(t), t ∈ N81
x(−1) = 0
∇x(8) = 0
That is, ν = 15
8
, b = 8, and a = 0. Note that
1
2− ν =
1
2− 15
8
= 8.
Hence, Theorem 3.11, part (i) and (ii) applies to this example. Set s = 5. Then, for
−1 ≤ t ≤ 4,
G(t, 5) = u(t, 5)
= −H1(t, a− 1) ·H− 1
8
(b, ρ(s))
= −(t− a+ 1)Γ
(
b− s+ 7
8
)
Γ(b− s+ 1)Γ (7
8
)
= −(t+ 1)Γ
(
3 + 7
8
)
Γ(4)Γ
(
7
8
)
= −(t+ 1)
(
2 + 7
8
) (
1 + 7
8
) (
7
8
)
6
= − 805
1024
(t+ 1).
Also, for 4 ≤ t ≤ 8,
G(t, 5) = v(t, 5)
= − 805
1024
(t+ 1) +H 7
8
(t, ρ(s))
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= − 805
1024
(t+ 1) +
(t− 4) 78
Γ
(
15
8
)
= − 805
1024
(t+ 1) +
Γ
(
t− 4 + 7
8
)
Γ(t− 4)Γ (15
8
) .
Note that in Figure 3.2, G(t, 5) ≤ 0 for 1 ≤ t ≤ 8 and mint∈{1,2,··· ,8}G(t, 5) = G(4, 5).
Figure 3.2: A graph of G(t, 5) for 1 ≤ t ≤ 8.
In Example 3.13, we increase the domain in Example 3.12 by 1 so that the bound
in Theorem 3.11 no longer holds. That is, we find in this instance that the Green’s
function already no longer satisfies G(t, s) ≤ 0 for all (t, s) ∈ Na−1 × Na+1.
Example 3.13. Now consider the boundary value problem

∇
15
8
0∗ x(t) = h(t), t ∈ N91
x(−1) = 0
∇x(9) = 0
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That is ν = 15
8
, b = 9, and a = 0. Set s = 1. Then if t ∈ N91,
G(t, 1) = v(t, 1) = −(t− a+ 1)Γ
(
b− s+ 7
8
)
Γ(b− s+ 1)Γ (7
8
) + Γ (t− ρ(s) + 78)
Γ(t− ρ(s))Γ (15
8
)
Then,
v(8, 1) = −(9)Γ
(
8 + 7
8
)
Γ(9)Γ
(
7
8
) + Γ (8 + 78)
Γ(8)Γ
(
15
8
)
=
215643285
2147483648
≈ 0.01 ≥ 0.
Note that in this example, increasing the value of b− a by 1 past the region to which
Theorem 3.11, part (i) applies causes G(t, s) ≤ 0 to no longer be true.
3.4 The Nonlinear Case
Consider the following nonlinear boundary value problem for 3
2
≤ ν ≤ 2

−∇νa∗x(t) = h(t, x(t− 1)), t ∈ Nba+1
x(a− 1) = 0,
∇x(b) = 0,
(3.8)
where h : Nba+1×R+ → R+, b−a ∈ Z,
1
2− ν −1 ≥ b−a ≥ 1, and where the solutions
x are defined on Nba−1. Write r :=
⌈
b− b−(a+1)
4
⌉
a
.
In this section, we will use Theorem 3.11 and Theorem 3.15 (Guo-Krasnosel′ski˘ı
Theorem) to find solutions to the BVP (3.8). In the approach to this problem,
arguments analogous to those used in [27, Section 3], where Erbe and Peterson found
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positive solutions to a boundary value problem involving whole-order derivatives in
a time scales context, are used below. Define the Banach space
E := {x : Nba−1 → R : x(a− 1) = 0 and ∇x(b) = 0}
with norm
||x|| := max{|x(t)|, t ∈ Nba−1}.
That is, all elements of E satisfy the boundary conditions in BVP (3.8). Define the
cone
K := {x ∈ E : both x(t) ≥ 0 for t ∈ Nba−1 and x(t) ≥ k||x|| for t ∈ Nbr},
where 0 < k ≤ 1 is constant as defined in Theorem 3.11 part (iii). The general
definition of a cone is given in Definition 3.14. Define the operator A by
Ax(t) =
∫ b
a
G(t, s)h(s, x(s− 1))∇s =
b∑
s=a+1
G(t, s)h(s, x(s− 1))∇s
for t ∈ Nba−1 and x ∈ K. By Theorem 3.11 part (i), G(t, s) ≥ 0 for (t, s) ∈ Nba−1×Nba+1,
and h : Nba+1 ×R+ → R+. Hence Ax(t) ≥ 0 for t ∈ Nba−1. Also by Theorem 3.11 part
(ii),
min
t∈Nbr
Ax(t) ≥
∫ b
a
min
t∈Nbr
G(t, s)h(s, x(s− 1))∇s
≥ k
∫ b
a
G(ρ(s), s)h(s, x(s− 1))∇s
≥ k
∫ b
a
max
t∈Nba−1
G(t, s)h(s, x(s− 1))∇s
≥ k max
t∈Nba−1
∫ b
a
G(t, s)h(s, x(s− 1))∇s
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= k||Ax||.
Thus it holds that Ax ∈ K, so A : K → K. In the theorems that follow, we will be
finding fixed points of the operator A, since fixed points give solutions to the BVP
(3.8). The general definition of a cone from [38] is given below.
Definition 3.14. Let E be a Banach space. A nonempty closed convex set C ⊂ E is
called a cone if it satisfies the following two conditions:
(i.) x ∈ C, λ ≥ 0 implies λx ∈ C;
(ii.) x ∈ C, −x ∈ C implies x = 0.
where 0 denotes the identity element of E.
Next we will be making use of a theorem from Krasnosel′ski˘ı [42] and Deimling [26]
stated below. The larger context of the theorem in cone theory and its applications to
nonlinear problems is more fully elaborated in the text by Guo and Lakshmikantham
[35].
Theorem 3.15 (Guo-Krasnosel′ski˘ı). Let E be a Banach space and let P ⊂ E be a
cone. Assume Ω1, Ω2 are open subsets of E with Ω1 ⊂ Ω2 and 0 ∈ Ω1, and assume
that
(i.) ||Ax|| ≤ ||x||, x ∈ P ∩ ∂Ω1, and ||Ax|| ≥ ||x||, x ∈ P ∩ ∂Ω2, or
(ii.) ||Ax|| ≥ ||x||, x ∈ P ∩ ∂Ω1, and ||Ax|| ≤ ||x||, x ∈ P ∩ ∂Ω2.
Then A has a fixed point in P ∩ (Ω2 \ Ω1).
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3.4.1 Existence of Positive Solutions
In Theorems 3.16 and Theorem 3.17, we will be making use of Theorem 3.15 to find
fixed points of A and thus to show the existence of positive solutions. Define
m :=
1∫ b
a
G(ρ(s), s)∇s
, and
w :=
1
k
∫ b
r
G(t0, s)∇s
,
where t0 ∈ Nbr is fixed. Note that w ≥ m, since
k
∫ b
r
G(t0, s)∇s ≤
∫ b
r
G(t0, s)∇s ≤
∫ b
r
G(ρ(s), s)∇s ≤
∫ b
a
G(ρ(s), s)∇s.
In the following, let Br(0) ⊂ E denote an open ball of radius r about the origin in E.
For all theorems in this section assume that h : Nba−1 × R+ → R+ is continuous.
Theorem 3.16. Consider the following hypotheses:
(i.) h(t, x) ≤ mp1 for all t ∈ Nba−1 and 0 ≤ x ≤ p1;
(ii.) if r < b, h(t, x) ≥ wx for all t ∈ Nbr+1 and kp2 ≤ x ≤ p2, or if r = b,
h(t, x) ≥ wx for t = b and kp2 ≤ x ≤ p2;
(iii.) kp2 ≥ p1 whenever p1 < p2 and w 6= m; and
(iv.) wp2 < mp1 whenever p2 < p1.
If there exist p1, p2 ∈ (0,∞) such that either (i), (ii), and (iii) hold and p1 < p2
OR (i), (ii), and (iv) hold and p2 < p1, then the boundary value problem (3.8) has a
positive solution.
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Proof. Suppose first that p1 < p2. Then p1 ≤ kp2, so h(t, x(t − 1)) makes sense.
Define Ω1 := Bp1(0) ⊂ E and Ω2 := Bp2(0) ⊂ E. Say x is such that ||x|| = p1, x ≥ 0,
and x ≥ kp1 on t ∈ Nbr. Then x ∈ K ∩ ∂Ω1. Hence,
Ax(t) =
∫ b
a
G(t, s)h(s, x(s− 1))∇s
≤
∫ b
a
G(ρ(s), s)h(s, x(s− 1))∇s
≤ mp1
∫ b
a
G(ρ(s), s)∇s
= p1.
Then ||Ax|| ≤ p1 = ||x||. Next say x is such that ||x|| = p2, x ≥ 0, and x ≥ kp2 on
t ∈ Nbr. Then x ∈ K ∩ ∂Ω2. Hence,
Ax(t0) =
∫ b
a
G(t0, s)h(s, x(s− 1))∇s
≥
∫ b
r
G(t0, s)h(s, x(s− 1))∇s
≥ w
∫ b
r
G(t0, s)x(s− 1)∇s
≥ wk||x||
∫ b
r
G(t0, s)∇s
= ||x||
so since Ax(t0) ≤ ||Ax||, it holds that ||Ax|| ≥ ||x||. Therefore the boundary value
problem (3.8) has a solution in K ∩ (Ω2 \Ω1). That is, the solution x(t) is such that
p1 ≤ ||x|| ≤ p2, x ≥ 0 on t ∈ Nba−1, and x ≥ kp1.
Now say p2 < p1. Then wp2 < mp1, so wx ≤ wp2 < mp1 for x ≤ p2, so h(t, x(t− 1))
makes sense. Define Ω1 := Bp2(0) ⊂ E and Ω2 := Bp1(0) ⊂ E. If x is such that
||x|| = p2, x ≥ 0, and x(t) ≥ kp2 on t ∈ Nbr, then x ∈ K ∩ ∂Ω1, and by the above,
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||Ax|| ≥ ||x||. If x is such that ||x|| = p1, x ≥ 0, and x(t) ≥ kp1 on t ∈ Nbr, then
x ∈ K ∩ ∂Ω2, and by the above, ||Ax|| ≤ ||x||. Then by the second part of the Guo-
Krasnosel′ski˘ı Theorem (Theorem 3.15), the boundary value problem has a solution
x(t) such that p2 ≤ ||x|| ≤ p1, x ≥ 0 on t ∈ Nba−1, and x ≥ kp2.
Next, define
λ = λ(t) := lim
x→0+
h(t, x)
x
and
γ = γ(t) := lim
x→∞
h(t, x)
x
.
for t ∈ Nba−1.
Theorem 3.17. Assume λ and γ exist pointwise on the extended real numbers and
furthermore that either
(i) λ = 0 and γ =∞
or
(ii) λ =∞ and γ = 0.
Then the nonlinear boundary value problem (3.8) has a solution.
Proof. (i) Assume λ = 0 and γ =∞.
Because λ = 0, we define δ > 0 such that 0 < x ≤ δ implies, for all t ∈ Nba−1,
h(t, x)
x
≤ m.
50
Thus for 0 < x ≤ δ, h(t, x) ≤ mx, for all t ∈ Nba−1. Define Ω1 := Bδ(0) ⊂ E and say
x ∈ Ω1 ∩K. Then for t ∈ Nba−1,
Ax(t) =
∫ b
a
G(t, s)h(s, x(s− 1))∇s
≤ m
∫ b
a
G(t, s)x(s− 1)∇s
≤ mδ
∫ b
a
G(t, s)∇s
≤ mδ
∫ b
a
G(ρ(s), s)∇s
= δ.
Since ||x|| = δ, ||Ax|| ≤ ||x||. Next, because γ =∞, we define δ′ > 0 such that x ≥ δ′
implies, for all t ∈ Nba−1,
h(t, x)
x
≥ w.
Thus for x ≥ δ′, h(t, x) ≥ wx, for all t ∈ Nba−1. Then define
r := max{δ′, 2δ}
Define Ω2 := Br(0) ⊂ E and say x ∈ Ω2 ∩K. Then
Ax(t0) =
∫ b
a
G(t0, s)h(s, x(s− 1))∇s
≥
∫ b
r
G(t0, s)h(s, x(s− 1))∇s
≥ w
∫ b
r
G(t0, s)x(s− 1)∇s
≥ wk||x||
∫ b
r
G(t0, s)∇s
51
= ||x||.
Since Ax(t0) ≤ ||Ax||, ||Ax|| ≥ ||x||. Therefore the nonlinear boundary value problem
(3.8) has a solution in K ∩ (Ω2 \ Ω1).
(ii) Assume λ =∞ and γ = 0.
Because λ =∞, define ζ > 0 such that 0 < x ≤ ζ implies, for all t ∈ Nba−1,
h(t, x)
x
≥ w.
Thus for 0 < x ≤ ζ, h(t, x) ≥ wx. Define Ω1 := Bζ(0) ⊂ E and say x ∈ Ω1∩K. Then
Ax(t0) =
∫ b
a
G(t0, s)h(s, x(s− 1))∇s
≥
∫ b
r
G(t0, s)h(s, x(s− 1))∇s
≥ w
∫ b
r
G(t0, s)x(s− 1)∇s
≥ kw||x||
∫ b
r
G(t0, s)∇s
= ||x||,
so ||Ax|| ≥ ||x||.
Because γ = 0, define ξ > 0 such that x ≥ ξ implies, for all t ∈ Nba−1,
h(t, x)
x
≤ m.
Then for x ≥ ξ, h(t, x) ≤ mx for all t ∈ Nba−1. Define α := max{ξ, 2ζ}, and define
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Ω2 := Bα(0) ⊂ E. Then if x ∈ Ω2 ∩K,
Ax(t) =
∫ b
a
G(t, s)h(s, x(s− 1))∇s
≤ m
∫ b
a
G(t, s)x(s− 1)∇s
≤ m||x||
∫ b
a
G(t, s)∇s
≤ m||x||
∫ b
a
G(ρ(s), s)∇s
= ||x||.
Thus ||Ax|| ≤ ||x||. Therefore the nonlinear boundary value problem (3.8) has a
solution in K ∩ (Ω2 \ Ω1).
3.4.2 Conditions for the Existence of Multiple Positive
Solutions
Next note that Theorems 3.16 and Theorem 3.17, while showing the existence of
positive solutions, did not guarantee uniqueness of solutions.
Theorem 3.18 below shows the possibility of not only two solutions but even countably
many solutions when particular conditions on the function h are met.
Recall that, as in the previous two theorems, the constant k is as defined in Theorem
3.11 and is 0 < k ≤ 1. Additionally recall that
m :=
1∫ b
a
G(ρ(s), s)∇s
, and
w :=
1
k
∫ b
r
G(t0, s)∇s
where t0 ∈ Nbr is fixed, and recall that w ≥ m.
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Theorem 3.18. Suppose we have a sequence of positive real values such that
0 < p1 < kp2 ≤ p2 < p3 < kp4 ≤ p4 < p5 < kp6 ≤ p6 < · · · .
Consider the following hypotheses:
(i.) h(t, x) ≤ mp1 for all t ∈ Nba−1 and 0 ≤ x ≤ p1,
(ii.) h(t, x) ≤ mpi for i odd for all t ∈ Nba−1 and pi−1 + ε ≤ x ≤ pi, where 0 < ε <
pi − pi−1,
(iii.) h(t, x) ≥ wx for i even for all t ∈ Nbr+1 or t = b if r = b and kpi ≤ x ≤ pi.
Then there are countably many positive solutions to the BVP (3.8).
Proof. For each n ∈ N, define Ωn := Bpn(0) ⊂ E. Then by Theorem 3.16, there exists
a solution in K ∩ (Ω2 \ Ω1).
Assume ||x|| = pi when i is odd. Then h(t, x) ≤ mpi. Also assume x ≥ 0 and x ≥ kpi
on t ∈ Nbr. Then x ∈ K ∩ ∂Ωi. Hence
Ax(t) =
∫ b
a
G(t, s)h(s, x(s− 1))∇s
≤
∫ b
a
G(ρ(s), s)h(s, x(s− 1))∇s
≤ mpi
∫ b
a
G(ρ(s), s)∇s
= pi = ||x||.
Hence ||Ax|| ≤ ||x||. Next assume ||x|| = pi+1. Then h(t, x) ≥ wx. Also assume that
x ≥ 0 and x ≥ kpi+1 on t ∈ Nbr. Then x ∈ K ∩ ∂Ωi+1.
Ax(t) =
∫ b
a
G(t, s)h(s, x(s− 1))∇s
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≥
∫ b
r
G(t0, s)h(s, x(s− 1))∇s
≥ w
∫ b
r
G(t0, s)x(s− 1)∇s
≥ k||x||w
∫ b
r
G(t0, s)∇s
= ||x||.
Hence ||Ax|| ≥ ||x||.
From the above one can conclude that there exists a solution in K ∩ (Ωi+1 \ Ωi) for
all i ∈ N. Hence, there exist countably many positive solutions to the BVP (3.8).
Note that while the theorem above specifies conditions on h(t, x) under which
countably many solutions may be guaranteed, the proof of the above theorem may be
used to guarantee other finite numbers of solutions. The example below will illustrate
how to use the above proof to guarantee two solutions to the boundary value problem
(3.8).
Example 3.19. Consider the boundary value problem

−∇
15
8
0∗ x(t) = h(t, x(t− 1)), t ∈ N61
x(−1) = 0,
∇x(6) = 0,
(3.9)
where solutions x are defined on N6−1 and h : N61 × R+ → R+. In this example, we
will find conditions on h that guarantee two solutions to the BVP (3.9). First, we
must find the value of constants k, m, and w. By the definition of k from Theorem
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3.11 and from the fact that b− a = 6,
k = min
{
3(b− a) + 5
4(b− a) ,
1
b− a
[
(b− a)(ν − 2) + 1
ν − 1
]}
= min
{
23
24
,
1
21
}
=
1
21
.
Next, by the definition of m, and using the fact that u(ρ(s), s) = v(ρ(s), s),
m =
1∫ 6
0
G(ρ(s), s)∇s
=
1∫ 6
0
u(ρ(s), s)∇s
=
1∫ 6
0
(ρ(s)−0+1)(6−s+1) 158 −2
Γ( 158 −1)
∇s
=
1∫ 6
0
(s)(7−s)− 18
Γ( 78)
∇s
=
1∑6
s=1
sΓ(7−s− 18)
Γ( 78)Γ(7−s)
≈ 0.0547.
Note that
r =
⌈
b− b− (a+ 1)
4
⌉
0
− 0
=
⌈
6− 5
4
⌉
= 5.
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Since t0 ∈ Nbr, we have that t0 ∈ N65. Say t0 = 6. Then
w =
1
k
∫ b
r
G(t0, s)∇s
=
1
1
21
∫ 6
5
G(6, s)∇s
=
21
G(6, 6)
=
21
v(6, 6)
=
21
−(6 + 1)H− 1
8
(6, ρ(6)) +H 7
8
(6, ρ(6))
=
21
7·Γ( 78)
Γ( 78)
− Γ(
15
8 )
Γ( 158 )
=
7
2
.
We now look for p1, p2, and p3.
Say, referring to Theorem 3.18, part (i), that we wish h(t, x) to be such that h(t, x) ≤ 2
for all t ∈ N6−1 for 0 ≤ x ≤ p1. Because we need h(t, x) ≤ mp1, we can find p1 such
that the above holds. That is we need mp1 = 2, so p1 =
2
m
≈ 36.5606.
Next, we want, by Theorem 3.18 part (iii), for h(t, x) ≥ wx = 7
2
· x for t = 6 and
p1 < kp2 ≤ x ≤ p2. Because we need p1 < kp2, say kp2 = 38. Then p2 = 38k = 798.
Lastly, we want, by Theorem 3.18 part (ii), h(t, x) ≤ mp3 for t ∈ N6−1 and p2 +
 ≤ x ≤ p3 where  > 0. So say  = 2. Since, p2 < p3, say p3 = 805. Then
h(t, x) ≤ mp3 ≈ 44.0365 for t ∈ N6−1 and 800 ≤ x ≤ 805.
Define c := 7
2
· 38 + 1
382+1
+ 1 = 193631
1445
and d := 7
2
· 798 + 1
7982+1
+ 1 = 1779233171
636805
. An
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example of h(t, x) that guarantees two solutions is as follows:
h(t, x) =

sin(t) + 1, 0 ≤ x ≤ 37
(c− sin(37)− 1) (x− 37) + sin(37) + 1, 37 ≤ x ≤ 38
7
2
· x+ 1
t2+1
+ 1, 38 < x ≤ 798(
cos(800)+40−d
2
)
(x− 798) + d, 798 ≤ x ≤ 800
cos(t) + 40, 800 < x,
for t ∈ N6−1. Since we also assume that h(t, x) is continuous, the above includes lines
connecting the separate portions of the graph of h(t, x) for 37 ≤ x ≤ 38 and for
798 ≤ x ≤ 800.
Note that by the proof of Theorem 3.18, the two solutions exist in K ∩ (Ω2 \ Ω1)
and K ∩ (Ω3 \ Ω2), where Ω1 = Bp1(0), Ω2 = Bp2(0), and Ω3 = Bp3(0). Hence both
solutions satisfy x(−1) = 0, ∇x(6) = 0, x(t) ≥ 0 for t ∈ N6−1, x(t) ≥ k||x|| = 121 ||x||
for t ∈ N65. Additionally, one solution satisfies 36.5606 ≈ p1 < ||x|| ≤ p2 = 798, while
the other solution satisfies 800 < ||x|| ≤ 805.
3.5 Future Work
In the current chapter, existence of solutions to the BVP (3.8) were established for
3
2
≤ ν ≤ 2. Hence, a natural next step would be to look for possibilities for extending
this result to cover more ν values between 1 and 2. That is, one could investigate the
behavior of G(t, s) outside of 3
2
≤ ν ≤ 2 to see whether there are other behaviors one
could take advantage of in order to establish existence of solutions to the BVP (3.8)
for 1 < ν < 3
2
. Theorem 4.1 in Section 4.2 is a first attempt at doing so, but there is
much left to be done.
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Additionally, in a recent paper by Anderson and Avery [9], they use the omitted ray
fixed point theorem [18] to find solutions to a nonlinear right-focal boundary value
problem in continuous time. What is particularly worth noting here is that using the
omitted ray fixed point theorem, they are able to relax the conditions under which
fixed points, and thus solutions, can be found. Hence, a possible future direction
could involve seeing whether the omitted ray fixed point theorem could help extend
the results from this chapter.
Finally, in Subsection 3.3.1, the Green’s function for the linear BVP (3.2) where
ν > 1 was found. The Green’s function as demonstrated in Example 3.10 may be
used to calculate solutions to the BVP (3.2). Thus a future direction may involve
investigating the behavior of solutions to the BVP (3.2).
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Chapter 4
A Right Focal Boundary Value
Problem Involving a Caputo
Operator for Larger Values of ν
4.1 Introduction
This chapter expands upon results obtained in Chapter 3 with regard to the linear
BVP (3.2), which is

∇νa∗x(t) = h(t), t ∈ Nba+1
∇kx(a− 1) = Ak, 0 ≤ k ≤ N − 2
∇N−1x(b) = B,
where h : Nba+1 → R, ν > 1, N = dνe, Ak ∈ R for 0 ≤ k ≤ N − 2, b − a ∈ Z,
b− a ≥ N − 1, and where the solutions x are defined on Nba−N+1.
In Section 4.2, we approach the behavior of the Green’s function for the BVP (3.2).
60
We know from Theorem 3.11 in Chapter 3 that the Green’s function is negative
provided 1 < ν ≤ 2 and 1 ≤ b − a ≤ 1
2−ν , so Theorem 4.1 provides some conditions
outside of this region that would guarantee G(t, s)|Nba+1×Nba+1 ≤ 0.
In Section 4.3, we consider the the BVP (3.2) when 2 < ν ≤ 3, and we provide bounds
on the Green’s function similar to those given Theorem 3.11 parts (i) and (ii).
In Section 4.4, we consider a generalized form of the BVP (3.2). In particular the
second boundary condition in the BVP (3.2) is replaced with ∇ix(b) = 0 where
i ∈ NN−10 is a constant. We show that this general BVP has a unique solution, define
its Green’s function, and prove some basic properties of the Green’s function.
Finally in Section 4.5, we discuss possibilities for future work.
4.2 Further Results for 1 < ν ≤ 2
In this section, we continue to consider the BVP (3.2) for the case where 1 < ν ≤ 2.
In Theorem 4.1, we give a condition that, if satisfied, guarantees G(t, s)|Nba+1×Nba+1 ≤ 0
for all 1 < ν ≤ 2.
Theorem 4.1. Let 1 ≤ ν  2, G(t, s) : Nba−1×Nba+1 → R be the Green’s function for
the homogeneous BVP (3.3). Then, for ρ(s) ≤ t, if
t− a+ 1 ≤ s− a− ν + 2
1−Hν−2(b, ρ(s)) ,
then G(t, s)|Nba+1×Nba+1 ≤ 0.
Proof. First, by the proof of Theorem 3.11, u(t, s) ≤ 0 for t ≤ ρ(s).
Let ρ(s) ≤ t. Then
v(t, s) = −H1(t, a− 1)Hν−2(b, ρ(s)) +Hν−1(t, ρ(s))
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= −(t− a+ 1)Hν−2(b, ρ(s)) + (t− s+ 1)
ν−1
Γ(ν)
= −(t− a+ 1)Hν−2(b, ρ(s)) + Γ(t− s+ ν)
Γ(t− s+ 1)Γ(ν)
= −(t− a+ 1)Hν−2(b, ρ(s))+
(t− s− 1 + ν) · t− s− 2 + ν
t− s ·
t− s− 3 + ν
t− s− 1 · · · · ·
ν
2
≤ −(t− a+ 1)Hν−2(b, ρ(s)) + t− s− 1 + ν.
Next note that, because 0 ≤ ν − 1  1,
1−Hν−2(b, ρ(s)) = 1− (b− s+ 1)
ν−2
Γ(ν − 1)
= 1− Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν − 1)
≥ 1− 1
Γ(ν − 1)
≥ 0.
Now
−(t− a+ 1)Hν−2(b, ρ(s)) + t− s− 1 + ν ≤ 0 iff
t− s− 1 + ν ≤ (t− a+ 1)Hν−2(b, ρ(s)) iff
(t− a+ 1)− (s− a− ν + 2) ≤ (t− a+ 1)Hν−2(b, ρ(s)) iff
(t− a+ 1)(1−Hν−2(b, ρ(s))) ≤ s− a− ν + 2 iff
t− a+ 1 ≤ s− a− ν + 2
1−Hν−2(b, ρ(s)) .
Thus if t− a+ 1 ≤ s−a−ν+2
1−Hν−2(b,ρ(s)) , then v(t, s) ≤ 0.
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4.3 Bounds on the Green’s Function for 2 < ν ≤ 3
In this section, we continue to consider the BVP (3.3) for the case where 2 < ν ≤ 3.
In this case the BVP may be viewed as follows

∇νa∗x(t) = h(t), t ∈ Nba+1
x(a− 1) = 0,
∇x(a− 1) = 0,
∇2x(b) = 0,
(4.1)
where h : Nba+1 → R, ν > 1, N = dνe = 3, b− a ∈ N2, and where the solutions x are
defined on Nba−2.
Theorem 4.2 below has two results similar to results in Theorem 3.11. However,
the Green’s function for the BVP (4.1) exhibits different behavior from the Green’s
function for the 1 < ν ≤ 2 case. For instance notice below that the minimum value
of G(t, s) occurs at t = b instead of t = ρ(s) for fixed s ∈ Nba+1.
Note that, in order to establish the bounds in Theorem 4.2, the proof requires a
restriction on the domain of solutions to the BVP (4.1). In particular, it requires
that 2 ≤ b − a ≤ 1
3−ν . Note that 2 ≤ 13−ν , which implies that ν ≥ 52 . Hence we get
the restriction mentioned in Theorem 4.2.
Theorem 4.2. Let 5
2
≤ ν ≤ 3 and 2 ≤ b − a ≤ 1
3−ν . Let G(t, s) : N
b
a−2 × Nba+1 → R
be the Green’s function for the homogeneous BVP (4.1). Then the following hold:
(i) G(t, s)|Nba−2×Nba+1 ≤ 0 and
(ii) mint∈{a−1,a,··· ,b}G(t, s) = G(b, s) for each fixed s ∈ Nba+1.
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Proof. (i) Note that N = 3. Let t ≤ ρ(s) and (t, s) ∈ Nba−1 × Nba+1. Then
G(t, s) = u(t, s)
= −H2(t, a− 1)Hν−3(b, ρ(s))
= −(t− a+ 1)
2(b− s+ 1)ν−3
Γ(3)Γ(ν − 2)
= − Γ(t− a+ 3)Γ(b− s+ ν − 2)
2Γ(t− a+ 1)Γ(b− s+ 1)Γ(ν − 2)
≤ 0.
Note that if t = a− 2 and t ≤ ρ(s), then
G(t, s) = −H2(a− 2, a− 1)Hν−3(b, ρ(s))
= −(−1)
2(b− s+ 1)ν−3
Γ(3)Γ(ν − 2)
= 0
by convention. Next let ρ(s) ≤ t. Note then that, since s ≥ a + 1, we must have
a ≤ ρ(a+ 1) ≤ t. Then
v(t, s) = −H2(t, a− 1)Hν−3(b, ρ(s)) +Hν−1(t, ρ(s)).
so
∇sv(t, s) = ∇s
[
−H2(t, a− 1)(b− s+ 1)
ν−3
Γ(3)Γ(ν − 2) +
(t− s+ 1)ν−1
Γ(ν)
]
=
H2(t, a− 1)(b− s+ 2)ν−4
2Γ(ν − 3) −
(t− s+ 2)ν−2
Γ(ν − 1)
=
Γ(t− a+ 3)Γ(b− s+ ν − 2)
2Γ(t− a+ 1)Γ(b− s+ 2)Γ(ν − 3) −
Γ(t− s+ ν)
Γ(t− s+ 2)Γ(ν − 1)
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≤ 0,
since −1 < ν − 3 ≤ 0 and hence Γ(ν − 3) ≤ 0. Because v(t, s) is decreasing with
respect to s, it remains to show that v(t, a+ 1) ≤ 0.
Note that
∇tv(t, s) = −H1(t, a− 1)Hν−3(b, ρ(s)) +Hν−2(t, ρ(s))
and
∇ttv(t, s) = −Hν−3(b, ρ(s)) +Hν−3(t, ρ(s)).
Also,
∇tHν−3(t, ρ(s)) = Hν−4(t, ρ(s))
=
Γ(t− s+ ν − 3)
Γ(t− s+ 1)Γ(ν − 3)
≤ 0
provided t 6= s. Since
∇ttv(t, s)|t=s = −(b− s+ 1)
ν−3
Γ(ν − 2) +
1ν−3
Γ(ν − 2)
= − Γ(b− s+ ν − 2)
Γ(b− s+ 1)Γ(ν − 2) + 1
≥ − 1
Γ(ν − 2) + 1
≥ 0,
it holds that ∇ttv(t, s) ≥ 0. Next, because b− a ≤ 13−ν and s ≥ a+ 1,
∇tv(t, s)|t=b = −H1(b, a− 1)Hν−3(b, ρ(s)) +Hν−2(b, ρ(s))
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= −(b− a+ 1)Γ(b− s+ ν − 2)
Γ(b− s+ 1)Γ(ν − 2) +
Γ(b− s+ ν − 1)
Γ(b− s+ 1)Γ(ν − 1)
= −(b− a+ 1)Γ(b− s+ ν − 2)(ν − 2)
Γ(b− s+ 1)Γ(ν − 1) +
(b− s+ ν − 2)Γ(b− s+ ν − 2)
Γ(b− s+ 1)Γ(ν − 1)
=
Γ(b− s+ ν − 2)
Γ(b− s+ 1)Γ(ν − 1)[−(b− a+ 1)(ν − 2) + b− s+ ν − 2]
=
Γ(b− s+ ν − 2)
Γ(b− s+ 1)Γ(ν − 1)[(b− a)(2− ν) + (b− s)]
≤ Γ(b− s+ ν − 2)
Γ(b− s+ 1)Γ(ν − 1)[(b− a)(2− ν) + (b− a− 1)]
=
Γ(b− s+ ν − 2)
Γ(b− s+ 1)Γ(ν − 1)[(b− a)(3− ν)− 1]
≤ Γ(b− s+ ν − 2)
Γ(b− s+ 1)Γ(ν − 1)
[(
1
3− ν
)
(3− ν)− 1
]
= 0.
Hence, since ∇ttv(t, s) ≥ 0, it holds that ∇tv(t, s) ≤ 0, so in particular ∇tv(t, a+1) ≤
0. Thus if v(a, a+ 1) ≤ 0, then v(t, a+ 1) ≤ 0. Now
v(a, a+ 1) = −H2(t, a− 1)Hν−3(b, ρ(s)) +Hν−1(t, ρ(s))
= −H2(a, a− 1)Hν−3(b, a) +Hν−1(a, a)
= − (1)
2
Γ(3)
· (b− a)
ν−3
Γ(ν − 2) +
0ν−1
Γ(ν)
= − Γ(3)
Γ(1)Γ(3)
· Γ(b− a+ ν − 3)
Γ(b− a)Γ(ν − 2) +
Γ(ν − 1)
Γ(0)Γ(ν)
= − Γ(3)
Γ(1)Γ(3)
· Γ(b− a+ ν − 3)
Γ(b− a)Γ(ν − 2)
≤ 0.
Hence, we are done.
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(ii.) Note that for a− 1 ≤ t ≤ ρ(s) ≤ b,
∇tG(t, s) = ∇tu(t, s)
= ∇t [−H2(t, a− 1)Hν−3(b, ρ(s))]
= −(t− a+ 1)Hν−3(b, ρ(s))
= −(t− a+ 1)Γ(b− s+ ν − 2)
Γ(b− s+ 1)Γ(ν − 2)
≤ 0.
Since by the proof of part (i), it also holds that ∇tv(t, s) ≤ 0, it holds that
min
t∈{a−1,a,··· ,b}
G(t, s) = G(b, s)
for each fixed s ∈ Nba+1.
4.4 Generalization of the Boundary Value
Problem
In this section we generalize BVP (3.2) by replacing ∇N−1x(b) = B with ∇ix(b) = B
for constant i ∈ NN−10 in the final boundary condition. First we show that BVP
(4.2) has a unique solution in Theorem 4.3 and then move on to consider its Green’s
function.
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Now consider the following non homogeneous boundary value problem

∇νa∗x(t) = h(t), t ∈ Nba+1
∇kx(a− 1) = Ak, 0 ≤ k ≤ N − 2
∇ix(b) = B,
(4.2)
and the corresponding homogeneous boundary value problem

∇νa∗x(t) = 0, t ∈ Nba+1
∇kx(a− 1) = 0, 0 ≤ k ≤ N − 2
∇ix(b) = 0,
(4.3)
where i ∈ NN−10 , h : Nba+1 → R, ν > 1, N = dνe, Ak ∈ R for 0 ≤ k ≤ N−2, b−a ∈ Z,
b− a ≥ N − 1, and where the solutions x are defined on Nba−N+1.
Theorem 4.3. The nonhomogeneous boundary value problem (4.2) has a unique
solution.
Proof. By Theorem 3.4, a general solution to ∇νa∗x(t) = 0 is given by
x(t) = c0x0(t) + · · ·+ cN−1xN−1(t),
where c0, . . . , cN−1 ∈ R and x0, x1, . . . , xN−1 are N linearly independent solutions to
∇νa∗x(t) = 0 on Na−N+1. Thus, by Theorem 2.18, the general solution to ∇νa∗x(t) = 0
is given by
x(t) = c0 + c1H1(t, a) + c2H2(t, a) + · · ·+ cN−1HN−1(t, a),
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for t ∈ Nba−N+1, where c0, c1, . . . , cN−1 ∈ R. Without loss of generality, say x0(t) =
1, x1(t) = H1(t, a), . . . , xN−1(t) = HN−1(t, a) for t ∈ Na−N+1.
Suppose x(t) solves (4.3). Let i ∈ NN−10 . Then x(t) is the trivial solution if and only
if c0 = c1 = . . . = cN−1 = 0. This holds if and only if the system of equations
c0∇kx0(a− 1) + c1∇kx1(a− 1) + · · ·+ cN−1∇kxN−1(a− 1) = 0, 0 ≤ k ≤ N − 2
c0∇ix0(b) + c1∇ix1(b) + · · ·+ cN−1∇ixN−1(b) = 0
has only the trivial solution. Define
M :=

x0(a− 1) x1(a− 1) . . . xN−1(a− 1)
∇x0(a− 1) ∇x1(a− 1) . . . ∇xN−1(a− 1)
...
...
. . .
...
∇N−2x0(a− 1) ∇N−2x1(a− 1) . . . ∇N−2xN−1(a− 1)
∇ix0(b) ∇ix1(b) . . . ∇ixN−1(b)

.
If det(M) 6= 0, then the system of equations has only the trivial solution. By the
proof of Theorem 3.6,
M =

1 −1 0 . . . 0 0
0 1 −1 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 −1
∇ix0(b) ∇ix1(b) ∇ix2(b) . . . ∇ixN−2(b) ∇ixN−1(b)

.
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Then, assuming that N is odd,
det(M) = ∇ix0(b)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−1 0 . . . 0 0
1 −1 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 −1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−∇ix1(b)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 . . . 0 0
0 −1 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 −1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
∇ix3(b)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −1 0 . . . 0
0 1 0 . . . 0
0 0 −1 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . −1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ · · · − ∇ixN−1(b)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −1 0 . . . 0
0 1 −1 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Note that the above matrices are block matrices, where each block is a triangular
matrix. Hence,
det(M) = ∇ix0(b)(−1)N−1 −∇ix1(b)(−1)N−2 +∇ix2(b)(−1)N−3 − · · ·+∇ixN−1(b)
= ∇ix0(b) +∇ix1(b) +∇ix2(b) + · · ·+∇ixN−1(b)
= H−i(b, a) +H1−i(b, a) +H2−i(b, a) + · · ·+HN−1−i(b, a)
6= 0.
If N is even,
det(M) = −∇ix0(b)(−1)N−1 +∇ix1(b)(−1)N−2 −∇ix2(b)(−1)N−3 + · · ·+∇ixN−1(b)
= ∇ix0(b) +∇ix1(b) +∇ix2(b) + · · ·+∇ixN−1(b)
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6= 0.
Thus, (4.3) has only the trivial solution. Next, by Theorem 3.5, the general solution
to ∇νa∗x(t) = h(t) is given by
y(t) = c1x1(t) + · · ·+ cNxN(t) + y0(t)
where c1, . . . , cN ∈ R and y0 : Na−N+1 → R is a particular solution to ∇νa∗y0(t) = h(t).
Then y(t) satisfies (3.2) if and only if

∇k [c1x1(a− 1) + c2x2(a− 1) + · · ·+ cNxN(a− 1) + y0(a− 1)] = Ak, 0 ≤ k ≤ N − 2
∇i [c1x1(b) + c2x2(b) + · · ·+ cNxN(b) + y0(b)] = B
if and only if

∇k [c1x1(a− 1) + c2x2(a− 1) + · · ·+ cNxN(a− 1)] = Ak −∇ky0(a− 1), 0 ≤ k ≤ N − 2
∇i [c1x1(b) + c2x2(b) + · · ·+ cNxN(b)] = B −∇iy0(b).
Thus y(t) uniquely satisfies the boundary conditions in (4.2) if and only if det(M) 6= 0.
Therefore the BVP (4.2) has a unique solution.
Next we define the Green’s function for the BVP (4.3) and prove some of its basic
properties.
Definition 4.4 (Green’s Function). The Green’s function, G(t, s) : Nba−N+1×Nba+1 →
71
R, for the BVP (4.3) is given by
G(t, s) :=

u(t, s), t ≤ ρ(s)
v(t, s), ρ(s) ≤ t
(4.4)
where for each fixed s ∈ Nba+1, u(t, s) is defined to be the unique solution of
∇νa∗u(t, s) = 0, t ∈ Nba+1
∇ku(a− 1, s) = 0, 0 ≤ k ≤ N − 2
∇iu(b, s) = −∇ix(b, s)
and
v(t, s) := u(t, s) + x(t, s),
where x(t, s) is the Cauchy function for ∇νa∗x(t) = 0 and where i is some constant in
NN−10 .
Theorem 4.5. Let h : Nba+1 → R and i ∈ NN−10 be a constant. Then the unique
solution to 
∇νa∗y(t) = h(t), t ∈ Nba+1
∇ky(a− 1) = 0, 0 ≤ k ≤ N − 2
∇iy(b) = 0,
(4.5)
is given by
y(t) =
∫ b
a
G(t, s)h(s)∇s, t ∈ Nba−N+1,
where G(t, s) is the Green’s function for the BVP (4.3).
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Proof. Let i ∈ NN−10 . By the proof of Theorem 3.8, ∇νa∗y(t) = h(t) and∇ky(a−1) = 0
for 0 ≤ k ≤ N − 2. It remains to show that ∇iy(b) = 0. Recall that according to
the Leibniz Formula in [31, Theorem 3.41 on p. 175], if f : Na × Na+1 → R, then
∇
(∫ t
a
f(t, τ)∇τ
)
=
∫ t
a
∇tf(t, τ)∇τ + f(ρ(t), t). Hence, it holds that
∇iy(b) =
∫ b
a
∇iu(b, s)h(s)∇s+∇iz(b)
=
∫ b
a
∇iu(b, s)h(s)∇s+∇i
[∫ t
a
x(t, s)h(s)∇s
]
t=b
=
∫ b
a
∇iu(b, s)h(s)∇s+∇i−1
[∫ t
a
∇x(t, s)h(s)∇s
]
t=b
+ x(ρ(b), b)h(b)
=
∫ b
a
∇iu(b, s)h(s)∇s+∇i−1
[∫ t
a
∇x(t, s)h(s)∇s
]
t=b
+Hν−1(ρ(b), ρ(b))
=
∫ b
a
∇iu(b, s)h(s)∇s+∇i−1
[∫ t
a
∇x(t, s)h(s)∇s
]
t=b
...
=
∫ b
a
∇iu(b, s)h(s)∇s+
∫ b
a
∇ix(b, s)h(s)∇s
= −
∫ b
a
∇ix(b, s)h(s)∇s+
∫ b
a
∇ix(b, s)h(s)∇s
= 0.
Theorem 4.6. The Green’s function G(t, s) : Nba−N+1 × Nba+1 → R for the homoge-
neous BVP (4.3) is given by (4.4) where
u(t, s) := −HN−1(t, a− 1)Hν−i−1(b, ρ(s))
HN−i−1(b, a− 1)
and
v(t, s) := −HN−1(t, a− 1)Hν−i−1(b, ρ(s))
HN−i−1(b, a− 1) +Hν−1(t, ρ(s)).
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Proof. Let t ≤ ρ(s) and i ∈ NN−10 . Then it will be shown that, for each fixed s ∈ Nba+1,
u(t, s) is the solution to the BVP

∇νa∗u(t, s) = 0, t ∈ Nba+1
∇ku(a− 1, s) = 0, 0 ≤ k ≤ N − 2
∇iu(b, s) = −∇ix(b, s).
By the proof of Theorem 3.9, ∇νa∗u(t, s) = 0. Let 0 ≤ k ≤ N − 3. Then
∇ku(a− 1, s) = −HN−k−1(t, a− 1)Hν−i−1(b, ρ(s))
HN−i−1(b, a− 1) |t=a−1
= − Γ(t− a+N − k)
Γ(t− a+ 1)Γ(N − k) ·
Hν−i−1(b, ρ(s))
HN−i−1(b, a− 1) |t=a−1
= −Γ(N − k − 1)
Γ(0)Γ(N − k) ·Hν−N(b, ρ(s))
= 0.
Also,
∇N−2u(a− 1, s) = HN−1−N+2(t, a− 1)Hν−i−1(b, ρ(s))
HN−i−1(b, a− 1) |t=a−1
= − t− a+ 1
Γ(N − k) ·
Hν−i−1(b, ρ(s))
HN−i−1(b, a− 1) |t=a−1
= 0.
Next, note that ∇ix(t, s) = ∇iHν−1(t, ρ(s)) = Hν−i−1(t, ρ(s)). Then,
∇iu(b, s) = −HN−i−1(b, a− 1)Hν−i−1(b, ρ(s))
HN−i−1(b, a− 1)
= −Hν−i−1(b, ρ(s))
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= −∇ix(b, s).
4.5 Future Work
As stated at the end of Chapter 3, more work remains to be done to expand on Theo-
rem 3.11 and Theorem 4.3 to eventually entirely specify when the Green’s function is
negative for 1 < ν ≤ 2. Furthermore, there is more to be done to classify the behavior
of the Green’s function in general for 1 < ν ≤ 2. Doing so would be a first step in
expanding on the nonlinear case and instances of existence of solutions to BVPs.
In addition to the results in Theorem 4.2, it still remains to find constants 0 < k ≤ 1
and r1, r2 ∈ Nba+1 such that G(t, s) ≤ k ·G(b, s) for t ∈ Nr2r1 and s ∈ Nba+1. Proving a
result along these lines would allow one to approach the nonlinear case for 2 < ν ≤ 3
and to prove existence of solutions.
Also, as the proofs to Theorem 4.2 indicates, the behavior of the Green’s function for
2 < ν ≤ 3 differs from that of 1 ≤ ν ≤ 2, so investigating the behavior for 2 < ν ≤ 3
is an interesting possibility.
More broadly it remains to prove theorems similar to Theorem 3.11 for all ν > 1,
to investigate the behavior of the Green’s function in these cases, and to prove the
existence of solutions to the BVPs in the nonlinear case.
One could also investigate the BVP (4.2) in general but also for other specific val-
ues of i ∈ NN−10 . Given some of the difficulties that have arisen for the i = N − 1
case, perhaps some issues could be resolved by varying i. Additionally, given that a
formula for the Green’s function was provided in Theorem 4.6, one could use it to
calculate solutions to the BVP (4.2) for varying values of i ∈ NN−10 and investigate
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their behavior.
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Chapter 5
A Right Focal Boundary Value
Problem Involving the Operator
∇∇νa∗
5.1 Introduction
In this section we will consider a right focal boundary value problem involving the
operator ∇∇νa∗ for 0 < ν ≤ 1 as follows:
∇∇νa∗x(t) = h(t), t ∈ Nba+2
x(a) = ∇x(b) = 0,
(5.1)
where b−a ∈ N2 and h : Nba+2 → R. In the rest of the introduction to this chapter, we
give some theorems similar to theorems proved in [31] and [3] with some corrections
incorporated. Because corrections have been made, the proofs have been included for
completeness.
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First, we show uniqueness of the solution to the IVP related to the BVP (5.1).
Theorem 5.1. Let A,B ∈ R, h : Na+2 → R, and 0 < ν ≤ 1. Then the IVP
∇∇νa∗x(t) = h(t), t ∈ Na+2
x(a) = A
∇x(a+ 1) = B,
(5.2)
has a unique solution.
Proof. Let x ∈ Na → R satisfy x(a) = A and x(a+ 1) = A+B. Say first that ν = 1.
Then say that x : Na → R satisfies the recursive equation
x(t) = h(t) + 2x(t− 1)− x(t− 2)
for t ∈ Na+2. Hence x(t) is uniquely defined by x(t−1) and x(t−2) for t ∈ Na+2. Note
that the above equation is equivalent to ∇2x(t) = h(t). Thus x : Na → R satisfies
the IVP (5.2), so a solution to the IVP (5.2) exists and the solution is unique.
Next say 0 < ν < 1 and furthermore that x : Na → R satisfies the recursive equation
∇x(t) = h(t)−
t−1∑
s=a+1
H−ν(t, s)
(
t− s− ν
t− s − 1
)
∇x(s). (5.3)
Note H−ν(t, s)
(
t−s−ν
t−s − 1
)
is never 0 or undefined for t ∈ Na+1 and where s ∈ Nt−1a+1.
Hence x(t) is uniquely defined by x(a), x(a+1),..., x(t−2), and x(t−1) for t ∈ Na+2.
Additionally note
H−ν(t, ρ(s))−H−ν(ρ(t), ρ(s)) = (t− s+ 1)
−ν
Γ(1− ν) −
(t− s)−ν
Γ(1− ν)
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=
Γ(t− s+ 1− ν)
Γ(t− s+ 1)Γ(1− ν) −
Γ(t− s− ν)
Γ(t− s)Γ(1− ν)
=
(t− s− ν)Γ(t− s− ν)
(t− s)Γ(t− s)Γ(1− ν) −
Γ(t− s− ν)
Γ(t− s)Γ(1− ν)
=
Γ(t− s− ν)
Γ(t− s)Γ(1− ν)
[
t− s− ν
t− s − 1
]
= H−ν(t, s)
[
t− s− ν
t− s − 1
]
,
for t ∈ Na+2 and where s ∈ Nt−1a+1. Combining the above with (5.3), we get
∇x(t) = h(t)−
t−1∑
s=a+1
(H−ν(t, ρ(s))−H−ν(ρ(t), ρ(s)))∇x(s).
Then because 1
−ν
Γ(1−ν) = 1, it holds that
h(t) =
1−ν
Γ(1− ν)∇x(t) +
t−1∑
s=a+1
(H−ν(t, ρ(s))−H−ν(ρ(t), ρ(s)))∇x(s)
= H−ν(t, ρ(t))∇x(t) +
t−1∑
s=a+1
H−ν(t, ρ(s))∇x(s)
−
t−1∑
s=a+1
H−ν(ρ(t), ρ(s))∇x(s)
=
t∑
s=a+1
H−ν(t, ρ(s))∇x(s)−
t−1∑
s=a+1
H−ν(t− 1, ρ(s))∇x(s)
= ∇t
∫ t
a
H−ν(t, ρ(s))∇x(s)
= ∇∇−(1−ν)a ∇x(t)
= ∇∇νa∗x(t).
Thus, x : Na → R satisfies the IVP (5.2). Hence a solution to the IVP (5.2) exists.
Next reverse the above algebraic steps and notice this shows that if x satisfies the IVP
(5.2), then it satisfies the recursive equation (5.3). Therefore, there exists a unique
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solution to IVP (5.2).
Note that the solution to the IVP (5.2) is defined on Na. Next, we introduce the
Cauchy function for the ∇∇νa∗ operator and use the Cauchy function in the Variation
of Constants formula.
Definition 5.2. The Cauchy function for
∇∇νa∗y(t) = 0, t ∈ Na+2
is given by the formula
x(t, s) = Hν(t, ρ(s)),
where s ∈ Na+2.
Theorem 5.3 (Variation of Constants). Let h : Na+2 → R and 0 < ν ≤ 1. Then the
solution to the IVP 
∇∇νa∗y(t) = h(t), t ∈ Na+2
y(a) = 0
∇y(a+ 1) = 0
(5.4)
is given by
y(t) =
∫ t
a+1
x(t, s)h(s)∇s.
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Proof. First, note that
y(a) =
∫ a
a+1
x(a, s)h(s)∇s = 0
and
y(a+ 1) =
∫ a+1
a+1
x(a+ 1, s)∇s = 0.
Hence, y : Na → R satisfies the initial conditions. By [31, Theorem 3.107 on p. 218],
if f : Na+1 → R and ν, µ > 0, then ∇−νa ∇−µa f(t) = ∇−ν−µa f(t). Also, according to
the Leibniz Formula in [31, Theorem 3.41 on p. 175], if f : Na × Na+1 → R, then
∇
(∫ t
a
f(t, τ)∇τ
)
=
∫ t
a
∇tf(t, τ)∇τ + f(ρ(t), t). Hence
∇∇νa∗y(t) = ∇∇νa∗
∫ t
a+1
Hν(t, ρ(s))h(s)∇s
= ∇∇−(1−ν)a ∇
∫ t
a+1
Hν(t, ρ(s))h(s)∇s
= ∇∇−(1−ν)a
[∫ t
a+1
∇tHν(t, ρ(s))h(s)∇s+Hν(ρ(t), ρ(t))h(t)
]
= ∇∇−(1−ν)a
∫ t
a+1
Hν−1(t, ρ(s))h(s)∇s.
Now if ν = 1, then
∇∇−(1−ν)a
∫ t
a+1
Hν−1(t, ρ(s))h(s)∇s = ∇
∫ t
a+1
H0(t, ρ(s))h(s)∇s
= ∇
∫ t
a+1
h(s)
= h(t).
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If 0 < ν < 1, then
∇∇−(1−ν)a
∫ t
a+1
Hν−1(t, ρ(s))h(s)∇s
= ∇
∫ t
a
H−ν(t, ρ(s))
∫ s
a+1
Hν−1(s, ρ(τ))h(τ)∇τ∇s
= ∇[
∫ t
a+1
H−ν(t, ρ(s))
∫ s
a+1
Hν−1(s, ρ(τ))h(τ)∇τ∇s
+H−ν(t, ρ(a+ 1))
∫ a+1
a+1
Hν−1(a+ 1, ρ(τ))h(τ)∇τ ]
= ∇
∫ t
a+1
H−ν(t, ρ(s))
∫ s
a+1
Hν−1(s, ρ(τ))h(τ)∇τ∇s
= ∇∇−(1−ν)a+1 ∇−νa+1h(t)
= ∇∇−(1−ν)−νa+1 f(t)
= ∇∇−1a+1f(t)
= ∇
t∑
s=a+2
H0(t, ρ(s))h(s)
= ∇
t∑
s=a+2
h(s)
= h(t).
Therefore y : Na → R satisfies the IVP (5.4).
Lemma 5.4. The function y(t) := (∇−νa 1)(t) solves ∇[∇νa∗y(t)] = 0 for 0 < ν ≤ 1.
Proof. By [31, Theorem 3.57, part (iv), on p. 186], it holds that
∫ t
a
Hµ(t, ρ(s))∇s =
Hµ+1(t, a) whenever the expressions in this equation are defined. Additionally, by [31,
Theorem 3.93, part (i), on p. 207], when ν ∈ R+, µ ∈ R such that µ and ν + µ are
not negative integers, then ∇−νa Hµ(t, a) = Hµ+ν(t, a) for t ∈ Na. By [31], for k ∈ N0
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and µ > 0, it holds that ∇k∇µaf(t) = ∇k−µa f(t) for t ∈ Na+k. Then if 0 < ν < 1
∇∇νa∗(∇−νa 1)(t) = ∇∇−(1−ν)a ∇(∇−νa 1)(t)
= ∇∇−(1−ν)a (∇1−νa 1)(t)
= ∇∇−(1−ν)a
∫ t
a
Hν−2(t, ρ(s))∇s
= ∇∇−(1−ν)a Hν−1(t, a)
= ∇2∇−(2−ν)a Hν−1(t, a)
= ∇2H(ν−1)+(2−ν)(t, a)
= ∇2H1(t, a)
= 0.
Note additionally that if, ν = 1
∇∇νa∗(∇−νa 1)(t) = ∇2(∇−1a 1)(t)
= ∇2
∫ t
a
H0(t, ρ(s))∇s
= ∇2
∫ t
a
1∇s
= 0.
Hence we are done.
Note that one can prove Theorem 5.5 and Theorem 5.6. Theorems similar to
these, together with proofs, may be found in [3] and [31].
Theorem 5.5. Suppose x1, x2 : Na → R are linearly independent solutions to ∇∇νa∗x(t) =
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0 for 0 < ν ≤ 1. Then the general solution to ∇∇νa∗x(t) = 0 is given by
x(t) = c1x1(t) + c2x2(t)
for t ∈ Na, where c1, c2 ∈ R are arbitrary constants.
Theorem 5.6. Suppose x1, x2 : Na → R are linearly independent solutions of ∇∇νa∗x(t) =
0 for 0 < ν ≤ 1 and y0 : Na → R is a particular solution to ∇∇νa∗x(t) = h(t) for
some h : Na+1 → R. Then the general solution of ∇∇νa∗x(t) = h(t) is given by
x(t) = c1x1(t) + c2x2(t) + y0(t),
for t ∈ Na and where c1, c2 ∈ R are arbitrary constants.
Next consider the boundary value problems

∇∇νa∗x(t) = 0, t ∈ Nba+2
x(a) = ∇x(b) = 0,
(5.5)
and 
∇∇νa∗x(t) = h(t), t ∈ Nba+2
x(a) = A,
∇x(b) = B,
(5.6)
where 0 < ν ≤ 1, a− b ∈ N2, and h : Nba+2 → R.
Theorem 5.7. The BVP (5.6) has a unique solution.
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Proof. First we show that the BVP (5.5) has only the trivial solution. Certainly,
x1(t) = 1 is a solution of ∇∇νa∗x(t) = 0 for t ∈ Nba. Also, by Lemma 5.4, x2(t) :=
(∇−νa 1)(t) is also a solution of ∇∇νa∗x(t) = 0. Note that
(∇−νa 1)(t) =
∫ t
a
Hν−1(t, ρ(s))∇s
= Hν(t, a)
=
(t− a)ν
Γ(ν + 1)
.
As x1(t) and x2(t) are linearly independent on Nba, the general solution is given by
y(t) = c1 + c2(∇−νa 1)(t) = c1 + c2
(t− a)ν
Γ(ν + 1)
.
By x(a) = 0, we get c1 = 0. Note
∇x(b) = c2
[
(t− a)ν−1
Γ(ν)
]
t=b
= c2
(b− a)ν−1
Γ(ν)
,
so by ∇x(b) = 0, we get that c2 = 0. Hence the BVP (5.5) has only the trivial
solution.
Next let x1, x2 : Na → R be linearly independent solutions to ∇∇νa∗x(t) = 0. By
Theorem 5.5, a general solution to ∇∇νa∗x(t) = 0 is given by
x(t) = c1x1(t) + c2x2(t),
where c1, c2 are arbitrary real constants. As shown above, if x(t) solves the BVP
(5.5), then x(t) is the trivial solution, which holds if and only if c1 = c2 = 0, which
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holds if and only if the system of equations

c1x1(a) + c2x2(a) = 0
c1∇x1(b) + c2∇x2(b) = 0
has only the trivial solution. That is, x(t) solves the BVP (5.5) if and only if
D :=
∣∣∣∣∣∣∣
x1(a) x2(a)
∇x1(b) ∇x2(b)
∣∣∣∣∣∣∣ 6= 0
Therefore D 6= 0.
Now consider the BVP (5.6). By Theorem 5.6, a general solution to ∇∇νa∗x(t) = h(t)
is given by
x(t) = a1x1(t) + a2x2(t) + y0(t),
where a1, a2 ∈ R are arbitrary constants and y0 : Na → R is a particular solution of
∇∇νa∗x(t) = h(t). Consider the system of equations
a1x1(a) + a2x2(a) + y0(a) = A
∇[a1x1(b) + a2x2(b) + y0(b)] = B,
where A,B ∈ R are as in the BVP (5.6), which is equivalent to

a1x1(a) + a2x2(a) = A− y0(a)
a1∇x1(b) + a2∇x2(b) = B −∇y0(b),
which has a unique solution since D 6= 0. Therefore the BVP (5.6) has a unique
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solution.
Next we define the Green’s function for the BVP (5.5) and its basic property in
Theorem 5.9. The formula for this Green’s function can be found in Section 5.2.
Definition 5.8. Define the Green’s function, G(t, s) : Nba × Nba+2 → R, for the
homogeneous BVP (5.5), by
G(t, s) :=

u(t, s), a ≤ t ≤ s ≤ b,
v(t, s), a ≤ s ≤ t ≤ b,
where u(t, s) solves the BVP

∇∇νa∗u(t, s) = 0, t ∈ Nba+2
u(a, s) = 0,
∇u(b) = −∇x(b, s),
for each fixed s ∈ Nba+2 and where x(t, s) is the Cauchy function for ∇∇a∗x(t). Then
we define
v(t, s) := u(t, s) + x(t, s).
Theorem 5.9. The solution to the BVP (5.6) where A = B = 0 is given by
y(t) =
∫ b
a+1
G(t, s)h(s)∇s
where G(t, s) : Nba × Nba+2 → R is the Green’s function for the homogeneous BVP
(5.5).
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Proof. Let y(t) :=
∫ b
a+1
G(t, s)h(s)∇s for t ∈ Nba. Then for t ∈ Nba
y(t) =
∫ t
a+1
v(t, s)h(s)∇s+
∫ b
t
u(t, s)h(s)∇s
=
∫ t
a+1
(u(t, s) + x(t, s))h(s)∇s+
∫ b
t
u(t, s)h(s)∇s
=
∫ b
a+1
u(t, s)h(s)∇s+
∫ t
a+1
x(t, s)h(s)∇s.
Define z(t) :=
∫ t
a+1
x(t, s)h(s)∇s for t ∈ Nba. By the Variation of Constants formula
in Theorem 5.3, z(t) solves IVP

∇∇νa∗z(t) = h(t), t ∈ Na+2
z(a) = ∇z(a+ 1) = 0,
(5.7)
for t ∈ Nba. Note that ∇∇νa∗ is a linear operator. Thus for t ∈ Nba+2
∇∇νa∗y(t) = ∇∇νa∗
[∫ b
a+1
u(t, s)h(s)∇s+ z(t)
]
=
∫ b
a+1
∇∇νa∗u(t, s)h(s)∇s+∇∇νa∗z(t)
= 0.
It will now be shown that the boundary conditions hold. First,
y(a) =
∫ b
a+1
u(a, s)h(s)∇s+ z(a) = 0 + 0 = 0.
Recall that according to the Leibniz Formula in [31, Theorem 3.41 on p. 175], if
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f : Na × Na+1 → R, then ∇
(∫ t
a
f(t, τ)∇τ
)
=
∫ t
a
∇tf(t, τ)∇τ + f(ρ(t), t). So
∇y(b) =
∫ b
a+1
∇u(b, s)h(s)∇s+∇z(b)
=
∫ b
a+1
∇u(b, s)h(s)∇s+
[
∇
∫ t
a+1
Hν(t, ρ(s))h(s)∇s
]
t=b
=
∫ b
a+1
∇u(b, s)h(s)∇s+
[∫ t
a+1
∇Hν(t, ρ(s))h(s)∇s+Hν(ρ(t), ρ(t))
]
t=b
=
∫ b
a+1
∇u(b, s)h(s)∇s+
∫ b
a+1
∇Hν(b, ρ(s))h(s)∇s
= −
∫ b
a+1
∇x(b, s)h(s)∇s+
∫ b
a+1
∇x(b, s)h(s)∇s
= 0.
Hence the boundary conditions hold.
5.2 The Green’s Function
In this section, we find the formula for the Green’s function for the BVP (5.5). The
proof of Theorem (5.10) is analogous to a proof from [3], in which the formula for a
Green’s function for a different BVP was found.
Theorem 5.10. Assume a, b ∈ R, that b − a is a positive integer, b − a ≥ 2, and
0 < ν ≤ 1. The Green’s function, G(t, s) : Nba × Nba+2 → R, for the BVP (5.5) is
given by
G(t, s) =

u(t, s), a ≤ t ≤ s ≤ b,
v(t, s), a ≤ s ≤ t ≤ b.
where
u(t, s) = −(b− s+ 1)
ν−1(t− a)ν
(b− a)ν−1Γ(1 + ν)
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and
v(t, s) = u(t, s) +
(t− s+ 1)ν
Γ(ν + 1)
.
Proof. By the definition of the Green’s function it is true that
G(t, s) =

u(t, s), a ≤ t ≤ s ≤ b,
v(t, s), a ≤ s ≤ t ≤ b.
where u(t, s) for each fixed s ∈ Nba+2 solves the BVP
∇∇νa∗u(t, s) = 0, t ∈ Nba+2
u(a, s) = 0
∇u(b, s) = −∇x(b, s).
for t ∈ Nba, and v(t, s) = u(t, s) + x(t, s). As shown in the proof of Theorem 5.7, the
general solution to ∇∇νa∗y(t) = 0 is given by
y(t) = c1 + c2(∇−νa 1)(t) = c1 + c2
(t− a)ν
Γ(ν + 1)
.
Hence, it follows that
u(t, s) = c1(s) + c2(s)
(t− a)ν
Γ(1 + ν)
.
The boundary condition u(a, s) = 0 implies that c1(s) = 0. Now consider the bound-
ary condition ∇u(b, s) = −∇x(b, s). It holds that
x(b, s) = Hν(t, ρ(s))|t=b = (b− s+ 1)
ν
Γ(1 + ν)
.
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Hence
∇x(b, s) = Hν−1(t, ρ(s))|t=b = (b− s+ 1)
ν−1
Γ(ν)
.
Also,
−∇x(b, s) = ∇u(b, s) = c2(s)(b− a)
ν−1
Γ(ν)
.
Therefore,
c2(s) = −(b− s+ 1)
ν−1
(b− a)ν−1 .
This completes the proof.
Note that if ν = 1, then the BVP (5.5) appears as follows

∇2x(t) = 0, t ∈ Nba+2
x(a) = ∇x(b) = 0, .
(5.8)
where b− a ∈ N2 and h : Nba+2 → R.
Also, the Green’s function for the BVP (5.8)
G(t, s) =

−(t− a), a ≤ t ≤ s ≤ b
−(s− a− 1), a ≤ s ≤ t ≤ b.
Next consider the following boundary value problem from standard ordinary differ-
ential equations

x′′ = 0,
x(a) = x′(b) = 0.
(5.9)
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By [41], the Green’s function for BVP (5.9) is
G(t, s) =

−(t− a), a ≤ t ≤ s ≤ b
−(s− a), a ≤ s ≤ t ≤ b.
Hence, the Green’s function for the BVP (5.5) is very similar to the Green’s function
for a comparable BVP from standard differential equations.
5.3 Bounds on the Green’s Function
In this section, we establish three bounds on the Green’s function for the BVP (5.5).
Then we will discuss how these bounds compare to bounds on the Green’s function
in the continuous case.
Theorem 5.11. Assume b− a ∈ N2, and 0 < ν ≤ 1. The Green’s function, G(t, s) :
Nba × Nba+2 → R, for the BVP (5.5) satisfies the inequalities
(i) G(t, s) ≤ 0,
(ii) G(t, s) ≥ − (b−a+ν−1)
ν
.
(iii)
∫ b
a+1
|G(t, s)|∇s ≤ (b−a)(b−a−1)
νΓ(2+ν)
,
for t ∈ Nba and s ∈ Nba+2.
Proof. (i.) First, write
u(t, s) = −(b− s+ 1)
ν−1(t− a)ν
(b− a)ν−1Γ(1 + ν)
= − Γ(b− s+ ν)Γ(t− a+ ν)Γ(b− a)
Γ(b− a+ ν − 1)Γ(b− s+ 1)Γ(t− a)Γ(1 + ν) .
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Then, if we assume that a ≤ t ≤ s ≤ b, from the above it can be seen that u(t, s) ≤ 0
for (t, s) ∈ Nba × Nba+2.
Next, let a ≤ s ≤ t ≤ b. Note that v(t, a) = 0. It will now be shown that, for each
fixed t, v(t, s) is decreasing with respect to s for s ∈ Nba:
∇sv(t, s) = ∇s
(
−(b− s+ 1)
ν−1(t− a)ν
(b− a)ν−1Γ(1 + ν) +
(t− s+ 1)ν
Γ(ν + 1)
)
= −−(ν − 1)(b− ρ(s) + 1)
ν−2(t− a)ν
(b− a)ν−1Γ(1 + ν) −
ν(t− ρ(s) + 1)ν−1
Γ(1 + ν)
= −(1− ν)(b− s+ 2)
ν−2(t− a)ν
(b− a)ν−1Γ(1 + ν) −
ν(t− s+ 2)ν−1
Γ(1 + ν)
= − (1− ν)Γ(b− s+ ν)Γ(b− a)Γ(t− a+ ν)
Γ(b− s+ 2)Γ(b− a+ ν − 1)Γ(t− a)Γ(1 + ν) −
νΓ(t− s+ ν + 1)
Γ(1 + ν)Γ(t− s+ 2) ,
where one can see that the last line is nonpositive when a ≤ s < t ≤ b. Thus
v(t, s) ≤ 0 when a ≤ s ≤ t ≤ b for (t, s) ∈ Nba × Nba, so certainly v(t, s) ≤ 0 when
a ≤ s ≤ t ≤ b for (t, s) ∈ Nba × Nba+2. Therefore G(t, s) ≤ 0 for (t, s) ∈ Nba × Nba+2.
(ii.) First let a ≤ s ≤ t ≤ b. Then
v(t, s) = u(t, s) +
(t− s+ 1)ν
Γ(ν + 1)
≥ u(t, s).
Hence it suffices to show that
u(t, s) = −(b− s+ 1)
ν−1(t− a)ν
(b− a)ν−1Γ(1 + ν) ≥ −
(b− a+ ν − 1)
ν
.
for (t, s) ∈ Nba × Nba+2. First an upper bound of (b − s + 1)ν−1 will be found. Note
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that
(b− b+ 1))ν−1 = 1ν−1
=
Γ(1 + ν − 1)
Γ(1)
= Γ(ν).
Next, say s ≤ b. The following shows that (b− s+ 1)ν−1 is increasing with respect
to s. That is
∇s(b− s+ 1)ν−1 = −(ν − 1)(b− ρ(s) + 1)ν−2
= (1− ν)(b− s+ 2)ν−2
=
(1− ν)Γ(b− s+ ν)
Γ(b− s+ 2) ,
noting that the final expression is nonnegative. Hence (b − s)ν−1 is increasing for
s ≤ b. Thus
(b− s+ 1)ν−1 ≤ Γ(ν),
for s ≤ b. Also,
∇t(t− a)ν = ν(t− a)ν−1
=
νΓ(t− a+ ν − 1)
Γ(t− a)
≥ 0,
so (t− a)ν is increasing with respect to t for t ∈ Nba. Hence for t ∈ Nba,
(t− a)ν ≤ (b− a)ν .
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Therefore,
u(t, s) = −(b− s+ 1)
ν−1(t− a)ν
(b− a)ν−1Γ(1 + ν)
≥ − Γ(ν)(t− a)
ν
(b− a)ν−1Γ(1 + ν)
= − Γ(b− a)(t− a)
ν
νΓ(b− a+ ν − 1)
≥ − Γ(b− a)(b− a)
ν
νΓ(b− a+ ν − 1)
= − Γ(b− a)Γ(b− a+ ν)
νΓ(b− a+ ν − 1)Γ(b− a)
= −(b− a+ ν − 1)Γ(b− a+ ν − 1)
νΓ(b− a+ ν − 1)
= −b− a+ ν − 1
ν
.
Note that the above steps hold for both a ≤ s ≤ t ≤ b and a ≤ t ≤ s ≤ b, so it is also
true that
v(t, s) ≥ −b− a+ ν − 1
ν
.
Therefore G(t, s) ≥ − (b−a+ν−1)
ν
for (t, s) ∈ Nba × Nba+2.
(iii.) For t ∈ Nba, the following calculations hold:
∫ b
a+1
|G(t, s)|∇s =
∫ t
a+1
|v(t, s)|∇s+
∫ b
t
|u(t, s)|∇s
=
∫ t
a+1
∣∣∣∣∣−(b− s+ 1)ν−1(t− a)ν(b− a)ν−1Γ(1 + ν) + (t− s+ 1)νΓ(ν + 1)
∣∣∣∣∣∇s
+
∫ b
t
∣∣∣∣∣−(b− s+ 1)ν−1(t− a)ν(b− a)ν−1Γ(1 + ν)
∣∣∣∣∣∇s
=
∫ t
a+1
(b− s+ 1)ν−1(t− a)ν
(b− a)ν−1Γ(1 + ν) −
(t− s+ 1)ν
Γ(ν + 1)
∇s
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+
∫ b
t
(b− s+ 1)ν−1(t− a)ν
(b− a)ν−1Γ(1 + ν) ∇s
=
∫ b
a+1
(b− s+ 1)ν−1(t− a)ν
(b− a)ν−1Γ(1 + ν) ∇s−
∫ t
a+1
(t− s+ 1)ν
Γ(ν + 1)
∇s
=
[ −(b− s)ν(t− a)ν
ν(b− a)ν−1Γ(1 + ν)
]s=b
s=a+1
−
[
−(t− s)ν+1
(ν + 1)Γ(ν + 1)
]s=t
s=a+1
=
(b− a− 1)ν(t− a)ν
ν(b− a)ν−1Γ(1 + ν) −
(t− a− 1)ν+1
Γ(ν + 2)
.
Note that
(b− a− 1)ν
(b− a)ν−1 =
Γ(b− a− 1 + ν)Γ(b− a)
Γ(b− a− 1 + ν)Γ(b− a− 1)
=
(b− a− 1)Γ(b− a− 1)
Γ(b− a− 1)
= b− a− 1.
Hence, using the fact that (t− a− 1)ν+1 = (t− a− 1)(t− a)ν from [3], for t ∈ Nba,
(b− a− 1)ν(t− a)ν
ν(b− a)ν−1Γ(1 + ν) −
(t− a− 1)ν+1
Γ(ν + 2)
=
(b− a− 1)(t− a)ν
νΓ(1 + ν)
− (t− a− 1)
ν+1
Γ(ν + 2)
=
(b− a− 1)(t− a)ν
νΓ(1 + ν)
− (t− a− 1)(t− a)
ν
Γ(ν + 2)
=
(t− a)ν
Γ(1 + ν)
[
b− a− 1
ν
− t− a− 1
1 + ν
]
=
(t− a)ν
Γ(1 + ν)
[
(1 + ν)(b− a− 1)− ν(t− a− 1)
ν(1 + ν)
]
≤ t− a
Γ(1 + ν)
[
(1 + ν)(b− a− 1)− ν(t− a− 1)
ν(1 + ν)
]
. (5.9)
Next, it will be shown that (5.9) is increasing with respect to t for t ∈ Nba. Using the
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product rule, it holds that
∇t t− a
Γ(1 + ν)
[
(1 + ν)(b− a− 1)− ν(t− a− 1)
ν(1 + ν)
]
=
t− 1− a
Γ(1 + ν)
· −ν
ν(1 + ν)
+
1
Γ(1 + ν)
· (1 + ν)(b− a− 1)− ν(t− a− 1)
ν(1 + ν)
=
−(t− a− 1)
Γ(2 + ν)
+
(1 + ν)(b− a− 1)− ν(t− a− 1)
νΓ(2 + ν)
=
−ν(t− a− 1) + (1 + ν)(b− a− 1)− ν(t− a− 1)
νΓ(2 + ν)
=
−2ν(t− a− 1) + (1 + ν)(b− a− 1)
νΓ(2 + ν)
≥ −2ν(b− a− 1) + (1 + ν)(b− a− 1)
νΓ(2 + ν)
=
(1− ν)(b− a− 1)
νΓ(2 + ν)
≥ 0.
Hence (5.9) is increasing for t ∈ Nba. Thus
t− a
Γ(1 + ν)
[
(1 + ν)(b− a− 1)− ν(t− a− 1)
ν(1 + ν)
]
≤ b− a
Γ(1 + ν)
[
(1 + ν)(b− a− 1)− ν(b− a− 1)
ν(1 + ν)
]
=
(b− a)(b− a− 1)
νΓ(2 + ν)
.
This completes the proof.
Recall that if ν = 1, then the BVP (5.5) appears as BVP (5.8).
Then the bounds from Theorem 5.11 lead to the following for ν = 1:
(i.) G(t, s) ≤ 0,
(ii.) G(t, s) ≥ −(b− a), and
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(iii.)
∫ b
a+1
|G(t, s)|∇s ≤ (b−a)(b−a−1)
Γ(3)
≤ (b−a)2
2
,
for (t, s) ∈ Nba × Nba+2. Next recall the boundary value problem (5.9) from standard
ordinary differential equations. By [41], we have
(i.) G(t, s) ≤ 0 for s, t ∈ [a, b],
(ii.) G(t, s) ≥ −(b− a) for a ≤ t ≤ b, and
(iii.)
∫ b
a
|G(t, s)|ds ≤ (b−a)2
2
for a ≤ t ≤ b.
Between the analogous BVP (5.5) and the BVP (5.9), note the strong similarities
between the bounds on the Green’s functions for each.
5.4 Future Work
In addition to the bounds on Theorem 5.11, I conjecture that
∫ b
a+1
|∇tG(t, s)|∇s ≤ b− a
ν
for t ∈ Nba. However, this conjecture remains to be completely proven.
More generally, it remains to build on Theorem 5.11 to eventually approach a non-
linear case for the BVP (5.1). This case could be approached through a fixed-point
or through a contraction mapping theorem.
Since the Green’s function in Theorem 5.2 may be used to calculate solutions to the
BVP (5.1), one can investigate the behavior of these solutions.
Lastly, one could consider other variations on the BVP (5.1). That is, one could
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consider the BVP
∇ [p(t)∇νa∗x(t)] + q(t)x(t− 1) = h(t), t ∈ Nba+2
x(a) = ∇x(b) = 0,
(5.10)
for 0 < ν < 1, b − a ∈ N2, h : Nba+2 → R, q : Nba+2 → R, and p : Nba+2 → R, either
in full generality or the various cases resulting from the BVP (5.1). Additionally one
could consider other variations in the boundary conditions of the BVP (5.1). One
other such combination has been investigated in [3], but many other combinations
remain to be explored.
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