Success factors for measurement programs as identified in the literature typically focus on the 'internals' of the measurement program: incremental implementation, support from management, a well-planned metrics framework, and so on. However, for a measurement program to be successful within its larger organizational context, it has to generate value for the organization. This implies that attention should also be given to the proper mapping of some identifiable organizational problem onto the measurement program, and the translation back of measurement results to organizational actions.
success factors for measurement programs, as for instance identified in Hall and Fenton [10] , are adhered to, the measurement program need not be a success. In our view, this is partly caused by the fact that these consensus success factors typically focus on the 'internals' of the measurement program. Success factors like incremental implementation, support from management, and a well-planned metrics framework are aimed at ensuring an ongoing flow of proper data. However, for a measurement program to survive in the long run, it should also be successful within its larger organizational context. It has to generate value for the organization. In this context, value does not necessarily mean a higher profit. Depending on the problem or goal of the organization it could also mean employee satisfaction, customer satisfaction, market share, time-to-market, etc. Implementing a value-generating measurement program requires that attention be given to the proper mapping of some identifiable organizational problem or goal onto the measurement program, and a translation back of measurement results to organizational actions.
We have augmented the consensus success factors for measurement programs, as identified by Hall and Fenton [10] , with four 'external' success factors. These success factors are targeted at the link between the measurement program employed and the usage of the measurement results. The goal of this paper is to show how the 'internal' success factors of Hall and Fenton, combined with our 'external' success factors can be used to explain the success or failure of software measurement programs. In particular, we discuss five industrial measurement programs, and relate the success or failure of these programs to the combined set of success factors.
This paper is structured as follows. In the next section, we present a generic process model of measurement-based improvement which enables us to discuss the activities employed by software organizations when performing measurement-based improvement. In section 3, we show that the consensus success factors for measurement programs only cover part of this measurement-based improvement model. We describe four additional success factors that focus on the improvement side of the model. In section 4, we assess five measurement programs against the combined set of internal and external success factors. The aim of this assessment is to show that these success factors explain the failure or success of the measurement programs, and that the external success factors are a necessary extension of the consensus set of internal success factors. Section 5 discusses related work. Finally, section 6 presents our conclusions. Figure 1 shows a generic process model for measurement-based improvement. It is shaped as a lemniscate of Bernoulli. The lemniscate consists of two parts-the two halves, three conceptsthe black dots, and four steps-the four arrows.
Measurement-based Improvement
The cycle starts with an organizational problem or goal (left black dot). We do not assume anything about the 'size' of the problem or goal. A problem could only affect one developer or the whole organization, in both cases the same steps have to be passed through. The organization analyses the problem (upper left arrow), and arrives at one or more possible causes of the problem and/or possible solutions (middle dot). The analysis is generally based on a combination of knowledge about the own organization, knowledge from literature ('theory'), and common sense. Next, the organization has to decide whether it has sufficient knowledge to establish the cause of Figure 1 : A generic process model for measurement-based improvement the problem and correct it, or to reach the stated goal. If so, the organization need not traverse the right cycle. In most cases, however, the organization needs to find out which of the possible causes is the real cause of the problem, or which of the possible solutions is the best solution. In addition, the organization may need extra information to implement the solution and design an experiment or set up a measurement program (lower right arrow). Executing the measurement program or experiment (right dot) results in the gathering of data, which is analyzed and related to the problem or solution at hand (upper right arrow). Finally, the organization solves the problem or reaches the goal by implementing the solutions found (lower left arrow).
Although this description and the arrows in figure 1 suggest a chronological sequence of steps, this is not necessarily the case. The arrows merely indicate causal relations. Hence, the model does not prescribe a single loop through the lemniscate. It is very well possible for an organization to iterate the right loop a number of times before implementing a solution. For example, it may be necessary to first implement an experiment to find the cause of a problem, and then implement another experiment to find a suitable solution. Organizations might also want to implement a solution and a measurement program in parallel, to monitor the implementation of the solution.
Let us illustrate the model by means of an example, see figure 2 . Suppose a software maintenance organization has problems planning the implementation of change requests. Often, the implementation of specific change requests takes much more time than planned, and the organization fails to deliver the changed software in time. So, the problem this organization faces is the inaccurate planning of change requests (A). After analyzing the problem (1), the organization discovers that it does not know which factors influence the time needed to implement change requests (B). The organization decides to investigate this, and designs (2) a short-running measurement program (C) to investigate possible factors. After running this measurement program for a limited period of time, the gathered data are analyzed (3) . We assume that a number of factors are found that influence the effort needed to implement change requests (D). Next, a planning procedure is developed and implemented (4a) in which the factors found are used to One may wonder whether this model is prescriptive or descriptive. We assume that if software organizations want to improve their processes or products, and use measurement to support those improvements, they will perform the activities as described above. That means we use the model as a representation -though very abstract -of what goes on in reality; i.e. it is a descriptive model. One could argue that the model is also a prescriptive model; it tells us which activities to perform when conducting measurement-based improvement. However, due to the high level of abstraction, the model is unsuitable to directly support organizations in their measurement-based improvement efforts.
The model resembles the Goal-Question-Metric paradigm [1] . It is tempting to map the GQM goal on the left black dot, GQM questions on the middle dot, and the GQM metrics on the right dot. However, the goal of GQM and the goal of our process model are not the same: the goal in the lemniscate is an organizational goal, whereas the goal of GQM is a measurement goal. Still, GQM can be used to support the design of the measurement program (lower right arrow). Adaptations of GQM, such as described in [13, 21] , focus on the right side of the lemniscate as well.
The distinction made in the model between improvement on the one hand, and measurement on the other hand, corresponds with the distinction made by Kitchenham, Pfleeger, and Fenton [12] . Their structural model of software measurement consists of two parts: an empirical, real world and a formal, mathematical world, see figure 3 . The empirical world contains entities that have certain properties, called attributes. The formal world consists of values that measure the attributes of entities, expressed in certain units. Measurement now, is the mapping of a particular entity and attribute from the real world to a value in the formal world. The generic process model reflects the differences between these two worlds: measurement activities (the right half) are concerned with constructing a formal world based on the real world, whereas improvement activities (the left half) are concerned with changing the real world based on the formal world created by the measurement activities. 
Success Factors for Measurement Programs
In this section, we use the generic process model to illustrate the scope of the set of success factors identified by Hall and Fenton [10] . In [19] we have also mapped a number of other frameworks for measurement programs [3, 4, 5, 17] onto our model, with similar results. Next, we discuss an extension of the consensus success factors with four external success factors for software measurement programs.
Internal Success Factors
Hall and Fenton [10] identify a number of consensus success factors for the implementation of measurement programs. Table 1 shows these factors (I-1 -I-15), that were identified after studying other literature, such as [9, 23] . A closer look at the success factors shows that they are mainly targeted at reducing the risk of failure. For example, the motivation for factor sixusefulness of metrics data -is not that the measurement program should have added value for the organization, but that the usefulness should be obvious to the practitioners. From the 15 success factors, 10 are targeted at gaining the acceptance of the practitioners involved (4-9, 11, 13-15) . The other five factors are concerned with a rigorous implementation of the program: the measurement program should be incrementally implemented, constantly improved, use existing materials, be supported by management, and a well-planned metrics framework should be used (1-3, 10, 12 Figure 4 shows how the success factors can be mapped onto the generic process model. The majority of the internal success factors refer to the implementation of measurement programs. Some are concerned with the collection and analysis part, and only one success factor is concerned with the usage of the measurement data (factor nine). That factor is marked with a question mark, because it is motivated in terms of acceptance of the measurement program by the practitioners, rather than in terms of the added value of the program.
External Success Factors
Measurements should generate value to the organization. This value is determined outside the measurement program proper. A major factor determining the success of a measurement program is whether or not it actually does create that value. Above, we have shown that the measurement program success factors listed by Hall and Fenton focus on the measurement program internals. We have deduced four additional measurement program success factors from typical applications of measurement programs that focus on the usage of the measurement results [20] . These success factors are: E-1. Explicit and tested assumptions. During the first phase of measurement-based improvement -improvement analysis -a possible cause of the problem at hand or a possible solution for the goal at hand is determined. During this analysis assumptions are made about the real world, more precisely about the relationships between attributes, cf. figure 3. These assumptions often take the form of a cause-effect relation between anticipated changes and the desired result.
It is important that these assumptions about the real world are made explicit and that it is decided if and when these assumptions are tested. Assumptions can be tested beforehand, or extra measurements can be made to be able to test these assumptions later.
E-2. Specify how to react to different outcomes. Different outcomes can result from a measurement program. An organization should consider all possible -negative and positiveoutcomes and decide how to act on them. Often, only one of these outcomes is satisfactory: performance is ok, targets are met, etc. It is the other possible outcomes that are most interesting from our point of view: what happens if the performance is not ok, targets are not met, etc. If it is not specified what to do in those cases, there is quite a chance that nothing will be done.
E-3. Implement organizational changes. The organization should act according to the outcomes of the measurement program, in order to reach the goals set or solve the problems identified. This applies to both negative and positive outcomes. If the organization does not act, the value of the measurement program degrades, and it will sooner or later, but usually sooner, come to an end.
E-4.
Monitor the changes implemented. The organization should monitor the changes implemented, in order to verify that they indeed constitute an improvement for the organization. Measurement involves modeling, and thus abstracting away from many aspects. We should verify that our model captures reality sufficiently well, and keeps doing so if reality changes over time. Also, it should be verified whether the desired outcome is brought about (by the changes implemented or for any other reason).
Our hypothesis is that for a measurement program to be successful, both the internal and the external success factors must be satisfied. In the next section, we discuss five industrial measurement programs and we compare the characteristics of each with the internal and external success factors, to show that these success factors are indeed necessary preconditions for a successful measurement program.
Case Studies
In this section we discuss five industrial software measurement programs. For each measurement program, we consider each of the four phases of the measurement-based improvement lemniscate: the reasons for the organization to implement a software measurement program (improvement analysis), its design and implementation (measurement implementation), the analysis and feedback of the information gathered (measurement analysis), and the implementation of the results (improvement implementation). For each of the five case studies, table 1 shows which success factors were adhered to. A '¤ ' indicates that the success factor was present. A '-' indicates that the success factor was not in place. A ' ¥ ' indicates that the success factor was not adhered to and that, in our opinion, this constitutes one of the main reasons for failure of the measurement program.
Success factors
Use of existing metrics material --
Involvement of developers during implementation ?
Measurement process transparent to developers -
Usefulness of metrics data -
Feedback to developers -
Ensure that data is seen to have integrity
Measurement data is used and seen to be used - The discussion of the five case studies is limited due to space restrictions. More elaborate reports on these case studies can be found in [15] and in several papers that are cited in each of the subsections.
A: Estimating Corrective Maintenance

Improvement Analysis
Organization A is the software maintenance unit of a large Dutch software house. The organization has a large number of customers for which it performs software maintenance, usually both corrective and adaptive maintenance.
One of the problems the organization faces is that customers demand fixed-price contracts for corrective maintenance. These contracts usually have a duration of two or three years. This makes it important to be able to estimate the corrective maintenance workload for new systems in advance. Organization A started a measurement program targeted at finding relationships between maintenance project characteristics on the one hand and corrective maintenance workload on the other hand.
The goal of the measurement program was to find relationships between characteristics of the maintenance contract on the one hand, and the effort needed to perform corrective maintenance for that contract on the other hand. The organization decided to gather information about its current contracts. That information was to be analyzed using a multivariate regression tool, developed by the company in the course of an ESPRIT project.
Measurement Implementation
The data was gathered using a questionnaire which was filled in by the project leaders twice a year. The questionnaire contains many questions, asking for both static aspects of the applications maintained, such as the platform of the application, and dynamic aspects, such as the number of problems fixed per period.
When we analyzed the questionnaire and the answers given more closely, it turned out that there were a number of problems with both the questions asked and the answers given: We were asked to analyze the data gathered, but the deficiencies of the questionnaire led us to the conclusion that the data gathered are at the least very unreliable. Analyzing the data would be pointless. The measurement program was abandoned, and hence did not result in any value for the organization.
Assessment
In table 1 we show which of the success factors were adhered to. The main failure factor for this measurement program is the lack of a rigorous implementation: there was no well-planned metrics framework (I-2) and the data was clearly of low integrity (I-8).
B: Maintenance Effort Estimation with Function Points
Improvement Analysis
The second measurement program was implemented by a software support unit of the Dutch Ministry of Transport, Public Works and Water Management, called organization B for short. Organization B supports and maintains one large financial administrative information system (FAIS) which is used throughout the ministry.
Organization B had problems negotiating the price of changes with the customer organization. Therefore, it was decided to use function points as a more objective measure of size. In this case, a variant especially tailored to maintenance was used.
The FAIS support organization has three functional units: In this case study we concentrated on planned (i.e. non-corrective) maintenance activities. Incoming change requests are first analyzed by Customer Contacts. Next, Customer Contacts, representing the customer, and Functional Maintenance have to come to an agreement on the effort needed to implement the change requests. Moreover, an agreement has to be reached on the price the customer has to pay. Reaching the agreement caused troubles for organization B, so it was decided to use a functional size measure (Maintenance Function Points) as an objective measure of the size of the change. The price of the change would then simply be based on this measure. The planning of the change requests, including effort estimation, was not the target of this measurement program. The functional size measure was solely to be used for change request pricing.
Measurement Implementation
Incoming change requests are first analyzed by Customer Contacts. Customer Contacts and Functional Maintenance then independently determine the number of Maintenance Function Points for each change. They have to come to an agreement about this number, which is next used to bill the client organization.
Both the Customer Contacts and the Functional Maintenance department count the number of maintenance function points for a change request based on detailed counting guidelines. These guidelines give definitions of the concepts used, and a procedure to count the number of maintenance function points. In addition, the guidelines provide tables aimed at reducing the number of subjective decisions that have to be made during function point counting.
The actual planning of maintenance activities by Functional Maintenance is based on an expert estimate per change, and not on the Maintenance Function Point count.
Measurement Analysis
Organization B did only perform a small scale analysis of the gathered data. We were asked to further analyze the data, see [16] . Fortunately, effort data was available, mostly at the right level of granularity. This allowed us to test the implicit assumption made by organization B that there is a fair correlation between the number of maintenance function points of a change and the effort needed to implement it. This assumption turned out to be false for the changes for which data was available. The Maintenance Function Point model used assumed that effort was correlated with the relative size of the change, while in fact it was correlated more strongly with the size of the function changed.
Improvement Implementation
Organization B made one organizational change: it implemented a new procedure to determine the price of the change requests using Maintenance Function Points. This procedure removed the need for extensive negotiations between the Customer Contacts and Functional Maintenance department about the price of change requests. Unfortunately, our analysis of the Maintenance Function Points model was not followed up with an adjustment of the model.
Assessment
This measurement program can be considered fairly successful, both from a measurement point of view and from an improvement point of view. The implementation of the measurement program was done rigorously, the measurement process was embedded into the maintenance process, etc. This is also illustrated by table 1. The measurement program enabled this organization to use a more objective measure of the size of a change, which eased the negotiations with the customer about the price of a change. A weak point of this measurement program was the low correlation between the number of functions points and the effort of a change. This disparity could cause problems for organization B in the long run.
We see in table 1 that organization B fulfilled most of the internal success factors and changed the maintenance process to use the function points (success factor E-3). Weak points are that organization B did not check the assumption that the function point model would correlate with effort (E-1), and it did not monitor the implemented solution (E-4). Moreover, when organization B asked us to analyze the data, it did not anticipate what to do with the results (E-2) and the results of the analysis were not used to improve the function point model (E-3).
C and D: Measuring Software Maintenance Effort
Improvement Analysis
This section describes both the third and the fourth measurement program case study. See [18] for a more elaborate description. In both studies, a graduate student implemented a measurement program in a software maintenance organization. Both organizations have trouble estimating the effort needed to implement changes to the software they maintain. The goal of both measurement programs was to determine the main factors that influence the effort needed to implement changes. Both the two measurement programs as well as the maintenance organizations are quite similar, so these case studies are presented together.
Organization C is the IT department of a large organization, responsible for carrying out part of the Dutch social security system. The IT department consists of several units, one of which contains the so-called product teams. Each product team develops, maintains and supports multiple systems for one (department of the) customer. Each team is further divided into different groups that each maintain several of the customer's information systems. Our measurement program was introduced into three of the eight product teams.
Each product team consists of about 20 to 30 engineers. Each group in a product team is staffed with between one to five people. Contacts with the customer are handled by the team managers and group leaders. The customer submits change requests that are analyzed by the responsible team manager or group leader. The change requests are then implemented and delivered in the next release Most systems have three or four releases per year, with between one and ten change requests per release.
Organization D is the IT department of a large Dutch industrial organization and consists of several units, one of which -the applications unit -is responsible for the development and maintenance of the administrative and process-control systems that the organization uses. The measurements took place at two of the three subunits of the applications unit. Each subunit is staffed with 20 to 30 engineers.
For each of the information systems, there is an intermediary between the client and the maintenance department. This intermediary is located at the client site. He or she is responsible for phrasing the change requests. The intermediary is in direct contact with the programmer at the IT department who maintains the systems of his department. The amount of analysis and design done by the intermediary varies per system: some intermediaries change the functional documentation themselves, others give an informal description of the change and leave it up to the engineer to change the functional documentation. Budgets for maintenance are allocated per system per year. Change requests are implemented, tested and delivered one by one, as opposed to being grouped in releases.
Measurement Implementation
Each of these two measurement programs was set up by a (different) graduate student. The goal of both measurement programs was to gain insight into maintenance cost drivers, in order to support the estimation and planning of software maintenance tasks. The measurement programs had a duration of about 7 months.
Both students used the same steps to implement the program:
1. Model the maintenance processes.
2. Determine likely maintenance cost drivers based on literature and interviews with management and engineers.
3. Develop forms to collect the data.
4. Collect the data by 'walking around'.
5. Use flyers to provide feedback to the engineers.
6. Analyze the data.
7. Present the conclusions to the engineers and management.
Measurement Analysis
We analyzed the data to find the influencing factors, using principal components analysis and multi-variate regression analysis. This analysis was fairly successful for organization C, but not so for organization D. With the dataset gathered in organization C we were able to explain 58% of the variance in effort per change request. For organization D, the resulting model explained a mere 9%. We can only hypothesize on the reasons why the information gathered in organization D explains so little about the maintenance effort, as opposed to the results for organization C. We think the main reason for this difference is the fact that the maintenance process at organization D is quite dependent on the specific maintenance programmer and his relationship with the customer. The amount of analysis done by the programmer largely depends on how much analysis the intermediary at the customer site has done. Unfortunately, which programmer did what change was not recorded, so we cannot investigate this further.
Improvement Implementation
Due to different factors neither organization used the results to change the planning process for change requests. In organization C, an attempt was made at continuing the program. However, because the organization did not make anyone specifically responsible for collecting the metrics, the forms were not filled in anymore and the measurement program came to a halt. In organization D, the manager who had initiated the program became ill, and management support for the program stopped.
In addition, neither organization used the data to implement or improve the planning procedures. In organization C it was felt that more information was needed to build a sound planning procedure. Organization D did not use the data, simply because the data does not explain the effort expended.
Assessment
From a measurement program implementation point of view both programs were rather successful. Table 1 shows how these two measurement programs score when compared to the success factors. However, in both organizations the programs collapsed after the students had left their position as metrics champion. From an improvement point of view, the measurement programs both failed. They did not have any impact in terms of improvement to the organizations involved.
In our opinion the main failure factor in organization C is the fact that results of the measurement program were not used to improve the organization (E-3). In organization D, the implicit assumption was made that different engineers work similarly, and so the specific engineer implementing a change request is not important for determining effort. We suspect that this assumption is not true, but since this assumption was not made explicit, we cannot test it afterwards (E-1).
E: A Quantitatively Controlled Software Process
Improvement Analysis
Organization E is a software development centre, more specifically a Unix Development Group (UDG) of Ericsson in the Netherlands, which was assessed at level three of the Software CMM [25] in 1995. The development centre is part of the research and development department of the Ericsson Telecommunications firm. At the moment, the organization consists of 60 employees. The main product of the organization is the Formatting and Outputting Subsystem (FOS). The FOS is a C++ application running on an adjunct processor which processes and outputs charging data produced by the central processor of an Ericsson AXE telephone exchange. The (internal) customers of the UDG are sharply focussed on cost and time to market of software development. At the same time, performance (speed), fault tolerance and security demands are high.
These high and potentially conflicting demands make it important for the UDG to be able to communicate with its customers about the cost of software quality, i.e. how much it costs and how long it takes to develop software of a certain quality. Consequently, the UDG needs to be able to quantitatively manage and control its software process. Therefore, the organization decided to implement the CMM level four key process areas. See [11] for a more elaborate description of this case study.
Measurement Implementation
One of the key process areas of level four of the Software CMM is concerned with Statistical Process Control (UDG uses the Draft C of the Software CMM version 2.0, which contains different key process areas on level 4 than version 1.1 of the Software CMM). SPC [14] is a well-known theory, using numerical data and statistical methods to visualize and control the performance of the primary process. Measurement activities were actually started when Ericsson progressed towards level three in 1995. Process measures like test results, product volume, lead-time and effort per product and process activity were collected. However, the enormity of the available data and the difficulty in identifying key performance indicators made a structured way of handling all this information impossible.
Up to that point, analyses and reporting of measurement results had been restricted to a small group of project-, process-and quality managers. There was very little feedback to the developers about the results of the measurements. The main purpose had been to provide visibility to a select audience of managers and customers. The measurement system which was set up next was based on a set of prerequisites. First, no new measures were to be defined. Implementation should start with the available data. Second, the measurement system should not become a separate process. All measurements must have a place in the normal workflow of software development and project management. Third, the information from the measurement system should provide a solid base for decisions.
The first step taken was to define organizational templates for measurement definitions in order to ensure the reliability and validity of the measures. Also, the purpose and usefulness of each measure was defined. These templates triggered analyses of the historical database yielding a small number of well-defined critical process performance indicators. These were introduced through a pilot. Pilots at the UDG mean that a single project will use a limited number of measurements for the duration of that project. If a pilot is successful, the piloted measurements are integrated into the software development processes.
One of the goals of the measurement program was to control the fault content in products. This goal was translated to a goal for each of the test phases of a project. Projects at Ericsson's UDG have three test phases of which the basic test is the earliest in the development life cycle. The purpose of measuring fault density is to help prevent faults and possible risks from slipping through to the next test phase in the development process. The first step taken was to analyze historical data on fault density basic test in order to get a good insight in the usability, validity and reliability of the measure. It turned out that approximately two-thirds of the components with unusual high or low fault densities in basic test also caused problems in subsequent test phases. The decision was made to pilot the statistical use of this measurement in the next project.
Fault density basic test is the number of basic test faults reported per thousand non-commented source statements. So basically there are two measurements involved; the number of basic test faults and the number of statements. Measuring these was already part of the normal basic test activities. So defining the measurements formally did not involve very upsetting changes for developers. The formal definition of the measurements did however improve the reliability of the measurements.
The measurements are defined by Measurement Data Definitions (MDDs). These workinstruction-like MDDs were inspected by the developers responsible for executing the measurement. Through these inspections, differences in interpretation by the developers were resolved. It also helped in clarifying the purpose of the measurements and raising awareness of statistical methods. At the same time a Measurement Result Definition (MRD) was drafted. This definition describes how to get from the basic data to a fault density basic test chart, and how to interpret and use the results.
Measurement Analysis
The use of statistical methods contributed to improving lead-time precision. Control charts on fault content have helped to prevent defects from slipping through to subsequent development phases.
The MRD 'Fault Density Basic Test' features two presentations: a cumulative line-chart for tracking the trend of the results and a control chart. The MRD is executed by the developers each time they finish a basic test report. The presentation of all basic test report results is the responsibility of Quality Management.
To prevent misinterpretation or hasty conclusions based on incomplete information, results are presented in combination with analysis results. These analyses are triggered by control limits defined in the MRD. Any value outside control limits may indicate irregularities in process execution or the product itself. If a package is outside control limits an additional analysis on process executions is performed. Results outside the limits thus trigger analyses. The result of the analysis combined with other measurement results and an evaluation of influencing factors determine if, and what action is to be taken.
Improvement Implementation
When a software component displays more defects than is expected from the statistically determined variance of the process, a technical and statistical analysis is done. In some cases this led to the identification of technical issues. These were solved before the component was handed over to the next phase. In other cases structural process issues were identified and solved by process improvements.
The following example where results exceeded the limits illustrates how measurement and analysis triggers action at the UDG. In this case the basic test fault density of a component exceeded the limit. The development team performed a technical risk analysis and identified four risks of which they proposed to solve two. The team spent five extra hours on the package before it was handed over to the next test phase. During this subsequent test phase the test team was asked to evaluate the risks and the solutions implemented by the developers of the previous phase. The test team indicated that had the risks not been solved, they would have had to spend forty extra hours on the test runs. This ratio of 1 to 8 was also found in other components of which identified risks were solved before hand-over to the next test phase. The test team already evaluated the basic test record before accepting a component. This evaluation was extended with the instruction not to accept a component with basic test results outside the limits without a risk analysis and action plan.
Assessment
This measurement program can be considered a success, both from a measurement point of view and from an improvement point of view. The measurement program was rigorously implemented. The data gathered are regularly analyzed, and the results of the analysis lead to changes in the development process when deemed necessary. Table 1 shows that almost all internal success factors are adhered to in this measurement program. In addition, the external success factors are in place as well: the assumption that a high fault density during basic test indicates trouble was tested (E-1), a procedure to react to the outcomes of the measurement program was established (E-2), the outcomes of the measurement program were translated into process improvements (E-3), and the development process is continuously monitored (E-4).
Related Work
Most of the literature on measurement does not concern the full improvement cycle as presented in this paper, but is only concerned with the right-hand side of figure 1. [27] is a typical example hereof. The objective of this study is to investigate the correlation between object-oriented design metrics and the likelihood of the occurrence of faults. The results indicate that certain of the metrics studied are indeed good fault indicators. One might be tempted to ask for any follow-up action. The paper suggests that this type of information can be utilized to select effective testing techniques that take the characteristics of the program into account. The paper itself, however, does not contain any information on such a follow up action.
In this section we therefore confine ourselves to a discussion of related work in which a measurement program was explicitly positioned in the context of a software process improvement program.
Fenton and Pfleeger [7, p 511-514] state that, in successful measurement programs, 'results were actively used in decision making'. One of the failure reasons mentioned is that 'program reports failed to generate management action'. In a broad sense, these factors confirm our external success factors, especially E-2 and E-3.
Powell and Brown [24] describe a practical strategy for industrial reuse improvement. This strategy makes extensive use of measurements. One of the important lessons learned was that 'the metrics must be purposeful with clear objectives on how the data will be used in process decision making.' (success factors E-2 and E-3). For each measurement activity, the possible outcomes were related to the organizational changes that could be made as a result. This had three benefits. First, it helped to confirm the right things were measured. Second, it surfaced previously held beliefs about the likely process behavior and what process changes are required. Third, it also lowered the resistance to organizational change because of the control levers at the managers disposal. In a similar vein, the authors state that 'where metrics programmes have managed to collect meaningful data, the improvement programmes are frequently derailed by the gap between analysis and improvement action.' Factor E-4 was covered in their program by explicitly introducing feedback into the measurement/improvement process.
Birk et al. [2] report on the business impact, benefit, and cost of applying the GQM approach to measurement. The authors note that, for the long-term success of a measurement initiative, it is important that the interactions between technical measurement activities and their business context are considered sufficiently well. This relates to factors E-1, E-2 and E-3.
Paulish and Carleton [22] report on a number of case studies of software process improvement measurement. They view success factors of such programs from a business point of view. Thus, they consider a measurement program successful if it influences the profit or market share of the business in some way. This is exactly the issue that the right hand side of figure 1 addresses: measurement programs should generate value, not data [20] .
Stelzer and Mellis [26] address the wider issue of success factors of organizational change in software process improvement. They state that changing the software process seems to be more critical than the analytical tasks. Assessment is not critical, introducing the changes is. This again corroborates E-2 and E-3. Of particular relevance to our external success factors is the notion of 'unfreezing the organization'. Social processes usually have an inner resistance to change. An additional force is required to unfreeze such customs.
Fuggetta et al. [8] give an elaborate overview of experiences in applying GQM. The report is geared towards factors concerning the right-hand, i.e. measurement part, of figure 1. In a similar vein, Ebert [6] emphasizes the technical controlling of software process improvement activities, i.e. the identification, analysis and interpretation of project information. Both emphasize the alignment of measurements to the needs of the business (factor E-1), and generally corroborate our external success factors.
In summary, the external success factors identified by us are supported by a number of other studies addressing the relationship between process improvement and measurement.
Conclusions
We have extended the consensus success factors of software measurement programs as identified by Hall and Fenton [10] with four additional success factors. Whereas the consensus success factors focus on the 'internal' aspects of measurement programs, our 'external' success factors are aimed at the links between the organizational goal or problem and the measurement program, and between the measurement program and the usage of the measurement results to reach the goal or solve the problem. We conjecture that both the internal and the external success factors need to be fulfilled to guarantee a successful measurement program.
We discussed five industrial measurement programs and related the characteristics of each of these programs to the success factors in table 1. We can summarize the assessments as follows:
¦ The measurement program of organization A failed due to lack of a rigorous implementation. Here the biggest failure factor is internal to the measurement program.
¦
The measurement program of organization B was successful. It solved the problem of pricing change requests. However, organization B did not monitor the changes implemented in the organization to see whether they constitute a real improvement. The maintenance function point model used does not correlate well with the effort needed to implement change requests. While this is not a problem in the short term -the function points are not used for effort estimation -it could cause problems in the long term.
From a measurement point of view the program of organization C was successful. However, organization C failed to use the results of its measurement program. While the measurement program resulted in a number of factors that influence the effort needed to implement change requests, no attempt was made to actually use these result to improve the planning of maintenance.
From a measurement point of view the program of organization D was successful as well. However, this measurement program did not result in the information wanted. An important assumption, made implicitly, turned out to be false.
Organization E has implemented a successful measurement program, both from a measurement point of view and from an improvement point of view. The program itself is implemented rigorously, and the results are systematically used to improve the software development process.
The internal success factors alone are not sufficient to explain the differences in success between organization B, C, D, and E, which all implemented good measurement programs. Each of these four measurement programs fulfills a fair number of the internal success factors, but still the value created by these programs for the organizations varies widely. We have shown that the external and internal success factors combined do explain the differences in success of the five measurement programs.
