Abstract. The diffusion state distance (DSD) was introduced by CaoZhang-Park-Daniels-Crovella-Cowen-Hescott [PLoS ONE, 2013] to capture functional similarity in protein-protein interaction networks. They proved the convergence of DSD for non-bipartite graphs. In this paper, we extend the DSD to bipartite graphs using lazy-random walks and consider the general Lq-version of DSD. We discovered the connection between the DSD Lq-distance and Green's function, which was studied by Chung and Yau [J. Combinatorial Theory (A), 2000]. Based on that, we computed the DSD Lq-distance for Paths, Cycles, Hypercubes, as well as random graphs G(n, p) and G(w1, . . . , wn). We also examined the DSD distances of two biological networks.
Introduction
Recently, the diffusion state distance (DSD, for short) was introduced in [3] to capture functional similarity in protein-protein interaction (PPI) networks. The diffusion state distance is much more effective than the classical shortest-path distance for the problem of transferring functional labels across nodes in PPI networks, based on evidence presented in [3] . The definition of DSD is purely graph theoretic and is based on random walks.
Let G = (V, E) be a simple undirected graph on the vertex set {v 1 , v 2 , . . . , v n }. For any two vertices u and v, let He {k} (u, v) be the expected number of times that a random walk starting at node u and proceeding for k steps, will visit node v. Let He {k} (u) be the vector (He {k} (u, v 1 ), . . . , He {k} (u, v n )). The diffusion state distance (or DSD, for short) between two vertices u and v is defined as DSD(u, v) = lim k→∞ He {k} (u) − He {k} (v) 1 provided the limit exists (see [3] ). Here the L 1 -norm is not essential. Generally, for q ≥ 1, one can define the DSD L q -distance as DSD q (u, v) = lim k→∞ He {k} (u) − He {k} (v) q provided the limit exists. (We use L q rather than L p to avoid confusion, as p will be used as a probability throughout the paper.) In [3] , Cowen et al. showed that the above limit always exists whenever the random walk on G is ergodic (i.e., G is connected non-bipartite graph). They also prove that this distance can be computed by the following formula:
where D is the diagonal degree matrix, A is the adjacency matrix, and W is the constant matrix in which each row is a copy of π , π = A natural question is how to define the diffusion state distance for a bipartite graph. We suggest to use the lazy random walk. For a given α ∈ (0, 1), one can choose to stay at the current node u with probability α, and choose to move to one of its neighbors with probability (1 − α)/d u . In other words, the transitive matrix of the α-lazy random walk is
Similarly, let He {k} α (u, v) be the expected number of times that the α-lazy random walk starting at node u and proceeding for k steps, will visit node v. Let He 
Here G is the matrix of Green's function of G.
is independent of the choice of α. Naturally, we define the DSD L q -distance of any graph G as:
This definition extends the original definition for non-bipartite graphs.
With properly chosen α, He
This fact leads to a faster algorithm to estimate a single distance DSD q (u, v) using random walks. We will discuss it in Remark 1.
Green's function was introduced in 1828 by George Green [17] to solve some partial differential equations, and it has found many applications (e.g. [1] , [5] , [9] , [16] , [19] , [24] ).
The Green's function on graphs was first investigated by Chung and Yau [5] in 2000. Given a graph G = (V, E) and a given function g : V → R, consider the problem to find f satisfying the discrete Laplace equation
Here p xy is the transition probability of the random walk from x to y. Roughly speaking, Green's function is the left inverse operator of L (for the graphs with boundary). It is closely related to the Heat kernel of the graphs (see also [15] ) and the normalized Laplacian.
In this paper, we will use Green's function to compute the DSD L q -distance for various graphs. The maximum DSD L q -distance varies from graphs to graphs. The maximum DSD L q -distance for paths and cycles are at the order of Θ(n 1+1/q ) while the L q -distance for some random graphs G(n, p) and G(w 1 , . . . , w n ) are constant for some ranges of p. The hypercubes are somehow between the two classes. The DSD L 1 -distance is Ω(n) while the L q -distance is Θ(1) for q > 1. Our method for random graphs is based on the strong concentration of the Laplacian eigenvalues.
The paper is organized as follows. In Section 2, we will briefly review the terminology on the Laplacian eigenvalues, Green's Function, and heat kernel. The proof of Theorem 1 will be proved in Section 3. In Section 4, we apply Green's function to calculate the DSD distance for various symmetric graphs like paths, cycles, and hypercubes. We will calculate the DSD L 2 -distance for random graphs G(n, p) and G(w 1 , w 2 , . . . , w n ) in Section 5. In the last section, we examined two brain networks: a cat and a Rhesus monkey. The distributions of the DSD distances are calculated.
Notation and background
In this paper, we only consider undirected simple graph G = (V, E) with the vertex set V and the edge set E. For each vertex x ∈ V , the neighborhood of x, denoted by N (x), is the set of vertices adjacent to x. The degree of x, denoted by d x , is the cardinality of N (x). We also denote the maximum degree by ∆ and the minimum degree by δ.
Without loss of generalization, we assume that the set of vertices is ordered and assume V = [n] = {1, 2, . . . , n}. Let A be the adjacency matrix and D = diag(d 1 , . . . , d n ) be the diagonal matrix of degrees. For a given subset S, let the volume of S to be vol(S) := i∈S d i . In particular, we write vol(G) = vol(V ) = Let V * be the linear space of all real functions on V . The discrete Laplace operator L :
The Laplace operator can also written as a (n × n)-matrix:
Here D −1 A is the transition probability matrix of the (uniform) random walk on G. Note that L is not symmetric. We consider a symmetric version
which is so called the normalized Laplacian. Both L and L have the same set of eigenvalues. The eigenvalues of L can be listed as
The eigenvalue λ 1 > 0 if and only if G is connected while λ n−1 = 2 if and only if G is a bipartite graph. Let φ 0 , φ 1 , . . . , φ n−1 be a set of orthogonal unit eigenvectors.
is the positive unit eigenvector for λ 0 = 0 and φ i is the eigenvector for
Equivalently, we have
The Green's function G is the matrix with its entries, indexed by vertices x and y, defined by a set of two equations:
(This is the so-called Green's function for graphs without boundary in [5] .) The normalized Green's function G is defined similarly:
.
The matrices G and G are related by
Alternatively, G can be defined using the eigenvalues and eigenvectors of L as follows:
where
For any real t ≥ 0, the heat kernel H t is defined as
Thus,
The heat kernel H t satisfies the heat equation
The relation of the heat kernel and Green's function is given by
The heat kernel can be used to compute Green's function for the Cartesian product of two graphs. We will omit the details here. Readers are directed to [5] and [6] for the further information.
Proof of main theorem

Proof (Proof of Theorem 1:).
Rewrite the transition probability matrix T α as
Then for any t ≥ 1, the t-step transition matrix is
The limit lim k→∞ He
forms the sum of n geometric series:
Note each geometric series converges since the common ratio λ * l ∈ (−1, 1). Thus,
We have lim
Remark 1.
Observe that the convergence rate of He
. It is critical that we assume α = 0. When α = 0 thenλ * < 1 holds only if λ n−1 < 2, i.e. G is a non-bipartite graph (see [3] ).
When λ 1 + λ n−1 > 2,λ * (as a function of α) achieves the minimum value
λn−1+λ1 at α = 1− 2 λ1+λn−1 . This is the best mixing rate that the α-lazy random walk on G can achieve. Using the α-lazy random walks (with α = 1 − 2 λ1+λn−1 ) to approximate the DSD L q -distance will be faster than using regular random walks.
Equation (6) Note that for any connected graph G with diameter m (Lemma 1.9, [6] )
This implies a uniform bound for the DSD L 2 distances on any connected graph G on n vertices.
This is a very coarse upper bound. But it does raise an interesting question "How large can the DSD L q -distance be?"
Some examples of the DSD distance
In this section, we use Green's function to compute the DSD L q -distance (between two vertices of the distance reaching the diameter) for paths, cycles, and hypercubes.
The path P n
We label the vertices of P n as 1, 2, . . . , n, in sequential order. Chung and Yau computed the Green's function G of the weighed path with no boundary (Theorem 9, [5] ). It implies that Green's function of the path P n is given by: for any
When u > v, we have
We have
Theorem 2. For any q ≥ 1, the DSD L q -distance of the Path P n between 1 and n satisfies
Proof.
For q = 1, we have the following exact result:
if n = 2k + 1.
The cycle C n
Now we consider Green's function of cycle C n . For x, y ∈ {1, 2, . . . , n}, let |x−y| c be the graph distance of x, y in C n . We have the following Lemma.
Proof. We only prove the even case here. The odd case is similar and will be left to the readers. For n = 2k, it suffices to verify that G satisfies Equations (4) and (5). To verify Equation (4), we need show
When x = y, we have
To verify Equation (5), it is enough to verify
This can be done by induction on k.
Theorem 3. For any q ≥ 1, the DSD L q -distance of the Cycle C n between 1 and ⌊ n 2 ⌋ + 1 satisfies
Proof. We only verify the case of even cycle here. The odd cycle is similar and will be omitted. For n = 2k, the difference of G(1, j) and G(1 + k, j) have a simple form:
where i = |j − 1| c . Thus,
The hypercube Q n
Now we consider the hypercube Q n , whose vertices are the binary strings of length n and whose edges are pairs of vertices differing only at one coordinate. Chung and Yau [5] computed the Green's function of Q n : for any two vertices x and y with distance k in Q n ,
We are interested in the DSD distance between a pair of antipodal vertices. Let 0 denote the all-0-string and 1 denote the all-1-string. For any vertex x, if the distance between 0 and x is i then the distance between 1 and x is n − i. We have
Here we use the convention that 
In particular, DSD q (0, 1) = Θ(1) when q > 1 while DSD 1 (0, 1) = Ω(n).
Proof. Equation (9) follows from the definition of DSD L q -distance and Equation (8) . Let
Observe that a k = a n−k , we only need to estimate a k for 0 ≤ k ≤ n/2. Also we can throw away the terms in the second summation for j > n/2 since that part is at most half of a k . For k ≤ j ≤ n/2,
Thus a k has the same magnitude as
which is negligible. Now consider the term b k for k = 0, 1, . . . ,
This implies DSD q (0, 1) = O(1). The lower bound DSD q (0, 1) ≥ 1 is obtained by taking the term at k = 0. Putting together, we have DSD q (0, 1) = Θ(1) for q > 1. For q = 1, note that
Thus, DSD 1 (0, 1) = Ω(n).
Random graphs
In this section, we will calculate the DSD L q -distance in two random graphs models. For random graphs, the non-zero Laplacian eigenvalues of a graph G are often concentrated around 1. The following Lemma is useful to the DSD L q -distance.
Lemma 2. Let λ 1 , . . . , λ n−1 be all non-zero Laplacian eigenvalues of a graph G. Suppose there is a small number ǫ ∈ (0, 1/2), so that for
Then for any pairs of vertices u, v, the DSD L q -distance satisfies
Proof. Rewrite the normalized Green's function G as
Note that the eigenvalues of Υ := G −I +φ 0 φ ′ 0 are 0,
Viewing Υ as the error term, we first calculate the main term.
(
The L 2 -norm of the error term can be bounded by
To get the bound of L q -norm from L 2 -norm, we apply the following relation of L q -norm and L 2 -norm to the error term. For any vector x ∈ R n , x q ≤ x 2 for q ≥ 2. and x q ≤ n 1 q − 1 2 x 2 for 1 ≤ q < 2. The inequalities (10) and (11) follow from the triangular inequality of the L q -norm and the upper bound of the error term. Now we consider the classical Erdős-Renyi random graphs G(n, p). For a given n and p ∈ (0, 1), G(n, p) is a random graph on the vertex set {1, 2, . . . , n} obtained by adding each pair (i, j) to the edges of G(n, p) with probability p independently.
There are plenty of references on the concentration of the eigenvalues of G(n, p) (for example, [12] , [14] , [21] , and [22] ). Here we list some facts on G(n, p).
For p >
(1+ǫ) log n n , almost surely G(n, p) is connected. 2. For p ≫ log n n , G(n, p) is "almost regular"; namely for all vertex v, d v = (1 + o n (1))np. 3. For np(1 − p) ≫ log 4 n, all non-zero Laplacian eigenvalues λ i 's satisfy (see [22] ) 
