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INTISARI 
 
Model Vector Autoregressive (VAR) dapat digunakan untuk meramalkan data deret waktu lebih dari satu 
variabel. Pada model VAR diasumsikan semua variabel dalam model adalah endogen. Penelitian ini 
menggunakan data sekunder, yaitu data bulanan deret waktu produksi kelapa sawit dalam periode tahun 2012 
sampai tahun 2015  pada tujuh kebun di Kalimantan Barat serta data deret waktu curah hujan masing-masing 
kebun. Tujuan penelitian ini adalah melakukan pemodelan dan meramalkan produksi kelapa sawit PTPN XIII 
pada tahun 2016 dengan model VAR. Hasil analisis menunjukkan bahwa terdapat tiga model VAR yang dapat 
diterapkan terhadap data produksi kelapa sawit sebagai berikut: VAR(1) untuk Kebun Gunung Mas, Parindu 
dan Ngabang; VAR(2) untuk Kebun Kembayan; serta VAR(3) untuk Kebun Rimba Belian dan  Sungai Dekan; 
sedangkan pemodelan untuk data Kebun Gunung Meliau tidak dapat menggunakan VAR. Nilai MAPE untuk 
semua model menunjukkan nilai berkisar 12% - 16% yang artinya hasil peramalan model adalah baik.  
 
Kata Kunci : peramalan deret waktu, stasioneritas, korelasi residual. 
 
PENDAHULUAN 
Tanaman kelapa sawit merupakan salah satu komoditas perkebunan unggulan di Indonesia. 
Kalimantan Barat merupakan salah satu provinsi yang mempunyai komoditas perkebunan kelapa 
sawit, dimana PT. Perkebunan Nusantara (PTPN) XIII merupakan satu-satunya perusahaan BUMN 
perkebunan di wilayah Kalimantan Barat yang memiliki luas areal kebun kelapa sawit sebesar 113.348 
Ha [1]. Produksi kelapa sawit di Indonesia mengalami peningkatan, pada tahun 2015 secara nasional 
mencapai sebesar 31.284,30 ton meningkat dari tahun sebelumnya. Kalimantan Barat menyumbang 
produksi kelapa sawit sebesar 2.112,8 ton atau sekitar 6,75% [2]. Kalimantan Barat menghasilkan 
produksi kelapa sawit cukup besar, oleh karena itu perlu dikelola dengan baik. Peramalan produksi 
kelapa sawit bertujuan agar perusahaan dapat menentukan biaya operasional, penentuan harga jual dan 
banyaknya produksi kelapa sawit yang dihasilkan. 
Pertumbuhan tanaman kelapa sawit dipengaruhi beberapa faktor diantaranya curah hujan, 
penyinaran matahari maupun jenis tanah [3]. Faktor iklim yang berpengaruh terhadap produksi kelapa 
sawit adalah curah hujan [4]. Dalam peramalan produksi kelapa sawit dapat diramalkan dengan 
mempertimbangkan variabel lain yaitu curah hujan. Peramalan dengan lebih dari satu variabel dapat 
meggunakan model deret waktu multivariat, salah satunya yaitu Vector Autoregressive (VAR). Model 
VAR dikemukakan oleh Christoper A. Sims (1980) dimana pada model ini tidak perlu membedakan 
mana yang variabel endogen (variabel terikat) maupun variabel eksogen (variabel bebas) [5].  
Penelitian ini bertujuan melakukan pemodelan dan peramalan produksi kelapa sawit PTPN XIII 
menggunakan model VAR. Data yang digunakan merupakan data bulanan produksi kelapa sawit pada 
tahun 2012 sampai tahun 2015 diperoleh dari PTPN XIII. Data curah hujan diperoleh dari Badan 
Meteorologi, Klimatologi dan Geofisika Siantan Pontianak. Peramalan menggunakan persamaan 
variabel produksi kelapa sawit untuk meramalkan produksi PTPN XIII pada tahun 2016. Langkah 
pertama penelitian adalah pengumpulan data sekunder produksi kelapa sawit tujuh kebun PTPN XIII 
dan curah hujan. Selanjutnya uji stasioneritas data menggunakan Augmented Dickey Fuller (ADF), 
jika data tidak stasioner maka dilakukan differencing dan diuji kembali stasioneritasnya. Selanjutnya 
setelah data stasioner dilakukan penentuan lag optimal. Lag optimal ini nantinya digunakan untuk 
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menentukan orde model VAR dengan nilai Aikake Information Criterion (AIC) terkecil. Langkah 
keempat, mengestimasi model VAR dengan metode kuadrat terkecil. Hasil estimasi model diuji 
signifikansi parameter. Parameter dalam model diestimasi kembali sampai mendapatkan  model VAR 
dengan parameter yang signifikan semua. Kemudian langkah berikutnya uji korelasi residual model 
untuk menentukan apakah model dapat digunakan dalam peramalan. Jika terdapat korelasi residual 
maka dilakukan pemilihan ulang lag pada model dan uji korelasi residual kembali. Langkah ketujuh 
yaitu diagnostik model dengan Mean Absolute Percentage Error (MAPE) untuk melihat ketepatan 
hasil peramalan dari suatu persamaan model. Langkah terakhir adalah melakukan peramalan produksi 
kelapa sawit tahun 2016 menggunakan model VAR(p) yang telah didapat pada langkah sebelumnya. 
 
ANALISIS DERET WAKTU 
Model deret waktu dibedakan menjadi univariat dan multivariat. Model Moving Average (MA), 
Autoregressive (AR) dan Autoregressive Moving Average (ARMA) merupakan model deret waktu 
univariat. Prediksi variabel Y pada model AR berdasarkan nilai Y sebelumnya, sedangkan model MA 
berdasarkan nilai residual sebelumnya. Notasi model AR untuk orde p adalah AR(p) dan model MA 
berorde q adalah MA(q). Gabungan model AR dan MA dimana prediksi Y berdasarkan nilai Y dan 
residual sebelumnya adalah ARMA dengan notasi ARMA(p,q) [5]. Sedangkan salah satu model deret 
waktu multivariat adalah Vector Autoregressive (VAR). 
Dalam analisis deret waktu, data yang stasioner dapat dilihat dari pergerakkan data yang tidak 
menunjukkan perubahan rata-rata maupun varian pada waktu ke waktu. Tidak hanya itu, kestasioneran 
data dapat diuji menggunakan Augmented Dickey-Fuller (ADF) dengan model sebagai berikut [5]: 
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Hipotesis yang diuji adalah sebagai berikut: 
0H : 0   (data tidak stasioner) 
1H : 0   (data stasioner) 
Pengujian hipotesis uji stasioner menggunakan rumus yaitu: 
 hitung
ˆ
ADF
ˆSE


  
dengan  
 
2
2
1 1
ˆˆ
n
t t
t
SE
Y Y


 


 dan 
2
2 2
ˆ
ˆ
n
t
t
e
n m
 


 dimana n adalah jumlah pengamatan; m adalah 
jumlah parameter yang diestimasi. Data dikatakan tidak stasioner jika nilai mutlak hitungADF   nilai 
kritis ADF [5]. Jika data tidak stasioner maka perlu differencing dan diuji kembali. 
Pemilihan orde model dapat menggunakan Aikake Information Criterion (AIC) dengan memilih lag 
yang mempunyai nilai AIC terkecil menggunakan perhitungan [6]: 
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adalah determinan matriks kovarian residual; n adalah jumlah pengamatan pada lag 
p; p adalah panjang lag dan K banyaknya variabel. 
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MODEL VECTOR AUTOREGRESSIVE (VAR) 
Model Vector Autoregressive (VAR) dikemukakan oleh Christoper A. Sims (1980). Model VAR 
tidak perlu membedakan mana variabel endogen maupun variabel eksogen [5]. Model VAR 
merupakan sistem persamaan yang memperlihatkan setiap variabel sebagai fungsi linier dari konstanta 
dan nilai lag dari variabel itu sendiri serta nilai lag dari variabel lainnya [7]. Misal tY  adalah data deret 
waktu, bentuk umum model VAR dengan K variabel dan lag p sebagai berikut: 
0 1 1 2 2 ...t t t p t p t       Y A A Y A Y A Y e     (1) 
dengan tY  adalah vektor berukuran 1K  pada waktu ke t; t iY  adalah vektor berukuran 1K  
dengan 1,2,...,i p ; 0A  adalah vektor konstanta berukuran 1K  ; te  adalah vektor residual 
berukuran 1K   dan 1 2, ,..., pA A A adalah matriks koefisien VAR berukuran K K [8]. Persamaan (1) 
dapat dituliskan sebagai berikut: 
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dimana, 
jtY  : Data variabel  j pada waktu ke t  dengan 1,2,...,j K  dan 1,2,....,t n  
jt iY   : Data variabel j pada waktu ke t-i dengan 1,2,...,j K ; 1,2,....,t n   dan 1,2,...,i p  
0j  : Konstanta persamaan variabel j ; 1,2,...,j K  
 jj i  : Koefisien parameter persamaan variabel j untuk variabel ke j pada lag i ; 1,2,...,i p  
jte  : Residual variabel j pada waktu ke t dengan 1,2,...,j K  dan 1,2,....,t n  
Dalam penelitian ini, terdapat dua variabel yaitu variabel 1tY  adalah produksi kelapa sawit dan 2tY  
adalah curah hujan. Sebagai ilustrasi model VAR(1) untuk dua variabel sebagai berikut: 
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Estimasi parameter dengan metode kuadrat terkecil menggunakan rumus dibawah ini. 
   ˆ  -1α = X X X Y               (3) 
misalkan mengestimasi parameter Persamaan (2) dimana 1,2,...,t n  dengan, 
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Model VAR yang dibentuk dari hasil estimasi parameter diuji signifikansi parameter terlebih 
dahulu sebelum uji korelasi residual. Tujuan dilakukan uji signifikansi parameter adalah untuk 
mengetahui parameter-parameter yang berpengaruh terhadap model [9]. Pengujian dilakukan dengan 
uji t menggunakan hipotesis berikut: 
H0 :   0jj i   
H1 :   0jj i   
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Pengambilan keputusan jika nilai p-value < 0,05 atau  2,hitung n mt t  maka parameter signifikan 
berpengaruh terhadap model [10]. Uji korelasi residual bertujuan untuk melihat apakah terdapat 
hubungan residual dalam model persamaan menggunakan uji Portmanteau [6]. 
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  atau  p-value 0,05 , maka 
terdapat korelasi residual dalam model. Model VAR(p) yang terdapat korelasi residual tidak dapat 
digunakan dalam peramalan. Oleh karena itu dipilih kembali lag model VAR, kemudian estimasi 
ulang parameter dan uji signifikansi parameter, selanjutnya uji kembali korelasi residual. Jika tidak 
terdapat korelasi residual maka model VAR dapat digunakan dalam peramalan. 
 
DIAGNOSTIK MODEL 
Diagnostik model digunakan untuk melihat baik atau tidaknya hasil peramalan yang dihasilkan dari 
suatu persamaan model. Diagnostik model menggunakan nilai Mean Absolute Percentage Error 
(MAPE) dapat dicari dengan rumus [8]: 
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dengan tY  adalah nilai aktual data, tˆY  adalah nilai prediksi data dan n adalah jumlah pengamatan 
model VAR(p). Hasil peramalan dikatakan sangat baik jika nilai MAPE kurang dari 10% dan jika nilai 
MAPE berkisar antara 10%  sampai  20% maka hasil peramalan baik [11]. 
 
HASIL DAN PEMBAHASAN 
Data yang digunakan dalam pembentukan model VAR adalah data bulanan produksi kelapa sawit 
dan curah hujan pada tahun 2012 sampai tahun 2015. Produksi kelapa sawit diambil dari tujuh kebun 
yaitu Kebun Gunung Mas, Gunung Meliau, Sungai Dekan, Rimba Belian, Parindu, Kembayan dan 
Ngabang. Sedangkan data curah hujan diambil dari lima stasiun yaitu Stasiun Meliau, Sanggau, 
Parindu, Kembayan dan Ngabang. Data curah hujan Stasiun Meliau digunakan pada tiga kebun yaitu 
Gunung Mas, Gunung Meliau dan Sungai Dekan karena berada di kecamatan yang sama yaitu 
Kecamatan Meliau.  
Dalam proses pemodelan model VAR dibantu dengan software Eviews 9. Data yang telah 
dikumpulkan diuji kestasionerannya menggunakan uji Augmented Dickey-Fuller (ADF) dengan 
hipotesis awal adalah data tidak stasioner. Pengambilan keputusan menggunakan nilai ADF hitung, 
jika nilai mutlak ADF hitung > nilai kritis ADF maka data sudah stasioner atau tolak hipotesis awal. 
Kebun Gunung Meliau, Gunung Mas, Rimba Belian dan Parindu pada uji ADF sebelumnya 
menunjukkan data tidak stasioner, oleh karena itu dilakukan differencing data pada keempat kebun dan 
diuji kembali. Begitupula dengan data curah hujan keempat kebun tersebut dilakukan differencing agar 
jumlah data sama pada saat pembentukan model VAR [12]. Hasil uji ADF produksi kelapa sawit dan 
curah hujan untuk ketujuh kebun sudah stasioner, karena menghasilkan nilai ADF hitung lebih besar 
dari nilai kritis ADF. 
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Lag Optimal 
Pemilihan lag bertujuan untuk menentukan orde model VAR yang digunakan pada proses 
selanjutnya. Lag yang terpilih adalah model yang memiliki nilai Aikake Information Criterion (AIC) 
terkecil. Tabel 1 menunjukkan lag yang terpilih untuk masing-masing kebun kelapa sawit. Dapat 
dilihat bahwa Kebun Gunung Mas, Parindu dan Ngabang terpilih lag 1, Kebun Kembayan lag 2, 
kemudian Kebun Sungai Dekan dan Rimba Belian terpilih lag 3 sedangkan Kebun Gunung Meliau lag 
4. Lag yang telah terpilih digunakan dalam menentukan orde model VAR(p) dimana p adalah orde 
model VAR atau yang disebut sebagai lag. 
Tabel 1 Nilai AIC Tujuh Kebun Kelapa Sawit 
Lag Gunung Meliau 
Gunung 
Mas 
Sungai 
Dekan 
Rimba 
Belian Parindu Kembayan Ngabang 
0 29,850 30,031 29,767 29,210 28,665 30,031 27,684 
1 29,758 29,836 29,420 29,242 28,363 29,836 27,626 
2 29,818 29,899 29,357 29,276 28,373 29,899 27,739 
3 29,722 29,922 29,249 29,129 28,412 29,922 27,836 
4 29,690 29,889 29,322 29,240 28,394 29,889 27,849 
Estimasi Parameter 
Setelah mengetahui lag yang digunakan, maka akan diestimasikan parameter model VAR(p) 
masing-masing kebun dengan Persamaan (3). Dalam persamaan model diketahui bahwa 1tY  adalah 
produksi kelapa sawit pada waktu  ke t, 1t iY   adalah produksi kelapa sawit pada waktu ke t-i dan 2t iY   
adalah curah hujan pada waktu ke t-i dengan 1,2,...,i p . Hasil estimasi parameter tujuh kebun 
sebagai berikut. 
1.  Model VAR(1) 
Gunung Mas 
1 1 1 2 1
ˆ 13,195 0,402 1,026t t tY Y Y      
Parindu 
1 1 1 2 1
ˆ 25,558 0,465 0,504t t tY Y Y      
Ngabang 
1 1 1 2 1
ˆ 2078,830 0,391 0,505t t tY Y Y     
2.  Kembayan Model VAR(2) 
1 1 1 1 2 2 1 2 2
ˆ 2473,050 0,561 0,032 0,911 1,781t t t t tY Y Y Y Y         
3.  Model VAR(3) 
Sungai Dekan 
1 1 1 1 2 1 3 2 1 2 2 2 3
ˆ 4101,892 0,332 0,184 0,261 2,152 0,150 2,010t t t t t t tY Y Y Y Y Y Y             
Rimba Belian 
1 1 1 1 2 1 3 2 1 2 2 2 3
ˆ 90,279 0,381 0,036 0,085 0,551 2,463 2,912t t t t t t tY Y Y Y Y Y Y              
4.  Gunung Meliau Model VAR(4) 
1 1 1 1 2 1 3 1 4 2 1 2 2
2 3 2 4
ˆ 55,408 0,393 0,253 0,075 0,142 1,943 1,654
2,284 0,781
t t t t t t t
t t
Y Y Y Y Y Y Y
Y Y
     
 
       
 
 
Uji Signifikansi Parameter 
Uji signifikansi parameter bertujuan untuk mengetahui parameter-parameter yang berpengaruh 
terhadap model. Setiap parameter model VAR diuji dengan hipotesis sebagai berikut 
H0 :   0jj i   
H1 :   0jj i   
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Statistik uji yang digunakan adalah statistik uji t, 
 
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  
Jika p-value < 0,05 maka H0 ditolak atau parameter berpengaruh signifikan terhadap model. 
Parameter yang tidak signifikan dalam pengujian kemudian dikeluarkan dari model VAR, dan 
model VAR yang baru diestimasi kembali. Proses ini dilakukan berulang-ulang sampai didapatkan 
model yang hanya memiliki parameter yang signifikan saja. Hasil akhir persamaan terdapat tiga model 
VAR yaitu VAR(1), VAR(2) dan VAR(3). Berikut ini hasil akhir persamaan model VAR(p) sebagai 
berikut: 
Tabel 2. Hasil Akhir Model VAR(p)  
Kebun Model 
Gunung Mas VAR(1) : 1 1 1ˆ 28,464 0,428t tY Y     
Parindu VAR(1) : 1 1 1ˆ 23,447 0,472t tY Y     
Ngabang VAR(1) : 1 1 1ˆ 2078,830 0,391t tY Y    
Kembayan VAR(2) : 1 1 1ˆ 2473,050 0,561t tY Y    
Sungai Dekan VAR(3) : 1 1 1 2 1 2 3ˆ 4470,602 0,292 1,641 1,826t t t tY Y Y Y       
Rimba Belian VAR(3) : 1 1 1 2 2 2 3ˆ 88,584 0,378 2,393 2,656t t t tY Y Y Y        
Gunung Meliau Tidak ada parameter yang signifikan 
Uji Korelasi Residual 
Sebelum hasil estimasi parameter persamaan model VAR(p) digunakan dalam peramalan produksi 
kelapa sawit tahun 2016, model diuji korelasi residual terlebih dahulu. Tujuan uji korelasi residual 
adalah melihat hubungan residual dalam model. Pengujian ini menggunakan uji Portmanteau dengan 
membandingkan nilai p-value dan nilai signifikan 0,05 dengan hipotesis, 
H0 : 1 2 ... 0k       (tidak terdapat korelasi residual) 
H1 : paling sedikit ada satu 0i   (terdapat korelasi residual), 1,2,...,i k p   
Pengambilan keputusan jika nilai p-value < 0,05 maka tolak H0 berarti terdapat korelasi residual dalam 
model. Hasil uji Portmanteau untuk semua model VAR(p) tidak terdapat korelasi residual dalam 
model dikarenakan nilai p-value > 0,05. Oleh karena itu, model VAR(p) dapat digunakan dalam 
peramalan produksi kelapa sawit tahun 2016. 
Peramalan 
Sebelum melakukan peramalan menggunakan persamaan model VAR(p), dilakukan terlebih dahulu 
diagnostik model. Diagnostik model menggunakan nilai Mean Absolute Percentage Error (MAPE) 
untuk melihat baik tidaknya hasil peramalan dari suatu persamaan model VAR(p).  Nilai MAPE untuk 
Model VAR(1) Kebun Gunung Mas, Parindu dan Ngabang secara berturut-turut adalah 13%, 15% dan 
13%. Kemudian model VAR(2) Kebun Kembayan sebesar 16% dan model VAR(3) Kebun Rimba 
Belian dan Sungai Dekan sebesar 13% dan 12%. Nilai MAPE untuk semua model VAR berkisar 12% 
sampai 16% yang artinya hasil peramalan baik. Hasil peramalan produksi kelapa sawit tahun 2016 
menggunakan model VAR(p) untuk tujuh kebun disajikan pada Tabel 3. 
 
 
 
Tabel 3 Hasil Peramalan Produksi Kelapa Sawit Tahun 2016 (Ton) 
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Bulan Gunung Mas 
Sungai 
Dekan 
Rimba 
Belian Parindu Kembayan Ngabang 
Jan-16 3958,617 4273,727 2905,286 2153,778 3674,635 2784,717 
Feb-16 3637,148 2873,144 3127,944 1978,444 4097,753 2905,469 
Mar-16 3772,410 1520,776 3345,046 2121,655 3954,645 2819,150 
Apr-16 3526,646 2819,245 2907,622 2052,110 4089,047 2943,733 
Mei-16 3363,595 701,634 3531,207 2053,300 3982,224 2962,543 
Juni-16 3235,834 3138,103 4244,162 1773,033 3831,561 2899,193 
Juli-16 3431,912 3385,997 4029,147 1735,094 4061,432 3007,601 
Agt-16 3383,151 5026,464 3718,096 1777,828 4148,810 2816,006 
Sept-16 4118,927 5215,560 4742,981 1996,878 4516,995 3281,962 
Okt-16 5020,007 5721,701 5588,266 2279,340 4623,344 3435,179 
Nov-16 5162,551 4246,310 4719,319 2422,433 4752,702 3400,867 
Des-16 4851,098 3608,396 3875,834 2219,161 4594,824 3195,930 
 
PENUTUP  
 Berdasarkan hasil penelitian, pemodelan dan peramalan produksi kebun kelapa sawit dengan model 
VAR dapat diambil kesimpulan yaitu: 
1. Terdapat tiga model VAR(p) yang dapat diterapkan pada produksi kelapa sawit, yaitu untuk Kebun 
Gunung Mas, Parindu dan Ngabang dengan model VAR(1), kemudian Kebun Kembayan 
menggunakan model VAR(2), serta Kebun Rimba Belian dan Sungai Dekan menggunakan model 
VAR(3). 
2.  Kebun Gunung Meliau tidak dapat menggunakan model VAR.  
3. Nilai MAPE untuk semua model VAR(p) memiliki nilai berkisar 12% sampai 16% yang artinya 
hasil peramalan model baik. 
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