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Abstract
Let X be a Banach space, K ⊂ X∗ a w∗-compact subset and B a boundary of K . We study when the
fact co(B) = cow∗(K) allows to “localize” inside K , even inside B, a copy of the basis of 1(c) and a
structure that we call a w∗-N-family. Among other things, we prove that: (i) if either K is w∗-metrizable
or B is a w∗-countable determined boundary of K , the fact co(B) = cow∗(K) implies that K contains a
w∗-N-family and a copy of the basis of 1(c); (ii) if either B = Ext(K) or B is a w∗-K analytic boundary
of K , then K contains a copy of the basis of 1(c) (resp., a w∗-N-family) if and only if B does.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
If K is a w∗-compact subset of a dual Banach space X∗, a subset B of K is said to be a (James)
boundary of K if every x ∈ X attains on B its maximum on K . For instance, K itself and the set
of extreme points Ext(K) of K are boundaries of K . If B is a boundary of K , then cow∗(B) =
cow
∗
(K) and also co(B) = cow∗(K) in some cases. But, in general, co(B) = cow∗(K). The aim
of this paper is to study “local” consequences of the fact co(B) = cow∗(K). In particular, we
investigate:
(1) “Localization results” (localization of copies of the basis of 1(c) (c is the cardinality
of R) and localization of w∗-N-families (see below for definitions)), which are consequences of
* Corresponding author.
E-mail addresses: AS_granero@mat.ucm.es (A.S. Granero), juanmanuel_hrl@hotmail.com (J.M. Hernández).
1 Supported in part by grant DGICYT MTM2008-02652, grant UCM-910346 and grant UCM-BSCH PR27/05-14045.0022-1236/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jfa.2012.04.013
430 A.S. Granero, J.M. Hernández / Journal of Functional Analysis 263 (2012) 429–447the inequality co(B) = cow∗(K). If co(K) = cow∗(K), K contains a copy of the basis of 1(c) by
[11, Proposition 3.5]. So, it is natural to ask if the same holds when co(B) = cow∗(K), B being
a boundary of K . The answer to this question is, in general, negative (see the counterexamples
of Section 3), but in many cases a copy of the basis of 1(c) can be “localized”inside K , even
inside B .
(2) Estimations of distances to some spaces of 1-Baire functions. Actually, given d > 0 and
a vector ψ ∈ X∗∗ such that sup 〈ψ, cow∗(K)〉 > sup 〈ψ,B〉 + d , we relate d with the distance
from ψ to different subspaces: the subspace of ∞(K) of 1-Baire bounded functions on K , the
subspace of X∗∗ of 1-Baire functions on (B(X∗),w∗), etc. We use these estimations as auxiliary
results for the techniques of localizations.
(3) We apply the above results to extend a theorem of Talagrand [19], that asserts that, given an
arbitrary subset A of a Banach space X, A contains a copy of the basis of 1(c) iff co(A) does iff
[A] does. In view of this result it is natural to ask whether B contains a copy of the basis of 1(c)
when cow∗(K) does, B being a boundary of K ⊂ X∗. Of course, if co(B) = cow∗(K), the answer
is affirmative by Talagrand theorem, but when co(B) = cow∗(K) the ideas of Talagrand theorem
do not work. However, using “localization” techniques, we get some w∗-versions of Talagrand
theorem as well as extensions of other results of Bandyopadhyay, Godefroy and Talagrand.
These extensions show the importance of the “localization” point of view. In general, the
“localized” results are:
(i) Stronger that the “general” results (that is, results for all the X∗ and for the w∗-compact
subset K = (B(X∗),w∗)).
(ii) They imply the general results.
(iii) The general results do not imply (in general) the “localized” results because these state-
ments need another previous local results.
This paper is connected with some recent papers that study the inequality co(B) = cow∗(K).
In particular, it is closely related to the papers [5] and [4].
The material is organized as follows. In Section 2 we estimate distances to some spaces of
1-Baire functions. In Section 3 we apply these results to characterize when the fact co(B) =
cow
∗
(K)-B being a boundary of the w∗-compact subset K- implies the existence inside K of a
w∗-N-family and a copy of the basis of 1(c). In Section 4 we study the w∗-countably determined
boundaries. Finally, in Section 5 we consider w∗-K analytic boundaries and the special boundary
B = Ext(K) and give extensions of some results of Bandyopadhyay, Godefroy and Talagrand.
Our notation is standard. If (X,‖ · ‖) is a real Banach space (we shall consider only Banach
spaces over R), let B(X) and S(X) be the closed unit ball and unit sphere of X, respectively,
and X∗ its topological dual. The weak∗-topology of X∗ is denoted by w∗ and the weak topology
of X by w. If A is a subset of X, then [A] and [A] denote the linear hull and the closed linear hull
of A, respectively. co(A) denotes the convex hull of the set A, co(A) the ‖ · ‖-closure of co(A)
and, if A ⊂ X∗, we put cow∗(A) for the w∗-closure of co(A). If C is a convex subset of X∗, for
x∗ ∈ X∗ and A ⊂ X∗, let dist(x∗,C) = inf{‖x∗ − c‖: c ∈ C} be the distance from x∗ to C and
dist(A,C) = sup{dist(a,C): a ∈ A} the distance from A to C.
If A is a subset of X∗, let Seq(X∗∗,A) be the family of those elements z ∈ X∗∗ such that
there exists a sequence (xn)n1 ⊂ X with 〈a, xn〉 → 〈z, a〉, ∀a ∈ A. Clearly, Seq(X∗∗,A) is
a subspace of X∗∗. We put Seq(X∗∗) instead of Seq(X∗∗,X∗). Seq(X∗∗) is a norm-closed
subspace of X∗∗ [15].
Let Xc :=⋃{Yw∗ ⊂ X∗∗: Y a separable subspace of X}. It is easy to see that Xc is a norm-
closed subspace of X∗∗. Observe that B0 := Xc ∩B(X∗∗) is always a boundary of B(X∗∗).
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and P(K) the family of Radon Borel probabilities on K .
2. Distances to the space of 1-Baire functions
If (T , τ ) is a Hausdorff topological space, define B1(T ) and B1(T ) as follows:
(a) B1(T ) (resp., B1b(T )) will denote the family of 1-Baire real functions (resp., real bounded
functions) on T . Recall that a function f : T → R is said to be an 1-Baire function if there
exists a sequence {fn: n 1} in the space of real continuous functions C(T ) such that fn → f
pointwise on T . B1b(T ) is a closed subspace of ∞(T ).
(b) If   0 let B1(K) (resp., B1b(T )) denote the family of functions (resp., bounded func-
tions) f : T → R such that for every η >  and every non-empty subset F ⊂ T there exists an
open subset V ⊂ T such that V ∩ F = ∅ and diam(f (V ∩ F))  η. B01b(T ) is a closed sub-
space of ∞(T ). In general, B1b(T ) = B01b(T ) but, if (T , τ ) is a complete metrizable space, then
B1b(T ) = B01b(T ) [2, 1E, 1C].
If K is a Hausdorff compact space and ϕ ∈ B1b(K), then ϕ˜ : C(K)∗ →R will be:
∀μ ∈ M(K), ϕ˜(μ) :=
∫
K
ϕ dμ.
Observe that: (i) ϕ˜ ∈ Seq(C(K)∗∗); (ii) the mapping B1b(K)  ϕ → ϕ˜ ∈ C(K)∗∗ is an isometric
isomorphism between B1b(K)-endowed with the supremum norm of ∞(K)- and Seq(C(K)∗∗).
In this section, given ψ ∈ S(X∗∗), a w∗-compact convex subset H ⊂ X∗, a boundary B
of H and d > 0 such that sup〈ψ,H 〉 > sup〈ψ,B〉 + d , we estimate in terms of d the distances
dist(ψ H,B1b(H)), dist(ψ,Seq(X∗∗)), dist(ψ,Seq(X∗∗,H)) and dist(T ∗∗ψ,Seq(C(H)∗∗)),
T : X → C(H) being T x = x H , ∀x ∈ X. We need the following auxiliary lemmas.
Lemma 2.1. Let X be a Banach space, H a w∗-compact convex subset of X∗, T : X → C(H)
be the continuous operator such that T x := x H , ∀x ∈ X, and ψ ∈ X∗∗. We have:
(A) If ϕ ∈ B1b(H) ⊂ ∞(H), then ‖ψ H − ϕ‖ ‖T ∗∗ψ − ϕ˜‖ 3‖ψ H − ϕ‖.
(B) dist(ψ H,B1b(H)) dist(T ∗∗ψ,Seq(C(H)∗∗)) 3 dist(ψ H,B1b(H)).
Proof. (A) First, if δh is the Dirac measure with mass 1 on h ∈ H , then:
‖ψ H − ϕ‖ = sup{∣∣(ψ − ϕ)(h)∣∣: h ∈ H}= sup{∣∣〈T ∗∗ψ − ϕ˜, δh〉∣∣: h ∈ H}
 sup
{〈
T ∗∗ψ − ϕ˜,μ〉: μ ∈ B(C(H)∗)}= ∥∥T ∗∗ψ − ϕ˜∥∥.
Let us see that ‖T ∗∗ψ − ϕ˜‖  3‖ψ  H − ϕ‖. Assume that ‖ψ  H − ϕ‖ < 12η in ∞(H)
for some η > 0. We are going to prove that ‖T ∗∗ψ − ϕ˜‖ < 32η. Choose 0 < η′ < η such that
‖ψ  H − ϕ‖ < 12η′ in the supremum norm of ∞(H). Thus ψ  H ∈ Bη
′
1b(H) because ϕ ∈
B01b(H) and ‖ψ H − ϕ‖ < 12η′.
Claim 1. T ∗∗ψ and T ∗∗ψ − ϕ˜ belong to Bη′ ((P(H),w∗)).1b
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P(H) be a subset and  > η′. Since ψ H ∈ Bη′1b(H), there exists an open subset V of X∗ such
that V ∩ T ∗(A) = ∅ and diam(ψ(V ∩ T ∗(A))) . So, if W := T ∗−1(V )∩P(H), then W is an
open subset of (P(H),w∗) such that
W ∩A = ∅ and diam〈T ∗∗ψ,W ∩A〉= diam〈ψ,V ∩ T ∗(A)〉 .
Thus T ∗∗ψ ∈ Bη′1b((P(H),w∗)) and so T ∗∗ψ − ϕ˜ ∈ Bη
′
1b((P(H),w∗)) because −ϕ˜ ∈
B01b((P(H),w∗)) and Bη
′
1b((P(H),w∗))+B01b((P(H),w∗)) = Bη
′
1b((P(H),w∗)).
Claim 2. Let Pa(H) denote the family of purely atomic elements of P(H). Then for every μ ∈
Pa(H) we have |〈T ∗∗ψ − ϕ˜,μ〉| < 12η′.
Indeed, if μ ∈ Pa(H), then μ = ∑n1 λnδpn , where pn ∈ H, λn  0, and ∑n1 λn = 1.
Since |ψ(pn)− ϕ(pn)| < 12η′, ∀n 1, we have:
∣∣〈T ∗∗ψ − ϕ˜,μ〉∣∣=
∣∣∣∣
∑
n1
λn
(
ψ(pn)− ϕ(pn)
)∣∣∣∣
∑
n1
λn
∣∣ψ(pn)− ϕ(pn)∣∣
<
∑
n1
λn
1
2
η′ = 1
2
η′.
Assume that ‖T ∗∗ψ − ϕ˜‖ 32η. Since ∀z ∈ C(H)∗∗, ‖z‖ = sup{|〈z,μ〉|: μ ∈ P(H)} (this is
an easy exercise), there exists ν ∈P(H) and d > 0 such that |〈T ∗∗ψ − ϕ˜, ν〉| > 32η′ +d . Without
loss of generality, suppose that 〈T ∗∗ψ − ϕ˜, ν〉 > 32η′ + d . In the sequel we use an argument due
to Odell and Rosenthal (see [16, p. 380]). By the Radon–Nikodým theorem we can identify
L1(ν) with the subspace {ρ ∈ M(H): ρ << ν} of M(H) (ρ  ν means that ρ is absolutely
continuous with respect to ν). Thus T ∗∗ψ − ϕ˜ ∈ L1(ν)∗ = L∞(ν) and so there exists a Borel
bounded function φ : H →R such that for every Radon measure ρ  ν we have
〈
T ∗∗ψ − ϕ˜, ρ〉=
∫
H
φ
dρ
dν
dν =
∫
H
φ dρ, (2.1)
whence
3
2
η′ + d < 〈T ∗∗ψ − ϕ˜, ν〉=
∫
H
φ dν 
∫
H
φ+ dν.
Let E := {k ∈ H : φ+(k)  32η′ + d}. Then ν(E) > 0. Define μ ∈ P(H) such that μ(B) :=
ν(B∩E)
ν(E)
for every Borel subset B of H . Clearly μ  ν. Let S be the support of μ, which is a
compact subset of H such that P(S) is a convex compact subset of P(H). We have the following
facts:
(i) Let Pμ := {τ ∈ P(H): τ  μ}. Then Pμ ⊂ P(S) and, moreover, Pμ is w∗-dense in P(S)
(this is an easy exercise).
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〈
T ∗∗ψ − ϕ˜, ρ〉=
∫
H
φ dρ =
∫
E
φ dρ  3
2
η′ + d.
(iii) Pa(S) is clearly w∗-dense in P(S) and 〈T ∗∗ψ − ϕ˜, ρ〉 < 12η′, ∀ρ ∈Pa(S), by Claim 2.
Thus for every open subset V of P(H) with V ∩P(S) = ∅ we have V ∩Pμ = ∅ = V ∩Pa(S)
and this implies
diam
(〈
T ∗∗ψ − ϕ˜, V ∩P(S)〉)> 3
2
η′ + d − 1
2
η′ = η′ + d.
Therefore T ∗∗ψ − ϕ˜ does not belong to Bη′1b((P(H),w∗)), a contradiction to Claim 1. Thus
‖T ∗∗ψ − ϕ˜‖ < 32η.(B) follows immediately from (A). 
Lemma 2.2. Let X be a Banach space, H ⊂ X∗ a w∗-compact convex subset, T : X → C(H)
such that T x := x H , ∀x ∈ X, B a boundary of H , w0 ∈ H , ψ ∈ X∗∗ and d > 0 be such that
〈ψ,w0〉 > sup
〈
ψ, co(B)
〉+ d. (2.2)
Then dist(T ∗∗ψ,Seq(C(H)∗∗)) 12d .
Proof. (A) First, we suppose that ‖ψ‖ = 1. Assume that
dist
(
T ∗∗ψ,Seq(C(H)∗∗))< 1
2
d.
Then, there exist ϕ ∈ B1b(H), a number d ′ with 0 < d ′ < d and a vector e ∈ B(C(H)∗∗) such
that T ∗∗ψ = ϕ˜ + d ′2 e in C(H)∗∗. Let r0 := sup〈ψ, co(B)〉 and define
U := {z ∈ B(X∗∗): 〈z,w0〉 r0 + d} and V := {x ∈ B(X): 〈w0, x〉 r0 + d}.
Clearly, U = V w∗ and ψ ∈ U . Thus T ∗∗ψ ∈ T ∗∗U = T V w∗ and
ϕ˜ = T ∗∗ψ − d
′
2
e ∈ T V w∗ + d
′
2
B
(
C(H)∗∗
)= T V + d ′
2
B
(
C(H)
)w∗
.
Since ϕ˜ ∈ Seq(C(H)∗∗), by [16, REMARK, p. 379] there exist sequences {xn: n 1} ⊂ V and
{fn: n 1} ⊂ B(C(H)) such that
T ∗∗xn + d
′
2
fn → ϕ˜ in
(
C(H)∗∗,w∗
)
. (2.3)
By the Simons equality [18, SUP-LIMSUP THEOREM] we have
sup lim sup
n→∞
〈p,xn〉 = sup lim sup
n→∞
〈h,xn〉.
p∈B h∈H
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〈
T ∗∗xn + d
′
2
fn, δp
〉
→
n→∞〈ϕ˜, δp〉 = ϕ(p) by (2.3),
whence we get
lim sup
n→∞
〈p,xn〉 = lim sup
n→∞
〈
T ∗∗xn, δp
〉= lim sup
n→∞
[〈
T ∗∗xn + d
′
2
fn, δp
〉
−
〈
d ′
2
fn, δp
〉]
= ϕ(p)+ lim sup
n→∞
[
−
〈
d ′
2
fn, δp
〉]
 ϕ(p)+ d
′
2
= ψ(p)− d
′
2
〈e, δp〉 + d
′
2
 r0 + d ′.
On the other hand, taking into account that w0 ∈ H and that xn ∈ V , we have:
sup
h∈H
lim sup
n→∞
〈h,xn〉 lim sup
n→∞
〈w0, xn〉 r0 + d.
So, we conclude that r0 +d ′  r0 +d , that is, d ′  d , a contradiction, that completes the proof
in this case (A).
(B) Let ψ ∈ X∗∗ be arbitrary (but ψ = 0). From the inequality (2.2) we get 〈ψ/‖ψ‖,w0〉 >
sup〈ψ/‖ψ‖, co(B)〉 + d/‖ψ‖. Thus by (A) we obtain
dist
(
T ∗∗
(
ψ/‖ψ‖),Seq(C(H)∗∗)) d
2‖ψ‖ ,
and finally dist(T ∗∗ψ,Seq(C(H)∗∗)) 12d . 
Definition 2.3. If X is a Banach space and K a w∗-compact subset of X∗, the B-index of K (in
short, Bindex(K)), is defined as
Bindex(K) := sup{dist(cow∗(W), co(B)): W ⊂ K w∗-compact and B a boundary of W}.
Theorem 2.4. Let X be a Banach space, H ⊂ X∗ a w∗-compact convex subset, B a boundary
of H , w0 ∈ H , ψ ∈ X∗∗ and d > 0 be such that 〈ψ,w0〉 > sup〈ψ, co(B)〉 + d . We have
(1) dist(ψ  H,B1b(H))  16d in ∞(H) and so dist(S(X∗∗)  H,B1b(H))  16 Bindex(H) in
∞(H).
(2) If H ⊂ B(X∗) then dist(ψ,Seq(X∗∗)) dist(ψ,Seq(X∗∗,H)) d2 .
Proof. (1) follows from Lemma 2.1 and Lemma 2.2.
(2) Let T : X → C(H) be such that T x = x  H , ∀x ∈ X. Note that ‖T ‖  1 because H ⊂
B(X∗).
Claim. T ∗∗(Seq(X∗∗,H)) ⊂ Seq(C(H)∗∗).
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dist
(
T ∗∗z,Seq(C(H)∗∗)) 3 dist(z H,B1b(H))= 0.
As Seq(C(H)∗∗) is a closed subspace of C(H)∗∗ (by [15]), we conclude that T ∗∗z ∈
Seq(C(H)∗∗).
Since ‖T ‖ 1 we get
dist
(
ψ,Seq
(
X∗∗,H
))
 dist
(
T ∗∗ψ,Seq(C(H)∗∗)).
Now an application of Lemma 2.2 gives that dist(ψ,Seq(X∗∗,H))  d2 . Finally, the inequal-
ity dist(ψ,Seq(X∗∗))  dist(ψ,Seq(X∗∗,H)) is obvious because Seq(X∗∗) is a subspace of
Seq(X∗∗,H). 
The following results generalize [16, REMARK, p. 379].
Corollary 2.5. Let X be a Banach space, H ⊂ X∗ a w∗-compact convex subset, ψ ∈ X∗∗ and
C ⊂ X a convex subset with ψ ∈ Cw∗ . The following are equivalent:
(1) ψ H ∈ B1b(H).
(2) There exists a sequence {xn: n 1} ⊂ C such that xn(h) → ψ(h) for every h ∈ H .
Proof. As (2) ⇒ (1) is obvious, we prove (1) ⇒ (2). Let T : X → C(H) be the restriction
operator T (x) = x H . Since ψ H ∈ B1b(H), from Lemma 2.1 we get
dist
(
T ∗∗ψ,Seq(C(H)∗∗)) 3 dist(ψ H,B1b(H))= 0.
As Seq(C(H)∗∗) is a closed subspace of C(H)∗∗ (by [15]), we conclude that T ∗∗ψ ∈
Seq(C(H)∗∗). Finally, the implication (1) ⇒ (2) follows from [16, REMARK, p. 379] because
T ∗∗ψ ∈ T (C)w∗ . 
Corollary 2.6. Let X be a Banach space, H a convex w∗-compact subset of X∗ and ψ ∈ X∗∗.
Then:
(a) If ψ ∈ Seq(X∗∗,H), there exists a sequence (xn)n1 ⊂ X with ‖xn‖  ‖ψ‖ such that
xn → ψ on H .
(b) ψ H ∈ B1b(H) if and only if ψ ∈ Seq(X∗∗,H).
Proof. (a) By hypothesis ψ  H ∈ B1b(H) and ψ ∈ ‖ψ‖B(X)w
∗
. Now it is enough to apply
Corollary 2.5.
(b) follows from Corollary 2.5 and the fact ψ ∈ ‖ψ‖B(X)w∗ . 
3. Localization of w∗-N-families and copies of the basis of 1(c)
In this section we deal with a very useful tool introduced in [11]: the w∗-N-families. Let us
define this notion, that will have a very important role in order to localize copies of the basis
of 1(c) (see [11, Definition 3.3] and [12, Definition 2.1]).
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of width(F) d > 0 if F has the form
F = {ηM,N : M,N disjoint subsets of N},
and there are two sequences {rm: m 1} ⊂R and {xm: m 1} ⊂ B(X) such that for every pair
of disjoint subsets M,N of N we have
ηM,N(xm) rm + d, ∀m ∈ M, and ηM,N(xn) rn, ∀n ∈ N.
The index Width(Y ) of a subset Y ⊂ X∗ is defined as follows ((sup{∅} = 0)):
Width(Y ) := sup{d > 0: exists a w∗-N-family A⊂ Y such that width(A) d}.
Among the properties of the w∗-N-families (see [11, Remark 3.4] and [12, Remark 2.2]), we
highlight the following facts: (i) a w∗-N-family A always contains a copy of the basis of 1(c);
(ii) the family {xm: m 1} ⊂ B(X) associated with a w∗-N-family A is equivalent to the basis
of 1.
If K is a w∗-compact subset of a dual Banach space X∗, the inequality co(K) = cow∗(K)
always implies that K contains a w∗-N-family and a copy of the basis of 1(c) (see [11,
Lemma 3.2], [12, Proposition 2.5]). However, from the fact co(B) = cow∗(K), B being a mere
boundary of K , we cannot localize, in general, inside K neither a w∗-N-family nor a copy of the
basis of 1(c). Let us see some counterexamples.
Counterexample 1. The following counterexample shows that, if K is not w∗-metrizable, the
fact co(B) = cow∗(K), B being a mere boundary of K , does not imply, in general, the localiza-
tion inside K of a w∗-N-family. Let I be an uncountable set, X := c0(I ) and B := {ei : i ∈ I }
be the canonical basis of X∗ = 1(I ). Clearly, B is a boundary of the w∗-compact subset
K := {ei : i ∈ I }w
∗ = {ei : i ∈ I } ∪ {0}. As 0 /∈ co(B) then co(B) = cow∗(K). However, K fails
to have a w∗-N-family because X does not have a copy of 1. Observe that B itself is a copy of
the basis of 1(I ). 
Counterexample 2. In the following counterexample we show a Banach space X such that
X∗ has neither a w∗-N-family nor a copy of 1, but there exist a w∗-compact subset K of X∗
and a boundary B of K such that co(B) = cow∗(K). Let X be the long James space J (ω1) and
Y be its isometric predual (see [3, 7.7.4 Proposition, p. 348]). Then:
(i) Y and all its successive dual spaces are Asplund. So, X∗ = Y ∗∗ = J (ω1)∗ has neither a
copy of 1(c) nor a w∗-N-family.
(ii) Let K := B(X∗) and B0 := Yc ∩ K , where Yc :=⋃{[A]w∗ : A ⊂ Y countable}. It is easy
to see that B0 is a boundary of K such that co(B0) = B0 ⊂ Yc.
(iii) With the notation of [3, p. 346], the vector eω1 satisfies eω1 ∈ B(X∗) but eω1 /∈ Yc and
so eω1 /∈ co(B0). In fact, if A ⊂ Y is a countable family, there exists α0 < ω1 such that A ⊂[{eα: α  α0, α a non limit ordinal}]. So, if α0 < β < ω1, the basic vector hβ := 1(β,ω1] of Y ∗ =
J (ω1) satisfies 〈a,hβ〉 = 0, ∀a ∈ A, but 〈eω1, hβ〉 = 1. 
In spite of these counterexamples, in many cases the fact co(B) = cow∗(K) implies that K –
and sometimes the boundary B itself – has a w∗-N-family and a copy of the basis of 1(c). Our
approach to this problem consists of two steps:
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and a copy of the basis of 1(c), if co(B) = cow∗(K).
Step 2. The general case. We obtain a characterization that actually reduces this case to the
metrizable one.
The metrizables case. In this case we suppose that K is a w∗-compact metrizable subset of
a dual Banach space X∗, B a boundary of K such that co(B) = cow∗(K) and prove that K has a
w∗-N-family and a copy of the basis of 1(c). Moreover we estimate the index Width(K) in terms
of the index Bindex(K). Observe that K is w∗-metrizable iff cow∗(K) is (an easy exercise).
Lemma 3.2. Let X be a Banach space, ϕ ∈ S(X∗∗), S a bounded subset of X∗ and r, δ two real
numbers with δ > 0 such that, if V is a w∗-open subset of X∗ with V ∩ S = ∅, then we can find
two vectors ξ, η ∈ cow∗(V ∩ S) such that ϕ(ξ) > r + δ and ϕ(η) < r . Then W := Sw∗ contains a
w∗-N-family A of width(A) δ.
Proof. By the proof of [13, 2. Lemma] there exists a sequence {xn: n 1} ⊂ S(X) such that for
every pair of finite disjoint subsets M,N ⊂N we have
∅ =
( ⋂
m∈M
{
ξ ∈ S: ξ(xm) > r + δ
})∩
( ⋂
n∈N
{
η ∈: η(xn) < r
})
.
So if we define
An :=
{
ξ ∈ W : ξ(xn) r + δ
}
, Bn :=
{
η ∈ W : η(xn) r
}
, ∀n 1,
then, for each pair of finite disjoint subsets M,N ⊂ N, the w∗-compact subset (⋂m∈M Am) ∩
(
⋂
n∈N Bn) of W is non-empty. Since W is a w∗-compact subset, for each pair of disjoint subsets
(finite or infinite) M,N ⊂N, then:
∅ =
( ⋂
m∈M
Am
)
∩
( ⋂
n∈N
Bn
)
⊂ W.
Finally, for each pair of disjoint subsets (finite or infinite) M,N ⊂ N we choose ηM,N ∈
(
⋂
m∈M Am)∩ (
⋂
n∈N Bn). Obviously we have
ηM,N(xm) r + δ, ∀m ∈ M, and ηM,N(xn) r, ∀n ∈ N,
that is, A := {ηM,N : M,N disjoint subsets of N} is a w∗-N-family of width(A)  δ in-
side W . 
Theorem 3.3. Let X be a Banach space, H ⊂ X∗ a convex w∗-compact subset and B a bound-
ary of H such that dist(H, co(B)) > d > 0. If H is w∗-metrizable, H has a w∗-N-family A
of width(A) d3 and a copy of the basis of 1(c). Thus Width(H) 13 dist(H, co(B)).
Proof. Since dist(H, co(B)) > d > 0, there exist w0 ∈ H and ψ ∈ S(X∗∗) such that
〈ψ,w0〉 > sup
〈
ψ, co(B)
〉+ d.
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B1b(H)) = 12 Frag(ψ H,H) by [10, Proposition 6.4], where Frag(ψ H,H) is the fragmenta-
tion index of ψ H in H . Recall (see [10, p. 231]) that for a function f : H → R the fragmen-
tation index Frag(f,H) is the infimum of the family of numbers   0 such that for every η > 
and every non-empty subset F ⊂ H , there exists an open subset V ⊂ H such that V ∩F = ∅ and
diam(f (V ∩ F)) η. It is clear that, ∀  0, B1b(H) = {f ∈ ∞(H): Frag(f,H) }.
So, Frag(ψ H,H) > d/3 > 0, whence we get ψ H /∈ Bd/31b (H). By [10, Proposition 6.1]
there exist a non-empty w∗-compact subset F ⊂ H and two real numbers s < t with t − s >
d/3 such that F ∩ {ψ  s}w∗ = F = F ∩ {ψ  t}w∗ . Thus every w∗-open subset V ⊂ X∗ with
V ∩ F = ∅ satisfies
inf〈ψ,V ∩ F 〉 s < t  sup〈ψ,V ∩ F 〉.
This fact implies that F (and so H ) contains a w∗-N-family A such that width(A)  d/3 (by
Lemma 3.2) and a copy of the basis of 1(c). Finally, the inequality Width(H) 13 dist(H, co(B))
follows from the above results and the definition of Width(H) (see Definition 3.1) 
Let us see the quantitative connection between Width(H) and Bindex(H).
Corollary 3.4. Let X be a Banach space and H a w∗-compact subset of X∗. Then
(1) Width(H) Bindex(H).
(2) If H is w∗-metrizable, Width(H) = 0 if and only if Bindex(H) = 0.
(3) If H is convex and w∗-metrizable then Width(H) Bindex(H) 3 Width(H).
Proof. (1) follows from [12, Lemma 2.4].
(2) First, Width(H)=0 whenever Bindex(H)=0 by (1). Now we suppose that Bindex(H)>0
and prove that Width(H)>0. The fact Bindex(H) > 0 means that there exist a w∗-compact sub-
set W ⊂ H and a boundary B of W such that dist(cow∗(W), co(B)) > 0. Thus
Width(cow∗(W)) > 0 by Theorem 3.3. From [12, Proposition 2.5, Proposition 3.8] we get
Width(W) > 0 and so Width(H) > 0, and this completes the proof of (2).
(3) follows from (1) and Theorem 3.3. 
The general case. The general case can be reduced to the metrizable case as follows.
We introduce the index Bindexc(K) and estimate the index Width(K) in terms of this index
Bindexc(K).
Definition 3.5. If X is a Banach space and K a w∗-compact subset of X∗, define the index
Bindexc(K) of K as the supremum of Bindex(i∗(K)), where i∗ is the adjoint operator of the
canonical inclusion mapping i : Y → X and Y is a separable subspace of X.
Remark. Let K be a w∗-compact subset of the dual Banach space X∗. If X is separable (or if
K is w∗-metrizable), it is clear that Bindex(K) Bindexc(K). But if X is non-separable we can
have Bindex(K) > 0 and Bindexc(K) = 0. This happens in the above counterexamples.
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(A) Width(H) Bindexc(H).
(B) If H is convex then Width(H) Bindexc(H) 3 Width(H).
Proof. (A) Let F ⊂ H be a w∗-N-family of width(F) > d > 0 associated with the sequences
{rm: m 1} ⊂R and {xm: m 1} ⊂ B(X). Let Y := [{xm: m 1}] and i : Y → X be the canon-
ical inclusion mapping. Obviously, i∗(F) is a w∗-N-family of i∗(H) such that width(i∗(F)) >
d > 0 associated with the sequences {rm: m 1} ⊂R and {xm: m 1} ⊂ B(Y ). Thus by Corol-
lary 3.4
d Width
(
i∗(H)
)
 Bindex
(
i∗(H)
)
 Bindexc(H).
Therefore, Width(H) Bindexc(H).
(B) Suppose that H is convex. First, Width(H)  Bindexc(H) by (A). Now we assume that
Bindexc(H) > d > 0 and prove that d/3 < Width(H). The fact Bindexc(H) > d > 0 implies
that there exists a separable closed subspace Y ⊂ X such that Bindex(i∗(H)) > d , i : Y → X
being the canonical inclusion mapping. Then Width(i∗(H)) > d/3 by Corollary 3.4 and so there
exists in i∗(H) a w∗-N-family A′ of width(A′) > d/3 associated with certain sequences {yn:
n 1} ⊂ B(Y ) and {rn: n 1} ⊂R. For each a ∈A′ choose ka ∈ H such that i∗(ka) = a. Then
A := {ka: a ∈ A′} is a w∗-N-family of width(A) > d/3 associated with the sequences {i(yn):
n  1} ⊂ B(X) and {rn: n  1} ⊂ R. Thus Width(H) > d/3 and so 3 Width(H) 
Bindexc(H). 
Corollary 3.7. Let X be a Banach space and K a w∗-compact subset of X∗. The following are
equivalent:
(1) Width(cow∗(K)) = 0; (1′) Bindexc(cow∗(K)) = 0.
(2) Width(K) = 0; (2′) Bindexc(K) = 0.
Proof. (1) ⇔ (1′) and (2′) ⇒ (2) follow from Proposition 3.6. (1) ⇔ (2) is proved in [12, Propo-
sition 2.5, Proposition 3.8]. Finally, (1′) ⇒ (2′) is obvious. 
The γ topology of a dual Banach space X∗ is the topology of X∗ of the convergence on
countable bounded subsets of X. The topology γ has been used by Cascales, Muñoz, Orihuela,
etc., in several papers (see [4,5]). It is easy to see that (X∗, γ )∗ = Xc.
Proposition 3.8. Let K be a w∗-compact subset of the dual Banach space X∗. The following are
equivalent:
(1) Bindexc(K) = 0.
(2) coγ (B) = cow∗(H) for every w∗-compact subset H of K and every boundary B of H .
Proof. (1) ⇒ (2). Suppose that coγ (B) = cow∗(H) for some w∗-compact subset H of K and
some boundary B of H . This means that there exists a point w0 ∈ cow∗(H) that can be strictly
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Y ⊂ X, a vector ψ ∈ S(Y ∗∗) = S(Yw∗) and a positive number d > 0 such that
〈ψ,w0〉 > sup
〈
ψ, co(B)
〉+ d.
So, if i : Y → X is the canonical inclusion mapping, then
〈
ψ, i∗(w0)
〉
> sup
〈
ψ, co
(
i∗(B)
)〉+ d. (3.1)
As i∗(w0) ∈ cow∗(i∗(H)), from (3.1) we get dist(cow∗(i∗(H)), co(i∗(B))) > d > 0. Hence
Bindex(i∗(H)) > d because i∗(B) is a boundary of i∗(H). Thus Bindexc(K) > d , a contra-
diction which proves the implication (1) ⇒ (2).
(2) ⇒ (1). Suppose that Bindexc(K) > 0. Then, by definition of Bindexc(K), there exists
a closed separable subspace Y ⊂ X such that Bindex(i∗(K)) > 0, where i : Y → X is the
canonical inclusion mapping. From Corollary 3.4 we get that Width(i∗(K)) > 0. Hence, by [12,
Lemma 2.4] there exists a w∗-compact subset L ⊂ i∗(K) such that co(L) = cow∗(L). So there
exist ψ ∈ S(Y ∗∗) = S(Yw∗), d > 0 and v0 ∈ cow∗(L) such that
〈ψ,v0〉 > sup
〈
ψ, co(L)
〉+ d. (3.2)
Let W := i∗−1(L)∩K .
Claim. coγ (W) = cow∗(W).
Indeed, let w0 ∈ cow∗(W) be such that i∗(w0) = v0. Then, taking into account that co(L) =
i∗(co(W)), ψ = i∗∗ψ and (3.2), we get
〈ψ,w0〉 =
〈
i∗∗ψ,w0
〉= 〈ψ, i∗(w0)〉= 〈ψ,v0〉 > sup〈ψ, i∗(co(W))〉+ d = sup〈ψ, co(W)〉+ d.
As ψ ∈ Xc, we conclude that w0 ∈ cow∗(W) \ coγ (W), and this contradicts the hypothesis and
completes the proof. 
Remark. In [5, Theorem 5.4] it is proved that X fails to have a copy of 1 iff coγ (B) = cow∗(K),
for every w∗-compact subset K of X∗ and every boundary B of K . The above Proposition 3.8
together with Corollary 3.7 imply [5, Theorem 5.4]. In any case, Proposition 3.8 is independent
of the space X contains a copy of 1 or not.
4. w∗-countably determined boundaries
In [4] it is proved that a Banach space X fails to have a copy of 1 if and only if co(B) =
cow
∗
(K) for every w∗-compact subset of X∗ and every w∗-K analytic boundary B of K . In this
section we give a “localized” version of this result with “w∗-CD” instead of “w∗KA” .
Let us recall that, if (T , τ ) is a topological space, Σ ′ ⊂ Σ := NN and Φ : Σ ′ → 2T is a set-
valued mapping, Φ is said to be usco if, ∀σ ∈ Σ ′, Φ(σ) is a compact non-empty subset of T
and Φ is upper-semicontinuous, that is, for each σ ∈ Σ ′ and for an open subset U of T such that
Φ(σ) ⊂ U there exists a neighborhood G of σ with Φ(G) ⊂ U . A subset Y ⊂ T is said to be
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valued usco mapping Φ : Σ ′ → 2T such that Y =⋃σ∈Σ ′ Φ(σ) (see [17, p. 11]). When Σ ′ = Σ ,
Y is said to be K-analytic (in short, KA) in (T , τ ).
The following Lemma 4.1 is inspired by [4, Proposition 5.5].
Lemma 4.1. Let X be a Banach space, ∅ = Σ ′ ⊂ Σ :=NN and Φ : Σ ′ → 2X∗ a set-valued usco
mapping. Define
C :=
⋃{
cow
∗(
Φ(F)
)
: F finite subset of Σ ′}.
Then C is a convex subset such that C = Cγ .
Proof. (A) First, after a look to the proof of [4, Proposition 5.5], it is easy to realize that [4,
Proposition 5.5] holds for every usco mapping Φ :F → 2X∗ and every subset F ⊂NN, that is
⋃
σ∈F
cow
∗
(σ ) =
⋃
σ∈F
cow
∗
(σ )
γ
.
(B) Let us denote N := {1,2,3, . . .}, N0 := {0,1,2, . . .} and 0 := (0,0, . . .) ∈NN0 . Recall that
N
N
, N
N
0 and (N
N
0 )
N are homeomorphic. Define the subset Σ ′′ ⊂ (NN0 )N as
Σ ′′ :=
⋃
m1
(
Σ ′× m times· · · ×Σ ′ × {0} × {0} × · · ·)
and the mapping Φ˜ : Σ ′′ → 2X∗ so that, if σ := (σ1, . . . , σm,0,0, . . .) with σk ∈ Σ ′, then
Φ˜(σ ) :=
m⋃
i=1
Φ(σi) = Φ
({σ1, . . . , σm}).
Note that:
(1) If Σ ′<ω is the family of finite subset of Σ ′, then
⋃
F∈Σ ′<ω
cow
∗(
Φ(F)
)= ⋃
σ∈Σ ′′
cow
∗(
Φ˜(σ )
)
.
(2) Φ˜ is an usco mapping on Σ ′′.
Thus by (A) we have
⋃
F∈Σ ′<ω
cow
∗(
Φ(F)
)= ⋃
σ∈Σ ′′
cow
∗(
Φ˜(σ )
) (A)= ⋃
σ∈Σ ′′
cow
∗(
Φ˜(σ )
)γ = ⋃
F∈Σ ′<ω
cow
∗(
Φ(F)
)γ
. 
Proposition 4.2. Let X be a Banach space, H a w∗-compact subset of X∗ and B a w∗CD
boundary of H fulfilling dist(cow∗(H), co(B)) > d > 0 and coγ (B) = cow∗(H). Then there
exist in B a w∗-N-family A of width(A) > d > 0 and a copy of the basis of 1(c). Therefore,
Width(B) dist(cow∗(H), co(B)) in this case.
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d > 0. Since B is w∗CD by hypothesis, there exist a subset Σ ′ ⊂ Σ :=NN and an usco mapping
Φ : Σ ′ → 2X∗ such that B =⋃σ∈Σ ′ Φ(σ). By Lemma 4.1, if
C :=
⋃{
cow
∗(
Φ(F)
)
: F a finite subset of Σ ′
}
,
then C is convex and C = Cγ . Hence C = cow∗(H), because coγ (B) = cow∗(H) and B ⊂ C.
Thus, given 0 <  < dist(w0, co(B)) − d , there exists a finite subset F ⊂ Σ ′ such that
dist(w0, cow
∗
(Φ(F ))) < . Let v0 ∈ cow∗(Φ(F )) be such that ‖w0 − v0‖ < . Then, if K is
the w∗-compact subset K := Φ(F), we have
dist
(
v0, co(K)
)
 dist
(
w0, co(K)
)− ‖w0 − v0‖
 dist
(
w0, co(B)
)− ‖w0 − v0‖ > d > 0.
As v0 ∈ cow∗(K), by [11, Lemma 3.2] there exist in K , and so in B , a w∗-N-family A of width
 d and a copy of the basis of 1(c). As d can be taken arbitrarily close to dist(cow
∗
(H), co(B)),
we finally get Width(B) dist(cow∗(H), co(B)). 
Let us say that a subset Y of a dual Banach space X∗ is a Pettis set or Y has the property (P )
(in short, Y ∈ (P )) if co(K) = cow∗(K) for every w∗-compact subset K of Y (see [12], [20,
p. 79]). Recall that: (i) by [13] X∗ has the property (P ) iff X fails to have a copy of 1; (ii) by
[12, Proposition 2.5] a w∗-compact subset K ⊂ X∗ satisfies K ∈ (P ) iff Width(K) = 0, that is,
K does not contains a w∗-N-family. The notion of w∗-compact Pettis set was also considered
in [6], under the name of P(B(D))-set with D = B(X), but viewed from a perspective different
from ours.
Theorem 4.3. Let X be a Banach space and Y a subset of X∗. The following are equivalent:
(A) Y ∈ (P ).
(B) coγ (B) = cow∗(K) for every w∗-compact subset K ⊂ Y and every boundary B of K .
(C) co(B) = cow∗(K) for every w∗-compact subset K ⊂ Y and every w∗CD boundary B of K .
(D) co(B) = cow∗(K) for every w∗-compact subset K ⊂ Y and every w∗KA boundary B of K .
Proof. (A)⇔ (B) follows from Corollary 3.7 and Proposition 3.8.
(A) + (B) ⇒ (C) follows from Proposition 4.2.
(C) ⇒ (D) is clear because every w∗KA subset is w∗CD.
(D) ⇒ (A). It is enough to observe that every w∗-compact subset K of X∗ is a w∗KA subset
and also a boundary of K . 
Corollary 4.4. Let X be a Banach space. The following are equivalent:
(A) X fails to have a copy of the basis of 1.
(B) For every w∗-compact subset K of X∗ and every boundary B of K we have coγ (B) =
cow
∗
(K).
(C) For every w∗-compact subset K of X∗ and every w∗CD boundary B of K we have co(B) =
cow
∗
(K).
(D) For every w∗-compact subset K of X∗ and every w∗KA boundary B of K we have co(B) =
cow
∗
(K).
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fails to have a copy of the basis of 1 by [13]. 
Remarks. (1) The equivalence of points (A), (B) and (D) of Corollary 4.4 is the result obtained
in [5, Theorem 5.4] and [4, Theorem 5.6]. In Corollary 4.4 the implication (A) ⇒ (C) can be
obtained following the proof of the implication (i) ⇒ (ii) of [4, Theorem 5.6], but using an usco
mapping Φ : Σ ′ → 2X∗, an arbitrary subset Σ ′ ⊂NN and the above Lemma 4.1, indeed, if B is
a boundary of a w∗-compact subset K ⊂ X∗ then
cow
∗
(K)
(B)= coγ (B) ⊂
⋃
F∈Σ ′<ω
cow
∗(
Φ(F)
)γ (L. 4.1)= ⋃
F∈Σ ′<ω
cow
∗(
Φ(F)
)
(A)=
⋃
F∈Σ ′<ω
co
(
Φ(F)
)= co(B) ⊂ cow∗(K).
(2) Theorem 4.3 cannot be deduced from [5, Theorem 5.4] and [4, Theorem 5.6] because this
theorem is a local statement that requires another previous local results.
(3) The above Counterexample 1 shows that, if K is a w∗-compact subset of a dual Banach
space X∗ with K ∈ (P ) and B is a non-w∗-CD boundary of K , it can be co(B) = cow∗(K).
Note that the boundary B = {ei : i ∈ I } of Counterexample 1 is a non-w∗CD set, because B is an
uncountable discrete space (so, it is not Lindelof) and every CD space is Lindelof.
(4) If the w∗-compact subset K ⊂ X∗ is w∗-metrizable, every subset of K is w∗-CD and
Theorem 4.3 asserts, in this case, that K ∈ (P ) iff co(B) = cow∗(W) for every w∗-compact
subset W ⊂ K and every boundary B of W . Note that this statement coincides with that obtained
in Corollary 3.4.
5. Applications to some special boundaries
When K is a w∗-compact subset of X∗ and B is either a w∗KA boundary of K or B :=
Ext(K), we obtain better results than in the general case. First, we see a series of lemmas.
Lemma 5.1. (See Haydon [13, Proof of 3·1. Proposition].) Let H be a w∗-compact subset of
the dual Banach space X∗ and C := cow∗(H) be such that dist(C, co(Ext(C))) > 0. Then H
contains a w∗-N-family.
Proof. By the Hahn–Banach theorem and the Bishop–Phelps theorem, there is an element φ ∈
S(X∗∗) such that φ is a support functional of C and
r0 := sup〈φ,C〉 > sup
〈
φ, co
(
Ext(C)
)〉
.
By the proof of [13, 3·1. Proposition] there exist m ∈N and a nonempty subset S ⊂ C such that,
for every w∗-open subset V ⊂ X∗ with V ∩ S = ∅, there exist ξ ∈ cow∗(V ∩ S)) and η ∈ V ∩ S
such that 〈φ,η〉 < r0 − 1m < r0 = 〈φ, ξ 〉. Thus, C contains a w∗-N-family by Lemma 3.2. Finally
H contains a w∗-N-family by Corollary 3.7. 
Lemma 5.2. (See Talagrand [19].) Let τ be a cardinal with cofinality cf(τ ) > ℵ0, X a Banach
space and A a subset of X. The following are equivalent:
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(2) co(A) has a copy of the basis of 1(τ ).
(3) [A] has a copy of 1(τ ).
Proof. The implications (1) ⇒ (2) ⇒ (3) are obvious.
(3) ⇒ (1). Let E := [A] and T : 1(τ ) → E be an isomorphism between 1(τ ) and T (1(τ )).
The adjoint operator T ∗ : E∗ → ∞(τ ) is a quotient mapping w∗-w∗-continuous. Let 0 < η be
such that ηB(∞(τ )) ⊂ T ∗(B(E∗)) and W := T ∗−1(B(∞(τ )))∩ 1ηB(E∗). Clearly, we can sup-
pose that W is the unit closed ball of E∗ for certain dual norm ||| · ||| equivalent to the given norm.
It is obvious that T ∗(B((E∗, ||| · |||))) = T ∗(W) = B(∞(τ )) = [−1,1]τ . By [19, Theorem 4] we
conclude that A has a copy of the basis of 1(τ ). 
Recall that a regular Hausdorff space T is angelic if: (i) every relatively countably compact
subset W ⊂ T is relatively compact; (ii) the closure of a relatively compact subset W ⊂ T is
precisely the set of limits of its sequences.
Lemma 5.3. Let X be a separable Banach space and E be a norm-closed w∗KA subspace of
X∗ such that E ∈ (P ). If w∗1 = σ(E∗,E) then (B(E∗),w∗1) is angelic.
Proof. First, observe that (B(E),w∗) is analytic because it is metrizable and a w∗KA set (it is
w∗-closed in (E,w∗)) (see [17, Theorem 5.5.1]). Since E ∈ (P ), then E and so the unit closed
ball B(E) fail to have a w∗-N-family by [12, Proposition 3.8]. Let i : E → X∗ be the inclusion
mapping and A := i∗(B(X)) ⊂ B(E∗). Then:
(i) Clearly, Aw∗1 = B(E∗), where w∗1 := σ(E∗,E).
(ii) We consider the space (B(E∗),w∗1) as a compact subset of RB(E).
(iii) The space of 1-Baire functions (B1(B(E),w∗), τp), τp being the topology on B1(B(E),w∗)
of pointwise convergence on B(E), is a topological subspace of RB(E) such that A ⊂
B1(B(E),w∗).
Since B(E) fails to have a w∗-N-family, if α,β ∈ R with α < β and (xn)n1 is a sequence
in B(X), there is a subset I ⊂N such that
{
t ∈ B(E): 〈xn, t〉 α, ∀n ∈ I, 〈xm, t〉 β, ∀m ∈N \ I
}= ∅.
So, by [2, 4G. Corollary] we obtain that A is relatively compact in the space of 1-Baire
functions (B1(B(E),w∗), τp). Thus (Aτp , τp) = (Aw∗1 ,w∗1) = (B(E∗),w∗1) is a compact sub-
set of (B1(B(E),w∗), τp). Since (B(E),w∗) is analytic, (B1(B(E),w∗), τp) is angelic by [2,
3G. Corollary]. Thus (B(E∗),w∗1) is angelic. 
Lemma 5.4. Let X be a separable Banach space, K be a w∗-compact subset of X∗ containing a
w∗-N-family and B a w∗KA boundary of K . Then B contains a w∗-N-family.
Proof. Suppose that B fails to contain a w∗-N-family and let E := [B]. Clearly, E is a w∗KA
subspace of X∗ such that E ∈ (P ) and so E fails to contain a w∗-N-family (see [12, Lemma 3.7,
Proposition 3.8]). Then (B(E∗), σ (E∗,E)) is angelic by Lemma 5.3. Thus co(B) = cow∗(K) by
[8, Theorem I.2] and so E contains a w∗-N-family, a contradiction that proves the statement. 
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such that, for every isomorphism T : 1 → X between 1 and T (1), T ∗(B) contains a w∗KA
boundary of T ∗(K). Then the following statements are equivalent:
(1) K contains a w∗-N-family;
(2) B contains a w∗-N-family.
Proof. As (2) ⇒ (1) is obvious, we prove (1) ⇒ (2). Let F be a w∗-N-family inside K
of width(F) d > 0 associated with the sequences {rm: m 1} ⊂ R and {xn: n 1} ⊂ B(X).
Let T : 1 → X be the continuous operator such that T (en) = xn, ∀n  1, where {en: n  1}
is the canonical basis of 1. Clearly, T is an isomorphism between 1 and T (1) such that
T ∗(F) is a w∗-N-family inside the w∗-compact subset T ∗(K) of width(T ∗(F))  d > 0 as-
sociated with the sequences {rm: m  1} ⊂ R and {en: n  1} ⊂ B(1). By hypothesis T ∗(B)
contains a w∗KA boundary B0 of T ∗(K). By Lemma 5.4 the boundary B0 contains a w∗-
N-family A of width(A)  δ > 0 associated with certain sequences {sm: m  1} ⊂ R and
{un: n  1} ⊂ B(1). For each a ∈ A we find va ∈ B such that T ∗(va) = a. Now it is easy
to see that H := {va: a ∈ A} is a w∗-N-family inside B of width(H)  δ > 0, associated with
the sequences {sm: m 1} ⊂R and {T (un): n 1} ⊂ B(X). 
Now we can give a w∗-version of the above Talagrand theorem (Lemma 5.2), for τ = c and
either B = Ext(K) or B a w∗KA boundary.
Theorem 5.6. Let X be a Banach space and K a w∗-compact subset of X∗. Let B ⊂ K be either
a w∗KA boundary of K or B = Ext(K). Then
(A) B contains a w∗-N-family if and only if K does if and only if cow∗(K) does.
(B) B contains a copy of the basis of 1(c) if and only K does if and only if cow∗(K) does.
Proof. (A) It is enough to see that B contains a w∗-N-family when cow∗(K) does and for
this we show that B satisfies the requirements of Lemma 5.5 with respect to cow∗(K). So,
let T : 1 → X be an isomorphism between 1 and T (1). If B is a w∗KA subset, then it
is easy to see that T ∗(B) is a w∗KA boundary of T ∗(cow∗(K)) and so we are done in this
case. Suppose that B = Ext(K)(= Ext(cow∗(K))). Then Ext(T ∗(cow∗(K))) ⊂ T ∗(Ext(K)). As
(T ∗(cow∗(K)),w∗) is a metrizable compact set (because (B(∞),w∗) is), Ext(T ∗(cow∗(K))) is
a Gδ subset of T ∗(cow∗(K)) [7, 27.3 Corollary] and so a w∗-analytic subset. Thus we can apply
Lemma 5.5 in this case.
(B) It is enough to prove that B contains a copy of the basis of 1(c) when cow∗(K) does. We
consider two cases, namely:
Case 1. co(B) = cow∗(K). The cardinal c satisfies cf(c) > ℵ0 because cf(2α) > α for every
infinite cardinal α (see [14, p. 78]) and because c = 2ℵ0 . Thus, we can apply Lemma 5.2 and so
there exists a copy of the basis of 1(c) inside B .
Case 2. co(B) = cow∗(K). First, assume that B is a w∗KA boundary of K . By Theorem 4.3
and [12, Proposition 2.5] there exists a w∗-N-family inside K and so inside B by part (A). Thus
B contains a copy of the basis of 1(c) because every w∗-N-family does.
Now assume that B = Ext(K). By Lemma 5.1 K contains a w∗-N-family. Thus, B contains
a w∗-N-family by part (A). Finally, B contains a copy of the basis of 1(c) because every w∗-N-
family does. 
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equivalent:
(1) K ∈ (P ), that is, K does not have a w∗-N-family.
(2) co(Ext(W)) = cow∗(W) for every w∗-compact subset W of K .
(3) Ext(K) does not have a w∗-N-family.
Proof. (1) ⇔ (3) and (1) ⇒ (2) follow from Theorem 5.6 and Lemma 5.1. (2) ⇒ (1) is obvious
because co(Ext(W)) ⊂ co(W) for every w∗-compact subset W ⊂ X∗. 
In [9] Godefroy and Talagrand study and characterize the representable and universally rep-
resentable Banach spaces. A Banach space X is said to be representable if X is isomorphic to a
w∗KA subspace of ∞. A Banach space X is said to be universally representable if X is repre-
sentable and every subspace Y of ∞ isomorphic to X is a w∗KA subset of ∞. The Lemma 5.3
allows us to extend [9, Théorème 6] in the following way.
Theorem 5.8. Let Y be a separable Banach space and X a w∗KA closed subspace of the
dual Y ∗. The following statements are equivalent:
(a) X is universally representable.
(b) X fails to have a copy of 1(c).
(c) (B(X∗), σ (X∗,X)) is an angelic space.
(d) X is universally (P ), that is, if Z is a subspace of a dual Banach space V ∗ and Z is isomor-
phic to X, then Z fulfills the property (P ) inside V ∗.
(e) X ∈ (P ) inside Y ∗.
Proof. The equivalences (a) ⇔ (b) ⇔ (c) is the Théorème 6 of [9].
(b) ⇒ (d). Suppose that X fails to have a copy of 1(c). Then, if Z is a subspace of certain
dual Banach space V ∗ and it is isomorphic to X, Z ∈ (P ) inside V ∗ because Z does not have a
w∗-N-family in V ∗.
(d) ⇒ (e) is obvious and (e) ⇒ (c) follows from Lemma 5.3. 
The following result generalizes Lemma 2.10 and Proposition 2.14 of [1].
Proposition 5.9. Let X be a Banach space, J : X → X∗∗ the canonical inclusion, M a closed
subspace of X∗ and i : M → X∗ be the canonical inclusion mapping.
(1) Assume that i∗ ◦ J (B(X)) contains either a w∗KA boundary of B(M∗) or Ext(B(M∗)).
Then:
(1A) If X does not have a copy of 1(c), i∗ ◦ J : X → M∗ is a canonical 1-quotient.
(1B) If M is infinite dimensional, there is an infinite dimensional quotient space of X which
is isomorphic to a dual space.
(2) If M does not have a copy of 1 and i∗ ◦ J (B(X)) contains a w∗-CD boundary of B(M∗),
i∗ ◦ J : X → M∗ is a canonical 1-quotient.
Proof. (1A) Let B ⊂ i∗ ◦ J (B(X)) be either a w∗KA boundary of B(M∗) or B = Ext(B(M∗)).
Clearly B does not have a copy of the basis of 1(c) because X does not.
Claim. co(B) = B(M∗).
Indeed, suppose that co(B) = B(M∗). Then:
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there exists a w∗-N-family inside B(M∗) and so inside B by Theorem 5.6. Thus, B contains a
basis of 1(c), a contradiction.
(ii) Assume that B = Ext(B(M∗)). By Lemma 5.1 there exists a w∗-N-family inside B(M∗)
and so inside B by Theorem 5.6. Thus, B contains a basis of 1(c), a contradiction.
Therefore the Claim holds.
Finally note that the fact co(B) = B(M∗) implies that i∗ ◦ J : X → M∗ is a canonical 1-
quotient.
(1B) If X does not have a copy of 1(c), we apply part (A). If X contains a copy of 1(c), then
∞ is a quotient of X.
(2) Let B ⊂ i∗ ◦ J (B(X)) be a w∗CD boundary of B(M∗). Then co(B) = B(M∗) by Theo-
rem 4.3 and this fact implies that i∗ ◦ J : X → M∗ is an 1-quotient. 
References
[1] P. Bandyopadhyay, G. Godefroy, Linear structures in the set of norm-attaining functionals on a Banach space,
J. Convex Anal. 13 (2006) 489–497.
[2] J. Bourgain, D.H. Fremlin, M. Talagrand, Pointwise compact sets of Baire-measurable functions, Amer. J. Math. 100
(1978) 845–886.
[3] R.D. Bourgin, Geometric Aspects of Convex Sets with the Radon–Nikodým Property, Lecture Notes in Math.,
vol. 993, Springer-Verlag, 1983.
[4] B. Cascales, V.P. Fonf, J. Orihuela, S. Troyanski, Boundaries of Asplund spaces, J. Funct. Anal. 259 (2010) 1346–
1368.
[5] B. Cascales, M. Muñoz, J. Orihuela, James boundaries and σ -fragmented selectors, Studia Math. 188 (2008) 97–
122.
[6] B. Cascales, G. Vera, Topologies weaker than the weak topology of a Banach space, J. Math. Anal. Appl. 182 (1994)
41–68.
[7] G. Choquet, Lectures on Analysis, vol. II, W.A. Benjamin, Inc., New York, 1969.
[8] G. Godefroy, Boundaries of a convex set and interpolation sets, Math. Ann. 277 (1987) 173–184.
[9] G. Godefroy, M. Talagrand, Espaces de Banach representables, Israel J. Math. 41 (1982) 321–330.
[10] A.S. Granero, M. Sánchez, Convexity, compactness and distances, in: Jesús M.F. Castillo, W.B. Johnson (Eds.),
Methods in Banach Spaces Theory, in: London Math. Soc. Lecture Note Ser., vol. 337, Cambridge Univ. Press,
2006, pp. 215–237.
[11] A.S. Granero, M. Sánchez, Distances to convex sets, Studia Math. 182 (4) (2007) 165–181.
[12] A.S. Granero, M. Sánchez, Convex w∗-closures versus convex norm-closures, J. Math. Anal. Appl. 350 (2009)
485–497.
[13] R. Haydon, Some more characterizations of Banach spaces containing 1, Math. Proc. Cambridge Philos. Soc. 80
(1976) 269–276.
[14] I. Juhàsz, Cardinal Functions in Topology, Math. Centrum Tract., vol. 34, Mathematisch Centrum, Amsterdam,
1971.
[15] R.D. McWilliams, A note on weak sequential convergence, Pacific J. Math. 12 (1962) 333–335.
[16] E. Odell, H.P. Rosenthal, A double-dual characterization of separable Banach spaces containing 1, Israel J.
Math. 20 (1975) 375–384.
[17] C.A. Rogers, et al., Analytic Sets, Academic Press, London, 1978.
[18] S. Simons, An eigenvector proof of Fatou’s lemma for continuous functions, Math. Intelligencer 17 (1995) 67–70.
[19] M. Talagrand, Sur les espaces de Banach contenant 1(τ ), Israel J. Math. 40 (1981) 324–330.
[20] M. Talagrand, Pettis integral and measure theory, Mem. Amer. Math. Soc. 307 (1984).
