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Abstract
[4] describes a modal logic for coalgebras of certain polynomial endofunctors on
Set. This logic is here generalised to endofunctors on categories of sorted sets. The
structure of the endofunctors considered is then exploited in order to dene ways
of moving from (coalgebras of) one endofunctor to (coalgebras of) another, and to
equip them with translations between the associated modal languages. Furthermore,
the resulting translations are shown to preserve and reect the satisfaction of modal
formulae by coalgebras.
1 Introduction
The use of coalgebras in modelling state-based, dynamical systems [9] gener-
alises the use of transition systems as operational models for processes [8], with
the notion of bisimulation playing an important ro^le in coalgebraic approaches.
Various kinds of modal logics can be used to reason about coalgebraic struc-
tures [6,5,7,4], in the same way as standard modal logic can be used to reason
about transition system structures (see e.g. [3]). These logics capture bisim-
ulation, in that logical equivalence of states coincides with the bisimulation
relation. However, these logics depend on the particular endofunctors used to
dene the coalgebraic structures of interest, and dierent, but related endo-
functors give rise to dierent, but not yet formally related modal logics. The
aim of this paper is to provide an (institutional) framework for relating the
modal logics associated to a particular class of endofunctors, namely those
considered in [4]. (A similar, but more abstract such framework is described
in [1, Section 2]. The framework introduced here complies with the one in
[1].)
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[4] (see also [7]) describes a modal logic for coalgebras of (nite) Kripke
polynomial endofunctors, that is, endofunctors on Set constructed from con-
stant and identity functors using products, coproducts, exponentials with con-
stant exponent and (nite) powersets. The approach in [4] is here taken fur-
ther, on the one hand by generalising it to endofunctors on categories of sorted
sets, and on the other by providing support for modular specication. The
previously-mentioned generalisation is useful in situations where there is more
than one type of interest, with sorts being used to name these types, and with
the components of the endofunctors in question dening the (possibly interre-
lated) structures associated to these types. After dening Kripke polynomial
endofunctors and their associated logics in the setting of categories of sorted
sets, natural transformations arising from the structure of such endofunctors
are used to dene ways of moving from one Kripke polynomial endofunc-
tor to another. Such natural transformations induce functors between the
categories of coalgebras associated to their domains and respectively their
codomains, as well as translations between the modal languages associated to
their codomains and respectively their domains. Moreover, the satisfaction of
modal formulae by coalgebras is preserved and reected along these natural
transformations. That is, the resulting framework has the property of being an
institution [2]. The morphisms of this institution capture both renement and
encapsulation relations between coalgebraic types, as illustrated by several ex-
amples. The previously-mentioned property of the satisfaction relation allows
specications and their logical consequences to be carried along morphisms
between coalgebraic types.
The paper is structured as follows. Section 2 extends the approach in [4]
to endofunctors on categories of sorted sets. Section 3 denes ways of moving
from one endofunctor to another which preserve and reect the satisfaction of
modal formulae by coalgebras. Section 4 summarises the results presented.
2 Coalgebraic Modal Logics for Kripke Polynomial End-
ofunctors on Categories of Sorted Sets
This section presents a generalisation of the coalgebraic modal logic intro-
duced in [4] to endofunctors on categories of sorted sets. In order to facilitate
the denition of a modular specication framework in the next section, the
components of such endofunctors are regarded as objects of a category whose
arrows, arising naturally from the structure of the functors, capture semantic
dependencies between coalgebraic types.
Denition 2.1 Let S denote a set (of sorts)
3
. The category of Kripke
polynomial functors on Set
S
, denoted KP
S
, is the least subcategory of
3
Given a set S, the category Set
S
of S-sorted sets and S-sorted mappings has objects
given by families A = (A
s
)
s2S
with A
s
2 jSetj for s 2 S, and arrows from A to B given by
families (f
s
)
s2S
with (f
s
: A
s
! B
s
) 2kSetk for s 2 S.
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[Set
S
; Set] such that:

KP
S
includes the subcategory of [Set
S
; Set] whose objects are constant func-
tors
X

D
//
D
for X 2 jSet
S
j with D 2 jSetj nite and non-empty, and
whose arrows are natural transformations  : D ) D
0
with ( : D !
D
0
) 2kSetk, and with D and D
0
nite and non-empty;

jKP
S
j contains the projection functors 
s
: Set
S
! Set (taking S-sorted
sets/functions to their s-component), for s 2 S;

KP
S
is closed under binary products and coproducts;

KP
S
is closed under exponentials of form F
D
, with D 2 jKP
S
j a constant
functor;

KP
S
is closed under powersets;

k KP
S
k contains all natural transformations of form d : F ) D (each of
whose components is a constant function yielding d as result) with F; D 2
jKP
S
j, D a constant functor and d 2 D
4
.
Remark 2.2 Replacing the closure under powersets in Denition 2.1 with
closure under nite powersets yields a notion of nite Kripke polynomial func-
tor on Set
S
. All the results in this paper are formulated for Kripke polynomial
functors, however, they also hold for nite Kripke polynomial functors.
Remark 2.3 An immediate consequence of the denition of KP
S
is the exis-
tence, in this category, of arrows of form:


i
: F
1
 F
2
) F
i
with i 2 f1; 2g, whenever F
i
2 jKP
S
j for i = 1; 2

h
1
; 
2
i : F) F
1
 F
2
whenever (
i
: F) F
i
) 2kKP
S
k for i = 1; 2


i
: F
i
) F
1
+ F
2
with i 2 f1; 2g, whenever F
i
2 jKP
S
j for i = 1; 2

[
1
; 
2
] : F
1
+ F
2
) F whenever (
i
: F
i
) F) 2kKP
S
k for i = 1; 2



: F
0
) F
D
whenever ( : F
0
D ) F) 2kKP
S
k with D a constant functor

eval
F;D
: F
D
D) F whenever F; D 2 jKP
S
j with D a constant functor

P() : P(F)) P(F
0
) whenever ( : F) F
0
) 2kKP
S
k
subject to the following equalities:
(i) 
i
Æ h
1
; 
2
i = 
i
for i = 1; 2
(ii) [
1
; 
2
] Æ 
i
= 
i
for i = 1; 2
(iii) eval
F;D
Æ (

 1
D
) = 
In particular, KP
S
contains arrows of form:


1
 
2
: F
1
 F
2
) F
0
1
 F
0
2
(given by h
1
Æ 
1
; 
2
Æ 
2
i) whenever (
i
: F
i
)
F
0
i
) 2kKP
S
k for i = 1; 2


1
+ 
2
: F
1
+ F
2
) F
0
1
+ F
0
2
(given by [
1
Æ 
1
; 
2
Æ 
2
]) whenever (
i
: F
i
)
F
0
i
) 2kKP
S
k for i = 1; 2
4
These natural transformations will be needed in the treatment of exponentials.
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

D
: F
0
D
) F
D
(given by ( Æ eval
F
0
;D
)

) whenever ( : F
0
) F) 2kKP
S
k
and D 2 jKP
S
j with D a constant functor

F

: F
D
0
) F
D
(given by (eval
F;D
0
Æ (1
F
D
0
 ))

) whenever F 2 jKP
S
j and
( : D ) D
0
) 2kKP
S
k with D;D
0
constant functors.
The notion of Kripke polynomial endofunctor (see [4]) now generalises to
categories of sorted sets as follows.
Denition 2.4 Let S denote a set (of sorts). A Kripke polynomial endo-
functor on Set
S
is an endofunctor T : Set
S
! Set
S
such that T
s
2 jKP
S
j for
each s 2 S.
The objects of the category KP
1
, with 1 denoting a one-element set, are
precisely the Kripke polynomial endofunctors as dened in [4] (see also [7]). [4]
also denes a category, denoted KPF, whose objects are the Kripke polynomial
endofunctors on Set and whose arrows are paths between such endofunctors,
with a path from F to F
0
corresponding to F
0
being used in the denition of (or
being an ingredient of) F. While arrows in the category KPF capture struc-
tural dependencies between Kripke polynomial endofunctors on Set, arrows
in the category KP
1
(and indeed, KP
S
, for an arbitrary S) capture semantic
dependencies between (the components of) Kripke polynomial endofunctors,
in that coalgebras corresponding to their codomains can be extracted from
coalgebras corresponding to their domains
5
. The former category is used in
[4] to dene modal formulae over Kripke polynomial endofunctors (by means
of structural induction). The next denition generalises the notion of modal
formula introduced in [4] to Kripke polynomial endofunctors on sorted sets.
Instantiating it to Kripke polynomial endofunctors on Set yields a denition
equivalent to the one in [4], but which does not make use of the notion of
ingredient functor.
Denition 2.5 Let T : Set
S
! Set
S
denote a Kripke polynomial endofunctor.
For F 2 jKP
S
j, the set Form
T
(F) of modal formulae over T of type F is
dened inductively (on the structure of F) as follows:

? 2 Form
T
(F)

('!  ) 2 Form
T
(F) if ' 2 Form
T
(F) and  2 Form
T
(F)

d 2 Form
T
(D) if d 2 D

next
s
' 2 Form
T
(
s
) if ' 2 Form
T
(T
s
), with s 2 S

[
i
]' 2 Form
T
(F
1
 F
2
) if ' 2 Form
T
(F
i
), with i 2 f1; 2g

[
i
]' 2 Form
T
(F
1
+ F
2
) if ' 2 Form
T
(F
i
), with i 2 f1; 2g

[ev(d)]' 2 Form
T
(F
D
) if d 2 D and ' 2 Form
T
(F)

[P]' 2 Form
T
(P(F)) if ' 2 Form
T
(F).
5
This observation will be exploited in Section 3 in order to obtain an institution of many-
sorted coalgebraic modal logics.
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Also, for s 2 S, the set SForm(T)
s
of state formulae over T of type s is
given by Form
T
(
s
).
Remark 2.6 If T is an endofunctor on Set and F is an ingredient of T (see
[4]), then modal formulae over T of type F are essentially the same as modal
formulae of sort F, as dened in [4] (w.r.t. T)
6
.
The formulae which interest us are the state formulae, dened above as
formulae of projection type (i.e. 
s
with s 2 S). These are formulae that
refer to the states of coalgebras, and are to be interpreted as predicates on
the carriers of coalgebras. The denition of such interpretations follows the
structure of the corresponding components (i.e. T
s
).
Denition 2.7 Let T : Set
S
! Set
S
denote a Kripke polynomial endofunctor,
and let hC; i denote a T-coalgebra. For F 2 jKP
S
j, the interpretation
J'K

F
2 P(FC) of a modal formula ' 2 Form
T
(F) in the coalgebra hC; i is
dened inductively (on the structure of ' and F) as follows:

J?K

F
= ;

J'!  K

F
= J'K

F
[ J K

F
(where, for X 2 P(FC), X is given by FC nX)

JdK

D
= fdg for d 2 D

Jnext
s
'K


s
= 
 1
s
(J'K

T
s
) with s 2 S

J[
i
]'K

F
1
F
2
= 
 1
i
(J'K

F
i
) with i 2 f1; 2g

J[
i
]'K

F
1
+F
2
= 
i
(J'K

F
i
) [ 
j
(F
j
C) with i 2 f1; 2g and fjg = f1; 2g n fig

J[ev(d)]'K

F
D
= f f : D! FC j f(d) 2 J'K

F
g for d 2 D

J[P]'K

P(F)
= P(J'K

F
)
An element c 2 FC is said to satisfy a modal formula ' 2 Form
T
(F) (written
c j= ') if and only if c 2 J'K

F
. Also, the coalgebra hC; i is said to satisfy
the modal formula ' (written hC; i j= ') if and only if J'K

F
= FC. In
particular, given s 2 S, an element c 2 C
s
is said to satisfy a state formula
' 2 Form
T
(
s
) if and only if c 2 J'K


s
, while the coalgebra hC; i is said to
satisfy the state formula ' if and only if J'K


s
= C
s
.
Remark 2.8 The above denition generalises a similar denition in [4] to
Kripke polynomial endofunctors on sorted sets.
Remark 2.9 The following are consequences of Denition 2.7: J>K

F
= C,
J:'K

F
= J'K

F
, J' _  K

F
= J'K

F
[ J K

F
and J' ^  K

F
= J'K

F
\ J K

F
, where >,
:', ' _  and ' ^  are given by ? ! ?, ? ! ', :'!  and respectively
:('! : ).
Denition 2.10 Let T : Set
S
! Set
S
denote a Kripke polynomial endofunc-
tor, and let F 2 jKP
S
j. The modal formulae ';  2 Form
T
(F) are said to be
6
The modal logic dened in [4] is also qualied as many-sorted . However, in [4], sorts are
used to refer to the ingredients of an endofunctor on Set, whereas here, many-sortedness is
a feature of the underlying category, with sorts being used to denote the types of interest.
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semantically equivalent (written '   ) if and only if J'K

F
= J K

F
for any
T-coalgebra hC; i.
Remark 2.11 For a Kripke polynomial endofunctor T : Set
S
! Set
S
, one
can also dene:

hnext
s
i' ::= :next
s
:' 2 Form
T
(
s
) for ' 2 Form
T
(T
s
) with s 2 S

h
i
i' ::= :[
i
]:' 2 Form
T
(F
1
 F
2
) for ' 2 Form
T
(F
i
) with i 2 f1; 2g

h
i
i' ::= :[
i
]:' 2 Form
T
(F
1
+ F
2
) for ' 2 Form
T
(F
i
) with i 2 f1; 2g

hev(d)i' ::= :[ev(d)]:' 2 Form
T
(F
D
) for d 2 D and ' 2 Form
T
(F)

hPi' ::= :[P]:' 2 Form
T
(P(F)) for ' 2 Form
T
(F)
(The above operators are generalisations of the operators in [7] to categories
of sorted sets.) Then, an immediate consequence of Denition 2.7 is that the
pairs of modal formulae next
s
' and hnext
s
i', [
i
]' and h
i
i', and respectively
[ev(d)]' and hev(d)i' are semantically equivalent. The same, however, can not
be said about the pairs [
i
]' and h
i
i', and respectively [P]' and hPi', as,
for instance, J[
1
]'K

F
1
+F
2
= 
1
(J'K

F
1
) [ 
2
(F
2
C) % 
1
(J'K

F
1
) = Jh
1
i'K

F
1
+F
2
,
whereas J[P]'K

P(F)
= P(J'K

F
) 6= fX  FC j X \ J'K

F
6= ; g = JhPi'K

P(F)
.
Example 2.12 Unlabelled transition systems are specied using the endo-
functor T
TS
: Set! Set given by T
TS
= P(Id).
Example 2.13 Given A 2 jSetj, A-labelled transition systems are specied
using the endofunctor T
LTS
: Set ! Set given by T
LTS
= P(A Id).
Example 2.14 Unlabelled transition systems of nite depth are specied us-
ing the endofunctor T
FTS
: Set! Set given by T
FTS
= P(Id)N , together with
the modal formulae:
next [
2
]0$ next [
1
][P]?
next [
2
](n+ 1)$ next [
1
](hPinext [
2
]n ^ [P]next [
2
](0 _ : : : _ n)); n 2 N
Renaming next [
1
][P] to [succ], next [
1
]hPi to <succ>, and next [
2
] to [depth],
and using the distributivity of next [
1
] over ^ w.r.t. semantic equivalence
7
, we
obtain the following equivalent specication of unlabelled transition systems
of nite depth:
[depth]0$ [succ]?
[depth](n+ 1)$ <succ>[depth]n ^ [succ][depth](0 _ : : : _ n); n 2 N
where:
c j= [succ]' , (8 c
0
) (c
0
2 succ
C
(c)) c
0
j= ')
c j= <succ>' , (9 c
0
) (c
0
2 succ
C
(c) and c
0
j= ')
c j= [depth]'
N
, (8n) (depth
C
(c) = n) n j= '
N
)
7
The distributivity of each of next and [
1
] over ^ is a consequence of [4, Lemmas 3.3 and
4.3], but also follows directly from Denition 2.7 and Remark 2.9.
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for any T
FTS
-coalgebra C = hC; hsucc
C
; depth
C
ii and any c 2 C. Thus, the
above formulae formalise the statement that a rooted transition system has
depth 0 precisely when its root has no successors, and has depth n+1 precisely
when its root has a successor of depth n, and the depth of any of its successors
does not exceed n.
Example 2.15 Lists whose elements belong to a set E are specied using the
endofunctor T
LIST
: Set ! Set given by T
LIST
= (1 + E)  (1 + Id) (with 1
denoting a one-element set), together with the modal formula:
next [
1
]h
1
i> $ next [
2
]h
1
i>
After renaming next [
1
]h
1
i and next [
2
]h
1
i to <headF> and respectively
<tailF>, the above modal formula becomes:
<headF>> $ <tailF>>
where:
c j= <headF>'
1
, (9 s) (head
C
(c) = 
1
(s) and s j= '
1
)
c j= <tailF>'
1
, (9 s) (tail
C
(c) = 
1
(s) and s j= '
1
)
for any T
LIST
-coalgebra C = hC; hhead
C
; tail
C
ii and any c 2 C. Thus, the
specication of lists formalises the observation that a list has no head if and
only if it has no tail.
3 An Institution of Coalgebraic Modal Logics
The arrows of the category KP
S
capture semantic dependencies between (the
components of) Kripke polynomial endofunctors. In the following, such arrows
will be used to dene ways of moving from one Kripke polynomial endofunctor
to another which preserve and reect the satisfaction of modal formulae by
coalgebras. Such an approach provides support for modular specication, as
it allows specications and their (global) semantic consequences to be carried
over from less complex coalgebraic types to more complex ones. For instance,
this will allow us to obtain a specication of labelled transition systems of
nite depth by simply translating the specication of unlabelled transition
systems of nite depth in Example 2.14 along a natural transformation which
adds labels to the type structure. And moreover, anything that was proved
previously about unlabelled transition systems of nite depth remains true
when translated to labelled transition systems of nite depth.
Collections of (related) coalgebraic types are specied using many-sorted
cosignatures, while ways of moving from one such collection to another (larger
or more rened one) are specied using many-sorted cosignature morphisms.
Denition 3.1 A many-sorted cosignature is a tuple (S;T) with S a set
and T : Set
S
! Set
S
a Kripke polynomial endofunctor. A many-sorted
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cosignature morphism from (S;T) to (S
0
;T
0
) is a tuple (f; ) with f : S !
S
0
and  : UT
0
) TU, such that 
s
 2k KP
S
0
k for each s 2 S. (Here
U : Set
S
0
! Set
S
denotes the functor taking S
0
-sorted sets/functions to the
S-sorted sets/functions whose s-component is given by the f(s)-component of
the S
0
-sorted set/function in question, for s 2 S.) The category of many-sorted
cosignatures and many-sorted cosignature morphisms is denoted Cosign.
Remark 3.2 The endofunctor U : Set
S
0
! Set
S
satises 
s
U = 
f(s)
for each
s 2 S. As a result, the natural transformation 
s
 is of form 
s
: T
0
f (s)
) T
s
U,
for each s 2 S.
Many-sorted cosignature morphisms (f; ) : (S;T)! (S
0
;T
0
) induce reduct
functors U

: Coalg(T
0
)! Coalg(T), with U

taking a T
0
-coalgebra hC
0
; 
0
i to
the T-coalgebra hUC
0
; 
C
0
ÆU
0
i. This yields a functor Coalg : Cosign! Cat
op
,
taking a many-sorted cosignature to its category of coalgebras and a many-
sorted cosignature morphism to the induced reduct functor.
We will show in the following that many-sorted cosignature morphisms
also induce translations of state formulae over their domain to state formulae
over their codomain. The denition of such translations mirrors the deni-
tion of state formulae over a Kripke polynomial endofunctor: in the same
way as dening state formulae over a Kripke polynomial endofunctor T in-
volved rst dening modal formulae over T of arbitrary type F and then in-
stantiating F with 
s
, dening a translation of state formulae over T along
a many-sorted cosignature morphism  : (S;T) ! (S
0
;T
0
) will involve rst
dening translations (w.r.t. ) of modal formulae over T of arbitrary type F
along arbitrary natural transformations  : F
0
) FU and then instantiating 
with 1

f(s)
: 
f(s)
) 
s
U. The resulting translations will, in general, depend
not only on the natural transformation  but also on the underlying natural
transformation . Consequently, translating along identity natural transfor-
mations  will not leave modal formulae unchanged, unless the underlying
 is itself an identity natural transformation. Furthermore, identity natural
transformations of form  = 1

f(s)
will play a crucial ro^le in dening the
above-mentioned translations; it will be these natural transformations which
will ultimately ensure moving from modal formulae over T to modal formulae
over T
0
.
For a particular natural transformation  , the denition of the translation
along  (w.r.t. a xed ) is driven by the need to ensure that the interpre-
tations of formulae are preserved along the translation. This property of the
translations will later allow us to prove that the dening condition of institu-
tions holds in our framework.
Denition 3.3 Let (f; ) : (S;T) ! (S
0
;T
0
) denote a many-sorted cosigna-
ture morphism. For F 2 jKP
S
j, F
0
2 jKP
S
0
j and ( : F
0
) FU) 2kKP
S
0
k
8
, the
8
Note that F 2 jKP
S
j implies FU 2 jKP
S
0
j. This follows from 
s
U = 
f(s)
for s 2 S (see
Remark 3.2).
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translation along  w.r.t.  of modal formulae ' over T of type F to modal
formulae over T
0
of type F
0
is dened inductively (on the structure of ' and
) as follows:
(i) (a)
?



//
?
(b) ('!  )



//
('
0
!  
0
) if
'



//
'
0
and  



//
 
0
(ii) If  is given by an identity natural transformation, the following subcases
can be distinguished:
(a) If  is given by 1
DU
: D = DU) DU:
d

(1
DU
)

//
d
(b) If  is given by 1

f(s)
: 
f(s)
) 
f(s)
= 
s
U with s 2 S:
next
s
'

(1

f(s)
)

//
next
f(s)
'
0
if
'

(
s
)

//
'
0
where 
s
: T
0
f (s)
) T
s
U.
(c) If  is given by 1
F
1
UF
2
U
: F
1
U F
2
U ) F
1
U F
2
U = (F
1
 F
2
)U:
[
i
]'

(1
F
1
UF
2
U
)

//
[
i
]'
0
if
'

(1
F
i
U
)

//
'
0
, with i 2 f1; 2g
(d) If  is given by 1
F
1
U+F
2
U
: F
1
U + F
2
U) F
1
U + F
2
U = (F
1
+ F
2
)U:
[
i
]'

(1
F
1
U+F
2
U
)

//
[
i
]'
0
if
'

(1
F
i
U
)

//
'
0
, with i 2 f1; 2g
(e) If  is given by 1
(FU)
D : (FU)
D
) (FU)
D
= F
D
U:
[ev(d)]'

(1
(FU)
D
)

//
[ev(d)]'
0
if
'

(1
FU
)

//
'
0
(f) If  is given by 1
P(FU)
: P(FU)) P(FU) = (P(F))U:
[P]'

(1
P(FU)
)

//
[P]'
0
if
'

(1
FU
)

//
'
0
(iii) (a) If  is given by  : D
0
) D = DU:
d



//
W
(d
0
)=d
d
0
(b) If  is given by d : F) D = DU:
d
0

d

//
(
> if d
0
= d
? if d
0
6= d
(c) If  is given by 
i
: F
0
1
 F
0
2
) F
i
U with i 2 f1; 2g and with F
0
i
= F
i
U:
'

(
i
)

//
[
i
]'
0
if
'

(1
F
i
U
)

//
'
0
(d) If  is given by h
1
; 
2
i : F) F
1
UF
2
U = (F
1
F
2
)U with 
i
: F) F
i
U
for i = 1; 2:
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[
i
]'

h
1
;
2
i

//
'
0
if
'

(
i
)

//
'
0
, i 2 f1; 2g
(e) If  is given by 
i
: F
i
U) F
1
U + F
2
U = (F
1
+ F
2
)U with i 2 f1; 2g:
[
j
]'

(
i
)

//
(
'
0
if j = i and
'

(1
F
i
U
)

//
'
0
> if j 6= i
, j 2 f1; 2g
(f) If  is given by [
1
; 
2
] : F
1
+ F
2
) FU with 
i
: F
i
) FU for i = 1; 2:
'

[
1
;
2
]

//
[
1
]'
1
^ [
2
]'
2
if
'

(
i
)

//
'
i
for i = 1; 2
(g) If  is given by 

: F
0
) (FU)
D
= F
D
U with  : F
0
D) FU:
[ev(d)]'

(

)

//
'
0
if
'



//
'
1

h1
F
0
;di
1
T
0
//
'
0
(h) If  is given by eval
FU;D
: (FU)
D
D) FU:
'

(eval
FU;D
)

//
V
d2D
([
2
]d! [
1
][ev(d)]'
0
)
if
'

(1
FU
)

//
'
0
(Note that here it is essential that the set D be nite.)
(i) If  is given by P() : P(F
0
)) P(FU) = (P(F))U with  : F
0
) FU:
[P]'

P()

//
[P]'
0
if
'



//
'
0
(iv) If  is given by 
1
Æ 
2
: F
0
) FU, with 
1
: F
1
) FU and 
2
: F
0
) F
1
in
kKP
S
0
k, and if 

has not yet been dened
9
:
'

(
1
Æ
2
)

//
'
0
if
'

(
1
)

//
'
1
and
'
1

(
2
)
1
T
0
//
'
0
Also, for s 2 S, the translation along  of state formulae over T of type s to
state formulae over T
0
of type f(s), denoted 
s
: SForm(T)
s
! SForm(T
0
)
f(s)
, is
given by (1

f(s)
)

: Form
T
(
s
)! Form
T
0
(
f(s)
) (where 1

f(s)
: 
f(s)
) 
s
U).
(i) of Denition 3.3 denes the translations of complex formulae along
arbitrary natural transformations  in terms of the translations of their sub-
formulae along the same natural transformations. (ii) of Denition 3.3 trans-
lates modal formulae over T to modal formulae over T
0
, but of a similar kind.
This is done by taking  = 1
F
0
and using structural induction on F
0
. The inter-
esting case here is F
0
= 
f(s)
. (iii) of Denition 3.3 translates modal formulae
over T to modal formulae over T
0
along arbitrary natural transformations  ,
by considering the various shapes these formulae can take depending on the
form of  . For instance, the translation of a modal formula of type F
1
along

1
: F
1
U F
0
2
) F
1
U requires the rst component of any state satisfying it to
satisfy the translation of the given formula along 1
F
1
U
. On the other hand, the
translation of a modal formula of type F
1
+ F
2
along 
1
: F
1
U ) (F
1
+ F
2
)U
depends on which coproduct component the given formula refers to. If the
9
This condition ensures that 

is only dened once, by preventing the denition of 

to
be based on equalities of form  = 
1
Æ h; i or  = [; ] Æ 
1
.
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formula refers to the rst coproduct component, its translation requires what-
ever the original formula required of states coming from the rst coproduct
component, but translated along 1
F
1
U
. If the formula refers to the second
coproduct component, its translation does not require anything. The trans-
lation of a modal formula of form [ev(d)]' along 

: F
0
) F
D
U is obtained
by rst translating ' along  : F
0
 D ) FU to, say, '
0
, and then "extract-
ing" from '
0
a formula of type F
0
which holds in a state f
0
precisely when '
0
holds in the state hf
0
; di. Also, the translation of a modal formula ' along
eval
FU;D
: (FU)
D
 D ) FU requires any state hf; di satisfying it to be such
that f(d) satises the translation of ' along 1
FU
. Finally, (iv) of Denition 3.3
denes the translations along compositions of natural transformations in terms
of the translations along the natural transformations being composed.
The correctness of Denition 3.3 is justied by the following result.
Proposition 3.4 Let (f; ) : (S;T) ! (S
0
;T
0
) denote a many-sorted cosig-
nature morphism, and let ( : F
0
) F) 2kKP
S
k (hence (
U
: F
0
U ) FU) 2k
KP
S
0
k). Then, (
U
)
1
T
0
Æ (1
FU
)

= (
U
)

= (1
F
0
U
)

Æ 
1
T
:
Form
T
(F)

1
T

(
U
)

))
T
T
T
T
T
T
T
T
T
T
T
T
T
(1
FU
)

//
Form
T
0
(FU)
(
U
)
1
T
0

Form
T
(F
0
)
(1
F
0
U
)

//
Form
T
0
(F
0
U)
Proof. The statement follows by structural induction on  . 2
Corollary 3.5 Let (f; ) : (S;T)! (S
0
;T
0
) denote a many-sorted cosignature
morphism, and let (
1
: F
1
) F) 2kKP
S
k (hence (
1
U
: F
1
U) FU) 2kKP
S
0
k)
and (
2
: F
0
) F
1
U) 2k KP
S
0
k be such that (
1
U
Æ 
2
)

is dened in terms
of (
1
U
)

and (
2
)
1
T
0
using (iv) of Denition 3.3. Then, (
2
)
1
T
0
Æ (
1
U
)

=
(
1
U
Æ 
2
)

= (
2
)

Æ (
1
)
1
T
:
Form
T
(F)
(
1
U
)

//
(
1
)
1
T

(
1
U
Æ
2
)

))
T
T
T
T
T
T
T
T
T
T
T
T
T
T
Form
T
0
(F
1
U)
(
2
)
1
T
0

Form
T
(F
1
)
(
2
)

//
Form
T
0
(F
0
)
Proof. Denition 3.3 and Proposition 3.4 are used. 2
Remark 3.6 The following are consequences of Denition 3.3 and of Corol-
lary 3.5:

[
i
]'

(
1

2
)

//
[
i
]'
0
if
'

(
i
)

//
'
0

[
i
]'

(
1
+
2
)

//
([
i
]'
0
^ [
j
]>
)  [
i
]'
0
if
'

(
i
)

//
'
0
, j = f1; 2g n fig

[ev(d)]'

(
D
)

//
  [ev(d)]'
0
if
'



//
'
0

[ev(d)]'

((FU)

)

//
  [ev((d))]'
0
if
'

(1
FU
)

//
'
0
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(The natural transformations 
1
 
2
: F
0
1
 F
0
2
) F
1
U  F
2
U, 
1
+ 
2
: F
0
1
+
F
0
2
) F
1
U + F
2
U, 
D
: F
0
D
) (FU)
D
and (FU)

: (FU)
D
0
) (FU)
D
are as in
Remark 2.3.)
The translation of formulae along cosignature morphisms is compatible
with the equalities (i){(iii) in Remark 2.3, in a sense made precise below.
Proposition 3.7 Let (f; ) : (S;T)! (S
0
;T
0
) denote a many-sorted cosigna-
ture morphism. Then, the following hold up to semantic equivalence
10
:
(i) h
1
; 
2
i

Æ (
i
)
1
T
= (
i
)

for (
i
: F ) F
i
U) 2kKP
S
0
k, i = 1; 2:
Form
T
(F
i
)
(
i
)
1
T
//
(
i
)

11
Form
T
(F
1
 F
2
)
h
1
;
2
i

//
Form
T
0
(F)
(ii) (
i
)
1
T
0
Æ [
1
; 
2
]

= (
i
)

for (
i
: F
i
) FU) 2kKP
S
0
k, i = 1; 2:
Form
T
(F)
[
1
;
2
]

//
(
i
)

11
Form
T
0
(F
1
+ F
2
)
(
i
)
1
T
0
//
Form
T
0
(F
i
)
(iii) (

 1
D
)

Æ (eval
F;D
)
1
T
= 

for ( : F
0
D) FU) 2kKP
S
0
k:
Form
T
(F)
(eval
F;D
)
1
T
//


11
Form
T
(F
D
D)
(

1
D
)

//
Form
T
0
(F
0
D)
Proof. The statement follows directly from Denition 3.3. 2
Denition 3.3 yields a functor SForm : Cosign! Set, taking a many-sorted
cosignature to the set of state formulae over it and a many-sorted cosignature
morphism to the induced translation.
Example 3.8 Given A 2 jSetj, A-labelled transition systems of nite depth
are specied using the endofunctor T
LFTS
: Set ! Set given by T
LFTS
=
P(A  Id)  N , together with the translations of the modal formulae den-
ing unlabelled transition systems of nite depth (see Example 2.14) along the
cosignature morphism dened by the natural transformation  ::= P(
2
)N :
P(A Id) N ) P(Id) N . Specically, these modal formulae are:
next [
2
]0$ next [
1
][P][
2
]?
next [
2
](n + 1)$ next [
1
](hPi[
2
]next [
2
]n ^ [P][
2
]next [
2
](0 _ : : : _ n)); n 2 N
or, after renaming next [
1
][P][
2
] to [succ], next [
1
]hPi[
2
] to <succ>, and
next [
2
] to [depth], and using the distributivity of next [
1
] over ^ w.r.t. se-
mantic equivalence:
[depth]0$ [succ]?
[depth](n+ 1)$ <succ>[depth]n ^ [succ][depth](0 _ : : : _ n); n 2 N
10
Note that Corollary 3.5 can not be applied here.
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For instance, the fact that the translation of the modal formula next [
1
][P]?
along the cosignature morphism dened by  is given by next [
1
][P][
2
]? can
be inferred as follows:
?

(1
Id
)

//
?
?

(
2
)

//
[
2
]?
[P]?

P(
2
)

//
[P][
2
]?
[
1
][P]?



//
[
1
][P][
2
]?
next [
1
][P]?

(1
Id
)

//
next [
1
][P][
2
]?
It is also worth noting that T
LFTS
can be obtained by taking the pushout in
Cosign of P(
2
) : T
TS
! T
LTS
and 
1
: T
TS
! T
FTS
. For, the following is a
pullback diagram in KP
1
:
P(A Id) N

1
qy j
j
j
j
j
j
j
j
P(
2
)1
N
%-
T
T
T
T
T
T
T
T
P(A Id)
P(
2
)
%-
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
P(Id) N

1
qy
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
P(Id)
Example 3.9 Lists whose elements belong to a set E and whose size does
not exceed m 2 N are specied using the endofunctor T
mLIST
: Set ! Set
given by T
mLIST
= T
LIST
 f0; : : : ; mg (with T
LIST
being as in Example 2.15),
together with the translation of the modal formula dening lists over E (see
Example 2.15) along the cosignature morphism dened by  ::= 
1
: T
mLIST
)
T
LIST
, and together with the following modal formulae:
next [
2
]0$ next [
1
][
2
]h
1
i>
next [
2
](n + 1)$ next [
1
][
2
]h
2
inext [
2
]n; n 2 f0; : : : ; m  1g
(1)
In particular, the translation of the modal formula dening lists over E along
the cosignature morphism dened by  is obtained as follows:
>

(1
1
)

//
>
h
1
i>

(1
1+E
)

//
h
1
i>
[
1
]h
1
i>

(1
(1+E)(1+Id)
)

//
[
1
]h
1
i>
[
1
]h
1
i>



//
[
1
][
1
]h
1
i>
next [
1
]h
1
i>

(1
Id
)

//
next [
1
][
1
]h
1
i>
>

(1
1
)

//
>
h
1
i>

(1
1+Id
)

//
h
1
i>
[
2
]h
1
i>

(1
(1+E)(1+Id)
)

//
[
2
]h
1
i>
[
2
]h
1
i>



//
[
1
][
2
]h
1
i>
next [
2
]h
1
i>

(1
Id
)

//
next [
1
][
2
]h
1
i>
next [
1
]h
1
i> $ next [
2
]h
1
i>

(1
Id
)

//
next [
1
][
1
]h
1
i> $ next [
1
][
2
]h
1
i>
After renaming next [
1
][
1
]h
1
i, next [
1
][
1
]h
2
i, next [
1
][
2
]h
1
i, next [
1
][
2
]h
2
i
and next [
2
] to <headF>, <headS>, <tailF>, <tailS> and respectively [size],
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the specication of lists of size at most m becomes:
<headF>> $ <tailF>>
[size]0$ <tailF>>
[size](n+ 1)$ <tailS>[size]n; n 2 f0; : : : ; m  1g
(2)
Example 3.10 A specication of arrays of size m can be obtained by suit-
ably extending the specication of lists of size not exceeding m given in Exam-
ple 3.9. Specically, one can consider the cosignature (Set
fmList;Arrayg
;T), with
the components of the endofunctor T being given by T
mList
= T
mLIST

1
 (1+
E)
f1;:::;mg
and respectively T
Array
= 
1
E
f1;:::;mg
. (The second component of
T
mList
species a list observer which takes an argument p 2 f1; : : : ; mg and
returns the pth element of the list in case this element exists, or ? otherwise.
Also, the second component of T
Array
species an array observer which takes
an argument p 2 f1; : : : ; mg and returns the pth element of the array.) The
specication of arrays of size m then consists of the following formulae:
<headF>> $ <tailF>>
[size]0$ <tailF>>
[size](n+ 1)$ <tailS>[size]n; n 2 f0; : : : ; m  1g
<elemF(1)>> $ <headF>>
<elemS(1)>e$ <headS>e; e 2 E
<elemF(p+ 1)>> $ <tailF>> _ <tailS><elemF(p)>>; p 2 f1; : : : ; m  1g
<elemS(p+ 1)>e$ <tailS><elemS(p)>e; p 2 f1; : : : ; m  1g;
e 2 E
of type mList, together with the following formula:
[get(p)]e$ [list]<elemS(p)>e; p 2 f1; : : : ; mg; e 2 E
(3)
o type Array, using the following abbreviations:
<headF> ::= next
mList
[
1
][
1
][
1
]h
1
i
<headS> ::= next
mList
[
1
][
1
][
1
]h
2
i
<tailF> ::= next
mList
[
1
][
1
][
2
]h
1
i
<tailS> ::= next
mList
[
1
][
1
][
2
]h
2
i
[size] ::= next
mList
[
1
][
2
]
<elemF(p)> ::= next
mList
[
2
][ev(p)]h
1
i
<elemS(p)> ::= next
mList
[
2
][ev(p)]h
2
i
[list] ::= next
Array
[
1
]
[get(p)] ::= next
Array
[
2
][ev(p)]
In particular, the formula in (3) states that, for any position p 2 f1; : : : ; mg,
the pth element of an array is given by the pth element of the associated list. It
67
Crstea
is worth noting that this formula actually constrains the lists used to represent
arrays to lists of size exactly m. The inclusion of the cosignature specifying
lists of size at most m into the (two-sorted) cosignature specifying arrays of
size m is then captured by a cosignature morphism (f; ), with f : fmListg !
fmList; Arrayg being the inclusion function, and with  : UT) T
mLIST
U being
given by 
1
: T
mList
) T
mLIST

1
(where U : Set
fmList;Arrayg
! Set is given by

1
). The translation of the modal formulae dening lists of size at most m
along this cosignature morphism leaves the formulae in (2) unchanged. Note,
however, that the meanings of <headF>, <tailF>, . . . change when moving from
T
mLIST
to T, so for instance the formulae in (1) do in fact change when moving
from T
mLIST
to T.
As mentioned previously, the translation of formulae along cosignature
morphisms preserves the interpretations of formulae.
Proposition 3.11 Let (f; ) : (S;T) ! (S
0
;T
0
) denote a many-sorted cosig-
nature morphism, let hC
0
; 
0
i denote a T
0
-coalgebra, and let  = 
C
0
Æ U
0
:
UC
0
! TUC
0
. Then, 
 1
C
0
(J'K

F
) = J

(')K

0
F
0
for any F 2 jKP
S
j, F
0
2 jKP
S
0
j,
( : F
0
) FU) 2kKP
S
0
k and ' 2 Form
T
(F).
Proof. The statement follows by structural induction on ' and  . Only a few
cases are considered here. The remaining ones (see Denition 3.3) are treated
similarly.

If  is given by 1

f(s)
: 
f(s)
) 
f(s)
= 
s
U with s 2 S:
Jnext
s
'K


s
= 
 1
s
(J'K

T
s
) = (
0
f(s)
)
 1
(
 1
s;C
0
(J'K

T
s
)) =
(
0
f(s)
)
 1
(J(
s
)

(')K

0
T
0
f (s)
) = Jnext
f(s)
(
s
)

(')K

0

f(s)
=
J(1

f(s)
)

(next
s
')K

0

f(s)
= J

(next
s
')K

0

f(s)

If  is given by  : D
0
) D = DU:

 1
C
0
(JdK

D
) = 
 1
C
0
(fdg) = f d
0
2 D
0
j (d
0
) = d g =
S
(d
0
)=d
fd
0
g =
S
(d
0
)=d
Jd
0
K

0
D
0
= J
W
(d
0
)=d
d
0
K

0
D
0
= J

(d)K

0
D
0
= J

(d)K

0
D
0

If  is given by 
i
: F
0
1
 F
0
2
) F
i
U with i 2 f1; 2g and with F
0
i
= F
i
U:

 1
C
0
(J'K

F
i
) = 
 1
i
(J'K

F
i
) = 
 1
i
(J(1
F
i
U
)

(')K

0
F
i
U
) =
J[
i
](1
F
i
U
)

(')K

0
F
0
1
F
0
2
= J(
i
)

(')K

0
F
0
1
F
0
2
= J

(')K

0
F
0
1
F
0
2

If  is given by 
i
: F
i
U) F
1
U+ F
2
U = (F
1
+ F
2
)U with i 2 f1; 2g:
 If j = i and flg = f1; 2g n fjg:
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 1
C
0
(J[
j
]'K

F
1
+F
2
) = 
 1
j
(
j
(J'K

F
j
) [ 
l
(F
l
UC
0
)) = J'K

F
j
=
J(1
F
j
U
)

(')K

0
F
j
U
= J(
j
)

([
j
]')K

0
F
j
U
= J

([
j
]')K

0
F
j
U
 If j 6= i:

 1
C
0
(J[
j
]'K

F
1
+F
2
) = 
 1
i
(
j
(J'K

F
j
) [ 
i
(F
i
UC
0
)) = F
i
UC
0
=
J>K

0
F
i
U
= J(
i
)

([
j
]')K

0
F
i
U
= J

([
j
]')K

0
F
i
U

If  is given by 

: F
0
) (FU)
D
= F
D
U with  : F
0
D) FU:

 1
C
0
(J[ev(d)]'K

F
D
) = (

C
0
)
 1
(f f : D! FUC
0
j f(d) 2 J'K

F
g) =
f f
0
2 F
0
C
0
j 

C
0
(f
0
)(d) 2 J'K

F
g = f f
0
2 F
0
C
0
j 
C
0
(f
0
; d) 2 J'K

F
g =
h1
F
0
; di
 1
C
0
(
 1
C
0
(J'K

F
)) = Jh1
F
0
; di
1
T
0
(

('))K

0
F
0
= J

([ev(d)]')K

0
F
0
2
In particular, the interpretations of state formulae in the T-reducts of T
0
-
coalgebras coincide with the interpretations of their translations in the original
T
0
-coalgebras { this follows by taking  = 1

f(s)
with s 2 S.
We are now ready for our main result.
Theorem 3.12 (Cosign;Coalg; SForm; j=) is an institution.
Proof. The property of being an institution amounts to the following equiva-
lence holding for any many-sorted cosignature morphism  : (S;T)! (S
0
;T
0
),
any T
0
-coalgebra hC
0
; 
0
i and any formula ' 2 SForm(T):
hC
0
; 
0
i j= (') , U

hC
0
; 
0
i j= '
Showing that the above holds can be reduced to showing that, given  and
hC
0
; 
0
i, J'K


s
= J
s
(')K

0

f(s)
holds for any ' 2 SForm(T)
s
and any s 2 S
(where  = 
C
0
Æ U
0
). For, then one can reason as follows: hC
0
; 
0
i j=

s
(') , J
s
(')K

0

f(s)
= C
0
f(s)
, J'K


s
= (UC
0
)
s
, U

hC
0
; 
0
i j= '
for any ' 2 SForm(T)
s
and any s 2 S. But the previous claim follows from
Proposition 3.11, namely by taking F = 
s
, F
0
= 
f(s)
and  = 1

f(s)
for
s 2 S. This concludes the proof. 2
4 Conclusions
The main contributions of the paper can be summarised as follows. First,
a generalisation of the modal logic described in [4] to categories of sorted
sets was presented. This generalisation was introduced in such a way as to
allow one to formally capture ways of moving from one Kripke polynomial
endofunctor to another. Natural transformations arising from the structure of
such endofunctors were then used to dene a category of cosignatures, whose
arrows were equipped with (backward) translations between the corresponding
69
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categories of coalgebras, as well as with (forward) translations between the
corresponding sets of formulae. Finally, the resulting framework was shown
to be an institution, capturing both renement and encapsulation relations
between coalgebraic types.
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