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Itanium アーキテクチャ[9,26,27]は米 Intel と米 Hewlett-Packard(HP) により
開発された 64 ビットプロセッサ・アーキテクチャである．明示的並列命令コン
ピューティング (Explicitly Parallel Instruction Computing; EPIC) に基づいた，
新しい命令セット・アーキテクチャ(ISA) が採用されている．




イクルあたりの命令発行数 (Instructions Per Cycle; IPC) を現状より上げること
が困難な状況になりつつある．
Itanium アーキテクチャはプログラムの命令レベル並列性 (Instruction Level
Parallelism; ILP) を活用することを念頭に設計されており，ILP を最大限に引き
出すための諸機能もプロセッサレベルで備えている．そのため，従来のスーパー




Itanium アーキテクチャに基づくプロセッサとして，2001 年 5 月に Itanium










本研究では Madison コアの Itanium2 プロセッサを使用している. 以降，2.2
節では Itanium2 プロセッサの概要について説明し，2.3節ではプログラミングモ










































図 2.1: Itanium2 プロセッサの主要レジスタ
中心になるのはそれぞれ 128 個の 64 ビット汎用レジスタ (General Register)
と 82 ビット浮動小数点数レジスタ (Floating Register) である．これらのレジス
タは二つのサブセットに分類でき，0 から 31 までをスタティック汎用レジスタ，
スタティック浮動小数点レジスタとそれぞれ呼ぶ．32 から 127 までをスタック汎
用レジスタ，ローテート浮動小数点レジスタとそれぞれ呼ぶ．また，各汎用レジ
スタには NaT ビットという 1 ビットフラグがあり，スペキュレーティブ・ロー
ド時に使用される．
64 個の 1 ビットプレディケートレジスタ (Predicate Register) は比較演算の結
果を保持するために使用する．0 から 15 までをスタティックプレディケートレジ
スタ，16 から 63 までをローテートプレディケートレジスタと呼ぶ．
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2.2 Itanium2 プロセッサの概要 Itanium アーキテクチャ
汎用レジスタ 0，浮動小数点レジスタ 0 および 1，そしてプレディケートレジ
スタ 0は特殊なレジスタで，常にそれぞれの値は 0, 0.0, 1.0, 1に予約されている．




Itanium2 プロセッサのメモリシステムは 1 次命令キャッシュ(L1I)，1 次デー
タキャッシュ(L1D)，ユニファイド 2 次キャッシュ(L2)，ユニファイド 3 次キャッ
























表 2.1: Itanium2 プロセッサのキャッシュの詳細
L1I L1D L2 L3
サイズ 16KB 16KB 256KB 3MB
アソシアティビティ 4way 4way 8way 12way
ラインサイズ 64B 64B 128B 128B
レイテンシ 1 cycle 1 cycle Int: 5 cycles Int: 12 cycles




2.3 プログラミングモデル Itanium アーキテクチャ





が 200MHz で動作する．理論ピーク帯域幅は 6.4GB/s である．また，Itanium2















[qp] mnemonic[.comp] dest [= srcs]µ ´









2.3 プログラミングモデル Itanium アーキテクチャ
2.3.1 命令レベルの並列性
Itanium アーキテクチャのプログラミングモデルは EPIC に基づいたものであ
る．Itanium アーキテクチャでは個々の命令を並列に実行するために，3 つの命
令をバンドルと呼ばれるグループにまとめ，1 サイクルに複数のバンドルを発行
する．Itanium2 プロセッサは 1 サイクルで 2 バンドル発行できるので，事実上，
6 命令を同時に発行する並列計算機であるといえる．

























{, } で区切られた区間が 1 つのバンドルで，.mmi はバンドルのテンプレート
を意味する．Itanium2 プロセッサでは 2 つバンドルを同時に実行できるので，3
行目の stfd 命令から 10 行目の add 命令までを並列に実行する．
10 行目の末尾にある ;; はストップ記号である．プロセッサはストップを検出
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また，この例では 9 行目と 10 行目に何もしない nop 命令がある．そのため，
下のバンドルでは 1 サイクルで 1 命令しか意味のある命令が実行されないこと
になる．並列に実行可能な部分をプログラムから抽出し，命令間のレジスタ依存











r1 = r2 + r3µ ´
Itanium mnemonic¶ ³
add r1 = r2, r3µ ´
8
2.4 メモリアクセス性能改善手法 Itanium アーキテクチャ
この命令列に対してプレディケーションを行った場合，次の形式になる．
pseudo code¶ ³
if (p5) r1 = r2 + r3µ ´
Itanium mnemonic¶ ³




if (r5 > r6) r1 = r2 + r3
else r1 = r3 - r2
上記の命令列も次のようにプレディケーションを使用した命令列に変換することで
(r5 > r6) の分岐を排除できる．右側に実際の Itanium 命令列とあわせて示す．
pseudo code¶ ³
p5, p6 = compare(r5 > r6)
(p5) r1 = r2 + r3
(p6) r1 = r3 - r2µ ´
Itanium mnemonic¶ ³
cmp.gt p5, p6 = r5, r6 ;;
(p5) add r1 = r2, r3





























Itanium アーキテクチャでは lfetch 命令により，指定するアドレスに対して
プリフェッチを行う．プリフェッチのサイズは各キャッシュのラインサイズに依存




















Itanium アーキテクチャには次に示す 2 種類のスペキュレーションが存在し，
それぞれ用いる命令などが異なる，
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命令の種類 ヒント Alloc LRU Alloc LRU Alloc LRU
t1 Yes Yes Yes Yes Yes Yes
lfetch nt1 No No Yes Yes Yes Yes
nt2 No No Yes No Yes Yes
nta No No Yes No No No
t1 Yes Yes Yes Yes Yes Yes
Int Load nt1 No No Yes Yes Yes Yes
nta No No Yes No No No
t1 No No Yes Yes Yes Yes
Int Store nta No No Yes No No No
t1 No No Yes Yes Yes Yes
FP Load nt1 No No Yes No Yes Yes
nta No No Yes No No No
t1 No No Yes Yes Yes Yes
FP Store nta No No Yes No No No
プリフェッチ (lfetch)，整数ロード (Int Load)，整数ストア (Int Store)，浮動













2.4 メモリアクセス性能改善手法 Itanium アーキテクチャ





















LRU is not updated
not over write




² ロード時に L1D, L3 キャッシュの汚染を防ぐ
² ストア時に L3 キャッシュの汚染を防ぐ
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2.4 メモリアクセス性能改善手法 Itanium アーキテクチャ





LRU is not updated
st8.nta [r6]=r12





















































GNU Compiler Collection(GCC) [8,21]は GNU Projectにおいてオープンソー
スで開発が進められているコンパイラ集である．ポータビリティに優れており，
計算機向けから組み込み機器向けまで多種多様なプロセッサに対応しているのが
特徴である．Itanium アーキテクチャでも利用可能である．2005 年 1 月時点では
バージョン 3.4.3 が公開されており，春には 4.0.0 がリリースされる予定である．
コンパイラ内で用いる中間表現として GCC では RTL [21] という形式を使用
している．C や Fortran などの高級言語で記述されたプログラムはコンパイラ内
で RTL 形式に変換され，RTL に対して種々の最適化を行う．そして，最終的に
各アーキテクチャに対応したオブジェクトコードを RTL から生成する．
3.2.2 Intel Compiler






商用版の 2 種類が存在する．2005 年 1 月時点ではバージョン 8.1 が公開されて
いる．
Intel Compiler は中間表現として IL0 という形式を使用しているが，IL0 の詳
細については公開されていない．
3.2.3 Open Research Compiler
Open Research Compiler (ORC) [15] は SGI がかつて開発していた Pro64 コ
ンパイラをベースにした Itanium アーキテクチャ向けのコンパイラであり，現在




Itanium アーキテクチャで一般的に利用可能な GCC と Intel Compiler につい
て，さまざまなプログラムをコンパイルし，そのオブジェクトコード自体や実行
結果などから，これらのコンパイラが生成するコードの質について検討を行う．






IA-32 アーキテクチャおよび Itanium アーキテクチャについて，同一のプログ







piler でコンパイルされたプログラムの IPC は 3.15 であったが，GCC でコンパ
イルされたプログラムの IPCは 1.48であった．Itanium2プロセッサの最高 IPC
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3.3 コンパイラが生成するコードの質 コンパイラの現状
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プリフェッチに関しては GCC, Intel Compiler ともに生成されていること
が確認できた．両コンパイラとも，ループなどのアクセスパターンが決定
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Intel Compiler は GCC に比べて遥かに高性能ではあるが，スペキュレーショ
ンやキャッシュヒントを活用しきれていないという点でさらなる最適化の余地が
あるといえる．
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source.c という C プログラムをコンパイルする場合を例に挙げる．コンパイ
ラに Intel Compiler を使用する場合，通常は次のように入力する．¶ ³
$ icc -O3 source.cµ ´
対して，CHSUを利用して，キャッシュヒントを付加したコンパイルを行いた
い場合は，次のように入力する．¶ ³
$ chsu -O3 source.cµ ´








chsu [-cc <C Compiler>] [-cxx <C++ Compiler>]
[-fc <Fortran Compiler>] [-nlh] [-nsh]





ない場合，Intel Compiler (icc) を使用する．
-cxx <C++ Compiler>
C++ プログラムのコンパイルに使用するコンパイラを指定する. 特に指定
しない場合，Intel Compiler (icc) を使用する．
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4.4 制限事項 CHSU- キャッシュヒント付加システム
-fc <Fortran Compiler>
Fortran プログラムのコンパイルに使用するコンパイラを指定する.特に指














本論文執筆時点 (2005 年 1 月) での制限事項は次の通りである．
キャッシュヒント
付加できるキャッシュヒントは .nta のみである．.nta の他に.nt1, .nt2 ヒン
トがあるが，これらのヒントは L2, L3 キャッシュをともに更新するため，.nta
ヒントと比較して L3 キャッシュに対するキャッシュミスを直接は減らすことは





1nlh は No Load Hints の略である．
2nsh は No Store Hints の略である．
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4.5 フロントエンドの設計および実装 CHSU- キャッシュヒント付加システム
プログラミング言語
第 4.2節でコンパイラ，プログラミング言語への非依存を特徴に挙げたが，現












































グラミング言語の対応関係は GCC と Intel Compiler でのそれら関係に基づいて
いる．
表 4.1: ファイル拡張子と処理の分類
.c .cc .f .s .o
.i .cp .for .S .obj
.ii .cxx .FOR .a










4.6 CHSU-core の設計および実装 CHSU- キャッシュヒント付加システム
4.5.3 コンパイラ，アセンブラの呼び出し






























4.6 CHSU-core の設計および実装 CHSU- キャッシュヒント付加システム
また，Programでも説明しているが，解析上不要なディレクティブなどの
情報についても原文のまま，この構造内に保持する．
     .....
   nop.i    0 ;;
}
label_a:
{   .mmi
 (p17) add r35=0x1001a, r0
 (p17) add r32=-1,r33
 (p17) add r39=65474,r0
}
     .....
{   .bbb
 (p7)  br.cond.dptk.many    label_i
 (p9)  br.cond.dptk    label_j 
   br.cond.sptk    label_k
}
label_b:
{   .mmi




{ label = label_b }
{ label = label_a }
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3 構造の包含関係を BNF で表すと次のような関係になり，図 4.5のようなデー
タ構造が構築されることになる．¶ ³
Program := (Block) Procedure (Block|Procedure)*
Procedure := (Block)+
























浮動小数点数ロード ldf, ldf8, ldfd, ldfe
ldfs, ldfp8, ldfpd, ldfps










3Intel Compiler の場合はエラーとなるが，GCC では警告として扱われる．
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/tmp/opt35123.s(455) : error A2180: potential Write-after-Write
register dependency violation with /tmp/opt35123.s(454),r18
/tmp/opt35123.s(460) : error A2180: potential Write-after-Write
register dependency violation with /tmp/opt35123.s(456),r17

































(p3) add r18=1,r0 ;;
(p15) add r18=0,r0









.pred.rel "mutex", p3, p15
.pred.rel "mutex", p7, p6
{ .mmi
(p3) add r18=1,r0 ;;
(p15) add r18=0,r0




(p6) add r17=0,r0 ;;
add r11=r83,r18
}
.pred.rel "clear", p3, p15




















4.7 キャッシュヒントの付加方針 CHSU- キャッシュヒント付加システム
¶ ³
1: TABLE Ã Á
2: for all instructions in a execution group do
3: if has a predication then
4: for all registers do




9: for all registers in TABLE do
10: PRED Ã get predications related register from TABLE
11: if number of PRED ¸ 2 then
12: PRED is a predication set for mutex relation
13: end if
14: end forµ ´
図 4.8: プレディケーションの依存関係を調べるアルゴリズム
とプレディケーションの関係を表 4.3に示す．















































































の SGI Altix 350 を使用した．SGI Altix 350 の概要およびプログラミング環境
について紹介し，基本性能についてベンチマークを行った結果を報告する．
5.1 SGI Altix 350
SGI Altix 350 (図 5.1) は Itanium2 プロセッサを搭載した計算機システムで，
NUMA°ex と呼ばれる高性能共有メモリアーキテクチャを採用している点が特徴
である．
図 5.1: SGI Altix 350
図 5.2に Altix 350 のシステム構成を示す．各ノードは 2 個の Itanium2 プロ
セッサを搭載し，4 ノードが NUMAlink という高速なインターコネクトによっ
てリング状に接続されている．
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図 5.2: SGI Altix 350 の接続構成
物理的には SMP クラスタのような構成であるが，単一のアドレス空間を持つ
システムとして構築されている．つまり，運用上は Itanium2 プロセッサを 8 個
搭載している共有メモリ型計算機であるといえる．Altix 350 の基本的なスペッ
クを表 5.1に示す．
表 5.1: SGI Altix350 のハードウェア・スペック





メモリ 40GB DDR ECC
メモリ帯域幅 6.4GB/s
HDD 80GB SCSI
オペレーティング・システムには RedHat Advanced Linux 3.0 を拡張した SGI
Advanced Linux Environment with SGI ProPack が採用されいる．単一のアドレ





5.1 SGI Altix 350 実験環境
プログラミング言語
Altix 350 で利用可能なプログラミング言語とコンパイラの組合わせを表 5.2
に示す．これらに加えて，統合開発環境として eclipse 3.0.1 も利用することがで
きる．
表 5.2: 利用可能なプログラミング言語・コンパイラ
C C++ Fortran Java
Intel Compiler 8.1 J2SE SDK 1.4.2 06
GCC 3.2.3/3.4.3
数値計算ライブラリ
数値計算ライブラリとして，SGI/Cray Scienti¯c Library (SCSL) およびAuto-
matically Tuned Linear Algebra Software (ATLAS) を利用した LAPACK ライ
ブラリがそれぞれ利用可能である．両ライブラリとも LAPACK に対応しており，
SCSL にはさらに FFT や乱数発生器などのルーチンが用意されている．
並列処理
並列プログラミング環境として，MPI および OpenMP を利用することができ
る．MPI ライブラリとして，ユーザ・レベルで NUMAlink を使用するように設
計された SGI Message Passing Toolkit(MPT) がインストールされている．
また，Intel Compiler の -openmp オプションを使用することで OpenMP によ
る並列化を行うことができる．
プロファイリング
プロファイラとして，GNU gprof および pfmon [3] を利用することができる．
gprofを利用することでコールグラフの解析および，プロシージャレベルでのホッ
トスポットの同定を行うことができる．









² L2 MISSES (missl2)
L2 ミスの回数
² L2 REFERENCES (refl2)
L2 へのデータの読み出し，書き込みアクセスの回数
という 2 つのプロセッサ・イベントを取得し，次の計算を行う必要がある．
L2 hit rate = 1¡ missl2
refl2
また，1 サイクルあたりのメモリアクセスデータ量を得るには，
² BUS MEMORY EQ 128BYTE SELF (buseq)
ローカルプロセッサからのフルキャッシュライントランザクションの回数
² BUS MEMORY LT 128BYTE SELF (buslt) いっぱいになってないキャッ
シュライントランザクションの回数
² CPU CYCLES (cpu)
クロックサイクル数
という 3 つのプロセッサ・イベントを取得し，次の計算を行う必要がある．

















計算機 VT64 Opteron Workstation 4000 Dell Precison 450
プロセッサ Opteron 844 1.8GHz XEON 2.4GHz
キャッシュ L1 64KB / L2 1MB L1 8KB / L2 512KB












Compiler 8.1 でコンパイルを行った1．表内の Itanium の項が Altix 350 に相当
する．
表 5.4: STREAM ベンチマークに使用したコンパイルオプション
Options
Itanium -O3 -fno-alias
AMD64 -O3 -axW -xW -fno-alias
IA-32 -O3 -axN -xN -fno-alias
4 種類の演算すべてについての測定結果を表 5.5および図 5.3に示す．表中の
Peak はそれぞれの実験環境における理論ピーク性能である．また，単位はすべ
て GB/s である．






表 5.5: STREAM ベンチマーク結果
Peak Copy Scale Add Triad
Itanium 6.4 3.17 3.10 3.73 3.78
AMD64 6.4 3.29 3.22 3.06 3.08
IA-32 4.3 2.86 2.84 3.06 3.05
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図 5.3: STREAM ベンチマーク結果
も優れている．動作周波数が他の二つに比べ高いことに加え，IA-32 アーキテク









M, L, XL の 4 通りで，詳細を表 5.6に示す．
プログラム内ではこの配列が 14 セット使用されているので，各計算サイズで













のと同じである（表 5.4参照）．ベンチマークの結果を表 5.7および図 5.4に示す．
単位は MFLOPS であり，N/A はメモリ不足またはコンパイルエラーで実行でき
なかったことを意味する．
表 5.7: 姫野ベンチマーク結果
S M L XL
Itanium 889.42 1527.18 1868.47 1405.39
AMD64 900.58 894.33 857.81 N/A
IA-32 578.00 579.50 N/A N/A




問題サイズ XL では M, L よりも MFLOPS 値は小さくなってしまった．こ




FFTE [7, 22, 23] は高橋大介氏が開発している FFT ライブラリである．一次
元から三次元までの FFT が可能で並列化にも対応している．FFTE ではブロッ
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性能を測定した．測定には FFTE 4.0 を使用した．表 5.8に示すオプションを使
用し，Intel Compiler 8.1 でコンパイルを行った．
表 5.8: FFTE に使用したコンパイルオプション
Options
Itanium -O3 -fno-alias
AMD64 -O3 -xW -fno-alias
IA-32 -O3 -xN -fno-alias
測定には FFTE に付属している計測プログラムを使用し，10 回測定した中
の最も良い 3 回の平均を結果とした．データ点数 N に対する MFLOPS 値は
5N log2N という計算で算出できる．データ点数 N = 2m の m を変化させて順
方向 FFT を実行した結果を表 5.9および図 5.5に示す．Size はプログラム中で使
用されるデータサイズであり，(16£ 3£N)=1024 で算出している．
各アーキテクチャのキャッシュサイズに注目すると，データがすべてキャッシュ
に収まるのは Itanium の場合 N · 216，AMD64 の場合 N · 214, IA-32 の場合
N · 213 である．データがキャッシュに収まる範囲では，どのアーキテクチャにつ
いても高いMFLOPS値を記録した．特に Itaniumの高い結果が目立つ．Itanium2




表 5.9: FFTE による 1 次元 FFT の性能
Data
N Size(KB) Itanium AMD64 IA-32
29 24 3078.52 1199.51 1509.95
210 48 3059.64 1096.48 1470.26
211 96 3184.14 1128.91 1549.40
212 192 3260.28 842.74 1527.81
213 384 3130.91 548.01 1257.50
214 768 2739.41 719.13 864.31
215 1536 2762.62 656.03 640.57
216 3072 2463.82 565.77 641.51
217 6144 781.20 540.80 666.38
218 12288 641.39 554.94 677.46
219 24576 617.44 522.99 699.10
220 49152 638.18 523.28 697.78
221 98304 647.80 486.53 708.44
222 196608 659.69 494.40 674.09
223 393216 615.48 443.20 557.69
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れる．次章では実際に CHSUを FFTE に適用し，性能の変化を調べる．
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第6章 CHSU の評価および考察





た．FFTE の 1 次元 FFT ルーチンでは，データサイズがキャッシュに収まらな
い範囲では zfft1d.f 内のルーチンが実行時間の大半を占める．そのため，この
プログラムのコンパイルに CHSUを使用する．
コンパイルは Intel Compiler と GCC でそれぞれ行い，キャッシュヒントの付
加が性能に与える影響を調べる．
6.1.1 Intel Compiler の場合
次のコマンドラインにより，CHSUを使用して zfft1d.fのコンパイルを行う．¶ ³






² ストア命令に対するキャッシュヒントのみ (Store Hint)
² ロード命令に対するキャッシュヒントのみ (Load Hint)
² ストア命令，ロード命令に対するキャッシュヒント (Store&Load)
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6.1 FFTE CHSU の評価および考察
ストア命令にのみキャッシュヒントを付加するには -nlh，ロード命令にのみキャッ
シュヒントを付加するには -nsh をそれぞれ CHSU実行時にオプションで指定
する．なお，コンパイラの最適化オプションは -O3 -fno-aliasを使用している．




表 6.1: CHSUを使用した時の FFTE の性能 (ifort 8.1)
Original Store Hint Load Hint Store&Load
N MFLOPS MFLOPS Ratio MFLOPS Ratio MFLOPS Ratio
212 3260.28 3262.86 1.00 3262.86 1.00 3259.42 1.00
213 3130.91 3135.31 1.00 3130.91 1.00 3137.51 1.00
214 2739.41 2737.61 1.00 2756.70 1.01 2745.00 1.00
215 2762.62 2737.44 0.99 2761.05 1.00 2763.55 1.00
216 2463.82 2479.44 1.01 2492.12 1.01 2499.77 1.01
217 781.20 892.98 1.14 779.51 1.00 898.09 1.15
218 614.39 673.23 1.05 645.14 1.01 668.38 1.04
219 617.44 636.38 1.03 618.22 1.00 635.22 1.04
220 638.18 651.91 1.02 638.18 1.00 650.75 1.02
221 647.80 662.38 1.02 647.04 1.00 663.52 1.02
222 659.69 672.52 1.02 660.46 1.00 674.44 1.02
223 615.48 626.01 1.02 613.44 1.00 626.80 1.02
224 627.58 635.64 1.01 627.89 1.00 634.40 1.01
N = 217 において，ストア命令にキャッシュヒントを付加した場合に約 15% 性










数N = 217, N = 220 において i2prof.pl を使用して，プロセッサイベントを計
47
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L2 キャッシュに対するデータアクセスのヒット率 ( ～ 1.0)
L3D hit rate









全実行時間にストールが占める割合 ( ～ 1.0)
N = 217 の場合，ストア命令にキャッシュヒントを付加したときに L3D hit rate
が約 10{15 % 向上している．また，このとき IPC は約 3 % 向上し，Total stalls




6.1 FFTE CHSU の評価および考察
表 6.2: CHSUを使用した時の FFTE のプロセッサイベント (ifort 8.1)
N = 217 Original Store Hint Load Hint Store & Load
L2D hit rate 0.982 0.982 0.981 0.982
L3D hit rate 0.401 0.501 0.407 0.551
Instructions/cycle 1.703 1.762 1.671 1.754
Useful instructions/cycle 1.170 1.361 1.067 1.363
Main Memory bandwidth 0.790 0.789 0.775 0.770
Total stalls 0.625 0.615 0.627 0.605
N = 220 Original Store Hint Load Hint Store & Load
L2D hit rate 0.926 0.926 0.926 0.926
L3D hit rate 0.764 0.771 0.765 0.769
Instructions/cycle 1.333 1.366 1.333 1.371
Useful instructions/cycle 0.903 0.924 0.902 0.928
Main Memory bandwidth 0.966 0.983 0.963 0.987
Total stalls 0.756 0.755 0.755 0.754
N = 220 の場合も L3D hit rateは約 5{7%向上しているが，IPCや Total stalls





GCC 3.4.3 (g77) を CHSUから使用する場合，-fc オプションで g77 を指定
する．次のコマンドラインにより zfft1d.f のコンパイルを行う．¶ ³





Intel Compiler の場合と同じ測定条件で測定した結果を表 6.3 に示す．また，
データ点の数と性能向上率の関係を図 6.2に示す．
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6.1 FFTE CHSU の評価および考察
表 6.3: CHSUを使用した時の FFTE の性能 (g77 3.4.3)
Original Store Hint Load Hint Store&Load
N MFLOPS MFLOPS Ratio MFLOPS Ratio MFLOPS Ratio
212 2184.37 2185.14 1.00 2185.14 1.00 2185.53 1.00
213 1673.49 1676.84 1.00 1676.42 1.00 1677.68 1.00
214 1621.33 1622.41 1.00 1612.68 0.99 1620.96 1.00
215 1720.57 1720.51 1.00 1713.27 1.00 1723.19 1.00
216 1378.17 1384.90 1.00 1381.66 1.00 1386.32 1.01
217 498.57 534.69 1.07 506.05 1.02 533.01 1.07
218 458.53 478.48 1.04 458.26 1.00 477.00 1.04
219 448.96 460.87 1.03 450.12 1.00 460.18 1.02
220 456.04 463.50 1.02 454.19 1.00 462.84 1.01
221 461.15 469.95 1.02 460.75 1.00 469.71 1.02
222 488.26 495.25 1.01 486.50 1.00 494.73 1.01
223 506.27 515.24 1.02 505.93 1.00 514.80 1.02
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図 6.2: CHSUを使用した時の FFTE の性能 (g77 3.4.3)
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6.1 FFTE CHSU の評価および考察
得られた測定結果は，Intel Compiler の場合と同様の傾向を示しており，デー
タ数 N = 217 の時の性能向上が顕著である．しかし，その性能向上率は Intel
Compiler の場合と比べると低く，ピーク時で最高 7 % の性能向上にとどまって
いる．また GCC においても，ロード命令にキャッシュヒントを付加したときの
FFTE の性能は，何も付加しないプログラムとほとんど同じであった．
Intel Compilerの場合と同様に，データ数N = 217, N = 220においてi2prof.pl
を使用して，プロセッサイベントを計測した．計測された結果から得られた指標
を表 6.4に示す．
表 6.4: CHSUを使用したときの FFTE のプロセッサイベント (g77 3.4.3)
N = 217 Original Store Hint Load Hint Store & Load
L2D hit rate 0.982 0.982 0.981 0.982
L3D hit rate 0.401 0.523 0.407 0.551
Instructions/cycle 1.703 1.762 1.671 1.754
Useful instructions/cycle 0.951 0.983 0.932 0.979
Main Memory bandwidth 0.415 0.400 0.395 0.375
Total stalls 0.625 0.615 0.627 0.605
N = 220 Original Store Hint Load Hint Store & Load
L2D hit rate 0.979 0.979 0.978 0.979
L3D hit rate 0.331 0.337 0.334 0.334
Instructions/cycle 1.541 1.570 1.538 1.567
Useful instructions/cycle 0.863 0.879 0.862 0.878
Main Memory bandwidth 0.505 0.512 0.505 0.512
Total stalls 0.668 0.662 0.668 0.662
この結果についても Intel Compiler と同じ傾向となった．N = 217 の場合，ス
トア命令にキャッシュヒントを付加したときに L3D hit rate が約 12{15 % 向上
している．IPC も約 3 % 向上し，Total stalls についても 2{3 % 減少している．


























6.2.1 CHSUを使用した ATLAS 構築
今回の評価では ATLAS 3.6.0 を使用して構築を行う．CHSUを使用して AT-
LAS を構築するには，make config の実行時に \use express setup?" の質問
に対し \n" と回答する．その後，使用する C コンパイラについて質問されるの
で，通常使用するコンパイラに替えて CHSUを指定する 1．ストア命令，ロー
ド命令ともにキャッシュヒントを付加する．
1ATLAS の構築時に使用する C コンパイラとして，CCと MCC という二種類のパラメータが
ある．当初は両パラメータに CHSUを指定していたが構築に失敗するため， MCC のみにしたと
ころ構築に成功した．
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If you want to just trust these default values, you can use
express setup, drastically reducing the amount of questions
you are required to answer
use express setup? [y]: n
...
...
Enter ANSI C compiler(CC) [/opt/intel/cc81/bin/icc]:
Enter C Flags (CCFLAGS) [-tpp2 -O3 -mp1 -static]:
CC & FLAGS: /opt/intel/cc81/bin/icc -tpp2 -O3 -mp1 -static
Enter C compiler for generated code (MCC)
[/opt/intel/cc81/bin/icc]: chsu
Enter C FLAGS (MMFLAGS) [-tpp2 -O3 -mp1 -static -fno-alias]:
...
...
Configuration completed successfully. You may want to examine
the make include file (Make.Linux_CHSU) for accuracy before








表 6.5: ATLAS の構築時間および生成されたライブラリのサイズ
Construction Time Library Size
Intel Compiler 17 mins 14068810 bytes
CHSU 307 mins 15854020 bytes
構築に要した時間の違いが大きく目立つ結果となった．Intel Compiler のみを
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表 6.6: libatlas.a で使用されているメモリアクセス命令 (icc 8.1)
Instruction Complicator
Type inst none .a .s .sa .c .fill .nta TOTAL
ld4 3577 13 15 12 19 0 3636
Int Load ld8 29496 13 19 12 19 474 0 30033
ldf 10694 0 10694
ldfs 21577 2564 694 24 745 0 25604
FP Load ldfd 21170 2436 696 24 781 0 25107
ldfps 2283 0 0 0 0 0 2233
ldfpd 2280 0 0 0 0 0 2280
Total 80333 5026 1424 72 1564 11168 0 99587
Type inst none .spill .nta TOTAL
st1 670 0 670
Int Store st4 754 0 754
st8 25429 474 0 25903
stf 7557 0 7557
FP Store stfs 13809 0 13809
stfd 13894 0 13894
TOTAL 54556 8031 0 62587
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表 6.7: libatlas.a で使用されているメモリアクセス命令 (CHSU)
Instruction Complicator
Type inst none .a .s .sa .c .fill .nta TOTAL
ld4 3875 13 15 12 19 642 3934
Int Load ld8 30086 13 19 12 19 474 659 30623
ldf 6114 2668 6114
ldfs 34382 2564 693 24 745 2430 38408
FP Load ldfd 34184 2436 719 24 781 2713 38144
ldfps 2279 0 0 0 0 0 2279
ldfpd 2370 0 0 0 0 0 2370
Total 107176 5026 1446 72 1564 6588 9112 121872
Type inst none .spill .nta TOTAL
st1 670 0 670
Int Store st4 778 0 778
st8 26290 474 556 26764
stf 4866 0 4866
FP Store stfd 16903 3754 16903
stfs 13961 1395 13961
TOTAL 58602 5340 5705 63942
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まず，Intel Compilerを使用して構築した ATLASライブラリについては，.nta
コンプリケータはまったく付加されていなかった．その他のキャッシュヒントにつ










と係数 ®; ¯ に対して，C = ®AB + ¯C という計算を行う．
® = 1; ¯ = 0 とし，正方行列 A;B のサイズを 64 から 2048 まで変化させ
ながら計算時間を測定する．行列サイズ N , 計算時間 t のとき，MFLOPS 値は

















図 6.3: dgemm の性能 (64{2048)
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きる点で有利である．また，Itanium2 プロセッサは製品の改訂ごとに L2 キャッ














ATLAS の構築時間が非常に長かったが，6.1節の FFTE について，
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らが Itanium などの EPIC 型計算機において，キャッシュヒントを適切に付加す
る方法 [12]を提案している．
ロード命令で使用されるメモリアドレスが，以降のロード命令で再び利用され









として Ispike [1] がある．Ispike は post-link optimization { つまりリンクまで完
了した実行可能プログラムに対しての最適化を提案している．









Beyls らのキャッシュヒント付加における研究では Open Research Compiler を
ベースにキャッシュヒント付加機構を実装しているが，本研究では既存のコンパ
イラを使用する．現在 Itanium アーキテクチャで利用できるコンパイラは GCC

















































3章で評価したとおり，Itanium アーキテクチャ上で動作する GCC の性能
は，IA-32 アーキテクチャで動作する GCC に比べ相対的に低い．FFTE に
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/** CHSU … フロントエンド
* @author inagaki
*/
public class Frontend {
public static void main(String[] args) {
Runtime rt = Runtime.getRuntime();
LinkedList commandLine;
ArrayList optionArray, inputFileArray, asmFileArray, optFileArray;
File[] inputFiles, asmFiles, optFiles;
File inputFile, asmFile, optFile;
String filename;
String cmd[]; /* コマンドライン (Runtime.exec 用) */
BufferedReader cout, cerr; /* サブプロセス用のストリーム（コンパイラの出力を拾う） */
long wtime, timer;
/* パラメータ */
boolean onlyCompile = false;
boolean onlyAsm = false;
boolean quiet = false;
boolean verbose = false;
boolean timing = false;
String outputFile = null;
StringBuffer options = new StringBuffer();
isDebug = false;
/*　 Phase 1: コマンドラインの解析
*/
optionArray = new ArrayList();
inputFileArray = new ArrayList();
asmFileArray = new ArrayList();
optFileArray = new ArrayList();
for (int c = 0; c < args.length; c++){
if (args[c].startsWith("-")) {







if (c == args.length || args[c].startsWith("-")) {
error("output file is not specified.", 100);
}
outputFile = args[c];








if (c == args.length || args[c].startsWith("-")) {









if (c == args.length || args[c].startsWith("-")) {
error("C++ compiler is not specified.", 111);
}
defaultCXX = args[c];




if (c == args.length || args[c].startsWith("-")) {
error("Frotran compiler is not specified.", 112);
}
defaultFC = args[c];

































/* maybe filename */




/* 配列形式に変換 （iteration 使うのが面倒臭いので）
* J2SE 1.5 使えばちょっと改善されるかも
*/
inputFiles = (File []) inputFileArray.toArray(new File[0]);
try{
/* 一時的に作成するファイル名を決める
* asmFile - コンパイル後のファイル名 (Phase 2)
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* optFile - CHSU-core 後のファイル名 (Phase 3)
* -c -S のオプションによっては最終ファイル名になる場合もある
*/
for (int n = 0; n < inputFiles.length; n++){
filename = inputFiles[n].getName();




if (onlyCompile && outputFile == null) {
outputFile = Toolkit.replaceSuffix(filename, ".o");
}




/* コンパイル可能なファイル (C, C++, Java) */
asmFile = File.createTempFile("asm", ".s");
asmFile.deleteOnExit();
if (onlyAsm){
if (outputFile == null) {



















* オブジェクトファイル (.o) とかライブラリとか (.a)
* 基本的には最後のコンパイルまで放置 */




debug(inputFiles[n].getAbsolutePath() + " -> " +









asmFiles = (File []) asmFileArray.toArray(new File[0]);





* 入力に複数のファイルを指定した場合に -o オプションと -c/-S を同時に使う (114)
*/
if(inputFileArray.size() == 0){
error("CHSU: no input files", 113);
}
else if (inputFileArray.size() > 1 && (onlyCompile || onlyAsm) && outputFile != null){
error("CHSU: cannot specify -o with -c or -S and multiple compilations", 114);
}
/* Copyright 表示 */
if (!quiet) about();
/* Phase 2: コンパイル
* 高級言語からアセンブリ言語への変換を行う
* コンパイラに明示的に -S オプションを付加
*/
wtime = timer = 0;









commandLine = new LinkedList(optionArray);
commandLine = addCompiler(commandLine, filename);
/* コマンドラインにオプションを付加






/* コマンドラインの作成 -verbose があれば表示する */
cmd = (String[]) commandLine.toArray(new String[0]);
if (verbose) {
System.out.print("CHSU> ");
for (int m = 0; m < cmd.length; m++){




/* コンパイラの実行 - 終了するまで待つ
* コンパイルエラーが発生した場合はそこで終了
*/
Process p = rt.exec(cmd);
int exitValue;
cout = new BufferedReader(new InputStreamReader(p.getInputStream()));




while ((cput = cout.readLine()) != null){
System.out.println(cput);
}




if (exitValue != 0) {










if (cout != null) {
cout.close();
}









timer = System.currentTimeMillis() - wtime;
System.out.println("CHSU> Compile time : " + (double)timer / 1000 + "s.");
}
/* Phase 3: CHSU-core の実行












System.out.println("CHSU> Analysing " + filename + "...");
}
Program prog = ItaniumCore.doParse(asmFiles[n], verbose);













timer = System.currentTimeMillis() - wtime;
System.out.println("CHSU> CHSU-core time : " + (double)timer / 1000 + "s.");
}









* 1. optionArray をスケルトンに使う
* 2. ソースファイルを列挙




commandLine = new LinkedList(optionArray);
commandLine = addCompiler(commandLine, inputFiles[0].getName() );










/* コマンドラインの作成 -verbose があれば表示する */
cmd = (String[]) commandLine.toArray(new String[0]);
if (verbose) {
System.out.print("CHSU> ");
for (int m = 0; m < cmd.length; m++){




/* コンパイラの実行 - 終了するまで待つ
* コンパイルエラーが発生した場合はそこで終了
*/
Process p = rt.exec(cmd);
int exitValue;
cout = new BufferedReader(new InputStreamReader(p.getInputStream()));
cerr = new BufferedReader(new InputStreamReader(p.getErrorStream()));
String cput;
while ((cput = cout.readLine()) != null) {
System.out.println(cput);
}




if (exitValue != 0) {
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error("CHSU: compile error or linker error has occured.", 400);
}






timer = System.currentTimeMillis() - wtime;




private static boolean isCompilable(String filename){
if (filename.endsWith(".c") ||
filename.endsWith(".i") || filename.endsWith(".ii") ||
filename.endsWith(".m") || filename.endsWith(".mi") ||
filename.endsWith(".cc") || filename.endsWith(".cp") ||
filename.endsWith(".cxx") || filename.endsWith(".cpp") ||
filename.endsWith(".c++") || filename.endsWith(".C") ||
filename.endsWith(".f") || filename.endsWith(".for") ||










filename.endsWith(".i") || filename.endsWith(".ii") ||
filename.endsWith(".m") || filename.endsWith(".mi")){
/* C */
debug(filename + " is C");
cmdLine.addFirst(defaultCC);
}







debug(filename + " is C++");
cmdLine.addFirst(defaultCXX);
}













/* C, C++, Fortran 以外
* 便宜的に C としておく */
76
A.2 ItaniumCore.java CHSUのソースコード





private static void about(){




private static void usage(){
about();
System.out.println("\nThis is a program for supplying cache hint.\n");
System.out.println("usage: chsu [-cc <C Compiler>] [-cxx <C++ Compiler>] [-fc <Fortran Compiler>]");
System.out.println(" [-q] [-v] [-verbose] [--help] <compiler arguments...>");
System.out.println("options: -cc <C Compiler> - specify C Compiler");
System.out.println(" -cxx <C++ Compiler> - specify C++ Compiler");
System.out.println(" -fc <Fortran Compiler> - specify Fortran Compiler");
System.out.println(" -nlh - not supply load hint");
System.out.println(" -nsh - not supply store hint");
System.out.println(" -q - silent mode");
System.out.println(" -verbose - verbose output mode");
System.out.println(" --help - show this help");
}










private static String defaultCC = "icc";
private static String defaultCXX = "icc";
private static String defaultFC = "ifort";
/* デバッグオプション */







/** Itanium アーキテクチャ用 CHSU-core
* @see Program, Procedure, Block
* @author inagaki
*/
public class ItaniumCore {
/** 指定したファイルの解析を行います。主に構造解析です。
* @param file 入力ファイル
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* @return 解析結果を保持した Program インスタンス
*/
public static Program doParse(File file, boolean verbose) throws FileNotFoundException {
String data, token, label, pred;
StringTokenizer st;
int line, from, to, tokennum, instnum, bundle;
int now_t, label_t;
boolean procedure, predicate, instruction;
FileReader reader = null;
BufferedReader buff = null;
Program progList = new Program(file);
Procedure aProc = null;
Block aBlock = null;
Predicate aPred = new Predicate();
/* Itanium の全命令が登録されている HashSet */
HashSet ia64inst = Toolkit.getIA64InstSet();
Pattern tag_p = Pattern.compile("\\[.+:\\]");
Pattern pre_p = Pattern.compile("\\(p([0-9]|[1-5][0-9]|6[0-3])\\)");
Pattern spre_p = Pattern.compile("(p([1-9]|1[0-5]))");
Pattern reg_p = Pattern.compile("b\\d+|f\\d+|r\\d+|p\\d+|ar\\.\\w{2,3}");
Pattern cmp_p = Pattern.compile("cmp|cmp4|tbit|tnat|fcmp|fclass");




buff = new BufferedReader(new FileReader(file));






/* Read the first line */
data = buff.readLine();
line = 1;
aBlock = new Block(line);
bundle = 0;




st = new StringTokenizer(data);
now_t = label_t = 0;
pred = null;










else if (token.toLowerCase().equals(".proc")) {
/* プロシージャ開始 */
String procname = st.nextToken();















if (aBlock.size() > 1){
aBlock.removeLast();
progList.add(aBlock);






aProc = new Procedure(procname);
procedure = true;
aPred = new Predicate();
}
else if (token.toLowerCase().equals(".endp")) {
/* プロシージャ終了 */
String procname = st.nextToken();









else if (now_t == (label_t + 1) && procedure && token.endsWith(":")) {
/* ラベル
* （プロシージャの外のラベルは現状は無視） */
int x = token.indexOf(":");



















else if (now_t == (label_t + 1) && procedure && token.matches("\\[.+:\\]")) {
/* タグ - 何もしない */
label_t = now_t;
}
else if (now_t == (label_t + 1) && procedure && token.matches("\\(p([0-9]|[1-5][0-9]|6[0-3])\\)")) {
/* プレディケート (p0 ～ p63) */
predicate = true;
pred = token.substring(1, token.length() - 1);
}
else if (procedure && ia64inst.contains(token)) {
/* Itanium 命令 */
Matcher cmp_m = cmp_p.matcher(token);




/* 分岐命令の抽出 - ただし
* br.call （関数呼び出し）
* br.ia （IA32 モード移行）









* 左辺値・右辺値を Predicate に保存する */
if (predicate) {
int tail = data.indexOf("=");
int comment = data.indexOf("//");
if (tail != -1) {
String lvar = data.substring(data.indexOf(token) + token.length(), tail);
String rvar;
if (comment != -1) {





Matcher mreg = reg_p.matcher(lvar);
while (mreg.find()){

















instnum = (instnum + 1) % 6;
if (instnum == 0) {
aBlock.incInstCycle();
/* .pred.rel "mutex" を生成する必要があれば生成、付加





for (int n = 0; n < mutexes.length; n++){
message(line + ":" + mutexes[n], verbose);
aBlock.add(bundle + n, mutexes[n]);
}
mutexes = aPred.genPredRels(Predicate.CLEAR);












/* .pred.rel "mutex" を生成する必要があれば生成、付加





for (int n = 0; n < mutexes.length; n++){
message(line + ":" + mutexes[n], verbose);
aBlock.add(bundle + n, mutexes[n]);
}
mutexes = aPred.genPredRels(Predicate.CLEAR);
































* @param program 付加対象のプログラム
* @param options オプション
* @param verbose true の場合、処理内容を表示します。
* @return キャッシュヒントが付加されたプログラム
*/
public static Program supplyCacheHint(Program program, String options, boolean verbose){





ListIterator l = progList.listIterator();
while (l.hasNext()){
obj = l.next();
if (obj instanceof Procedure){
/* プロシージャであれば処理開始 */
proc = (Procedure) obj;
message("Procedure " + proc.getProcname(), verbose);
/* RULE S1: 自己ループのストア命令を nta 化
* 自分自身にループしているものを抽出 */
blocks = proc.getSelfloopBlocks();
if ((options != null) && (-1 == options.indexOf("-nsh"))) {
for (int n = 0; n < blocks.length; n++){










/* RULE L1: br.ret 命令のあるブロックのロード命令を nta 化
* 最後に実行される -> 局所性が無い */
blocks = proc.getBlocks();
if ((options != null) && (-1 == options.indexOf("-nlh"))) {
for (int b = 0; b < blocks.length; b++){
if (blocks[b].hasReturnProcedure()){




















/* RULE S2: 最も多く実行されそうなブロックのストア命令を nta 化
* RULE L2: 一度しか実行されそうなブロックのロード命令を nta 化
* 各ブロックの分岐命令を前方参照していく */
String[] labels = proc.getLabels();
int[] pathes = new int[blocks.length];
int min = 10000;
int max = 0;
for (int n = 0; n < blocks.length; n++){
pathes[n] = 0;
}
for (int b = 0; b < blocks.length; b++){
Branch[] branches = blocks[b].getBranches();
for (int p = 0; p < branches.length; p++){
if (branches[p].isTaken()){
String dest = branches[p].getLabel();
/* 分岐先が自ブロックより前かどうかを調べる */
for (int q = 0; q <= b; q++){
if (dest.equals(blocks[q].getLabel())) {
for(; q <= b; q++){
pathes[q]++;
if (pathes[q] < min){
min = pathes[q];
}










if ((options != null) && (-1 == options.indexOf("-nsh"))) {
for (int b = 0; b < blocks.length; b++){
if (pathes[b] == max){













if ((options != null) && (-1 == options.indexOf("-nlh"))) {
threshold = 2;
for (int b = 0; b < blocks.length; b++){
if (pathes[b] < threshold) {












































* 実体は Procedure と Block から構成される ArrayList です。
*
* Program := (Block|Procedure)*
* Procedure := Block*
*












* @param verbose 詳細な (?) 出力
*/
public void dumpSource(boolean verbose){
ListIterator i = listIterator();
while(i.hasNext()){
Object obj = i.next();
if (obj instanceof Block){
((Block)obj).dumpSource(verbose);
}










* @param file 出力先のファイル
*/
public void writeSource(File file) throws IOException{
PrintWriter fw = null;
if (file.equals(inputFile)){











ListIterator i = listIterator();
while(i.hasNext()){
Object obj = i.next();
if (obj instanceof Block){
((Block)obj).writeSource(fw);
}














/** 解析元プログラムの File インスタンスを返します。
* @return 解析元プログラムの File インスタンス
*/
public File getInputFile() {
return inputFile;
}







* @see Program, Block
* @author inagaki
*/









* @param b 追加する基本ブロック
*/







ArrayList labelList = new ArrayList();






















ArrayList blockList = new ArrayList();







return (Block []) blockList.toArray(new Block[0]);
}
/** ソースコードを標準出力に出力します。
* @param verbose 詳細な出力
*/
public void dumpSource(boolean verbose){
ListIterator l = listIterator();








* @param w 出力先のストリーム
* @throws IOException
*/
public void writeSource(PrintWriter w) throws IOException {






* @return procname プロシージャ名
*/




* @param procname プロシージャ名
*/
public void setProcname(String procname) {
this.procname = procname;
}








/** 基本ブロック - プログラム中のある部分を保持するデータ構造
* * @author inagaki
*/




public Block(int from) {
this(null, from);
}
public Block(String label) {
this(label, 0);
}





branchList = new ArrayList();
instMap = new HashMap();
loop = ret = false;
}
/** 命令を入れ替えます。元の命令が無い場合はなにも行いません。
* @param oldInst 元の命令
* @param newInst 新しい命令
*/
public void replaceInstructions(String oldInst, String newInst){






ListIterator l = listIterator();




st = new StringTokenizer(oldSeq, " \t\n\r\f", true);





















int pnum = getAmountofInstruction(newInst);







/** 命令が基本ブロックに存在している場合に true を返す
* @param inst 命令名
* @return 基本ブロックに指定した命令が存在する場合は true
*/
public boolean containsInstruction(String inst){
return instMap.containsKey(inst);
}








public int addInstruction(String inst){
Integer value, ret;
if (containsInstruction(inst)){






/* 初出なのでキーに関連付けられている値は 0 */
value = new Integer(0);
}
ret = (Integer)instMap.put(inst, new Integer(value.intValue() + 1));






* @param inst 命令名
* @return 基本ブロック中に存在する指定した命令の数。存在しない場合は 0 を返す。
*/
public int getAmountofInstruction(String inst){
Integer i;
i = (Integer)instMap.get(inst);




















return (Branch []) branchList.toArray(new Branch[0]);
}
/** 基本ブロックのソースを標準出力に出力します。
* @param verbose true の場合，ラベル名および行番号をつけて出力します
*/
public void dumpSource(boolean verbose){







s1 = new String(" " + f++ + ": ");
n = s1.length();











* @param w 出力先のストリーム
* @throws IOException
*/
public void writeSource(PrintWriter w) throws IOException {






* @param label ラベル名
*/



































private String label = null; /* ラベル名 */
private String block_id; /* ブロック ID */
private int from; /* 開始行 */
private ArrayList branchList; /* 分岐命令を保持するリスト */











public class Branch {






* カウントループは基本的には taken で */
if (this.inst.indexOf("ctop") != -1 ||
this.inst.indexOf("cexit") != -1 ||
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this.inst.indexOf("cloop") != -1 ||
this.inst.indexOf("wtop") != -1 ||
this.inst.indexOf("wexit") != -1) {
taken = 1;
}
/* 分岐予測ヒントの処理 2 */
if (this.inst.indexOf("sptk") != -1 ||
this.inst.indexOf("dptk") != -1) {
taken = 1;
}
else if (this.inst.indexOf("spnt") != -1 ||
this.inst.indexOf("dpnt") != -1) {
taken = -1;
}
/* ret の処理 */




















/** この分岐命令が "taken" の分岐予測をヒントを持つ場合，true を返します。
* @return "taken" の分岐予測ヒントを持つ場合 true, そうでない場合 false
*/
public boolean isTaken(){





/** この分岐命令が "not taken" の分岐予測をヒントを持つ場合，true を返します。
* @return "not taken" の分岐予測ヒントを持つ場合 true, そうでない場合 false
*/
public boolean isNotTaken(){

















return new String(line + ": " + inst + " " + label);
}
private String inst; /* 分岐命令名 */
private String label; /* 分岐先ラベル名 */
private int line; /* 行番号 */
private boolean br; /* 分岐先ラベル名は実はレジスタ */
private int taken; /* 分岐予測 正: taken, 負: not taken 0: ? */






* プレディケート間の依存関係 (PP) を管理するクラスです。
* RP 依存関係の Key と Value の組み合わせは次の通りです。
* Key - <String> a register





relationMap = new HashMap();
exclusivePred = new ArrayList();
}
/** プレディケートの組を PP 依存関係テーブル保存します。
* まず、登録したいプレディケートの組に対して依存関係テーブルを更新し、
* その後に、このプレディケートの組を依存関係テーブルの最後に保存します。
* @param preds 依存関係のあるプレディケートの組を格納した ArrayList
*/
public void addExclusivePred(ArrayList preds) {
/* 依存関係テーブルの更新 */
resolveExclusivePred(preds);







* @param preds PP 依存関係テーブルから削除したいプレディケートを
* 格納した ArrayList
*/
public void resolveExclusivePred(ArrayList preds){
ArrayList tmp = (ArrayList) exclusivePred.clone();
ListIterator iter = tmp.listIterator();
String[] pr = (String []) preds.toArray(new String[0]);
while (iter.hasNext()) {
ArrayList a = (ArrayList) iter.next();














public void put(String key, String value) {
ArrayList l;
ListIterator ex = exclusivePred.listIterator();
if (relationMap.containsKey(key)) {
l = (ArrayList) relationMap.get(key);
}
else {





















* 複数ある場合に true を返します。
* @return レジスタに依存するプレディケーションが複数個ある場合に true
*/
public boolean isNeedForPredRel(){
Iterator i = relationMap.keySet().iterator();
while (i.hasNext()) {
String key = (String)i.next();
ArrayList aPred = (ArrayList)relationMap.get(key);








* @param type .pred.rel のタイプ
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* Predicate.MUTEX .pred.rel "mutex"
* Predicate.IMPLY .pred.rel "imply"
* Predicate.CLEAR .pred.rel "clear"
* @return .pred.rel ディレクティブの文字列表現
* @throws IllegalArgumentException
*/
public String[] genPredRels(int type) throws IllegalArgumentException{
ArrayList mutexes = new ArrayList();
String str = null;
if (type < 0 || 2 < type) {
throw new IllegalArgumentException("parameter type should be selected from 0 to 2.");
}
if (isNeedForPredRel()) {
Iterator i = relationMap.keySet().iterator();
while (i.hasNext()) {
ArrayList l = (ArrayList)relationMap.get(i.next());
if (l.size() > 1){
ListIterator li = l.listIterator();
str = predRel[type];
while (li.hasNext()){






















private HashMap relationMap; /* RP 依存関係テーブル */
private ArrayList exclusivePred; /* PP 依存関係テーブル */
private boolean needForPredRel = false;
private String[] predRel =
{"\t.pred.rel \"mutex\"", "\t.pred.rel \"imply\"", "\t.pred.rel \"clear\""};
public static int MUTEX = 0;
public static int IMPLY = 1;














public class Toolkit {
/** IA64 アーキテクチャの全命令を要素に持つ HashSet を返します。
* @return IA64 アーキテクチャの全命令を要素に持つ HashSet
*/
public static HashSet getIA64InstSet(){
BufferedReader buff = null;
String data;
if (ia64 == null){
ia64 = new HashSet();
try{
/* データファイルのあるディレクトリは chsu.jar のあるディレクトリ */




buff = new BufferedReader(new FileReader(
new File(baseDir, ia64Location)));
data = buff.readLine();















* @return カレントディレクトリを持つ File インスタンス
*/




* @return 一時ディレクトリを持つ File インスタンス
*/
public static File getTempolaryDirectory(){













* @param filename 変更対象のファイル名
* @param suffix 変更後に付加される拡張子
* @return 拡張子が置換されたファイル名。ファイル名に拡張子が存在しなかった場合、
* そのまま suffix が付加されます。
*/
public static String replaceSuffix(String filename, String suffix){
StringBuffer ret;
int index;
if ((index = filename.lastIndexOf(".")) != -1) {
ret = new StringBuffer(filename.substring(0, index));
}
else {








public static String getCopyright(){





public static String getVersion(){
return new String(MAJORVERSION + "." + MINORVERSION + "." + MICROVERSION);
}
private static HashSet x86 = null;
private static HashSet ia64 = null;
private static String x86Location = "X86Inst.def";
private static String ia64Location = "IA64Inst.def";
/** このソフトウェアの名前です。 */
public static String TITLE = "Cache Hint Suppliment Utility";
/** このソフトウェアの略称です。 */
public static String ABBR = "CHSU";
/** このソフトウェアのメジャーバージョンです。 */
public static int MAJORVERSION = 0;
/** このソフトウェアのマイナーバージョンです。 */
public static int MINORVERSION = 0;
/** このソフトウェアのマイクロバージョンです。 */
public static int MICROVERSION = 8;
/* copyright and credit */
private static String COPYRIGHT = "Copyright 2004";
private static String AUTHOR = "Ryoichi INAGAKI";
}
97
