A lower bound on HMOLS with equal sized holes by Bailey, Michael et al.
ar
X
iv
:2
00
8.
08
78
8v
1 
 [m
ath
.C
O]
  2
0 A
ug
 20
20
A LOWER BOUND ON HMOLS WITH EQUAL SIZED HOLES
Michael Bailey, Coen del Valle, and Peter J. Dukes
August 21, 2020
Abstract. It is known that N(n), the maximum number of mutually orthogonal latin squares
of order n, satisfies the lower bound N(n) ≥ n1/14.8 for large n. For h ≥ 2, relatively little is
known about the quantity N(hn), which denotes the maximum number of ‘HMOLS’ or mutually
orthogonal latin squares having a common equipartition into n holes of a fixed size h. We generalize
a difference matrix method that had been used previously for explicit constructions of HMOLS.
An estimate of R.M. Wilson on higher cyclotomic numbers guarantees our construction succeeds
in suitably large finite fields. Feeding this into a generalized product construction, we are able to
establish the lower bound N(hn) ≥ (log n)1/δ for any δ > 2 and all n > n0(h, δ).
1. Introduction
1.1. Overview. A latin square is an n×n array with entries from an n-element set of symbols such
that every row and column is a permutation of the symbols. Often the symbols are taken to be from
[n] := {1, . . . , n}. The integer n is called the order of the square.
Two latin squares L and L′ of order n are orthogonal if {(Lij , L′ij) : i, j ∈ [n]} = [n]
2; that is, two
squares are orthogonal if, when superimposed, all ordered pairs of symbols are distinct. A family of
latin squares in which any pair are orthogonal is called a set of mutually orthogonal latin squares,
or ‘MOLS’ for short. The maximum size of a set of MOLS of order n is denoted N(n). It is easy
to see that N(n) ≤ n − 1 for n > 1, with equality if and only if there exists a projective plane of
order n. Consequently, N(q) = q − 1 for prime powers q. Using a number sieve and some recursive
constructions, Beth showed [6] (building on [11, 19]) that N(n) ≥ n1/14.8 for large n. In fact, by
inspecting the sieve a little more closely, 14.8 can be replaced by 14.7994; we use this observation
later to keep certain bounds a little cleaner.
In this article, we are interested in a variant on MOLS. An incomplete latin square of order n is
an n × n array L = (Lij : i, j ∈ [n]) with entries either blank or in [n], together with a partition
(H1, . . . , Hm) of some subset of [n] such that
• Lij is empty if (i, j) ∈ ∪mk=1Hk ×Hk and otherwise contains exactly one symbol;
• every row and every column in L contains each symbol at most once; and
• symbols in Hk do not appear in rows or columns indexed by Hk, k = 1, . . . ,m.
The sets Hk are often taken to be intervals of consecutive rows/columns/symbols (but need not be).
As one special case, when m = n and each Hk = {k}, the definition is equivalent to a latin square
L that is idempotent, that is satisfying Lii = i for each i ∈ [n], except that the diagonal is removed
to produce the corresponding incomplete latin square.
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The type of an incomplete latin square is the list (h1, . . . , hm), where hi = |Hi| for each i = 1, . . . ,m.
When hi = n/m for all k, so that the set of holes is a uniform partition of [n], the term ‘holey
latin square’ is used, and the type is abbreviated to hm, where h = n/m. To clarify the notation,
we henceforth recycle the parameter n as the number of holes, so that type hn is considered. The
relevant squares are then hn× hn.
Two holey latin squares L,L′ of type hn (and sharing the same hole partition) are said to be
orthogonal if each of the (hn)2 − nh2 ordered pairs of symbols from different holes appear exactly
once when L and L′ are superimposed. As with MOLS, we use the term ‘mutually orthogonal’ for a
set of holey latin squares, any two of which are orthogonal. The abbreviation HMOLS is standard
in the more modern literature; see for instance [1, 12]. Following [12, §III.4.4], we use a similar
function N(hn) as for MOLS to denote the maximum number of HMOLS of type hn. (Some context
is needed to properly parse this notation and not mistake ‘hn’ for exponentiation of integers.)
Example 1.1. As an example we give a pair of HMOLS of type 24, also shown in [14]. In our
(slightly different) presentation, the holes are {1, 2}, {3, 4}, {5, 6}, {7, 8}.
8 6 3 7 4 5
5 7 8 4 6 3
7 6 1 8 5 2
5 8 7 2 1 6
4 7 2 8 3 1
8 3 7 1 2 4
3 5 6 2 4 1
6 4 1 5 2 3
5 7 8 4 6 3
8 6 3 7 4 5
5 8 7 2 1 6
7 6 1 8 5 2
8 3 7 1 2 4
4 7 2 8 3 1
6 4 1 5 2 3
3 5 6 2 4 1
It is easy to see that N(n − 1) ≤ N(1n) ≤ N(n), so Beth’s result gives a lower bound on HMOLS
in the special case h = 1. Also, if there exist k HMOLS of type 1n and k MOLS of order h, then
N(hn) ≥ k follows easily by a standard product construction. However, very little else is known
about HMOLS with holes of a fixed size greater than 1. Some explicit results are known for a small
number of squares. Dinitz and Stinson showed [14] that N(2n) ≥ 2 for n ≥ 4. Stinson and Zhu [18]
extended this to N(hn) ≥ 2 for all h ≥ 2, n ≥ 4. Bennett, Colbourn and Zhu [4] settled the case of
three HMOLS with a handful of exceptions. Abel, Bennett and Ge [1] obtained several constructions
of four, five or six HMOLS and produced a table of lower bounds on N(hn) for h ≤ 20 and n ≤ 50.
For 2 ≤ h ≤ 6, the largest entry in this table is 7, due to Abel and Zhang in [2].
As a na¨ıve upper bound, we have N(hn) ≤ n−2 from a similar argument as for the standard MOLS
upper bound. In more detail, we may permute symbols in a set of HMOLS so that the first row
contains symbols h+ 1, . . . , nh, where symbols 1, . . . , h are missing and columns 1, . . . , h are blank.
Consider the symbols that occur in entry (h + 1, 1) among the family of HMOLS. At most one
element from each of the holes H3, . . . , Hn can appear.
Our main result is a general lower bound on the rate of growth of N(hn) for fixed h and large n.
Theorem 1.2. Let h be a positive integer and ǫ > 0. For k > k0(h, ǫ), there exists a set of k
HMOLS of type hn for all n ≥ k(3+ǫ)ω(h)k
2
, where ω(h) denotes the number of distinct prime factors
of h.
To our knowledge, it has not even been stated that N(hn) tends to infinity, though by now this is
implicit from some results on graph decompositions; see Section 1.3. The bound of Theorem 1.2 is
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very weak, yet we are satisfied at present due to the apparent difficulty of obtaining direct construc-
tions. Unlike in the case of MOLS, or in the case h = 1, there is no obvious ‘finite-geometric’ object
to get started for hole size h ≥ 2. Indeed, the bulk of our lower bound is needed to get just a single
finite field construction of k HMOLS; see Section 2.
1.2. Related objects. Let n and k be positive integers, where k ≥ 2. A transversal design TD(k, n)
consists of an nk-element set of points partitioned into k groups, each of size n, and equipped with
a family of n2 blocks of size k having the property that any two points in distinct groups appear
together in exactly one block. There exists a TD(k, n) if and only if there exists a set of k − 2
MOLS of order n. This equivalence is seen by indexing groups of the partition by rows, columns,
and symbols from each square. Transversal designs are closely connected to orthogonal arrays.
As with MOLS, it is possible to extend the definition to include holes. A holey transversal design
HTD(k, hn) is a khn-element set, say [k] × X , where X has cardinality hn and an equipartition
(H1, . . . , Hn) of holes of size h, together with a collection of h
2n(n − 1) blocks that cover, exactly
once each, every pair of elements (i, x), (j, y) in which i 6= j and x, y are in different holes. Of course,
one could extend the definition to allow holes of mixed sizes, but the uniform hole size case suffices
for our purposes.
For a graph G and positive integer t, let G(t) denote the graph obtained by replacing every vertex
of G by an independent set of t vertices, and replacing every edge of G by a complete bipartite
subgraph between corresponding t-sets. In other words, G(t) is the lexicographic graph product
G ·Kt. Let us identify in the natural way the set of points of an HTD(k, hn) with vertices of the
graph Kk(h)×Kn. If we interpret the blocks of the transversal design as k-cliques on the underlying
set of points, then the condition that two elements appear in a block (exactly once) if and only
if they are in distinct groups and distinct holes amounts to every edge of Kk(h) ×Kn falling into
precisely one k-clique.
The following is a summary of the preceding equivalences.
Proposition 1.3. Let h, k, n be positive integers with k ≥ 2. The following are equivalent:
• the existence of a set of k − 2 HMOLS of type hn;
• the existence of a holey transversal design HTD(k, hn); and
• the existence of a Kk-decomposition of Kk(h)×Kn.
1.3. Existence via graph decompositions. In [3], Barber, Ku¨hn, Lo, Osthus and Taylor prove
a powerful existence result on Kk-decompositions of ‘dense’ k-partite graphs. In a little more detail,
let us call a k-partite graph G balanced if every partite set has the same cardinality and locally
balanced if every vertex has the same number of neighbors in each of the other partite sets. The
main result of [3] assures that any balanced and locally balanced k-partite graph on kn vertices has
a Kk-decomposition if n is sufficiently large and the minimum degree satisfies δ(G) > C(k)(k− 1)n.
Here, C(k) is a constant less than one associated with the ‘fractional Kk-decomposition’ threshold.
We remark that the preceding machinery is enough to guarantee, for fixed k and h, the existence of
an HTD(k, hn) for sufficiently large n, since Kk(h) ×Kn ∼= Kk ×Kn(h) is k-partite and r-regular,
where r = h(k − 1)(n− 1) = (k − 1)hn− h(k − 1). In fact, even a slowly growing parameter h (as a
function of n) can be accommodated. However, the result in [3] makes no attempt to quantify how
large n must be for the decomposition. Even in the case of the structured k-partite graph we are
considering, it is likely hopeless to obtain a reasonable bound on n by this method.
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Separately, the theory [15, 17] of ‘edge-colored graph decompositions’ due to R.M. Wilson and others,
can be applied to the setting of HMOLS. To sketch the details, we fix h and k and consider the graph
Kk(h)×Kn for large n. From this, we set up a directed complete graphK∗n with r = (kh)
2−kh2 edge-
colors between two vertices. Each color corresponds with an edge of the bipartite graph Kk(h)×K2
occurring between two of the n vertices. Let H denote the family of all r-edge-colored cliques Kk
which correspond to legal placements of a block in our TD. We seek an H-decomposition of K∗n,
and this is guaranteed for sufficiently large n from [17, Theorem 1.2]. (We omit several routine
calculations needed to check the hypotheses.)
Wilson’s approach makes it difficult to obtain reasonable bounds on n, although in this context it
is worth mentioning the bounds of Y. Chang [9, 10] for block designs and transversal designs.
1.4. Outline. The outline of the rest of the paper is as follows. In Section 2, we obtain a direct
construction of k HMOLS of type hq for large prime powers q. This finite field construction is
inspired by a method in [14] that was applied for k ≤ 6. Then, in Section 3, we adapt a product-
style MOLS construction in [19] to the setting of HMOLS. The proof of our main result, Theorem 1.2,
is completed in Section 4. We conclude with a discussion of a few next steps for research on HMOLS.
2. A cyclotomic construction
2.1. Expanding transversal designs of higher index. Let λ be a positive integer. We define a
TDλ(k, n) similarly as a TD(k, n), except that any two points in distinct groups appear together in
exactly λ blocks (and otherwise in zero blocks). The integer λ is called the index of the transversal
design.
The main idea in what follows is to expand a TDλ(k, h), where h is the desired hole size, into an
HTD(k, hq) for suitable large prime powers q. Unless k is small relative to h, the input design for
this construction may require large index λ. When h is itself a prime power, a TDλ(k, h) naturally
arises from a linear algebraic construction.
Proposition 2.1. Let h be a prime power and d a positive integer with k ≤ hd. Then there exists
a TDhd−1(k, h).
Proof. Let H be a field of order h. Our construction uses points H ×Hd, where groups are of the
form H × {v}, v ∈ Hd. Consider the family of blocks
B = {{(a+ u · v, v) : v ∈ Hd} : a ∈ H,u ∈ Hd},
where u · v denotes the usual dot product in the vector space Hd. The family B can be viewed as
the result of developing the subfamily B0 = {{(u · v, v) : v ∈ Hd} : u ∈ Hd} additively under H . Fix
two elements v1 6= v2 in Hd and a ‘difference’ δ ∈ H . Then since |{u : u · (v1 − v2) = δ}| = hd−1,
it follows that there are exactly hd−1 elements in B0 which achieve difference δ across the groups
indexed by v1 and v2. Therefore, two points (a1, v1), (a2, v2) ∈ H ×Hd are together in exactly one
translate of each of those blocks, where a1 − a2 = δ. We have shown that B produces a transversal
design of index hd−1 on the indicated points and group partition; the restriction to (any) k groups
produces the desired TDhd−1(k, h). 
We now use a standard product construction to build higher index transversal designs for the case
where h has multiple distinct prime divisors.
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Proposition 2.2. If there exists both a TDλ1(k, h1) and a TDλ2(k, h2), then there exists a
TDλ1λ2(k, h1h2).
Proof. Take the given TDλi(k, hi) on point set [k] × Hi, i = 1, 2, where [k] indexes the groups.
We construct our TDλ1λ2(k, h1h2) on points [k]×H1×H2. For each block β of the TDλ1(k, h1), we
put the blocks of a TDλ2(k, h2) on {(x, y, z) : (x, y) ∈ β, z ∈ H2}. It is easy to verify the resulting
design is a TDλ1λ2(k, h1h2). 
The next result follows immediately from the previous two propositions and induction.
Corollary 2.3. Let h ≥ 2 be an integer which factors into prime powers as q1q2 · · · qω(h). Put
λ(h, k) :=
∏ω(h)
i=1 q
di−1
i , where di = ⌈logqi k⌉ for each i. Then there exists a TDλ(k, h).
Next, we show how to expand a transversal design of group size h and index λ into an HTD with
hole size h (and index one). Roughly speaking, elements are expanded into copies of a finite field
Fq, where q ≡ 1 (mod λ). Each block is lifted so that previously overlapping pairs now cover the
cyclotomic classes of index λ, and then blocks are developed additively in Fq. To this end, we cite
a guarantee of R.M. Wilson on cyclotomic difference families in sufficiently large finite fields.
Lemma 2.4 (Wilson; see [20], Theorem 3). Let λ and k be given integers, λ, k ≥ 2. For any prime
power q ≡ 1 (mod λ) with q > λk(k−1), there exists a k-tuple (a1, . . . , ak) ∈ F
k
q such that the
(
k
2
)
differences aj − ai, 1 ≤ i < j ≤ k, belong to any prespecificed cosets of the index-λ subgroup of F×q .
Applying this, we have the following result which mirrors [16, Construction 6].
Proposition 2.5. Suppose there exists a TDλ(k, h) and q is a prime power with q ≡ 1 (mod λ),
q > λk(k−1). Then there exists an HTD(k, hq).
Proof. Consider a TDλ(k, h) on [k]×H , with block collection B. Consider the collection of point-
block incidences S := {((x, y), β) : (x, y) ∈ β ∈ B}. Let µ :
(
S
2
)
→ {0, 1, . . . , λ − 1} be defined such
that for each fixed pair (i, y), (j, y′) with 1 ≤ i < j ≤ k,
{µ({((i, y), β), ((j, y′), β)}) : β ⊃ {(i, y), (j, y′)}} = {0, 1, . . . , λ− 1}.
(One can choose such a µ via a ‘greedy labeling’.) Pick a prime power q ≡ 1 (mod λ), q > λk(k−1),
and let C0, C1, . . . , Cλ−1 denote the cyclotomic classes of index λ in Fq. By Lemma 2.4 there is a
map φ : S → Fq such that for every block β ∈ B, and i < j, φ((i, y), β) − φ((j, y′), β) ∈ Ct, where
t = µ({((i, y), β), ((j, y′), β)}). We construct an HTD(k, hq) on [k] × H × Fq as follows. For each
a ∈ C0, β ∈ B, and c ∈ Fq, include the block aβ′ + c, where aβ′ + c = {(x, y, aφ((x, y), β) + c) :
(x, y) ∈ β}.
It is clear that if two points are in the same group, they will appear together in no common blocks;
this is inherited from the original TDλ(h, k). Consider two points in different groups, but the same
hole, say (x, y, z), and (x′, y′, z), where x 6= x′. If there were some block aβ′ + c containing both
points then we would have φ((x, y), β) = φ((x′, y′), β), an impossibility. It remains to show that any
two points from different groups and holes appear together in exactly one block. Let (x, y, z), and
(x′, y′, z′) be two such points. By construction there is exactly one block β satisfying z−z′ ∈ Ct where
t = µ({((x, y), β), ((x′, y′), β)}). Then, there is some a ∈ C0 satisfying a(φ((x, y), β)−φ((x′, y′), β)) =
z − z′, and so our two chosen points belong to the block aβ′ + c, where c = z − aφ((x, y), β). 
Combining Corollary 2.3 and Proposition 2.5, we obtain a construction of HTD(k, hq) for general h
and k and certain large prime powers q.
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Theorem 2.6. Let h ≥ 2 be an integer which factors into prime powers as q1q2 · · · qω(h). Then
there exists an HTD(k, hq) for all prime powers q ≡ 1 (mod λ(h, k)), q > λ(h, k)k(k−1). In other
words, N(hq) ≥ k for all prime powers q ≡ 1 (mod λ(h, k + 2)) with q > λ(h, k + 2)(k+2)(k+1).
2.2. Template matrices and explicit computation. We include here some remarks on explicit
computer-aided construction of HTD(k, hq) in the special case of prime hole size h. The ‘expansion’
construction of Proposition 2.5 relies on lifting all blocks so that the differences across any two points
fall into distinct cyclotomic classes. Using a ‘template matrix’ method introduced by Dinitz and
Stinson [14], it is possible to impose some additional structure on this lifting to gain an efficiency in
computations.
With notation similar to before, we define an hd × hd ‘template matrix’ Td(h) as the Gram matrix
of the vector space Hd. That is, rows and columns of Td(h) are indexed by H
d, and Td(h)uv = u · v.
Although the order in which columns appear is unimportant, it is convenient to index the rows in
lexicographic order. When h = 2, the template is simply a Walsh Hadamard matrix (with entries
0, 1 instead of ±1). We offer another example below.
Example 2.7. Consider the case h = 3, d = 2, which is suitable for the construction of up to
6 = 23 − 2 HMOLS having hole size 3. With rows (and columns) indexed by the lex order on F23,
we have
T3(2) =


0 0 0 0 0 0 0 0 0
0 1 2 0 1 2 0 1 2
0 2 1 0 2 1 0 2 1
0 0 0 1 1 1 2 2 2
0 1 2 1 2 0 2 0 1
0 2 1 1 0 2 2 1 0
0 0 0 2 2 2 1 1 1
0 1 2 2 0 1 1 2 0
0 2 1 2 1 0 1 0 2


.
Observe that the difference between any two distinct columns of Th(d) achieves every value in H
exactly hd−1 times each; this is essentially the content of Proposition 2.1. For k ≤ hd, the restriction
of Th(d) to any k columns has the same property. As we illustrate in Example 2.9 to follow, aiming
for a value of k less than hd may be a worthwhile tradeoff in computations.
We use the template matrix in conjunction with the following ‘relative difference matrix’ setup for
HTDs.
Lemma 2.8 (see [14]). Let G be an abelian group of order g with subgroup H of order h, and
B ⊆ Gk. If for all r, s with 1 ≤ r < s ≤ k and each a ∈ G\H there is a unique b ∈ B with br−bs = a,
then there exists an HTD(k, hg/h).
To further set up the construction, fix integers d, h ≥ 2, and put λ = hd−1. Let q ≡ 1 (mod λ) be
a prime power. Let ω be a multiplicative generator of Fq, and define C0 := 〈ωλ〉 to be the index-λ
subgroup of F×q . For 1 ≤ i < λ, we denote the coset ω
iC0 by Ci. Let k ≤ h
d. Given two k-tuples
t ∈ Xk and u ∈ Y k, define t ◦ u = ((ti, ui) : 1 ≤ i ≤ k) ∈ (X × Y )k. We take X = H = Fh and
Y = Fq in what follows, so that the group in Lemma 2.8 is G = Fh × Fq with subgroup Fh × {0}.
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Letting t1, t2, . . . , thd denote the rows of Th(d), our construction amounts to a selection of vectors
u1, u2, . . . , uhd ∈ F
k
q such that
B = {ti ◦ (xui) : x ∈ C0, 1 ≤ i ≤ h
d}
satisfies the hypotheses of Lemma 2.8. Dinitz and Stinson [14] and later, Abel and Zhang [2], reduce
the search for such vectors ui by assuming they have the form
u1, ωu1, ω
2u1, . . . , ω
λ−1u1, . . . , uh, ωuh, ω
2uh, . . . , ω
λ−1uh.
With this reduction, B produces an HTD if the quotients (uir−uis)(ujr−ujs)−1 lie in certain cosets
of C0 for each pair r, s with 1 ≤ r < s ≤ k. In more detail, fix two such column indices and consider
two blocks b, b′ ∈ B arising from a choice of two rows of Td(h). When these rows are in the same
block of λ = hd−1 consecutive rows, we automatically avoid br− bs = b′r− b
′
s because of the different
powers of ω multiplying the same ui. On the other hand, when these rows are in, say, the ith block
and jth block of λ rows, i 6= j, we must ensure that the quotient (uir − uis)(ujr − ujs)−1 avoids
those cyclotomic classes indexed by e′ − e (mod λ), whenever ωeui and ωe
′
uj index rows of Td(h)
which have equal (r, s)-differences. It is routine (but somewhat tedious) exercise to characterize the
‘allowed cosets’, either computationally for specific h, d or in general. We omit the details, but point
out that, for each r and s, an arithmetic progression of cyclotomic classes (with difference a power
of h) is available.
Now, given a table of allowed cosets, the vectors u1, . . . , uh ∈ Fkq can be chosen one at a time, where
each new vector has coset restrictions on its (r, s)-differences. The guarantee of Lemma 2.4 can be
used for this purpose (giving an alternate proof of Corollary 2.6 in the case of prime h). However,
in practice it often suffices to take significantly smaller values of q.
Example 2.9. To illustrate the method, we construct 9 HMOLS of type 2401 in F2×F401; that is,
we consider h = 2, q = 401. Instead of using all 16 columns of the template T2(4), we require only
9 + 2 = 11, as indicated below. Let
u1 = (284, 136, 249, 334, 1, 202, 140, 307,−, 35, 312,−, 0,−,−,−)
and u2 = (283, 297, 137, 60, 1, 210, 102, 39,−, 241, 111,−, 0,−,−,−).
It can be verified that the quotients (u2r − u2s)(u1r − u1s)−1 all lie in allowed cosets for T2(4)
for any distinct indices r and s such that our vectors are nonblank. (As an explanation for the
unnatural ordering of entries, it turns out that a column-permutation of the template T2(4) was
more convenient for the computations, at least with our approach.)
To our knowledge, Example 2.9 provides the first (explicit) construction of more than 6 HMOLS of
type 2n for any n > 1.
3. Recursive constructions
As we move away from prime powers, we present a product construction which scales the number
of holes. The idea is to join (copies of) equal-sized HMOLS on the diagonal and ordinary MOLS off
the diagonal. Our proof uses the language of transversal designs.
Proposition 3.1. N(hmn) ≥ min{N(1m), N(hn), N(hn)}.
Proof. We show that the existence of a HTD(k, hmn) is implied by the existence of an HTD(k, 1m),
TD(k, hn) and HTD(k, hn). Let us take as points [k]×H×M×X , where |H | = h, |M | = m, |X | = n.
The groups of our TD are {i} ×H ×M ×X and the holes are [k]×H × {w} × {x}, where i ∈ [k],
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w ∈ M , and x ∈ X . We construct the block set in two pieces. First, on each layer of points of
the form [k] ×H × {w} × X , where w ∈ M , we include the blocks of an HTD(k, hn) with groups
{i}×H×{w}×X and holes [k]×H×{w}×{x}. Second, let us take an HTD(k, 1m) on [k]×M and,
for each block B = {(i, wi) : i = 1, . . . , k}, include the blocks of a TD(k, hn) on ∪i{i}×H×{wi}×X ,
where in each case we use the natural group partition induced by first coordinates.
It remains to verify that the block set as constructed covers every pair of points as needed for an
HTD(k, hmn). To begin, since each of our ingredient blocks is transverse to the group partition, it
is clear that two distinct points in the same group are together in no block. Moreover, two distinct
points in the same hole appear in the same HTD(k, hn), the hole partition of which is inherited from
our resultant design. Therefore, such elements are also together in no block. Consider then, two
elements (i1, j1, w1, x1) and (i2, j2, w2, x2) with i1 6= i2 and (w1, x1) 6= (w2, x2). If w1 = w2, this
pair of points occurs in the same HTD(k, hn), and thus in exactly one block. On the other hand,
if w1 6= w2, we first locate the unique block of the HTD(k, 1m) containing (i1, w1) and (i2, w2),
and then, within the corresponding TD(k, hn), identify the unique block containing our two given
points. We remark that the holes can be safely ignored in this latter case, since we are assuming
w1 6= w2. 
Although the idea behind the construction in Proposition 3.1 is very standard, we could not find
this result mentioned explicitly in the literature.
To set up our next construction, we recall that an incomplete latin square can have holes that
partition a proper subset of the index set. In particular, we consider sets of mutually orthogonal
n×n incomplete latin squares with a single common h×h hole for integers n > h > 0. The maximum
number of squares in such a set is commonly denoted N(n;h).
Example 3.2. A noteworthy value is N(6; 2) = 2 in spite of the nonexistence of a pair of orthogonal
latin squares of order six. The squares, with common hole H = {1, 2}, are shown below.
3 4 5 6
4 3 6 5
6 3 5 1 4 2
4 5 6 2 3 1
3 6 2 5 1 4
5 4 1 6 2 3
3 5 6 4
4 6 5 3
3 5 2 4 1 6
6 4 1 3 2 5
4 6 5 1 3 2
5 3 6 2 4 1
Given a set of k − 2 mutually orthogonal incomplete latin squares of type (n;h), reading blocks as
k-tuples produces an incomplete transversal design, abbreviated either ITD(k, (n;h)) or TD(k, n)−
TD(k, h). The latter notation is not meant to suggest that a TD(k, h) exists as a subdesign, but
rather that two elements from the hole are uncovered by blocks. The interested reader is referred to
[12, 13] for more information and references on these objects.
We now extend Proposition 3.1 to get an analog of Wilson’s MOLS construction [19, Theorem 2.3].
Proposition 3.3. For 0 ≤ u < t,
N(hmt+u) ≥ min{N(t)− 1, N(hm), N(hm), N(hm+ h;h), N(hu)}.
Proof. We show that the existence of an HTD(k, hmt+u) is implied by the existence of a TD(k+1, t),
HTD(k, hm), TD(k, hm), HTD(k, hu) and an ITD(k, (hm+h;h)). We remark that the first of these
is equivalent to a resolvable TD(k, t).
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The set of points for our design is [k]×H × (M ×X ∪ Y ), where |H | = h, |M | = m, |X | = t, and
|Y | = u. Similar to the proof of Proposition 3.1, the groups are induced by first coordinates, and
the holes are ‘copies of H ’.
Begin with a TD(k+1, t) on ([k]∪{0})×X , say with blocksA. Let x∗ ∈ X and assume, without loss of
generality, that the blocks in A incident with (0, x∗) are of the form {(i, x) : i = 1, . . . , k}∪{(0, x∗)}.
In other words, in the induced resolvable TD(k, t), assume one parallel class is labeled as [k]× {x},
x ∈ X . Let us identify Y with any u-element subset of {0} × (X \ {x∗}).
For each block in A of the form {(i, x) : i = 1, . . . , k}∪{(0, x∗)}, include the blocks of an HTD(k, h
m),
on [k]×H ×M × {x} with groups and holes as usual. Consider now a block B ∈ A which does not
contain (0, x∗), say B = {(i, xi) : i = 0, 1, . . . , k} ∈ A where x0 6= x∗. Put y0 = (0, x0). If y0 6∈ Y
(that is if B does not intersect Y ), we include the blocks of a TD(k, hm) on ∪ki=1{i}×H×M ×{xi}
with groups and holes as usual. On the other hand, if y0 ∈ Y (that is if B intersects Y ), we include
the blocks of an ITD(k, (hm+ h;h)) on the points ∪ki=1{i} ×H × (M × {xi} ∪ {y0}) and such that
the hole of this ITD occurs as ∪ki=1{i}×H×{y0}. To finish the construction, we include the blocks
of an HTD(k, hu) on [k]×H × Y , where again the natural partition into groups and holes is used.
We have used four types of blocks, to be referenced below in the order just described.
As a verification, we consider two elements in different groups and holes. Suppose i and i′ index two
different groups. There are cases to consider. Consider first a pair of points of the form (i, j, w, x)
and (i′, j′, w′, x′), where (w, x) 6= (w′, x′). If x = x′, then the two points appear together in exactly
one block of the first kind. If x 6= x′, then we consider the unique block B ∈ A containing (i, x)
and (i′, x′). Our two points are either in exactly one block of the second kind if B ∩ Y = ∅ or
exactly one block of the third kind otherwise. Consider now the points (i, j, w, x) and (i′, j′, y′),
where y′ ∈ Y . There is exactly one block of the TD(k+1, t) containing (i, x) and y0. Examining the
ITD prescribed by the construction, the points (i, j, w, x) and (i′, j′, y′) appear together in exactly
one block of the third kind, since i 6= i′ and only one of these points belongs to the hole. Finally,
two points (i, j, y) and (i′, j′, y′) appear together in one (and only one) block of the fourth kind if
and only if y 6= y′. 
Remark. The construction in Proposition 3.1 is just the specialization Y = ∅ of that of Propo-
sition 3.3. However, we have kept the former stated separately since it requires no assumption on
N(hm+ h;h).
4. Lower bounds
4.1. Preliminary bounds. To make use of Proposition 3.3, it is helpful to have a lower bound on
N(n;h) resembling Beth’s bound for N(n).
Theorem 4.1. Let h be a positive integer. Then N(n;h) > n1/29.6 for sufficiently large n.
Proof. We use the construction of [19, Theorem 2.4]. A minor variant gives that, for 0 ≤ u, v ≤ t,
(4.1) N(mt+ u+ v; v) ≥ min{N(m), N(m+ 1), N(m+ 2), N(t)− 2, N(u)}.
(To clarify, the cited theorem ‘fills the hole’ of size v so that the left side becomes N(mt + u + v)
and the minimum on the right side includes N(v).) Put v = h and suppose k is a large integer. For
n ≥ k29.6, write n = mt + u, where m, t, u ≥ k14.7995. Then, from Beth’s inequality, there exist k
MOLS of each of the side lengths m,m+1,m+2, u, and also k+2 MOLS of side length t. It follows
from (4.1) that N(n+ h;h) ≥ k, as required. 
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The forthcoming proof of Theorem 1.2 makes use of two number-theoretic lemmas which are minor
variants of classical results. The first of these concerns the selection of a prime, with a congruence
restriction, in a large and wide enough interval.
Lemma 4.2. For any sufficiently large integerM and any real number x > eM there exists a prime
p ≡ 1 (mod M) satisfying x < p ≤ 2x.
Proof. We use a result [5, Theorem 1.3] of Bennett, Martin, O’Bryant and Rechnitzer concerning
the prime-counting function
π(x; q, a) := #{p ≤ x : p is prime, p ≡ a (mod q)}.
With q =M and a = 1, their estimate implies
∣∣∣∣π(x;M, 1) −
Li(x)
φ(M)
∣∣∣∣ ≤
1
160
x
(log x)2
for M > 105 and all x > eM . Since Li(x) ∼ x/ log(x) and φ(M) < log x, a routine calculation gives
π(2x;M, 1)− π(x;M, 1) ≥ 1 for sufficiently large x and M . 
Remark. Lemma 4.2 actually holds with ‘2’ replaced by any constant greater than one; however,
the present form suffices for our purposes.
Next, we have a Frobenius-style representation theorem for large integers.
Lemma 4.3. Let a, b and C be positive integers with gcd(a, b) = 1. Any n > a(b + 1)(b+ C) can
be written in the form n = ax+ by where x and y are integers satisfying x ≥ C and y > ax.
Proof. The integers a(C + 1), a(C + 2), . . . , a(C + b) cover all congruence classes mod b. Suppose
n ≡ a(C+ j) (mod b), where j ∈ {1, . . . , b}. Put x = C+ j and y = (n−ax)/b. Then y is an integer
with
y >
a(b+ 1)(C + b)− a(C + b)
b
= a(C + b) ≥ ax. 
4.2. Proof of the main result. We are now ready to prove our asymptotic lower bound on HMOLS
of type hn.
Proof of Theorem 1.2. Put M = λ(h, k + 2), as defined in Corollary 2.3. Note that M ≤
(k + 2)ω(h). Let K denote the ceiling of k(ω(h)+ǫ/4)k
2
, which we note for large k exceeds both eM
and M (k+2)(k+1).
Using Lemma 4.2, choose two primes q1, q2 ≡ 1 (mod M) where q2 ∈ (K, 2K] and q1 ∈ (2K, 4K].
With m = q2, we have N(h
m) ≥ k from Theorem 2.6, N(hm) ≥ k from Beth’s inequality, and
N(hm+ h;h) ≥ k from Theorem 4.1. The latter two bounds use the assumption that k is large.
From the hypothesis on n and choice of qi, we have for large k,
n > k(3+ǫ)ω(h)k
2
> 17K3 > q1(q2 + 1)(q2 + k
14.8).
Using Lemma 4.3, write n = q1s + q2t, where s, t are integers satisfying s ≥ k14.8 and t > q1s.
Put u = q1s so that, with this alternate notation, we have n = mt + u with t > u. Observe that
N(hu) ≥ k from Proposition 3.1 with s taking the role of m and q1 taking the role of n. We
additionally have N(t) > k from Beth’s inequality and our lower bound on t.
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From the above properties of m, t, u, Proposition 3.3 implies N(hn) ≥ k. 
Example 4.4. We illustrate the proof method by computing an explicit bound for the existence
of six HMOLS of type 2n. We show that n > 8× 50× 148 = 59200 suffices.
From [1, Table 1], there exist six HMOLS of types 28 and 249. (The former does not arise from the
cyclotomic construction of Section 2, but it helps us optimize the bound.) From [12, Table III.3.83],
we have N(1s) ≥ 6 for all s ≥ 99. It follows by Proposition 3.1 that N(28s) ≥ 6 for all s ≥ 99. Put
m = 49 and note that N(2m) = N(98) ≥ 6 and N(2m + 2; 2) = N(100; 2) ≥ 6, where the latter
appears in [12, Table III.4.14]. Write n = 8s+ 25t where t > 8s. From [12, Table III.3.81], we have
N(t) ≥ 7. Letting h = 2 and u = 8s, we conclude from Proposition 3.3 that N(2n) ≥ 6.
4.3. Inverting the bound. Here, we offer a lower bound on N(hn) in terms of n.
Theorem 4.5. Let h ≥ 2 be an integer and δ > 2 a real number. Then N(hn) ≥ (logn)1/δ for all
n > n0(h, δ).
Proof. If k is an integer not exceeding the right side of the above bound, then logn ≥ kδ > Ck2 log k
for any constant C > 3ω(h) and sufficiently large k. The existence of k HMOLS of type hn then
follows from Theorem 1.2. 
Remark. Various slightly better ‘inverse bounds’ are possible. For instance, we have N(hn) ≥
e
1
2
W (log(n)/2ω(h)) for sufficiently large n, whereW denotes Lambert’s function, the inverse of x 7→ xex.
The constants here represent one choice of many.
5. Future directions
It would of course be desirable to produce a lower bound of the formN(hn) ≥ nδ for some δ > 0. This
appears difficult using the presently available methods over finite fields, although a sophisticated
randomized construction is plausible.
When k is a fixed positive integer (rather than sufficiently large), our proof method can still compute,
in principle, a lower bound on n such that N(hn) ≥ k. However, this bound incurs a considerable
penalty in the analytic number theory for small integers k. To track this penalty, we require a bound
on the selection of prime powers in the spirit of [8, Lemma 5.3] or a deeper look at explicit estimates
for primes in Dirichlet’s theorem such as in the data attached to [5].
Concerning explicit sets of HMOLS, we showed N(2401) ≥ 9 in Example 2.9. A few other sets
of 9 HMOLS of type 2n for n < 1000 were found, along with a set of 10 HMOLS of type 21009.
Our search for a pair of vectors with the needed cyclotomic constraints was very na¨ıve. We also
restricted our computational efforts to the case h = 2. With some improved code to search for
vectors u1, u2, . . . , uh producing a set of HMOLS, one could envision an expanded table of lower
bounds. Such an undertaking could offer a better sense of what to expect in practice from the
standard construction methods and set a benchmark for future bounds.
As a separate line of investigation, it would be of interest to improve the exponent of Theorem 4.1,
our bound on MOLS with exactly one hole of a fixed size. A direct use of the Buchstab sieve as in
[19] is likely to do a bit better than our (indirect) method.
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