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20 ON FUNCTIONAL EQUATIONS OF EULER SYSTEMS
DAVID BURNS AND TAKAMICHI SANO
Abstract. We establish precise relations between Euler systems that are respectively
associated to a p-adic representation T and to its Kummer dual T ∗(1). Upon appropriate
specialization of this general result, we are able to deduce the existence of an Euler system
of rank [K : Q] over a totally real field K that both interpolates the values of the Dedekind
zeta function of K at all positive even integers and also determines all higher Fitting
ideals of the Selmer groups of Gm over abelian extensions of K. This construction in turn
motivates the formulation of a precise conjectural generalization of the Coleman-Ihara
formula and we provide supporting evidence for this conjecture.
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1. Introduction
1.1. Background and results. Let p be a prime number and T a p-adic representation
over a number field K. Then there is considerable interest in the construction of ‘special
1
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elements’ that lie in the higher exterior powers (or exterior power biduals) of the cohomology
groups of T over abelian extensions of K and can be explicitly linked to the values of
derivatives of L-functions that are related to T . In the best case, a family of such elements
constitutes an Euler system of the appropriate rank for T and hence controls the structure
of Selmer modules associated to T (via the general theory of [9]). However, despite their
great importance, there are still even today very few known constructions of Euler systems.
With a view to better understanding both the basic properties and possible constructions
of such families, our main interest in this article is to explore relations that should exist
between the special elements associated to T (and suitable auxiliary data) and the special
elements associated to its Kummer dual T ∗(1) := HomZp(T,Zp(1)).
Our approach uses the theory of ‘basic’ Euler systems that was introduced in [10]. We
recall, in particular, that the latter theory involves a construction of ‘vertical determinantal
systems’ that arise from a detailed study of the Galois cohomology complexes of represen-
tations.
In this regard, the main theoretical advance that we shall make is to introduce for a
general representation T over an arbitrary number field K a natural ‘local’ analogue of the
notion of vertical determinantal systems and to show (in Theorem 4.2) that this can be
used to establish a ‘functional equation’ for the vertical determinantal systems, and hence
basic Euler systems, that are associated to T and to T ∗(1).
To give a first concrete application of this general result, we specialize to representations
of the form Zp(j) for an odd prime p and suitable integers j. In particular, if K is a
totally real field in which p does not ramify, then we can construct a canonical local vertical
determinantal system in this setting by means of a canonical ‘higher rank Coleman map’
(see Remark 2.5) and then use the pre-image under this map of the Deligne-Ribet p-adic
L-function to prove the following result (which is later stated precisely as Theorem 5.2).
Theorem 1 (Theorem 5.2). Let K be a totally real field and p an odd prime that does not
ramify in K. Then there exists an Euler system c of rank [K : Q] for Zp(1) over K such
that both
(i) c interpolates the values of the Dedekind zeta function of K at all positive even
integers, and
(ii) c determines all higher Fitting ideals of the Selmer group of Gm over abelian exten-
sions of K.
The interpolation property in claim (i) is stated precisely in Theorem 5.2(i) and asserts,
roughly speaking, that for any positive even integer j the ‘cyclotomic j-twist’ of c recovers
the value of the p-truncated (that is, without Euler factors at p-adic places) Dedekind zeta
function ζK,{p}(s) of K at s = j. The proof of this result relies on an interpretation in
terms of the functional equation for vertical determinantal systems of the fact that the
Deligne-Ribet p-adic L-function interpolates ζK,{p}(1− j) and also requires us to prove the
validity of the ‘local Tamagawa number conjecture’ in certain new cases. Our main result
in this regard is Theorem 2.3 and also has consequences for the validity of the Tamagawa
number conjecture itself (see Theorem 3.8).
Claim (ii) of Theorem 1 follows, essentially directly, from results of [10] and of Kurihara
and the present authors in [6].
3At this point, we should observe that Sakamoto [25] has also recently constructed an Euler
system of rank [K : Q] for Zp(1) over a totally real field K and used it to give an equi-
variant generalization of the main result of Kurihara in [20]. Sakamoto’s construction also
makes essential use of the Deligne-Ribet p-adic L-function but is otherwise quite different
from ours. In fact, the construction of [25] relies both on a non-canonical ‘rank reduction’
technique for Euler systems (that does not use Coleman maps) and on a detailed technical
analysis of Iwasawa-theoretic exterior power biduals that is used to define a generalization
of the classical notion of characteristic ideal.
In contrast, our construction follows as a rather formal consequence of the canonical
functional equation for vertical determinantal systems and this difference of approach allows
us to prove that the Euler system has natural interpolation properties and, at the same time,
to avoid difficult auxiliary hypotheses such as the assumed vanishing of µ-invariants and
the need to project to suitable ‘components’ of the cohomology groups of Zp(1) over abelian
extensions of K (both of which seem to be essential to the approach of [25]).
Further, in an attempt to extend the interpolation property in Theorem 1(i) to odd pos-
itive integers we are led to formulate (in Conjecture 3.9) a variant of the ‘p-adic Beilinson
conjecture’ that is formulated by Besser, Buckingham, de Jeu and Roblot in [2]. Our conjec-
ture is naturally formulated in terms of the ‘generalized Stark elements’ ηK(j) introduced
by Kurihara and the present authors in [8] (see Definition 3.4). We note that ηK(j) is
defined in terms of the value of the p-truncated Dedekind zeta function of K at s = j.
In this context, the construction of Theorem 1 can be interpreted as a relation between
the elements ηK(1− j) and ηK(j) for even positive integers j and in Theorem 6.1 we prove
a precise relation between ηK(1− j) and ηK(j) for odd positive j.
To give more details we set r := [K : Q], and for an odd integer j > 1 note that ηK(j) and
ηK(1−j) are respectively elements of Cp and Cp⊗Zp
∧r
Zp
H1(OK [1/p],Zp(j)). We introduce
a ‘higher rank Coates-Wiles homomorphism’
Φj ∈
∧r
Qp
H1(K ⊗Q Qp,Qp(j))
that is canonical up to sign, and in the case K = Q coincides (up to sign) with (pj−1 − 1)
times the classical Coates-Wiles homomorphism (see Definition 2.6 and Remark 2.7). We
write locp : Cp ⊗Zp
∧r
Zp
H1(OK [1/p],Zp(j))→ Cp ⊗Zp
∧r
Zp
H1(K ⊗Q Qp,Zp(j)) for the map
induced by the localization map at p and DK for the discriminant of K.
Theorem 2 (Theorem 6.1). Let K be a totally real field and p an odd prime that does not
ramify in K. Then for each odd integer j > 1 one has
locp(ηK(1− j)) = ±ηK(j) ·DjK · Φj in Cp ⊗Zp
∧r
Zp
H1(K ⊗Q Qp,Zp(j)).
We find that this result leads to a natural conjectural generalization of the classical
‘Coleman-Ihara formula’ in [14] in the case that K = Q (see Conjecture 6.2 and Proposition
6.3). Such a link seems striking and also appears to be new.
Finally, we note that in a future article, we will also formulate, and provide evidence for,
conjectural congruence relations between ηK(j) and ηK(k) for general integers j and k that
are of a very different nature to the ‘functional equation’ relations we focus on here.
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The basic contents of the article is as follows. In §2 and §3 we deal with preliminary
material relating to Tamagawa number conjectures and generalized Stark elements and, in
particular, construct a canonical higher rank Coleman map (see Remark 2.5). In §4 we
introduce a natural notion of ‘local vertical determinantal systems’ and use it to establish
a functional equation for the vertical determinantal systems that are studied in [10]. In
§5 we combine a special case of the main result of §4 together with results from §2 and §3
in order to prove a precise version of Theorem 1. Finally, in §6 we prove Theorem 2 and
discuss links between our approach, the p-adic Beilinson conjecture of Besser et al [2] and
the Coleman-Ihara formula discussed in [14].
1.2. General notation and convention.
1.2.1. For a commutative unital ring R we write Dperf(R) for the derived category of
perfect complexes of R-modules and detR(−) for the determinant functor on Dperf(R) that
was originally constructed by Knudsen and Mumford in [19] and later clarified by Knudsen
in [18]. We note, however, that, whilst detR(−) takes values in the Picard category of
graded invertible R-modules we prefer, for convenience, to omit any explicit reference to
gradings (since in the present context this does not lead to any confusion).
We denote the dual HomR(X,R) of an R-module X by X
∗. The functor det−1R (−) is
then equal to detR(−)∗. For X ∈ Dperf(R), the canonical isomorphism
detR(X)⊗R det−1R (X)
∼−→ R; a⊗ f 7→ f(a)
is used frequently and called the ‘evaluation map’.
For a non-negative integer r, the r-th exterior power bidual of an R-module X is defined
by ⋂r
R
X :=
(∧r
R
(X∗)
)∗
.
For basic properties, see [10, Appendix A].
For a field E of characteristic 0, we often abbreviate E ⊗ − to E(−). Here ⊗ is one of
⊗Z,⊗Zp ,⊗Q,⊗Qp , depending on the context.
The following observation is used frequently: for a perfect complex C of Zp-modules such
that C ⊗LZp Qp is acyclic outside degree one, we have a canonical isomorphism
Qp ⊗Zp det−1Zp (C) ≃
∧d
Qp
H1(C ⊗LZp Qp),(1.2.1)
where d := dimQp(H
1(C ⊗LZp Qp)).
1.2.2. In the sequel we fix a number field K and an algebraic closure K of K and we set
GK := Gal(K/K). We regard K ⊂ C.
We fix an odd prime number p. We also fix an isomorphism C ≃ Cp.
For each natural number n we write µpn for the group of p
n-th roots of unity in K ⊂ C.
Note that we have a canonical generator ζpn := e
2π
√−1/pn of µpn , which determines a
canonical generator ξ := (ζpn)n of Zp(1) = lim←−n µpn .
For a finite set S of places of K, we write ζK,S(s) for the S-truncated Dedekind zeta
function of K. For any integer j, we denote its leading term at s = j by ζ∗K,S(j). We regard
ζ∗K,S(j) ∈ Cp via the fixed isomorphism C ≃ Cp.
5We write DK for the discriminant of K, which is by definition
DK := det(TrK/Q(xixj)),
where {x1, . . . , xr} is a Z-basis of OK (with r := [K : Q]) and TrK/Q : K → Q denotes the
trace map.
We write S∞(K) and Sp(K) for the set of infinite and p-adic places of K. We set
Kp := K ⊗Q Qp ≃
∏
v∈Sp(K)
Kv.
For any place v of K, we fix an algebraic closure Kv of Kv and an embedding K →֒ Kv.
In particular, we regard µpn ⊂ Kv and GKv := Gal(Kv/Kv) ⊂ GK . If v is an infinite place,
we identify Kv = C.
For a finite place v of K, we write Nv for the cardinality of the residue field at v.
For a Z[1/2][Gal(C/R)]-module X, we set
X+ := e+X,
where e+ := (1 + c)/2 with c denoting the complex conjugation.
We use the standard notation for Galois (e´tale) cohomology. In particular, we write
RΓ(OK,S,−), RΓc(OK,S,−) and RΓf (K,−) for S-cohomology, compactly supported S-
cohomology and Bloch-Kato Selmer complexes respectively.
1.2.3. Throughout this article, we fix a labelling
{σi : 1 ≤ i ≤ [K : Q]}
of the set of embeddings {σ : K →֒ C}. This choice then determines an ordered Q-basis of
the Betti cohomology space
HK(j) := H
0
B(SpecK(C),Q(j)) =
⊕
σ:K →֒C
(2π
√−1)jQ
and ordered Zp-bases of both ⊕
σ:K →֒C
Zp(j)
and
YK(j) :=
⊕
v∈S∞(K)
H0(Kv ,Zp(j)) =
( ⊕
σ:K →֒C
Zp(j)
)+
for any integer j. (For an explicit choice of bases, see [8, §2.1].) Thus we have identifications
detQ(HK(j)) = Q, detZp
( ⊕
σ:K →֒C
Zp(j)
)
= Zp and detZp(YK(j)) = Zp.
Set S := S∞(K)∪Sp(K). Then, since p is odd, the Artin-Verdier Duality Theorem gives
rise (via, for example, [4, §5, Lem. 12(b)]) to an exact triangle in Dperf(Zp)
RΓc(OK,S ,Zp(j))→ RHomZp(RΓ(OK,S,Zp(1− j)),Zp[−3])→ YK(j)[0]
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and hence to a canonical isomorphism
(1.2.2) det−1Zp (RΓc(OK,S,Zp(j))) ≃ det−1Zp (RΓ(OK,S,Zp(1− j))) ⊗Zp detZp(YK(j)).
Taking account of the identification detZp(YK(j)) = Zp above, we thereby obtain an iso-
morphism
det−1Zp (RΓc(OK,S ,Zp(j))) ≃ det−1Zp (RΓ(OK,S ,Zp(1− j)))(1.2.3)
that will be used frequently in later sections.
2. Coleman maps and local Tamagawa numbers
In this section we set r := [K : Q].
The aim of this section is to prove the ‘local Tamagawa number conjecture’ when p does
not ramify in K (see Theorem 2.3). In the proof, we introduce a ‘higher rank Coates-Wiles
homomorphism’ in Definition 2.6 and prove its interpolation property in Theorem 2.8, which
is used in later sections.
2.1. The local Tamagawa number conjecture. In this subsection, we formulate the
local Tamagawa number conjecture for number fields (Conjecture 2.2) and state the main
result in this section (Theorem 2.3).
For each integer j, note that the decomposition C = R(j)⊕R(j − 1) induces an isomor-
phism
RK ≃ RHK(j)+ ⊕ RHK(j − 1)+.(2.1.1)
(See [8, (1)].) By composing this with the isomorphism
RHK(j)
+ ⊕ RHK(j − 1)+ ≃ RHK(j); (x, y) 7→ 2x+ 1
2
· 2π√−1 · y,(2.1.2)
we obtain an isomorphism
RK ≃ RHK(j).(2.1.3)
The necessity of 2 and 1/2 in the definition of (2.1.2) was observed by Kato [17, p.8] (see
also [12, (4) in §3.5.3]). Although we assume p is odd and so difference by 2-power is not
essential, this modification is necessary to obtain a neat interpolation property of Coleman
maps, which we prove in Theorem 2.8 below.
Also, note that there is a canonical isomorphism⊕
σ:K →֒C
Qp(j) ≃ QpHK(j).(2.1.4)
For any positive integer j, let
logQp(j) : H
1
f (Kp,Qp(j))
∼−→ Kp
denote the Bloch-Kato logarithm map. Note that H1(Kp,Qp(j)) = H
1
f (Kp,Qp(j)) if j > 1.
7Definition 2.1. Let j be a positive integer. When j > 1, we define
ϑlocj : Cp ⊗Zp
(
det−1Zp (RΓ(Kp,Zp(j))) ⊗Zp det−1Zp
( ⊕
σ:K →֒C
Zp(j)
))
∼−→ Cp
by the composition
Cp ⊗Zp
(
det−1Zp (RΓ(Kp,Zp(j))) ⊗Zp det−1Zp
( ⊕
σ:K →֒C
Zp(j)
))
(1.2.1) and (2.1.4)≃ Cp ⊗Qp
(∧r
Qp
H1(Kp,Qp(j)) ⊗Q
∧r
Q
HK(j)
∗
)
logQp(j)≃ Cp ⊗Q
(∧r
Q
K ⊗Q
∧r
Q
HK(j)
∗
)
(2.1.3)≃ Cp ⊗Q
(∧r
Q
HK(j)⊗Q
∧r
Q
HK(j)
∗
)
evaluation≃ Cp.
When j = 1, we define ϑlocj in a similar way, by using the canonical exact sequence
0→ H1f (Kp,Qp(1))→ H1(Kp,Qp(1))→
∏
v∈Sp(K)
Qp → 0
and the canonical isomorphism
H2(Kp,Qp(1)) ≃
∏
v∈Sp(K)
Qp.
We now state the local Tamagawa number conjecture for the pair (h0(K)(j), p).
Conjecture 2.2 (TNClocp (h
0(K)(j))). For every positive integer j there exists a (unique)
Zp-basis
zj ∈ det−1Zp (RΓ(Kp,Zp(j))) ⊗Zp det−1Zp
( ⊕
σ:K →֒C
Zp(j)
)
with the property that
ϑlocj (zj) =
ζ∗K,{p}(1− j)
ζ∗K,{p}(j)
.
We can now state the main result of this section.
Theorem 2.3. If p does not ramify in K, then TNClocp (h
0(K)(j)) is valid for every positive
integer j.
The proof will be given in §2.3.
Remark 2.4. The key ingredients in the proof of Theorem 2.3 are the functional equation
of ζK(s) and the classical explicit reciprocity law of Bloch and Kato [3, Th. 2.1]. In fact,
in the case K = Q the validity of Theorem 2.3 is essentially verified in [3, §6], although the
language used in loc. cit. is rather different from ours. For the same reason, the general
8 DAVID BURNS AND TAKAMICHI SANO
case of Theorem 2.3 can presumably be derived (after suitable translation) from the sort
of calculations that are made by Benois and Nguyen Quang Do in [1]. Nevertheless, we
prefer to give a short direct proof of Theorem 2.3 both because the techniques it relies on
will be used again in later sections and because, as far as we are aware, the verification of
the precise form of Conjecture 2.2 in the case that p is unramified in K does not appear
anywhere else in the literature. (We note, however, in the special case that K/Q is abelian,
somewhat similar methods to ours are used in [17], [1], [13] and [5] to prove a natural
Gal(K/Q)-equivariant version of Conjecture 2.2.) For direct consequences of Theorem 2.3,
see Theorem 3.8.
2.2. Coleman maps. In this subsection, we assume that p is unramified in K.
The aim of this subsection is to construct a ‘higher rank Coleman map’ Φx in (2.2.3)
below (which is canonical up to sign). Our construction is motivated by Fukaya and Kato
[12, §3.6].
We write µp∞ for the union of µpn over all n and then set
Gn := Gal(K(µpn)/K), G∞ := Gal(K(µp∞)/K) ≃ lim←−
n
Gn
and
Λ := Zp[[G∞]].
For each v ∈ Sp(K) we write U (1)Kv(µpn ) for the group of principal units of Kv(µpn) and set
U∞ :=
∏
v∈Sp(K)
lim←−
n
U
(1)
Kv(µpn )
.
We also set
OKp := OK ⊗Z Zp ≃
∏
v∈Sp(K)
OKv .
We then recall (from either [3, (4.7)] or the original article [11] of Coleman) that there
exists a canonical exact sequence of Λ-modules
0→
∏
v∈Sp(K)
Zp(1)→ U∞ → OKp [[G∞]]→
∏
v∈Sp(K)
Zp(1)→ 0.(2.2.1)
The middle map is called the Coleman map. Note that, to define the Coleman map, we
need to choose a system of p-power roots of unity in Kv for each v ∈ Sp(K) (which is used
to characterize the Coleman power series). This choice is made by using the canonical basis
ξ of H0(K,Zp(1)) and the fixed embedding K →֒ Kv (see §1.2.2).
Since Λ is a regular ring, one can take detΛ to any finitely generated Λ-modules and so
the above sequence induces an isomorphism
detΛ(U∞)⊗Λ det−1Λ (OKp [[G∞]])(2.2.2)
≃ detΛ
 ∏
v∈Sp(K)
Zp(1)
 ⊗Λ det−1Λ
 ∏
v∈Sp(K)
Zp(1)

≃ Λ,
where the last isomorphism is induced by the natural evaluation map.
9We write Λ# for the set Λ, regarded as endowed with its natural structure as a Λ-module
and the action of GK that is given by setting g(λ) := λ · g−1 for each g ∈ GK and λ ∈ Λ,
where g denotes the image of g in G∞.
Then Kummer theory gives a canonical exact sequence
0→ U∞ → H1(Kp,Λ#(1))→
∏
v∈Sp(K)
Zp → 0
and class field theory a canonical isomorphism
H2(Kp,Λ
#(1)) ≃
∏
v∈Sp(K)
Zp,
which combine to induce canonical isomorphism
detΛ(U∞) ≃ det−1Λ (RΓ(Kp,Λ#(1))) ≃ detΛ(RΓ(Kp,Λ#))#,
where the last isomorphism is induced by the local duality. Here, by abuse of notation, for
a Λ-module X we denote by X# the set X on which Λ acts via involution. By combining
this with (2.2.2), we obtain a canonical isomorphism
Φ : detΛ(RΓ(Kp,Λ
#))# ⊗Λ det−1Λ (OKp [[G∞]]) ≃ Λ.
We now fix a Z-basis x = {x1, . . . , xr} of OK . This basis determines an isomorphism of
Λ-modules det−1Λ (OKp [[G∞]]) ≃ Λ and hence also a composite isomorphism
Φx : detΛ(RΓ(Kp,Λ
#))# ≃ detΛ(RΓ(Kp,Λ#))# ⊗Λ det−1Λ (OKp [[G∞]])
Φ−→ Λ.
We regard this isomorphism as an element
Φx ∈ det−1Λ (RΓ(Kp,Λ#))# ≃ lim←−
n
det−1
Zp[Gn]
(RΓ(Kp(µpn),Zp))
#.(2.2.3)
Since x is a Z-basis, Φx is canonical up to sign.
Remark 2.5. Set S := S∞(K) ∪ Sp(K). Then in Theorem 4.2 below we will show that
there is a canonical one-to-one correspondence of the form
{Λ-basis of det−1Λ (RΓ(Kp,Λ#))#}
≃ IsomΛ
(
det−1Λ (RΓc(OK,S ,Λ#))#,det−1Λ (RΓc(OK,S,Λ#(1)))
)
.
Via this correspondence, the element Φx of det
−1
Λ (RΓ(Kp,Λ
#))# is regarded as an isomor-
phism
Φx : det
−1
Λ (RΓc(OK,S,Λ#))#
∼−→ det−1Λ (RΓc(OK,S,Λ#(1))).
We shall refer to this isomorphism as a ‘higher rank Coleman map’ (and also see Remark 2.9
for a slight modification). Note also that, when K is totally real, the Deligne-Ribet p-adic
L-function is naturally regarded as a basis of det−1Λ (RΓc(OK,S ,Λ#(1)))+ (see Theorem 3.7
for the detail).
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2.3. The proof of Theorem 2.3. We keep assuming that p is unramified in K.
The case j = 1 easily follows from the analytic class number formula and so, we may,
and will, assume in the sequel that j > 1.
Let χcyc : G∞
∼−→ Z×p denote the cyclotomic character. The j-th power of χcyc induces a
surjection
χjcyc : det
−1
Λ (RΓ(Kp,Λ
#))# → det−1Zp (RΓ(Kp,Zp(j))).
More precisely, it is the composition
(2.3.1)
det−1Λ (RΓ(Kp,Λ
#))#
a7→a⊗ξ⊗j−−−−−−→ det−1Λ (RΓ(Kp,Λ#))# ⊗Λ Zp(j) ≃ det−1Zp (RΓ(Kp,Zp(j))),
where ξ ∈ Zp(1) is the canonical basis (see §1.2.2) and the last isomorphism follows from
[12, Prop. 1.6.5(3)].
For the later use, we give the following definition.
Definition 2.6. Let Φx ∈ det−1Λ (RΓ(Kp,Λ#))# be the basis constructed in (2.2.3). For
any j > 1, we define a higher rank Coates-Wiles homomorphism by
Φj := χ
j
cyc(Φx) ∈ det−1Zp (RΓ(Kp,Zp(j))).
This is a Zp-basis by definition.
Remark 2.7. When K = Q, one checks by definition that
Φj = ±(pj−1 − 1)ϕCWj in H1(Qp,Qp(j))
(1.2.1)≃ det−1Qp(RΓ(Qp,Qp(j))),
where ϕCWj ∈ H1(Qp,Qp(j)) is the classical Coates-Wiles homomorphism defined in [3, §2].
In the general case Φj can be explicitly described as follows. First, note that we have a
natural identification
H1(Kp,Qp(j)) = HomΛ(U∞,Qp(j)).
(See [3, p. 342].) Let
Col : U∞ → OKp [[G∞]]
be the Coleman map (i.e., the middle map in (2.2.1)). By taking the functor HomΛ(−,Qp(j))
to this map, we obtain a map
Colj : HomQp(Kp,Qp(j))
f 7→f◦χjcyc≃ HomΛ(OKp [[G∞]],Qp(j))→ HomΛ(U∞,Qp(j)).
(One deduces from the exact sequence (2.2.1) that this is in fact an isomorphism.) Since
Qp(j) has a canonical basis ξ
⊗j (see §1.2.2), we can identify HomQp(Kp,Qp(j)) with K∗p :=
HomQp(Kp,Qp). Let x = {x1, . . . , xr} be the fixed Z-basis of OK , and {x∗1, . . . , x∗r} be the
dual basis. One sees that the image of x∗1 ∧ · · · ∧ x∗r under the map∧r
Qp
K∗p
Colj−−−→
∧r
Qp
HomΛ(U∞,Qp(j)) =
∧r
Qp
H1(Kp,Qp(j))
(1.2.1)≃ det−1Qp(RΓ(Kp,Qp(j)))
coincides with Φj .
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We now study interpolation properties of higher rank Coates-Wiles homomorphisms. We
use the identification
det−1Zp
( ⊕
σ:K →֒C
Zp(j)
)
= Zp
(see §1.2.3) to regard ϑlocj in Definition 2.1 as a map
ϑlocj : Cpdet
−1
Zp
(RΓ(Kp,Zp(j)))
∼−→ Cp.
We also note that the discriminant DK of K belongs to Z
×
p since p is assumed to be
unramified in K.
Theorem 2.3 is thereby reduced to the following result.
Theorem 2.8. We have
ϑlocj (Φj) = ±D−jK ·
ζ∗K,{p}(1− j)
ζ∗K,{p}(j)
.
Remark 2.9. Since DK ∈ Z×p , there exists σDK ∈ G∞ such that χcyc(σDK ) = DK . Then
Theorem 2.8 implies the element Ψ := σDK · Φx satisfies the interpolation property
ϑlocj (χ
j
cyc(Ψ)) = ±
ζ∗K,{p}(1− j)
ζ∗K,{p}(j)
for any j > 1.
This shows that the collection {±ζ∗K,{p}(1− j)/ζ∗K,{p}(j)}j>1 is p-adically interpolated by Ψ
and so is considerably stronger than the statement of Theorem 2.3. In particular, Theorem
1(i) in the introduction will later be proved by applying Theorem 2.8.
The rest of this section is devoted to the proof of Theorem 2.8. In the sequel we will write
rR and rC for the number of real and complex places of K respectively (so that r = rR+2rC).
Lemma 2.10. For any positive integer j, we have
ζ∗K(1− j)
ζ∗K(j)
=

±2rR(2π)rC
(
(j − 1)!
(2π)j
)r
|DK |j−
1
2 if j is even,
±2−rR(2π)rR+rC
(
(j − 1)!
(2π)j
)r
|DK |j−
1
2 if j is odd.
Proof. This follows from the well-known functional equation
ζK(1− s) = |DK |s−
1
2
(
cos
πs
2
)rR+rC (
sin
πs
2
)rC (
2(2π)−sΓ(s)
)r
ζK(s).

Recall that we fixed a Z-basis {x1, . . . , xr} of OK .
Lemma 2.11. Let
αj : R
∧r
Q
K ≃ R
∧r
Q
HK(j)
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be the isomorphism induced by (2.1.3). We identify
∧r
QHK(j) = Q (see §1.2.3). Then we
have
αj(x1 ∧ · · · ∧ xr) =

±2rR(2π)rC
√
|DK |
(2π)jr
if j is even,
±2−rR(2π)rR+rC
√|DK |
(2π)jr
if j is odd.
Proof. This follows from a simple computation. 
By combining Lemmas 2.10 and 2.11, we have the following.
Corollary 2.12. We have
αj
 ∏
v∈Sp(K)
1−Nvj−1
1−Nv−j
 (j − 1)!rDj−1K · x1 ∧ · · · ∧ xr
 = ±ζ∗K,{p}(1− j)
ζ∗K,{p}(j)
.
Theorem 2.8 follows from Corollary 2.12 and the following key lemma, which is essentially
the explicit reciprocity law due to Bloch and Kato [3, Th. 2.1].
Lemma 2.13. Let
logQp(j) : det
−1
Qp
(RΓ(Kp,Qp(j)))
(1.2.1)≃
∧r
Qp
H1(Kp,Qp(j)) ≃
∧r
Qp
Kp
be the isomorphism induced by the Bloch-Kato logarithm map. Then we have
logQp(j)(Φj) =
 ∏
v∈Sp(K)
1−Nvj−1
1−Nv−j
 (j − 1)!rD−1K · x1 ∧ · · · ∧ xr.
Proof. Let expQp(j) denote the inverse of logQp(j). Let
Φ∗j :
∧r
Qp
H1(Kp,Qp(j))
∼−→
∧r
Qp
K∗p
be the isomorphism defined by Φj 7→ x∗1 ∧ · · · ∧x∗r. By Remark 2.7, this map coincides with
the map induced by ‘c ◦ b ◦ a’ in [3, p. 367] (r in loc. cit. corresponds to our j). So, by [3,
Claim 4.8], the composition∧r
Qp
Kp
expQp(j)−−−−−→
∧r
Qp
H1(Kp,Qp(j))
Φ∗j−−→
∧r
Qp
K∗p
coincides with the map induced by
Kp → K∗p ; x 7→
(
y 7→ (j − 1)!−1TrK/Q((1 − p−jFrp)(x) · (1− pj−1Frp)−1(y))
)
.
Here Frp := (Frv)v∈Sp(K) is the automorphism of Kp =
∏
v∈Sp(K)Kv determined by the
Frobenius element Frv ∈ Gal(Kv/Qp) for each v ∈ Sp(K). By Lemma 2.14 below, the
determinant of this map (with respect to the bases {x1, . . . , xr} and {x∗1, . . . , x∗r}) is
(j − 1)!−rDK
∏
v∈Sp(K)
1−Nv−j
1−Nvj−1 .
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Thus we have
expQp(j)(x1 ∧ · · · ∧ xr) =
(j − 1)!−rDK ∏
v∈Sp(K)
1−Nv−j
1−Nvj−1
 · Φj.
This proves the lemma. 
Lemma 2.14. Let E/Qp be a finite cyclic extension of degree f . Then for any generator
σ ∈ Gal(E/Qp) we have an equality of polynomials
det(1− σ · t | E) = 1− tf .
(E is regarded as a Qp-vector space.)
Proof. The matrix of σ with respect to a normal basis of E/Qp is
0 0 · · · · · · 1
1 0 · · · · · · 0
0 1 0 · · · 0
...
. . .
. . .
...
0 · · · · · · 1 0
 .
Thus we have
det(1− σ · t | E) = det

1 0 · · · · · · −t
−t 1 · · · · · · 0
0 −t 1 · · · 0
...
. . .
. . .
...
0 · · · · · · −t 1
 = 1− tf .

3. Generalized Stark elements and Tamagawa numbers
In this section, we give a review of generalized Stark elements introduced in [8] (see
Definition 3.4). We also formulate the Tamagawa number conjecture for number fields (see
Conjecture 3.2) and, by applying Theorem 2.3, we give some new evidence for the conjecture
(see Theorem 3.8).
Let K be a number field and p an odd prime number. We set
S := S∞(K) ∪ Sp(K).
3.1. Period-regulator isomorphisms. For any integer j, one can define a canonical
‘period-regulator isomorphism’
ϑZp(j) : Cpdet
−1
Zp
(RΓc(OK,S ,Zp(j))) ∼−→ Cp.
(More generally, for a general p-adic representation T coming from geometry, and any finite
set Σ of places of K that contains S∞(K) ∪ Sp(K) and all places at which T ramify, one
can define a canonical isomorphism ϑT : Cpdet
−1
Zp
(RΓc(OK,Σ, T )) ∼−→ Cp.)
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For the reader’s convenience we now review the explicit definition of ϑZp(j) in the case
that j 6= 0, 1. To do this we set
rj := rankZp(YK(j)) = rankQ(HK(j)
+) =
{
rR + rC if j is even,
rC if j is odd.
For each j > 1 we also write
(3.1.1) regj : RK2j−1(OK) ≃ RHK(j − 1)+
for the canonical Borel regulator isomorphism. It is known that the Chern character map
induces an isomorphism
(3.1.2) chj : QpK2j−1(OK) ≃ H1(OK,S,Qp(j))
(cf. [8, §2.2.1]).
3.1.1. The case j < 0. In this case the space H2(OK,S,Qp(1 − j)) vanishes (by Soule´ [23,
Th. 10.3.27]). We can therefore define ϑZp(j) to be the composition
Cpdet
−1
Zp
(RΓc(OK,S,Zp(j)))
(1.2.2)≃ Cp
(
det−1Zp (RΓ(OK,S,Zp(1− j))) ⊗Zp det−1Zp (YK(−j))
)
(1.2.1)≃ Cp
(∧rj
Zp
H1(OK,S,Zp(1− j))⊗Zp
∧rj
Zp
YK(−j)∗
)
ch1−j≃ Cp
(∧rj
Z
K1−2j(OK)⊗Z
∧rj
Zp
YK(−j)∗
)
reg1−j≃ Cp
(∧rj
Q
HK(−j)+ ⊗Z
∧rj
Zp
YK(−j)∗
)
≃ Cp,
where the last isomorphism uses the canonical identification QpHK(−j)+ = QpYK(−j) (see
(2.1.4)).
3.1.2. The case j > 1. In this case we define ϑZp(j) to be the composition
Cpdet
−1
Zp
(RΓc(OK,S,Zp(j)))
≃ Cp
(
det−1Qp (RΓf (K,Qp(j))) ⊗Qp detQp(RΓf (Kp,Qp(j))) ⊗Zp detZp(YK(j))
)
≃ Cp
(
detZ(K2j−1(OK))⊗Z det−1Qp(H1(Kp,Qp(j))) ⊗Zp detZp(YK(j))
)
regj⊗logQp(j)≃ Cp
(
detQ(HK(j − 1)+)⊗Q det−1Q (K)⊗Z detZp(YK(j))
)
(2.1.1)≃ Cp
(
detQ(HK(j − 1)+)⊗Q det−1Q (HK(j − 1)+)
)
≃ Cp,
where the first isomorphism is obtained from the exact triangle
RΓc(OK,S,Qp(j))→ RΓf (K,Qp(j))→ RΓf (Kp,Qp(j)) ⊕ RΓ(K ⊗Q R,Qp(j)),
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and for the second isomorphism we used the fact that H1f (K,Qp(j)) ≃ H1(OK,S,Qp(j))
chj≃
QpK2j−1(OK).
Remark 3.1. It is conjectured by Schneider in [26] that the space H2(OK,S ,Qp(1 − j))
vanishes for all j > 1. In [15, Th. 1.8(3)] it is shown by de Jeu and Navilarekallu that this
conjecture is equivalent to asserting that for any j > 1 the Deligne-Ribet p-adic L-function
Lp(ω
1−j, s) should not vanish at s = j. For any integer j for which this prediction is valid,
the approach of [8, §2.2.4] shows that there is a canonical exact sequence
0→ H1(OK,S,Qp(1− j))→ H1(Kp,Qp(j))∗ → QpK2j−1(OK)∗ → 0.(3.1.3)
Using this sequence, it can be shown that the isomorphism
Cpdet
−1
Zp
(RΓc(OK,S,Zp(j)))
≃ Cp
(
detZ(K2j−1(OK))⊗Z det−1Qp(H1(Kp,Qp(j))) ⊗Zp detZp(YK(j))
)
obtained above coincides with the composition
Cpdet
−1
Zp
(RΓc(OK,S,Zp(j)))
(1.2.2)≃ Cp
(
det−1Zp (RΓ(OK,S,Zp(1− j))) ⊗Zp detZp(YK(j))
)
(1.2.1)≃ Cp
(∧rj
Zp
H1(OK,S,Zp(1− j))⊗Zp
∧rj
Zp
YK(j)
)
(3.1.3)≃ Cp
(∧r−rj
Z
K2j−1(OK)⊗Z
∧r
Qp
H1(Kp,Qp(j))
∗ ⊗Zp
∧rj
Zp
YK(j)
)
,
where r := [K : Q].
3.1.3. The Tamagawa number conjecture. We can now give a precise statement of the Tam-
agawa number conjecture for the pair (h0(K)(j), p).
Conjecture 3.2 (TNCp(h
0(K)(j))). Let K be a number field and j an integer. Then there
exists a (unique) Zp-basis
zK,S ∈ det−1Zp (RΓc(OK,S,Zp(j)))
with the property that
ϑZp(j)(zK,S) = ζ
∗
K,S(j).
In the sequel we shall make use of the following (well-known) compatibility result con-
cerning this conjecture.
Proposition 3.3. If TNClocp (h
0(K)(j)) (Conjecture 2.2) is valid, then the assertions of
TNCp(h
0(K)(j)) and TNCp(h
0(K)(1− j)) are equivalent.
Proof. This can be deduced as a special case of [4, Th. 5.3] and can also be derived more
directly as follows.
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Upon comparing the explicit statements of TNCp(h
0(K)(j)) and TNCp(h
0(K)(1 − j))
with that of TNClocp (h
0(K)(j)), the given claim is reduced to proving the following: if one
sets
Dlocj := det
−1
Zp
(RΓ(Kp,Zp(j))) ⊗Zp det−1Zp
( ⊕
σ:K →֒C
Zp(j)
)
then the diagram
(3.1.4) Cp
(
Dlocj ⊗Zp det−1Zp (RΓc(OK,S ,Zp(j)))
) ∼
//
ϑlocj ⊗ϑZp(j)

Cpdet
−1
Zp
(RΓc(OK,S ,Zp(1− j)))
ϑZp(1−j)

Cp ⊗Cp Cp a⊗b7→ab // Cp
commutes. The isomorphism in the upper row of this diagram is induced by the Artin-
Verdier Duality Theorem via (1.2.2), the explicit relation between RΓc(OK,S,Zp(j)) and
RΓ(OK,S,Zp(j)) that follows from the definition of compactly supported cohomology and
(2.1.2). The commutativity of the diagram can then be checked by means of an explicit
comparison of the definitions of ϑlocj , ϑZp(j) and ϑZp(1−j). 
3.2. Generalized Stark elements. In this section we fix an integer j with j /∈ {0, 1} and
review the definition of the generalized Stark elements from [8].
Definition 3.4. If j is either negative, or both positive and such that H2(OK,S,Qp(1− j))
vanishes (cf. §3.1.1 and Remark 3.1), then there is a canonical identification of Cp-spaces
Cpdet
−1
Zp
(RΓc(OK,S,Zp(j)))
(1.2.3)≃ Cpdet−1Zp (RΓ(OK,S,Zp(1− j)))
(1.2.1)≃ Cp
∧rj
Zp
H1(OK,S ,Zp(1− j)).
In any such case the generalized Stark element
ηK,S(j) ∈ Cp
∧rj
Zp
H1(OK,S,Zp(1− j))
is defined to be the image of ϑ−1
Zp(j)
(ζ∗K,S(j)) ∈ Cpdet−1Zp (RΓc(OK,S,Zp(j))) under this iso-
morphism, where ϑZp(j) is the period-regulator isomorphism defined in §3.1.
In the case that j is positive andH2(OK,S,Qp(1−j)) does not vanish, we set ηK,S(j) := 0.
Remark 3.5. If K is totally real and j is odd, then ηK,S(j) belongs to Cp and is explicitly
described as follows.
(i) If j < 0, then ηK,S(j) = ζK,S(j) and so belongs to Q (by a well-known result of
Klingen and Siegel).
(ii) If j > 1, then ηK,S(j) = det(κ) · ζK,S(j), where κ is the composite homomorphism
CpK2j−1(OK)
synjp−−−→ CpK
(2.1.1)≃ CpHK(j − 1)
reg−1j≃ CpK2j−1(OK).
Here synjp is induced by the syntomic regulator maps K2j−1(OKv)→ Kv for each v
in Sp(K) and is bijective if and only if H
2(OK,S,Qp(1− j)) vanishes.
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Remark 3.6. If K is totally real and j is positive even, then the isomorphisms (3.1.1)
and (3.1.2) combine to imply that H1(OK,S ,Qp(j)) ≃ QpK2j−1(OK) vanishes and this
in turn implies H2(OK,S,Qp(1 − j)) vanishes. In this case, therefore, the generalized
Stark element ηK,S(j) is non-trivial. In addition, whilst ηK,S(j) is, a priori, an element
of Cp
∧[K:Q]
Zp
H1(OK,S ,Zp(1− j)), Theorem 3.8(i) below implies that if p does not ramify in
K, then ηK,S(j) is ‘rational’ in the following sense:
ηK,S(j) ∈ Qp
∧[K:Q]
Zp
H1(OK,S,Zp(1− j)).
3.3. Deligne-Ribet p-adic L-functions. In this subsection, let K be a totally real field.
We set
Λ := Zp[[Gal(K(µp∞)
+/K)]]
and write Q(Λ) for the total quotient ring of Λ.
We fix a topological generator γ of Gal(K(µp∞)
+/K(µp)
+) and recall that there exists a
canonical element
L ∈ 1
γ − 1 · Λ ⊂ Q(Λ)
(the ‘Deligne-Ribet p-adic L-function’) that satisfies
χjcyc(L) = ζK,S(1− j) for any positive even integer j.
Theorem 3.7 (Iwasawa main conjecture). The complex RΓc(OK,S,Λ#(1)) ⊗LΛ Q(Λ) is
acyclic and there exists a (unique) Λ-basis
z ∈ det−1Λ (RΓc(OK,S,Λ#(1)))
such that the natural map
det−1Λ (RΓc(OK,S,Λ#(1))) →֒ det−1Λ (RΓc(OK,S,Λ#(1))) ⊗Λ Q(Λ) = Q(Λ)
sends z to L.
Proof. It is well-known that the complex RΓc(OK,S ,Λ#(1)) is acyclic outside degrees 2 and
3 and such that
H ic(OK,S ,Λ#(1)) =
{
XK := Gal(MK/K(µp∞)
+) if i = 2,
Zp if i = 3,
where MK denotes the maximal abelian pro-p extension of K(µp∞)
+ that is unramified
outside S. In particular, since XK is known to be a torsion Λ-module, these descriptions
imply that RΓc(OK,S,Λ#(1)) ⊗LΛ Q(Λ) is acyclic and also that the image of the natural
composite map
det−1Λ (RΓc(OK,S,Λ#(1))) →֒ det−1Λ (RΓc(OK,S,Λ#(1))) ⊗Λ Q(Λ) = Q(Λ)
is equal to
det−1Λ (XK [−2]) · det−1Λ (Zp[−3]) = charΛ(XK) · charΛ(Zp)−1.
The claimed result therefore follows directly from the fact that
Λ · L = charΛ(XK) · charΛ(Zp)−1,
as proved by Wiles in [29, Th. 1.3 and 1.4]. 
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3.4. Evidence for the Tamagawa number conjecture. Theorem 2.3 leads to the fol-
lowing evidence in support of Conjecture 3.2.
Theorem 3.8. If p is odd and unramified in K, then TNCp(h
0(K)(j)) is valid in all of the
following cases.
(i) K is totally real and j is positive even.
(ii) K is imaginary quadratic and p is bigger than 3 and splits in K.
Proof. At the outset we note that, for any odd prime p, Theorem 3.7 implies directly that
TNCp(h
0(K)(j)) is valid for any negative odd integer j, whilst Theorem 2.3 implies that
TNClocp (h
0(K)(j)) is valid for all j provided that p does not ramify in K.
In particular, if we assume that p does not ramify in K, then claim (i) follows directly
upon combining Proposition 3.3 with Theorems 2.3 and 3.7.
In a similar way, claim (ii) is reduced to the main result of Johnson-Leung [16] which
asserts that, under the given hypotheses, TNCp(h
0(K)(1−j)) is valid for all positive integers
j. (The case j = 1 follows from the class number formula.) 
To consider the validity of TNCp(h
0(K)(j)) for integers j that are both odd and bigger
than one we first reformulate the p-adic Beilinson conjecture in terms of generalized Stark
elements (cf. Remark 3.5(ii)).
Conjecture 3.9 (The p-adic Beilinson conjecture). Let K be a totally real field. Then for
each odd integer j > 1 one has
χ1−jcyc (L) = ηK,S(j).
Remark 3.10. With the usual notation of the p-adic L-function, we have
χ1−jcyc (L) = Lp(ω1−j , j).
By using this fact one can show that Conjecture 3.9 is equivalent to the conjecture [2, Conj.
2.17(2)] of Besser et al. In particular, [2, Rem. 4.18] implies that Conjecture 3.9 is valid
when K is abelian over Q.
The next result (is not used in later sections and) follows immediately from Theorem 3.7.
Proposition 3.11. Let j > 1 be an odd integer such that H2(OK,S ,Qp(1 − j)) vanishes.
Then Conjecture 3.9 implies the validity of TNCp(h
0(K)(j)).
Remark 3.12. A result of the same form as Proposition 3.11 has also recently been proved,
and in a more general context, by Nickel in [24].
4. The functional equation of vertical determinantal systems
In this section we shall further develop the theory of ‘vertical determinantal systems’ that
was introduced in [10]. In particular, the context of the results proved here is much more
general than those in earlier sections.
Then, in §5, a special case of the main result (Theorem 4.2) of this section will be
combined with Theorems 2.8 and 3.7 in order to construct a higher rank Euler system with
canonical interpolation properties.
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4.1. Local vertical determinantal sytems. In this subsection we specify the notation
and hypotheses that are to be used throughout §4 and then present a natural ‘local’ analogue
of a key definition from [10].
4.1.1. Let K be a number field. We fix a representation T of GK that is unramified outside
a finite set Sram(T ) of places of K and assume that T is a free module with respect to an
action of a commutative Gorenstein Zp-order R (that commutes with the given action of
GK).
We assume that R is endowed with an involution and, for any profinite group G and an
R[[G]]-module X, we write X# for the set X on which R[[G]] acts via involution.
We also fix an abelian extension K of K (that is not necessarily a pro-p extension) and
write Ω(K) for the collection of finite extensions of K in K.
For each F in Ω(K) we set
GF := Gal(F/K)
and write TF for the induced representation Ind
GK
GF
(T ) ≃ T ⊗Zp Zp[GF ]#.
We also consider the finite sets of places of K that are defined by
S := S∞(K) ∪ Sp(K) ∪ Sram(T )
and
S(F ) := S ∪ Sram(F/K),
where Sram(F/K) denotes the (finite) set of places of K that ramify in F .
For each set of places Σ of K we also write Σf for its subset Σ \ S∞(K) of finite places.
4.1.2. We recall that the module of vertical determinantal systems for the pair (T,K) is
defined as an inverse limit
VS(T,K) := lim←−
F∈Ω(K)
det−1R[GF ](RΓc(OF,S(F ), T
∗(1))),
where the transition morphisms are specified in [10, Def. 2.9] and will be recalled in the
proof of Theorem 4.2 below.
In the following definition we present a natural ‘local’ analogue of this construction.
Definition 4.1. We define the module of local vertical determinantal systems for (T,K) by
setting
VSloc(T,K) := lim←−
F∈Ω(K)
⊗
v∈Sf
det−1R[GF ](RΓ(Kv, TF ))
⊗R[GF ] det−1R[GF ]
(⊕
F →֒C
T
)
.
Here the limit is defined with respect to the transition maps for each F and F ′ in Ω(K)
with F ⊂ F ′ that are induced by the natural isomorphisms
R[GF ]⊗LR[GF ′ ] RΓ(Kv , TF ′) ≃ RΓ(Kv, TF )
in Dperf(R[GF ]) for each v in Sf together with the natural isomorphism of R[GF ]-modules
R[GF ]⊗R[GF ′ ]
( ⊕
F ′ →֒C
T
)
≃
⊕
F →֒C
T.
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4.2. The functional equation. We can now state our main result concerning vertical
determinant systems.
This result can be interpreted as showing that local vertical determinant systems give
rise to ‘functional equation’ relations between the vertical determinant systems that are
associated to a representation and to its Kummer dual.
Theorem 4.2. There exists a canonical isomorphism of R[[Gal(K/K)]]-modules
VSloc(T,K) ≃ HomR[[Gal(K/K)]]
(
VS(T ∗(1),K),VS(T,K)#
)
.
The proof of this result will occupy the rest of this section.
4.2.1. We first fix some convenient notation for the argument.
For each F in Ω(K) we abbreviate the determinant functor detR[GF ](−) to dF (−). We
then also set
ΞF (T ) := d
−1
F (RΓc(OF,S(F ), T ∗(1)))
and
ΞlocF (T ) :=
⊗
v∈Sf
d−1F (RΓ(Kv, TF ))
 ⊗R[GF ] d−1F
(⊕
F →֒C
T
)
.
For each place v of K outside S we fix a place w of F above v and write F∞w and
K∞v for the unramified Zp-extensions of Fw and Kv respectively. We denote the finite
group Gal(F∞w /K∞v ) by ∆w, set Γw := Gal(F∞w /Kv) and note that the quotient group
Γv := Γw/∆w ≃ Gal(K∞v /Kv) is generated by the restriction of the inverse
φv := Fr
−1
v
of the Frobenius automorphism at v.
We write Λ∞w for the completed group algebra Zp[[Γw]]. Then for any Λ∞w -module M
the completed tensor product M∞w := Λ∞w ⊗ˆZp[∆w]M is a Λ∞w -module via left multiplication
upon which φv induces a well-defined endomorphism (that we also denote by φv) that sends
each element x ⊗m to xφˆ−1v ⊗ φˆv(m), where φˆv is any element of Γw whose projection to
Γv coincides with that of φv.
In particular, since T is unramified at v the restriction of TF to GKv is a Λ
∞
w -module
and, in this case, there exists a natural short exact sequence of R[GF ][[GKv ]]-modules
0→ (TF )∞w
1−φv−−−→ (TF )∞w → TF → 0
(for a proof of exactness see, for example, [27, Prop. 2.2, Rem. 2.3]) and hence a canonical
exact triangle in D(R[GF ]) of the form
(4.2.1) RΓ(Kv , (TF )
∞
w )
1−φv−−−→ RΓ(Kv, (TF )∞w )→ RΓ(Kv, TF )→ .
By Lemma 4.3 below, this triangle belongs to the subcategory Dperf(R[GF ]) of D(R[GF ])
and so induces a composite isomorphism of R[GF ]-modules
µv(TF ) : dF (RΓ(Kv, TF )) ≃ dF (RΓ(Kv, (TF )∞w ))⊗R[GF ] d−1F (RΓ(Kv , (TF )∞w ))
≃R[GF ],
in which the second isomorphism is the evaluation map on dF (RΓ(Kv, (TF )
∞
w )).
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4.2.2. Turning now to the construction of the claimed isomorphism, we recall that the
Artin-Verdier Duality Theorem induces (via, for example, [4, §5, Lem. 14]) a canonical
isomorphism of R[GF ]-modules
θAV(TF ) : Ξ
loc
F (T )⊗R[GF ]
⊗
v∈S(F )\S
d−1F (RΓ(Kv, TF )) ≃ ΞF (T ∗(1))−1 ⊗R[GF ] ΞF (T )#.
We can therefore define a canonical composite isomorphism
θ(TF ) : Ξ
loc
F (T ) ≃ΞlocF (T )⊗R[GF ]
⊗
v∈S(F )\S
d−1F (RΓ(Kv, TF ))
≃ΞF (T ∗(1))−1 ⊗R[GF ] ΞF (T )#
≃ HomR[GF ](ΞF (T ∗(1)),ΞF (T )#),
in which the first map is induced by the tensor product over v in S(F )\S of the isomorphisms
µv(TF ), the second is θ
AV(TF ) and the third is the natural isomorphism.
To construct an isomorphism of the required sort it is therefore enough to prove that for
each pair of fields F and F ′ in Ω(K) with F ⊂ F ′ the following diagram commutes
(4.2.2)
ΞlocF ′ (T )
θ(TF ′)−−−−→ HomR[GF ′ ](ΞF ′(T ∗(1)),ΞF ′(T )#)y y
ΞlocF (T )
θ(TF )−−−−→ HomR[GF ](ΞF (T ∗(1)),ΞF (T )#).
Here the left hand vertical arrow is the transition morphism specified in Definition 4.1 and
the right hand vertical arrow is the composite
HomR[GF ′ ](ΞF ′(T
∗(1)),ΞF ′(T )#)
→R[GF ]⊗R[GF ′ ] HomR[GF ′ ](ΞF ′(T ∗(1)),ΞF ′(T )#)
≃ HomR[GF ](R[GF ]⊗R[GF ′ ] ΞF ′(T ∗(1)),R[GF ]⊗R[GF ′ ] ΞF ′(T )#)
≃ HomR[GF ](ΞF (T ∗(1)),ΞF (T )#)
in which the first map is the natural projection, the second is the natural isomorphism
resulting from the fact that ΞF ′(T
∗(1)) and ΞF ′(T ) are both free R[GF ′ ]-modules of rank
one and the third is induced by the isomorphism (for both T and T ∗(1))
R[GF ]⊗R[GF ′ ] ΞF ′(T ) ≃ ΞF (T )
that is induced by the transition morphism θF ′/F (T ) : ΞF ′(T ) → ΞF (T ) involved in the
definition of VS(T,K).
In order to recall the definition of θF ′/F (T ), for each place v of K outside S(F ) we write
κv for its residue field, with separable closure κv, and observe that the definition of S(F )
ensures the action of GKv on TF factors through the restriction map GKv → Gal(κv/κv).
In addition, the complex RΓ(κv , TF ) := RΓ(Gal(κv/κv), TF ) is represented by TF
1−φv−−−→ TF ,
where the first term is placed in degree zero and so the evaluation map on dF (TF ) induces
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a canonical isomorphism of R[GF ]-modules
ǫv(TF ) : dF (RΓ(κv , TF )) ≃ dF (TF )⊗R[GF ] d−1F (TF ) ≃ R[GF ].
Then, in terms of this notation, the transition map θF ′/F (T
∗(1)) is defined (in [10, §2.4])
to be the composite surjective homomorphism of R[GF ]-modules
d−1F ′ (RΓc(OF ′,S(F ′), T )) → d−1F (RΓc(OF,S(F ′), T ))
≃ d−1F (RΓc(OF,S(F ), T ))⊗
⊗
v∈S(F ′)\S(F )
dF (RΓ(κv , TF ))
≃ d−1F (RΓc(OF,S(F ), T )).
Here the first map is induced by the canonical descent isomorphism in Dperf(R[GF ])
R[GF ]⊗LR[GF ′ ] RΓc(OF ′,S(F ′), T ) ≃ RΓc(OF,S(F ′), T ),
the second by the canonical exact triangle in Dperf(R[GF ])
RΓc(OF,S(F ′), T )→ RΓc(OF,S(F ), T )→
⊕
v∈S(F ′)\S(F )
RΓ(κv, TF )→
(cf. [21, Chap. II, Prop. 2.3d)]) and the third by the isomorphisms ǫv(TF ) for each v in
S(F ′) \ S(F ). (To obtain the definition of θF ′/F (T ) one need only replace T by T ∗(1) in
this description.)
4.2.3. Now, since the Artin-Verdier Duality Theorem behaves functorially with respect to
change of fields, the precise difference between the isomorphisms R[GF ]⊗R[GF ′ ] θ(TF ′) and
θ(TF ) is that the former involves µv(TF ) for each place v in
(S(F ′) \ S) \ (S(F ) \ S) = S(F ′) \ S(F ) = Sram(F ′/K) \ S(F )
whereas these maps do not occur in the definition of θ(TF ). In addition, the transition maps
θF ′/F (T ) and θF ′/F (T
∗(1)) that occur in the right hand vertical arrow of (4.2.2) involve the
isomorphisms ǫv(TF ) and ǫv(T
∗
F (1)) for each such v, whilst these maps do not occur in the
left hand vertical arrow of the diagram.
To proceed we write T † for the representation (T ∗(1))∗ ≃ T (−1) and note that for
any place v outside S(F ) the complex RΓ(κv, T
∗(1)F )∗[−2] is naturally isomorphic to
RΓ(κv, T
†
F )[−1]. The local duality theorem therefore gives rise to a canonical exact tri-
angle in Dperf(R[GF ]) of the form
(4.2.3) RΓ(κv, TF )→ RΓ(Kv, TF )→ RΓ(κv, T †F )[−1]→ .
The above observations then imply that the commutativity of (4.2.2) will follow if for every
v in S(F ′) \ S(F ) the following diagram of isomorphisms commutes
(4.2.4)
dF (RΓ(Kv, TF ))
∆v(TF )−−−−−→ dF (RΓ(κv , TF ))⊗R[GF ] d−1F (RΓ(κv, T †F ))
µv(TF )
y yǫv(TF )⊗ǫv(T †F )−1
R[GF ] R[GF ]⊗R[GF ] R[GF ],
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where ∆v(TF ) is induced by the triangle (4.2.3).
To verify this we shall use the following commutative diagram of exact triangles
(4.2.5)
RΓ(κv, (TF )
∞
w )
1−φv−−−−→ RΓ(κv, (TF )∞w ) −−−−→ RΓ(κv , TF ) −−−−→y y y
RΓ(Kv, (TF )
∞
w )
1−φv−−−−→ RΓ(Kv , (TF )∞w ) −−−−→ RΓ(Kv, TF ) −−−−→y y y
RΓ(κv, (T
†
F )
∞
w )[−1]
1−φv−−−−→ RΓ(κv , (T †F )∞w )[−1] −−−−→ RΓ(κv , T †F )[−1] −−−−→y y y
Here the second row is (4.2.1) and the first and third rows are constructed similarly. In
addition, the third column is (4.2.3) and the first and second columns are constructed in
the same way. Finally, we note that the same argument as in Lemma 4.3 below shows that
the complexes RΓ(κv , (TF )
∞
w ) and RΓ(κv, (T
†
F )
∞
w ) belong to D
perf(R[GF ]) and so therefore
does the entire diagram.
The diagram (4.2.5) thus gives rise to a commutative diagram of R[GF ]-modules
dF (RΓ(Kv, TF ))
∆v(TF )−−−−−→ dF (RΓ(κv , TF ))⊗R[GF ] d−1F (RΓ(κv , T †F ))
µv(TF )
y yµ′v(TF )⊗µ′v(T †F )−1
R[GF ] R[GF ]⊗R[GF ] R[GF ],
in which µ′v(TF ) denotes the isomorphism of R[GF ]-modules dF (RΓ(κv , TF )) ≃ R[GF ] that
is defined in the same way as µv(T ) but with the role of the triangle (4.2.1) now played by
the first row of (4.2.5), and µ′v(T
†
F ) is defined similarly using the third row of (4.2.5). To
deduce the commutativity of (4.2.4) it is therefore enough to show that, if M denotes either
T or T †, then there is an equality of maps µ′v(MF ) = ǫv(MF ).
If Ev is any finite unramified extension of Kv, with residue field κ˜, then it suffices to
prove this equality after replacing M by Ind
GKv
GEv
(M) and R[GF ] by R[GF × Gal(Ev/Kv)].
Hence, by choosing a suitable Ev with [Ev : Kv] prime to p and applying Shapiro’s Lemma,
we can (replace RΓ(Kv,−),RΓ(κv,−) and φv by RΓ(Ev,−),RΓ(κ˜,−) and φ[Ev:Kv]v and so)
assume φv acts unipotently onM modulo the radical of R. The key point now is that, since
the GKv -module (MF )
∞
w is isomorphic to Zp[[Γv]]⊗Zp MF , the complex RΓ(κv, (MF )∞w ) can
be computed as the inverse limit (over natural numbers n) of the commutative diagrams
MF
1−φpnv−−−−→ MF
∑i=p−1
i=0 (φ
pn−1
v )
i
y ∥∥∥
MF
1−φpn−1v−−−−−−→ MF
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and so is, under the present hypotheses on φv, isomorphic in D(R[GF ]) to the complex that
is equal to MF in degree one and to zero in all other degrees.
Given this explicit description, the equality µ′v(MF ) = ǫv(MF ) then follows from a
straightforward comparison of the definitions of the respective maps.
This completes the proof of Theorem 4.2.
Lemma 4.3. For each v in S(F ) \ S the complex RΓ(Kv, (TF )∞w ) belongs to Dperf(R[GF ]).
Proof. The definition of TF as an induced module implies that for any Galois extension L
of K in F there exists a natural isomorphism in D(R[GL]) of the form
R[GL]⊗LR[GF ] RΓ(Kv , (TF )∞w ) ≃ RΓ(Kv, (TL)∞w ).
By a standard argument (as used, for example, in the proof of [12, Prop. 1.6.5(i)]), one is
therefore reduced to showing that the cohomology groups of each complex RΓ(Kv , (TL)
∞
v )
are finitely generated Zp-modules that vanish in almost all degrees.
Then, by an application of the Hochschild-Serre spectral sequence (relative to the finite
extension Fw/Kv) it is enough to prove the cohomology groups of RΓ(Fw, (TL)
∞
w ) are finitely
generated Zp-modules that vanish in almost all degrees. Since the GFw -module (TL)
∞
w is
isomorphic to the direct sum of a finite number of copies of T∞ := Zp[[Gal(F∞w /Fw)]]⊗Zp T
it is therefore enough to prove that the same is true for the complex RΓ(Fw, T
∞).
For each natural number n we write Fnw for the unramified extension of Fw of degree p
n.
Then in each degree i there is a natural isomorphism of groups
H i(Fw, T
∞) ∼= lim←−
n
lim←−
m
H i(Fnw , T/p
m)
where, in the inverse limits, the transition morphisms over m are induced by the projection
maps T/pm → T/pm−1 and the transition morphisms over n by the natural corestriction
maps.
In particular, since each module H i(Fnw , T/p
m) is finite and (as p is odd) vanishes if i > 2,
the module H i(Fw, T
∞) is compact and vanishes if i > 2. Since H i(Fw, T∞)/p embeds into
H i(Fw, (T/p)
∞), Nakayama’s Lemma therefore reduces us to showing that H i(Fw, (T/p)∞)
is finite for each i ≤ 2.
To do this we write E for the finite (Galois) extension of Fw that corresponds to the
kernel of the action of GFw on (T/p)⊕Zp(1)/p (so that E contains a primitive p-th root of
unity). Then, just as above, the Hochschild-Serre spectral sequence allows us to replace Fw
by E and hence assume both that E contains a primitive p-th root of unity and that T/p
is equal to Zp(1)/p.
It is thus enough to prove that in this case the group H i(E, (Zp(1)/p)
∞) is finite for
i ≤ 2. This is obvious if i = 0 and in the remaining cases can be deduced from the fact that
H i(E,Zp(1)
∞) is canonically isomorphic to Zp if i = 2 and to Zp(1) if i = 1 (cf. [23, Th.
11.2.4(iii)]). 
5. Construction of a higher rank Euler system
In this section we shall combine the relevant special case of Theorem 4.2 with Theorems
2.8 and 3.7 in order to deduce the existence of higher rank Euler systems for Zp(1) over
totally real fields that have canonical interpolation properties (see Theorem 5.2).
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5.1. The Euler system.
5.1.1. We use the notations in §4. The key fact we require is that vertical determinantal
systems give rise to Euler systems for (T,K) if the following hypothesis is satisfied.
Hypothesis 5.1.
(i) YK(T
∗(1)) :=
⊕
v∈S∞(K)H
0(Kv, T
∗(1)) is a free R-module.
(ii) H1(OF,S(F ), T ) is Zp-free for every F ∈ Ω(K).
(iii) H0(F, T ) = 0 for every F ∈ Ω(K).
(iv) All infinite places of K split completely in K.
More precisely, if we assume this hypothesis and set
r(T ) := rankR(YK(T ∗(1))),
then [10, Th. 2.18] implies the existence of a homomorphism of R[[Gal(K/K)]]-modules
θT,K : VS(T,K)# → ESr(T )(T,K) ⊂
∏
F∈Ω(K)
⋂r(T )
R[GF ]
H1(OF,S(F ), T ),
where ESr(T )(T,K) is the module of Euler systems of rank r(T ) for the pair (T,K). (See [9,
§6.1] for the definition. However, note that we do not assume K/K is a p-extension.) This
homomorphism is canonical up to a choice of an ordered basis of YK(T
∗(1)).
5.1.2. We now fix a totally real field K and specialize to the case R = Zp and T = Zp(1).
We set r := [K : Q]. In the following, we set S := S∞(K)∪ Sp(K). We assume that p does
not ramify in K and we fix a totally real abelian extension K of K that contains K(µp∞)+.
We set Gn := Gal(K(µpn)
+/K) and Λ := Zp[[Gal(K(µp∞)
+/K)]]. (Note that the notation
is slightly different from that in §2.2.)
We note that Hypothesis 5.1 is satisfied by the data R = Zp and T = Zp(1) and with
the field K. Indeed, in this case the stated conditions (iii) and (iv) are obviously satisfied,
condition (ii) is satisfied since Kummer theory identifies H1(OF,S(F ),Zp(1)) with O×F,S(F )⊗Z
Zp and this group is torsion-free since F is totally real and p is odd and condition (i) is
satisfied since YK(Zp) identifies with the free Zp-module on S∞(K) (so that r(T ) = r in
this case).
For each finite place v of K we write K(v) for the maximal p-extension of K inside its
ray class field modulo v.
For each F in Ω(K) we decompose GF as a direct productHF×PF , where PF is the Sylow
p-subgroup of GF . For a homomorphism χ : HF → Q×p we write Oχ for the Zp-subalgebra of
Qp generated by {χ(h) : h ∈ HF } and we use χ to regard Oχ as a Zp[HF ]-module. For any
Zp[GF ]-module M we thereby obtain an Oχ[PF ]-module by setting Mχ := Oχ ⊗Zp[HF ] M .
We write ClF for the ideal class group of F and also use the S(F )-truncated Selmer
module SS(F )(Gm/F ) of Gm over F , as defined by Kurihara and the present authors in [6,
§2.1].
For each abelian group A we set Ap := Zp ⊗Z A.
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For any positive even integer j, one sees that the j-th power of the cyclotomic character
χcyc induces a map
χjcyc : lim←−
n
⋂r
Zp[Gn]
H1(OK(µpn )+,S,Zp(1))→
∧r
Qp
H1(OK,S ,Qp(1− j))
so that the following diagram commutes:
VS(Zp(1),K(µp∞)
+)# = det−1Λ (RΓc(OK,S ,Λ#))#
χjcyc
//
θ
Zp(1),K(µp∞ )
+

det−1Qp (RΓc(OK,S ,Qp(j)))
(1.2.3) and (1.2.1)

ESr(Zp(1),K(µp∞)
+) = lim←−
n
⋂r
Zp[Gn]
H1(OK(µpn )+,S ,Zp(1))
χjcyc
//
∧r
Qp
H1(OK,S ,Qp(1− j)).
Here the upper horizontal arrow is defined in the same way as (2.3.1). (Compare [28, Cor.
4.9].) Recall from Definition 3.4 and Remark 3.6 that
ηK,S(j) ∈
∧r
Qp
H1(OK,S,Qp(1− j))
denotes the generalized Stark element.
We can now state our main result concerning Euler systems.
Theorem 5.2. There exists an Euler system c = (cF )F∈Ω(K) in ESr(Zp(1),K) that has all
of the following properties.
(i) At every positive even integer j the system c interpolates the special values ζK,S(j)
in the following sense: the map
χjcyc : lim←−
n
⋂r
Zp[Gn]
H1(OK(µpn )+,S,Zp(1))→
∧r
Qp
H1(OK,S ,Qp(1− j))
sends (cK(µpn )+)n to ±ηK,S(j).
(ii) For each field F in Ω(K) one has
im(cF ) = Fitt
0
Zp[GF ](H
2(OF,S(F ),Zp(1))) = FittrZp[GF ](SS(F )(Gm/F )#p ).
(iii) Let F be a field in Ω(K) containing the Hilbert p-classfield of K and χ : HF → Q×p
a homomorphism that is not trivial on the decomposition subgroup of any place in
S(F )f . Fix a natural number n and assume that K contains K(v) for every place v
that splits completely in F (µpn , (O×K)1/p
n
). Then the r-th Kolyvagin derivative of c
determines all higher Fitting ideals of the Oχ[PF ]-module (ClF/pn)χ.
5.2. The proof of Theorem 5.2. At the outset we note that there are identifications
lim←−
n
det−1
Zp[Gn]
(RΓ(Kp(µpn)
+,Zp)) = VS
loc(Zp,K(µp∞)
+)
(cf. §1.2.3) and
det−1Λ (RΓc(OK,S ,Λ#(1))) = VS(Zp,K(µp∞)+).
We may therefore regard the element z constructed in Theorem 3.7 as an element of
VS(Zp,K(µp∞)
+) and also use the construction (2.2.3) to define an element
Ψ := σDK · e+Φx ∈ VSloc(Zp,K(µp∞)+)#.
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Here σDK denotes the unique element of Gal(K(µp∞)/K) such that χcyc(σDK ) = DK (such
an element exists since DK belongs to Z
×
p as p does not ramify in K).
We may then choose a Zp[[Gal(K/K)]]-basis element
z˜ ∈ VS(Zp,K)
that the natural (surjective) projection map
VS(Zp,K)։ VS(Zp,K(µp∞)+)
sends to z. Similarly, we choose a Zp[[Gal(K/K)]]-basis element
Ψ˜ ∈ VSloc(Zp,K)#
that the natural (surjective) projection map
VSloc(Zp,K)# ։ VSloc(Zp,K(µp∞)+)#
sends to Ψ.
Then, by Theorem 4.2, we can regard Ψ˜ as a map (which is an isomorphism, since Ψ˜ is
a basis) of the form
Ψ˜ : VS(Zp(1),K)# ∼−→ VS(Zp,K).
We may therefore use the homomorphism θZp(1),K from §5.1.1 to define an Euler system
c := θZp(1),K
(
Ψ˜−1(˜z)
)
in ESr(Zp(1),K).
To verify that this system has the interpolation property in claim (i) we set
z := Ψ−1(z) ∈ VS(Zp(1),K(µp∞)+)# = det−1Λ (RΓc(OK,S ,Λ#))#.
Then it is sufficient to prove that for every positive even integer j one has ϑZp(j)(χ
j
cyc(z)) =
±ζK,S(j). (ϑZp(j) is as in §3.1.)
However, this follows directly from the commutativity of diagram (3.1.4) by noting that
ϑlocj (χ
j
cyc(Ψ)) = ±
ζK,S(1− j)
ζK,S(j)
(by Theorem 2.8) and
ϑZp(1−j)(χ
j
cyc(z)) = ζK,S(1− j)
(by the interpolation property of the Deligne-Ribet p-adic L-function L).
To prove claim (ii) we note that c is, by its very construction, a generator of the
Zp[[Gal(K/K)]]-module Eb(Zp,K) of basic Euler systems that is defined in [10]. Given
this, the first equality in claim (ii) is a direct consequence of [10, Th. 2.27(ii)].
To prove the second equality in claim (ii) we note first that the definition [6, Def. 2.6] of
the transpose Selmer module StrS(F )(Gm/F ) combines with the result of [10, Prop. 2.22(i)]
(with Σ empty) to give an exact sequence of Zp[GF ]-modules
0→ H2(OF,S(F ),Zp(1))→ StrS(F )(Gm/F )p → Zp[GF ]r → 0.
By a general property of Fitting ideals, this sequence implies that
Fitt0Zp[GF ](H
2(OF,S(F ),Zp(1))) = FittrZp[GF ](StrS(F )(Gm/F )p) = FittrZp[GF ](SS(F )(Gm/F )#p )
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where the second equality is a consequence of [6, Lem. 2.8]. This completes the proof of
claim (ii).
Turning to claim (iii) we recall first that, since p is odd, Kummer theory and class field
theory combine to give a canonical exact sequence of GF -modules of the form
YF,S(F )f/p
n → ClF /pn → H2(OF,S(F ), µpn)→ YF,S(F )f/pn.
In particular, since for any homomorphism χ as in (iii) the module (YF,S(F )f/p
n)χ van-
ishes, this sequence implies that the Oχ[PF ]-modules (ClF/pn)χ and H2(OF,S(F ), µpn)χ are
isomorphic.
Further, from [10, Rem. 3.11] one knows that the present hypotheses on χ imply that
H2(OF,S(F ), µpn)χ identifies with the Tate-Shafarevich groupX2(OK,S(F ),A) of theOχ[PF ]-
module A := (IndGKGF µpn)χ.
To prove claim (iii) it is thus enough to show that the r-th Kolyvagin derivative of c
determines all Fitting ideals of the (Z/pn)[PF ]-module X2(OK,S(F ),A). But, since c is a
generator of Eb(Zp,K), this follows directly from the general results of [10, Th. 4.15 and
Th. 4.16].
This completes the proof of Theorem 5.2.
Remark 5.3. An analysis of the construction of the Euler system c in Theorem 5.2 shows
that it is canonical up to multiplication by an element of Zp[[Gal(K/K)]]× whose projection
to Zp[[Gal(K(µp∞)
+/K)]]× is equal to ±1.
6. A generalized Coleman-Ihara formula
In the previous section, we applied Theorem 2.8 (the interpolation property of the higher
rank Coleman map) for positive even integers to prove Theorem 5.2. In this section, we
shall give an application of Theorem 2.8 for positive odd integers.
Let K be a totally real field in which p is unramified. We set r := [K : Q] and S :=
S∞(K)∪Sp(K). We also fix an odd integer j > 1 and recall the generalized Stark elements
ηK,S(1− j) ∈ Cp
∧r
Zp
H1(OK,S,Zp(j)) and ηK,S(j) ∈ Cp
from Definition 3.4.
We use the homomorphism
locp : Cp
∧r
Zp
H1(OK,S ,Zp(j))→ Cp
∧r
Zp
H1(Kp,Zp(j))
that is induced by the localization map K → Kp. One easily sees that locp is non-zero if
and only if H2(OK,S,Qp(1− j)) vanishes (see Remark 3.5(ii)).
In the following result we also use the canonical isomorphism
det−1Qp (RΓ(Kp,Qp(j)))
(1.2.1)≃
∧r
Qp
H1(Kp,Qp(j))
to regard the higher rank Coates-Wiles homomorphism
Φj ∈ det−1Zp (RΓ(Kp,Zp(j)))
in Definition 2.6 as an element of
∧r
Qp
H1(Kp,Qp(j)).
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Recall that DK denotes the discriminant of K.
Theorem 6.1. For each odd integer j > 1 one has
locp (ηK,S(1− j)) = ±ηK,S(j) ·DjK · Φj in Cp
∧r
Zp
H1(Kp,Zp(j)).
Proof. We may assume H2(OK,S ,Qp(1− j)) vanishes, since otherwise the claimed equality
is trivial. By Theorem 2.8 we have
ϑlocj (D
j
K · Φj) = ±
ζK,S(1− j)
ζK,S(j)
.
Noting this, the claimed result follows immediately from the explicit definition of the ele-
ments ηK,S(1− j) and ηK,S(j) and the commutativity of diagram (3.1.4). 
Upon combining this result with Conjecture 3.9 (which predicts the equality ηK,S(j) =
χ1−jcyc (L)(= Lp(ω1−j , j))), we are led to the following prediction.
Conjecture 6.2 (Generalized Coleman-Ihara formula). Let j > 1 be an odd integer. Then
we have
locp (ηK,S(1− j)) = ±χ1−jcyc (L) ·DjK · Φj in Cp
∧r
Zp
H1(Kp,Zp(j)).
From Theorem 6.1 and (the final observation of) Remark 3.10 one knows that this con-
jecture is valid whenever K is an abelian extension of Q.
The interest of the conjecture is explained by the following result which shows that the
prediction constitutes a natural generalization of the classical Coleman-Ihara formula (cf.
[14, p. 105] or [22]) from the case K = Q to the case of totally real fields K.
Proposition 6.3. If K = Q, then the equality of Conjecture 6.2 is equivalent (up to sign)
to the Coleman-Ihara formula.
Proof. Consider the case K = Q. Then by Remark 2.7 we have
Φj = ±(pj−1 − 1)ϕCWj in H1(Qp,Qp(j)).
Also, we know that
ηQ,S(1− j) = −cj in H1(ZS ,Qp(j)),
where cj := cj(1) is the cyclotomic element of Deligne-Soule´ (see [13, Def. 3.1.2]). In fact,
by definition, ηQ,S(1− j) is characterized by
λj(ηQ,S(1− j)) = ζ∗Q,S(1− j) · 2(2π
√−1)j−1,
where λj : CpH
1(ZS ,Zp(j)) ≃ CpK2j−1(Z) ≃ CpHQ(j − 1)+ denotes the composition
regj ◦ ch−1j , and we also know that λj(cj) = −ζ∗Q,S(1− j) · 2(2π
√−1)j−1 (see [13, Th. 5.2.1
and 5.2.2]). Here we remark that 2(2π
√−1)j−1 = (1+ c)(2π√−1)j−1 is the canonical basis
of HQ(j − 1)+ (see [8, (2)]).
Thus Conjecture 6.2 in this case is equivalent (up to sign) to the formula
locp(cj) = Lp(ω
1−j , j) · (pj−1 − 1)ϕCWj in H1(Qp,Qp(j)),
which is exactly the formulation of the Coleman-Ihara formula. 
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