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rational maps with only two critical points.
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§0. Introduction. We consider rational maps f : Ĉ → Ĉ of degree n ≥ 2 which are
bicritical , in the sense that they have only two critical points. Note that every rational map
of degree two is bicritical. (See [M2], [R2], [R3], [Si], [Sti] for discussion of this case.) For
n > 2 , bicriticality is a very strong restriction. In fact bicritical maps seem to behave much
more like quadratic rational maps than like general rational maps of degree n .
It is shown that the moduli space M = Mn , consisting of all holomorphic conjugacy
classes of bicritical maps of degree n , is biholomorphic to C2 . Furthermore, the Julia set of
a bicritical map is either connected, or totally disconnected and isomorphic to the one sided
shift on n symbols. In the latter case this Julia set can be either hyperbolic or parabolic.
Correspondingly the moduli space splits as the disjoint union
M = C ∪ Shyp ∪ Spar
of the connectedness locus, the hyperbolic shift locus, and the parabolic shift locus. Here
Shyp is a connected open subset of M with free cyclic fundamental group, while Spar is a
codimension one subset, conformally isomorphic to C r D .
Remark 0.1. There is another interesting trichotomy obtained by considering the
multipliers λ1 , . . . , λn+1 at the various fixed points (see §2). If we assume that |λj | 6= 1
for all of these multipliers, then there are three possibilities as follows. If two of the fixed
points are attracting, then we are in the principal hyperbolic component, and the Julia set is a
quasicircle. If there is just one attracting fixed point, then we are in the polynomial-like case,
and can reduce to the polynomial case by a quasiconformal surgery. (If N is a compact
neighborhood of the attracting point which contains exactly one critical value, with f(N)
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compactly contained in N , then f carries Ĉ r f−1(N) onto Ĉ r N by a map which is
polynomial-like in the sense of [DH2].) Note that the hyperbolic shift locus is included here.
Finally, it may happen that all n + 1 fixed points are strictly repelling. This essentially
non-polynomial-like case is the most interesting, since this is where we must look for any new
or exotic behavior. (Compare 3.2.)
In order to understand limiting behavior as the rational map becomes degenerate, it is
convenient to introduce a partial compactification of moduli space by adding a line L∞ ∼= C
of “points at infinity”. The resulting extended moduli space M̂ = M ∪ L∞ fibers as a
complex line bundle
C →֒ M̂ X−→ Ĉ
over the Riemann sphere, with Chern number equal to n − 1 . Here X : M → C is a
certain conjugacy class invariant which can be described up to sign as a cross-ratio (see 1.7),
and X(L∞) =∞ . The connectedness locus C ⊂M has compact closure within M̂ .
For each λ ∈ C r {0} the curve Per1(λ) consisting of conjugacy classes of maps with
a fixed point of multiplier λ forms a holomorphic section of the line bundle M̂ → Ĉ . Any
two such sections have exactly n− 1 intersections, counted with multiplicity. On the other
hand, for λ = 0 the locus Per1(0) is not a section, but rather coincides with a fiber
L0 = { (f) ∈ M̂ ; X(f) = 0 } .
This fiber can be identified with the set of conjugacy classes of unicritical polynomial maps
z 7→ zn + constant .
The moduli space M = Mn ∼= C2 contains a real subspace MR ∼= R2 . This consists
not only of conjugacy classes of maps with real coefficients but also, when the degree n is
odd, of a more exotic region consisting of conjugacy classes of maps f which commute with
the antipodal map z 7→ −1/z of the Riemann sphere. Such f give rise to dynamical systems
on the nonorientable surface which is obtained by identifying z with −1/z . Similarly the
extended moduli space M̂ ⊃ M contains a real subset M̂R which fibers as a real line
bundle
R →֒ M̂R
X−→ R∪ {∞}
over the circle R∪{∞} . Topologically, M̂R is either a cylinder or Mo¨bius band according
as n is odd or even.
Erratum. The preliminary version “On bicritical rational maps” of this note contained
a wrong computation of the degree of Perp(λ) , and also an incorrect proof in Appendix A.
Acknowledgements. I am indebted to A. Epstein for suggesting the problem, to D.
Schleicher and M. Shishikura for valuable assistance, particularly in the proof of 4.2, and to
A. Douady for suggestions leading to Appendices A and D. Furthermore, I am indebted to the
Gabriella and Paul Rosenbaum Foundation and to the National Science Foundation (Grant
DMS-9505833) for their support of mathematical activity at the Institute for Mathematical
Sciences at Stony Brook.
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§1. Conjugacy Invariants and the Moduli Space M
Let Bicritn be the space of all bicritical maps of degree n ≥ 2 . (It is not hard to check
that Bicritn is a smooth 5-dimensional complex manifold.) By definition, two rational maps
f and g are (holomorphically) conjugate if there exists a Mo¨bius automorphism φ of the
Riemann sphere so that g = φ ◦ f ◦ φ−1 . We are interested in the moduli space M =Mn
consisting of all conjugacy classes (f) of degree n bicritical maps. The first two sections
will provide a rather formal algebraic description of this space.
First consider the marked moduli space M′ , consisting of conjugacy classes of f with
numbered critical points c1 , c2 . Here, by definition, the conjugacy class of (f , c1 , c2)
consists of all (φ ◦ f ◦ φ−1 , φ(c1) , φ(c2)) , where φ ranges over Mo¨bius automorphisms
of the Riemann sphere Ĉ . In order to construct a complete set of invariants for such an
(f , c1 , c2) , we proceed as follows.
Lemma 1.1. If we put the critical points c1 at infinity and c2 at zero, then f
must have the form
f(z) =
azn + b
czn + d
, with derivative f ′(z) =
nzn−1(ad− bc)
(czn + d)2
. (1)
(There should be no confusion between the coefficient c and the critical points cj .)
Here the determinant ad − bc must be non-zero. Note that this transformation depends
only on the ratios (a : b : c : d) .
Proof of 1.1. Write f(z) as the quotient p(z)/q(z) and look at the equation f(z) = v
or p(z) − vq(z) = 0 . Suppose, to fix our ideas, that the two critical values v1 = f(0) and
v2 = f(∞) are finite. Then the polynomial p(z) − v2q(z) has no finite roots, and hence
must be constant. Similarly, p(z)−v1q(z) has no non-zero roots, hence must have the form
kzm . Solving the resulting linear equations for p(z) and q(z) , the conclusion follows easily.
The case where v1 or v2 is infinite can be handled by a similar argument. 
Remark. The Julia set of a bicritical map of degree n always has an n-fold rotational
symmetry about its critical points. If we use the normal form (1), then this symmetry is
expressed by the equation f(ωz) = f(z) and hence J = ωJ , whenever ωn = 1 .
Theorem 1.2. A complete set of conjugacy invariants for a map f in the
normal form (1), with marked critical points at zero and infinity, is given by the
expressions
X =
bc
ad− bc , Y1 =
an+1bn−1
(ad− bc)n , Y2 =
cn−1dn+1
(ad− bc)n . (2)
These are subject to the relation
Y1Y2 = X
n−1(X + 1)n+1 , (3)
but to no other relations. Hence the moduli space M′ consisting of all such
marked conjugacy classes is homeomorphic to the affine algebraic variety consist-
ing of all (X, Y1, Y2) ∈ C3 satisfying equation (3) .
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As an example, the polynomial function f(z) = zn + b corresponds to the matrix[
a b
c d
]
=
[
1 b
0 1
]
with invariants X = Y2 = 0 , Y1 = b
n−1 .
Compare Figures 1a and 2 for pictures of the Y1 -coordinate plane and the b-coordinate
plane for degree n = 4 , in this locus X = Y2 = 0 of polynomial maps.
Proof of 1.2. Multiplying the four coefficients in (1) by a common factor, we can
normalize so that ad−bc = 1 . The coefficients are then uniquely determined up to a common
change of sign. Note that the expressions (2) are all invariant under this transformation, since
numerator and denominator are homogeneous of the same degree. With this normalization,
we can write (2) in the simpler form
X + 1 = ad , X = bc , Y1 = a
n+1bn−1 , Y2 = c
n−1dn+1 . (2′)
Such a normal form with critical points at zero and infinity is not unique, since we are still free
to conjugate by a Mo¨bius automorphism which fixes both zero and infinity. If we write such
an automorphism as φ(z) = z/t2 , then we must replace f by φ ◦ f ◦ φ−1(z) = f(t2z)/t2 .
A brief computation shows that the four coefficients, normalized so that the determinant
remains +1 , are then transformed by the rule
(a , b , c , d) 7→ (tn−1a , b/tn+1 , tn+1c , d/tn−1) . (4)
It is clear that the three expressions (2′) are invariant under this transformation (4), and
also under a simultaneous change of sign for a, b, c, d , and that they satisfy the required
relation (3).
Conversely, given (X, Y1, Y2) satisfying (3), we must show that there is one and only
one corresponding choice of ±(a, b, c, d) , up to the transformation (4).
Case 1. Suppose that Y2 6= 0 , hence c 6= 0 and d 6= 0 . Then using (4) we can make
a linear change of variables so that d = 1 . It follows from (2′) that
a = X + 1 , b = X/c , cn−1 = Y2 .
Thus we obtain a normal form which is uniquely determined by X and Y2 , up to a choice of
(n− 1)-st root for Y2 . With this choice of a, b, c, d , note that the relation Y1 = an+1bn−1
follows from (3). But applying (4) again with t equal to any (2n − 2)-nd root of unity,
since tn−1 = ±1 , we see that
(a , b , c , d) 7→ ±(a , b/t2 , t2c , d) ,
where t2 can be an arbitrary (n− 1)-st root of unity. Therefore, the conjugacy class does
not depend on a particular choice of (n− 1)-st root c .
Case 2. If Y1 6= 0 the argument is similar.
Case 3. If Y1 = Y2 = 0 , then X must be either 0 or −1 by equation (3). If
X = Y1 = Y2 = 0 , then making use of the hypothesis that ad − bc = 1 we see that
b = c = 0 and that f is conjugate to
z 7→ zn .
On the other hand, if X + 1 = Y1 = Y2 = 0 , then it follows similarly that a = d = 0 and
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that f is conjugate to the map
z 7→ 1/zn .
(Remark: These two exceptional points in moduli space will often require special attention.)
This completes the proof. 
Now consider the quotient space of M′ under the involution
(f , c1 , c2) ↔ (f , c2 , c1)
which interchanges the two critical points.
Corollary 1.3. This quotient space M , consisting of all holomorphic conjugacy
classes of degree n bicritical maps, is biholomorphic to C2 , with coordinates X
and Y = Y1 + Y2 .
We will use the notation LX0 for the complex line consisting of all (f) ∈ M with
X(f) = X0 .
Proof of 1.3. If f is given by (1), then a holomorphically conjugate map with critical
points interchanged is given by
1
f(1/z)
=
dzn + c
bzn + a
.
Thus (a, b, c, d) ↔ (d, c, b, a) and Y1 ↔ Y2 , with X fixed. We must form the quotient of
M′ under this involution. Since the product Y1Y2 can be expressed as a smooth function
of X , it is easy to check that the two quantities X and Y = Y1+Y2 form a complete and
independent set of invariants for the quotient variety M . 
Remark. Note that the algebraic variety (3) has a singular point at X = −1 , Y1 =
Y2 = 0 , and (if n ≥ 3 ) another singular point at X = Y1 = Y2 = 0 . However, by passing
to the quotient variety in which we unmark the critical points, these two singular points
miraculously disappear.
Corollary 1.4. The symmetry locus Σ ⊂M , consisting of all conjugacy classes
of f which commute with some Mo¨bius automorphism, is the variety defined by
the equation
Y 2 = 4Xn−1(X + 1)n+1 .
Proof. First suppose that there exists a non-trivial automorphism which fixes the two
critical points. Then it must also fix the critical values, hence the set of critical points
must coincide with the set of critical values. There are only two possibilities: Either f
fixes both critical points hence (f) is the conjugacy class of z 7→ zn with X = Y = 0 ,
or else f interchanges the two critical points, hence (f) is the class of z 7→ 1/zn with
X + 1 = Y1 = Y2 = 0 . (In these two exceptional cases, the group of automorphims fixing
the critical points is cyclic of order n − 1 or n + 1 respectively, and the full group of
automorphisms is dihedral of order 2(n− 1) or 2(n+ 1) respectively.)
If we exclude these two cases, then a non-trivial automorphism ι commuting with f
must be an involution which interchanges the two critical points, and must be unique. It
is easy to see that such an involution exists if and only if Y1 = Y2 = Y/2 . Since the two
exceptional cases also satisfy this equation, the conclusion then follows from (3). 
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Remark 1.5. When n is odd, this symmetry locus is a reducible variety, splitting as
Σ+ ∪ Σ− where Σ± is defined by
Y = ±2X(n−1)/2(X + 1)(n+1)/2 .
In fact a class (f) ∈ M can be symmetric in two essentially different ways when n is
odd. Let ι be the (usually unique) involution which commutes with f . Then the two fixed
points of ι are also fixed by f when (f) ∈ Σ+ , but are interchanged by f when f ∈ Σ− .
This can be proved by using the normal form (1), taking ι(z) to be 1/z , so that
f(z) = ± az
n + b
bzn + a
. (5±)
(Note that the two exceptional conjugacy classes, where the involution ι is not uniquely
determined, constitute the intersection Σ+ ∩Σ− .) For (f) ∈ Σ+ , computation shows that
the two invariant fixed points have multipliers λ1 and λ2 with sum λ1+λ2 = 2n(2X +1)
and with product λ1λ2 = n
2 . On the other hand, for (f) ∈ Σ− the two fixed points of ι
constitute a period two orbit for f with multiplier n2 . It follows that Σ− is contained as
one irreducible component in the curve Per2(n
2) of §8.
Evidently, the two halves of the symmetry locus represent quite different dynamic be-
havior. For example if (f) ∈ Σ− then there are either two non-repelling fixed points or
none. In either case, it follows that the Julia set is connected. On the other hand, if we use
the normal form (5+) then a brief computation shows that the multiplier at the fixed point
1 = f(1) = ι(1) equals n(a− b)/(a+ b) . Whenever this fixed point is attracting, it follows
by symmetry that both critical points must lie in its immediate basin. Using Theorem B.5
in the Appendix, it follows that the Julia set is totally disconnected.
For n even, the symmetry locus is irreducible, conformally isomorphic to a punctured
plane. In fact each (f) ∈ Σ has a unique fixed point which is invariant under the involution.
The multiplier λ at this fixed point can take any non-zero value, and computation shows
that X = (λ/n+n/λ− 2)/4 is then uniquely determined. (The correspondence λ 7→ X is
two-to-one, since a generic fiber LX intersects Σ in two different points.)
Remark 1.6. The following observation is due to Adam Epstein. Again let ι be the
(usually unique) involution commuting with f . Then there is a natural involution of the
symmetry locus given by (f) 7→ (f⋆) , where f⋆ = f ◦ ι = ι ◦ f has the same Julia set as
f . The map f⋆ has invariants X⋆ = −1 − X and Y ⋆ = (−1)nY X/(1 + X) . When n
is odd, note that this involution maps each irreducible component Σ± to itself. Using the
normal form (5±) , this involution interchanges the coefficients a and b .
An interesting involution of the entire moduli space M is given by the correspondence
(f) 7→ (J ◦ f) , where J = Jf is the unique involution of the Riemann sphere which fixes
the two critical values. If f is given by (1), then
J ◦ f(z) = az
n − b
czn − d ,
with X(J ◦ f) = X(f) and Yi(J ◦ f) = −Yi(f) . Thus this involution maps the symmetry
locus to itself, interchanging Σ+ and Σ− in the odd degree case.
The correspondence (f) 7→ X(f) is rather natural, and can be defined in several different
ways. For example we will see in §2 that X(f) is linearly related to the sum of the multipliers
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at the various fixed points of f . As another example, note the following cross-ratio formula.
(Compare Appendix C.)
Lemma 1.7. If f is a rational map with critical points c1 , c2 and with critical
values vj = f(cj) , then the invariant X = X(f) is equal to the negative of the
cross-ratio
(c1 − v1) (c2 − v2)
(c1 − c2) (v1 − v2) .
Proof. This cross-ratio is clearly well defined and invariant under conjugation. (Note
that the denominator never vanishes.) Putting the critical points at c1 = ∞ and c2 = 0 ,
the left hand factors cancel and the cross-ratio reduces to
0− v2
v1 − v2 =
−b/d
a/c− b/d =
−bc
ad− bc ,
as required. 
For further cross-ratio formulas, see Appendix C.
Corollary 1.8. Denote the modulus of an annulus A ⊂ Ĉ by mod(A) , and let
mod(f) ≥ 0 be the largest possible modulus of an annulus in Ĉ which separates
the critical values of f from the critical points of f (taking mod(f) = 0 when
there is no such annulus). Given a sequence of conjugacy classes (fi) ∈M , the
invariants |X(fi)| tend to infinity if and only if the invariants mod(fi) tend to
infinity.
Proof. In fact we will show that
log(r)
2π
≤ mod(f) ≤ mod
(
Ĉ r ([−1, 0] ∪ [r , +∞])
)
,
where r = |X| , and where both the upper and the lower bound tend to infinity as r →∞ .
After a Mo¨bius automorphism, we may assume that the critical points are located at 0 , −1
and the corresponding critical values at X , ∞ . Now the lower bound is obtained by using
the round annulus {z ; 1 < |z| < r} , while the upper bound follows from [A, Ch. III]. 
The space C2 is an extremely flabby object, with a very large group of holomorphic
automorphisms. In §6 we will impose a much more rigid structure on the moduli space
M∼= C2 by partially compactifying it. The invariant X will play a key role in this partial
compactification, since it will serve as the projection map of a canonical fibration, with
typical fiber LX0 = {(f) ; X(f) = X0} .
§2. Fixed Points and the curves Per1(λ)
Recall that the multiplier of a rational map f at a finite fixed point z = f(z) is defined
to be the first derivative λ = f ′(z) . (In the case of a fixed point at infinity the multiplier
is equal to the limit of 1/f ′(z) as z →∞ .) We first prove the following.
Lemma 2.1. Let f be a bicritical map of degree n with invariants X and Y .
If f has a fixed point of multiplier λ , then the product λnY can be expressed
as a polynomial function of degree 2n in the variables X and λ .
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Definition. Let Per1(λ) ⊂ M be the set of all conjugacy classes of bicritical maps
which admit a fixed point of multiplier λ .
Corollary 2.2. For λ 6= 0 , the curve Per1(λ) can be described as the graph
of a polynomial function Y = polynomialλ(X) . In particular, for λ 6= 0 , each
fiber LX0 = {(f) ; X(F ) = X0} contains one and only one conjugacy class (f)
of maps which have a fixed point of multiplier λ .
Proof of 2.1 and 2.2. We will use the normal form (1). First suppose that λ 6= 0 .
Then the fixed point of multiplier λ must be distinct from the two critical points 0 and
∞ . After a linear change of coordinates, we may assume that this fixed point is z = 1 .
Thus 1 = f(1) = (a+ b)/(c+ d) . Multiplying the coefficients by a common factor, we may
assume that a + b = c + d = 2 . If we define parameters µ and ξ by the equations
a = 1 + µ+ ξ , b = 1− µ− ξ ,
c = 1− µ+ ξ , d = 1 + µ− ξ , (6)
then a straightforward computation shows that
ad− bc = 4µ , λ = f ′(1) = n(ad− bc)
(c+ d)2
= nµ , X =
(1− µ)2 − ξ2
4µ
,
and that
Y =
(1 + µ+ ξ)n+1(1− µ− ξ)n−1 + (1− µ+ ξ)n−1(1 + µ− ξ)n+1
(4µ)n
.
Thus µnY is equal to a polynomial of degree 2n in the variables µ and ξ . Note that
this expression for Y is unchanged if we replace ξ by −ξ . (The involution ξ ↔ −ξ
corresponds to the conjugation f(z) ↔ 1/f(1/z) .) Hence µnY can be expressed as a
polynomial function of µ and ξ2 . Substituting ξ2 = (1 − µ)2 − 4µX and µ = λ/n , we
obtain the required polynomial expression for λnY , of degree n in λ and X . This proves
2.2.
To prove 2.1, we must also check that this same polynomial relation remains valid when
f has a fixed point (necessarily 0 or ∞ ) of multiplier λ = 0 . In that case, the product
λnY is certainly zero, and X = 0 so that ξ = ±1 , and the numerator of the expression
for Y is identically zero, as required. 
We can describe the form of these polynomial relations more precisely as follows. We
will continue to work with the quotient µ = λ/n .
Theorem 2.3. For each n there exist polynomials
P0(X) , P1(X) , P2(X) , . . . , Pn+1(X)
with integer coefficients, where each Pk(X) has degree ≤ k , so that
µ Y =
Pn+1(X)− µPn(X) + µ2Pn−1(X)−+ · · ·+ (−µ)nP1(X) + (−µ)n+1P0(X) .
(As explicit examples, we have
µ Y = X − µX(2X − 1) + µ2(4X + 1) − µ3 for n = 2 ,
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and
µ Y = X2 − 2µX2(X − 1) + µ2(9X2 + 4X + 1)− 2µ3(3X + 1) + µ4 for n = 3 .)
Proof of 2.3. From the proof of 2.1, it follows easily that we can define polynomials
Pj(X) by the formula
µY =
∑
i+j=n+1
(−µ)iPj(X) , (7)
where 0 ≤ j ≤ 2n or equivalently n + 1 ≥ i ≥ 1 − n , and where each Pj(X) has degree
≤ j . What is new in 2.3 is the statement that the Pj have integer coefficients, and that
Pj = 0 for j > n + 1 . To prove this, we will derive the same formula (7) in a different
way. Again we use the normal form (1) with a fixed point of multiplier λ 6= 0 at z = 1 ,
but now we normalize so that ad− bc = 1 , and set u = a+ b = c+ d . Then computation
shows that µ = λ/n = 1/u2 . Furthermore
1 = ad− bc = (u− b)(u− c)− bc = u2 − (b+ c)u ,
or in other words
b+ c = u− 1/u .
Since bc = X , it follows that b and c are the two roots of the equation
b2 − (u− 1/u)b+X = 0 .
Thus
2b = u− 1/u ±
√
(u− 1/u)2 − 4X .
For |u| large, each of the two solutions b and c can be expressed as a Laurent series in u
with coefficients depending on X . One of these two solutions has the form
b =
X
u
+
X(1 +X)
u3
+
X(1 +X)(1 + 2X)
u5
+ · · · ,
tending to zero as u → ∞ , where the successive coefficients are polynomials in X with
integer coefficients which can be computed by a straightforward induction. The other solu-
tion is then given by c = u− 1/u− b = u− (1+X)/u− · · · , and is asymptotic to u . From
these we can compute
Y = (u− b)n+1bn−1 + (u− c)n+1cn−1
as a Laurent series in u . This series begins as
Y = u2Xn−1 − Xn−1(2X + 1− n) + (n2Xn−1 + · · ·+ 1)/u2 + O(1/u4)
= Xn−1/µ − Xn−1(2X + 1− n) + (n2Xn−1 + · · ·+ 1)µ + O(µ2) ,
or in other words as
µ Y = Xn−1 − Xn−1(2X + 1− n)µ + (n2Xn−1 + · · ·+ 1)µ2 + O(µ3) (8)
as µ→ 0 . Thus there are no terms in µi with i < 0 . This proves that formula (7) reduces
to the required form. 
Here is some more precise information about the polynomials Pk(X) . It will be conve-
nient to introduce the abbreviation
β(m, k) =
(m− k
k
)
+
(m− k − 1
k − 1
)
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for the sum of two binomial coefficients.
Lemma 2.4. Each Pk(X) with 0 ≤ k ≤ n is a polynomial of degree k ,
however Pn+1(X) is a polynomial of degree n− 1 . We have
P0(X) = 1 ,
P1(X) = 2nX + (n− 1) ,
· · ·
Pn−1(X) = n
2Xn−1 +
n−2∑
j=0
(n+ 1
j
)
Xj ,
Pn(X) = 2X
n + (1− n)Xn−1 ,
Pn+1(X) = X
n−1 .
The constant term Pk(0) in these polynomials is equal to the binomial coefficient(
n−1
k
)
, while the coefficient of the degree k term is equal to the sum β(2n, k) .
Proof Outline. The explicit formulas for Pk(X) with k ≥ n− 1 can be derived from
the computation (8). For the remaining information, we again use the normal form (1) with
ad − bc = 1 and with u = a+ b = c+ d . Let sk = bk + ck , where s1 = b+ c = u − 1/u .
Starting from the Newton formula
sk+1 = (b+ c)sk − (bc) sk−1 = (u− u−1)sk −X sk−1 ,
it follows inductively that we can express each sk as a polynomial function of u−u−1 and
X . The precise formula is
sk =
∑
0≤j≤k/2
β(k, j) (−X)j (u− u−1)k−2j .
(Note that this computation is independent of the degree n .) Equivalently, recalling that
µ = 1/u2 , we can write
sk
uk
=
∑
0≤j≤k/2
β(k, j) (−µX)j (1− µ)k−2j , (9)
Now we can compute
Y = an+1bn−1 + cn−1dn+1
= (u− b)n+1bn−1 + cn−1(u− c)n+1
= un+1sn−1 −
(n + 1
1
)
unsn +
(n+ 1
2
)
un−1sn+1 − + · · · ± s2n ,
or equivalently
µn Y =
sn−1
un−1
−
(n+ 1
1
) sn
un
+
(n+ 1
2
) sn+1
un+1
− + · · · ± s2n
u2n
. (10)
Substituting (9) into (10) , we obtain a fairly explicit formula for µn Y . Further details
will be left to the reader. 
As an application, we can give a more precise form of 2.2.
Corollary 2.5. Each Per1(λ) ⊂ M with λ 6= 0 can be described a smooth
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curve of the form
Y = −2Xn + (n(λ+ λ−1 + 1)− 1)Xn−1 + · · ·+ λ(n− λ)n−1/nn .
If λ 6= λ′ with λλ′ 6= 0 , 1 , then it follows easily that the two curves Per1(λ)
and Per1(λ
′) have exactly n−1 points of intersection, counted with multiplicity.
Proof. The first statement is proved by plugging the explicit values from 2.4 into the
equation 2.3. It follows that each intersection Per1(λ) ∩ Per1(λ′) with λ 6= λ′ is described
by a polynomial equation of the form
n
(
λ+
1
λ
− λ′ − 1
λ′
)
Xn−1 + (lower terms) = 0 .
In the generic case where λλ′ 6= 0, 1 , this equation has degree n − 1 , and the assertion
follows. 
(On the other hand, if λλ′ = 1 then the leading coefficient of this polynomial equation
is zero. In this case, we must count one or more “intersections at infinity”, in order to get
the right number. (See §6.) A more significant exception occurs when λ′ = 0 . In fact, to
make the count come out right, we should identify Per1(0) with the curve X
n−1 = 0 , or
in other words with the locus L0 counted n− 1 times. (Compare §8.) In fact, as λ′ → 0
with Y bounded, the locus Per1(λ
′) degenerates towards an (n − 1-sheeted covering of
the locus X = 0 . towards the curve Xn−1 = 0 of multiplicity n− 1 .)
Definition. Every rational map f of degree n has n + 1 fixed points counted with
multiplicity. Let λ1 , . . . , λn+1 be the multipliers at these fixed points, and let
σk =
∑
1≤i1<···<ik≤n+1
λi1 · · ·λik
be the k -th elementary symmetric function of these multipliers. It is convenient to set σ0 = 1 .
Note that the quotient σk/n
k can be described as the k -th elementary symmetric function
of the quotients µi = λi/n .
Theorem 2.6. These elementary symmetric functions can be computed by the
formula
σk/n
k = Pk(X) for 0 ≤ k ≤ n + 1 , k 6= n , but
σn/n
n = Pn(X) + Y .
(11)
Proof. Each of the n+1 multipliers λ = λk trivially satisfies the polynomial equation
λn+1 − σ1λn + σ2λn−1 −+ · · · ± σn+1 =
n+1∏
k=1
(λ− λk) = 0 .
Hence the quotient µ = λ/n satisfies
µn+1 − σ1µn/n+ σ2µn−1/n2 −+ · · · ± σn+1/nn+1 = 0 .
On the other hand, from 2.3 we see that
µn+1 − P1(X)µn + P2(X)µn−1 −+ · · · ∓ (Pn(X) + Y )µ± Pn+1(X) = 0 .
The difference of these two polynomial equations is a polynomial of degree n in µ which
vanishes at all n + 1 of the µi . If the µi are pairwise distinct (or in other words if the
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multipliers λi = nµi are pairwise distinct), then it follows immediately that corresponding
coefficients are equal, which proves the identities (11). These identities follow in the general
case by continuity or by analytic continuation, since for generic (f) ∈ M the n + 1
multipliers are indeed distinct. To prove this, we need only construct a single example
where the multipliers are distinct. For example if f(z) = zn + b then the multipliers are
distinct provided that we exclude n very special values of the parameter b . First we must
guarantee that (f) 6= Per1(1) , in order to be sure that the n+ 1 fixed points are distinct.
But if (f) ∈ Per1(1) , then the fixed point equation b = z− zn together with the multiplier
equation nzn−1 = 1 imply that the invariant Y = bn−1 is equal to (n−1)n−1/nn . Finally,
we must choose b 6= 0 to guarantee that two distinct fixed points, say z 6= ωz , cannot have
the same multiplier λ = nzn−1 = n(ωz)n−1 . But this would imply that ωn−1 = 1 , and the
fixed point equation z − zn = b would then yield (ωz) − (ωz)n = ωb 6= b , provided that
b 6= 0 . Also, no finite fixed point has multiplier zero provided that b 6= 0 . Thus generically
the multipliers are distinct, which completes the proof. 
Remark 2.7. As an immediate corollary of 2.4 and 2.6: We could equally well use the
two invariants σ1 and σn as coordinates for the moduli space M ∼= C2 , in place of the
invariants X and Y of §1. (In practice, in §6, it will be convenient to use X and σn as
coordinates.)
Remark 2.8. It seems surprising that every one of the elementary symmetric functions
σk with k 6= n can be expressed as a function of X alone. Only σn depends also on the
coordinate Y . As an example to illustrate this statement, consider the family of unicritical
polynomials
f(z) = zn + b ,
with invariants X = 0 and Y = bn−1 . For the special case b = 0 , there are two fixed
points of multiplier zero and n− 1 fixed points of multiplier n , hence
σk/n
k =
(n− 1
k
)
for every k . It follows from 2.6 that this same formula holds for any value of the parameter
b , provided that k 6= n . On the other hand for k = n , since this binomial coefficient is
zero, it follows that
σn/n
n = Y = bn−1 .
For example in the quadratic case f(z) = z2+ b , it follows that the multipliers at the finite
fixed points satisfy λ1 + λ2 = 2 and λ1λ2 = 4b .
Remark 2.9. The holomorphic fixed point formula asserts that
n+1∑
1
1
1− λj = 1
provided that λj 6= 1 for all j . (See for example [M1].) This gives rise to a linear relation
between the σk , or equivalently between the Pk , which takes the form
n+1∑
0
(−1)k(n− k) σk =
n+1∑
0
(−n)k(n− k)Pk(X) = 0 .
It follows by continuity that this relation still holds also when some of the λj equal 1 .
Note that the invariant Y is not involved, since the coefficient of σn in this formula is zero.
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Remark 2.10. It is sometimes convenient to consider the moduli space for bicritical
maps with one marked fixed point. In this case, a complete set of invariants is provided
by X and Y together with the multiplier λ = nµ at this marked point. These are
subject only to the relation µY = Xn−1 − µPn(X) + µ2Pn−1(X) − + · · · + (−µ)n+1 . We
can understand the topology of the resulting variety better by introducing a new coordinate
Yµ = Y + Pn(X) − µPn−1(X) + − · · · + (−µ)n in place of Y . Then X , Yµ and µ are
subject only to the relation µ Yµ = X
n−1 . For n ≥ 3 this variety has a singular point at
X = Y = Yµ = µ = 0 .
§3. Shift Locus or Connectedness Locus
By definition, a conjugacy class (f) of degree n rational maps belongs to the connect-
edness locus C if the Julia set Jf is connected; and belongs to the shift locus S if Jf is
totally disconnected with f |Jf topologically conjugate to the one sided shift on n symbols.
This section will prove that every conjugacy class of maps with only two critical points must
belong to one or the other:
Theorem 3.1. Every (f) ∈ M belongs either to the connectedness locus or to
the shift locus.
Note: If (f) belongs to the shift locus, then evidently both critical points belong to
the Fatou set Ĉ r Jf , which is connected but far from simply connected. There are two
possibilities. If f has an attracting fixed point, and hence is hyperbolic on its Julia set,
then we will say that (f) belongs to the hyperbolic shift locus Shyp . Otherwise, f must
have a parabolic fixed point, and we will say that (f) belongs to the parabolic shift locus
Spar . Thus the moduli space partitions as a disjoint union
M = C ∪ Shyp ∪ Spar .
We will explore this partition of M further in Sections 4 and 7.
Remark 3.2. In contrast with the polynomial case, we will see that the connectedness
locus is neither closed nor bounded in M (although it has compact closure in the extended
moduli space M̂ ). In analogy with the polynomial case, one might be tempted to conjecture
that the interior of the connectedness locus consists only of hyperbolic maps. In fact this
conjecture is true if we restrict attention to the open subset consisting of (f) with at least
one attracting fixed point. (Compare 0.1.) However, the connectedness locus also contains
an “essentially non-polynomial-like” region CNP consisting of maps for which all n + 1
fixed points are strictly repelling. This region is certainly contained in the interior of the
connectedness locus, and yet contains many non-hyperbolic maps. (Compare [R1].) Here is
one example. If
f(z) = κ+ (1− κ)/zn with κn = 1 , κ 6= 1 ,
then the critical points are 0 and ∞ with 0 7→ ∞ 7→ κ 7→ 1 , so that both critical orbits
eventually land at the repelling fixed point 1 . It follows that the Julia set is the entire
Riemann sphere, and that all periodic orbits are strictly repelling. (This map lies in the
locus X = −1 , where one critical point maps directly to the other. Compare [BB].) It is
conjectured that the region CNP is a topological 4-cell. When n = 2 , this can be proved as
follows. Let Ij = 1/(1− λj) be the holomorphic fixed point index at the j -th fixed point.
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(Compare 2.9.) Then this region in moduli space can be identified with the star shaped
region consisting of unordered triples of complex numbers Ij with 0 < Re(Ij) < 1/2 and
I1+I2+I3 = +1 . On the other hand, for n > 2 , I don’t know even whether CNP is simply
connected. Evidently an understanding of the topology and dynamics associated with this
region CNP would be fundamental in reaching an understanding of bicritical maps.
The first ingredient in the proof of 3.1 is the following result which is due to Shishikura.
Theorem A.1. A rational map with two critical points cannot have any Herman
rings.
In fact a proof of this statement can be extracted from his paper [Sh] although it is not
explicitly stated there. See Appendix A for a proof without using quasiconformal surgery.
The second key ingredient is the following special case of a theorem of Przytycki and
Makienko.
Theorem B.5. If a map f with two critical points has the property that both
critical values lie in a common Fatou component, then (f) belongs to the shift
locus.
In fact, more generally, it is shown in [Pr] and in [Ma] that any rational map with all
critical values in a single Fatou component, when restricted to its Julia set, is isomorphic to
the one sided shift. However, since their argument is rather complicated, and since we need
only the bicritical case, a proof of B.5 is included in Appendix B.
Remark 3.3. Here is an alternative statement: Suppose that both critical orbits are
eventually absorbed by an invariant Fatou component, Ω = f(Ω) . Then (f) belongs to the
shift locus. In fact such a Fatou component must contain at least one of the two critical
points, and hence must be fully invariant, Ω = f−1(Ω) . Hence it contains both critical
values, and 3.1 applies. (By way of contrast, a map with three critical points may well have
connected Julia set, even though all critical orbits are eventually absorbed by an invariant
Fatou component. For example the map f(z) = 2 + 2z3/(27(2 − z)) has critical points
0 , 3 , ∞ with orbit 3 7→ 0 7→ 2 7→ ∞ ending on a superattractive fixed point. The
immediate basin of infinity contains no other critical point, since no critical orbit converges
non-trivially to infinity, hence this basin is simply connected. It follows, as in the proof of
3.1, that every Fatou component is simply connected.)
The proof of 3.1 will also make use of the following elementary observation.
Lemma 3.4. Let P ⊂ Ĉ be a region bounded by a simple closed curve which
passes through neither critical value. Then the pre-image of P under f can be
described as follows.
Case 0. If P contains no critical value, then f−1(P ) consists of n disjoint
simply-connected regions bounded by n disjoint simple closed curves.
Case 1. If P contains just one critical value, then f−1(P ) is a single
simply connected region bounded by a simple closed curve, and maps onto P by
a ramified n-fold covering.
Case 2. If P contains both critical values, then f−1(P ) is a multiply
connected region with n boundary curves, and maps onto P by a ramified n-
fold covering.
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The proof is straightforward. (Note that Cases 0 and 2 correspond to the “inside” and
“outside” of the same simple closed curve. In the case of just one critical point in P , the
set f−1(P ) must be connected since f is locally n-to-one near a critical point, and the
branched covering f−1(P )→ P is unique up to isomorphism, since the fundamental group
of P r (critical value) is free cyclic, so that there is only one n-fold covering of this set
up to isomorphism.) 
Proof of 3.1. Suppose that (f) is not in the shift locus, and hence that no Fatou
component contains more than one critical value. If L is a loop in an arbitrary Fatou
component, then using Sullivan’s Non-Wandering Theorem we see that some forward image
f◦k(L) lies in a simply connected region U which is either:
(1) a linearizing neighborhood of some geometrically attracting periodic point,
(2) a Bo¨ttcher neighborhood of some superattracting periodic point,
(3) an attracting petal for a parabolic point, or
(4) a Siegel disk.
Here we are using the fact that there are no Herman rings (Theorem A.1). Using 3.4, it
follows by induction on k that each component of f−k(U) is simply connected. This
proves that every Fatou component is simply connected, and hence that the Julia set is
connected. 
§4. The Parabolic Shift Locus Spar ∼= C r D
Recall from §3 that the moduli space M splits as a disjoint union
M = C ∪ Shyp ∪ Spar .
Evidently Shyp is an open subset of moduli space, disjoint from the curve Per1(1) ∼= C ,
while Spar is a relatively open subset of this curve Per1(1) .
We will first prove the following.
Lemma 4.1. The parabolic shift locus is contained in the common topological
boundary ∂Shyp = ∂C . Hence the closure C ⊂M is equal to C ∪Per1(1) , with
complement Shyp .
Proof. For every (f) in the parabolic shift locus, we must show that f can be
approximated arbitrarily closely by a map with connected Julia set, and also by a hyperbolic
map with totally disconnected Julia set. Let {ft} be a holomorphic one-parameter family
of maps with f0 = f . We will assume that each ft has two critical points, and that this
family is not contained in Per1(1) . Then for |t| small but non-zero, the parabolic fixed
point for f0 splits into two nearby fixed points, with multipliers say λ1 and λ2 . As t
traverses a loop around t = 0 , these two fixed points may be interchanged. However, if we
set t = u2 , then both λ1 and λ2 can certainly be expressed as single valued holomorphic
functions of u , with λ1(0) = λ2(0) = 1 . Since these functions are non-constant, we can
choose u close to zero so that λ1(u) takes any required value close to 1 .
First let us choose u so that λ1(u) = e
2πi/q , with q > 1 . Then the corresponding
fixed point is parabolic, with at least two attracting petals. Hence the associated Fatou set
is not connected, and (fu2) must belong to the connectedness locus C .
Now let us choose u so that λ1(u) is real, with λ1 < 1 , so that the corresponding fixed
point is strictly attracting. For u sufficiently close to zero, we will show that (fu2) belongs
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to the hyperbolic shift locus. Choose a simple arc A joining the two critical points with
the Fatou set for f0 . Then for large k the image f
◦k
0 (A) lies close to the parabolic point,
and within a sector of small angular size about the attracting direction for this parabolic
point. An easy perturbation argument then shows that the same description holds for f(u2) ,
provided that λ1(u) < 1 with u close to zero. (See for example [M3, §4].) Thus both critical
values lie in a common Fatou component, and it follows that (fu2) ∈ Shyp . 
Figure 1. Pictures of C ∩Per1(λ) for λ = 0 , .01 , 0.5 , and λ = 1 respectively, for the
degree n = 4 . The configuration deforms continuously for 0 < λ < 1 , and conjecturally
as λ → 1 also. However, there is a qualitative difference between the first and second
pictures due to the fact that as λ → 0 the curve Per1(λ) converges not towards
Per1(0) but rather towards an (n− 1)-fold branched covering of Per1(0) as shown in
Figure 2. Thus Figure 1b is a somewhat squashed version of Figure 2. The surrounding
curves in the 5a, 5b, 5c represent equal rates of convergence towards the attracting fixed
point for the more slowly converging critical point. (For the corresponding curves in Figure
1d, see 4.3 below.)
Theorem 4.2. The intersection C ∩Per1(1) is a compact, connected full subset
of the curve Per1(1) ∼= C . Equivalently, the parabolic shift locus Spar = Per1(1)r
(C∩Per1(1)) is always non-vacuous, conformally isomorphic to a punctured disk.
(Compare Figure 1d, as well as [M2, Figure 4].)
I will outline two proofs of 4.2, one suggested by conversations with Schleicher, and one
suggested by Shishikura. The first begins as follows.
Proof of compactness. It will be convenient to use the normal form (1), choosing the
matrix of coefficients to have the form[
a b
c d
]
=
[
n+ 1 + α n− 1− α
n− 1 + α n+ 1− α
]
, (12)
where α ∈ C is a parameter. Then it is easy to check that the associated rational function
f satisfies f(1) = f ′(1) = 1 , and that the invariant X = X(f) of §1 is given by X =
((n− 1)2 − α2)/4n , so that |X| → ∞ as |α| → ∞ .
Remark. The special case α = 0 corresponds to the unique conjugacy class (f) such
that f has a fixed point of multiplier +1 with two attracting petals. Using this normal
form (12), the corresponding Julia set is the unit circle.
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Figure 2. The “Multibrot set” for degree n = 4 , that is the connectedness locus in the
b-parameter plane for the family of unicritical polynomial maps z 7→ z4 + b . (See for
example [LS2].) Note the (n− 1)-fold rotational symmetry. The corresponding figure in
the b3 -plane is shown in Figure 1a.
Assuming that α 6= 0 , let us set
z = 1 +
2
αw
, w =
2
α(z − 1) .
Then a straightforward computation shows that the map z 7→ f(z) corresponds to
w 7→ F (w) = 2
αf(1 + 2/αw)− α = w + 1 +O
( 1
αw
)
, (13)
where the error estimate holds uniformly provided that both |α| and |αw| are sufficiently
large. In particular, it follows that the region {z ; Re(w) > 1/2} maps holomorphically
into itself, and hence is contained in the Fatou set of f , provided that |α| is sufficiently
large. On the other hand, it is not hard to check that
f(0) =
b
d
= 1 +
2
αw1
, f(∞) = a
c
= 1 +
2
αw2
where
w1 = 1− n + 1
α
and w2 = 1 +
n− 1
α
. (14)
Thus, for |α| sufficiently large, both critical values belong to the half-plane Re(w) > 1/2 ,
and hence belong to the same Fatou component, so that (f) belongs to the parabolic shift
locus. Therefore the closed set C ∩ Per1(1) is bounded and hence compact, as asserted.
Remark 4.3. We can construct a holomorphic function Φ : Spar → C as follows. For
any (f) ∈ Spar , let P ⊂ Ĉ r Jf be an attracting petal for the parabolic fixed point, and
let φ be a Fatou coordinate, mapping P biholomorphically into C , and satisfying
φ(f(z)) = φ(z) + 1 .
Then φ extends canonically to a holomorphic map which carries the entire parabolic basin
onto C , satisfying this same functional equation. In particular, if c1 and c2 are the critical
points, then the difference φ(c1)− φ(c2) is a well defined complex number, independent of
the choice of petal and Fatou coordinate. In order to make this construction independent of
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the numbering of the critical points, we set
Φ(f) = (φ(c1)− φ(c2))2 .
then it is not difficult to check that
Φ : Spar → C
is well defined and holomorphic. (Compare the construction of Fatou coordinates as given
in [Ste].) The curves |Φ| = constant are shown in Figure 1d, and in a much larger region
of Per1(1) in Figure 3. The asymptotic formula
Φ(f) ≃
(2n
α
)2 ≃ −n
X(f)
(15)
as |X(f)| → ∞ can be verified as follows. The inequality
dF (w)
dw
= 1 + O
(
1
αw2
)
follows from (13) together with the Schwarz Lemma. Hence
F (w2)− F (w1)
w2 − w1 = 1 + O
(
1
αw2j
)
provided that w2/w1 is reasonably close to 1 . Setting
φ(c2)− φ(c1) = lim (F ◦m(w2)− F ◦m(w1))
as in [Ste], it follows that
φ(c2)− φ(c1) = (w2 − w1) (1 +O(1/α)) .
But w2 − w1 = 2n/α by (14); and (15) follows.
Figure 3. Another picture of C ∩ Per1(1) in the degree 4 case, showing a much
larger region in order to illustrate behavior near infinity.
The proof of 4.2 continues as follows. In order to show that C ∩ Per1(1) is connected,
we study the limit, in the Hausdorff topology, of the intersection C ∩ Per1(λ) as λ tends
to 1 through real values λ < 1 . First note that
lim sup
λր1
C ∩ Per1(λ) ⊂ C ∩ Per1(1) . (16)
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Suppose that (f) can be approximated arbitrarily closely by elements of C ∩Per1(λ) with
λր 1 . If (f) did not belong to C ∩Per1(1) , then it would have to belong to the parabolic
shift locus. From the proof of 4.1, it would follow that any approximating map in Per1(λ)
with λ < 1 must belong to the hyperbolic shift locus, contradicting our assumption.
On the other hand, we will show that
lim inf
λր1
∂(C ∩ Per1(λ)) ⊃ ∂(C ∩ Per1(1)) . (17)
We again use the normal form (12) with marked critical points 0 and ∞ , and with parabolic
fixed point z = 1 , writing f = fα , where α is the parameter. Consider a boundary point
fα0 of C ∩ Per1(1) . We will show that fα0 can be approximated arbitrarily closely by
maps fα such that one critical orbit of fα lands on a repelling periodic orbit. To fix our
ideas, suppose that the critical point ∞ lies in the parabolic basin for fα0 , and consider
the sequence of maps
α 7→ f◦kα (0) (18)
for k = 1 , 2 , 3 , · · · , where α ranges over some neighborhood of α0 .
Case 1. Suppose that the f◦kα (0) do not form a normal family throughout any neigh-
borhood of α0 . Choose a repelling periodic orbit for fα0 with period ≥ 3 . This orbit
varies holomorphically with the parameter α , throughout some neighborhood of α0 . By
non-normality, we can choose α arbitrarily close to α0 so that the orbit of 0 under fα
eventually lands on this periodic orbit. Now perturbing slightly, we can preserve this critical
orbit relation but replace the multiplier at the fixed point z = 1 by some number λ < 1 .
The resulting map must belong to C ∩ Per1(λ) , as required.
Case 2. Now suppose that the f◦kα (0) do form a normal family throughout some neigh-
borhood of α0 . The hypothesis that every neighborhood of fα0 intersects the parabolic
shift locus then guarantees that this family of maps must converge uniformly near α0 to the
constant map α 7→ 1 as k → ∞ . In particular, f◦kα0 (0) must converge to 1 . If 0 lies in
the same parabolic basin as ∞ , then it follows that fα0 lies in the shift locus, contradicting
our hypothesis. The only other possibilities are that either:
(a) α0 = 0 , so that fα0 has two distinct parabolic basins and z = 1 is a fixed point
of higher multiplicity, or
(b) some forward image f◦kα0 (0) is precisely equal to the parabolic fixed point z = 1 .
In case (a), under a slight perturbation within Per1(1) this fixed point splits into one fixed
point of multiplier +1 . together with a second fixed point which can have any multiplier
close to +1 . In particular, if we perturb so that this second fixed point is attracting,
then we must be within the connectedness locus. Therefore fα0 is not an isolated point of
C ∩Per1(1) . Hence it is not an isolated boundary point, and, after a slight perturbation, we
can obtain a contradiction by the argument above.
In case (b), there is only one parabolic basin. Suppose that (fα0) were an isolated
point of C ∩Per1(1) . Let α range over a small circle centered at α0 , and assume that the
corresponding maps fα all belong to the (parabolic) shift locus. Then the corresponding
images f◦kα (0) must loop around the parabolic fixed point z = 1 one or more times, without
ever hitting the Julia set J(fα) . By Man˜e´-Sad-Sullivan or Lyubich, this Julia set must vary
continuously as we go around around the loop. Choose a repelling periodic point of period
≥ 2 which is close enough to z = 1 so that it remains inside this loop in the z -plane, for
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all parameter values in the circle. A priori, we might worry that this periodic point comes
back to a different periodic point as we go around the circle. However this cannot happen
since we can deform the circle in Per1(1) into a circle in Per1(1− ǫ) which deforming the
Julia set homeomorphically. The corresponding disk in Per1(1 − ǫ) bounds a disk in the
hyperbolic shift locus, so the monodromy must be trivial. Now shrink the parameter loop
down to the point z = 1 . A winding number argument shows that at some point during
this shrinking, the image f◦kα (0) must exactly hit the corresponding repelling point, and
hence belong to the Julia set. This contradicts the hypothesis that (fα0) was isolated in
C ∩Per1(1) . But if this point is not isolated, then we see as above that it is indeed possible
to approximate fα0 by a map with 0 eventually mapping to a repelling periodic point.
Now as we vary λ = 1 to a value slightly less than 1, the point in moduli space satisfying
this critical orbit relation, say f◦k(0) = f◦ℓ(0) deforms continuously, and necessarily belongs
to the connectedness locus. This proves (17).
Remark. In fact it is conjectured that C ∩ Per1(1) is equal to the Hausdorff limit
of C ∩ Per1(λ) as λ ր 1 . However, our arguments will leave open the possibility of a
“parabolic queer component” in C ∩Per1(1) , whose points can be approximated arbitrarily
closely by points in the hyperbolic shift locus.
Proof that C ∩ Per1(1) is connected. For |λ| < 1 , it is known that C ∩ Per1(λ)
is compact, connected and full, with connected boundary. (Compare [GK], [M2].) If
C∩Per1(1) were not connected, then we could choose boundary points in two different compo-
nents. By (17), these could be approximated by points in the boundary of say C∩Per1(1−ǫ) .
Since this is true for arbitrarily small ǫ , it would follow from (16) that these points must
actually belong to the same component. Thus C ∩ Per1(1) is connected.
In order to prove that C ∩ Per1(1) is full, or equivalently that the parabolic shift locus
is connected, we will need a sharper form of the construction used to prove B.5.
Lemma 4.4. If (f) ∈ Spar has no critical orbit relation, then there exists an
attracting petal for f which contains both critical values.
Here by an attracting petal we mean a simply-connected open set P which eventually
captures all orbits in the parabolic basin, and such that f maps the closure P homeo-
morphically, with f(P ) ⊂ P ∪ {zˆ} where zˆ is the parabolic fixed point. By a critical orbit
relation, we mean some relation of the form f◦k(c1) = f
◦ℓ(c2) .
Let us start with some petal P0 , with smooth boundary containing no points of the
critical orbits. We may assume that P0 contains no critical value. Inductively construct
P0 ⊂ P1 ⊂ P2 ⊂ · · · where Pk+1 is the connected component of f−1(Pk) which contains
Pk . Define the two integers 0 ≤ k1 ≤ k2 , by setting kj equal to the smallest integer such
that Pkj contains j distinct critical values. Then Pk1 is itself a petal, but Pk1+1 is not,
since it contains a critical point (using 3.4). The proof of 4.4 will be by induction on the
difference k2 − k1 . To start the induction, if k1 = k2 , then Pk1 is the required petal, and
we are done.
Suppose then that k1 < k2 . Let v1 be the critical value which is contained in Pk1 . By
3.4 we know that Pk1+1 is a simply connected open set which contains the corresponding
critical point c1 and is a branched n-fold covering of Pk1 . Let x = f
◦(k2−k1)(c2) be
the unique point in Pk1+1 r Pk1 which belongs to the second critical orbit. Choose some
path γ within P k1 rP k1−1 which joins the critical value v1 to the boundary of Pk1 , and
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which avoids the point f(x) = f◦(k2−k1)(v2) . Then the preimage of γ under f is a union
γ1 ∪ · · · γn of n paths, each joining the critical point c1 to the boundary of Pk1+1 . These
n paths cut the open set Pk1+1 into n regions, each of which maps diffeomorphically onto
Pk1 r γ . Exactly one of these n regions contains the point x , and exactly one of these n
regions contains Pk1 .
ASSERTION: It is possible to choose the path γ so that x and Pk1 belong to
the same connected component of Pk1+1 r (γ1 ∪ · · · ∪ γn) .
Figure 4. This shows the three petals Pk1−1 , Pk1 , and Pk1+1 . The point x =
f◦(k2−k1)(c2) belongs to the orbit of the second critical point. A path γ from v1
to ∂Pk1 within Pk1 r (P k1−1 ∪ {f(x)}) lifts to n distinct paths γi from c1 to
∂Pk1+1 . We must choose this path γ so that x and Pk1 belong to the same
connected component of Pk1+1 r (γ1 ∪ · · · ∪ γn) .
As an example, in Figure 4 this requirement fails as the figure is drawn. However, if we
modify the path γ in a neighborhood of f(x) so that it passes above f(x) rather than
below, then the requirement will be satisfied. More generally, we can choose the path γ from
v1 so as to loop any number of times around an arc joining v1 to f(x) before terminating
on ∂Pk1 . By choosing the number of loops appropriately, we can easily guarantee that x
lies in the required component of Pk1+1 r (γ1 ∪ · · · ∪ γn) . Details will be left to the reader.
The proof of 4.4 now proceeds as follows. Construct a new attracting petal P ′0 which
contains no critical value by removing a thin neighborhood of γ from Pk1 . Then the
preferred component P ′1 of f
−1(P ′0) will consist of the component of
Pk1+1 r (neighborhood of (γ1 ∪ · · · ∪ γn))
which contains Pk1 . By the construction, both v1 and x = f
◦(k2−k1)(c2) belong to this
set P ′1 . Therefore, the new difference k
′
2− k′1 will be equal to k2− k1− 1 . The conclusion
of 4.4 now follows by induction. 
Proof of 4.2 (conclusion). We must show that the parabolic shift locus is connected.
The proof will make use of a standard quasiconformal surgery argument, as suggested to me
by D. Schleicher. After a small perturbation of f , we may assume that there are no critical
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orbit relations. Choose a petal P as in 4.4, and choose an embedded disk ∆ ⊂ P r f(P )
which contains both critical values in its interior. Now choose a diffeomorphism from ∆ to
itself which is the identity near the boundary and which moves the critical value v2 arbitrar-
ily close to v1 . Pulling the standard conformal structure back under this diffeomorphism,
we obtain a new conformal structure on P r f(P ) . Now push this new structure forward
under the various iterates of f , and also pull it backwards under the various iterates of
f−1 . Since the Shishikura Condition is satisfied: every orbit intersects ∆ at most once, it
follows that we obtain a well defined measurable conformal structure, invariant under f . By
the measurable Riemann Mapping Theorem, there is a quasiconformal mapping Φ which
conjugates this new structure to the standard conformal structure. Now g = Φ ◦ f ◦ Φ−1
is a new rational map, topologically conjugate to f . By the construction, the two critical
values of g are close together in an embedded disk Φ(∆) which contains no critical point.
By 1.8, it follows that the invariant |A(g)| is arbitrarily close to infinity. Thus g belongs
to the unbounded component of the parabolic shift locus. Since f and g clearly belong to
the same connected component of Spar , this shows that Spar is connected. 
Figure 5. The regions P0 ⊂ P1 ⊂ · · · for the quadratic case n = 2 . (Note: In the
region outside of P4 , all of the iterated preimages of ∂P0 have been drawn in, so
that this figure looks more complicated near the basin boundary.)
Alternative Proof of 4.2. I am grateful to Shishikura for suggesting a quite different
argument, based on an explicit model for the parabolic shift locus which can be outlined as
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follows. Start with the map
f(z) = zn + b with b = (n− 1)/nn/(n−1) ,
which has a parabolic fixed point at z = (1/n)1/(n−1) . The corresponding parabolic basin
B is connected and simply-connected, and contains a single critical point 0 7→ b . Let
P0 ⊂ B be the largest attracting petal such that the Fatou coordinate map carries P0
diffeomorphically onto a right half-plane. Thus the critical point 0 belongs to the boundary
of P0 , and the critical value b belongs to the boundary of the smaller petal P−1 = f(P0) .
Our model space
S∗par = (B r (P−1 ∪ {b}))/α ,
conformally isomorphic to a punctured disk, is obtained by removing the subset P−1 ∪ {b}
from the basin B , and then gluing the two halves of ∂P−1 r {b} onto each other under the
correspondence α : z 7→ z . To each point v in this model space, we construct a multiply
connected parabolic basin B′v with two critical points as follows. The original basin B can
be described as the union of open subsets
P0 ⊂ P1 ⊂ P2 ⊂ · · · ,
where each Pk is the interior of a region bounded by a Jordan curve, and where f maps
each Pk+1 = f−1(Pk) onto Pk by an n-fold cyclic covering, branched only over b . Let
k0 be the smallest index such that v ∈ Pk0 . Construct a new family
P ′0 ⊂ P ′1 ⊂ P ′2 ⊂ · · ·
as follows. Let P ′k = Pk for k ≤ k0 , but let P ′k+1 be the n-fold cyclic covering of P ′k ,
branched over both b and v for k ≥ k0 . The covering should extend over the boundary,
so that each boundary curve of P ′k for k ≥ k0 is covered by n distinct boundary curves
for P ′k+1 . Then the inclusion P ′k−1 →֒ P ′k lifts inductively to an inclusion P ′k →֒ P ′k+1 .
Let B′v be the union of the P ′k . Note that there is a canonical parabolic map fv from
this Riemann surface B′v to itself, carrying each P ′k+1 onto P ′k by an n-fold branched
covering.
In the special case where v ∈ ∂P−1 r {b} , the two critical values b and v are on the
boundary of the same petal P−1 , and there is a canonical isomorphism B′v → B′v which
carries v to b and b to v . Hence we identify B′v with B′v in this special case.
Conversely, suppose that we start with a point (g) in the parabolic shift locus. Let
Q0 be the largest petal for g such that the Fatou coordinate maps Q0 isomorphically
onto a right half-plane. Then ∂Q0 contains at least one critical point c0 , and there is a
unique conformal isomorphism φ0 : P0 → Q0 which conjugates f to g and (extended
over the boundary) carries 0 to c0 . Now let Qk = g−kQ0 , and let k0 ≥ 0 be the smallest
index such that Qk0 contains both critical values of g . Then φ0 extends uniquely to a
conformal isomorphism φk0 : Pk0 → Qk0 , still conjugating f to g . Let v be the unique
point of Pk0 which maps to the second critical value under φk0 . In this way we obtain a
holomorphic map (g) 7→ v from the parabolic shift locus Spar to the model space S∗par .
(Furthermore, it is not hard to check that φk0 extends uniquely to a conformal isomorphism
B′v → Ĉ r J(g) which conjugates fv to g .)
We must show that this correspondence (g) 7→ v is a proper map. That is, if (gj) is
any sequence of points in Spar which has no accumulation point within Spar , then we must
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show that the corresponding sequence vj has no accumulation point within the model space.
First suppose that the (gj) converge, within Per1(1) , to a point of the connectedness locus.
If the corresponding sequence of points vj converged to a limit within the model space, then
the corresponding sequence fvj of model parabolic basins would possess annuli with moduli
bounded away from zero which separate the two critical points from the Julia set, yielding
a contradiction. Similarly, suppose that the (gj) diverge within Per1(1) to the point at
infinity. Using 1.8, we see that the distance between the two critical values of fvj must
tend to zero. In other words, vj must converge towards the puncture point b in the model
space. Thus our correspondence (g) 7→ v from Spar to S∗par is proper. In order to show
that it is a conformal isomorphism, we need only check that it has degree one, which follows
easily from the asymptotic formula (15). 
Remark. The argument shows that the model space obtained from Figure 5 is “inside
out” with respect to Figures 1d and 3. The puncture point b in Figure 5 corresponds to
the point at infinity in the earlier figures.
§5. Real Maps
This section will study bicritical maps f : Ĉ → Ĉ such that the invariants X and Y
of §1 are both real. First a definition:
A homeomorphism α : Ĉ→ Ĉ is antiholomorphic if it has the form α(z) = φ(z) , where
φ is some Mo¨bius automorphism of Ĉ and z is the complex conjugate, and is called an
involution if α ◦ α is the identity map.
Lemma 5.1. The invariants X(f) and Y (f) are both real if and only if the
bicritical map f : Ĉ → Ĉ commutes with some antiholomorphic involution α .
This α is unique if and only if (f) lies off the symmetry locus (or off the real
part ΣR of the symmetry locus).
Proof. Let us temporarily introduce the notation c(z) = z for complex conjugation.
Then the rational map g = c◦f ◦c can be obtained from f by replacing all of its coefficients
by their complex conjugates. Evidently X(g) = X(f) and Y (g) = Y (f) . Therefore, if X
and Y are real, then it follows that f is holomorphically conjugate to g , say f ◦φ = φ◦g .
Setting α = φ ◦ c , this means that
f ◦ α = f ◦ φ ◦ c = φ ◦ g ◦ c = φ ◦ c ◦ f = α ◦ f ,
so that f commutes with α . It follows that f commutes with α◦α , which is a holomorphic
map from Ĉ to itself. If (f) lies off of the symmetry locus of 1.4, this proves that α ◦α is
the identity map, as required. Even for a generic f in the symmetry locus which commutes
with a unique ι , since α must either fix or interchange the two critical points, it follows
that α ◦ α must fix both critical points, and hence be the identity map. Finally, in the
two exceptional cases, corresponding to f(z) = zn or f(z) = 1/zn , the assertion is clearly
satisfied. Conversely, if f commutes with α = φ◦c , then composing the equation f ◦φ◦c =
φ ◦ c ◦ f on the right with c , we see that f ◦ φ = φ ◦ g . Therefore X(f) = X(g) and
Y (f) = Y (g) are real, as asserted.
If there is a second antiholomorphic map β commuting with f , then α ◦ β is a
holomorphic map commuting with f , so that f belongs to the symmetry locus. Conversely,
if (f) does belong to the symmetry locus, let ι be a holomorphic involution commuting
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with f . Then α ◦ ι ◦ α is also a holomorphic involution commuting with f . In the
generic case where ι is unique, it follows that α commutes with ι , and that α ◦ ι is
another antiholomorphic involution commuting with f . In other words, f can be given
the structure of a “real map” in two essentially distinct ways. The discussion in the two
exceptional cases where ι is not unique is straightforward, and will be left to the reader. 
We must now distinguish two different cases. The antiholomorphic involution α may
have a circle of fixed points (for example the unit circle if α(z) = 1/z ). In this case, a
Mo¨bius change of coordinates will reduce it to the standard form α(z) = z with fixed point
set R ∪ {∞} , and it follows easily that the corresponding map f can be expressed as
a rational map with real coefficients. On the other hand, it may happen that α has no
fixed points at all. In this case, a Mo¨bius change of coordinates reduces α to the standard
antipodal map α(z) = −1/z . It follows from a theorem of Borsuk and Hopf that a map f
which commutes with this antipodal map necessarily has odd degree. (Compare [AH].) Such
an f gives rise to a conformal self-map with only one critical point on the non-orientable
“Klein surface” which is obtained from Ĉ by identifying each z with −1/z .
+n-n 0
Figure 6. Symmetry locus in the real (X, Y )-plane for degree n = 2 . The three
complementary domains are labeled according to the degree of the associated map
from the circle of real points to itself. The picture for higher even values of n would
have another cusp, corresponding to (z 7→ zn) , but would otherwise be similar.
More precisely, we can distinguish six cases as follows. Suppose that f commutes with
the antiholomorphic involution α . For the first five cases we suppose that α has a circle
S1 of fixed points. Note that f induces a map from this circle to itself.
Case +n . For any degree n , it may happen that f induces an n-fold covering map
of degree +n from the circle S1 to itself. In this case the Julia set J(f) either coincides
with S1 , in which case (f) has just two Fatou components, each mapped onto itself by f ,
or else J(f) is a Cantor subset of S1 , so that (f) belongs to the shift locus.
Case −n . If f induces an n-fold covering of degree −n , then again the Julia set
may be S1 or a Cantor subset. Correspondingly, f either interchanges the two Fatou
components, or belongs to the shift locus.
Case 0 . If the degree n is even, then the only other possibility is that f maps S1
onto a proper subset of itself by a map of degree zero. In this case, the forward orbits of the
two critical points lie in the image f(S1) , which is an interval I ⊂ S1 . (Compare [M2].)
Restricting f to this interval, we obtain a map which is either monotone, or unimodal, or
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+n-n antipode-preserving
+1
-1
Figure 7. Symmetry locus in the real (X, Y )-plane for degree n = 3 , with the five
complementary domains appropriately labeled.
Figure 8. Dynamic plane for a degree n = 3 bicritical map which commutes with the
antipodal map, with the unit circle drawn in. (Parameters X = −.235 , Y = .213 .)
There are two attracting period 4 orbits. The antipodal map of Ĉ , reflection in the
unit circle composed with the 180◦ rotation, interchanges the two attracting basins,
which are colored white and grey respectively. The Julia set, like that for an arbitrary
degree n bicritical map, has n-fold rotational symmetry. It is conjectured that this
particular map can be obtained as a mating of the form (z3 + b) ⊥⊥ (z3 − b) , with
b ≈ .584− .270 i . (Compare [T ].)
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Figure 9. Antipode-preserving region of the (X, Y )-plane for degrees 3 and 5, with
periods of the larger hyperbolic components labeled. (Note that the components
of type p + p have a tricorn-like geometry. Compare [NS]) Along the top edge,
these maps give rise to degree one circle homeomorphisms, with rotation number as
indicated. Also, along the edge of the principal hyperbolic component, the multiplier
of one of the two indifferent fixed points is indicated, using the notation e(x) = e2πix .
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bimodal of a rather restricted type since each point of I has at most two preimages in I .
Thus the dynamics is largely controlled by the theory of smooth interval maps. In particular,
any attracting or parabolic cycle must be contained in I , and if there is no such cycle then
the Julia set must be the entire Riemann sphere.
Note that we can pass between these three cases only by crossing the symmetry locus.
(Compare Figure 6.)
For the remaining three cases, we assume that the degree n is odd.
Case +1 . For any odd n , the circle S1 may map to itself by a homeomorphism of
degree +1 with two critical inflection points. The dynamics of the critical orbits is then
governed by the theory of monotone degree one circle maps, with a rotation number which
is well defined up to sign. (Compare [BB].) If the rotation number is p/q , then both critical
orbits converge to (the same or different) parabolic or attracting cycles of period q , while
if the rotation number is irrational then the Julia set is the entire Riemann sphere.
Case −1 . Similarly S1 may map to itself by a homeomorphism of degree −1 . In
this case, both critical orbits must converge to parabolic or attracting cycles of period one
or two.
Antipode Preserving Case. If
f(−1/z) = −1/f(z) ,
then (f) necessarily belongs to the connectedness locus. For every hyperbolic component in
this region of the (X, Y )-plane, there are either two antipodal attracting orbits of the same
period p , or else a single attracting orbit of period 2p satisfying the identity α(x) = f◦p(x) .
In the latter case it is convenient to say that the hyperbolic component is of type p+ p .
The division of the real (X, Y )-plane into five regions for a typical odd n is shown in
Figure 7. The antipode-preserving region in this plane is shown in detail in Figure 9 for two
values of n , and a typical associated Julia set is shown in Figure 8.
§6. The Extended Moduli Space M̂ =M∪ L∞
The next two sections will study the limiting behavior as the conjugacy class (f) be-
comes degenerate. We will say that a sequence of conjugacy classes (fj) diverges to infinity
in the moduli space M if this sequence eventually leaves any compact subset of M . Using
the results of §2, it is not hard to check that the sequence {(fj)} diverges to infinity within
M if and only if
• the larger of the two invariants |X(fj)| and |Y (fj)| tends to infinity with j ,
or if and only if
• the largest, maxi |λi(fj)| , of the fixed point multipliers tends to infinity with j .
It will be convenient to number the fixed points of each fj so that the corresponding
multipliers λi(fj) satisfy |λ1| ≤ |λ2| ≤ · · · ≤ |λn+1| .
Lemma 6.1. If {(fj)} diverges to infinity within M , then all but two of the
fixed point multipliers must tend to infinity, so that
|λn+1| ≥ · · · ≥ |λ4| ≥ |λ3| → ∞ .
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Furthermore, after passing to a suitable subsequence, exactly one of the following
two statements must hold:
(1) either λ2 →∞ also, but λ1 → 0 , or else
(2) λ2 remains bounded and λ1 remains bounded away from zero, while the
product λ1λ2 converges to +1 .
Proof. After passing to a subsequence, we can assume that X and Y and each of
the λi tends to a well defined limit in C ∪ {∞} . First suppose that |Y | → ∞ while
|X| remains bounded. Then it follows from 2.6 that the elementary symmetric function
σk remains bounded for k 6= n , but that |σn| → ∞ . Since σn is the sum of n + 1
terms, of which λ2λ3 · · ·λn+1 is the largest in absolute value, it certainly follows that
|λ2λ3 · · ·λn+1| → ∞ . Since the product σn+1 remains bounded, this implies that λ1 → 0 .
We must show that |λ2| → ∞ . Otherwise, if say λ2 , . . . , λℓ remained bounded, with
ℓ ≥ 2 , then a straightforward argument would show that the
(
n+1
ℓ
)
-fold sum σn−ℓ+1 , with
dominant summand λℓ+1 · · ·λn+1 , also tended to infinity, yielding a contradiction. Thus
|λ2| → ∞ , and we are in case 6.1(1).
Now suppose that |X| → ∞ . In particular, we assume that X 6= 0 , so that
λ1λ2 · · ·λn+1 = σn+1 = nn+1Xn−1 6= 0 .
We will need the following.
Definition. Let
σˆk = σn+1−k/σn+1
be the k -th elementary symmetric function of the reciprocals 1/λ1 , . . . , 1/λn+1 . This is
well defined and finite whenever X 6= 0 . If X →∞ , we see from 2.4 and 2.6 that
σˆk → 0 for k ≥ 3 , while
σˆ2 → 1 . (19)
(However, the limiting behavior of σˆ1 depends not only on X but also on Y .) Suppose
that exactly p of the λi tend to zero, while exactly q of them tend to finite non-zero
limits. If p ≥ 1 , then it is easy to check that σˆp →∞ and also that σˆp+q →∞ . By (19),
it follows that p ≤ 1 , and also that q = 0 whenever p = 1 . Thus if p = 1 , then we are
again in case 6.1(1).
Finally, suppose that p = 0 . Then evidently σˆq tends to a finite non-zero limit, while
σk → 0 for k > q . Making use of (19), it follows immediately that q = 2 , and that we are
in case 6.1(2). 
A convenient coordinate near the line at infinity is provided by the sum of reciprocals
σˆ1 =
∑ 1
λi
=
σn
σn+1
=
σn
nn+1Xn−1
.
If only λ1 and λ2 remain finite, with λ1 → λ and λ2 → λ−1 , note that this coordinate
σˆ1 tends to λ+ λ
−1 . We can now define the extended moduli space M̂ to be the disjoint
union M∪L∞ , where L∞ is a complex line with coordinate σˆ1 ∈ C . To make this union
into a complex manifold, we cover it with two coordinate patches, each biholomorphic to
C2 . The first coordinate patch is M itself, with coordinates X and σn . The second is
(M r L0) ∪ L∞ with coordinates Xˆ = 1/X and σˆ1 . In the overlap M r L0 , these two
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coordinate systems are related by the biholomorphic map
Xˆ =
1
X
, σˆ1 =
σn
nn+1Xn−1
. (20)
Lemma 6.2. The union M̂ , with complex structure defined in this way, is a
well defined Hausdorff complex manifold. Furthermore, the coordinate function
X extends to a locally trivial holomorphic projection
X : M̂ −→ Ĉ ,
where each fiber LX is conformally isomorphic to C .
The proof is straightforward. 
(Similarly, if M̂R ⊂ M̂ denotes the closure of the real part of moduli space, as discussed
in §5, then we obtain a real line bundle
R →֒ M̂R
X−→ R̂= R∪∞ .
Topologically, M̂R is either a cylinder or a Mo¨bius band according as n is odd or even.)
Remark 6.3. Although the fibers of the line bundle C →֒ M̂ → Ĉ have a sharp geo-
metric and algebraic interpretation, it is not known whether they have any dynamic meaning.
However, there are three particular fibers which certainly do have dynamic interpretations:
The fiber L0 consists of maps with a superattracting fixed point (compare Figure 1a). The
fiber L−1 consists of maps for which one critical point maps immediately to the other. (For
a study of this family, see Bamo´n and Boberieth [BB].) Finally, the line at infinity, L∞ is
certainly quite unique. Computer pictures suggest that each fiber LX may intersect C in
a set which is full and connected, so that LX ∩ Shyp is conformally isomorphic to C rD .
I know of no reason why this should be true, although it would be compatible with the
description of the fundamental group of Shyp . (Compare 6.6 and 7.8.) I don’t have a good
algorithm for making pictures of LX ∩C . However, if we pass to the (n+1)-fold branched
covering in which one fixed point is marked, then we can parametrize by its multiplier λ .
(Compare 2.10.) It is relatively easy to make pictures in the disk |λ| < 1 where this marked
point is attracting. (See Figure 10.) Note that each (f) ∈ LX with a unique attracting
fixed point embeds uniquely in this disk, provided that X 6= 0 . In particular, LX ∩ Shyp
embeds uniquely. However conjugacy classes with two attracting fixed points are represented
twice.
Lemma 6.4. The space of all holomorphic sections of the bundle X : M̂ → Ĉ
is an n-dimensional vector space, consisting of all polynomial functions of the
form
σn =
n−1∑
j=0
cjX
j , σˆ1 =
n−1∑
j=0
cj Xˆ
n−1−j/nn+1 .
It follows that a function Y = Y (X) gives rise to a holomorphic section of this
bundle if and only if the sum Y (X) + 2Xn is a polynomial of degree ≤ n − 1
in X .
The proof is straightforward. (Compare 2.4 and 2.6.) 
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Figure 10. Pictures in the disk |λ| < 1 for X equal to −.2 , .2i and .2 respectively,
for degree n = 2 . (Compare 6.3.) The connectedness locus is shaded grey; while the
curves in the shift locus indicate the number of iterations needed for both critical orbits
to reach a small neighborhood of the attracting fixed point.
Corollary 6.5. For each λ 6= 0 , the closure within M̂ of the affine algebraic
curve Per1(λ) ⊂M is a smooth compact algebraic curve Per1(λ) ⊂ M̂ , which
can be described as the image of a smooth section of the complex line bundle
M̂ → Ĉ . The intersection Per1(λ) ∩ L∞ of this curve with the line at infinity
consists of the point with coordinates Xˆ = 0 , σˆ1 = λ+ λ
−1 .
Proof. This follows immediately, using 2.3 and 2.4. 
Note that the coordinate σˆ1 on the line at infinity is real, and belongs to the interval
−2 ≤ σˆ1 ≤ 2 , if and only if |λ| = 1 . (Compare 7.5.)
(As noted in §2, the curve Per1(0) should be identified with the fiber L0 of this fibration
counted n − 1 times. Similarly, it may be useful to identify Per1(∞) with the fiber  L∞
counted n− 1 times.)
Other examples of smooth sections of this complex line bundle are the coordinate curve
σn = 0 , and the half symmetry locus Y = −2X(n−1)/2(X + 1)(n+1)/2 of §1 when n is odd
(but not the locus Y = 0 or the other half symmetry locus).
Remark 6.6. We can actually compactify moduli space by adding one more point
which we will call ∞̂ , contained in a third coordinate neighborhood. However the result is
no longer a manifold when n > 2 , but rather an orbifold. In fact a neighborhood of ∞̂ is
homeomorphic to a cone over a 3-dimensional lens space whose fundamental group is cyclic
of order n−1 . This third coordinate neighborhood W can be parametrized by coordinates
s, t subject to the identifications (s, t) = (αs, αt) , where α ranges over all (n−1)-st roots
of unity. They are related to the coordinates (X, σn) on the overlap where σn 6= 0 and
s 6= 0 , and to the coordinates (Xˆ, σˆ1) on the overlap where σˆ1 6= 0 and t 6= 0 , by the
identities
X =
t
s
, σn =
1
sn−1
, and Xˆ =
s
t
, σˆ1 =
1
nn+1tn−1
.
Note that there is just one point ∞̂ ∈ W which does not belong to M̂ , namely the singular
point ∞̂ which has coordinates s = t = 0 . It is not difficult to check that these coordinate
transformations are compatible, so that M̂∪∞̂ is a well defined compact Hausdorff space.
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Figure 11. Schematic picture of the compactified moduli space M̂ ∪ ∞̂ , with a
singular point at ∞̂ , showing the three overlapping systems of coordinates.
A small neighborhood of infinity in M̂ can be identified with a neighborhood of ∞̂ in
W with this singular point removed. Evidently, for reasonable choice of neighborhood, the
fundamental group will be cyclic of order n− 1 .
Intuitively, we can think of the fibers of our holomorphic line bundle as a pencil of lines
though this exceptional point ∞̂ . This pencil of lines sweeps out the compactified moduli
space M̂ ∪ ∞̂ . Using this construction, we can reinterpret Lemma 6.1 as follows. If a
sequence of points (fj) ∈ M converges within M̂ ∪ ∞̂ to the point ∞̂ , then we are in
Case (1) of 6.1, with all but one of the fixed point multipliers tending to infinity. On the
other hand, if a sequence converges to some point of L∞ ⊂ M̂ , then we are in Case (2) of
6.1, so that two of the multipliers converge to finite non-zero limits with product +1 while
the others tend to infinity.
§7. The Extended Hyperbolic Shift Locus Ŝhyp ⊂ M̂
We first prove the following.
Theorem 7.1. The connectedness locus C is contained in a compact subset of
the extended moduli space M̂ . Hence the closure C ⊂ M̂ is compact.
It follows that the complement M̂rC is a neighborhood of infinity in M̂ . By definition,
this complementary open neighborhood of infinity, consisting of Shyp together with the
points of L∞ r (C ∩ L∞) , will be called the extended hyperbolic shift locus Ŝhyp . (See 7.4
for a precise description of C ∩ L∞ .) The following statement is completely equivalent to
7.1.
Corollary 7.2. There exists a constant k depending only on the degree n with
the following property. If all but one of the fixed point multipliers of f are greater
than k in absolute value, then (f) belongs to the hyperbolic shift locus.
(Compare [M2, §8.8], which shows that the best value for k in the degree 2 case lies
between 3 and 6.)
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Proof of 7.1 and 7.2. We will first find a rough criterion for belonging to the hyperbolic
shift locus depending on the invariants X , Y1 , Y2 , Y of §1, and then relate this to the
topology of M̂ . Consider a sequence of maps fj with marked critical points so that the
conjugacy classes (fj) tend to infinity in M . Thus, passing to a subsequence if necessary,
at least one of the invariants X(fj) and Y (fj) must tend to infinity. Since Y1 + Y2 = Y
and Y1Y2 = (X + 1)
n+1Xn−1 by (3), it follows that Y1 or Y2 must tend to infinity.
Interchanging the two critical points if necessary, we may assume that Y2(fj) → ∞ as
j →∞ .
In particular, putting the fj into the normal form (1), we may assume that the coeffi-
cients c and d are non-zero and hence, after a linear change of coordinate, we may assume
that c = d = 1 . In this way, taking the critical values to be f(0) = v and f(∞) = v + δ ,
we obtain the normal form
f(z) = fj(z) =
(v + δ)zn + v
zn + 1
= v +
δzn
zn + 1
. (21)
(We will write v = vj and δ = δj whenever it is necessary for clarity.) Note that f
−1(∞)
is the set of n-th roots of −1 . The invariants
X = v/δ , Y2 = 1/δ
n
can be computed from (2). It follows that δ → 0 , and that the critical value v satisfies
the equation vn = Xn/Y2 . It will be convenient to set ǫ =
√
|δ| > 0 . Thus ǫ = ǫj also
tends to zero as j →∞ .
v
Nε(v)0
Figure 12. Dynamics for (f) near ∞̂ . Here the critical points are at 0 and
∞ , while the critical values as well as the attracting fixed point are in the disk
Nǫ(v) . The Julia set is contained in the n shaded disks U i , each of which maps
diffeomorphically onto the complement Ĉ r N ǫ(v) . As (f) → ∞̂ , each of these
n+ 1 disks shrinks to a point.
Case 1. Suppose that vn = Xn/Y2 is bounded away from −1 , or equivalently that
v is bounded away from the n-th roots of −1 , as j →∞ . Then we will prove that (fj)
belongs to the hyperbolic shift locus for large j . Let Nǫ(v) be the open neighborhood of
radius ǫ =
√
|δ| about v . Then the pre-image W = f−1Nǫ(v) consists of all z with
|zn + 1| > |δ|/ǫ = ǫ .
If ǫ is small, this set can be described as the complement W = Ĉ r (U1 ∪ · · · ∪ Un) of the
union of closed neighborhoods U1 , . . . , Un of the various n-th roots of −1 , where each
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U j has radius roughly ǫ/n . Thus W is a connected open set which contains both critical
points. (Compare the figure, where W is the complement of the shaded region.) Since v is
bounded away from the roots of −1 , it follows that the image f(W ) = Nǫ(v) is compactly
contained in W provided that j is sufficiently large. Using the Poincare´ metric for W , it
follows that all orbits in W converge to a common attracting fixed point. Using Theorem
B.5 of Appendix B, it follows that (fj) is contained in the hyperbolic shift locus.
Case 2. Suppose in fact that vn converges to −1 (and hence that |v| → 1 ), but that
|1 + vn|/ǫ → ∞ as j →∞ ,
so that ǫ≪ |1 + vn| for large j . Note that the distance between v and the closest n-th
root of −1 is approximately |1+ vn|/n for large j . It now follows, just as in Case 1, that
f(W ) is compactly contained in W , and hence that (fj) belongs to the hyperbolic shift
locus, provided that j is large.
Remark 7.3. More explicitly, in both Cases 1 and 2, it follows for large j that the
Julia set J is the disjoint union of compact subsets Jk = J ∩ Uk , where f maps each
Uk diffeomorphically onto the strictly larger set Ĉ r Nǫ(v) . Hence f is hyperbolic, that
every point of J is uniquely determined by its itinerary with respect to the partition J =
J1 ∪ . . . ∪ Jn . In fact, as j → ∞ , it follows that the Julia set becomes more and more
hyperbolic, in the sense that the multiplier of any periodic orbit in J tends to infinity.
Case 3. We now return to the proof of 7.1 and 7.2. Suppose finally that the ratio
|1 + vn|/ǫ remains bounded as j →∞ , although ǫ→ 0 hence 1 + vn → 0 . (By Cases 1
and 2, this must be the case if each (fj) belongs to the connectedness locus.) Then we will
show that the (fj) remain within some compact subset of M̂ . Setting
1 + vn = 1 +Xn/Y2 = η ,
we see that |η| is less than some constant time ǫ , so that |η2| is less than a constant times
ǫ2 = |δ| ∼ 1/|X| . We can now solve for
Y2 = −Xn(1 + η + η2 + · · ·) = −Xn −Xnη +O(Xn−1) ,
Y1 = (X + 1)
n+1Xn−1/Y2 = −(X + 1)n+1(1− η)/X = −Xn +Xnη +O(Xn−1) ,
and hence
Y = Y1 + Y2 = −2Xn +O(Xn−1) .
Since X tends to infinity, it is appropriate to pass to the coordinates Xˆ = 1/X and
σˆ1 =
∑
1/λk of §6. Recall from 2.6 that
σˆ1 =
σn
σn+1
=
nn(Y + Pn(X))
nn+1Pn+1(X)
=
Y + 2Xn +O(Xn−1)
nXn−1
.
It follows that σˆ1 remains bounded as j → ∞ and X → ∞ , so that the (fj) remain
within a compact subset of the extended moduli space M̂ .
Theorem 7.1 now follows immediately, and 7.2 is proved as follows. Recall that λ2
is defined to be the fixed point multiplier with next-to-smallest absolute value. Suppose,
for every positive integer j , that we could find a conjugacy class (fj) ∈ M ∩ C with
|λ2(fj)| > j . The resulting sequence cannot be in Case 1 or Case 2, and therefore must be
in Case 3, with X(fj)→∞ and σˆ1(fj) bounded. But this contradicts the hypothesis that
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|λ2(fj)| → ∞ , and completes the proof of 7.2. 
We can describe the set C ⊂ M̂ and its complement Ŝhyp more precisely as follows.
Theorem 7.4. The closure of the connected locus C within the extended moduli
space M̂ = M ∪ L∞ is a compact set which consists of C ∪ Per1(1) ⊂ M ,
together with a closed line segment consisting of all points in the line L∞ ∼= C
such that the coordinate σˆ1 is real with −2 ≤ σˆ1 ≤ 2 .
Equivalently, we can say that C ∩L∞ consists of all points of L∞ with σˆ1 of the form
σˆ1 = 2 cos θ = λ+ λ
−1 where λ = eiθ ,
so that λ ranges over the unit circle. It follows that the complement
Ŝhyp = M̂ r C
consists of Shyp ⊂ M , together with all points of L∞ with σˆ1 ∈ C r [−2, 2] or in other
words all points for which
σˆ1 = λ+ λ
−1 with 0 < |λ| < 1 .
The proof of 7.4 begins as follows. To see that C contains all points of L∞ with
σˆ1 = e
iθ + e−iθ , note that each such point can be described as the intersection
L∞ ∩ Per1(eiθ) .
But clearly Per1(e
iθ) is disjoint from the hyperbolic shift locus, and hence contained in C .
The proof in the other direction will depend on a study of dynamic behavior for conjugacy
classes (f) ∈ M ⊂ M̂ which are sufficiently close to the line L∞ ⊂ M̂ . We must first
find a normal form for such classes. Suppose the multipliers at the n + 1 fixed points are
approximately λ , λ−1 , ∞ , . . . , ∞ . Here we must exclude the case λ = 0 , and also the
case λ = 1 which turns out to be particularly difficult. We will use the normal form (1)
with ad − bc = 1 and with a + b = c + d = u , so that there is a fixed point of multiplier
λ = n/u2 at z = 1 . Suppose that there is another fixed point at z = κ . (Here we must
assume that κn 6= 1 , since κn = 1 would imply that f(κ) = f(1) = 1 . In practice, we
will only be interested in the limiting case as κ → 1 .) Solving the fixed point equation
aκn + b = (cκn + d)κ (together with the equations ad − bc = 1 and a + b = c + d = u ),
we find the unique solution
a = −P + κQ , b = κnP − κQ ,
c = −P +Q , d = κnP −Q ,
where we have temporarily introduced the abbreviations
P =
u
κn − 1 , Q =
1
u(κ− 1) .
It follows easily that
X = bc = −(κnP − κQ)(P −Q)
is given by the asymptotic formula
X ∼ −(λ− 1)
2
nλ
1
(κ− 1)2 as κ→ 1 .
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Thus, given λ 6= 0 , 1 , we can realize any large value of the invariant X by suitable choice
of the parameter κ ≈ 1 . (Note by 2.1 that X and λ together determine the remaining
invariant Y .) The multiplier at κ , call it λ′ , can be computed by the formula
λ′ =
nκn−1
(cκn + d)2
= nκn−1
(
u(κ− 1)
κn − 1
)2
∼ u2/n = 1/λ
as κ→ 1 . For κ ≈ 1 , the two critical values f(∞) = a/c and f(0) = b/d are close to 1
and κ , and extremely close to each other. In fact the difference is given by
a
c
− b
d
=
1
cd
∼ 1
X
= O(κ− 1)2 ,
and we can compute
a
c
= t · 1 + (1− t) · κ with t = 1
1−Q/P ∼
1
1− λ ,
and similarly b/d = t′ · 1 + (1− t′) · κ with t′ ∼ 1/(1− λ) .
It will be convenient to conjugate f by the Mo¨bius involution
φ(z) = φ−1(z) = κ
z − 1
z − κ .
which interchanges the critical point 0 with the fixed point 1 , and interchanges the critical
point ∞ with the fixed point κ . Thus the conjugate map
g = φ ◦ f ◦ φ
has critical points at φ(0) = 1 and at φ(∞) = κ , and has a fixed point of multiplier λ at
φ(1) = 0 and a fixed point of multiplier ≈ λ−1 at φ(κ) = ∞ . The critical values g(1)
and g(κ) are both close to λ . In fact computation shows that
g(κ) = κQ/P =
κ+ κ2 + · · ·+ κn
u2
= λ+O(κ− 1) as κ→ 1 ,
and similarly g(1) = g(κ)/κn = λ+O(κ− 1) .
Theorem 7.5. Suppose that we fix λ 6= 0 , 1 . Then as κ → 1 the rational
function g = gκ converges uniformly to the linear function w 7→ λw throughout
any compact subset of Ĉ r {1} .
(Compare [M2, §4]. Here ‘uniform convergence’ refers to convergence with respect to
the spherical metric on the target space Ĉ .) Thus, as κ → 1 the two critical points of g
crash together, and g converges to a linear map, except in a small neighborhood of 1 .
The proof will be based on the following. Let Dr be the disk {z ∈ C ; |z| < r} . If U
is an open neighborhood of 0 in C , it will be convenient to define the inradius
s(Ui) = max{s ; Ds ⊂ U} = dist(0 , C r U)
as the maximum radius of a disk centered at the origin and contained in U .
Lemma 7.6. Given simply connected open sets Ui ⊂ C with inradius s(Ui)
tending to infinity, there exist radii ri → ∞ and conformal isomorphisms
hi : Dri
∼=−→Ui so that {hi} converges uniformly to the identity map on any
compact subset of C .
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Proof. Let u range over univalent maps u : D → C on the unit disk with u(0) = 0
and u′(0) = 1 . Note that the space of all such u is compact, and that the inradius of the
image always satisfies
s
(
u(D)
)
≤ 1 . (22)
(See for example [CG, §I.1].) It follows that the second derivative of u is uniformly bounded
on any compact subset of D , say
|u′′(w)| ≤ 2k for |w| ≤ 1/2 .
Hence
|u(w)− w| ≤ k|w2| for |w| ≤ 1/2 (23)
and for all such maps u , where k is a uniform constant. Let ρi : D
∼=−→ Ui be the
Riemann map, satisfying ρi(0) = 0 and ρ
′
i(0) = ri > 0 , and define hi : Dri → Ui by
hi(z) = ρi(z/ri) . Applying (22) and (23) to the map u(w) = ρi(w)/ri = hi(riw)/ri , we
find easily that s(Ui) ≤ ri so that ri →∞ , and that
|hi(z)− z| ≤ k|z2|/ri for |z| ≤ ri/2 .
Thus {hi} converges uniformly to the identity for z restricted to any compact subset of
the plane. 
Proof of 7.5. Let Γ = Γκ be a circle arc joining the two critical values g(1) and
g(κ) . Then the preimage g−1(Γ) is a union of n circle arcs joining the two critical points
1 and κ , where two adjacent arcs span an angle of 2π/n at either common endpoint.
Furthermore, each of the n connected components of Ĉ r g−1(Γ) maps biholomorphically
onto Ĉ r Γ . In fact the corresponding statement is true for any bicritical map, since any
such map can be expressed as a composition of the n-th power map for which it is clearly
true, together with Mo¨bius transformations which carry circles to circles. (Compare the
normal form (1).)
Both the diameter of Γ and the diameter of g−1(Γ) depend on the precise choice of
circle arc Γ . However, with a little care we can choose Γ = Γκ so that both of these
diameters tend to zero as the distance |κ− 1| between the two critical points tends to zero.
It then follows that there is one largest component U = Uκ of Ĉ r g
−1(Γ) , and that the
diameter of the complement ĈrU tends to zero as κ→ 1 . After conjugating by a rotation
of the Riemann sphere which interchanges 1 and ∞ , we can use the Lemma to construct
conformal isomorphisms hκ : ∆κ → Uκ , where ∆κ ⊂ Ĉr {1} is the complement of a small
round disk about 1 , so that hκ converges uniformly to the identity map on any compact
subset of Ĉ r {1} . Further, without loss of generality, we may assume that hκ fixes the
points 0 and ∞ .
Similarly we can choose conformal isomorphisms h′κ : Ĉ r Γκ → ∆′κ fixing 0 and ∞ ,
where ∆′ is the complement of a small round disk about gκ(1) ≈ λ , so that h′κ converges
uniformly to the identity on any compact subset of Ĉ r {1/λ} . Now the composition
h′κ ◦ gκ ◦ hκ maps the round disk ∆κ conformally onto the round disk ∆′κ , and hence
extends to a Mo¨bius automorphism of the Riemann sphere. Since it fixes 0 and ∞ , it
must have the form
h′κ ◦ gκ ◦ hκ(w) = λκw ,
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where λκ → λ as κ→ 1 . Now since hκ and h′κ converge uniformly to the identity except
near 1 and gκ(1) respectively, it follows that gκ(w) converges to λw except near 1 . 
Corollary 7.7. For 0 < |λ| < 1 and for |X| greater than some constant
depending continuously on λ , the conjugacy class (f) belongs to the hyperbolic
shift locus.
Proof. Suppose that |λ| < 1− ǫ < 1 . Then |g(w)| ≈ |λw| ≤ |w|(1− ǫ) for κ close to
1 , or equivalently for |X| large, provided that w is bounded away from 1 . Thus every w
in the disk D1−ǫ belongs to the attracting basin of 0 for |X| large. Since the two critical
values of g are close to λ , with |λ| < 1− ǫ , they both belong to this basin. By B.5 in the
Appendix, it follows that the conjugacy class (f) = (g) belongs to Shyp . 
Evidently Theorem 7.4 follows immediately. 
Lemma 7.8. This open set Shyp ⊂ M̂ is connected. Its fundamental group is
cyclic of order n− 1 .
The proof can be outlined as follows. Note first that there is a holomorphic map
π : Shyp −→ D
to the open unit disk, which maps each (f) to the multiplier at its unique attracting fixed
point. (The extension of π to the line at infinity is straightforward: If σˆ1 = λ+ λ
−1 with
|λ| < 1 , then π takes the value λ .) For any λ ∈ Dr {0} , the fiber π−1(λ) is isomorphic
to the open disk, with a point on L∞ as center. (Compare the discussion in [GK] and [M2].)
In this way we obtain a topological fibration
D → π−1(D r {0}) → D r {0} .
However, the fiber π−1(0) is different in two ways. First it is missing a point at infinity,
and hence is a punctured disk. Second, there is no local cross-section near zero. Instead we
have something like a Seifert fibration. In fact, since σn+1/n
n+1 = Xn−1 by Corollary 2, it
follows that
λ ∼= σˆ−11 = nn+1Xn−1/σn
for λ close to zero and A close to +1 in the shift locus. Thus a small loop around the
line A = 1 in the shift locus corresponds to a loop in the λ-plane which winds n−1 times
around the origin. Thus n−1 times a generator for the fundamental group of π−1(Dr{0} ,
which is free cyclic, maps to zero in the fundamental group of Shyp .
§8. The Curves Perp(λ) ⊂ M̂
Roughly speaking, the curve Perp(λ) is the set of all conjugacy classes with an orbit
of period p ≥ 1 and multiplier λ ∈ C . However, we must be somewhat careful to give
a definition which yields a well behaved algebraic curve which depends continuously on λ ,
even in exceptional cases. (One difficulty arises when the multiplier is a root of unity, since a
sequence of orbits of period pq with multiplier converging to +1 may converge to an orbit
of period p with a q -th root of unity as multiplier. Another difficulty arises for λ = 0 ,
since the curves Perp(λ) converge towards an (n − 1)-fold branched covering of Perp(0)
as λ→ 0 .)
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Let us first count periodic orbits. As in [M2], [M3], define positive integers νn(p) by
the formula
np =
∑
q|p
νn(q) ⇐⇒ νn(p) =
∑
q|p
µ(p/q)nq ,
to be summed over all divisors 1 ≤ q ≤ p , where the Mo¨bius function µ(p/q) is defined
to be (−1)m if p/q = ℓ1 · · · ℓm is a product of m distinct primes ℓj , and µ(p/q) = 0
otherwise. The first few values are as follows.
period p 1 2 3 4 5 6
number νn(p) n n
2 − n n3 − n n4 − n2 n5 − n n6 − n3 − n2 + n
Since f◦p is a rational map of degree np , with np + 1 fixed points in the generic case,
it follows easily that a generic f has νn(p) points of period p for p ≥ 2 . (However, for
p = 1 it has νn(1) + 1 = n + 1 fixed points.)
We next construct a commutative diagram
Perp → Bicrit
↓ ↓
Perp → M
where both horizontal arrows represent branched coverings having degree νn(p) for p ≥ 2 ,
but having degree νn(1) + 1 for p = 1 . (To simplify the notation, the subscript n on
Bicrit and M has been suppressed.) Start with the variety
Vp ⊂ Bicrit× Ĉ
consisting of all pairs (f, z) where f is a bicritical map of degree n and z is a point of
Ĉ satisfying f◦p(z) = z . Here p can be any positive integer. Note that Vq ⊂ Vp for
every divisor q of p , Let Perp ⊂ Bicritn × Ĉ be the Zariski closure of the set
Vp r
⋃
q|p, q<p
Vq
consisting of points in Vp which do not belong to Vq for any q < p . Clearly Vp can be
expressed as the union of Perq as q ranges over all divisors of p including p itself.
By definition, two points (f, z) and (g, w) of Perp are conjugate if there is a Mo¨bius
automorphism φ of Ĉ so that g = φ ◦ f ◦ φ−1 and w = φ(z) . The orbifold consisting
of all conjugacy classes ((f, z)) of points of Perp will be denoted by Perp . Evidently the
correspondence ((f, z)) 7→ (f) yields the required branched covering Perp →M .
Remark. These varieties Perp and Perp are actually irreducible. The analogous
statement for unicritical polynomials was proved by Bousch [Bo] in the quadratic case and
by Lau and Schleicher [LS1] for all degrees. Irreducibility of these varieties for bicritical
rational maps follows, since any irreducible component of Perp must intersect the locus of
polynomial maps.
Definition. The multiplier map
λ : Perp → C
carries each ((f, z)) to the derivative of f◦p at z . Let Fλ0 ⊂ Perp be the fiber, consisting
of all ((f, z)) with λ((f, z)) = λ0 , and let Perp(λ0) be its image under the projection to
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M . (Intuitively, a point of Perp(λ) is a conjugacy class of maps (f) which posses a period
p orbit of multiplier λ , while a point of Fλ consists of such an (f) together with a specific
choice of period p point for a representative map f .)
Remark. Each k modulo p in the cyclic group Zp = Z/pZ acts on the varieties
Perp → Perp by the correspondence (f, z) 7→ (f , f◦k(z)) . Thus we obtain quotient orb-
ifolds and a larger commutative diagram
Perp → Perp/Zp → Bicrit
↓ ↓ ↓
Perp → Perp/Zp → M
↓ λ
C
where now the horizontal arrows represent branched coverings of degree p on the left and
νn(p)/p on the right. Starting with any λ0 ∈ C we can form the preimage in Perp/Zp and
then project to the subset Perp(λ0) ⊂M .
Theorem 8.1. Let Perp(λ) be the closure of Perp(λ) within the extended moduli
space M̂ . If λ 6= 0 , then Perp(λ) is a compact, not necessarily irreducible,
algebraic curve in the extended moduli space M̂ . The projection map ((f, z)) 7→
X(f) carries Perp(λ) onto Ĉ with degree νn(p)/n . Equivalently, the number
of intersections of Perp(λ) with any fiber LX of the fibration X : M̂ → Ĉ ,
counted with multiplicity, is independent of λ and X , being equal to νn(p)/n .
The same statements are true for λ = 0 and p ≥ 2 provided that the point set
Perp(0) is counted with multiplicity n− 1 .
In other words, for p ≥ 2 , it is asserted that the set Perp(0) intersects a generic fiber
LX in νn(p)/(n(n − 1)) distinct points, each of which must be counted with multiplicity
n − 1 in order to get the correct count of νn(p)/n . (Here is one intuitive explanation for
this multiplicity: For (f) ∈ Perp(0) , suppose that we perturb f within the much larger
space consisting of all rational maps of degree n . Generically, the periodic critical point
will split up into n− 1 nearby critical points, any one of which can be periodic. Thus the
locus Perp(0) ⊂M splits up locally, in this larger context, into n− 1 nearby sheets.)
Outline Proof of 8.1. We need only consider the case p ≥ 2 , since the period one
case has been discussed in §2 and §6. Since Perp(λ) is an algebraic curve in M ∼= C2 , it
can be defined by a single polynomial equation in the coordinates X and σn . Substituting
Xˆ = 1/X and σˆ1 = σn/(n
n+1Xn−1) , and multiplying through by an appropriate power
of Xˆ , we obtain a corresponding polynomial equation relating Xˆ and σˆ1 . This shows
that Perp(λ) is an algebraic curve in the variety M̂ . If |λ| > 1 so that the associated
periodic orbit is contained in the Julia set, then it follows from Remark 7.3 that this curve
is contained in a compact subset of M̂ , and hence is itself compact. On the other hand, if
|λ| ≤ 1 with period p ≥ 2 , then Perp(λ) is contained in the connectedness locus, which
has compact closure within M̂ .
To compute the degree of the projection map Perp(λ) → Ĉ , we first look at the ex-
ceptional special case λ = 0 and count the number of intersections of Perp(0) with the
fiber L0 . If fb(z) = z
n + b with invariants X = 0 and Y = bn−1 , then the equation
f◦pb (0) = 0 has degree n
p−1 in the unknown b , so there are np−1 solutions b , counted
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with multiplicity. Subtracting off the numbers of solutions for proper divisors of p , we see
that there are νn(p)/n choices for b . Since we assume that p ≥ 2 , it follows that b 6= 0 .
Hence there are n − 1 choices of b for every choice of Y = bn−1 . Thus the projection
X : Perp(0) → Ĉ has degree νn(p)/(n(n − 1)) for p ≥ 2 . The first few values are as
follows:
period p 2 3 4 5 6
νn(p)/(n(n− 1)) 1 n + 1 n(n+ 1) (n + 1)(n2 + 1) (n + 1)(n3 + n− 1)
To check what happens as we perturb the multiplier λ away from zero, we can simply apply
the following result. See [LS1, §2.2].
Proposition (Lau and Schleicher). If W is any hyperbolic component in
the b-parameter plane for the family of maps z 7→ zn + b , then the multiplier
map W → D is an (n− 1)-fold branched covering, ramified only at the unique
inverse image of zero.
Thus, as we perturb λ away from zero, each intersection of Perp(0) with L0 splits
into n − 1 distinct intersection, and we obtain the required count of νn(p)/n points in
Perp(λ) ∩ L0 for λ 6= 0 . 
Example 8.2. For the special case p = 2 , it follows that Per2(0) is the image of a
smooth section of the fibration X : M̂ → Ĉ . We can compute this section explicitly as
follows. Using the normal form (1) with ad− bc = 1 , recall that
X = bc , X + 1 = ad , Y1 = a
n+1bn−1 ,
and that f(0) = b/d . Thus the critical point 0 has period exactly two if and only if
f(b/d) =
abn + bdn
cbn + dn+1
is zero, but b 6= 0 . This yields the equation abn−1+dn = 0 . Multiplying by an , we obtain
Y1 + (X + 1)
n = 0 . If Y1 6= 0 , it follows that
Y2 = (X + 1)
n+1Xn−1/Y1 = −(X + 1)xn−1 ,
and therefore that
Y = Y1 + Y2 = −(X + 1)n − (X + 1)Xn−1 .
On the other hand, if Y1 = 0 then it is easy to check that X + 1 = Y2 = Y = 0 also, so
that the equation is still satisfied. Similarly, if the other critical point ∞ is periodic, then
interchanging the roles of Y1 and Y2 we obtain the same equation.
Remark 8.3. It seems likely that the curve Perp(λ) is usually irreducible, however
there are certainly exceptions. As an example, if n is odd then it was noted in §1 that the
curve Per2(n
2) is reducible, since it contains the half symmetry locus Σ− as an irreducible
component. (This period two curve is strictly larger that Σ− since it has degree n− 1 ≥ 2
over Ĉ while Σ− has degree one.)
Here is another example. If 1 ≤ q < p is a proper divisor of p , and if ξ is a primitive
(p/q)-th root of unity, then it is not hard to show that
Perq(ξ) ⊂ Perp(1)
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since, under a small perturbation of f , any period q orbit of multiplier ξ will split off a
period p orbit with multiplier close to 1 . In general, it follows that Perp(1) is reducible for
p ≥ 2 . The only exception occurs in the degree two case, where Per2(1) actually coincides
with the curve Per1(−1) . (Thus a quadratic rational map cannot have any period two orbit
with multiplier 1 .)
We can describe the intersection of Perp(η) with the line at infinity rather precisely as
follows.
Theorem 8.4. For p ≥ 2 the intersection Perp(η) ∩ L∞ depends only on the
period p and not on the multiplier η . This intersection is a finite set consisting
of points with coordinate σˆ1 of the form λ + λ
−1 where λ is a q -th root of
unity for some q ≤ p .
Proof. First consider the case η = 0 , and suppose that λq 6= 1 for 1 ≤ q ≤ p . In
other word, we suppose that the complex numbers
1 , λ , λ2 , . . . , λp
are all distinct. Let (f) ∈ M be a conjugacy class with Xˆ close to zero and with σˆ1 close
to λ + λ−1 . Using 7.5 we can find a normal form for (f) so that both critical points are
close to 1 , with the first p+ 1 points of both critical orbits close to
1 7→ λ 7→ λ2 7→ · · · 7→ λp 6= 1 .
Thus, if the pair (Xˆ , σˆ1) is sufficiently close to (0 , λ+ λ
−1) , then it follows that neither
critical orbit can have period p , hence (f) 6∈ Perp(0) , as required.
(This argument does not apply if λq = 1 for some q < p . For then the q -th forward
image of the critical point is close to 1 , lying in a small region whose image under f covers
the entire Riemann sphere. Hence the further orbit of the critical points cannot be predicted
without more information.)
Now consider Perp(η) with variable η . Consider the coordinate σˆ1 for the various
points of Perp(η)∩L∞ . The elementary symmetric functions of these νn(p)/n (not usually
distinct) coordinate values can be expressed as holomorphic functions of the parameter η .
But if |η| < 1 and p ≥ 2 then Perp(η) is contained in the connectedness locus, so that
Perp(η) ∩ L∞ ⊂ C ∩ L∞ ∼= [−2, 2] ⊂ R .
In other words, every one of the νn(p)/n values of σˆ1 is real, hence the elementary sym-
metric functions of these coordinate values are also real. But a holomorphic function from
η ∈ C to C which takes only real values throughout the open disk |η| < 1 must be con-
stant. This proves the the intersection is independent of η for all η ∈ C , and completes
the proof of 8.4. 
Remark 8.5. More precisely, for p ≥ 2 it can be conjectured that the point of L∞
with coordinate σˆ1 = λ+ λ
−1 belongs to Perp(η) if and only if λ is a primitive q -th root
of unity for some 2 ≤ q ≤ p , or in other words if and only if
σˆ1 = 2 cos(2πr/q) for some integers 0 < r < q ≤ p .
Thus it is believed that the point of L∞ with coordinate σˆ1 = 2 does not lie on any
Perp(η) with p ≥ 2 . (Compare [Sti] and [R3], which give a more precise description of the
curves Perp(0) near L∞ in the degree two case, and see also [M2].)
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p r/q limiting orbit of g(1) ≈ λ number total
2 1/2 λ −→ 1 1
1
3 1/3, 2/3 λ −→ λ2 −→ 1 2× 1
1/2 λ −→ 1 n−1−→ 1 n− 1
n+ 1
4 1/4, 3/4 λ −→ λ2 −→ λ3 −→ 1 2× 1
1/3, 2/3 λ −→ λ2 −→ 1 n−1−→ 1 2× (n− 1)
1/2 λ −→ 1 n−→ λ −→ 1 n
1/2 λ −→ 1 n−1−→ 1 n−1−→ 1 (n− 1)2
n2 + n+ 1
5 1/5, 2/5, 3/5, 4/5 λ −→ λ2 −→ λ3 −→ λ4 −→ 1 4× 1
1/4, 3/4 λ −→ λ2 −→ λ3 −→ 1 n−1−→ 1 2× (n− 1)
1/3, 2/3 λ −→ λ2 −→ 1 n−1−→ λ2 −→ 1 2× (n− 1)
1/3, 2/3 λ −→ λ2 −→ 1 n−1−→ 1 n−1−→ 1 2× (n− 1)2
1/2 λ −→ 1 n−→ λ −→ 1 n−1−→ 1 n(n− 1)
1/2 λ −→ 1 n−1−→ 1 n−→ λ −→ 1 n(n− 1)
1/2 λ −→ 1 n−1−→ 1 n−1−→ 1 n−1−→ 1 (n− 1)3
n3 + n2 + n+ 1
Table listing the numbers of points (g) ∈ LX such that g admits a periodic critical
orbit of period dividing p , with |X| very large, grouped by the conjectured limiting
behavior of this orbit as X → ∞ . By definition, λ = e2πir/q in each row. The
sum on the right must be equal to 1 + n+ n2 + · · ·+ np−2 for all values of p .
Following is an intuitive argument which attempts to justify this statement, and also to
compute the multiplicities of the various points of Perp(0)∩L∞ . I suspect that it could be
made into a rigorous proof, but certainly have not done so. Let us count solutions to the
equation g(z) = k , where k ∈ C is some given constant and where g is the bicritical map
of 7.5, with |X| very large so that g(z) ≈ λz outside of a small neighborhood of 1 . If k
is bounded away from λ , then there is a unique solution z ≈ k/λ which is bounded away
from 1 . Hence the remaining n − 1 solutions must all lie in some small neighborhood of
1 . Let us express these facts symbolically, in the limit as |X| → ∞ , by writing
k/λ −→ k but 1 n−1−→ k , for k 6= λ .
In the special case k = λ , all n of the solutions must be very close to 1 , so we write
1
n−→ λ .
The numbers on the right in the table are computed by muliplying these factors of n − 1
or n by the number of values of r/q which are listed on the left. If N(p, q) denotes the
number of solutions of period dividing p which are computed in this way, corresponding to
the case where λ is a primitive q -th root of unity, q ≥ 2 , then it is not hard to check that
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these numbers can be computed recursively as follows:
N(p, q) =

0 if p < q
φ(q) if p = q
nN(p− q, q) +∑q−1j=1(n− 1)N(p− j, q) if p > q ,
where φ(q) , the Euler φ-function, is the number of primitive q -th roots of unity. If N(p, q)
is defined by this recursion, then it seems empirically that the sum over q is given by∑
q≥2
N(p, q) = 1 + n + n2 + · · ·+ np−2 .
For any given p , this is easy to check by computer; but I don’t know a general proof.
On the other hand, for every p ≥ 2 , the actual number of solutions of period exactly p
is known to be νn(p)/(n(n− 1)) . There are no solutions of period 1, hence the number of
solutions with period d dividing p must be equal to∑
d|p , d 6=1
νn(d)
n(n− 1) =
np − n
n(n− 1) = 1 + n + n
2 + · · ·+ np−2 .
This agrees precisely with the intuitive computation, which supports the conjecture that
the computed values N(p, q) are indeed correct, and that there are no solutions at all
corresponding to the case λ = 1 .
It is interesting to note that, for each p , the contribution from q = 2 is by far the
largest. Indeed, for large n , the contribution of (n − 1)p−2 , corresponding to a critical
orbit for g which tends asymptotically to
1 7→ −1 7→ 1 7→ 1 7→ · · · 7→ 1 ,
contributes much more than all of the other asymptotic behaviors combined. The associated
point of Perp(0) ∩ L∞ has coordinate σˆ1 = λ+ λ−1 = −2 .
Appendix A. No Herman Rings
The following statement is a straightforward consequence of results due to Shishikura.
Theorem A.1. A rational map f with only two critical points cannot have any
Herman rings.
The following proof is closely modeled on Shishikura’s argument (compare [Sh, §8], to-
gether with the remark on page 4 of [Sh]), although it avoids the use of surgery constructions.
Let f : Ĉ → Ĉ be a rational map of degree d ≥ 2 which possesses a cycle of Herman
rings H = H1 ∪ · · · ∪Hp of period p ≥ 1. That is, assume that the Hi are disjoint annuli
with ∂Hi ⊂ J(f), where i ranges over the group of integers modulo p, and assume that f
maps each Hi diffeomorphically onto Hi+1 . Choosing some base point b ∈ H , the closure
of the forward orbit of b is a union Γ = Γ1 ∪ · · · ∪ Γp of smooth simple closed curves, where
Γi ⊂ Hi and f(Γi) = Γi+1 . Since f(Γ) = Γ, we have
Γ ⊂ f−1(Γ) ⊂ f−2(Γ) ⊂ · · · .
(If Γ is chosen to be disjoint from the postcritical set, then each f−n(Γ) will be a union of
at most pdn disjoint simple closed curves.) The connected components of Ĉ r f−n(Γ) are
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open sets which will be called Shishikura puzzle pieces of level n. Evidently f maps each
puzzle piece of level n > 0 onto a puzzle piece of level n−1 by a possibly branched covering
map.
Each Γi separates the Riemann sphere into two disks. In order to label these disks,
choose orientations for the loops Γi compatible with the mapping. Then for each Γi we
can speak of the disk DLi to the left of Γi with boundary Γi , and the disk D
R
i to the right
of Γi with boundary Γi . Fixing some level n, note that each Γi lies on the boundary of
exactly two puzzle pieces. Let Li = L
(n)
i ⊂ DLi be the adjacent piece to the left of Γi and
Ri = R
(n)
i ⊂ DRi the adjacent piece to the right. Define the level n left neighborhood L(n) of
Γ to be the union L
(n)
1 ∪· · ·∪L(n)p , and define the right neighborhood R(n) = R(n)1 ∪· · ·∪R(n)p
similarly. Then we have the following. (See [Sh,§7].)
Theorem A.2. The left neighborhood L(n) of Γ contains at least one critical
point of f , and similarly the right neighborhood R(n) contains at least one critical
point.
Proof. We may assume that n ≥ 1. If L1 ∪ · · · ∪ Lp contains no critical point, then
we will show that f must map each Li onto Li+1 , and hence that f
◦p must map Li onto
itself. This would imply that each Li is contained in the Fatou set C r J(f). But that is
impossible, since Li intersects the boundary of the ring Hi , which is contained in the Julia
set. This contradiction will prove the Theorem.
For each left hand puzzle piece L
(n)
i we have the following diagram.
L
(n)
i
f−→ L(n−1)i+1 ⊃ L(n)i+1 .
If there is no critical point in L
(n)
i , then f maps L
(n)
i onto L
(n−1)
i+1 by a covering map (which
may be one-to-one). Hence, if we pass to universal covering spaces, this diagram takes the
form
L˜
(n)
i
∼= L˜(n−1)i+1 ←− L˜(n)i+1 .
In other words, we can choose a single valued holomorphic branch of f−1 which maps L˜
(n)
i+1
into L˜
(n)
i . Each puzzle piece L
(n)
i is a hyperbolic Riemann surface, and hence has a Poincare´
metric. Fixing n, for any smooth curve segment α : [0, 1]→ L(n)i , let ℓi(α) be the Poincare´
arclength. Then one of the following two possibilities must hold:
Case 1. If f(L
(n)
i ) is precisely equal to L
(n)
i+1 , then this branch of f
−1 is a Poincare´
isometry from L˜
(n)
i+1 onto L˜
(n)
i . In this case f preserves Poincare´ arclength, so that
ℓi+1(f ◦ α) = ℓi(α)
for every smooth curve in L
(n)
i .
Case 2. If f(L
(n)
i ) is strictly larger than L
(n)
i+1 , then this branch of f
−1 is strictly
distance reducing. Hence f must strictly increase Poincare´ arclength, in the sense that
ℓi+1(f ◦ α) > ℓi(α)
for any non-constant curve in L
(n)
i which maps into L
(n)
i+1 .
Now choose some orbit closure Γ′ ⊂ H ∩ L(n) , and let α : R/Z→ Γ′ ∩H0 be a smooth
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parametrization of one connected component. Then f◦i ◦ α is a smooth parametrization of
Γ′ ∩Hi . Comparing the discussion above, we have
ℓ0(α) ≤ ℓ1(f ◦ α) ≤ ℓ2(f◦2 ◦ α) ≤ · · · ≤ ℓp(f◦p ◦ α) = ℓ0(α) ,
since f◦p ◦ α and α parametrize the same loop. Thus equality must hold throughout, and
Case 2 can never occur. This proves that f must map every L
(n)
i onto L
(n)
i+1 . As noted
above, this leads to a contradiction. Therefore L(n) must contain at least one critical point,
which completes the proof of A.2. 
Remark A.3. If n ≥ p − 1, then L(n) is disjoint from R(n) . This statement is clear
when p = 1, since L
(n)
i ∩ R(n)i = ∅ . If L(p−1) ∩ R(p−1) 6= ∅ with p > 1, then L(p−1)i0
would be precisely equal to R
(p−1)
i0+δ
for some i0 and some δ 6≡ 0. This would imply that
L
(p−2)
i0+1
= R
(p−2)
i0+1+δ
. Continuing inductively it would follow that L
(0)
i = R
(0)
i+δ for every i. But
this would imply that the entire disk DRi to the right of Γi is contained in D
R
i+δ . Therefore
DR0 ⊂ DRδ ⊂ DR2δ ⊂ · · · ⊂ DRpδ = DR0 ,
which is impossible. 
Now let us specialize to the case of a rational map of degree d with only two critical
points. Note the following basic observation. If a simple closed curve Γi ⊂ Ĉ bounds a closed
disk D which is disjoint from the two critical values, then f−1(D) is the union of d disjoint
topological disks, each of which contains no critical point and maps homeomorphically onto
D . On the other hand, if Γi separates the two critical values, then f
−1(Γi) is a single simple
closed curve, which maps onto Γi by a d-fold covering map. Evidently this second case can
never occur for the loops Γi associated with a cycle of Herman rings.
It will be convenient to put one of the two critical points at infinity. Then one of the
two components of the complement of any Γi is bounded, and maps diffeomorphically onto
its image under f . I will call this component the inside Dini of Γi . The other component
Douti is unbounded, and contains both critical points.
Call Γk a separating loop if it separates the critical points from the critical values. Then
the inside Dini of each Γi maps diffeomorphically onto:
the outside Douti+1 if Γi+1 is separating,
the inside Dini+1 if Γi+1 is non-separating.
Call Γk minimal if the union Γ is disjoint from the open disk D
in
k .
Lemma A.4. There exists a (necessarily unique) Γk which is both separating
and minimal.
Proof [Sh, §8]. There certainly exists at least one minimal Γi . If every Γi were minimal
and non-separating, then the inside of every Γi would map diffeomorphically onto the inside
of Γi+1 and we would have a cycle of Siegel disks rather than Herman rings. Therefore,
either there is some Γi which is minimal and separating, as required, or else there is some Γi
which is not minimal. In the latter case, we can choose some non-minimal Γi so that Γi+1
is minimal. Then Dini , which contains other Γj , cannot map diffeomorphically onto D
in
i+1
which does not. Hence in this case Γi+1 must be a minimal separating loop, as required.

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Proof of A.1. Let Γk be the loop of A.4. Since Γk is minimal, the closure D
out
k
contains the union Γ = Γ1 ∪ · · · ∪ Γp . Since Γk is separating, the preimage f−1(Doutk )
is a union of d disjoint bounded closed disks. Evidently this union contains f−1(Γ) and
has boundary f−1(Γk). It follows that the complementary region f
−1(Dink ) is the unique
unbounded puzzle piece of level one. This puzzle piece contains both critical points, and has
no Γi other than Γk−1 on its boundary. Therefore the level one puzzle piece to the inner
side of Γk−1 is bounded and contains no critical point, while for any i 6= k − 1 both of the
pieces L
(1)
i and R
(1)
i are bounded and contain no critical point. Thus L
(1) and R(1) cannot
both contain critical points, which contradicts A.2 and completes the proof that a bicritical
map has no Herman ring. 
Appendix B. Totally Disconnected Julia Sets.
We will first prove the following result, with no restriction on the number of critical
points. Let f be a rational function of degree n ≥ 2 .
Theorem B.1. The Julia set J of f is totally disconnected and contains no
critical point if and only if all of the critical values of f lie in a single Fatou
component.
In the hyperbolic case, this was proved by Rees [R]. I attempted to extend the argument
to the parabolic case in [M2], however the details of the argument were not quite right. The
following proof is rather different and perhaps easier. It will be based on the following ideas.
Definition. A map g : K → K ′ between metric spaces is called locally distance
increasing if every point of K has a neighborhood V so that
dist(g(x), g(y)) > dist(x, y) (24)
for all x 6= y in V . If K is compact, then an equivalent condition is that for some ǫ > 0
we have (24) whenever 0 < dist(x, y) < ǫ .
Lemma B.2. Let g : K → K be a locally distance increasing map from a
compact metric space to itself. If g is injective on each connected component of
K , then the space K must be totally disconnected.
Proof. First note the following: There exists a constant ǫ′ > 0 so that the inequality
(24) holds whenever x and y are distinct points which belong to the same connected com-
ponent of K and satisfy dist(g(x), g(y)) < ǫ′ . For otherwise, with ǫ as above, there would
exist pairs (xi , yi) belonging to the same component Ki of K so that dist(g(xi) , g(yi))
converges to zero as i → ∞ , but with dist(xi , yi) ≥ ǫ . After passing to a subsequence,
we may assume that the points xi converge to some point x and that the yi converge
to some y , where dist(x, y) ≥ ǫ and where g(x) = g(y) . But this is impossible since x
and y belong to the same connected component of K . In fact, if L denotes the set of
all accumulation points of Ki as i→∞ , then L is a connected subset of K containing
both x and y .
The diameter diam(K) ≥ 0 of a non-vacuous compact metric space is defined to be the
maximum distance between two of its points. More generally, for any integer m ≥ 1 define
diamm(K) to be the largest number δ so that there exist m+ 1 points x0 , x1 , . . . , xm
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in K which are δ -separated in the sense that dist(xi , xj) ≥ δ for i 6= j . (Think of m+1
strongly repelling points, which try to get as far as possible from each other.) Thus
diam(K) = diam1(K) ≥ diam2(K) ≥ diam3(K) ≥ · · · ≥ 0 .
Note that diamm(K) = 0 if and only if K is a finite set with at most m elements.
The proof of B.2 now proceeds as follows. Choose m large enough so that K can be
covered by subsets X1 , . . . , Xm of diameter < ǫ
′ . It then follows that diamm(K) < ǫ
′ ,
since a collection of ǫ′ -separated points can have at most one point in each Xi . Let δmax be
the supremum of the numbers diamm(Kα) as Kα ranges over all connected components of
K . We want to prove that δmax = 0 . Otherwise, if δmax > 0 , we will obtain a contradiction
by constructing a “largest” component Kµ , with diamm(Kµ) equal to δmax , and then
showing that diamm(f(Kµ)) > δmax .
Let Ki be a sequence of components of K such that the numbers δi = diamm(Ki)
converge to the supremum δmax , and choose points x0(i) , x1(i) , . . . , xm(i) ∈ Ki which
are δi -separated. After passing to a subsequence, we may assume that each sequence
xj(1) , xj(2) , xj(3) , . . . converges to a limit xj ∈ K . Let L be the set of all accumu-
lation points of {Ki} as i → ∞ . Then L is connected, and hence is contained in some
connected component Kµ . Furthermore diamm(Kµ) = δmax since L contains m + 1
points xj which are δmax -separated.
Now, assuming that δmax > 0 , we will obtain a contradiction by showing that
diamm(f(Kµ)) must be strictly larger than δmax . In fact, for each 0 ≤ i < j ≤ m
we have either
dist(f(xi) , f(xj)) > dist(xi , xj) ≥ δmax ,
or else
dist(f(xi) , f(xj)) ≥ ǫ′ > diamm(K) ≥ δmax .
This contradiction proves that δmax must be zero. Hence every connected component Kα
is finite, and hence consists of a single point. This proves B.2. 
Proof of B.1. In one direction this is clear, since a totally disconnected set cannot
separate the Riemann sphere. For the proof in the other direction, suppose that all critical
values lie in a single Fatou component U . Choose a smoothly embedded closed disk ∆∗ ⊂ U
which contains all of the critical values in its interior. Let ∆ = Ĉ r interior (∆∗) be the
complementary closed disk which contains the Julia set. Since ∆ contains no critical values,
its pre-image f−1(∆) splits as a disjoint union
f−1(∆) = ∆1 ∪ · · · ∪∆n
of smoothly embedded closed disks, each of which maps homeomorphically onto ∆ under
f . Now every connected component Jα of the Julia set must be contained in one of the ∆j ,
and hence must map homeomorphically under f . Thus, to prove B.1, we need only show
that f restricted to the Julia set is locally distance increasing with respect to a suitably
chosen metric. In fact we will prove the following. (For related statements, see [DH1] and
[TY].)
Lemma B.3. A rational map f , restricted to its Julia set J , is locally distance
increasing with respect to a suitably chosen metric if and only if f has no critical
points in J .
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Proof of B.3. If there is a critical point c in the Julia set J , then f |J is not even
one-to-one near c , so it certainly cannot be locally distance increasing. Suppose then that
there are no critical points in J . Let P be the closure of the postcritical set of f (the union
of all forward orbits of critical values). If we exclude trivial cases where P has only two
elements, then each connected component of the complement U = ĈrP has a well defined
Poincare´ metric. The associated Poincare´ distance function will be denoted by distU (x, y) .
Let U0 = f
−1(U) ⊂ U . Then f maps U0 onto U by a covering map. Since U0 is a
proper subset of U , it follows that
distU (x, y) < distU0(x, y) = distU (f(x) , f(y))
for any two points x 6= y in U0 which are sufficiently close to each other. Thus f is locally
distance increasing on U0 with respect to the metric distU .
Since there are no critical points in J , it follows from the Sullivan classification of
Fatou components that every critical orbit must converge to an attracting or parabolic cycle.
Therefore the intersection Π = P ∩ J can be described as the set of all parabolic periodic
points. If there are no parabolic points, then J ⊂ U0 , and it follows that f is locally
distance increasing on J with respect to the metric distU . However, if f has parabolic
points, then the Poincare´ metric becomes infinite at such points. We will modify this metric
near these points so as to obtain a better behaved metric.
It will be convenient to choose coordinates so that the Julia set J is contained in the
finite plane C . The Poincare´ metric on U = Ĉ r P has the form ρ(z)|dz| throughout
U ∩ C , where ρ extends to a function
ρ : C → (0 , ∞]
which is continuous everywhere, but takes the value +∞ on the points of P ∩ C . In
particular, ρ(z) tends to infinity as z tends to any point in the set Π = P ∩J of parabolic
points. First suppose that these parabolic points are all fixed under f , with multiplier +1 .
Let M > 0 be a constant which is large enough so that
M > ρ(z)/|f ′(z)| (25)
for every z in the finite set f−1(Π) r Π . (This ratio ρ(z)/|f ′(z)| is always finite at the
points of f−1(Π) r Π , since such points are non-critical and outside P .) Let Nǫ(Π) be
the open neighborhood of Euclidean radius ǫ about the parabolic set Π . We define a new
Riemannian metric η(z)|dz| on the open set U ′ = Nǫ(Π) ∪ (C r P ) by setting
η(z) =
{
M for z ∈ Nǫ(Π) ,
ρ(z) for z 6∈ Nǫ(Π) . (26)
This function η has a jump discontinuity on the circle of radius ǫ about each parabolic
point; but this will not cause any difficulty. As usual, we use this Riemannian metric to
define a distance distη(x, y) between points of U
′ as the infimum of lengths
lengthη(Γ) =
∫
Γ
η(z)|dz| ,
where Γ ranges over all piecewise smooth paths joining the two points within U ′ .
If ǫ is sufficiently small, then we will prove that f |J is locally distance increasing
with respect to this metric distη .
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Since η(Π) = ∞ , we can certainly choose ǫ small enough so that ρ(z) > M throughout
the neighborhood N2ǫ(Π) . Evidently this will guarantee that any Euclidean straight line
segment lying within Nǫ(Π) is the unique η -geodesic of minimal η -length joining its end-
points. To study behavior of f near a parabolic point z0 , we proceed as follows. Assuming
for convenience that z0 = 0 , we can write the local power series expansion as
f(z) = z
(
1 + azm + (higher terms)
)
,
where m ≥ 1 and a 6= 0 . Using the Leau-Fatou Flower Theorem, we obtain the estimate
azm
|azm| → 1
as z → 0 within the Julia set J . Hence
f(z) = z
(
1 + |azm|+ o(zm)
)
, f ′(z) = 1 + (m+ 1)|azm| + o(zm) (27)
as z → 0 within J . It follows easily that f |J is distance increasing throughout some
neighborhood of each parabolic point. Furthermore, if ǫ′ is sufficiently small, it follows that
|f(z)| > |z| and |f ′(z)| > 1 for 0 < |z| < ǫ′ . (28)
To prove that f is locally distance increasing at points of J rΠ we will prove the infinites-
imal form of the required inequality. That is we will prove that
η(f(z)) |f ′(z)| > η(z) (29)
throughout J rΠ , and hence that∫
Γ
η(f(z)) |df(z)| =
∫
Γ
η(f(z)) |f ′(z)dz| >
∫
Γ
η(z) |dz|
for any path Γ in some neighborhood of J r Π . There are four cases to consider: If both
z and f(z) belong to Nǫ(Π) , then (29) follows from (28). If neither z nor f(z) belongs
to Nǫ(Π) , then it follows from the corresponding property of the Poincare´ metric. If z
belongs to Nǫ(Π) but f(z) does not, then it follows since
η(f(z)) |f ′(z)| = ρ(f(z)) |f ′(z)| > ρ(z) > M = η(z) .
Finally, if z ∈ f−1Nǫ(Π) r Nǫ(Π) , then we proceed as follows. A compactness argument
shows that f−1Nǫ(Π) shrinks down to f
−1(Π) as ǫ ց 0 . Thus, given ǫ′ we can find ǫ
so that every point z of f−1Nǫ(Π) has Euclidean distance at most ǫ
′ from some point
zˆ ∈ f−1(Π) . If zˆ ∈ Π , then since f(z) ∈ Nǫ(Π) it follows from (28) that z ∈ Nǫ(Π)
also, contradicting the hypothesis that z 6∈ Nǫ(Π) . On the other hand, if zˆ 6= Π then it
follows from (25) that M |f ′(zˆ)| > η(zˆ) . If ǫ is sufficiently small, it evidently follows that
M |f ′(z)| > η(z) also.
This proves B.3 in the special case where every parabolic point is a fixed point of mul-
tiplier +1 . To handle the general case, choose a positive integer k so that every parabolic
point of f◦k is a fixed point of multiplier +1 , and let distη(x, y) be a metric with the
required property for f◦k . Then f itself will be locally distance increasing on J with
respect to the metric
dist′(x, y) =
k−1∑
j=0
distη
(
f◦j(x) , f◦j(y)
)
.
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This proves B.3, and completes the proof of B.1. 
Next we will prove the following. Let f be rational of degree n ≥ 2 with Julia set J .
Lemma B.4. Suppose that there exists a closed disk ∆∗ ⊂ Ĉ which:
(a) contains all of the critical values of f in its interior,
(b) satisfies f(∆∗) ⊂ ∆∗ , and
(c) eventually absorbs every orbit in the Fatou set.
Then f |J is topologically conjugate to the one-sided shift on n symbols.
Proof. It follows from (b) that the interior of such a disk ∆∗ is contained in the Fatou
set. Therefore, by (a) and B.1, the Julia set J is totally disconnected. As in the proof of
B.2, the complementary closed disk ∆ contains J , and f−1(∆) splits as a disjoint union
∆1 ∪ · · · ∪ ∆n , where each ∆i maps homeomorphically onto ∆ . But now we have the
additional information that each ∆i is a subset of ∆ . It follows inductively that each
finite intersection
∆i0 i1 ··· ik = ∆i0 ∩ f−1(∆i1) ∩ · · · ∩ f−k(∆ik)
is a closed topological disk. In fact
f : ∆i0 i1 ... ik
≃−→∆i1 i2 ... ik ≃−→ · · · ≃−→∆ik−1 ik ≃−→∆ik ≃−→∆ ,
Now given an infinite sequence I = (i0 , i1 , i2 , . . .) , it follows that the intersection JI of
the nested sequence
∆i0 ⊃ ∆i0 i1 ⊃ ∆i0 i1 i2 ⊃ · · ·
is compact, connected, and non-vacuous. This intersection is contained in the Julia set, since
by condition (c) every orbit outside of the Julia set eventually leaves the disk ∆ . Hence by
B.1 each JI is a single point.
Equivalently, to each point z of J we can assign a sequence I(z) = (i0 , i1 , i2 , . . .)
of integers between 1 and n by the condition that zj ∈ Dij where
f : z = z0 7→ z1 7→ z2 7→ · · ·
is the orbit of z . Evidently JI consists of the unique point which has symbol sequence
equal to I . Since f maps JI to Jσ(I) , where
σ(i0 , i1 , . . .) = (i1 , i2 , . . .)
is the shift operator, this proves that the correspondence z 7→ I(z) is a topological conjugacy
from f |J onto the one-sided shift on n symbols. 
We will only try to apply this lemma in the following very special case.
Theorem B.5. If f has only two critical values, both in the same Fatou com-
ponent, then f |J is topologically conjugate to a one-sided shift.
Note: The hypothesis that f has only two critical values implies that f has only
two critical points (making use of the fact that the twice punctured sphere has free cyclic
fundamental group). By way of contrast, a Chebyshev polynomial of degree n ≥ 3 has only
three distinct critical values on the Riemann sphere but has n distinct critical points.
Proof of B.5. Let U0 be a simply connected open set bounded by a smooth Jordan
curve, which satisfies f(U0) ⊂ U0 , and which eventually absorbs every orbit in the Fatou
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set. Thus in the hyperbolic case U0 will be a neighborhood of the attracting point, while in
the parabolic case U0 will be a carefully chosen attracting petal. We can assume that the
boundary of U0 is disjoint from the two critical orbits. Now define a sequence of connected
open sets with smooth boundary
U0 ⊂ U1 ⊂ U2 ⊂ · · ·
by setting Uk+1 equal to the connected component of f
−1(Uk) which contains Uk . If Uk
is simply connected and contains at most one critical value, then it is easy to show that
Uk+1 is also simply connected. Thus we can continue this construction until we obtain some
Um which contains both critical values. The closure Um will then be the required disk
∆∗ , so that we can apply B.4. 
Appendix C. Cross-Ratio Formulas.
In 1.6 we saw that the invariant X of 1.1 can be defined as a cross-ratio. This appendix
will give corresponding formulas for the invariants Y1 and Y2 . I will use the nonstandard
notation
p
r
q
s
=
(p− q)(r − s)
(p− r)(q − s) ∈ Ĉ
(product of row differences, divided by product of column differences). This cross-ratio
symbol can be characterized as follows. It is well defined unless three of the four points p qr s
in Ĉ coincide, and it takes the value:
0 if two entries in the same row are equal,
∞ if two entries in the same column are equal,
1 if two diagonally opposite entries are equal.
Furthermore, if three of the four variables p, q, r, s are fixed and distinct, then it represents
a Mo¨bius transformation of the remaining variable.
As an example, since a Mo¨bius transformation which fixes three points is the identity, it
follows that
x
∞
0
1
= x .
Furthermore, it follows easily that
φ(p)
φ(r)
φ(q)
φ(s)
=
p
r
q
s
for any Mo¨bius transformation φ . This symbol is independent of the order of rows or
columns, that is it satisfies the symmetry relations
p
r
q
s
=
r
p
s
q
=
s
q
r
p
=
q
s
p
r
.
Now let c1 and c2 be the critical points of the bicritical map f , let vi = f(ci) be the
critical values, and let pi ∈ f−1(ci) be any one of the n preimages of ci . For example,
using the usual normal form
f(z) = (azn + b)/(czn + d) ,
D. ENTIRE AND MEROMORPHIC MAPS 53
we can take
c1 = ∞ , v1 = a/c , p1 ∈ n
√
−d/c
c2 = 0 , v2 = b/d , p2 ∈ n
√
−b/a .
Using these notations, we can write 1.6 in the form
c1
c2
v1
v2
=
−v2
v1 − v2 =
−b/d
a/c− b/d =
−bc
ad− bc = −X .
Now consider the cross-ratio
c1
p1
v2
c2
=
p1
v2
=
n
√
−d/c
b/d
.
This is well defined only up to multiplication by an n-the root of unity. However its n-th
power (
c1
p1
v2
c2
)n
=
−d/c
bn/dn
=
−dn+1
bnc
is always well defined as an element of Ĉ . If c 6= 0 then we can multiply numerator and
denominator by cn−1 , thus reducing this expression to the form(
c1
p1
v2
c2
)n
=
−cn−1dn+1
bncn
=
−cn−1dn+1
(ad− bc)n
(
bc
ad− bc
)−n
=
−Y2
Xn
. (30)
This proves that we can compute Y2 by a cross-ratio whenever X 6= 0 . Still assuming that
c 6= 0 , we can also consider the expression(
c1
p1
v1
c2
)n
= (p1/v1)
n =
−d/c
an/cn
=
cn−1dn+1
andn
=
−Y2
(X + 1)n
. (30′)
Note that the left side of (30′) is indeterminate if and only if c = 0 , or equivalently if and
only if c1 = v1 = p1 . But whenever this happens, it follows that Y2 = 0 . Since X and
X + 1 cannot both be zero, this shows that we can compute Y2 in all cases. Interchanging
the roles of the two critical points, we find similar expressions for Y1 .
Appendix D: Entire and Meromorphic Maps
Douady has pointed out to me that there is an analogous theory of entire transcendental
or meromorphic maps which have only two singular values.
Lemma D.1. Suppose that f : U → Ĉ is a holomorphic map with only two
singular values, say v1 and v2 , where U is a connected open subset of Ĉ . If
f has infinite degree, then U must be the complement of a single point s ∈ Ĉ ,
and f must map Ĉ r {s} onto Ĉ r {v1 , v2} by a free cyclic covering map.
Here, by a singular value v ∈ Ĉ we mean either a critical value, or an asymptotic value
for the map f . (By definition, z is an asymptotic value if it can be described as the limit
z = limt→1 f(p(t)) where p : [0, 1) → U is a path which eventually leaves any compact
subset of U .) The Lemma asserts that the f in question cannot have any critical values,
so we could equally well describe it as a map with two asymptotic values.
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For a quite different characterization of this family of maps see [DK2].
Proof of D.1. It is not difficult to see that f must carry the complement U r
f−1{v1 , v2} onto Ĉ r {v1 , v2} by a covering map. Since the fundamental group of the
image space is cyclic, this can only be a cyclic covering. If it has infinite degree, then it
must be a universal covering. Hence U r f−1{v1 , v2} must be conformally equivalent to
the universal covering of Ĉ r {v1, v2} , or in other words to C itself. Since U cannot be
the entire Riemann sphere, this proves that U = Ĉ r {s} for some unique point s , and
that
f : U → Ĉ r {v1 , v2}
is a free cyclic covering map. Note that f has an essential singularity at s . 
If we put the two singular values at zero and infinity, then one example of a universal
covering of Ĉ r {v1, v2} = C r {0} is given by the exponential map
exp : C → C r {0} .
Hence f can be described as the composition f = exp ◦µ , where µ is some conformal
isomorphism from Ĉ r {s} onto C . Evidently we can express any such µ as a Mo¨bius
transformation
µ(z) =
az + b
cz + d
with ad− bc 6= 0 ,
so that
f(z) = exp ◦µ(z) = exp
(
az + b
cz + d
)
, (31)
with essential singularity at s = −d/c ∈ Ĉ .
In practice, it will be convenient to conjugate f = exp ◦µ by µ , so as to obtain a
normal form
g = µ ◦ f ◦ µ−1 = µ ◦ exp .
Thus
g(w) =
aew + b
cew + d
, (32)
or equivalently g(2w) = ae
w+be−w
cew+de−w . The essential singularity of g is at infinity, and its
singular values are v1 = a/c and v2 = b/d . Note the identity
g(w + 2πi) = g(w) .
In fact we can describe g as a composition
C
projection−→ C/2πiZ ∼=−→ Ĉ r {a/c , b/d} .
Since this description is rather rigid, we are free to change the coordinate w only by a
translation, or a sign change followed by translation. If we conjugate g by a translation,
then the resulting map w 7→ g(w + t)− t has the form (32) with matrix of coefficients[
et(a− tc) b− td
etc d
]
(or equivalently
[
et/2(a− tc) e−t/2(b− td)
et/2c e−t/2d
]
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if we prefer to work only with unimodular matrices). Thus the additive group of translations
acts on the manifold PGL(2,C) by a correspondence which we can write as
Φt :
[
a b
c d
]
7→
[
1 −t
0 1
] [
a b
c d
] [
et/2 0
0 e−t/2
]
. (33)
The difference
v1 − v2 = a
c
− b
d
=
ad− bc
cd
remains invariant under this transformation, since v1 and v2 are both translated by the
same constant −t . Let us define X to be the reciprocal
X =
1
v1 − v2 =
cd
ad− bc ∈ C . (34)
This number X is a conformal conjugacy invariant. For if we replace g(w) by −g(−w)
then the matrix
[
a b
c d
]
of coefficients will be replaced by[−1 0
0 1
] [
a b
c d
] [
0 1
1 0
]
=
[−b −a
d c
]
, (35)
so that (v1 , v2) is replaced by (−v2 , −v1) , and again the expression (34) remains invariant.
Since any cooordinate change which carries (32) to another expression of the same form is
a composition of translations and sign changes, it follows that X is indeed a conformal
conjugacy invariant.
We will prove several statements which are reminiscent of the descriptions of moduli
space in §1 and §2. For each fixed X , we need one further complex number to give a
complete conjugacy class invariant. Furthermore, given X(f) and given λ 6= 0 , there is
a unique conjugacy class of maps (f) which have a fixed point of multiplier λ . However,
unlike the finite degree situation of §1, it is necessary to treat the cases X = 0 and X 6= 0
separately in order to obtain reasonable moduli spaces.
Entire Transcendental Case. If X = 0 , or equivalently if the essential singularity
occurs at one of the two singular values, then putting s = v1 at infinity and putting v2 at
zero, the normal form (32) reduces to
g(w) = kew for some constant k ∈ C r {0} .
Here k = g′(0) is a conjugacy class invariant. Thus we obtain the exponential family , which
has been studied by several authors. (See for example [D].) We could also ue the normal
form
f(z) = g(kz)/k = ekz ,
again with s = ∞ and zero as singular values, and again with invariant k = f ′(0) . If
we specify that g has a fixed point w0 = g(w0) of multiplier g
′(w0) = λ , then since
g′(w0) = g(w0) = w0 it follows that w0 = λ , and hence that the invariant k = w0e
−w0 is
uniquely determined by λ .
Meromorphic Case. If X 6= 0 , or equivalently if the three distinguished points
s , v1 , v2 are pairwise distinct, then g : C → Ĉ r {v1, v2} is a meromorphic map. (For a
survey of meromorphic dynamics, see [Be].) In analogy with §1 we will construct a conjugacy
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invariant Y = Y1 + Y2 . Let
Y1 =
c
d
exp
a
c
, Y2 =
d
c
exp
−b
d
, (36)
with product
Y1Y2 = exp
(
a
c
− b
d
)
= exp
(
ad− bc
cd
)
= e1/X . (37)
Then it is not difficult to check that both Y1 and Y2 are invariant under the action (33), and
that Y1 and Y2 are interchanged by the transformation (35). Hence the sum Y = Y1+Y2
is a conjugacy class invariant. The two quantities Y1 and Y2 individually will be described
as half-invariants, since only the unordered pair {Y1 , Y2} is actually a conjugacy invariant.
Given X 6= 0 and Y , the conjugacy class is uniquely determined. In fact we can
compute the unordered pair {Y1 , Y2} by solving a quadratic equation. Given Y1 , we can
assume, by using the action (33), that c = d so that Y1 = e
a/c . Thus we can compute the
ratio a/c , up to a summand in 2πiZ , and then compute the ratio b/d from the identity
a/c− b/d = 1/X . Thus the function g(w) = (aew + b)/(cew + d) is uniquely determined,
up to a summand in 2πiZ which can be removed by a corresponding translation of the
coordinate w . This proves the following.
Lemma D.2. The moduli space for meromorphic maps with two singular values
is biholomorphic to (C r {0})× C , with coordinates X and Y .
Cross-Ratios. Just as in Appendix C, we can express the Yi as cross-ratios. For
example, using the normal form (31), one easily checks that:
v1
f(v1)
s
v2
= −Y1 .
However, it does not seem possible to compute the invariant X as a cross-ratio.
Bad Topology. It might seem natural to combine the moduli space for the exponential
family, together with the moduli space for our meromorphic family, into a larger moduli
space, isomorphic to a union (C r {0}) ∪ (C r {0})×C) . However this does not yield any
useful result since the natural topology on the union is not Hausdorff. To see this, consider
the two maps z 7→ ez and z 7→ 2ez in the exponential family. Although these are not
conjugate, I will show that given any neighborhood N1 of the first and any neighborhood
N2 of the second within the space of maps with two singular values, some map in N1 is
conjugate to a map in N2 . Consider the analytic function ξ 7→ 2ξ2e1/ξ , which has an
essential singularity at the origin. Since this function omits the values 0 and ∞ , it follows
from Picard’s Theorem that we can choose a sequence of values of ξ tending to zero which
satisfy the equation 2ξ2e1/ξ = 1 . For each such ξ , consider the two meromorphic maps
ew
ξew + 1
and
2ew
2ξew + 1
.
A brief computation shows that both have invariants X = ξ and Y = ξe1/ξ + 1/ξ . Hence
the two are conjugate, although these sequences tend to non-conjugate limits as ξ → 0 . 
Comparison with Bicritical Maps. Our invariants for meromorphic maps look rather
different from the invariants of §1, but in fact there is a definite relationship. As in [DGH], we
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can approximate the exponential map by the unicritical polynomials En(w) = (1 +w/n)
n .
Hence we can approximate the meromorphic function g of (32) by the bicritical maps
gn(w) =
aEn(w) + b
cEn(w) + d
throughout any compact subset of C . A straightforward computation then shows that
X(g) = lim
n→∞
X(gn)/n and that Yi(g) = limn→∞
Yi(gn)/X(gn)
n .
The Symmetry Locus. There is a non-trivial Mo¨bius automorphism which commutes
with g if and only if Y1(g) = Y2(g) . In view of (37), this means that
Y1 = Y2 = (Y/2) = ±e1/2X .
If we choose the plus sign, then the most general example is conjugate to
g(w) = k
ew − 1
ew + 1
= k tanh(w/2) ,
with a fixed point of multiplier k/2 at the center of symmetry. Here Y1 = Y2 = e
k and
X = 1/2k . (For a discussion of the tangent family, see for example [DK1].) If we choose
the minus sign, then we can take
g(w) = k
ew + 1
ew − 1 = k coth(w/2) .
This is just the image of k tanh(w/2) under the involution g 7→ Jg ◦ g of 1.5.
Fixed Points and the Curves Per1(λ) . Suppose that g has a fixed point w0 =
g(w0) with multiplier λ = g
′(w0) . We will prove that the conjugacy class (g) is uniquely
determined by X(g) together with λ . We again use the normal form (32), but now we
translate coordinates so that the fixed point is at the origin. Then the fixed point equation
0 = g(0) reduces to the equation a+ b = 0 . If ad− bc = 1 , we have X = cd , and we see
easily that g′(0) = 1/(c + d)2 so that c + d = ±1/√λ is uniquely determined up to sign.
Hence we can solve for the unordered pair {c, d} up to sign. We can then solve for a and
b = −a since ad − bc = a(c + d) = 1 . Thus the conjugacy class is uniquely determined.
Multiplying all coefficients by a common constant, this solution can be written as[
a b
c d
]
=
[
2λ −2λ
1 + r 1− r
]
with determinant ad− bc = 4λ , where r2 = 1− 4λX 6= 1 . From this, one can easily write
down a precise but somewhat complicated formula for the invariant Y as a function of λ
and X . This function is holomorphic, since it can be expressed as the sum of a power series,
convergent for |r| < 1 , in which only even powers of r appear.
Real forms. A meromorphic map with two singular values commutes with some anti-
holomorphic involution α if and only if the invariants X and Y are both real. (Compare
§5.) If Y 2 > 4 e1/X , then the half-invariants Y1 , Y2 are also real, and the singular values
are fixed by α . In this case, using the normal form (32) with real coefficients, the map g
carries R diffeomorphically onto an open interval in R∪{∞} , bounded by the two singular
values. On the other hand, if Y 2 < 4 e1/X , then the half-invariants Y1 , Y2 are complex
conjugate, and the singular values are interchanged by α . In this case we can use a normal
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form
z 7→ a tan(z) + b
c tan(z) + d
with real coefficients. These maps carry R onto R∪∞ by a composition
R
projection−→ R/πZ ∼=−→ R∪ {∞} ,
with degree ±∞ . On the symmetry locus, with Y 2 = 4 e1/X , there are two possible choices
for α and we can use either normal form.
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