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Abstract
Most existing works on disentangled representation learning are solely built upon
an marginal independence assumption: all factors in disentangled representations
should be statistically independent. This assumption is necessary but definitely not
sufficient for the disentangled representations without additional inductive biases
in the modeling process, which is shown theoretically in recent studies. We argue
in this work that disentangled representations should be characterized by their
relation with observable data. In particular, we formulate such a relation through
the concept of mutual information: the mutual information between each factor of
the disentangled representations and data should be invariant conditioned on values
of the other factors. Together with the widely accepted independence assumption,
we further bridge it with the conditional independence of factors in representations
conditioned on data. Moreover, we note that conditional independence of latent
variables has been imposed on most VAE-type models and InfoGAN due to the
artificial choice of factorized approximate posterior q(z|x) in the encoders. Such
an arrangement of encoders introduces a crucial inductive bias for disentangled
representations. To demonstrate the importance of our proposed assumption and
the related inductive bias, we show in experiments that violating the assumption
leads to decline of disentanglement among factors in the learned representations.
1 Introduction
Learning disentangled representations has been considered as an important step towards interpretable
and more efficient machine learning [2, 3, 23, 38, 43]. The disentangled representations are demon-
strated to be interpretable or semantically meaningful [7, 22], robust to adversarial attacks [1] and
related to fairness [29]. They are also useful for many downstream tasks, including sequential data
generating [44], reinforcement learning [14, 33], robot learning [24], transfer [27] and few shot
learning [3, 18], etc.
There are many attempts for learning disentangled representations, most of which are based on
generative adversarial nets (GANs) [12] and variational auto-encoders (VAEs) [21]. InfoGAN [7]
aims at disentangling the factors of variation in images by recovering factorized distributed latent
variables from the generated images. VAE-based models for learning disentangled representations
have been proposed from different motivations, such as limiting the bottleneck capacity [5, 13],
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penalizing the total correlation (see Eq. 1) [6, 20], and matching the marginal with factorized
prior [22].
These models all try to learn representations with factorized distributions [6, 20, 28, 30], in order to
obtain disentangled representations. However, it is impossible to learn disentangled representations in
unsupervised manner solely based on assumptions posed on marginal distributions of representations
without additional inductive biases on models and data distributions [17, 19, 29]. So, what are
the missing inductive biases in our modeling process? We note that the well-known description
of disentangled representations given by Bengio et al. [3] is never just about the distribution of
representations. Instead, the emphasized property is stated on the interaction between factors of
disentangled representations and the data: a representation is disentangled if each factor corresponds to
a single factor of variation in data, and meanwhile is invariant to other factors of variation [13, 20, 30].
However, how to describe the interaction between the factors and the data is hard since we usually do
not have knowledge about the distribution of the data. To overcome this difficulty, we utilize mutual
information between factors of representations and data to characterize disentangled representations.
In particular, in addition to the assumption of independently distributed factors of representations, we
propose another assumption for disentanglement:
the mutual information between data and each factor in disentangled representations is invariant
with respect to other factors.
Our assumption is a natural implication of Bengio’s statement on disentanglement. For example,
consider the construction of the dataset of dSprites [13] and regard the underlying factors as a
disentangled representation of the data set. For any given shape, x position, y position and rotation
angle, within a certain range, each value taken by the scale factor always corresponds to a unique
object. Intuitively, different underlying factors retain distinct information about data.
To understand how the proposed assumption (Eq. 7) affects our modeling process, we show that it im-
plies a factorized form of the distribution of the representation conditioned on data when the marginal
independence assumption (Eq. 5) is also posed. In other words, the factors of disentangled representa-
tions are independent conditioned on data. Interestingly, such a conditional independence requirement
in the modeling implied by our assumption is actually satisfied in many representation learning mod-
els. For example, following Kingma’s seminal work [21], most VAE type representation learning
algorithms choose factorized noise in the reparameterization. We believe that this actually introduces
an important inductive bias for disentanglement. This result partly explains why disentanglement
arises in models with such choice, including InfoGAN [7] and many VAEs [6, 13, 20, 21, 22, 45].
We show in experiments that violating the conditional independence by involving correlated ap-
proximate posterior leads to decline of disentanglement. For vanilla VAE [21], FactorVAE [20] and
TCVAE [6], correlated approximate posteriors lead to highly entangled representations for data sets
of dSprites [13], SmallNORB [26] and Cars3D [35]. This is quantified using Mutual Information
Gap (MIG) [6]. Similar effects are observed for InfoGAN [7] by visualizing generated images of
MNIST [25] with factors of representations traversed. These results validate the necessity of our
proposed assumption for disentangled representations.
Our main contributions can be summarized as follows:
• We propose a fundamental assumption for disentanglement via mutual information in
addition to the marginal independence. And we bridge it with the conditional independence
among factors of representations conditioned on data.
• We conjecture that the partial success of efforts in learning disentangled representations
stems from the introduction of an inductive bias: the factorized approximate posterior. Our
experimental results on VAEs and InfoGAN show that violating the conditional indepen-
dence by using correlated approximate posteriors leads to decline of disentanglement, and
thus support our conjecture and the importance of our proposed assumption.
Notation. Throughout the paper, we denote data by the random vector x, and their representations
by another random vector z ∈ RJ . Each factor in the representation z is denoted by zj for j ∈ [J ],
where [J ] = {1, 2, . . . , J}. The joint distribution of encoders is denoted as q(x, z), in which q(z|x)
is referred as the approximate posterior, and q(z) is the marginal.
All the proofs can be found in the supplementary material.
2
2 Related Works
There are many works about disentanglement through various approaches. A line of works [8, 16, 44]
focus on disentangled representations from common data sets like images, videos etc. Attention is also
paid to supervised learning [31] or semi-supervised learning of disentangled representations [40, 42].
And others explore some novel loss functions for learning disentangled representations [36, 37, 45].
There are also works on evaluation of disentanglement [10, 11]. Since our assumption and analysis
is for the learnability of disentangled representation learning, in next we will focus on works
related to unsupervised learning of disentangled representations, definition of disentanglement, and
identifiability of nonlinear ICA.
Unsupervised learning of disentangled representations has been proposed in early works on generative
models. The authors in [38] proposed a variant of auto-encoder to learn disentangled representations
by minimizing the predictability of one factor in representations when other factors are fixed. This
model is motivated by the independence among factors in the representation. [9] and [34] proposed
variants of (Restricted) Boltzmann Machine in which interactions act to entangle the factors.
Recent studies on unsupervised learning of disentangled representations are mainly based on GANs
and VAEs. In the line of GANs, InfoGAN [7] penalizes the mutual information of representations,
and qualitatively shows that different factors in representations correspond to different visual concepts.
The authors in [4] propose to penalize the Jensen-Shannon divergence between the distribution of
representations and its factorized distribution with a discriminator, based on Independent Component
Analysis (ICA).
The most popular unsupervised models for disentangled representation learning are variants of vanilla
VAE due to its stability. β-VAE [13] encourages the encoder to learn disentangled representations by
penalizing the KL term in the objective of vanilla VAE. Annealed VAE [5] proposes to progressively
increase the bottleneck capacity of VAE to encourage the encoder to learn different factors of variation
when capacity grows. FactorVAE [20] uses a discriminator to penalize the total correlation via ratio
trick to enhance independence of factors in representations. DIP-VAE [22] matches the distribution
of representations with disentangled priors. In TCVAE [6], the authors decompose the objective
of VAE and argue that the total correlation term is the source of disentanglement, then they derive
a mini-batch estimator for the total correlation term and penalize it to enhance disentanglement.
Most VAE-based models can be attributed to penalizing the total correlation and thus enhancing the
independence among factors of representations.
Recently, there are several works [10, 11, 15, 36, 39] aiming at defining disentanglement, among
which [10] is most relevant to our work. The authors define disentangled representations through two
properties: (i) The mutual information between each pair of factors in a disentangled representation
should be zero, which is equivalent to the independence among factors of representations. And
(ii) for each factor in a disentangled representation, there exists a factor of variation such that their
mutual information is equal to their entropy, which is a formulation of Bengio’s statement [3]. The
second property describes the relation between factors in representations with factors of variation. In
unsupervised scenario, however, the ground truth of factors of variation is not available, and hence
this definition cannot lead to any practical guidance for disentangled representation learning. The
authors also mention a relation between data and disentangled representations via multivariate mutual
information [32], but no further analysis and inductive biases are discussed.
Another important line of works connect disentanglement to identifiability problems of non-linear
ICA. For an identifiable model, it is possible to learn from data the representation that corresponds to
the prior factors in the underlying generative models [17]. Khemakhem et al. [19] prove an important
non-linear identifiability theorem, by assuming factorized priors conditioned on an extra observable
variable u. Under such an assumption, Flow-based models [41] are proposed to learn disentangled
representations and achieve impressive experimental results. Different from these works, we provide
necessary instead of sufficient conditions for disentangled representations, and we do not need to
assume the unique underlying generative model for data. However, we conjecture that there are deeper
connections between our assumption and the identifiability results. If we treat the extra observable
variable u in identifiability results as a part of data, their assumption of the factorized form of q(z|u)
coincides with the conditional independence of z on x derived from our proposed assumptions.
3
3 Proposed Assumption for Disentanglement
In this section, we first review the marginal independence assumption for disentanglement, pointing
out that it merely describes the intrinsic property for representations and thus not enough for learning
disentangled representations. To describe the relation between data and representations, we propose
another assumption via mutual information.
3.1 Existing Independence Assumption
As summarized in Section 2, most recent unsupervised models for disentangled representation
learning penalize the total correlation of marginal distribution:
TC(z) ≡ DKL
q(z)‖ J∏
j=1
q(zi)
 (1)
where q(z) = Eq(x)[q(z|x)] is the distribution of representations for the entire data set, q(x) is the
distribution of real data, and DKL is the Kullback-Leibler divergence.
When the total correlation attains the minimum of 0, we have q(z) =
∏
j q(zj) almost everywhere;
that is, factors in the representation are independent. Therefore, penalizing the total correlation simply
enforces the model to satisfy the following independence assumption:
Assumption 1 (The Marginal Independence Assumption) Suppose that the representation z ∈ RJ
of data variable x are disentangled. Then factors in the representation are independent, i.e.
q(z) =
J∏
j=1
q(zj) (2)
almost everywhere.
As discussed in previous sections, independence is an intrinsic property of representations, but
disentanglement should also emphasize the relation between data and representations. Therefore, the
independence assumption only describes partial properties of disentanglement. In the next, we will
formulate our additional assumption for disentangled representations mathematically.
3.2 Proposed New Assumption
To formulate our proposed assumption, we begin with introducing mutual information and conditional
mutual information. Mutual information measures the information of a variable contained by another,
which can be expressed as follows:
I(x; z) = H(z)−H(z|x) (3)
whereH(z) = −Eq(z)[log q(z)] is the entropy andH(z|x) = −Eq(z,x)[log q(z|x)] is the conditional
entropy.
The conditional mutual information measures the mutual information between two variables given
the presence of other variables:
I(zj ;x|{zi}i∈S−j ) = H(zj |{zi}i∈S−j )−H(zj |x, {zi}i∈S−j ) (4)
where j ∈ [J ], S−j is any subset of [J ]\{j} and {zi}i∈S−j denotes all factors with subscript index
in S−j . Hence the conditional mutual information is the difference of two conditional entropy.
Using the concepts above, we can elegantly formulate the proposed assumption into mathematical
equations:
Assumption 2 (The Proposed Assumption) Suppose that the representation z ∈ RJ of data x is
disentangled. Then for any single factor zj , its mutual information with data is invariant to other
factors {zi}i∈S−j , i.e.
I(zj ;x|{zi}i∈S−j ) = I(zj ;x) (5)
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Note that the conditional mutual information is closely related the chain rule of mutual information.
Using chain rule we can derive another equivalent equation for the proposed assumption. First, we
have the following lemma:
Lemma 1 I(zj ;x|{zi}i∈S−j ) = I(zj ;x) for any j and S−j is equivalent to the following equation:
I({zi}i∈S ;x) = I(zj ;x) + I({zi}i∈S−j ;x) (6)
where S = {j} ∪ S−j is any subset of [J ], j is any single element in S.
Iteratively using Eq. 6, we can formulate the proposed assumption into another equivalent equation:
Assumption 3 (Reformulation of the above Proposed Assumption) Suppose that the representation
z ∈ RJ of data x is disentangled. Then for any subset of factors in the representation, we have
I({zi}i∈S ;x) =
∑
i∈S
I(zi;x) , (7)
where S ⊂ [J ].
This equation is more suitable for further analysis, as it avoids conditional mutual information and
hence becomes cleaner and easier to deal with.
At the end, we want readers to note that I(z;x) is not finite when z and x are continuously distributed
and the relation between z and x is deterministic and bijective. This will not bring us big troubles
since most models we are studying are free from this problem, and deterministic representations can
be studied through stochastic ones by adding shrinking continuous noise.
4 Conditional Independence and Factorized Approximate Posterior
In this section, we first connect our proposed assumption with conditional independence of z
conditioned on x. This reveals the necessity of such conditional independence for disentanglement.
Then we show that conditional independence of factors has already been satisfied by the encoders
of VAEs and InfoGAN due to the use of factorized approximate posterior, which we believe is
an important inductive bias for models to learn disentangled representations. Finally, we show
that the conditional independence of factors can be attributed to a factorized noise in the form of
reparameterization [21], which is related to the design of our experiments.
4.1 Connection with Conditional Independence
Mutual information in Eq. 7 is still a hard quantity to evaluate. To see its implications on model
design, we need to further simplify it. For this purpose, we rewrite Eq. 7 to an equivalent form
I({zi}i∈S ;x)−
∑
i∈S I(zi;x) = 0. The difference on the left hand side can be reduced to quantities
involving z’s marginal distribution and the z’s distribution conditioned on data x, as shown by the
following theorem:
Theorem 1 For any subset S of [J ], we have:
I({zi}i∈S ;x)−
∑
i∈S
I(zi;x)
= Eq(x)
[
DKL
(
q({zi}i∈S |x)‖
∏
i∈S
q(zi|x)
)]
−DKL
(
q({zi}i∈S)‖
∏
i∈S
q(zi)
) (8)
Note that the first term on the right hand side is the total correlation of the conditional distribution of
z on x, and the second term is the total correlation of the marginal distribution of z. This theorem
bridges disentanglement with conditional independence and marginal independence of factors in
representations. Since the independence among factors of z, that is the factorized q(z), is widely
accepted as a necessary condition for disentangled representations, the second term on the right hand
side is just 0 for disentangled representations. And hence for I({zi}i∈S ;x)−
∑
i∈S I(zi;x) to be
zero, we only need the first term to be zero. Therefore, the proposed assumption reveals that the
conditional independence (conditioned on data) of factors in representations is also necessary for
disentanglement in additional to the marginal independence.
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4.2 Inductive Bias: Factorized Approximate Posterior
The implication of Eq. 8 is quite surprising. People who are familiar with VAE-type models will
immediately tell that the conditional independence is automatically satisfied when the factorized
structure is chosen for q(z|x). Though such a factorized structure is ubiquitous in variants of VAE,
we do not find any clues from literature connecting it with disentanglement. It is most likely just a
convenient choice inherited from Kingma et al.’s work where VAE was proposed for the first time[21].
Such an arrangement also appears in InfoGAN [7].
Equation 8 implies the proposed assumption only when the marginal independence also holds.
Though the marginal independence of representations is arguably achievable in practice, it is always
part of the objectives of these representation learning algorithms, sometimes implicitly. In particular,
for VAE-type models, when the conditional independence is hard coded in the encoders, enhancing
the marginal independence can further improve disentanglement of the representations. On the other
hand, InfoGAN’s decoder part satisfies the marginal independence, and penalizing the information
term with factorized approximate posterior can enhance the conditional independence in decoder and
thus improve disentanglement of the generated samples. Considering that the marginal independence
has been emphasized in many previous works, and it alone cannot guarantee the disentanglement, we
believe that the conditional independence is the more important but overlooked inductive bias for the
disentanglement in the representation learning algorithms.
Using the form of reparameteization [21], data x is encoded into a mean vector µ(x) and a variance
vector σ(x), and then the latent variables z is formulated by µ(x), σ(x) and a noise  as follows:
z = µ(x) + σ(x)  ,  ∼ N (0, I) . (9)
It is easy to show that the conditional independence of factors of z on data can be attributed to the
independence of noise, as we summarize in Lemma 2. By controlling the covariance structure of the
noise vector, we can control the level of compliance of models with the conditional independence in
our experiments.
Lemma 2 Suppose z = µ(x) + σ(x)  ,  ∼ q() and σj(x) > 0 for any j ∈ [J ], then the
independence of z conditioned on x is equivalent to the independence of :
q(z|x) =
J∏
j=1
q(zj |x)⇔ q() =
J∏
j=1
qj (j) (10)
5 Experiments
In this section we empirically show the importance of the proposed assumption for disentangled
representation learning by investigating the effect of violating the conditional independence in VAEs
and InfoGAN.
Facilitated by the Lemma 2, we can use correlated noise in VAEs to violate the conditional indepen-
dence. Similarly, in InfoGAN we can use the correlated Gaussian distribution as the approximate
posterior to violate the conditional independence.
Specifically, we introduce a correlated noise as follows:
 ∼ N (0,Σ),Σ = (1− σ)I + σ11> (11)
where 1 is a column vector of all 1’s, and σ ∈ [0, 1) is the correlation weight. Factors in noise
following Gaussian distribution with covariance matrix 11> are highly correlated. When σ = 0, the
noise is factorized, and larger σ corresponds to higher correlation. We compare the impact of setting
σ = 0.9 with the baselines, where σ = 0.
Note that the corresponding distribution defined by z = µ(x) + σ(x)  is a Gaussian as follows:
q(z|x) = N (µ(x),diag(σ(x))Σdiag(σ(x))) (12)
where diag(·) is a function mapping a vector to a diagonal matrix. This distribution has a nice property:
DKL(q(z|x)‖N (0, I)) = DKL(N (µ(x),diag(σ2(x)))‖N (0, I)) + c, where c is a constant. This
property enables us to train VAE models without rewriting the KL term. Similarly, for the experiments
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Figure 1: MIG of vanilla VAE, FactorVAE and TCVAE on dSprites, SmallNORR and Cars3D.
Blue and orange violin graphs show MIG distributions when σ = 0 and σ = 0.9, respectively.
of InfoGAN, we set Eq. 12 as the approximate posterior with σ = 0.9 for comparisons. These setting
does not increase the parameters of models, which ensures the fairness of comparisons.
Data sets: According to [30], the performance of representation learning models on different data
sets can be very different. To demonstrate the impact of the conditional independence on VAEs, we
choose three distinct data sets: dSprites [13], SmallNORB [26] and Cars3D [35]. DSprites is a set
of 737,280 generated images of size 64*64 in black and white, and the images are generated from
fives independent latent factors. SmallNORB contains 24,300 image pairs of 50 3D toys produced by
two cameras, each image pair is grey-scale in shape of 2*96*96. Cars3D consists of 199 colorful
3D car models in shape of 128*128*3*24*4. As for InfoGAN, we choose MNIST, a data set of
handwritten digits ranging from 0 to 9, containing 60,000 training testing samples, each being a 28
by 28 grey-scale image.
Models: In experiments of VAEs, we select vanilla VAE, FactorVAE and TCVAE as baselines. We
choose these models for two reasons: (i) Vanilla VAE only weakly penalizes the total correlation [6],
while FactorVAE and TCVAE can strongly penalize it by adjusting the their hyperparameters; (ii)
FactorVAE and TCVAE penalize total correlation with different methods. The consistent results of
our experiments on these models are able to support the necessity of the inductive bias of conditional
independence.
Metrics: We use Mutual Information Gap (MIG) [6] to evaluate disentanglement in VAEs for its
usefulness and rationality. MIG is defined by first evaluating the normalized mutual information
between each factor in representations and each ground truth factor, then computing the gap between
the highest two normalized mutual information values along factors in representations, and finally
returning the gap averaged along ground truth factors. We also use reconstruction error and KL term
in the objective of VAEs, as well as estimates of total correlation (see supplementary material for
discussion of total correlation) to measure other effects of violating conditional independence in
VAEs. As for InfoGAN, we simply visualize the generated images and compare the disentanglement
qualitatively.
Hyper parameters: For fair comparison, we use the implementation of disentanglement lib intro-
duced by [30] without tuning. The number of factors in representations are set as 10 or 20 (see
supplementaries for results of 20 factors). The weights of penalties in FactorVAE and TCVAE are
set as 35 and 6 on all experiments, respectively. For each VAE model on each data set, we train
it ten times without tuning, and record the MIG scores, reconstruction errors, KL terms and total
correlations. While in InfoGAN, we use 2 factors, and the penalizing weight is set to be 0.1.
5.1 Experimental Results on VAEs
First, we show the decline of disentanglement measured by MIG for vanilla VAE, FactorVAE and
TCVAE when using correlated approximate posteriors instead of factorized approximate posteriors in
Figure 1. The declining of MIG scores is consistent across different models and different data sets
when σ varies from 0 to 0.9. These results reveal that factorized approximate posterior is important
for these disentangled representation learning models.
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Figure 2: Reconstruction Error, KL Term and Total Correlation of vanilla VAE, FactorVAE
and TCVAE on dSprites. Blue and orange points denote results with σ = 0 and 0.9, respectively.
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Figure 3: Varying continuous factors in InfoGAN with σ = 0 and σ = 0.9 on MNIST. The hori-
zontal and the vertical axes represent varying the first and the second factors on [−2, 2], respectively.
Moreover, we also consider the impact of using correlated approximate posterior in VAEs on
reconstruction error, KL term and total correlation. As shown in Figure 2, these metrics are nearly
unchanged for vanilla VAE and FactorVAE on dSprites when σ varies from 0 to 0.9. While the case
of TCVAE is different, it has higher reconstruction errors but lower KL terms and total correlations
when σ = 0.9, which might be due to the trade-off between reconstruction and the KL term. Overall,
we can conclude that the correlated approximate posterior only causes the decline of disentanglement
without strong impact on reconstruction errors, KL terms or total correlations.
To conclude, the results of VAEs with σ = 0 and σ = 0.9 show that the factorized approximate
posterior is important for disentanglement of representations learned by VAE-based models. This
undoubtly supports the necessity of our proposed assumption for disentanglement.
5.2 Experimental Results on InfoGAN
We show in Figure 3 the decline of disentanglement in InfoGAN when using correlated approximate
posterior for factors. We traverse the first and the second continuous factors in InfoGAN’s decoder
with other factors fixed, and then compare the generated images. We do not use the MIG score of
encoder’s outputs as the independence of factors is not pursued in encoder like VAEs. The images
above clearly show that violating conditional independence leads to decline of disentanglement of
InfoGAN. In the case of σ = 0, the horizontal and the vertical axes correspond to the rotation and
width of generated digits. While in the case of σ = 0.9, no obvious factor of variation in MNIST
can be identified or bond to the two factors we visualize. And varying continuous factors leads to
changing of digits. These results once again demonstrate the importance of the factorized approximate
posterior in InfoGAN for disentanglement.
6 Conclusion
We propose an assumption characterizing disentangled representations through the interaction be-
tween the factors of representations and data in terms of mutual information: the mutual information
between data and each factor in disentangled representations is invariant with respect to the other
8
factors. We bridge it with independence of factors conditioned on data, and then point out that the
factorized approximate posterior is a key inductive bias in the representation learning models for
disentanglement. Our experiments of replacing factorized approximate posteriors by correlated ones
in various representation learning models support our analysis and demonstrate the importance of our
proposed assumption. It will be important to explore the relation between the necessary conditions
we studied here and the sufficient conditions proposed based on nonlinear ICA theory in the future.
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Broader Impact
Disentangled representation learning has been an active area in machine learning recently, which
aims to find more effective, interpretable and robust representations towards data. Such feature
extraction can be across images, texts, speech etc, though the experiments in this paper are mainly
focused on image data. In consequence it may enhance some AI system and application like face
recognition, which in turn can cause privacy issues for the society. This calls for more efforts for
privacy protection.
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Supplementary Material
A Proofs of Lemmas and Theorems
Lemma 1. I(zj ;x|{zi}i∈S−j ) = I(zj ;x) for any j and S−j is equivalent to the following equation:
I({zi}i∈S ;x) = I(zj ;x) + I({zi}i∈S−j ;x)
where S = {j} ∪ S−j is any subset of [J ], j is any single element in S.
proof. This lemma is a straight corollary of chain rule of mutual information. To be self contained,
here we derive it from scratch using Bayes rule:
I(zj ;x|{zi}i∈S−j )
=Eq({zi}i∈S ,x)
[
log
q(zj ,x|{zi}i∈S−j )
q(zj |{zi}i∈S−j )q(x|{zi}i∈S−j )
]
=Eq({zi}i∈S ,x)
[
log
q(x|{zi}i∈S)
q(x|{zi}i∈S−j )
]
=Eq({zi}i∈S ,x)
[
log
q(x, {zi}i∈S)q({zi}i∈S−j )
q({zi}i∈S)q(x, {zi}i∈S−j )
]
=Eq({zi}i∈S ,x)
[
log
q(x, zi∈S)
q({zi}i∈S)q(x) − log
q(x, {zi}i∈S−j )
q({zi}i∈S−j )q(x)
]
=I({zi}i∈S ;x)− I({zi}i∈S−j ;x)
Hence we have:
I(zj ;x|{zi}i∈S−j ) = I(zj ;x)⇔ I({zi}i∈S ;x) = I(zj ;x) + I({zi}i∈S−j ;x)
Theorem 1. For any subset S of [J ], we have:
I({zi}i∈S ;x)−
∑
i∈S
I(zi;x)
= Eq(x)
[
DKL
(
q({zi}i∈S |x)‖
∏
i∈S
q(zi|x)
)]
−DKL
(
q({zi}i∈S)‖
∏
i∈S
q(zi)
)
proof.
I({zi}i∈S ;x)−
∑
i∈S
I(zi;x)
=Eq({zi}i∈S ,x)
[
log
q({zi}i∈S ,x)
q({zi}i∈S)q(x)
]
−
∑
i∈S
Eq(zi,x)
[
log
q(zi,x)
q(zi)q(x)
]
=Eq({zi}i∈S ,x)
[
log
q({zi}i∈S ,x)
q({zi}i∈S)q(x) −
∑
i∈S
log
q(zi,x)
q(zi)q(x)
]
=Eq({zi}i∈S ,x)
[
log
q({zi}i∈S |x)
q({zi}i∈S) −
∑
i∈S
log
q(zi|x)
q(zi)
]
=Eq({zi}i∈S ,x)
[
log
q({zi}i∈S |x)
∏
i∈S q(zi)
q({zi}i∈S)
∏
i∈S q(zi|x)
]
=Eq({zi}i∈S ,x)
[
log
q({zi}i∈S |x)∏
i∈S q(zi|x)
− log q({zi}i∈S)∏
i∈S q(zi)
]
=Eq(x)
[
DKL
(
q({zi}i∈S |x)‖
∏
i∈S
q(zi|x)
)]
−DKL
(
q({zi}i∈S)‖
∏
i∈S
q(zi)
)
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Lemma 2. Suppose z = µ(x) + σ(x)  ,  ∼ q() and σj(x) > 0 for any j ∈ [J ], then the
independence of z conditioned on x is equivalent to the independence of :
q(z|x) =
J∏
j=1
q(zj |x)⇔ q() =
J∏
j=1
qj (j)
proof. Note that z = µ(x) + σ(x)   is a linear transformation between  and z, and hence the
approximate posterior q(z|x) can be expressed through the form of q(·), and vice versa:
q(z|x) = 1∏J
j=1 σj(x)
q(
z1 − µ1(x)
σ1(x)
, . . . ,
zJ − µJ(x)
σJ(x)
)
q() = (
J∏
j=1
σj(x))q(µ1(x) + 1σ1(x), · · · , µJ(x) + JσJ(x)|x)
where 1∏J
j=1 σj(x)
and
∏J
j=1 σj(x) is determinants of the corresponding Jacobians.
If q() =
∏J
j=1 qj (j), then we have:
q(z|x) =
J∏
j=1
1
σj(x)
qj (
zj − µj(x)
σj(x)
) =
J∏
j=1
q(zj |x)
where q(zj |x) = 1σj(x)qj (
zj−µj(x)
σj(x)
).
On the other hand, if q(z|x) = ∏Jj=1 q(zj |x), similarily we have:
q() = (
J∏
j=1
σj(x))q(µj(x) + jσj(x)|x) =
J∏
j=1
qj (j)
where qj (j) = σj(x)q(µj(x) + jσj(x)|x).
B Correlated Approximate Posterior
As shown above, conditional independence of factors of z on data x can be attributed to the indepen-
dence of noise . This enables us to control the level of compliance of approximate posterior with the
conditional independence by controlling the covariance strucutre of the noise.
Motivated by this, we define correlated approximate posterior as follows:
z = µ(x) + σ(x) ,  ∼ N (0,Σ),Σ = (1− σ)I + σ11>
where σ ∈ [0, 1) is the correlation weight. When σ = 0,  ∼ N (0, I) and hence the approximate
posterior q(z|x) is factorized. When σ > 0, q(z|x) is correlated, and higher σ leads to higher
correlation.
The forms of q(z|x) can be expressed by q(·), which is a Gaussian density as follows:
q(z|x) = 1∏J
j=1 σj(x)
q(diag(σ(x))
−1(z− µ(x)))
=
exp{− 12 [diag(σ(x))−1(z− µ(x))]>Σ−1[diag(σ(x))−1(z− µ(x))]}
(2pi)J/2 det(Σ)1/2
∏J
j=1 σj(x)
=
exp{− 12 (z− µ(x))>[diag(σ(x))Σdiag(σ(x))]−1(z− µ(x))}
(2pi)J/2 det(diag(σ(x))Σdiag(σ(x)))1/2
=N (z|µ(x),diag(σ(x))Σdiag(σ(x)))
where det(·) is the determinant.
The KL divergence between this density and N (0, I) is:
DKL (q(z|x)‖N (0, I))
=
1
2
{
log
1
det(diag(σ(x))Σdiag(σ(x)))
− J + tr(diag(σ(x))Σdiag(σ(x))) + µ(x)>µ(x)
}
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where tr(·) is the trace. Note that the diagonal entries of Σ are all 1 and diag(σ2(x)) is
a diagonal matrix, and hence det(diag(σ(x))Σdiag(σ(x))) = det(Σ) det(diag(σ2(x))), and
tr(diag(σ(x))Σdiag(σ(x))) = tr(Σdiag(σ2(x))) =
∑J
i=1 σ
2
j (x) = tr(diag(σ
2(x))). The KL
divergence above, therefore, can be further simplified and then be connected with the KL terms of
VAEs DKL
(N (z|µ(x),diag(σ2(x)))‖N (0, I)):
DKL(q(z|x)‖N (0, I))
=
1
2
{
log
1
det(diag(σ2(x)))
− J + tr(diag(σ2(x))) + µ(x)>µ(x) + log 1
det(Σ)
}
=DKL
(N (z|µ(x),diag(σ2(x)))‖N (0, I))+ 1
2
log
1
det(Σ)
This result demonstrates that the difference between DKL(q(z|x)‖N (0, I)) and the KL terms of
VAEs DKL
(N (z|µ(x),diag(σ2(x)))‖N (0, I)) is solely a constant when Σ is fixed. This property
of our involved correlated approximate posterior q(z|x) is quite nice, which enables us to involve
the correlated approximate posterior into VAEs for comparisons without changing their KL terms
(the correlated approximate posterior only changes the reconstruction term in VAEs by involving
correlated noise into reparamaterization). Note that this setting does not increase the parameters of
models, which ensures the fairness of comparisons.
C Mutual Information in Deterministic Case
In this section, we aim at proving a property of mutual information: the mutual information I(z;x)
is positively infinite when z and x are continuously distributed and the relation between z and x is
deterministic.
First, note that the determinacy can be formulated into delta posterior: z = f(x) ⇔ q(z|x) =
δ(z− f(x)), where δ(·) is delta distribution, and f(·) is the deterministic mapping from x to z. This
enables us to discuss the deterministic case from the perspective of information theory. Then the
property is summarized and proved as follows:
Lemma 3 Suppose q(z,x) is a joint density of two continuously distributed variables x ∈ Rn and
z ∈ RJ , and (i) the entropy of z is limited: −∞ < H(z) < +∞, (ii) the support of q(x) has non-zero
measure: |supp(x)| > 0. If q(z|x) = δ(z−f(x)), then their mutual information is positively infinite:
I(x; z) = +∞
Proof. According to the definition of mutual information, we have:
I(z;x) = H(z)−H(z|x)
As H(z) is limited, we focus on the second term H(z|x). This term is the expectation of the
conditional entropy with fixed x:
H(z|x) =
∫
Rn
p(x)H(z|x)dx
If q(z|x) = δ(z − f(x)), then for any given x, H(z|x) is negatively infinite. To see this, we first
involve quantized version of z when x is given (this is a classic technique in inforation theory to
connect entropy of continuous variable with discrete variable): divide the range of z into bins of
length ∆, then let a quantized variable, denoted as z∆, follow such a distribution:
{. . . , qi =
∫
i∆J
q(z|x)dz, . . . }
where i∆J denotes the i-th bin. Due to q(z|x) = δ(z − f(x)), only one entry of {· · · , qi, · · · } is
equal to 1, and others are 0 for any length ∆. Hence the quantized version z∆ has zero entropy:
H(z∆|x) = 0.
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Moreover, let q˜(zi|x) = qi/∆, zi ∈ i∆J , then H(z∆|x) can be connected with H(z|x) as follows:
H(z∆|x) = −
∑
i
qi log qi
= −
∑
i
q˜(zi|x)∆ log(q˜(zi|x)∆)
= −
∑
i
∆q˜(zi|x) log q˜(zi|x)−
∑
i
q˜(zi|x)∆ log ∆
= −
∑
i
∆q˜(zi|x) log q˜(zi|x)− log ∆
Note that when ∆ → 0, q˜(zi|x) → q(z|x), and −
∑
i ∆q˜(zi|x) log q˜(zi|x) → H(z|x). As
log ∆→ −∞ when ∆→ 0 and H(z∆|x) = 0, we can conclude that H(z|x) = −∞ for any given
x.
Therefore, H(z|x) = −∞ as the support of q(x) has non-zero measure, and hence I(x; z) = +∞.
D Estimate of Total Correlation
There are some works to estimate the total correlation of marginal q(z) with different approaches.
In FactorVAE [20], a discriminator is used to estimated the total correlation, but the estimated total
correlation underestimate the true value and hence is not suitable for comparisons. The estimate in
TCVAE [6] is also not suitable as it is biased. Locatello et al. [30] propose to first encode a mini-batch
of data points into representations, and then fit a Gaussian for them, and finally calculate the total
correlation of the fitted Gaussian as the estimate. This approach is quite good but it is suitable as a
metric only if q(z) is nearly a Gaussian.
In this works, we estimate the total correlation by Monte Carlo directly. Although this approach needs
higher cost of computation, it precisely estimate the total correlation, and higher cost is acceptable
for calculating a metric.
Specifically, we first randomly sample a batch from the data set {x(i)}Bi=1, where B is the batch
size. Then we encode the batch into a set of approximate posteriors {q(z|x(i))}Bi=1 by the trained
encoders, where q(z|x(i)) = N (z|µ(x(i)),diag(σ2(x(i)))). Using these approximate posteriors, the
marginal q(z) can be approximated by Monte Carlo:
q(z) = Eq(x)[q(z|x)] ≈ 1
B
B∑
i=1
q(z|x(i))
=
1
B
B∑
i=1
1
(2pi)J/2
∏J
j=1 σj(x
(i))
exp
−12
J∑
j=1
(zj − µj(x(i)))2/σ2j (x(i))

This density is a mixture of Gaussians with B components, and its marginal of j-th factor zj is:
q(zj) ≈ 1
B
B∑
i=1
1
(2pi)1/2σj(x(i))
exp
{
−1
2
(zj − µj(x(i)))2/σ2j (x(i))
}
Hence the log-ratio of q(z) and
∏J
j=1 q(zj) can be approximated as follows:
r(z) ≡ log q(z)∏J
j=1 q(zj)
≈
1
B
∑B
i=1
1
(2pi)J/2
∏J
j=1 σj(x
(i))
exp
{
− 12
∑J
j=1
(zj−µj(x(i)))2
σ2j (x
(i))
}
∏J
j=1
1
B
∑B
i=1
1
(2pi)1/2σj(x(i))
exp
{
− 12 (zj−µj(x
(i)))2
σ2j (x
(i))
}
Finally we sample B′ representations from each approximate posterior q(z|x(i)) by reparameteriza-
tion, and hence totally obtain BB′ representations {z(ik)}B,B′i=1,k=1. Eventually, the estimate of total
correlation is:
TC(z) ≡ DKL
q(z)‖ J∏
j=1
q(zj)
 = Eq(z)[r(z)] ≈ 1
BB′
B∑
i=1
B′∑
k=1
r(z(ik))
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The estimate of total correlation above is robust when B and B′ is big enough. In experiments, we
set B = 64 and B′ = 30, which is sufficient to produce precise and robust estimate in our considered
data sets. As shown in Figure 2, the total correlations are positively correlated to the KL terms in
VAEs, which demonstrates the validity of our estimate.
E Disentanglement in InfoGAN
In this section, we aim at proving that penalizing the mutual information term in InfoGAN with
factorized approximate posterior enhances the conditional independence in decoder.
First, we begin with briefly introducing InfoGAN. InfoGAN decomposes the latent variables of
decoder (or generator) into three parts z = (zd, zc, zn): zd is a one hot vector to retain the information
of category; zc is a vector of continuous factors, and each factor is expected to retain the information
of one factor variation in data; zn is noise vector. Then InfoGAN penalizes two mutual information
terms: −I(x; zd) and −I(x; zc) (maximizes the mutual information). Note that the prior in decoder
p(z) is fixed, and hence the penalties are equivalent to H(zd|x) and H(zc|x), respectively. To
estimate the conditional entropy terms, the posteriors p(zd|x) and p(zc|x) should be given. InfoGAN
involves an auxiliary network Q(·) to approximate the posteriors by variational approach, in which
each data point x is encoded into two approximate posteriorsQ(zd|x) andQ(zc|x). The approximate
posterior for continuous factors Q(zc|x) is set as a factorized Gaussian, which is vital for conditional
independence in decoder as the following discussion shown.
As we introduced above, InfoGAN penalizes H(zc|x) with a factorized approximate posterior
Q(zd|x) = ∏Jj=1Q(zcj |x). Utilizing this factorized form, the conditional entropy term H(zc|x) can
be decomposed into three terms:
H(zc|x) = −Ep(x)
[
Ep(zc|x) [log p(zc|x)]
]
=− Ep(x)
[
Ep(zc|x)
[
log p(zc|x)− log
J∏
j=1
p(zcj |x) + log
J∏
j=1
p(zcj |x)− log
J∏
j=1
Q(zcj |x) + logQ(zc|x)
]]
=− Ep(x)
[
Ep(zc|x)
[
log
p(zc|x)∏J
j=1 p(z
c
j |x)
]
+ Ep(zc|x)
[
log
∏J
j=1 p(z
c
j |x)∏J
j=1Q(z
c
j |x)
]
+ Ep(zc|x) [logQ(zc|x)]
]
=− Ep(x)
[
DKL
(
p(zc|x)‖
J∏
j=1
p(zcj |x)
)
+
J∑
j=1
DKL(p(zcj |x)‖Q(zcj |x))
]
− Ep(zc,x) [logQ(zc|x)]
The third term above −Ep(zc,x) [logQ(zc|x)] is exactly the true penalty in InfoGAN. Note that
the training target of Q(·) net is to minimize −Ep(zc,x) [logQ(zc|x)], which is also one of the
training targets of decoder, so this term will well approximate H(zc|x) when the Q net converges.
In this case, the first two terms should be nearly zero, which leads to conditional independence in
decoder. Therefore, factorized approximate posterior in InfoGAN is an inductive bias for conditional
independence in decoder.
Additional experimental results: To demonstrate that the correlated approximate posterior has no
obvious impact on the convergences of InfoGAN, here we show the loss curves in the training process
of InfoGAN.
(a) σ = 0 (b) σ = 0.9
Figure 4: Loss curves in the training process of InfoGAN. The blue curve, original curve and
green curve are the losses of discriminator, decoder (generator) and the mutual information penalty,
respectively. Models with σ = 0 and σ = 0.9 both converge well.
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Figure 5: MIG of vanilla VAE, FactorVAE and TCVAE on dSprites, SmallNORR and Cars3D
when J = 20. The blue points are results with σ = 0, while the orange points are for σ = 0.9.
F Experimental Results in VAEs with 20 Factors
To demonstrate that the decline of disentanglement by involving approximate posterior is stable when
the number of factors J varies, we perform experiments on VAEs with J = 20, and show the MIG
scores here. When J = 20, the decline of disentanglement measured by MIG when σ varies from 0
to 0.9 is still consistent across models and data sets, and even more obvious than the case of J = 10
in FactorVAE and TCVAE compared with Figure 1. The anomaly of vanilla VAE on Cars3D is slight,
which might be due to the low MIG score of vanilla VAE and the statistical fluctuations, as well as
the weakness of independence of factors in vanilla VAE.
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