Abstract. This paper consists of three parts.
S
3 . Here, we use the following normalization of the Kauffman polynomial.
( q−q −1 + 1 P ( ) − P ( ) = (q − q −1 )(P ( ) − P ( ))
The so(N ) Kauffman polynomial P N (K)(q) is defined to be the specialization (1.2) P N (K)(q) = P (K)(q, q N −1 ).
The HOMFLY-PT polynomial R(K)(q, a) defined in [7, 16] is an invariant of oriented framed link in S 3 . Here, we use the following normalization of the HOMFLY-PT polynomial. It is easy to renormalize P (K)(q, a) and R(K)(q, a) to make them invariant under Reidemeister move (I) too.
1.2. The Jaeger Formula. The Jaeger Formula can be found in, for example, [6, 10] . Here, we give it a slightly different formulation.
Given an unoriented link diagram D, we call a segment of the link between two adjacent crossings an edge of this diagram D. An edge orientation of D is an orientation of all the edges of D. We say that an edge orientation of D is balanced if, at every crossing, two edges point inward and two edges point outward. Up The following is our formulation of the Jaeger Formula, which is easily shown to be equivalent to the Jaeger Formula given in [6, 10] . Plugging a = q N into the above formula, we get 1.3. The Kauffman-Vogel polynomial, the Murakami-Ohtsuki-Yamada polynomial and the Jaeger Formula. The first objective of the present paper is to generalize the Jaeger Formula (1.7) to express the Kauffman-Vogel polynomial as a state sum in terms of the Murakami-Ohtsuki-Yamada polynomial of (uncolored) oriented knotted 4-valent graphs.
A knotted 4-valent graph is an immersion of an abstract 4-valent graph into R 2 whose only singularities are finitely many crossings away from vertices. Here, a crossing is a transversal double point with one intersecting branch specified as upper and the other as lower. Two knotted 4-valent We say that a knotted 4-valent graph is oriented if the underlying abstract 4-valent graph is oriented in such a way that, up to rotation, very vertex in the knotted 4-valent graph looks like the one in Figure 3 . We say that a knotted 4-valent graph is unoriented if the underlying abstract 4-valent graph is unoriented. Note that some orientations of the underlying abstract 4-valent graph do not give rise to orientations of the knotted 4-valent graph.
The Kauffman-Vogel polynomial P (D)(q, a) defined in [11] is an invariant of unoriented knotted 4-valent graphs under regular rigid vertex isotopy. It is defined by the skein relations (1.1) of the Kauffman polynomial plus the following additional relation.
(1.9) P ( ) = −P ( ) + qP ( ) + q −1 P ( ) = −P ( ) + q −1 P ( ) + qP ( ).
The so(N ) Kauffman-Vogel polynomial P N (D)(q) is defined to be the specialization
The Murakami-Ohtsuki-Yamada polynomial 1 R(D)(q, a) of oriented knotted 4-valent graphs is an invariant under regular rigid vertex isotopy. It is defined by the skein relations (1.3) of the HOMFLY-PT polynomial plus the following additional relation.
The sl(N ) Murakami-Ohtsuki-Yamada polynomial R N (D)(q) is defined to be the specialization
From now on, we will refer to the Kauffman-Vogel polynomial as the KV polynomial and the Murakami-Ohtsuki-Yamada polynomial as the MOY polynomial.
Given a knotted 4-valent graph D, we call a segment of D between two adjacent vertices or crossings an edge. (An edge can have a crossing and a vertex as its end points. Note that an edge of the underlying abstract 4-valent graph may be divided into several edges in D by crossings.) An edge orientation of D is an orientation of all the edges of D. We say that an edge orientation of D is balanced if, at every crossing and every vertex, two edges point inward and two edges point outward. (
The total weight [D ̺ , ς] of the resolution ς is defined to be (1.14) [
where c runs through all top outward crossings of D ̺ and v runs through all noncrossing-like vertices of D ̺ . The following theorem is our generalization of the Jaeger Formula to knotted 4-valent graphs. Theorem 1.1.
Consequently, for N ≥ 1, We would also like to point out that the concept of balanced edge orientation is implicit in [3] , in which Carpentier gave an alternative proof of [2, Theorem 4] .
Proof of Theorem 1.1. We prove Theorem 1.1 by inducting on the number of vertices in D. The proof comes down to a straightforward but rather lengthy tabulation of all admissible balanced edge orientations of D.
If D contains no vertex, then (1.15) becomes (1.7), which is known to be true. Assume that (1.15) is true if D has at most n − 1 vertices. Now let D be a knotted 4-valent graph with n vertices.
Choose a vertex v of D. Define D, D A and D B to be the knotted 4-valent graphs obtained from D by replacing v by the local configurations in Figure 6 . By skein relation (1.9), we have
Note 
According to the orientations of the four edges of .
that preserve the orientations of corresponding edges. Moreover, for each
) such that, for any ς ∈ Σ(D ̺ ), ς, ϕ ̺ (ς) and ψ ̺ (ς) are identical outside the parts shown in Figure 6 . Note that the four edges at v are oriented in a crossing-like way. So ς (resp. ϕ ̺ (ς) and ψ ̺ (ς)) does not change the part of D ̺ (resp. D ϕ(̺) and D A ψ(̺) ) shown in Figure 6 . This implies that
It is also easy to see that
). By the skein relation (1.11), we know that
). Combining equations (1.24), (1.25) and (1.26), we get
One can similarly deduce that
that preserve the orientations of corresponding edges.
according to what local resolution is applied to v and the corresponding crossing in D. There are bijections
) such that the corresponding resolutions are identical outside the parts shown in Figure 6 .
One can also easily check that the weights satisfy
Combining equations (1.33), (1.34) and (1.36), we get
Similarly, one gets
Equations (1.37) and (1.38) imply that
A similar argument shows that 
Color and Orientation in the sl(N ) MOY Polynomial
In Section 1, we only discussed a very special case of the MOY graph polynomial. In this section, we review the sl(N ) MOY polynomial in its full generality and prove that it is invariant under certain changes of color and orientation. In fact, such invariance holds for the colored sl(N ) homology too.
2.1.
The sl(N ) MOY graph polynomial. In this subsection, We review the sl(N ) MOY graph polynomial defined [15] . Our notations and normalizations are slightly different from that used in [15] . Definition 2.1. A MOY coloring of an oriented trivalent graph is a function from the set of edges of this graph to the set of non-negative integers such that every vertex of the colored graph is of one of the two types in Figure 7 .
A MOY graph is an oriented trivalent graph equipped with a MOY coloring embedded in the plane.
A knotted MOY graph is an oriented trivalent graph equipped with a MOY coloring immersed in the plane such that
• the set of singularities consists of finitely many transversal double points away from vertices, • at each of these transversal double points, we specify the upper-and the lower-branches (which makes it a crossing.)
Fix a positive integer N . Define N = {2k − N + 1|k = 0, 1, . . . , N − 1} and denote by P(N ) the power set of N .
Let Γ be a MOY graph. Denote by E(Γ) the set of edges of Γ, by V (Γ) the set of vertices of Γ and by c : E(Γ) → Z ≥0 the color function of Γ. That is, for every edge e of Γ, c(e) ∈ Z ≥0 is the color of e. Definition 2.2. A state of Γ is a function ϕ : E(Γ) → P(N ) such that (i) for every edge e of Γ, #ϕ(e) = c(e), (ii) for every vertex v of Γ, as depicted in Figure 7 , we have ϕ(e) = ϕ(e 1 ) ∪ ϕ(e 2 ). Note that (i) and (ii) imply that ϕ(e 1 ) ∩ ϕ(e 2 ) = ∅.
Denote by S N (Γ) the set of states of Γ.
Define a function π :
Let ϕ be a state of Γ. For a vertex v of Γ (as depicted in Figure 7 ), the weight of v with respect to ϕ is defined to be
Next, replace each edge e of Γ by c(e) parallel edges, assign to each of these new edges a different element of ϕ(e) and, at every vertex, connect each pair of new edges assigned the same element of N . This changes Γ into a collection C ϕ of embedded oriented circles, each of which is assigned an element of N . By abusing notation, we denote by ϕ(C) the element of N assigned to C ∈ C ϕ . Note that:
• There may be intersections between different circles in C ϕ . But, each circle in C ϕ is embedded, that is, it has no self-intersection or self-tangency.
• There may be more than one way to do this. But if we view C ϕ as a virtual link and the intersection points between different elements of C ϕ are virtual crossings, then the above construction is unique up to purely virtual regular Reidemeister moves.
The rotation number rot(ϕ) of ϕ is then defined to be
Note that the sum C∈Cϕ rot(C) is independent of the choice of ϕ ∈ S N (Γ). We call this sum the rotation number of Γ. That is,
The sl(N ) MOY graph polynomial of Γ is defined to be (2.5) Let D be an oriented knotted 4-valent graph as defined in Subsection 1.3. We color all edges of D by 1 and modify its vertices as in Figure 8 . This gives us a MOY graph, which we identify with D. Thus, D N is now defined for any oriented 
where D is an oriented knotted 4-valent graph, m is the number of crossings in D, and D is the oriented knotted 4-valent graph obtained from D by switching the upper-and the lower-branches at every crossing of D.
2.2.
Reversing the orientation and the color along a simple circuit. In the remainder of this section, we fix a positive integer N . Let Γ be a MOY graph and ∆ a simple circuit of Γ. That is, ∆ is a subgraph of Γ such that (i) ∆ is a (piecewise smoothly) embedded circle in R 2 ; (ii) the orientations of all edges of ∆ coincide with the same orientation of this embedded circle. We call the color change k ❀ N − k a reversal of color. It is easy to see that, if we reverse both the orientation and the color of the edges along ∆, then we get another MOY graph Γ ′ . We have the following theorem.
Theorem 2.5.
Proof. We prove equation (2.10) using a localized formulation of the state sum (2.5). Cut each edge of Γ at one point in its interior. This divides Γ into a collection of neighborhoods of its vertices, each of which is a vertex with three adjacent halfedges. (See Figure 9 , where e, e 1 and e 2 are the three half-edges.)
Let ϕ ∈ S N (Γ). For a vertex of Γ, if it is of the form v in Figure 9 , we denote by α the directed angle from e 1 to e and by β the directed angle from e 2 to e. We
κds · ϕ(e 1 ) (2.11)
where κ is the signed curvature of a plane curve and A := a∈A a for a subset
If the vertex is of the formv in Figure 9 , we denote byα the directed angle from e to e 1 and byβ the directed angle from e to e 2 . We define
κds · ϕ(e 1 ) (2.12)
Using the Gauss-Bonnet Theorem, one can easily check that
So, by Definition 2.3, we have (2.14)
Since Γ ′ is obtained from Γ by reversing the orientation and the color of the edges along ∆, there are natural bijections between V (Γ) and V (Γ ′ ) and between E(Γ) and E(Γ ′ ). Basically, every vertex corresponds to itself and every edge corresponds to itself (with reversed color and orientation if the edge belongs to ∆.) For a vertex v of Γ, we denote by v ′ the vertex of Γ ′ corresponding to v. For an edge e of Γ, we denote by e ′ the edge of Γ ′ corresponding to e. Given a ϕ ∈ S N (Γ), we define
It is easy to see that ϕ ′ ∈ S N (Γ ′ ) and that ϕ → ϕ ′ is a bijection from S N (Γ) to S N (Γ ′ ). We claim that, for all v ∈ V (Γ) and ϕ ∈ S N (Γ), Figure 16 below .) The proofs of (2.16) in these four cases are very similar. So we only give the details for the case in Figure 10 and leave the other cases to the reader. Figure 10 .
First, let us consider wt(v; ϕ) and wt(v ′ ; ϕ ′ ).
Note that π(ϕ(e 1 ), ϕ(e 2 )) + π(N \ ϕ(e), ϕ(e 2 )) = π(N \ ϕ(e 2 ), ϕ(e 2 )). The above implies
Write ϕ(e 2 ) = {j 1 , . . . , j n } ⊂ N , where
Altogether, we get
Now we compare rot(v; ϕ) to rot(v ′ ; ϕ ′ ). As before, denote by α the directed angle from e 1 to e and by β the directed angle from e 2 to e. Also denote by γ the directed angle from e 
Note that α − β + γ = π. The above shows that
Equation (2.16) follows easily from equations (2.17) and (2.18).
2.3.
The colored sl(N ) homology. Theorem 2.5 is also true for the colored sl(N ) homology for MOY graphs defined in [19] . More precisely, reversing the orientation and the color along a simple circuit in a MOY graph does not change the homotopy type of the matrix factorization associated to this MOY graph. To prove this, we first recall some basic properties of the matrix factorizations associated to MOY graphs. We denote by C N (Γ) the Z 2 ⊕ Z-graded matrix factorization associated a MOY graph Γ defined in [19, Definition 5.5] Here, "≃" means that there is a homogeneous homotopy equivalence of chain complexes of graded matrix factorizations between the two sides that preserves the Z 2 -grading, the quantum grading and the homological grading.
The above relations remain true if we reverse the orientation of the MOY graphs on both sides or reverse the orientation of R 2 . For a MOY graph Γ, denote by H j N (Γ) the homogeneous part of H N (Γ) of quantum degree j. Then
In other words, the graded dimension of H N (Γ) is equal to Γ N .
Theorem 2.7. [19]
( 
We will also need the following lemma.
Lemma 2.10.
The above relations remain true if we reverse the orientation of the knotted MOY graphs on both sides.
Proof. We prove (2.23) only. The proof of (2.24) is similar and left to the reader. To prove (2.23), we induce on n. When n = 1, (2.23) is proved in [22, Proposition 6.1]. Assume (2.23) is true for n. By Theorems 2.6, 2.7 and the induction hypothesis, we havê
By [19, Proposition 3.20] , the above implies that
This completes the induction and proves (2.23).
From [19, Theorems 1.3 and 14.7], we know that the Z 2 -grading of C N andĈ N is always pure and does not carry any significant information. So we do not keep track of this Z 2 -grading in the remainder of this paper. The next is the main theorem of this subsection. Theorem 2.11. Let Γ be a MOY graph and ∆ a simple circuit of Γ. Denote by Γ ′ the MOY graph obtained from Γ by reversing the orientation and the color of edges along ∆. Then, up to an overall shift of the Z 2 -grading, we have
Proof. We construct the homotopy equivalence in (2.25) in three steps.
Step One: Modifying vertices. Let v be a vertex in ∆. We demonstrate in Figure 11 how to modify v into its corresponding vertex v ′ in Γ ′ using homogeneous homotopy equivalence. Here, we assume that the half edges e and e 1 belong to ∆. Note that:
(1) By Theorems 2.6, 2.7 and Lemmas 2.9, 2.10, each change in Figure 11 induces a homogeneous homotopy equivalence. (2) The upper right vertex in the last step in Figure 11 is identical to the vertex v ′ in Γ corresponding to v.
Step Two: Modifying edges. After applying Step One to every vertex along ∆, each edge e along ∆ becomes one of the two configurations in the second row in Figure 12 . We further modify these two configurations as in Figure 12 .
Note that:
(1) By Theorem 2.6 and Lemmas 2.9, each change made to these to configurations in Figure 12 induces a homogeneous homotopy equivalence. (2) At every crossing, the branch colored by N is on top.
Step Three: Removing the unknot. After applying Step Two to every edge along ∆, we get a knotted MOY graph D consisting of Γ ′ and an unknot colored by N that is everywhere above Γ ′ . We can move this unknot away from Γ ′ using regular Reidemeister moves and fork sliding (given in Part (1) of Theorem 2.7) and obtain a MOY graph Γ. By Theorem 2.7, these moves induce a homogeneous homotopy equivalence. By Part (1) of Theorem 2.6, we know that removing this unknot from Γ induces a homogeneous homotopy equivalence. & & ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
Putting Steps One-Three together, we get a homogeneous homotopy equivalence 
Theorem 2.12. Suppose K is a component of L and the colored framed oriented link L ′ is obtained from L by reversing the orientation and the color of K. Then, up to an overall shift of the Z 2 -grading,
In particular,
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Proof. Suppose the color of K is m. In a small segment of K, create a "bubble" as in the first step in Figure 13 . Then, using fork sliding (Part (1) of Theorem 2.7) and Reidemeister moves of type (II), we can push the left vertex of this bubble along K until it is back in the same small segment of K. This is shown in step two in Figure 13 . The last two steps in Figure 13 are local and self-explanatory. The end result of all these changes is a link L 1 consisting of L ′ and an extra component K colored by N that is obtained by slightly pushing K in the direction of its framing. (So K is isotopic to K.) By Theorems 2.6, 2.7 and Lemma 2.9, each step in Figure  13 induces a homogeneous homotopy equivalence that preserves both the quantum grading and the homological grading. Sô
By switching the upper-and lower-branches at crossings, we can unlink K from every component of L ′ . From relations (2.21) and (2.22) in Lemma 2.9, we know that unlinking K from a component K ′ of L ′ shifts the homological grading by −2c(K ′ )l(K, K ′ ) and the quantum grading by 2c(K ′ )l(K, K ′ ). Note that:
• If K ′ is the component of L ′ obtained by reversing the orientation and the color of K, then c(
Thus, unlinking K from L ′ shifts the homological grading by
and the quantum grading by
In other words, we havê
where L ′ ⊔ K is L ′ plus a copy of K that is unlinked to L ′ . Next, using (2.19) and (2.20) in Lemma 2.9, we can change K (which is now not linked to L ′ ) into an unlink U with Seifert framing (which is not linked to L ′ ) and getĈ
Putting the above together, we get
Finally, by Part (1) of Theorem 2.6, we have
Homotopy equivalence (2.26) follows from (2.28) and (2.29).
For a knotted MOY graph, we also have a notion of simple circuits. For a knotted MOY graph D, a subgraph ∆ of D is called a simple circuit if (i) ∆ is a diagram of a knot; (ii) the orientations of all edges of ∆ coincide with the same orientation of this knot. Combining the tricks used in the proofs of Theorems 2.11 and 2.12, one can prove the following corollary. We leave the proof to the reader. 3. An Explicit so(6) Kauffman Homology Theorem 2.12 implies that the N -colored sl(2N ) link homology is essentially an invariant of unoriented links. If N = 1, this homology is the well known Khovanov homology [12] . In this section, we shed some light on the 2-colored sl(4) link homology. Specifically, we use results from the first two sections to verify that, up to normalization, the 2-colored sl(4) Reshetikhin-Turaev link polynomial is equal to the so(6) Kauffman polynomial and, therefore, up to normalization, the 2-colored sl(4) link homology categorifies the so(6) Kauffman polynomial. We do so by comparing the Jaeger Formula for the so(6) KV polynomial (equation (1.16) with N = 3) to the composition product of the MOY polynomial associated to the embedding sl(1) × sl(3) ֒→ sl(4).
Remark 3.1. There is an alternative approach to the above result. Basically, one can apply Corollary 2.13 to the sl(4) MOY polynomial of MOY resolutions of 2-colored link diagrams and keep track of the shifting of the quantum grading while doing so. This would allow one to show that the 2-colored sl(4) Reshetikhin-Turaev link polynomial satisfies the skein relation (1.1) for the so(6) Kauffman polynomial. We leave it to the reader to figure out the details of this approach.
Since the coincidence of the so(6) Jaeger Formula and the sl(1) × sl(3) ֒→ sl(4) composition product is itself interesting, we choose to use this coincidence in our proof.
3.1. Renormalizing the N -colored sl(2N ) link homology. We start by renormalizing the N -colored sl(2N ) link homology to make it independent of the orientation.
Definition 3.2. Let L be an oriented framed link that is colored entirely by N . Assume the writhe of L is w(L). We define Proof. This follows easily from Theorem 2.12.
3.2. The composition product. Now we review the composition product established in [21] . Definition 3.4. Let Γ be a MOY graph. Denote by c its color function. That is, for every edge e of Γ, the color of e is c(e). A labeling f of Γ is a MOY coloring of the underlying oriented trivalent graph of Γ such that f(e) ≤ c(e) for every edge e of Γ.
Denote by L(Γ) the set of all labellings of Γ. For every f ∈ L(Γ), denote by Γ f the MOY graph obtained by re-coloring the underlying oriented trivalent graph of Γ using f.
For every f ∈ L(Γ), define a functionf on E(Γ) byf(e) = c(e) − f(e) for every edge e of Γ. It is easy to see thatf ∈ L(Γ).
Let v be a vertex of Γ of either type in Figure 7 . (Note that, in either case, e 1 is to the left of e 2 when one looks in the direction of e.) For every f ∈ L(Γ), define
The following is the composition product established in [21] . 
where the rotation number rot is defined in (2.4). Then Figure 15 .
The following is the main theorem of this subsection. Note that the so(6) Jaeger formula expresses P 6 (G(Γ)) as a state sum of sl(3) MOY polynomials and the sl(1) × sl(3) ֒→ sl(4) composition product expresses Γ 4 as a state sum of sl(3) MOY polynomials. We prove equation (3.4) by showing that these two state sums are essentially the same. Several notions of rotation numbers are involved in these two formulas. We need Lemma 3.9 below to track the rotation numbers of MOY graphs. Figure 16 . and define rot∆ to be the usual rotation number of this circle. Then
where v runs through all vertices of ∆, and d(v ❀ v ′ ) is defined in Figure 16 .
Proof. We prove Lemma 3.9 using a localization of the rotation number similar to that used in the proof of Theorem 2.5. Cut each edge of Γ at one point in its interior. This divides Γ into a collection of neighborhoods of its vertices, each of which is a vertex with three adjacent halfedges. (See Figure 9 , where e, e 1 and e 2 are the three half-edges.)
For a vertex of Γ, if it is of the form v in Figure 9 , we denote by α the directed angle from e 1 to e and by β the directed angle from e 2 to e. We define (3.6) rot
where κ is the signed curvature of a plane curve. If the vertex is of the formv in Figure 9 , we denote byα the directed angle from e to e 1 and byβ the directed angle from e to e 2 . We define
By the Gauss-Bonnet Theorem, one can easily see that
For a vertex v of ∆, denote by e 1 and e 2 the two half-edges incident at v belonging to ∆. Assume that e 1 points into v, e 2 points out of v, and the directed angle from e 1 to e 2 is θ. (See Figure 17. ) Define (3.9) rot ∆ (v) = 1 2π
κds .
By the Gauss-Bonnet Theorem, we know rot∆ = v rot ∆ (v), where v runs through all vertices of ∆. For a vertex v of Γ contained in ∆, denote by v ′ the vertex of Γ ′ corresponding to v. We claim
Clearly, the lemma follows from (3.10). To prove (3.10), one needs to check that it is true for all four cases listed in Figure 16 . Since the proofs in all four cases are very similar, we only check the first case here and leave the other three to the reader.
In the first case, v and v ′ are depicted in Figure 10 . As before, denote by α the directed angle from e 1 to e, by β the directed angle from e 2 to e and by γ the directed angle from e
where, in the last step, we used the fact that α + γ − β = π. This proves (3.10) in the first case in Figure 16 .
Now we are ready to prove Theorem 3.8.
Proof of Theorem 3.8. By the composition product (3.3), we know that
[v|Γ|f].
Note that, in order for the product Γ f 1 · Γf 3 to be non-zero, we must have f(e) = 0, 1 and 0 ≤f(e) ≤ 3 for all edges of Γ. Define
where we used the fact that Γ f 1 = 1 for all f ∈ L =0 (Γ).
Denote by E 2 (Γ) the set of edges of Γ colored by 2 and by E(G(Γ)) the set of edges of G(Γ). Then there is a surjective function g : E 2 (Γ) → E(G(Γ)) such that g(e) is the edge of G(Γ) "containing" e for every e ∈ E 2 (Γ).
Note that, for any f ∈ L =0 (Γ), Γ f is a collection of pairwise disjoint embedded circles colored by 1 (after erasing edges colored by 0.) All possible intersections of Γ f with type one and type two local configurations (defined in Figure 14) are described in Figures 20 and 21 in Appendix A, where edges belonging to Γ f are traced out by red paths.
For any f ∈ L =0 (Γ), we define an edge orientation ̺ f of G(Γ) such that, for all e ∈ E 2 (Γ), ̺ f (g(e)) = the orientation of e if f(e) = 1, the opposite of the orientation of e if f(e) = 0.
It is easy to check that ̺ f (g(e)) is a well define balanced edge orientation of G(Γ) and the mapping
Given a labeling f ∈ L =0 (Γ), we define a subgraph ∆ f of Γ (and therefore of Γf) such that For f ∈ L =0 (Γ) and ς ∈ Σ(G(Γ) ̺ f ), we say that ς is compatible with f if, on all the vertices that are resolved by ς f , ς agrees with ς f . Denote by Σ f (G(Γ) ̺ f ) the set of resolutions of G(Γ) ̺ f that are compatible with f. Then the mapping (f, ς)
Let C be a local configuration (of type one or type two in Figure 14 ) in Γ. For f ∈ L =0 (Γ) and ς ∈ Σ f (G(Γ) ̺ f ), we define two indices t f,ς (C) and r f,ς (C). The values of these two indices are given in Figures 20 and 21 in Appendix A. It is straightforward to check that (3.17) where C runs through all local configurations of type one or two in Γ.
Combining the above and Lemma 3.9, we have that, for any f ∈ L =0 (Γ) and Equations (3.18) and (3.19) imply that, for any f ∈ L =0 (Γ) and ς ∈ Σ f (G(Γ) ̺ f ),
In view of bijection (3.15), it follows from (2.9), (3.12), (3.13), (3.14) and (3.20) that Comparing the right hand side of (3.21) to the Jaeger Formula (1.16) in Theorem 1.1, we get Γ 4 = P 6 (G(Γ)).
3.4.
An explicit so(6) Kauffman homology. Webster [17, 18] has categorified, for any simple complex Lie algebra g, the quantum g invariant for links colored by any finite dimensional representations of g. But his categorification is very abstract. For applications in knot theory, it would help if we have categorifications that are concrete and explicit. For quantum sl(N ) link invariants, examples of such categorifications can be found in [12, 13, 19] . We know much less about explicit categorifications of quantum so(N ) link invariants. Khovanov and Rozansky [14] proposed a categorification of the so(2N ) Kauffman polynomial. But its invariance under Reidemeister move (III) is still open. They did however point out that the so(4) version of their homology is isomorphic to the tensor square of the Khovanov homology [12] and is therefore a link invariant. More recently, Cooper, Hogancamp and Krushkal [5] gave an explicit categorification of the so(3) Kauffman polynomial. Theorem 3.8 allows us to give an explicit categorification of the so(6) Kauffman polynomial. More precisely, we have the following theorem. 
̺ ) categorifies (−1) m P 6 (L).
It is easy to see that equation (3.22) follows from equation (3.4) in Theorem 3.8.
Question 3.11. Is H 4 (L
̺ ) isomorphic to the so(6) version of the homology defined in [14] ? 
