Studies of biological variables such as those based on blood chemistry often have measurements taken over time at closely spaced intervals for groups of individuals. Natural scienti c questions may then relate to the rst time that the underlying population curve crosses a threshold (onset) and to how long it stays above the threshold (duration). In this paper we give general con dence regions for these population quantities. The regions are based on the intersection-union principle and may be applied to totally nonparametric, semiparametric, or fully parametric models where level-tests exist pointwise at each time point. A key advantage of the approach is that no modeling of the correlation over time is required.
Introduction
Early studies with a new active compound (drug) often evaluate blood concentration levels every hour or half hour or even continuously for up to a day. There may be an absolute level which characterizes adequate concentration or comparisons may be made with a placebo. For example a crossover design might be used so that n patients receive both placebo and active compound and are measured at k time points on separate days with an adequate washout period between the days. Figure 1 displays results from a crossover trial with n = 36 subjects and k = 15 time points where a concentration of 100 is assumed to be an adequate level. There were actually two active compounds, but here we are displaying only the sample means for the concentration of one of the compounds. Notice that the sample mean is above 100 for values t = 0:7 through t = 8:0. In this example it also turns out that a t-test is highly signi cant at each time point in the interval 0.7,8.0]. What kind of statistical statement can be made about this time interval?
A naive approach suggests that we just take the time points where the t-test is signi cant and declare that we are con dent that on the resulting region the concentration is above 100. But what is the con dence level? Do we need to worry about multiple testing or the fact that each individual's results might be highly correlated?
Onset is de ned in this example as the rst time point when the population mean is greater than 100. Duration is the amount of time from onset until the population mean is no longer greater than 100. (In Section 2 we will make these de nitions more rigorous.) This paper concerns con dence statements about the onset and duration of a treatment e ect.
Our second example is from a crossover study where an active compound for stomach acid suppression was compared to a placebo. In Figure 2 we have plotted the di erence in means for the n = 75 subjects at k = 34 time points. Time zero is when dosing occurred so that the values at t = ?1:5, ?1:0, ?0:5, and 0:0 are baseline values. The active compound is e ective for acid suppression when the population mean di erence is greater than zero. Onset is de ned here as the rst time point when the population mean di erence is greater than zero. Duration is the amount of time from onset until the population di erence is no longer greater than zero. A paired t-test was highly signi cant on the interval 1:0; 13:0] suggesting an onset of at least t = 1:0 and a duration of at least 13:0 ? 1:0 = 12:0 hours.
In these rst two examples the treatment e ect was de ned as mean ? 100 and the mean di erence, respectively. In other situations one might want to use medians or hazard rates or proportions or di erences of these. The results of this paper apply to any setting where a treatment e ect can be tested at multiple time points. Along these lines we have studied di erences in residual mean life (Berger, Boos, and Guess, 1988) and survival curves (Dinse, Piegorsch, and Boos, 1993) .
Our third example will motivate a somewhat di erent application where the time points are no longer discrete (or even time points!). The data are from Table 3 .5.1 of Milliken (1992) who reports the results from a completely randomized experiment with three treatments (a control and two additives) and a covariate t. Here we just use the control and rst additive treatment group. Figure 3a shows separate quadratic ts to the control and to the rst additive treatment group. The interval on which the p-value is less than .025.
In this example we might be interested in knowing over what range of the covariate the mean yield with the rst additive is greater than the mean yield of the control. This problem is quite di erent from Examples 1 and 2 because here we use a parametric quadratic regression model, and we can actually carry out a test for each point in the continuous set (?1; +1) (assuming of course that the model holds over that range). Because the rst two examples do not use parametric models for the curves, tests there can only be carried out at time points where there are actually data. Of course in this third example we might not use onset and duration terminology to describe the population quantities of interest.
The general inferential situation is as follows. Let g (t) denote an unknown population function of interest. The function g(t) can be a regression function, survival curve, concentration curve, or any other population function. In many situations we wish to compare two populations, and g(t) is the di erence between two regression functions, survival curves, concentration curves, etc. Let be a numeric value xed by the experimenter. We wish to make a con dence statement of the form \g(t) > for all t in the interval L t U." Here, L and U are statistics calculated from the data, and the interval L; U] upon which we declare g(t) > is a random interval. Associated with this con dence statement, we wish to have a guaranteed con dence level. That is, we wish to ensure that, for a speci ed con dence level, 1 ? , P (g(t) > for all t in the interval L t U) 1 ? regardless of the true value of the population parameters. Equivalently, we wish the error probability to be bounded above, that is, P (g(t) for any t in the interval L t U) :
We will describe a simple procedure that provides this kind of con dence statement.
Usually, = 0 if g(t) is the di erence in two population functions. That is, if g(t) = g 1 (t) ? g 2 (t) where g 1 and g 2 are the population functions from populations 1 and 2, respectively, then the con dence statement is \g 1 (t) > g 2 (t) for all t in the interval L t U." On the other hand, if g(t) is a single population function, then represents a threshold value of interest. For example, in Figure 1 , concentrations greater than = 100 are of interest.
We will give two variations of this con dence statement corresponding to di erent modeling scenarios. In Section 2 we will explain the method for situations without parametric models for the population function g(t) (as in Examples 1 and 2). In Section 3 we discuss the method for situations with parametric models for continuous g(t) as in Example 3. Section 4 makes comparisons with other approaches and discusses the choice of t 0 . Section 5 reports on a small Monte Carlo experiment. The Appendix contains proofs of the results in Sections 2 and 3. Figure 1 are like this. At each of the k = 15 time points, there are between 28 and 36 observations. A test about the concentration at a particular time point can be conducted based only on the measurements at that time point.
For this scenario, we do not assume a speci c parametric form for g(t) but rather assume only the following. Assumption 1. If, for any two consecutive t i 's, g(t i ) > and g(t i+1 ) > , then g(t) > for all t in t i t t i+1 .
Practically speaking, Assumption 1 says that the t i 's are closely enough spaced so that, if g(t) ever dips below , then there will be a t i at that place with g(t i ) . So long as this is true, g(t) can oscillate above and below .
For this scenario, the con dence statement is de ned as follows. Let t 0 be a xed value satisfying t 1 < t 0 < t k , where t 0 is speci ed by the experimenter prior to the data analysis and cannot be chosen based on the data. Let i = maxfi : t i t 0 and i accepts H 0i g and i = minfi : t i t 0 and i accepts H 0i g:
Testing sequentially downward from t 0 , H 0i is the rst hypothesis that is accepted. If H 0i is rejected for all i with t i t 0 , i is de ned to be 0. Similarly, testing sequentially upward from t 0 , H 0i is the rst hypothesis that is accepted. If H 0i is rejected for all i with t i t 0 , i is de ned to be k +1. Then, let L = t i +1 and U = t i ?1 . If L > U, no con dence statement can be made. But, if L U, the con dence statement \g(t) > for all t in the interval L t U" is made. This con dence procedure controls the error rate at in that, for any population satisfying Assumption 1, P (L U and g (t) for any t in the interval L t U) :
This error rate is veri ed in the Appendix.
There are some properties to note about this procedure.
1. The tests, 1 ; : : :; k are one-sided, level-=2 tests.
2. The tests, 1 ; : : :; k may be correlated. The error rate (1) is still valid. In Figure 1 , observations on the same individual are taken at the di erent time points. This would, typically, induce a correlation in the tests at the di erent time points. This correlation does not need to be speci cally modeled to control the error rate at .
3. The starting point, t 0 , is usually in the interval L; U]. If t 0 equals one of the values t 1 ; : : :; t k , then it will always be the case that L t 0 U, when L U. If t 0 is not one of the values t 1 ; : : :; t k , say t i < t 0 < t i+1 , then it can be the case that L U = t i < t 0 < t i+1 or t i < t 0 < t i+1 = L U. That is, t 0 might be just outside the interval.
4. It is better to choose t 0 between two t i values rather than equal to a t i value. It will be seen from the proof of (1) It will be seen that the sequential use of tests to de ne these intervals is similar to a method used by Hsu and Berger (1997) to de ne stepwise con dence procedures. The fact that, although multiple tests are performed, they can all be done at the same level, =2, is related to the theory of intersection-union tests in Berger (1982) .
Example 1
Table 1 displays summary data for the Example 1 experiment on concentrations of a blood analyte. There were 36 subjects with a few missing observations at times 0.3 and 16.0. Preliminary analysis suggested that the square root of concentration is approximately normally distributed. Thus the pointwise t-statistics are based on the square root of concentration compared to the square root of the threshold, = p 100 = 10. The one-sided p-values are highly signi cant on the range 0:7; 8:0].
Thus, if t 0 were chosen anywhere in this range prior to the experiment, the 100(1 ? )% con dence region would be 0:7; 8:0] for any greater than .006. Of course the con dence coe cient would also be chosen before the experiment. Typically, the scientists running the experiment would choose t 0 in a region where they expect the concentration to be high and choose in the standard range of Figure 3 are like this. That is, we can estimate the di erence between the two regression functions, for every t, and, for each t, we can test if the di erence is nonpositive versus the alternative that it is positive.
We make only the following assumption about g(t).
Assumption 2. g(t) is a continuous function of t.
For this scenario, the con dence statement is de ned as follows. Again, let t 0 be a xed value. If t 0 accepts H 0t 0 , no con dence statement is made. If t 0 rejects H 0t 0 , let I denote the largest interval containing t 0 for which t rejects H 0t for all t 2 I. Then, the con dence statement \g(t) > for all t in I" is made. This con dence procedure controls the error rate at in that, for any population satisfying Assumption 2, P ( t 0 rejects and g (t) for any t 2 I) :
This error rate is also veri ed in the Appendix.
Typically, the test t will be de ned in terms of a p-value, p(t); t rejects H 0t if and only if p(t) =2. Then, graphically and/or numerically, it will be easy to determine the interval I where
=2. In most problems, p(t) is a continuous function of t. In this case, I will be a closed interval, and, if L and U denote the endpoints of I, the con dence statement can be expressed as \g(t) > for all t in the interval L t U," just as in Section 2. In some unusual problems, the interval I might be open or half-open.
Note these facts about this procedure.
1. The tests, t , are one-sided, level-=2 tests, just as for the procedure in Section 2.
2. The tests, t , may be correlated, and the correlation may depend upon which pair of tests, t 1 and t 2 , we consider. The error rate (2) is still valid. In Figure 3 , the tests for the regression function at the di erent values of t are correlated. This correlation does not need to be speci cally calculated to control the error rate at .
Example
Consider the data from Treatment 1 and Treatment 2 in Table 3 .5.1 of Milliken (1992) . Treatment 1 is the \no additive" data, and Treatment 2 is the \additive" data. It is believed that the additive might increase the yield. The data consist of observations on yield, y, and a covariate t (Milliken calls The p-value is p(t) = P (T T obs t ), where T has a Student's t distribution with 18 degrees of freedom. The test of size =2 = :025 rejects H 0t if p(t) :025.
The p-value p(t), as a function of t, is graphed in Figure 3b . Suppose the starting value t 0 = 6:5 was chosen. Then it can be seen that p(t) :025 for all t between t = ?0:997 and t = 7:489.
Thus, we make the con dence statement that the additive mean exceeds the no-additive mean for all t in ?0:997; 7:489]. (Of course, if the covariate is logically constrained to be nonnegative, then the interval 0:000; 7:489] would be stated.)
Remarks
The two con dence statements we have proposed do not look like typical con dence sets. But, in fact, they are closely related to a more conventional con dence set. De ne two parameters t = supft : t t 0 and g(t) g (3) and t = infft : t t 0 and g(t) g: (4) Then, it can be shown by arguments like those in the Appendix that t < L is a 100(1? =2)% upper con dence bound for t , and t > U is a 100(1? =2)% lower con dence bound for t . So, by Bonferroni's Inequality, ft < L; t > Ug is a 100(1? )% con dence set for (t ; t ). The con dence statement we have proposed is a logical consequence of this con dence set.
The con dence statements we have described are similar to three con dence procedures described in Berger, Boos and Guess (1988) for mean residual life functions. The intervals there had one of three forms, (?1; t 0 ], t 0 ; 1), or (t 0 ? l; t 0 + l). Unlike the third of these intervals, the intervals we have described herein need not be symmetric about t 0 . This can be a real advantage. For the quadratic regression example in Section 3.2, a symmetric interval constructed similar to that described in Berger, Boos and Guess (1988) would state that g(t) > 0 for t in t 0 1:099. Because t 0 = 6:5 is close to the point where the two regression functions cross, the interval cannot extend far to the right. And, because it must be symmetric, it cannot extend far to the left, either.
The interval ?0:997; 7:489], calculated in Section 3.2, is much longer. The choice of t 0 has much less e ect for the new intervals we have described.
Also, the new procedures are less dependent on the choice of t 0 in another way. If one of these procedures obtains the interval L t U, then the same interval would be obtained for any starting point t 0 satisfying L t 0 U. This is not the case for the symmetric intervals in Berger, Boos and Guess (1988) . For those, each di erent starting value, t 0 , de nes a di erent interval.
The starting value t 0 should always be chosen before the experiment in a region likely to have signi cant test results. This requires some knowledge of the physical process. A statistical approach which requires less knowledge is to repeat the con dence region method at k di erent starting points t 01 ; : : :; t 0k , but using level =k for each one. The union of these con dence regions will have level , and the experimenter is protected against an unlucky choice of t 0 . Tsutakawa and Hewett (1978) , Spurrier, Hewett, and Lababidi (1982) , and Berger (1984) discuss hypothesis tests for comparing two regression functions. Rejection of the null hypothesis corresponds to the statement that one regression function is greater than the other on a speci ed set. An advantage of our new procedures is that the set that is stated is determined by the data, not prespeci ed in the hypotheses. Also, our new procedures are more general and can be used for other kinds of functions besides regression functions.
Monte Carlo Results
We report here on a small Monte Carlo experiment used to illustrate how the proposed con dence procedures perform in a simple setting. We shall consider a repeated measurement study with data taken at 24 equally-spaced time points on n = 30 individuals. All individuals are independent, and the ith individual's data will be generated as X ij = j + ij ; j = 1; : : :; 24;
where the ij form an AR(1) normal times series process, that is, the ij are standard normal random variables with cov( ij ; i;j+h ) = h . Suppose we are interested in nding an interval of values where the means are greater than 0.
First consider results for the case where the means j are all 0, and within an individual the data are 1) independent ( = 0) and 2) correlated ( = 0:8). Since the data were assumed to be normally distributed, we used a one-sample t-statistic at each time point.
Recall that we form our con dence sets by moving left and right from t 0 including all time points where the t-statistic is signi cant at the .025 level. These sets can be empty, or consist of one or more consecutive time points. In this null case where all the means are identically 0, a mistake is committed if a nonempty set is obtained. Thus for our method of set construction, a mistake will occur when we reject the null hypothesis at either of the t i 's adjacent to t 0 . The probability of a mistake is bounded by 2(.025)=.05. Now consider the naive procedure that uses the rst set of consecutive points (starting from t 0 = 1) where the t-statistic is signi cant at the .025 level. We can calculate the probability of a mistake for the = 0 case directly as P (nonempty set) = P (maximum of 24 independent t-statistics is signi cant at = :025 level) = 1 ? (:975) 24 = :455. The naive method is thus wildly liberal in that the con dence set is nonempty 45.5% of the time when it would be advertised as having nonempty results only 5% of the time.
Moving to Case 2 with = 0:8, using the same naive procedure from the previous paragraph, a simulation of 1000 replications yielded a nonempty set 243 times or an estimated error rate of 24.3%. Other schemes can be constructed such as taking sets for which we get at least two consecutive signi cant t-tests. The latter also fails in the = 0:8 case yielding two or more consecutive test rejections in 8.2% of the replications. Now we turn to several alternatives where the mean function j is not exactly zero. The rst alternative pattern we call the \box" pattern because the means have a box shape: j = 0 for j = 5; : : :20 and j = 0 otherwise. Table 2 has results for the box pattern using 0 = 0:5 and 0 = 1:0. The second alternative pattern we call \sine" because j = 0 sin( (j ? 4:5)=16) for j = 5; : : :; 20 and j = 0 otherwise. The same 0 values were used for the sine pattern as were used for the box pattern. Independent ( = 0:0) and correlated ( = 0:8) data were used as in the null case discussed above.
The \Proportion Non-empty" column of Table 2 reports the proportion of cases where the t-statistic rejects H 0i for at least one t i adjacent to t 0 . Of course for the \box" pattern there is no di erence between starting at t 0 = 12:5 and at t 0 = 7:5 since the true means are the same at both places. There is a large di erence for the \sine" pattern (0.94 compared to 0.52 and 0.84 compared to 0.43) since the means at t = 12 and t = 13 are higher than those at t = 7 and t = 8. This illustrates the advantage of having a good guess for t 0 .
Recall that the left endpoint of our interval is also a 97.5% upper con dence bound for the population onset value de ned by t in Section 4. The fth column in Table 2 is the proportion of left endpoints which were t = 1, 2, 3, or 4. These are \misses" in the sense that the left endpoint should never be lower than t = 5 because t = 5 is the rst nonzero population value where we obtain data. Similarly, the 6th column is the proportion of cases where the right endpoint is t = 21, 22, 23, or 24. The values in columns ve and six of Table 2 are bounded by .025 except for Sample size n = 30, k = 24 time points, 1000 replications. Based only on non-empty cases. Empty regions counted as length = 0.
random variation.
The \Aver. Onset" column of Table 2 reports the average values of the left endpoint of our 95% con dence region for all replications where a nonempty result occurred. Similarly the \Aver. Endpoint" is the average value of the right endpoint of our 95% region for all replications where a nonempty result occurred. These average onset and endpoint values should always be viewed in light of the proportion of nonempty replications. Thus the average onset value of 7.5 in Row 6 of Table 2 is the average over 520 nonempty results. It is a little hard to compare the average value 10.9 in the fth row with the value 7.5 in the sixth row because the result for the fth row is based on 940 ? 520 = 420 more intervals than for the sixth row. We can compare average lengths, however, by using 0 for the length of the empty sets: (940)(14:0 ? 10:9) + (60)(0)]=1000 = 2:9 for row ve versus (520)(8:9 ? 7:7) + (480)(0)]=1000 = 0:7 for row six. These average lengths appear in the last column of Table 2 Comparing Rows 1 and 2 of Table 2 is much easier because the j are both 0.5, and thus they have the same nonempty rate (0.94). The comparison of these two rows shows that starting our procedure at a t 0 in the middle of the region where j is positive (t 0 = 12:5) as compared to more to the left side (t 0 = 7:5) gives a longer average length, 4:5 versus 3:8, a better average right endpoint, 14.8 versus 10.1, but not as good an average left endpoint, 10.0 versus 6.1. Note that the starting point made little di erence when 0 = 1:0. The = 0:8 portion of the table indicates that the procedure works quite well for positively correlated data. This is important because repeated observations on the same individual are often positively correlated. The Proportion Non-empty columns are about the same for the = 0 and = 0:8 portions of Table 2 . This is as it should be because whether or not the interval is nonempty is determined by only the tests on each side of t 0 . It has nothing to do with the correlation structure. The positive correlation actually helps the procedure to estimate the onset and endpoint better. In all eight cases, the average estimated onset for the = 0:8 data is closer to the true value of 5 than for the = 0 data. Similarly, in all eight cases, the average estimated endpoint for the = 0:8 data is closer to the true value of 20 than for the = 0 data. For some cases, e.g., all the sine cases, the procedure is very conservative for the = 0 data. That is, the proportions of misses are very small. For these cases, the procedure is much less conservative for the = 0:8 data, with error rates on each end closer to the target value of .025. Thus, the con dence procedure appears to perform quite well for positively correlated data. This is achieved without any complicated modeling of the correlation structure. In fact there is no estimation of the correlations in our procedure.
Summary
In this paper we have presented very general methods for making inference about the onset and duration de ned by a population function such as a concentration curve or survival curve or the di erence between two such functions. The key features of the approach are Thus, the only way that an error can be made is if either j or j rejects. Therefore, P (error) P ( j or j rejects) 2 + 2 = ; because both H 0j and H 0j are true, and both tests are level-=2 tests.
Case 4, for some j 2 f2;:: : ; kg satisfying t 0 < t j , g(t j ) , and g(t i ) > for all i = 1; : : : ; j ? 1 Case 5, for some j 2 f1;:: : ; k ? 1g satisfying t 0 > t j , g(t j ) , and g(t i ) > for all i = j + 1; : : : ; k: These two cases are similar. We will only prove the rst. By Assumption 1, g(t) > for all t in t 1 t t j ?1 . If j accepts, then U t j ?1 and either no con dence statement is made or the con dence statement is correct. Thus, the only way that an error can be made is if j rejects. Therefore, P (error) P ( j rejects) =2, because H 0j is true and j is a level-=2 test.
These ve cases exhaust all the possibilities. Therefore, in all cases, the error bound (1) is true.
2
Proof of (2).
Case 1, g(t 0 ) : If t 0 accepts H 0t 0 , then no con dence statement is made. So, the only way that an error can be made is if t 0 rejects H 0t 0 . But, then P (error) = P ( t 0 rejects) =2, because t 0 is a level-=2 test of H 0t 0 and H 0t 0 is true.
Case 2, g(t 0 ) > : By the continuity Assumption 2, there is an open interval (t ; t ) containing t 0 on which g(t) > . The endpoints t and t are de ned in (3) and (4). If t = ?1 or t = 1 or both, then (2) is bounded above by =2 or 0, as in Cases 1, 4, or 5 in the proof of (1). We will consider only the case ?1 < t < t < 1. By Assumption 2, g(t ) = = g(t ). If t and t both accept, then either no con dence statement is made (if t 0 accepts) or the interval I is a subset of the open interval (t ; t ). If the con dence statement is made, it is correct because g(t) > for all t in t < t < t . Thus, the only way that an error can be made is if either t or t rejects. Therefore, P (error) P ( t or t rejects) 2 + 2 = ; because both H 0t and H 0t are true, and both tests are level-=2 tests.
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