1. Introduction {#s000005}
===============

We consider error-correcting block codes in Hamming space (we refer to [@br000050] for an introduction) and a generalization, ordered codes, which were introduced by Rosenbloom and Tsfasman as "codes for the $m$-metric" in [@br000070]. Let the set $A$ be an alphabet with $\left| A \right| = q \geq 2$ elements. Typically we will use $A = \mathbb{Z}_{q}$, the set of integers modulo $q \geq 2$, or $A = \mathbb{F}_{q}$, the Galois field of order $q$. An ordered code $C$ of length $s$ and depth $l$ over the alphabet $A$ is a subset of $\left( A^{l} \right)^{s}$.

For "blocks" $u = \left( u_{1},\ldots,u_{l} \right),v = \left( v_{1},\ldots,v_{l} \right) \in A^{l}$, we define their ordered distance to be $h\left( u,v \right) ≔ \max\left\{ 1 \leq i \leq l:u_{i} \neq v_{i} \right\}$, where $\max\operatorname{0\not{}} ≔ 0$. Based thereupon, the type distance $d\left( x,y \right) ≔ e$ of $x = \left( x_{1},\ldots,x_{s} \right),y = \left( y_{1},\ldots,y_{s} \right) \in \left( A^{l} \right)^{s}$ is defined to be the tuple $e = \left( e_{0},e_{1},\ldots,e_{l} \right) \in \mathbb{N}_{0}^{\{ 0,\ldots,l\}}$, where $e_{\nu} ≔ \left| \left\{ 1 \leq i \leq s:h\left( x_{i},y_{i} \right) = \nu \right\} \right|$ counts the number of blocks at ordered distance $\nu$. Clearly, for depth $l = 1$, the type distance is equivalent to the Hamming distance and we have the case of codes in Hamming space.

The set of all possible types, i.e. all elements of $\mathbb{N}_{0}^{\{ 0,\ldots,l\}}$ that sum up to $s$, will be denoted by $T^{s,l}$, and the type distribution of $C$ is meant to be the tuple $\left( \alpha_{e} \right) \in \mathbb{Q}^{T^{s,l}}$, where $\alpha_{e} ≔ \frac{1}{\left| C \right|}\left| \left\{ \left( x,y \right) \in C^{2}:d\left( x,y \right) = e \right\} \right|$. By ${si}\left( e \right) = \sum_{i = 1}^{l}ie_{i}$ and ${br}\left( e \right) = \sum_{i = 1}^{l}e_{i}$, we will refer to the size and breadth of a type $e$, respectively. The largest $d \in \left\{ 1,\ldots,sl + 1 \right\}$ such that $\alpha_{e} = 0$ for all types with $1 \leq {si}\left( e \right) \leq d - 1$ is called the minimum distance of the code. A fundamental problem of coding theory is to determine the maximum number $\left| C \right|$ of possible codewords given a minimum distance $d$. Considering the Bose--Mesner algebra of the Hamming association scheme and the type distribution of a code (for $l = 1$), Delsarte [@br000020] establishes one of the strongest general bounds on the number of codewords using linear programming (LP). Martin and Stinson [@br000055] use Delsarte's approach to extend this bound for ordered codes. These generalized codes are of interest especially in the context of quasi-Monte Carlo methods, as the duality of codes and orthogonal arrays (cf. [@br000045]) extends to a duality of ordered codes and $\left( t,m,s \right)$-nets, which are low discrepancy point sets in the $s$-dimensional unit cube [@br000060; @br000065].

Schrijver [@br000075] focuses his attention to the distribution of triples of codewords of a binary code and uses it to establish a bound based on semidefinite programming (SDP) which strengthens the LP bound.

In order to establish the general framework of a triple distribution for ordered codes, we start by defining the ordered distance of the blocks $u,v,w \in A^{l}$ to be the triple $h\left( u,v,w \right) ≔ \left( \, h\left( u,v \right),h\left( u,w \right),h\left( v,w \right) \right) \in R_{q,l}$, where obviously $$R_{q,l} ≔ \left\{ \left( r_{1},r_{2},r_{3} \right) \in \left\{ 0,1,\ldots,l \right\}^{3}:\left| \left\{ 1 \leq i \leq 3:\max\left\{ r_{1},r_{2},r_{3} \right\} = r_{i} \right\} \right| \geq 2 \right\}$$ for $q \geq 3$ and $R_{2,l} ≔ R_{3,l} \smallsetminus \bigcup_{t = 1}^{l}\left\{ \left( t,t,t \right) \right\}$. The "triple distance" $d\left( x,y,z \right) ≔ \delta$ of $x,y,z \in \left( A^{l} \right)^{s}$ is the tuple $\delta \in \mathbb{N}_{0}^{R_{q,l}}$ with $$\delta_{(r_{1},r_{2},r_{3})} ≔ \left| \left\{ 1 \leq i \leq s:h\left( x_{i},y_{i},z_{i} \right) = \left( r_{1},r_{2},r_{3} \right) \right\} \right|$$ for all $\left( r_{1},r_{2},r_{3} \right) \in R_{q,l}$. Clearly, $\sum_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\delta_{(r_{1},r_{2},r_{3})} = s$. We denote the set of all tuples in $\mathbb{N}_{0}^{R_{q,l}}$ that sum up to $s$ by $I\left( q,s,l \right)$ and define the "triple distribution" of $C$ to be the tuple $\left( \beta_{\delta} \right) \in \mathbb{Q}^{I{(q,s,l)}}$, where $\beta_{\delta} ≔ \frac{1}{\left| C \right|}\left| \left\{ \left( x,y,z \right) \in C^{3}:d\left( x,y,z \right) = \delta \right\} \right|$. As $$\left| R_{q,l} \right| = \begin{cases}
{\frac{l}{2}\left( 3l + 5 \right) + 1} & {\text{for~}q \geq 3\text{,}} \\
{\frac{3}{2}l\left( l + 1 \right) + 1} & {\text{for~}q = 2\text{,}} \\
\end{cases}$$ and $\left| I\left( q,s,l \right) \right| = \left| \left\{ \left( n_{1},\ldots,n_{{|R_{q,l}|} - 1} \right) \in \mathbb{N}_{0}^{{|R_{q,l}|} - 1}:n_{1} + \cdots + n_{{|R_{q,l}|} - 1} \leq s \right\} \right|$, we have $$\left| I\left( q,s,l \right) \right| = \begin{cases}
\begin{pmatrix}
{s + \frac{l}{2}\left( 3l + 5 \right)} \\
{\frac{l}{2}\left( 3l + 5 \right)} \\
\end{pmatrix} & {\text{for~}q \geq 3\text{,}} \\
\begin{pmatrix}
{s + \frac{3}{2}l\left( l + 1 \right)} \\
{\frac{3}{2}l\left( l + 1 \right)} \\
\end{pmatrix} & {\text{for~}q = 2\text{.}} \\
\end{cases}$$

Before considering the triple distribution of a code more closely which leads to the desired generalization of the SDP bound for ordered codes (Section [3](#s000025){ref-type="sec"}) as well as a new LP bound (Section [6](#s000050){ref-type="sec"}), we study the symmetry groups of the above defined distances in the next section.

2. The symmetry group of the type distance {#s000010}
==========================================

Let the alphabet $A = \mathbb{Z}_{q}$ be given. We define ${Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$ to be the symmetry group of the type distance, i.e. the set of all permutations $\varphi$ of $\left( \mathbb{Z}_{q}^{l} \right)^{s}$ with $d\left( \varphi\left( x \right),\varphi\left( y \right) \right) = d\left( x,y \right)$ for all $x,y \in \left( \mathbb{Z}_{q}^{l} \right)^{s}$. By ${Aut}_{\mathbf{0}}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) ≔ \left\{ \sigma \in {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right):\sigma\left( \mathbf{0} \right) = \mathbf{0} \right\}$ we refer to its subgroup fixing $\mathbf{0} ≔ \left( \left( 0,\ldots,0 \right),\ldots,\left( 0,\ldots,0 \right) \right) \in \left( \mathbb{Z}_{q}^{l} \right)^{s}$.

We start by considering ${Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{1} \right) = {Aut}\left( \mathbb{Z}_{q}^{l} \right)$, canonically identifying $\left( \mathbb{Z}_{q}^{l} \right)^{1}$ with $\mathbb{Z}_{q}^{l}$. We define $$F_{u_{1},\ldots,u_{t}} ≔ \left\{ v = \left( v_{1},\ldots,v_{l} \right) \in \mathbb{Z}_{q}^{l}:v_{l + 1 - k} = u_{k}\text{~for~all~}1 \leq k \leq t \right\}\text{.}$$ If $\rho \in {Aut}\left( \mathbb{Z}_{q}^{l} \right)$, then $\rho$ permutes the $\left( F_{u_{1}} \right)_{u_{1} \in \mathbb{Z}_{q}}$, so there is a permutation $\alpha$ of $\mathbb{Z}_{q}$ such that $\rho\left( F_{u_{1}} \right) = F_{\alpha{(u_{1})}}$ for all $u_{1} \in \mathbb{Z}_{q}$. Next the $\left( F_{u_{1},u_{2}} \right)_{u_{2} \in \mathbb{Z}_{q}}$ must be mapped bijectively onto the $\left( F_{\alpha{(u_{1})},u_{2}} \right)_{u_{2} \in \mathbb{Z}_{q}}$ for every $u_{1} \in \mathbb{Z}_{q}$. So there are permutations $\left( \alpha_{u_{1}} \right)_{u_{1} \in \mathbb{Z}_{q}}$ of $\mathbb{Z}_{q}$ such that $\rho\left( F_{u_{1},u_{2}} \right) = F_{\alpha{(u_{1})},\alpha_{u_{1}}{(u_{2})}}$. Continuing in his fashion we finally arrive at $$\rho\left( F_{u_{1},u_{2},\ldots,u_{l}} \right) = F_{\alpha{(u_{1})},\alpha_{u_{1}}{(u_{2})},\ldots,\alpha_{u_{1},\ldots,u_{l - 1}}{(u_{l})}}\text{.}$$

On the other hand, if $\alpha,\left( \alpha_{u_{1}} \right)_{u_{1} \in \mathbb{Z}_{q}},\ldots,\left( \alpha_{u_{1},\ldots,u_{l - 1}} \right)_{u_{1},\ldots,u_{l - 1} \in \mathbb{Z}_{q}}$ are given permutations of $\mathbb{Z}_{q}$, then the mapping $\rho$ defined by $$\rho\left( u_{l},\ldots,u_{2},u_{1} \right) ≔ \left( \alpha_{u_{1},\ldots,u_{l - 1}}\left( u_{l} \right),\ldots,\alpha_{u_{1}}\left( u_{2} \right),\alpha\left( u_{1} \right) \right)$$ clearly is in ${Aut}\left( \mathbb{Z}_{q}^{l} \right)$. We have seen the following

Proposition 2.1*In terms of the wreath product,*$${Aut}\left( \mathbb{Z}_{q}^{l} \right) = S_{q}^{1} \wr \cdots \wr S_{q}^{l}\text{,}$$*where* $S_{q}^{1} = \cdots = S_{q}^{l}$ *denotes the symmetric group on* $\mathbb{Z}_{q}$ *. In particular,*$$\left| {Aut}\left( \mathbb{Z}_{q}^{l} \right) \right| = \left( q! \right)^{\frac{q^{l} - 1}{q - 1}}\text{.}$$

Respecting the fact that $\rho \in {Aut}\left( \mathbb{Z}_{q}^{l} \right)$ fixes $\mathbf{0}$ if and only if $\rho$ fixes $F_{0},F_{0,0},\ldots,F_{0,0,\ldots,0}$ or, equivalently, if $\alpha,\alpha_{0},\ldots,\alpha_{0,\ldots,0}$ fix 0, we get $$\left| {Aut}_{\mathbf{0}}\left( \mathbb{Z}_{q}^{l} \right) \right| = \left( \left( q - 1 \right)! \right)^{l}\left( q! \right)^{\frac{q^{l} - 1}{q - 1} - l}\text{.}$$

Let us now consider the general case of ${Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$:

Theorem 2.2${Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$ *consists of all mappings of the form*$$\varphi\left( v_{1},\ldots,v_{s} \right) = \left( \rho_{1}\left( v_{\beta{(1)}} \right),\ldots,\rho_{s}\left( v_{\beta{(s)}} \right) \right)\text{,}$$*where* $\beta$ *is a permutation of* $\left\{ 1,\ldots,s \right\}$ *and* $\rho_{1},\ldots,\rho_{s} \in {Aut}\left( \mathbb{Z}_{q}^{l} \right)$ *. Thus, if* $S_{s}$ *denotes the symmetric group on* $\left\{ 1,\ldots,s \right\}$*, then*$${Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) = {Aut}\left( \mathbb{Z}_{q}^{l} \right) \wr S_{s} = S_{q}^{1} \wr \cdots \wr S_{q}^{l} \wr S_{s}\text{.}$$*In particular,* $\left| {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) \right| = s!\left( q! \right)^{s\frac{q^{l} - 1}{q - 1}}$*.*

The following proof is based on a remark of one of the referees of this paper. It simplifies the lengthier original proof (which makes use of the orbit lemma) we gave.

Proof of TheoremWe will use the notation $$A_{i}^{(v_{1},\ldots,v_{i - 1},v_{i + 1},\ldots,v_{s})} ≔ \left\{ \left( v_{1},\ldots,v_{i - 1},v_{i},v_{i + 1},\ldots,v_{s} \right):v_{i} \in \mathbb{Z}_{q}^{l} \right\}\text{.}$$ An automorphism $\varphi \in {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$ maps a given set $A_{i}^{(v_{1},\ldots,v_{i - 1},v_{i + 1},\ldots,v_{s})},1 \leq i \leq s$ and $v_{1},\ldots,v_{s} \in \mathbb{Z}_{q}^{l}$, onto a set $A_{j}^{(w_{1},\ldots,w_{j - 1},w_{j + 1},\ldots,w_{s})}$ with $1 \leq j \leq s$ and $w_{1},\ldots,w_{s} \in \mathbb{Z}_{q}^{l}$. It is not hard to see that $j$ only depends on $i$ (consider $A_{i}^{(v_{1},\ldots,v_{l})} \neq A_{i}^{({\widetilde{v}}_{1},\ldots,{\widetilde{v}}_{l})}$ and compare ${br}\left( d\left( x,y \right) \right)$ with ${br}\left( d\left( \varphi\left( x \right),\varphi\left( y \right) \right) \right)$ for all $\left( x,y \right) \in A_{i}^{(v_{1},\ldots,v_{l})} \times A_{i}^{({\widetilde{v}}_{1},\ldots,{\widetilde{v}}_{l})}$), thus we can define a function $\left. \widetilde{\beta}:\left\{ 1,\ldots,s \right\}\rightarrow\left\{ 1,\ldots,s \right\} \right.$ by $\widetilde{\beta}\left( i \right) ≔ j$. Similarly one sees that $\widetilde{\beta}$ is in fact a permutation of $\left\{ 1,\ldots,s \right\}$. Furthermore, if $\varphi\left( \left( v_{1},\ldots,v_{s} \right) \right) = \left( w_{1},\ldots,w_{s} \right)$ and $\varphi\left( \left( {\widetilde{v}}_{1},\ldots,{\widetilde{v}}_{s} \right) \right) = \left( {\widetilde{w}}_{1},\ldots,{\widetilde{w}}_{s} \right)$, then $v_{i} = \widetilde{v_{i}}$ implies $w_{\widetilde{\beta}{(i)}} = {\widetilde{w}}_{\widetilde{\beta}{(i)}}$. This allows to define a mapping $\left. \vartheta_{i}:\mathbb{Z}_{q}^{l}\rightarrow\mathbb{Z}_{q}^{l} \right.$ by $\vartheta_{i}\left( v_{i} \right) ≔ w_{\widetilde{\beta}{(i)}}$ for every $i \in \left\{ 1,\ldots,s \right\}$. Clearly $\vartheta_{i} \in {Aut}\left( \mathbb{Z}_{q}^{l} \right)$, and so $\varphi\left( v_{1},\ldots,v_{s} \right) = \left( \vartheta_{\beta{(1)}}\left( v_{\beta{(1)}} \right),\ldots,\vartheta_{\beta{(s)}}\left( v_{\beta{(s)}} \right) \right)$, where $\beta ≔ {\widetilde{\beta}}^{- 1}$, which proves the theorem. □

Corollary 2.3${Aut}_{\mathbf{0}}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) = {Aut}_{\mathbf{0}}\left( \mathbb{Z}_{q}^{l} \right) \wr S_{s}$*, and consequently*$$\left| {Aut}_{\mathbf{0}}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) \right| = s!\left( q! \right)^{s{(\frac{q^{l} - 1}{q - 1} - l)}}\left( \left( q - 1 \right)! \right)^{sl}\text{.}$$*Moreover,* $\left| \left\{ \sigma \in {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right):\sigma\left( c \right) = d \right\} \right| = \left| {Aut}_{\mathbf{0}}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) \right|$ *for any* $c,d \in \left( \mathbb{Z}_{q}^{l} \right)^{s}$*.*

Orbits under the action of ${Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$ {#s000015}
--------------------------------------------------------------------------------------

Proposition 2.4*The orbits of* $\left( \mathbb{Z}_{q}^{l} \right)^{s} \times \left( \mathbb{Z}_{q}^{l} \right)^{s}$ *under the action of* ${Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$ *are formed by the sets* $A_{e} ≔ \left\{ \left( x,y \right):x,y \in \left( \mathbb{Z}_{q}^{l} \right)^{s},d\left( x,y \right) = e \right\},e \in T^{s,l}$*.*

ProofLet $O_{(x,y)}$ denote the orbit of $\left( x,y \right)$ and $d\left( x,y \right) = e = \left( e_{0},\ldots,e_{l} \right)$. We show that $A_{e} \subset O_{(x,y)}$. Let $\left( x^{\prime},y^{\prime} \right) \in A_{e}$ and $x = \left( v_{1},\ldots,v_{s} \right),x^{\prime} = \left( v_{1}^{\prime},\ldots,v_{s}^{\prime} \right),y = \left( w_{1},\ldots,w_{s} \right),y^{\prime} = \left( w_{1}^{\prime},\ldots,w_{s}^{\prime} \right)$. Further on let $E_{j} ≔ \left\{ 1 \leq k \leq s:h\left( v_{k},w_{k} \right) = j \right\}$ and $E_{j}^{\prime} ≔ \left\{ 1 \leq k \leq s:h\left( v_{k}^{\prime},w_{k}^{\prime} \right) = j \right\}$. We choose $\beta$ to be a permutation of $\left\{ 1,\ldots,s \right\}$ such that $\beta\left( E_{j}^{\prime} \right) = E_{j}$ for every $0 \leq j \leq l$. We consider $k \in E_{j}$. Assuming without loss of generality that $j > 0$ and setting $t ≔ l + 1 - j$, we get a representation $$\left\{ v_{\beta{(k)}} \right\} = F_{u_{1},\ldots,u_{t - 1},u_{t},\ldots,u_{l}}\qquad\left\{ v_{k}^{\prime} \right\} = F_{u_{1}^{\prime},\ldots,u_{t - 1}^{\prime},u_{t}^{\prime},\ldots,u_{l}^{\prime}}$$$$\left\{ w_{\beta{(k)}} \right\} = F_{{\widetilde{u}}_{1},\ldots,{\widetilde{u}}_{t - 1},{\widetilde{u}}_{t},\ldots,{\widetilde{u}}_{l}}\qquad\left\{ w_{k}^{\prime} \right\} = F_{{\widetilde{u}}_{1}^{\prime},\ldots,{\widetilde{u}}_{t - 1}^{\prime},{\widetilde{u}}_{t}^{\prime},\ldots,{\widetilde{u}}_{l}^{\prime}}$$ with $u_{i} = {\widetilde{u}}_{i},u_{i}^{\prime} = {\widetilde{u}}_{i}^{\prime}$ for $1 \leq i < t$ and $u_{t} \neq {\widetilde{u}}_{t},u_{t}^{\prime} \neq {\widetilde{u}}_{t}^{\prime}$. Choosing $\alpha_{(\ldots)}^{(k)}$ to be arbitrary permutations of $\mathbb{Z}_{q}$ such that $\alpha_{u_{1},\ldots,u_{i - 1}}^{(k)}\left( u_{i} \right) = u_{i}^{\prime}$ and $\alpha_{{\widetilde{u}}_{1},\ldots,{\widetilde{u}}_{i - 1}}^{(k)}\left( {\widetilde{u}}_{i} \right) = {\widetilde{u}}_{i}^{\prime}$ for $1 \leq i \leq l$, we see that $\rho_{k} \in {Aut}\left( \mathbb{Z}_{q}^{l} \right)$ defined by $$\rho_{k}\left( u_{l},\ldots,u_{2},u_{1} \right) = \left( \alpha_{u_{1},\ldots,u_{l - 1}}^{(k)}\left( u_{l} \right),\ldots,\alpha_{u_{1}}^{(k)}\left( u_{2} \right),\alpha^{(k)}\left( u_{1} \right) \right)$$ satisfies $\rho_{k}\left( v_{\beta{(k)}} \right) = v_{k}^{\prime}$, $\rho_{k}\left( w_{\beta{(k)}} \right) = w_{k}^{\prime}$. Finally, $\varphi \in {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$ defined by [(3)](#fd000055){ref-type="disp-formula"} shows that $\left( x^{\prime},y^{\prime} \right)$ belongs to the orbit. □

Analogously, one can see the following

Proposition 2.5*The orbits of* $\left( \mathbb{Z}_{q}^{l} \right)^{s} \times \left( \mathbb{Z}_{q}^{l} \right)^{s} \times \left( \mathbb{Z}_{q}^{l} \right)^{s}$ *under the action of* ${Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$ *are the sets* $X_{\delta} = X_{\delta}^{q,s,l} ≔ \left\{ \left( x,y,z \right) \in \left( \mathbb{Z}_{q}^{l} \right)^{s} \times \left( \mathbb{Z}_{q}^{l} \right)^{s} \times \left( \mathbb{Z}_{q}^{l} \right)^{s}:d\left( x,y,z \right) = \delta \right\},\delta \in I\left( q,s,l \right)$*.*

The matrix algebras $\mathcal{B}_{q,s,l}$ and $\mathcal{A}_{q,s,l}$ {#s000020}
-------------------------------------------------------------------

For finite sets $A,B$ we will consider the Hilbert space $\mathbb{C}\left( A,B \right)$ of complex $A \times B$-matrices with inner product $$\left\langle M \middle| N \right\rangle ≔ \sum\limits_{x \in A,y \in B}\overline{\left( M \right)_{x,y}}\left( N \right)_{x,y}\text{,}$$ where $\overline{\,.\,}$ denotes complex conjugation. By $M^{\ast}$ we mean the adjoint matrix of $M$, i.e. the $B \times A$-matrix defined by $\left( M^{\ast} \right)_{y,x} ≔ \overline{\left( M \right)_{x,y}}$. Unless stated otherwise, we will consider matrices in $\mathbb{C}_{q}^{l,s} ≔ \mathbb{C}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s},\left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$. Let $\sigma$ be a permutation of $\left( \mathbb{Z}_{q}^{l} \right)^{s}$ and $P_{\sigma}$ be the matrix defined by $$\left( P_{\sigma} \right)_{x,y} ≔ \begin{cases}
1 & {\text{if~}\sigma\left( y \right) = x\text{,}} \\
0 & \text{otherwise~.} \\
\end{cases}$$ Clearly, for any matrix $A$, we have $P_{\sigma}^{- 1}AP_{\sigma} = A$ if and only if $\left( A \right)_{x,y} = \left( A \right)_{\sigma{(x)},\sigma{(y)}}$ for all $x,y \in \left( \mathbb{Z}_{q}^{l} \right)^{s}$. If this is the case, we call $A$ invariant under the permutation $\sigma$ of the rows and columns.

Definition 2.6By $\mathcal{B}_{q,s,l}$ we refer to the set matrices that are invariant under all permutations $\rho \in {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$ of the rows and columns. Similarly, we define $\mathcal{A}_{q,s,l}$ to be the set of matrices that are invariant with respect to ${Aut}_{\mathbf{0}}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$.

Obviously, $\mathcal{B}_{q,s,l} \subset \mathcal{A}_{q,s,l}$.

Lemma 2.7$$\mathcal{B}_{q,s,l} = \left\{ \sum\limits_{e \in T^{s,l}}x_{e}W_{e}:x_{e} \in \mathbb{C} \right\}\text{,}$$*where the matrices* $W_{e},e \in T^{s,l}$*, are given by*$$\left( W_{e} \right)_{x,y} ≔ \begin{cases}
1 & {\text{if~}d\left( x,y \right) = e\text{,}} \\
0 & \text{otherwise~.} \\
\end{cases}$$

Proof$\sum_{e \in T^{s,l}}x_{e}W_{e}$ is invariant as every matrix $W_{e}$ has this property. On the other hand, let $B \in \mathcal{B}_{q,s,l}$. For every $e \in T^{s,l}$ we choose $x_{e}$ such that $\left( \mathbf{0},x_{e} \right) \in A_{e}$. Using [Proposition 2.4](#e000025){ref-type="statement"}, we conclude that $B = \sum_{e \in T^{s,l}}\left( B \right)_{\mathbf{0},x_{e}}W_{e}$. □

Analogously, one shows the following

Lemma 2.8$$\mathcal{A}_{q,s,l} = \left\{ \sum\limits_{\delta \in I{(q,s,l)}}x_{\delta}M_{\delta}:x_{\delta} \in \mathbb{C} \right\}\text{,}$$*where the matrices* $M_{\delta} = M_{\delta}^{q,s,l},\delta \in I\left( q,s,l \right)$*, are defined by*$$\left( M_{\delta} \right)_{x,y} ≔ \begin{cases}
1 & {\text{if~}d\left( \mathbf{0},x,y \right) = \delta\text{,}} \\
0 & \text{otherwise~.} \\
\end{cases}$$

In particular, $A = \sum_{\delta \in I{(q,s,l)}}\left( A \right)_{x_{\delta},y_{\delta}}M_{\delta}$ for any $A \in \mathcal{A}_{q,s,l}$, where $x_{\delta},y_{\delta}$ satisfy $d\left( \mathbf{0},x_{\delta},y_{\delta} \right) = \delta$ for every $\delta \in I\left( q,s,l \right)$.

3. A semidefinite programming bound for ordered codes {#s000025}
=====================================================

Let $C \subset \left( \mathbb{Z}_{q}^{l} \right)^{s}$ be an ordered code with minimum distance $d$. We define matrices $M^{\prime}$ and $M^{''}$ by $$M^{\prime} ≔ \left| {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) \right|^{- 1}\sum\limits_{\frac{\sigma \in {Aut}{({(\mathbb{Z}_{q}^{l})}^{s})}}{\mathbf{0} \in \sigma{(C)}}}N_{\sigma{(C)}}\text{,}$$$$M^{''} ≔ \left| {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) \right|^{- 1}\sum\limits_{\frac{\sigma \in {Aut}{({(\mathbb{Z}_{q}^{l})}^{s})}}{\mathbf{0} \notin \sigma{(C)}}}N_{\sigma{(C)}}\text{,}$$ where, for any $D \subset \left( \mathbb{Z}_{q}^{l} \right)^{s},N_{D}$ is defined by $$\left( N_{D} \right)_{x,y} ≔ \begin{cases}
1 & {\text{if~}x,y \in D\text{,}} \\
0 & \text{otherwise~.} \\
\end{cases}$$ As $N_{D} = \chi_{D}\chi_{D}^{\ast}$ with $\chi_{D}$ being the $\left( \mathbb{Z}_{q}^{l} \right)^{s} \times 1$-matrix given by $$\left( \chi_{D} \right)_{x,1} ≔ \begin{cases}
1 & {\text{if~}x \in D\text{,}} \\
0 & \text{otherwise~,} \\
\end{cases}$$ we see that $\left\langle N_{D}z \middle| z \right\rangle = \left\langle \chi_{D}\chi_{D}^{\ast}z \middle| z \right\rangle = \left\langle \chi_{D}^{\ast}z \middle| \chi_{D}^{\ast}z \right\rangle \geq 0$ for every $z \in \mathbb{C}^{{(\mathbb{Z}_{q}^{l})}^{s}}$. Thus, $N_{D}$ is positive semidefinite, which yields the following

Remark 3.1The matrices $M^{\prime}$ and $M^{''}$ are positive semidefinite.

Lemma 3.2*The matrices* $M^{\prime}$ *and* $M^{''}$ *are invariant with respect to* ${Aut}_{\mathbf{0}}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$*, i.e.* $M^{\prime},M^{''} \in \mathcal{A}_{q,s,l}$ *. The matrix*$$M ≔ M^{\prime} + M^{''} = \left| {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) \right|^{- 1}\sum\limits_{\sigma \in {Aut}{({(\mathbb{Z}_{q}^{l})}^{s})}}N_{\sigma{(C)}}$$*is invariant with respect to* ${Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right)$*, i.e.* $M \in \mathcal{B}_{q,s,l}$*.*

ProofTo see this for $M^{\prime}$, we remark that $\left. \sigma\mapsto\rho^{- 1} \circ \sigma \right.$ is a permutation of $\left\{ \sigma \in {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right):\mathbf{0} \in \sigma\left( C \right) \right\}$, so $$\sum\limits_{\frac{\sigma \in {Aut}{({(\mathbb{Z}_{q}^{l})}^{s})}}{\mathbf{0} \in \sigma{(C)}}}\left( N_{\sigma{(C)}} \right)_{\rho{(x)},\rho{(y)}} = \sum\limits_{\frac{\sigma \in {Aut}{({(\underset{q}{\overset{l}{\mathbb{Z}}})}^{s})}}{\mathbf{0} \in \sigma{(C)}}}\left( N_{{(\rho^{- 1} \circ \sigma)}{(C)}} \right)_{x,y} = \sum\limits_{\frac{\sigma \in {Aut}{({(\underset{q}{\overset{l}{\mathbb{Z}}})}^{s})}}{\mathbf{0} \in \sigma{(C)}}}\left( N_{\sigma{(C)}} \right)_{x,y}\text{.}$$ The proofs for $M^{''}$ and $M$ work similar. □

As $M^{\prime} \in \mathcal{A}_{q,s,l}$, there is a representation $M^{\prime} = \sum_{\delta \in I{(q,s,l)}}v_{\delta}M_{\delta}$ with some $v_{\delta} \in \mathbb{R}$. In fact, if $x,y \in \left( \mathbb{Z}_{q}^{l} \right)^{s}$ with $d\left( \mathbf{0},x,y \right) = \delta$, we conclude from [Proposition 2.5](#e000035){ref-type="statement"} that $v_{\delta} = \left( M^{\prime} \right)_{x,y} = \left| {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) \right|^{- 1}\left| \left\{ \sigma \in {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right):\left( \sigma\left( \mathbf{0} \right),\sigma\left( x \right),\sigma\left( y \right) \right) \in C \times C \times C \right\} \right| = \left| \left( C \times C \times C \right) \cap X_{\delta} \right|/\left| X_{\delta} \right|$. Analogously we see that $v_{\delta} \leq \left| {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right) \right|^{- 1}\left| \left\{ \sigma \in {Aut}\left( \left( \mathbb{Z}_{q}^{l} \right)^{s} \right):\left( \sigma\left( x \right),\sigma\left( y \right) \right) \in C \times C \right\} \right| = \left| \left( C \times C \right) \cap A_{e} \right|/\left| A_{e} \right|$, where $e ≔ d\left( x,y \right)$.

Proposition 3.3*The numbers* $\left( v_{\delta} \right)$ *satisfy*$$v_{\delta} = \frac{\left| C \right|\beta_{\delta}}{\left| X_{\delta} \right|} \leq \frac{\left| C \right|\alpha_{E{(\delta)}}}{\left| A_{E{(\delta)}} \right|}\text{,}$$ where $E\left( \delta \right) ≔ \left( e_{i} \right)_{i} \in T^{s,l}$ is defined by $$e_{i} ≔ \sum\limits_{\frac{r_{1},r_{2}}{{(r_{1},r_{2},i)} \in R_{q,l}}}\delta_{(r_{1},r_{2},i)}\text{.}$$

Obviously, $\left| \left\{ \left( v,w \right) \in \mathbb{Z}_{q}^{l} \times \mathbb{Z}_{q}^{l}:\left( r_{1},r_{2},r_{3} \right) = \left( h\left( \mathbf{0},v \right),h\left( \mathbf{0},w \right),h\left( v,w \right) \right) \right\} \right| = \zeta\left( r_{1},r_{2},r_{3} \right)$, where the function $\left. \zeta:R_{q,l}\rightarrow\mathbb{N}_{0} \right.$ is given by $$\zeta\left( r_{1},r_{2},r_{3} \right) ≔ \begin{cases}
1 & {\text{if~}r_{1} = r_{2} = r_{3} = 0\text{,}} \\
{\mu\left( r_{1} \right)^{2}\frac{q - 2}{q - 1}} & {\text{if~}r_{1} = r_{2} = r_{3} > 0\text{,}} \\
{\mu\left( \min\left\{ r_{1},r_{2},r_{3} \right\} \right)\mu\left( \max\left\{ r_{1},r_{2},r_{3} \right\} \right)} & \text{otherwise,} \\
\end{cases}$$ and $\left. \mu:\mathbb{N}_{0}\rightarrow\mathbb{N}_{0} \right.$ is defined by $$\mu\left( r \right) ≔ \begin{cases}
1 & {\text{if~}r = 0\text{,}} \\
{\left( q - 1 \right)q^{r - 1}} & \text{otherwise~.} \\
\end{cases}$$ From this, the next lemma follows immediately.

Lemma 3.4$$\left| X_{\delta} \right| = q^{sl}\left( \prod\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\zeta\left( r_{1},r_{2},r_{3} \right)^{\delta_{(r_{1},r_{2},r_{3})}} \right)\left( \frac{s}{\left( \delta_{r_{1},r_{2},r_{3}} \right)_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}} \right)\text{,}$$*where the third factor of the product is meant to be a multinomial coefficient.*

We observe that $$M = \sum\limits_{e \in T^{s,l}}\frac{\left| C \right|\alpha_{e}}{\left| A_{e} \right|}W_{e} = \sum\limits_{\delta \in I{(q,s,l)}}\frac{\left| C \right|\alpha_{E{(\delta)}}}{\left| A_{E{(\delta)}} \right|}M_{\delta}$$ and $\alpha_{e} = \beta_{\Delta{(e)}}$ as well as $A_{e} = X_{\Delta{(e)}}$ for any $e \in T^{s,l}$, where $\Delta\left( e \right) ≔ \delta \in I\left( q,s,l \right)$ is defined by $\delta_{(0,i,i)} ≔ e_{i}$ and $\delta_{(r_{1},r_{2},r_{3})} = 0$ for all other $\left( r_{1},r_{2},r_{3} \right) \in R_{q,l}$. Hence, $$M^{''} = \sum\limits_{\delta \in I{(q,s,l)}}\left( v_{\Delta{(E{(\delta)})}} - v_{\delta} \right)M_{\delta}\text{.}$$

Summing up yields the following

Theorem 3.5*The triple distribution* $\left( \beta_{\delta} \right)$ *of a code* $C$ *with minimum distance* $d$ *satisfies the following properties:*(i)$\sum_{e \in T^{s,l}}\beta_{\Delta{(e)}} = \left| C \right|$ *and* $\sum_{\delta \in I{(q,s,l)}}\beta_{\delta} = \left| C \right|^{2}$ *;*(ii)$\beta_{\delta} = \beta_{\delta^{\prime}}$ *if there is a permutation* $\kappa$ *of* $\left\{ 1,2,3 \right\}$ *such that*$$\delta_{(r_{\kappa{(1)}},r_{\kappa{(2)}},r_{\kappa{(3)}})}^{\prime} = \delta_{(r_{1},r_{2},r_{3})}\quad\text{for~all~}\left( r_{1},r_{2},r_{3} \right) \in R_{q,l}\text{;}$$(iii)$\beta_{\Delta{(\mathbf{0})}} = 1$ *;*(iv)$\beta_{\delta} \geq 0$ *and* $\beta_{\delta} = 0$ *if* $1 \leq {si}\left( E\left( \delta \right) \right) \leq d - 1$ *;*(v)$\beta_{\delta}/\left| X_{\delta} \right| \leq \beta_{\Delta{(E{(\delta)})}}/\left| X_{\Delta{(E{(\delta)})}} \right|$ *;*(vi)$\sum_{\delta \in I{(q,s,l)}}\left( \beta_{\delta}/\left| X_{\delta} \right| \right)M_{\delta}$ *is a positive semidefinite matrix;*(vii)$\sum_{\delta \in I{(q,s,l)}}\left( \beta_{\Delta{(E{(\delta)})}}/\left| X_{\Delta{(E{(\delta)})}} \right| - \beta_{\delta}/\left| X_{\delta} \right| \right)M_{\delta}$ *is a positive semidefinite matrix.*

The last two properties of the above theorem can be used to establish a bound on the number of codewords using semidefinite programming. For an introduction to semidefinite optimization we refer to [@br000080].

Theorem 3.6SDP Bound for Ordered Codes*Let* $C$ *be an ordered code of length* $s$ *and depth* $l$ *over* $\mathbb{Z}_{q}$ *with minimum distance* $d$ *. If* ${SDP}_{q,s,l,d}$ *is the optimal solution of the semidefinite programming problemthen the number of codewords is bounded above by* $\left| C \right| \leq {SDP}_{q,s,l,d}$*.*

The SDP bound compared to the LP bound {#s000030}
--------------------------------------

The linear programming bound for ordered codes was first derived by Martin and Stinson [@br000055] using association schemes. Bierbrauer [@br000015] gave an elementary approach defining generalized Krawtchouk polynomials $B_{f}\left( e \right)$ for $f,e \in T^{s,l}$ by $$B_{f}\left( e \right) ≔ q^{{si}{(f)} - {br}{(f)}}\prod\limits_{t = 1}^{l}\left( \sum\limits_{j_{t} = 0}^{f_{t}}\left( - 1 \right)^{j_{t}}\left( q - 1 \right)^{f_{t} - j_{t}}\left( \frac{e_{l + 1 - t}}{j_{t}} \right)\left( \frac{\sum\limits_{r = 0}^{l - t}e_{r} - \sum\limits_{r^{\prime} = t + 1}^{l}f_{r^{\prime}}}{f_{t} - j_{t}} \right) \right)\text{.}$$

Theorem 3.7[@br000055; @br000015]*Let* $C$ *be an ordered code of length* $s$ *and depth* $l$ *over* $\mathbb{Z}_{q}$ *with minimum distance* $d$ *. If* ${LP}_{q,s,l,d}$ *is the optimal solution of the linear programming problemthen the number of codewords is bounded above by* $\left| C \right| \leq {LP}_{q,s,l,d}$*.*

We are grateful to one of the referees for pointing out that, in this context, there is also another paper worth mentioning: Barg and Purkayastha [@br000005] consider generalized Krawtchouk polynomials and study some of their properties in order to establish a new asymptotic bound on ordered codes.

For $x = \left( x_{i,j} \right) ≔ \left( \left( x_{1,1},\ldots,x_{1,l} \right),\ldots,\left( x_{s,1},\ldots,x_{s,l} \right) \right),y = \left( y_{i,j} \right) \in \left( \mathbb{Z}_{q}^{l} \right)^{s}$ we define their product in $\mathbb{Z}_{q}$ by $$x \cdot y ≔ \sum\limits_{i = 1}^{s}\sum\limits_{j = 1}^{l}x_{i,j}y_{i,l + 1 - j}\text{.}$$ In what follows we make use of the following well-known property of group characters.

Remark 3.8Let $\left( H, + \right)$ be a finite group and $\chi$ be a group character of $\left( H, + \right)$ with respect to $\mathbb{C}$, i.e., a group-homomorphism from $\left( H, + \right)$ into the multiplicative group of $\mathbb{C}$. Then $$\sum\limits_{h \in H}\chi\left( h \right) = \begin{cases}
\left| H \right| & {\text{if~}\chi\text{~is~the~trivial~character~,}} \\
0 & \text{otherwise~.} \\
\end{cases}$$The trivial character is the character $\mathbf{1}$ with $\mathbf{1}\left( h \right) = 1$ for all $h \in H$.

Proposition 3.9*Let* $\chi$ *be a non-trivial character of the additive group* $\left( \mathbb{Z}_{q}, + \right)$ *and* $U \in \mathbb{C}_{q}^{l,s}$ *be the matrix defined by* $\left( U \right)_{x,y} ≔ q^{- \frac{sl}{2}}\chi\left( x \cdot y \right)$ *. Then* $U^{\ast}W_{e}U$ *is a diagonal matrix with* $\left( U^{\ast}W_{e}U \right)_{x,x} = B_{{type}{(x)}}\left( e \right)B_{e}\left( \mathbf{0} \right)/B_{{type}{(x)}}\left( \mathbf{0} \right)$*, where* ${type}\left( x \right) ≔ d\left( \mathbf{0},x \right)$*.*

Proof$\left( U^{\ast}W_{e}U \right)_{x,x} = B_{{type}{(x)}}\left( e \right)B_{e}\left( \mathbf{0} \right)/B_{{type}{(x)}}\left( \mathbf{0} \right)$ is shown in [@br000015]. Let now $x \neq y$. By an ideal of type $e = \left( e_{0},\ldots,e_{l} \right)$ we mean an $s$-tuple $\left( k_{1},\ldots,k_{s} \right)$ of non-negative integers such that $e_{t} = \left| \left\{ 1 \leq i \leq s:k_{i} = t \right\} \right|$ for all $0 \leq t \leq l$. Because $$\left( U^{\ast}W_{e}U \right)_{x,y} = q^{- sl}\sum\limits_{\frac{(k_{1},\ldots,k_{s})}{\text{ideal~of~type~}e}}\prod\limits_{\frac{1 \leq i \leq s}{1 \leq j \leq l}}\underset{≕ J_{i,j}}{\underset{︸}{\sum\limits_{v_{i,j} \in \mathbb{Z}_{q}}\sum\limits_{\ast}\chi\left( w_{i,j}y_{i,l + 1 - j} - v_{i,j}x_{i,l + 1 - j} \right)}}\text{,}$$ where the sum $\sum_{\ast}\left( \ldots \right)$ runs over $$w_{i,j}\begin{cases}
{= v_{i,j}} & {\text{if~}j > k_{i}\text{,}} \\
{\in \mathbb{Z}_{q} \smallsetminus \left\{ v_{i,j} \right\}} & {\text{if~}j = k_{i}\text{,}} \\
{\in \mathbb{Z}_{q}} & {\text{if~}j < k_{i}\text{,}} \\
\end{cases}$$ and as $J_{i,j} = 0$ if $x_{i,j} \neq y_{i,j}$ in any of these cases, we see that $\left( U^{\ast}W_{e}U \right)_{x,y} = 0$. □

Let now $\left( \beta_{\delta} \right)_{\delta \in I{(q,s,l)}}$ be a feasible solution of the SDP problem in [Theorem 3.6](#e000090){ref-type="statement"}. Consequently, $\sum_{e \in T^{s,l}}\beta_{\Delta{(e)}}/\left| X_{\Delta{(e)}} \right|W_{e}$ is a positive semidefinite matrix. As $\left| A_{e} \right| = q^{sl}B_{e}\left( \mathbf{0} \right)$, it follows from the previous proposition that $\sum_{e \in T^{s,l}}\beta_{\Delta{(e)}}B_{f}\left( e \right) \geq 0$ for every $f \in T^{s,l}$. We conclude that $\left| C \right| \leq {SDP}_{q,s,l,d} \leq {LP}_{q,s,l,d}$.

Proposition 3.10*The SDP bound for ordered codes is at least as strong as the LP bound for ordered codes.*

Block-diagonalizing $C^{\ast}$-algebras {#s000035}
---------------------------------------

The following theorem is an immediate consequence of a non-commutative spectral theorem by Barker et al. [@br000010]. To state it we need some notation: by $H_{p}$ we refer to the algebra of all complex $p \times p$-matrices, and by $H_{p}^{(k)}$ we denote the algebra of all complex $\left( pk \right) \times \left( pk \right)$-matrices of the form ${diag}\left( B,\ldots,B \right)$, where $B \in H_{p}$.

Theorem 3.11*Let* $W$ *be a finite dimensional inner product space over* $\mathbb{C}$ *and* $\mathcal{A}$ *be a* $C^{\ast}$*-subalgebra of* $\mathcal{L}\left( W \right)$*, the* $C^{\ast}$*-algebra of all (bounded) linear operators* $\left. T:W\rightarrow W \right.$ *. Then* $W$ *has an orthonormal basis* $\mathbf{B}_{W}$ *and there are integers* $p_{1},k_{1},\ldots,p_{n},k_{n},r \geq 0,n \in \mathbb{N}_{0}$*, such that*$$\left\{ \left\lbrack A \right\rbrack_{\mathbf{B}_{W}}:A \in \mathcal{A} \right\} = \left\{ {diag}\left( B_{1},\ldots,B_{n},\mathbf{0}_{r} \right):B_{i} \in H_{p_{i}}^{(k_{i})}\text{~for~}1 \leq i \leq n \right\}\text{,}$$*where* $\left\lbrack A \right\rbrack_{\mathbf{B}_{W}}$ *refers to the matrix representation of* $A$ *with respect to the basis* $\mathbf{B}_{W}$ *and* $\mathbf{0}_{r}$ *denotes the* $r \times r$*-matrix whose entries are all zero. Clearly,* $\dim\left( W \right) = r + \sum_{i = 1}^{n}p_{i}k_{i}$ *and* $\dim\left( \mathcal{A} \right) = \sum_{i = 1}^{n}p_{i}^{2}$*.*

We remark that $r = 0$ if $\mathcal{A}$ contains the identity operator $Id$ as ${rank}\left( {Id} \right) = \dim\left( W \right)$. Both, $\mathcal{B}_{q,s,l}$ as well as $\mathcal{A}_{q,s,l}$ are $C^{\ast}$-subalgebras of $\mathbb{C}_{q}^{l,s}$ containing the identity. In [Proposition 3.9](#e000105){ref-type="statement"} we have seen an explicit diagonalization of $\mathcal{B}_{q,s,l}$. In the case of depth $l = 1$, Schrijver [@br000075] gave an explicit block diagonalization of $\mathcal{A}_{q,s,1}$ for $q = 2$. This result was extended by Gijswijt et al. [@br000035; @br000025] for $q \geq 3$.

At the time when our research has been carried out, finding an explicit block diagonalization for depth $l \geq 2$ was still an open problem. We are grateful to one of the referees for pointing out that, meanwhile, Gijswijt [@br000030] has published an article on arXiv.org, in which he gives a computationally efficient block diagonalization of such algebras. As another referee remarks, we agree that in view of the computational complexity of the involved SDP problems we already have for depth $l = 1$ (Gijswijt et al. give tables with $s$-parameters up to $s = 26,16,12,11$ for $q = 2,3,4,5$, respectively), it cannot be expected that the bound is practically computable for interesting (possibly improvable) parameters of $\left( t,m,s \right)$-nets given the computational power of today's computer systems and SDP solvers. On the other hand, since the computational power of computer systems steadily increases, this could realistically be possible in a couple of years or--at least--decades.

In Section [6](#s000050){ref-type="sec"} we will present another bound based on the triple distribution using linear instead of semidefinite programming, with the advantage that this bound is much easier to compute. This approach is based on a MacWilliams-type identity for the triple distribution we derive in the next section.

4. A MacWilliams-type identity for the triple distribution {#s000040}
==========================================================

Let $C \subset \left( \mathbb{F}_{q}^{l} \right)^{s}$ be a linear ordered code over the finite field $\mathbb{F}_{q}$, i.e. $C$ is a linear subspace of $\left( \mathbb{F}_{q}^{l} \right)^{s}$, where addition and scalar multiplication are defined pointwise. The following lemma is an immediate consequence of the fact that $d\left( x,y,z \right) = d\left( x - x,y - x,z - x \right) = d\left( \mathbf{0},y - x,z - x \right)$ for $x,y,z \in \left( F_{q}^{l} \right)^{s}$.

Lemma 4.1*The triple distribution* $\left( \beta_{\delta} \right)_{\delta \in I{(q,s,l)}}$ *of a linear ordered code* $C$ *satisfies*$$\beta_{\delta} = \sum\limits_{\frac{y,z \in C}{d{(\mathbf{0},y,z)} = \delta}}1\text{.}$$

In what follows we make use of polynomials over $\mathbb{Q}$ in variables $Z_{(r_{1},r_{2},r_{3})},\left( r_{1},r_{2},r_{3} \right) \in R_{q,l}$, and refer to this ring of polynomials as $\mathbb{Q}\left\lbrack \left\{ Z_{(r_{1},r_{2},r_{3})}:\left( r_{1},r_{2},r_{3} \right) \in R_{q,l} \right\} \right\rbrack$. For $\delta \in I\left( q,s,l \right)$ and a tuple $p = \left( p_{(r_{1},r_{2},r_{3})} \right)_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}$ of polynomials $p_{(r_{1},r_{2},r_{3})}$ in this ring we define $p^{\delta}$ to be the polynomial $$p^{\delta} ≔ \prod\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\underset{(r_{1},r_{2},r_{3})}{\overset{\delta_{(r_{1},r_{2},r_{3})}}{p}}\text{,}$$ which is again in $\mathbb{Q}\left\lbrack \left\{ Z_{(r_{1},r_{2},r_{3})}:\left( r_{1},r_{2},r_{3} \right) \in R_{q,l} \right\} \right\rbrack$.

Definition 4.2We define the triple polynomial of a linear ordered code $C$ with triple distribution $\left( \beta_{\delta} \right)_{\delta \in I{(q,s,l)}}$ to be the polynomial $$W_{C}\left( Z \right) ≔ \sum\limits_{\delta \in I{(q,s,l)}}\beta_{\delta}Z^{\delta}\overset{\text{Lemma\ 4.1}}{=}\sum\limits_{y,z \in C}Z^{{type}{(y,z)}} \in \mathbb{Q}\left\lbrack \left\{ Z_{(r_{1},r_{2},r_{3})}:\left( r_{1},r_{2},r_{3} \right) \in R_{q,l} \right\} \right\rbrack\text{,}$$ where $Z = \left( Z_{(r_{1},r_{2},r_{3})} \right)_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}$ and ${type}\left( y,z \right) ≔ d\left( \mathbf{0},y,z \right)$.

In $\left( \mathbb{F}_{q}^{l} \right)^{s}$, an inner product is defined by [(4)](#fd000215){ref-type="disp-formula"}. The dual code $C^{\bot}$ of a linear ordered code $C$ is meant to be the orthogonal complement with respect to this inner product. We will show that the triple polynomial of $C^{\bot}$ is completely determined by the triple polynomial of $C$.

Let $\chi$ be a non-trivial character of the additive group $\left( \mathbb{F}_{q}, + \right)$. For $x,y \in \left( \mathbb{F}_{q}^{l} \right)^{s}$ we define $$g\left( x,y \right) ≔ \sum\limits_{v,w \in {(\mathbb{F}_{q}^{l})}^{s}}\chi\left( x \cdot v - y \cdot w \right)Z^{{type}{(v,w)}}\text{.}$$ On the one hand, $$\sum\limits_{x,y \in C}g\left( x,y \right) = \sum\limits_{v,w \in {(\underset{q}{\overset{l}{\mathbb{F}}})}^{s}}\underset{≕ A_{v,w}}{\underset{︸}{\left( \sum\limits_{x,y \in C}\chi\left( x \cdot v - y \cdot w \right) \right)}}Z^{{type}{(v,w)}}\text{.}$$ For $v,w \in C^{\bot}$ we get $A_{v,w} = \left| C \right|^{2}$. If $v \notin C^{\bot}$, then $$A_{v,w} = \sum\limits_{x,y \in C}\chi\left( x \cdot v \right)\chi\left( - y \cdot w \right) = \underset{= 0\text{(Remark\ 3.8)}}{\underset{︸}{\left( \sum\limits_{x \in C}\chi\left( x \cdot v \right) \right)}}\left( \sum\limits_{y \in C}\chi\left( - y \cdot w \right) \right)\text{,}$$ so $A_{v,w} = 0$. Similarly, $A_{v,w} = 0$ if $w \notin C^{\bot}$. Thus, we see that $$\sum\limits_{x,y \in C}g\left( x,y \right) = \left| C \right|^{2}\sum\limits_{v,w \in C^{\bot}}Z^{{type}{(v,w)}} = \left| C \right|^{2}W_{C^{\bot}}\left( Z \right)\text{.}$$

On the other hand, writing $x = \left( x_{1},\ldots,x_{s} \right)$ and $y = \left( y_{1},\ldots,y_{s} \right)$ we have $$g\left( x,y \right) = \sum\limits_{\frac{{(v_{1},\ldots,v_{s})},}{{(w_{1},\ldots,w_{s})} \in {(\mathbb{F}_{q}^{l})}^{s}}}\chi\left( x_{1} \cdot v_{1} - y_{1} \cdot w_{1} \right)Z^{{type}{(v_{1},w_{1})}}\cdots\chi\left( x_{s} \cdot v_{s} - y_{s} \cdot w_{s} \right)Z^{{type}{(v_{s},w_{s})}} = \prod\limits_{i = 1}^{s}\underset{≕ B_{i}}{\underset{︸}{\sum\limits_{v,w \in \underset{q}{\overset{l}{F}}}\chi\left( x_{i} \cdot v - y_{i} \cdot w \right)Z^{{type}{(v,w)}}}}\text{,}$$ where as for the inner product and ${type}\left( .\,,. \right)$ we identify elements of $F_{q}^{l}$ with elements of $\left( F_{q}^{l} \right)^{1}$ in the obvious way. We fix some $1 \leq i \leq s$ and consider $$B_{i} = \sum\limits_{\frac{{(v_{1},\ldots,v_{l})},}{{(w_{1},\ldots,w_{l})} \in \mathbb{F}_{q}^{l}}}\chi\left( x_{i} \cdot v - y_{i} \cdot w \right)Z^{{type}{(v,w)}} = \sum\limits_{v_{1},w_{1} \in \mathbb{F}_{q}}\cdots\sum\limits_{v_{l},w_{l} \in \mathbb{F}_{q}}\chi\left( x_{i,1}v_{l} - y_{i,1}w_{l} \right)\cdots\chi\left( x_{i,l}v_{1} - y_{i,l}w_{1} \right)Z_{(h{(\mathbf{0},v)},h{(\mathbf{0},w)},h{(v,w)})}\text{.}$$ Let $\left( {\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3} \right) ≔ {type}\left( x_{i},y_{i} \right)$; we denote the coefficient of $Z_{(r_{1},r_{2},r_{3})}$ in $B_{i}$ by $B_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}^{(r_{1},r_{2},r_{3})}$ for every $\left( r_{1},r_{2},r_{3} \right) \in R_{q,l}$.

We first consider the case that $r_{1} \neq r_{2}$. Then $$B_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}^{(r_{1},r_{2},r_{3})} = \underset{≕ \pi_{1}}{\underset{︸}{\prod\limits_{j = 1}^{l}\left( \sum\limits_{v_{j} \in V_{j}}\chi\left( x_{i,l + 1 - j}v_{j} \right) \right)}} \cdot \underset{≕ \pi_{2}}{\underset{︸}{\prod\limits_{j = 1}^{l}\left( \sum\limits_{w_{j} \in W_{j}}\chi\left( y_{i,l + 1 - j}w_{j} \right) \right)}}\text{,}$$ where $$V_{j} ≔ \begin{cases}
\left\{ 0 \right\} & {\text{if~}j > r_{1}\text{,}} \\
\mathbb{F}_{q} & {\text{if~}j < r_{1}\text{,}} \\
{\mathbb{F}_{q} \smallsetminus \left\{ 0 \right\}} & {\text{if~}j = r_{1}\text{,}} \\
\end{cases}\qquad W_{j} ≔ \begin{cases}
\left\{ 0 \right\} & {\text{if~}j > r_{2}\text{,}} \\
\mathbb{F}_{q} & {\text{if~}j < r_{2}\text{,}} \\
{\mathbb{F}_{q} \smallsetminus \left\{ 0 \right\}} & {\text{if~}j = r_{2}\text{.}} \\
\end{cases}$$ Using [Remark 3.8](#e000100){ref-type="statement"} we get $$\pi_{1} = \begin{cases}
0 & {\text{if~}r_{1} + \widetilde{r_{1}} > l + 1\text{,}} \\
{\left( - 1 \right)q^{r_{1} - 1}} & {\text{if~}r_{1} + \widetilde{r_{1}} = l + 1\text{,}} \\
{\rho\left( r_{1} - 1 \right)\eta\left( r_{1} \right)} & {\text{if~}r_{1} + \widetilde{r_{1}} < l + 1\text{,}} \\
\end{cases}$$ where $$\rho\left( r \right) ≔ \begin{cases}
q^{r} & {\text{if~}r \geq 0\text{,}} \\
1 & \text{otherwise~,} \\
\end{cases}\qquad\eta\left( r \right) ≔ \begin{cases}
{q - 1} & {\text{if~}r \geq 1\text{,}} \\
1 & \text{otherwise.} \\
\end{cases}$$ Analogous results hold for the product $\pi_{2}$, so defining $$\Delta\left( r,\widetilde{r} \right) ≔ \begin{cases}
0 & {\text{if~}r + \widetilde{r} > l + 1\text{,}} \\
{- 1} & {\text{if~}r + \widetilde{r} = l + 1\text{,}} \\
{q - 1} & {\text{if~}r + \widetilde{r} < l + 1\quad\text{and~}r \geq 1\text{,}} \\
1 & \text{otherwise,} \\
\end{cases}$$ we get $$B_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}^{(r_{1},r_{2},r_{3})} = \rho\left( r_{1} - 1 \right)\rho\left( r_{2} - 1 \right)\Delta\left( r_{1},{\widetilde{r}}_{1} \right)\Delta\left( r_{2},{\widetilde{r}}_{2} \right)\quad\text{if~}r_{1} \neq r_{2}\text{.}$$ The case of $r ≔ r_{1} = r_{2}$ works similar and yields $$B_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}^{(r,r,r_{3})} = \rho\left( r_{3} - 1 \right)^{2}\rho\left( r - 1 - r_{3} \right)\Gamma_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}^{(r,r_{3})}\text{,}$$ where $$\Gamma_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}^{(r,r_{3})} ≔ \begin{cases}
0 & {\text{if~}\max\left\{ {\widetilde{r}}_{1},{\widetilde{r}}_{2} \right\} > l + 1 - r_{3}\quad\text{or}\quad{\widetilde{r}}_{3} > l + 1 - r\text{,}} \\
1 & {\text{if~}r = 0\text{,}} \\
2 & {\text{if~}r_{3} = r\quad\text{and}\quad{\widetilde{r}}_{1} = {\widetilde{r}}_{2} = {\widetilde{r}}_{3} = l + 1 - r\text{,}} \\
{\left( - 1 \right)\left( q - 2 \right)} & {\text{if~}r_{3} = r,\max\left\{ {\widetilde{r}}_{1},{\widetilde{r}}_{2} \right\} = l + 1 - r_{3}\quad\text{and}\quad\min\left\{ {\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3} \right\} < l + 1 - r\text{,}} \\
{\left( q - 1 \right)\left( q - 2 \right)} & {\text{if~}r_{3} = r > 0\quad\text{and}\quad\max\left\{ {\widetilde{r}}_{1},{\widetilde{r}}_{2} \right\} < l + 1 - r_{3}\text{,}} \\
{- 1} & {\text{if~}r_{3} = 0\quad\text{and}\quad{\widetilde{r}}_{3} = l + 1 - r\text{,}} \\
{q - 1} & {\text{if~}r_{3} = 0, r > 0\quad\text{and}\quad{\widetilde{r}}_{3} < l + 1 - r\text{,}} \\
q & {\text{if~}0 < r_{3} < r,\max\left\{ {\widetilde{r}}_{1},{\widetilde{r}}_{2} \right\} = l + 1 - r_{3}\quad\text{and}\quad{\widetilde{r}}_{3} = l + 1 - r\text{,}} \\
{\left( - 1 \right)\left( q - 1 \right)q} & {\text{if~}0 < r_{3} < r,\max\left\{ {\widetilde{r}}_{1},{\widetilde{r}}_{2} \right\} = l + 1 - r_{3}\quad\text{and}\quad{\widetilde{r}}_{3} < l + 1 - r\text{,}} \\
{\left( - 1 \right)\left( q - 1 \right)q} & {\text{if~}0 < r_{3} < r,\max\left\{ {\widetilde{r}}_{1},{\widetilde{r}}_{2} \right\} < l + 1 - r_{3}\quad\text{and}\quad{\widetilde{r}}_{3} = l + 1 - r\text{,}} \\
{\left( q - 1 \right)^{2}q} & {\text{if~}0 < r_{3} < r,\max\left\{ {\widetilde{r}}_{1},{\widetilde{r}}_{2} \right\} < l + 1 - r_{3}\quad\text{and}\quad{\widetilde{r}}_{3} < l + 1 - r\text{.}} \\
\end{cases}$$

We have seen that $$B_{i} = \sum\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\underset{(h{(\mathbf{0},x_{i})},h{(\mathbf{0},y_{i})},h{(x_{i},y_{i})})}{\overset{(r_{1},r_{2},r_{3})}{B}}Z_{(r_{1},r_{2},r_{3})}\text{.}$$ For every $\left( {\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3} \right) \in R_{q,l}$ we define $Y_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})} \in \mathbb{Q}\left\lbrack \left\{ Z_{(r_{1},r_{2},r_{3})}:\left( r_{1},r_{2},r_{3} \right) \in R_{q,l} \right\} \right\rbrack$ to be the polynomial $$Y_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})} = \sum\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\underset{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}{\overset{(r_{1},r_{2},r_{3})}{B}}Z_{(r_{1},r_{2},r_{3})}$$ and $PZ ≔ \left( Y_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})} \right)_{{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})} \in R_{q,l}}$ to be the tuple consisting of these polynomials. Clearly, we have $\left( PZ \right)^{{type}{(x_{i},y_{i})}} = Y_{(h{(\mathbf{0},x_{i})},h{(\mathbf{0},y_{i})},h{(x_{i},y_{i})})} = B_{i}$. Minding [(6)](#fd000275){ref-type="disp-formula"} we get $$g\left( x,y \right) = \prod\limits_{i = 1}^{s}B_{i} = \prod\limits_{i = 1}^{s}\left( PZ \right)^{{type}{(x_{i},y_{i})}} = \left( PZ \right)^{{type}{(x,y)}}\text{,}$$ and so $$\sum\limits_{x,y \in C}g\left( x,y \right) = \sum\limits_{x,y \in C}\left( PZ \right)^{{type}{(x,y)}} = W_{C}\left( PZ \right)\text{.}$$ Together with [(5)](#fd000270){ref-type="disp-formula"} this yields the following identity.

Theorem 4.3MacWilliams Identity*Let* $C$ *be an ordered code of length* $s$ *and depth* $l$ *over* $\mathbb{F}_{q}$ *. Then the triple polynomials of* $C$ *and* $C^{\bot}$ *are related by*$$W_{C^{\bot}}\left( Z \right) = \frac{1}{\left| C \right|^{2}}W_{C}\left( PZ \right)\text{,}$$*where* $PZ$ *is defined to be the tuple*$$PZ ≔ \left( \sum\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\underset{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}{\overset{(r_{1},r_{2},r_{3})}{B}}Z_{(r_{1},r_{2},r_{3})} \right)_{{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})} \in R_{q,l}}$$*and the* $B_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}^{(r_{1},r_{2},r_{3})}$ *are given by* [(7) and (8)](#fd000310 fd000315){ref-type="disp-formula"}*.*

5. An explicit formula for the triple distribution of the dual code {#s000045}
===================================================================

In this section we use the MacWilliams identity from above to derive an explicit formula for the triple distribution of the dual code $C^{\bot}$. Let $\left( \beta_{\delta} \right)_{\delta \in I{(q,s,l)}}$ and $\left( \beta_{\delta}^{\prime} \right)_{\delta \in I{(q,s,l)}}$ be the triple distributions of $C$ and $C^{\bot}$, respectively. Then $$\sum\limits_{\varepsilon \in I{(q,s,l)}}\underset{\varepsilon}{\overset{\prime}{\beta}}Z^{\varepsilon} = \frac{1}{\left| C \right|^{2}}\sum\limits_{\delta \in I{(q,s,l)}}\beta_{\delta}\left( PZ \right)^{\delta}$$ as is stated by the MacWilliams identity, [Theorem 4.3](#e000135){ref-type="statement"}. Expanding $\left( PZ \right)^{\delta}$ using the multinomial theorem, collecting the terms that belong to $Z^{\varepsilon}$ and denoting them by $P_{\varepsilon}\left( \delta \right) = P_{\varepsilon}^{q,s,l}\left( \delta \right)$ we get $$P_{\varepsilon}\left( \delta \right) = \sum\limits_{\ast}\prod\limits_{{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})} \in R_{q,l}}\left( \frac{\delta_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}}{\left( \underset{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}{\overset{(r_{1},r_{2},r_{3})}{k}} \right)_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}} \right)\prod\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}{\underset{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}{\overset{(r_{1},r_{2},r_{3})}{B}}}^{\underset{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}{\overset{(r_{1},r_{2},r_{3})}{k}}}\text{,}$$ the sum $\sum_{\ast}$ running over all $k_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}^{(r_{1},r_{2},r_{3})} \in \mathbb{N}_{0}$ such that $$\left. \begin{array}{l}
{\sum\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\underset{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}{\overset{(r_{1},r_{2},r_{3})}{k}} = \delta_{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}\quad\text{for~all~}\left( {\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3} \right) \in R_{q,l}\text{,}} \\
{\sum\limits_{{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})} \in R_{q,l}}\underset{({\widetilde{r}}_{1},{\widetilde{r}}_{2},{\widetilde{r}}_{3})}{\overset{(r_{1},r_{2},r_{3})}{k}} = \varepsilon_{(r_{1},r_{2},r_{3})}\quad\text{for~all~}\left( r_{1},r_{2},r_{3} \right) \in R_{q,l}} \\
\end{array} \right\}\text{.}$$ Thus, $$\left( PZ \right)^{\delta} = \sum\limits_{\varepsilon \in I{(q,s,l)}}P_{\varepsilon}\left( \delta \right)Z^{\varepsilon}$$ which, together with [(9)](#fd000355){ref-type="disp-formula"}, yields the following theorem.

Theorem 5.1*Let* $C$ *be a linear ordered code of length* $s$ *and depth* $l$ *over* $\mathbb{F}_{q}$ *with triple distribution* $\left( \beta_{\delta} \right)_{\delta \in I{(q,s,l)}}$ *. Then the triple distribution* $\left( \beta_{\delta}^{\prime} \right)_{\delta \in I{(q,s,l)}}$ *of* $C^{\bot}$ *is given by the linear transform*$$\beta_{\varepsilon}^{\prime} = \frac{1}{\left| C \right|^{2}}\sum\limits_{\delta \in I{(q,s,l)}}P_{\varepsilon}\left( \delta \right)\beta_{\delta}\text{,}$$*where the numbers* $P_{\varepsilon}\left( \delta \right)$ *are defined in* [(10)](#fd000360){ref-type="disp-formula"}*.*

We will establish a recurrence formula for the numbers $P_{\varepsilon}\left( \delta \right)$ that allows us to calculate the numbers $\left( P_{\varepsilon}^{q,s,l}\left( \delta \right) \right)_{\varepsilon,\delta \in I{(q,s,l)}}$ from the numbers $\left( P_{\varepsilon}^{q,s - 1,l}\left( \delta \right) \right)_{\varepsilon,\delta \in I{(q,s - 1,l)}}$ in a very efficient way. For $\delta \in I\left( q,s,l \right)$ and $\left( \nu_{1},\nu_{2},\nu_{3} \right) \in R_{q,l}$ we define $\delta^{+ {(\nu_{1},\nu_{2},\nu_{3})}} \in I\left( q,s + 1,l \right)$ by $$\left\{ \begin{array}{l}
{\delta_{(\nu_{1},\nu_{2},\nu_{3})}^{+ {(\nu_{1},\nu_{2},\nu_{3})}} ≔ \delta_{(\nu_{1},\nu_{2},\nu_{3})} + 1\text{,}} \\
{\delta_{(r_{1},r_{2},r_{3})}^{+ {(\nu_{1},\nu_{2},\nu_{3})}} ≔ \delta_{(r_{1},r_{2},r_{3})}\quad\text{for~all~}\left( r_{1},r_{2},r_{3} \right) \neq \left( \nu_{1},\nu_{2},\nu_{3} \right)\text{,}} \\
\end{array} \right.$$ and, analogously, $\delta^{- {(\nu_{1},\nu_{2},\nu_{3})}} \in \mathbb{Z}^{R_{q,l}}$ by $$\left\{ \begin{array}{l}
{\delta_{(\nu_{1},\nu_{2},\nu_{3})}^{- {(\nu_{1},\nu_{2},\nu_{3})}} ≔ \delta_{(\nu_{1},\nu_{2},\nu_{3})} - 1\text{,}} \\
{\delta_{(r_{1},r_{2},r_{3})}^{- {(\nu_{1},\nu_{2},\nu_{3})}} ≔ \delta_{(r_{1},r_{2},r_{3})}\quad\text{for~all~}\left( r_{1},r_{2},r_{3} \right) \neq \left( \nu_{1},\nu_{2},\nu_{3} \right)\text{.}} \\
\end{array} \right.$$ If $\delta_{(\nu_{1},\nu_{2},\nu_{3})} \geq 1$ then $\delta^{- {(\nu_{1},\nu_{2},\nu_{3})}} \in I\left( q,s - 1,l \right)$.

Using the definition of $PZ$ from [Theorem 4.3](#e000135){ref-type="statement"} we get $$\left( PZ \right)^{\delta} = \left( PZ \right)^{\delta^{- {(\nu_{1},\nu_{2},\nu_{3})}}}\left( \sum\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\underset{(\nu_{1},\nu_{2},\nu_{3})}{\overset{(r_{1},r_{2},r_{3})}{B}}Z_{(r_{1},r_{2},r_{3})} \right)\overset{\text{(11)}}{=}\sum\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\sum\limits_{\varepsilon \in I{(q,s - 1,l)}}\underset{(\nu_{1},\nu_{2},\nu_{3})}{\overset{(r_{1},r_{2},r_{3})}{B}}\underset{\varepsilon}{\overset{q,s - 1,l}{P}}\left( \delta^{- {(\nu_{1},\nu_{2},\nu_{3})}} \right)Z^{\varepsilon^{+ {(r_{1},r_{2},r_{3})}}}\text{,}$$ and from this we readily conclude--again using Eq. [(11)](#fd000370){ref-type="disp-formula"}--the following recurrence relation.

Proposition 5.2Recurrence Relation for the $P_{\varepsilon}\left( \delta \right)$*Let* $q,s \geq 2,l \geq 1$ *and* $\varepsilon,\delta \in I\left( q,s,l \right)$ *. Further on let* $\left( \nu_{1},\nu_{2},\nu_{3} \right) \in R_{q,l}$ *such that* $\delta_{(\nu_{1},\nu_{2},\nu_{3})} \geq 1$ *. Then*$$P_{\varepsilon}^{q,s,l}\left( \delta \right) = \sum\limits_{{(r_{1},r_{2},r_{3})} \in R_{q,l}}\underset{(\nu_{1},\nu_{2},\nu_{3})}{\overset{(r_{1},r_{2},r_{3})}{B}}P_{\varepsilon^{- {(r_{1},r_{2},r_{3})}}}^{q,s - 1,l}\left( \delta^{- {(\nu_{1},\nu_{2},\nu_{3})}} \right)\text{,}$$*where* $P_{\varepsilon^{\prime}}^{q,s - 1,l}\left( \delta^{\prime} \right) ≔ 0$ *if* $\varepsilon^{\prime} \notin I\left( q,s - 1,l \right)$*.*

6. A linear programming bound based on the triple distribution {#s000050}
==============================================================

From [Theorem 5.1](#e000140){ref-type="statement"} we conclude that the linear transform $\sum_{\delta \in I{(q,s,l)}}P_{\varepsilon}\left( \delta \right)\beta_{\delta} \geq 0$ for every $\varepsilon \in I\left( q,s,l \right)$, which is the key to establish a linear programming bound based on the triple distribution.

Theorem 6.1LP Bound for Ordered Codes Based on the Triple Distribution*Let* $C$ *be a linear ordered code of length* $s$ *and depth* $l$ *over* $\mathbb{Z}_{q}$ *with minimum distance* $d$ *. If* ${LP}_{q,s,l,d}^{\prime}$ *is the optimal solution of the linear programming problemthen the number of codewords is bounded above by* $\left| C \right| \leq {LP}_{q,s,l,d}^{\prime}$*.*

We have calculated this LP bound for various parameters in depth $l = 1$, the case of usual linear codes. Below we give a table of improved results with respect to the standard linear programming bound for linear codes (cf. for instance [@br000050]). The values in the fourth and fifth column of the tables below represent the upper bounds on the number of codewords regarding the respective linear programming bound. As one of the referees points out, comparing these results with Grassl's database of linear code parameters [@br000040] yields the positive result that in almost all instances the best bound is achieved, but no improvements are obtained since for the considered parameter ranges the exact bounds are already known. In fact, all our calculations have been done in exact arithmetic using the software system [Mathematica]{.smallcaps}, and, given the available hardware setup, it was not possible to further extend the calculated parameter ranges since the computer system started running out of memory for larger parameter values. Anyway, we are highly convinced that such calculations for parameter ranges, for which the exact bounds are not yet known, would yield improvements with respect to the best known bounds. In this paper, we leave it as an open problem to extend our calculations to such parameter ranges.
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