Our aim is to produce a tessellation of space into small voxels and, based on only a few tomographic projections of an object, assign to each voxel a label from a small predetermined set that indicates one of the components of interest constituting the object. Traditional methods are not reliable due to, among other reasons, the low number of projections. We postulate a low level prior knowledge regarding the underlying distribution of label images, and then directly estimate a label image based on the prior and the projections. We use a coordinate ascent approach for the estimation.
Introduction
Computerized tomography (CT) is the process of obtaining the density distribution within an object from its projections. (Here density refers to the physical property being imaged; e.g., attenuation coefficient, Coulomb potential, radioactivity, etc.) A projection consists of measured integrals of the density distribution along a set of lines that are either ଁ This work was supported by the NIH Grant HL70472 and NSF Grant DMS0306125. all parallel to each other or all sharing a common point. Since an enormous variety of possible density values may occur, a large number of projections are necessary to ensure an accurate reconstruction of the distribution; see e.g. [7, 14] for discussions of methods for CT reconstruction.
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In many situations, however, the ultimate aim is not the density distribution itself but rather a distribution of labels from a small predetermined set. Each of these labels corresponds to one of the components (such as a tissue type in the human body) constituting the object. For example, a large fraction of objects scanned in industrial CT (for nondestructive testing or reverse engineering) are made up of a single component material and therefore the ideal reconstruction should contain only two labels: one that indicates air and the other that indicates the material composing the object. Similar assumptions can be made in other specific application areas, such as cardiac angiography of heart chambers (presence or absence of injected dye), electron microscopy of biological macromolecules embedded in ice (presence of either protein or ice), etc. In many of these applications there are strong technical reasons why only a few projections of the object can be collected. In nondestructive testing the cost of the projection taking has to be passed on to the purchasers of the product; in cardiac angiography projections of the moving heart are best taken simultaneously and there is only room for so many X-ray sources; in electron microscopy the taking of such projections inevitably damages the macromolecules. Making use of the knowledge that the reconstruction should contain only a few values (labels) to make up for the lack of the availability of the number of projections typically required in CT is the central theme of discrete tomography (DT); see [9] for the foundations, algorithms, and selected applications of DT and also [3, 5, 6, 11, 15, 17, 19] for additional applications in medicine. Note that DT as discussed here produces directly a labeling of the components of the object based on the projections. To achieve the same in CT, the reconstructed density distribution needs to be segmented into components by an additional process.
Our main application is in electron microscopy of macromolecules. Electron microscopy is a powerful technique for imaging complex biological macromolecules in order to further the understanding of their functions. It is applicable to a broad range of situations, such as specimens arranged on a 2D crystal, on a helix, on an icosahedron, etc. The structural information provided is usually in the resolution region between 6 and 20Å. Our proposed methodology should be applicable to the problem of even higher resolution reconstruction from only a few projections (micrographs).
Our long-term aim is to produce, based on the micrographs, a tessellation of space into small voxels, each labeled as containing ice, protein, or RNA. Traditional approaches using methods of CT would first assign, based on the projections (micrographs), to each voxel a gray value (which, in this case, is related to the electron density of that voxel) and then would segment this gray value image to obtain the label image. Common tools used for the segmentation step are, e.g., thresholding [18] , human-interactive morphological functions [10] , and fuzzy connectedness [8] . However, since typically the number of projections required in CT is much larger than that in DT, a reconstructed gray value image from only a few projections is likely to be very inaccurate and so lead to an incorrect segmentation. A particular difficulty arises if thresholding is used for segmentation (which is a common current practice) because at a resolution of 2.5Å Fig. 1 . Histograms of the densities corresponding to volumes sampled using voxels of edge length equal to 2.5Å (left) and 7.5Å (right), obtained from volumes composed of only ice, only protein, or only RNA; from [1] .
or better the density distributions corresponding to different labels greatly overlap (see Fig. 1 ).
To overcome such difficulties, we postulate a low-level Gibbs prior [21] on the underlying distribution of label images, and then directly estimate, using an approximation to the maximum a posteriori probability (MAP) approach, an optimum label image based on the prior and the measured projections. We choose Gibbs priors as it has been experimentally demonstrated [2, 12, 13, 20] that for certain types of Gibbs distributions there are algorithms that recover an unknown image (that is a typical sample from the distribution) when provided with only a few projections of the image and with the values of the parameters of the Gibbs distribution. What is new in this paper compared to all the previous related works is the extra difficulty in the problem presented: unlike in [2, 12, 13, 20] , in which a gray value of a voxel is uniquely determined by the labeling of that voxel, here we allow the gray value to take any real value according to some probability distribution. Therefore, the earlier works can be thought of, after appropriate mathematical formalism adjustments, as dealing with a special case of our problem. For some of the types of Gibbs distributions in the published works, the typical samples correspond to images that have relatively large uniform regions over a background, as occur in almost all the applications that use the methods of tomography. For example, in images of biological macromolecules, the background would correspond to ice and the foreground would be the protein and the RNA. Here we report on our early experiments aimed at evaluating this kind of approach.
The paper is organized as follows. In Section 2 we formulate the problem through a probabilistic model and adopt the MAP criterion for image reconstruction. However, due to the difficulty of dealing with the posterior probability, in Section 3 we discuss an alternative criterion that we expect to deliver reasonably good reconstructions. The experimental details and results are, respectively explained in Section 4 and shown in Section 5. Finally, in Section 6 we give the conclusions and a discussion.
The proposed model
Let X be a set of label images each one of which is an I-dimensional column vector x = (x 1 , . . . , x I ) t , where x i ∈ X (the finite set of labels), for 1 i I . We assume that there is a prior distribution that assigns to every label image x a probability (x). Typically, this prior distribution is a Gibbs distribution. This means that
where (x) is the probability of occurrence of the image x, Z is the normalizing factor, and H (x) is referred to as the energy of x (see, e.g., [21] ). The energy is the sum of local potentials, each of which is a real number assigned to a clique (in the experiments reported below the cliques are 3 × 3 subregions of the image). As a result, (x) is a product of terms, each of which depends on only one clique. Typically, the local potentials depend on the labels in the cliques in a way that is invariant under various transformations (such as translations, rotations, and reflections); this results in having only a few possible values for the local potentials, these are the parameters of the Gibbs distribution (see the examples in [12] with five parameters). Let Y be a set of gray value images each one of which is a J-dimensional column vector
t , where y j ∈ Y (the set of gray values, Y ⊆ R), for 1 j J . We assume that there is a conditional distribution that, given a label image x, assigns a probability (y|x) to every gray value image y. (Since Y is not necessarily finite, it would be more precise to say that (y|x) is the probability density function defining the conditional distribution of the gray value image y given the label image x. For the sake of brevity, we will continue to refer to a notation such as (y|x) as a "probability" rather than a "probability density function." ) Initially we work with the special case in which J = I and, for every label x, there is a distribution which assigns (independently) a probability (y|x) to every gray value y. Consequently, (y|x) = J j =1 (y j |x j ). Let W be a set of measurement vectors each one of which is a K-dimensional column vector w = (w 1 , . . . , w K ) t , where w k ∈ W ⊆ R, for 1 k K. We assume that there is a conditional distribution that, given a gray value image y, assigns a probability (w|y) to every measurement vector w. For the preliminary experiments reported below, we consider only the special case in which (w|y) has a product form; i.e., given a gray value image y, there is (for 1 k K) a conditional probability k (w|y) of the kth measurement being w,
The likelihood (w|x) of measuring w given a label image x, assuming (as reasonable) that w does not depend directly on x, is the integral (or sum if Y is finite)
By invoking Bayes' rule, the posterior probability of x given the measurement w is proportional to
The estimation approach
According to the MAP criterion, the estimate of the label image is x MAP , which is the x in X that maximizes the product of (x) and (w|x); i.e.,
Due to the non-linearity and the non-convexity of the optimizing function of (3) (in general, a Gibbs distribution is non-convex), the MAP estimator(s) cannot be obtained using local search techniques. Furthermore, the posterior is defined on labels, rather than on continuous numerical variables; therefore, we are forced to use some kind of combinatorial optimization technique.
In order to proceed toward our stated goal, it seems desirable to perform the integration on the right-hand side of (2) and find a formula for the likelihood (w|x) in which y does not appear. (The alternative way of evaluating the integral is by using some kind of Monte Carlo technique, but these are inherently slow.) Except for the case when (w|y) and (y|x) are both Gaussian, we have so far been unable to do the integration analytically. Even in the Gaussian case, the formula for the likelihood contains complicated dependencies with respect to the unknown x, e.g., in the normalizing factor of the resulting distribution (w|x). As a consequence, we decided to investigate the existence of alternative approaches that are based on criteria different from MAP, but that can be efficiently implemented and at the same time deliver good reconstructions.
In the alternative approach on which we report in this paper, we aim at finding the label image x that maximizes the product of (x) and the term inside the likelihood summation in (2); i.e,
In other words, the likelihood in (2), which can be viewed as an average over (w|y) with respect to (y|x), is replaced by the value max y [ (w|y)(y|x)]. For the maximization, we propose a coordinate ascent approach; i.e., starting from a gray value image y (0) , we alternately maximize
with respect to the label image x (x-step) and with respect to the gray value image y (y-step). We call this maximization the M xy algorithm. Clearly, F (x, y) cannot decrease in any step, so the stationary points are local maxima. They are not likely to be global maxima due to the non-convexity of Gibbs distributions. Fig. 2 shows the corresponding pseudo-code. The termination test checks whether it is the case that x (n) = x (n−1) . In the examples in this paper, we consider the case in which there is a unique arg max y [ (w|y)(y|x)] given a measurement w and a label image x; therefore the condition x (n) = x (n−1) implies that y (n) = y (n−1) . (In practice, our algorithm only estimates y (n) . Nevertheless, since it is a deterministic algorithm, given an x (n) , it always yields the same estimate of y (n) .) 
Experimental details
In order to test this general approach in the context of tomographic reconstruction of label images from a few projections, we performed some initial experiments. We picked some computer-generated phantom images (which are label images) and their corresponding gray value images (one gray value image for each phantom image). We reconstructed the label images based on the projections by a traditional method and our method. An indicator (defined in Section 5) that tells us how good these reconstructions are was used to evaluate the two approaches. In order to compare our approach with the best one can expect from a traditional approach (recall that in the latter approach, a gray value image is first reconstructed and then segmented to result in a label image), the inputs to the two methods were different. For our approach, we used computer-simulated projection data based on the generated gray value images. For the traditional approach, we took the gray value images themselves; i.e., we assumed a perfect reconstruction of the gray value image. A segmented label image from a perfectly reconstructed gray value image should be the best one can expect from a traditional approach. In particular, we made the following choices.
We considered 2D two-label images of size I = 63 × 63 and the set of labels X = {0, 1}. We define a pixel to be a component of an image (that was defined as a vector in Section 2). All the images were typical samples from the Gibbs distribution (x) used in Experiment 1 of [12] , which has five parameters. The parameters were chosen in such a way that the prior assigns higher probabilities to images that have relatively large uniform regions (which, in this case, are labeled 1) over a background (which, in this case, are labeled 0); such type of images seems to be quite common in many discrete tomography problems [3, 5, 6, 9, 12, 15] . Although we could have considered a more realistic experiment in which we use images that are representative in some application area (e.g., those corresponding to biological macromolecules in electron microscopy) and then fit them by a model of Gibbs distribution with the five parameters, we did not do this at this stage because we wanted to avoid that the error resulting from the fitting precludes the evaluation of our reconstruction approach. However, we point out that [12] gives examples in which such a model was used to fit some mathematically described phantom images representing sections of a heart chamber, which resulted in an impressive reconstruction quality.
We then randomly picked 50 label images from (x) using the Metropolis algorithm (see, e.g., [21] ). This is a stochastic algorithm by which one can obtain samples from an arbitrary Gibbs distribution; see [12] for details of our sampling technique. Next, for each one of these label images, we randomly picked a gray value image (with J = I = 63 × 63 and Y = R). We assumed a product structure for (y|x), implying that for a label image, a gray value image can be sampled by sampling at each pixel according to the probability (y|x). The (y|x) was Gaussian distributed with mean and variance equal to x , where 0 = 4 and 1 = 9, so that
where
There is no particular reason for choosing these values of mean and variance, except for the fact that they clearly reflect the idea of overlapping gray values in higher-resolution electron microscopy, as shown by the left histogram in Fig. 1 . For sampling the individual Gaussian distributions we used the method explained in [16] .
We made two different choices for the conditional probability (w|y) of having a measurement vector w given a gray value image y.
The first choice was based on a traditional approach of first reconstructing the gray value image and then segmenting it to obtain a label image. As mentioned earlier, for the comparison between our method and a traditional approach, we consider an "ideal" case, in which the reconstruction of the gray value image is exactly the gray value image itself. We can bring this ideal into our framework by setting K = J and W = Y and choosing (w|y) = (w − y), where is the impulse at the origin (the Dirac function). Using (2), we see that in this case (w|x) = (w|x).
The second choice was a more realistic one; this was the one to be used for evaluating our approach. The projections forming the measurement vector w were simulated as follows. There were either three, four, or eight projections using parallel lines in each projection, such that the tangent of the angle, denoted by , between these lines and the "positive horizontal direction" was 0, infinity, and −1 in the case of three projections; it was 0, infinity, −1, and 1 in the case of four projections; and it was 0, infinity, −1, 1, −0.5, 0.5, −2, and 2 in the case of eight projections. The distance between two consecutive parallel lines in all the cases was l max(cos , sin ), where l is the length of a side of a pixel. When the tangent of was 0, infinity, −1, or 1, the parallel lines intersect the centers of the pixels; and when the tangent of was −0.5, 0.5, −2, and 2, the parallel lines intersect (if at all) the upper vertexes of the upper border pixels and the right vertexes of the right border pixels. (Note that, for any fixed direction, the length of intersection of a line with a pixel is the same for all lines and pixels.) This choice of the location of the lines is not a necessary condition for the validity of the discussed approach, but it simplifies the implementation of the proposed method. For each experiment we formed a K-dimensional column vector z = (z 1 , . . . , z K ) t from the sums of the pixel values in the gray value image along the K lines in all the (three, four, or eight) projections. We chose k (w k |y), for 1 k K, to be Gaussian distributed with mean z k and variance equal to 0.01z k (our way of handling the case z k = 0 is discussed in Section 4.1); i.e.,
Estimation methods for the first choice for (w|y)
We estimated the label images from the gray value images using both the MAP estimator of (4) and the maximum likelihood (ML) estimator
We used a simulated annealing [4, 21] via the Metropolis algorithm (see [12] for details of the choice of an annealing schedule) for finding the MAP estimator. The ML approach corresponds to thresholding the gray value image. This is because the maximization of product form of the right-hand side of (9) can be done factor by factor, and the maximization of each factor corresponds to choosing the label 0 or 1, for which the given measurement w k , for 1 k K, has a higher probability (density) of occurring. The two Gaussian distributions (with both the mean and the variance equal to 0 = 4 in one and 1 = 9 in the other) assign equal probability to the value 6.4683 . . . , which is therefore the level to be used for thresholding.
Estimation method for the second choice for (w|y)
We estimated the label images using our M xy algorithm based on the projections. By substituting (1), (8) , and (7) into (6), we get that
Since the 1/Z factor in this expression does not depend on either x or y, it can be ignored during the optimization process. The same cannot be said for the 1/Z k factors. We have found an efficient algorithm for the y-step of the M xy algorithm that depends on a further approximation: the replacement of the variances 0.01z k in (8) 
where w k = max( 0 , w k ) and Z k = (0.02 w k ) 1/2 . For the initial y (0) we took the gray value image produced by a reconstruction based on the (noisy) projections using, in this case, the algebraic reconstruction technique (ART) described in [7] (Chapter 11, Eqs. (1.1) and (1.2) ; see also the Appendix) with 256 cycles through the data, initial image vector with all its components set to zero and relaxation parameter equal to 0.5. The data were accessed so that all the lines in one projection were processed before going to the next projection, and the sequence of projections (with no repetition in one cycle) were chosen so that the angle between any pair of consecutive projection directions was as large as possible. To be precise, the tangents of the projection directions were ordered as 0, infinity, and −1 in the case of three projection; they were ordered as 0, infinity, −1, and 1 in the case of four projections; and they were ordered as 0, infinity, −1, 1, −0.5, 0.5, −2, and 2, in the case of eight projections. The M xy algorithm then alternately performed the x-step and the y-step as described in the pseudo-code of Fig. 2. 
The x-step
For the maximization with respect to x, we computed the MAP estimator from the current gray value image y (n−1) :
using, again, simulated annealing via the Metropolis algorithm. The product structure of both the prior (x) and (y|x) is what allows a relatively efficient implementation [20] of the x-step.
The y-step
Note that since each of the z k 's is a linear combination of the y j 's, the last two terms inside the exponential in (11) form a quadratic in y. Hence, maximizing (11) with respect to y is equivalent to minimizing the quadratic
where R is the projection matrix that relates y with z: Ry = z (R is a sparse matrix), the vector These and are positive definite and, consequently, the minimizer of q(y) is unique (see, e.g., Section 12.1 of [7] ). This assures that our termination test of x (n) = x (n−1) , for n=1, 2, . . . , implies that y (n) =y (n−1) . Among the various methods for the minimization of (13) (e.g., conjugate gradient methods, the steepest descent method, etc.) we resorted to an easy-to-implement row-action iterative algorithm (an ART) with relatively fast convergence properties. The main idea is to construct from the original system Ry = z of equations (that is most likely to be inconsistent) a consistent system of linear equations, in such a way that there is a one-to-one onto continuous mapping between the solutions of this system and J-dimensional vectors y. Furthermore, the squared (Euclidean) norm of a solution of the new system is equal to the value of the quadratic (13) for the corresponding y. An ART algorithm that yields iterates converging to the (unique) minimum norm solution of the new system can then be adapted to converge to the minimizer of the quadratic. In [7] an algorithm is described that optimizes (13) for matrices and that are proportional to the identity matrices of appropriate sizes. Generalized to our case, the algorithm for findingy that minimizes q(y) is the following (see the Appendix for the derivations). During the nth y-step (see the pseudo-code in Fig. 2 )
with
where k m denotes m (mod K) + 1, k m and r k m are the respective transposes of the k m th row of 1/2 and of R (u (m) , y (n, m) , and x (n) are all column vectors, for m = 0, 1, . . .). Specifically, for the experiments for this paper, we chose 256 cycles through the data (i.e., the output of the nth y-step is y (n) = y (n, 256K) ), and data were accessed in the same way as was done for obtaining y (0) . We note that the y-step takes up much less CPU time than the x-step (a consequence of our approximation in (8) of z k by w k ). In a 1.7 Ghz Pentium III, an x-step takes up to 15 min, while a y-step consumes about 5 s (for the case of eight projections).
Experimental results
In Table 1 we indicate the quality of the MAP and ML estimators based on the gray value image (Section 4.1) as well as of our proposed estimator (Section 4.2) based on three, four, and eight projections. The reconstruction quality is measured by the average (over the 50 images of the experiment) percentage of correctly classified labels in the estimates. Fig. 3 shows actual reconstructions by the three estimators. The algorithm M xy converges quite fast to a (local) optimum: at most two iterations were necessary (for each of the 50 label images, using either three, four, or eight projections).
The significance of the difference of the reconstruction qualities between our proposed method and thresholding of the exact gray value image was measured using the pairwise Fig. 3 . One of the 50 phantom label images (top left) together with its ML estimate (bottom left) and MAP estimate (bottom of the second column) based on the gray value image itself (top of the second column). The remaining three columns are the reconstructions produced by our proposed M xy algorithm based on three (third column), four (fourth column), and eight projections (right-most column): the images on the top and the bottom are, respectively, the final gray value images and the final label images. For the reconstructed label images on the bottom, the number of misclassified labels are, respectively, for all the columns, 537, 25, 581, 399, 280. Black and white correspond to, respectively, label 0 (with 0 = 4) and label 1 (with 1 = 9). The gray value images are displayed in the range 0-13.
t-test.
We found that our method based on four or eight projections is statistically significantly superior and our method based on three projections performs as well as thresholding. However, we remind the reader that the gray value image being thresholded is assumed to be perfectly reconstructed (see Section 4).
Conclusions and discussion
Our approach to reconstructing label images from at least four projections outperforms the common practice of thresholding reconstructions. When three projections are used, our method yields reconstructions as good as thresholding the exact gray value image. However, there is hope for further improvement, since MAP estimation from gray values provides even better results.
Our algorithm is greedy in the usual sense that the objective function F (x, y) cannot decrease in any step of an iteration. Thus, the stationary points of the x-step and the ystep correspond to local optima. Searching for the global optimum instead is an important task, since it may deliver a superior reconstruction. However, due to the presence of the Gibbs distribution (x) in the F (x, y) of (6), we are not aware of an efficient method for global optimization of F (x, y) . The Gibbs distribution is defined on labels, rather than on continuous numerical variables; therefore we are forced to use some kind of combinatorial optimization technique that is further hampered by the presence of very many local optima. Another reason why we did not insist on finding the global optimum is (recall Section 3) that our original goal was to find the optimizer of the product (x) (w|x) of (3), which is unlikely to be the same as that provided by optimizing F (x, y) . Indeed, the discovery of an efficient algorithm for finding the x MAP of (4) (given a measurement vector w) is an important open problem whose difficulty lies not only in the already mentioned problems due to the Gibbs prior in the function to be optimized, but also in the complicated nature of the other term (the likelihood function of (2) that involves a summation over all the gray value images). 
This lemma implies in particular that (23) is a consistent system of linear equations. The squared norm of any of its solutions can be written, in view of (24) and (25), as
which is precisely the quadratic q(y) of (13) 
then y (n,m) converges to the minimizer of q(y) in (13) .
In order to apply the general algorithm described in (20)-(22) to obtain a sequence u (m) v (m) that converges to the minimum norm solution of (23), we observe that for the special case
and
where k m and r k m are as defined after (18) . This combined with (27) yields the algorithm described in (14)- (18) . As noted just above, the sequence y (n,m) converges to a minimizer of q(y) as m goes to infinity.
