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Using a real-time path integral approach we develop an algorithm to calculate multi-time cor-
relation functions of open few-level quantum systems that is applicable to highly nonequilibrium
dynamics. The calculational scheme fully keeps the non-Markovian memory introduced by the
pure-dephasing type coupling to a continuum of oscillators. Furthermore, we discuss how to deal
consistently with the simultaneous presence of non-Markovian and Markovian system reservoir in-
teractions. We apply the method to a crucial test case, namely the evaluation of emission spectra
of a laser-driven two-level quantum dot coupled to a continuum of longitudinal acoustic phonons,
which give rise to non-Markovian dynamics. Here, we also account for the coupling to a photonic
environment, which models radiative decay and can be treated as a Markovian bath. The phonon
side bands are found on the correct side of the zero phonon line in our calculation, in contrast to
known results where the quantum regression theorem is applied naively to non-Markovian dynamics.
Combining our algorithm with a recently improved iteration scheme for performing the required sum
over paths we demonstrate the numerical feasibility of our approach to systems with more than two
levels. Results are shown for the second-order photonic two-time correlation function of a quantum
dot-cavity system with seven states on the Jaynes-Cummings ladder taken into account.
I. INTRODUCTION
To understand the dynamics of quantum few-level sys-
tems influenced by a huge number of degrees of free-
dom that one commonly refers to as a bath is of ma-
jor importance in many areas of physics. Often, mat-
ters are further complicated by the fact that baths of
many types couple simultaneously to the subsystem of
interest. For example, solid state quantum emitters can
couple to photonic reservoirs, i.e., free electromagnetic
field modes as well as to phonons that are always present
in a solid state environment. While the former can usu-
ally be approximated in a Markovian fashion to a reason-
able extent, the latter is known to show pronounced non-
Markovian behavior.1–6 In the case of strongly confined
quantum dots that have been proposed as candidates for
numerous technological applications in quantum commu-
nications, quantum computing, and quantum cryptogra-
phy as sources of single-photons7–9 and entangled photon
pairs10–14, the coupling of longitudinal acoustic phonons
to the system is usually modeled as being of the pure-
dephasing type.5,15–17 The non-Markovian nature of this
interaction manifests itself in a finite but not necessarily
short memory for the reduced system density matrix.
Multi-time correlation functions contain a huge
amount of important information about open quantum
systems. They constitute the interface between theory
and a large class of measurements. Emission spectra that
can easily be obtained in experiment are represented by
the Fourier transform of the first-order two-time pho-
ton correlation function.15,18–25 In the stationary emis-
sion spectrum of a quantum dot for example, it can
clearly be seen that the inclusion of the non-Markovian
phonon dynamics is essential since it manifests itself in
distinct features like an energetically broad phonon side-
band at low temperatures.25 Multi-time correlation func-
tions with two or more time arguments can be recorded
in coincidence measurements.26,27 Such experiments shed
light on photonic properties of the system like, e.g., (anti-
) bunching, photon purities or indistinguishabilities.28–33
Although the most commonly considered case is the two-
time correlation function, multi-time correlation func-
tions with more than two time arguments can also be a
valuable tool, e.g., for the characterization of the statis-
tics of photon bundles.34
The theoretical analysis of multi-time correlations is
a challenging task, especially in systems with extended
memory. The most widely used approximate approach is
is based on the quantum regression theorem (QRT). In
the derivation of the QRT it is assumed that the statis-
tical operator factorizes at all times into a system and
an environment part.35 In addition, the environment-
induced dynamics is assumed to be Markovian. With
these assumptions the two-time correlation function is
calculated in two steps: (i) one obtains the dependence
of the reduced density matrix on the first time argument
t by solving the master equation within the Markov ap-
proximation and (ii) Then the result of the t-propagation
is used to construct suitable initial values for the sub-
sequent propagation in the second argument τ , which
relies on the same dynamical equation. It is tempting
to extend this QRT-based approach to treat a system
with a non-Markovian environment simply by replacing
the Markovian propagator for the t- and τ -evolution with
the non-Markovian one. Such a naive extension, however,
completely neglects the influence of the memory built up
during the t-propagation on the subsequent τ -evolution
since this memory is discarded by starting the τ - prop-
agation as an initial value problem. Indeed, it has been
recently demonstrated25 that this approach may lead to
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2unphysical results. In particular, it predicts phonon side-
bands in the emission spectra on the wrong side of the
Mollow triplet. In Ref. 25 this problem has been over-
come by accounting perturbatively for corrections to the
QRT.
Furthermore, the system may couple to Markovian
baths simultaneously to the above described interaction
with a non-Markovian environment. When a bath is
known to influence a system only in Markovian ways, it
is unnecessary and typically also impractical to account
for the system-bath coupling by formulating the Hamilto-
nian time evolution for the total system. One usually ap-
proximates these bath influences by inserting Lindblad-
type superoperators into the equation of motion for the
system’s reduced density matrix. Therefore, the reduced
Markovian dynamics becomes non-Hamiltonian and thus
non-unitary. However, the definition of multi-time cor-
relation functions makes use of the Heisenberg picture
in order to assign the time arguments to the operators
of interest, i.e., it relies on the existence of a unitary
time evolution operator. If all baths are Markovian, one
can use the QRT and ends up with Lindblad-type con-
tributions for both the t- and the τ -propagation. So the
question arises what to do when the QRT cannot be used
because of the memory induced by a non-Markovian en-
vironment.
In the present paper we present a practical scheme for
evaluating multi-time correlation functions based on path
integral (PI) methods.36–39 Most importantly, the scheme
fully accounts for the non-Markovian memory induced
in the system by the pure-dephasing type coupling to a
continuum of harmonic oscillators. This allows the in-
clusion of the memory built up during the t-propagation
and start the τ -propagation without assuming an ini-
tial value problem, contrary to the QRT approach. In
addition, it is shown how to consistently include the
impact of non-Hamiltonian Markovian contributions to
the dynamics, while keeping the accuracy with respect
to the non-Markovian environment. Our approach is a
considerable extension of earlier PI-based calculations40
which addressed equilibrium two-time correlation func-
tions that depend only on the time difference τ and which
did not consider additional Markovian baths. It also ex-
tends PI descriptions where simultaneously Hamiltonian
and non-Hamiltonian contributions have been treated for
the evaluation of single-time expectation values41 to the
case of multi-time functions. Finally, our algorithm can
be combined with a recently developed improved itera-
tion scheme for performing the required sum of paths42
which greatly enhances the numerical efficiency such that
quantum systems with much more than two levels can be
explored. Moreover, we would like to note that recently
an article has been brought to our attention in which the
path integral algorithm was optimized even further by
employing tensor-network techniques.43 Combining this
approach with the algorithm presented here may be used
to greatly extend the range of applicability of PI meth-
ods.
We also would like to mention that a first application of
our algorithm beyond the proof of principle calculations
shown in the present paper can be found in Ref. 44, where
the second-order two-time correlation function G(2)(t, τ)
has been evaluated for an exciton-biexciton QD system
coupled to two cavity modes. Ref. 44 gave only the final
results without any description of the used formalism.
Here we fill the gap by presenting details of the method
in a general formulation that allows one to calculate ar-
bitrary multi-time correlations. As illustrative examples
we present results for the two-time correlation function in
the photon anti-bunching regime and for emission spec-
tra demonstrating that our algorithm yields phonon side-
bands energetically on the correct side.
II. MODEL
To demonstrate the derivation of our algorithm, we
choose the probably simplest prototype of an open quan-
tum dissipative system coupled simultaneously to a non-
Markovian and a Markovian environment exhibiting a
non-stationary driven dynamics, which is provided by an
externally driven two-level system with pure-dephasing
coupling to an oscillator continuum and an additional
reservoir. Since all formal developments of the present
paper can be discussed within this showcase model we
shall present all derivations explicitly for this case, also
to keep the notation simple. Generalizations, e.g., to
systems with more levels or further bath couplings are
straightforward.
To be specific, we study a strongly confined self-
assembled two-level quantum dot (QD) driven by an ex-
ternal laser field and coupled to a continuum of longi-
tudinal acoustic (LA) phonons as well as to a photonic
reservoir. The phonon coupling is commonly assumed
to be of pure-dephasing type and is known to give rise
to non-Markovian features in many cases.1–6 The inter-
action with a broad photonic reservoir is the origin of
radiative decay which is typically to a good approxima-
tion represented as a Markovian process.
The Hamiltonian for this system is given by
H(t) = H1(t) +HRad +HQD-Rad , (1a)
H1(t) = H0(t) +HPh +HQD-Ph , (1b)
H0(t) = HQD +Hdriv(t) , (1c)
whereH0(t) represents the laser driven QD without reser-
voir coupling which is actually the subsystem of inter-
est. H1(t) in addition comprises the interaction with the
phonons and, finally H(t) is the total Hamiltonian where
also the coupling to the photonic reservoir is accounted
for. In the common dipole and rotating wave approxi-
mation in a frame co-rotating with the laser frequency,
the two-level and the driving parts of the Hamiltonian
3are given by
HQD = h¯∆ωXL|X〉〈X| (2)
and Hdriv(t) = − h¯
2
(f(t)|X〉〈G|+ f∗(t)|G〉〈X|) , (3)
respectively, where |G〉 denotes the ground and |X〉 the
excited state of the dot. f(t) comprises the envelope of
the driving laser field that is detuned by ∆ωXL from the
ground to excited state transition frequency of the dot as
well as the dipole matrix element for the transition. Note
that Hdriv(t) introduces an explicit time-dependence and
puts the system out of equilibrium. The free evolution of
the phonon subsystem is described by
HPh = h¯
∑
q
ωqb
†
qbq , (4a)
while the dot-phonon coupling reads15,45
HQD-Ph = h¯
∑
q
(
γXq b
†
q + γ
X∗
q bq
) |X〉〈X| . (4b)
Here, the bosonic operator b†q (bq) creates (destroys)
phonons with the frequency ωq. γ
X
q denotes the
deformation-potential-type coupling constant between
the exciton state and the q-th bosonic mode. Finally,
the Hamiltonian for the photonic reservoir is given by
HRad = h¯
∑
j
ωjd
†
jdj , (5a)
and the dot is radiatively coupled to the photons via
HQD-Rad = h¯
∑
j
(
Γjd
†
j |G〉〈X|+ Γ∗jdj |X〉〈G|
)
. (5b)
d†j (dj) creates (destroys) a photon with energy h¯ωj ,
where the coupling constant is Γj .
Since the characteristic super-ohmic coupling of
the phonons leads to pronounced non-Markovian
behavior1–6, a simple Born-Markov approximation for
the phononic environment is typically insufficient. In
contrast, the photonic memory is negligible compared to
all time scales of the subsystem of interest. Therefore, it
is a good approximation to treat the photonic reservoir
as being Markovian. The central result of this paper is to
derive a practical algorithm to calculate multi-time cor-
relation functions using PI methods, which is capable of
keeping all memory effects induced by the non-Markovian
environment (here represented by LA phonons). Apart
from discretization errors the scheme does neither intro-
duce approximations with respect to the dot-laser inter-
action nor to the dot-phonon coupling. Furthermore, we
show how additional couplings to Markovian baths (in
our example the radiative coupling) can be accounted
for consistently with the non-Markovian parts of the dy-
namics by using a reduced description that eliminates
the degrees of freedom corresponding to the Markovian
baths.
It is important to note that even when the Markovian
interactions are included all memory effects related to
the non-Markovian environment are still retained. Fur-
thermore, even though the photon and the phonon cou-
pling are evaluated in the bare state basis of the QD, mu-
tual photonic and phononic renormalizations are never-
theless fully contained in the model. These renormaliza-
tions build up during the propagation since dot-phonon
and dot-photon interactions do not commute, a property
which still holds also for the Lindblad operators that are
derived from the dot-photon coupling Hamiltonian.
III. EVALUATION OF MULTI-TIME
CORRELATION FUNCTIONS
A general multi-time correlation function can be de-
fined as
GO1...O2N (t1, ..., tN ) =
〈O1(t1)O2(t2)...ON (tN )ON+1(tN )...O2N−1(t2)O2N (t1)〉 ,
(6)
where O1...O2N are Hilbert space operators of the subsys-
tem of interest (here the QD system) in the Heisenberg
picture and the times are ordered as t1 ≤ t2 ≤ ... ≤ tN .
Note that this definition covers the common case where
operator pairs with the same time argument appear as,
e.g., in the second-order two-time polarization correlation
function
G(2)(t, τ) :=Gσ+σ+σ−σ−(t, t+ τ)
= 〈σ+(t)σ+(t+ τ)σ−(t+ τ)σ−(t)〉 (7)
with the polarization operators σ+ = |X〉〈G| and σ− =
|G〉〈X|. Also multi-time functions are covered by this
definition, where a given time argument is assigned to
only one operator, as applies for the first-order two-time
correlation function G(1)(t, τ) := 〈σ+(t + τ)σ−(t)〉. The
latter can be obtained from the general expression Eq. (6)
for N = 2 by setting two of the four appearing operators
to the identity operator. Note also that by definition
the time dependence of the operators Oj(t`) refers to the
Heisenberg picture and thus presumes the existence of a
unitary time evolution operator.
In the following we considerN = 2 to keep the notation
concise and since the major step from one- to multi-time
functions is already captured in that case. The gener-
alization to arbitrary N is straightforward and will be
explained at the end of the section.
A. Tracing out the Markovian bath
The first step in order to obtain a reduced descrip-
tion of multi-time correlation functions is to eliminate
the degrees of freedom corresponding to the Markovian
bath (here the photonic bath). This reduction is most
4simple when single-time expectation values of operators
not acting on the photonic reservoir are considered, since
all such expectation values can be evaluated using the
reduced density matrix
ρ¯(t) = TrRad[ρ(t)] , (8)
where TrRad[·] denotes the partial trace over the photonic
subspace giving rise to radiative decay. Consider now the
following four requirements: (i) the continuum described
by HRad + HQD-Rad can be treated within the Markov
approximation, (ii) system and environment subspaces
factorize initially, i.e., ρ(0) = ρ¯(0) ⊗ ρRad, where ρRad
is a thermal distribution, (iii) H1(t) does not depend on
d†j and dj , and (iv) the frequency renormalization (Lamb
shift) induced by the mode continuum can be neglected
as well as the finite temperature of the Markovian bath.
As discussed in textbooks35,46, if these requirements are
fulfilled, the reduced density matrix obeys the dynamical
equation
∂
∂t
ρ¯(t) =Lρ¯(t) (9)
with L =L1 + Lσ−,γ , (10)
where L1 is defined by
L1ρ¯ = − i
h¯
[H1(t), ρ¯] (11)
and describes the Hamiltonian dynamics induced by
H1(t). The second term accounts for the interaction with
the Markovian bath by the Lindblad superoperator Lσ−,γ
which is constructed following the well known scheme for
Lindblad operators:
LO,γρ = γ
2
(2OρO† −O†Oρ− ρO†O) (12)
with a loss rate γ and a system operatorO. Provided that
Lσ−,γ is non-zero, Eq. (9) represents a non-unitary time
evolution in Liouville space. The simultaneous treat-
ment of such non-Hamiltonian and Hamiltonian dynam-
ics within a PI approach for single-time functions is dis-
cussed in Ref. 41, where the phonon subspace is traced
out keeping its full memory structure. Note that due to
condition (iii) the phononic subspace is not affected by
tracing out the Markovian bath, i.e., it is still formulated
as a Hamiltonian contribution to the dynamics. Intro-
ducing the Liouvillian propagator
Pt′→t = T e
∫ t
t′ L(t′′)dt′′ (13)
with the time ordering operator T , the formal solution
of Eq. (9) is ρ¯(t) = P0→tρ¯(0).
For the evaluation of two-time functions we start with
the definition in Eq. (6) for the case N = 2 where the
time-evolution of the operators follows from the total
Hamiltonian H(t). Using the cyclic property of the trace,
which is taken over the entire space considered, we can
rearrange this expression to yield
GO1O2O3O4(t1, t2) =TrQD,Ph,Rad
[
O2(t2)O3(t2)
×O4(t1)ρ(0)O1(t1)
]
, (14)
where the indices QD, Ph, Rad indicate the decompos-
tion of the total trace into parts referring to the QD, the
phonon and the photon degrees of freedom, respectively.
Changing the dynamical picture with the help of the uni-
tary time evolution operator Ut′→t = T e− ih¯
∫ t
t′ H(t
′′)dt′′
leads to
GO1O2O3O4(t1, t2) =
TrQD,Ph
[
O2(0)O3(0)TrRad
[
Ut1→t2O4(0)ρ(t1)O1(0)U†t1→t2
]]
.
(15)
Eq. (15) is the starting point for the standard elimination
of the Markovian bath, where the central assumption is
made that the total density matrix ρ(t1) factorizes not
only at some initial time t0 but at every single point in
time t1 into system and reservoir parts. Furthermore,
the reservoir is taken to be static, i.e., it is described by
the thermal distribution ρRad for all times. When these
conditions are fulfilled to a good approximation, the two-
time correlation function can be written as35,46
GO1O2O3O4(t1, t2) =
=TrQD,Ph
[
O2(0)O3(0)Pt1→t2
[
O4(0)[P0→t1 ρ¯(0)]O1(0)
]]
,
(16)
where Pt′→t is the Liouville space propagator that has
been introduced in Eq. (13). The advantage of using
Eq. (16) instead of Eq. (15) is that Pt′→t acts in the re-
duced space, where the operators of the Markovian bath
have been eliminated, while the unitary time evolution
operators Ut′→t act in the unreduced total space.
We stress that, up to this point, the phononic envi-
ronment is treated completely Hamiltonian. In absence
of a non-Markovian environment, Eq. (16) would consti-
tute the desired reduced description, which in that case
reduces to the QRT.
B. Path integral treatment of the non-Markovian
reservoir
Eq. (16) is a formal representation of the sought two-
time correlation function. The main target of the present
paper is to provide a practical algorithm that enables a
complete numerical evaluation of GO1O2O3O4(t1, t2). For
single-time functions this goal has been reached before
with the use of PI methods.36–39,41 The extension to two-
time functions is most easily understood after first recall-
ing how the PI approach works for single-time functions.
The task to evaluate single-time expectation values of
5system operators Oj (QD operators in our example) can
be split in first obtaining the reduced density matrix ρ¯
for the QD subsystem and then taking the trace over
Oj ρ¯. As usual, the reduced density matrix of the QD
subsystem is defined as:
ρ¯(t) = TrPh [ρ¯(t)] , (17)
where the trace is taken over the phonon degrees of free-
dom. In fact, the evaluation of the matrix elements
ρ¯νµ is a special case of Eq. (16), where t1 = t2 = t,
O2 = O3 = O4 = Id with Id being the identity operator
and O1 = |µ〉〈ν|, such that
ρ¯νµ(t) = TrQD,Ph
[
[P0→tρ¯(0)]|µ〉〈ν|
]
. (18)
The expression in Eq. (18) can be cast into a PI rep-
resentation by decomposing the Liouvillian propagator
according to
P0→t =Id(n)P(n−1)∆t→n∆tId(n−1) · · ·
· · · Id(2)P∆t→2∆tId(1)P0→∆tId(0) . (19)
Here we have subdivided the time interval [0, t] into n
equidistant time steps ∆t, such that n∆t = t. Further-
more, the operators Id(j) that are inserted after the j-th
time step are identity operators that according to the
completeness relation may be written as
Id(j) =
∑
ξj
|ξj〉〈ξj | , (20)
where {|ξj〉} is a complete set of states in the QD and
phonon subspace. Inserting the identity operators in this
form replaces the operators P(j−1)∆t→j∆t by their matrix
elements and thus the reduced density matrix in Eq. (18)
appears as a sum over paths in configuration space of QD
and phonons. It is well known that all parts of these sum-
mations involving phonons can be performed analytically
for the pure-dephasing coupling model36,37,41, such that
in the numerical treatment only summations over paths
in the QD configuration space have to be carried out.
Note that the classification of the coupling as being of
pure-dephasing type refers to the bare state basis of the
QD, where this coupling is diagonal. Working in a QD
basis, where the coupling to phonons is diagonal, sim-
plifies greatly the task of analytically performing the re-
quired integrations over the phonon degrees of freedom,
which eventually leads to the phonon memory kernels.
However, even for a two-level system the direct summa-
tion over all paths is feasible only for few time steps, since
the number of contributions grows exponentially with the
number of time steps.
A highly efficient algorithm for performing the
sum over paths has been introduced by Makri and
Makarov36,37, which makes use of the fact that after inte-
grating out the phonon degrees of freedom, their influence
is captured by phonon induced memory kernels that for a
continuum of phonons decay on a finite time scale (for LA
phonon coupling to a QD typically on the order of a few
picoseconds). Note that the phonon induced memory ker-
nels can be evaluated from the knowledge of the phonon
coupling constants γXq and thus the memory depth is
known before starting any path summations. Using the
finite memory depth the summation over paths can be
carried out by an iterative scheme for the so called aug-
mented density matrix (ADM). The ADM is a 2nc dimen-
sional tensor of weights assigned to each path where nc is
the number of time steps needed to cover the full memory
depth. In the case where the Liouville propagator con-
tains simultaneously Hamiltonian and non-Hamiltonian
contributions, the calculation of the ADM proceeds ac-
cording to the following recursion41:
ρ¯
µn...µn−nc+1
νn...νn−nc+1 =Mνn−1µn−1νnµn
×
∑
νn−nc
µn−nc
exp
(
n∑
l=n−nc
Sνnνlµnµl
)
ρ¯
µn−1...µn−nc
νn−1...νn−nc , (21)
where Sνnνlµnµl is the phonon influence functional that
describes the time-delayed back action of the phononic
environment, in short, the phonon-induced memory of
the system. Mνn−1µn−1νnµn is the matrix element of the Li-
ouville propagator Mt representing the combined time
evolution induced in the QD subsystem41,42 by H0(t) and
Lσ−,γ from time step n − 1 to n. For the sake of a self-
contained presentation, we repeat the explicitly known
expressions for Sνnνlµnµl andMνn−1µn−1νnµn in Appendix A.
The iteration is started by calculating the ADM for the
first nc time steps by directly performing the correspond-
ing summations.39,42
To obtain the reduced density matrix ρ¯νµ from the
ADM one has to trace out all indices except those refer-
ring to the most recent time step, i.e.,
ρ¯νnµn =
∑
νn−1...νn−nc+1
µn−1...µn−nc+1
ρ¯
µn...µn−nc+1
νn...νn−nc+1 . (22)
In order to develop a PI-based algorithm for the eval-
uation of the two-time function in Eq. (16) we proceed
along the same lines as done for the evaluation of the
single-time reduced density matrix, i.e., in a first step we
decompose in Eq. (16) both P0→t1 as well as Pt1→t2 ac-
cording to Eq. (19). As for the single-time functions the
insertion of identity operators resolved by the complete-
ness relation Eq. (20) casts the expression Eq. (16) into a
sum over paths in configuration space. It should be noted
that the operators Oj in Eq. (16) act only within the
QD subspace and not on the phonon degrees of freedom.
Therefore, all integrals over phonon variables that show
up after inserting the completeness relation Eq. (20) for
the identity operators are identical to those appearing in
the corresponding expressions for single-time functions.
In particular, all related integrations can be carried out
analytically such that the phonon influence again ends up
in memory kernels that can be evaluated beforehand and
6thus the memory depth is known. For efficiently perform-
ing the summations over paths an iterative scheme anal-
ogous to Eq. (21) may be set up. To this end we assume
a time discretization such that n equidistant time steps
of length ∆t are needed to cover the interval [0, t1] while
another m time steps of the same length connect t1 with
t2, i.e., t1 = n∆t and τ1 := t2−t1 = m∆t. From Eq. (16)
it can be seen that in order to reach t1 starting from t = 0
the ADM can be iterated in the same way as for single-
time functions, i.e., according to Eq. (21). Applying the
operator O4 from the left and O1 from the right to the
operator P0→t1 ρ¯(0) is formally equivalent to replacing
the operator Mt, which describes the time evolution of
the QD subsystem without phonon coupling from t1 to
t1 + ∆t1, in the n-th time step by O4(0)Mt1O1(0). We
can therefore define a modified ADM which for the first n
time steps coincides with the original ADM. At the n-th
time step the modified ADM is defined as:
ρ¯
µn...µn−nc+1
O4O1νn...νn−nc+1
=
∑
ν′nµ′n
(O4)νnν′nM
νn−1µn−1
ν′nµ′n
(O1)µ′nµn
×
∑
νn−nc
µn−nc
exp
(
n∑
l=n−nc
Sνnνlµnµl
)
ρ¯
µn−1...µn−nc
νn−1...νn−nc , (23)
where (O1)νµ and (O4)νµ are the representations of the
system operators in the QD basis {|ν〉} obtained by in-
serting the completeness relation with respect to this ba-
sis between O1 (O4) and Mt. From Eq. (16) it is ev-
ident that after applying the operators O1 and O4 at
time t1 there is no further modification compared with
the single-time case during the propagation from time t1
to t2 = t1 + τ1 and thus the modified ADM ρ¯O4O1 obeys
the same recursion as the ADM, i.e., Eq. (21), for the
subsequent m time steps covering the interval [t1, t2].
Finally, the calculation of the two-time function
GO1O2O3O4(t1, t2) is completed by applying O2(0)O3(0)
from the left and then taking the trace over the QD de-
grees of freedom, i.e.,
GO1O2O3O4(t1, t2) =∑
νn+m...νn+m−nc+1
µn+m...µn+m−nc+1
[
O2(0)O3(0)
]
µn+mνn+m
ρ¯
µn+m...µn+m−nc+1
O4O1νn+m...νn+m−nc+1
,
(24)
where
[
O2(0)O3(0)
]
µν
is the matrix element of the op-
erator product O2(0)O3(0) in the QD basis. It is impor-
tant to note that for evaluating the two-time function
GO1O2O3O4(t1, t2) for finite delays τ1 = t2 − t1 > 0 it is
not sufficient to know the reduced density matrix at time
t1. This is the crucial difference compared with the QRT
where the two-time function is propagated with respect
to the delay τ1 by solving an initial value problem where
the initial values are determined from the reduced den-
sity matrix at t1. The physical meaning of this difference
is that iterating the modified ADM keeps the complete
phonon induced memory before and after the time t1.
Altogether, the above described iteration scheme for
performing a PI-based calculation of the two-time func-
tion GO1O2O3O4(t1, t2) requires n + m iterations, the ef-
fort of which is the same as needed for the iteration of
the ADM in the single-time case. Thus, the evaluation
of GO1O2O3O4(t1, t2) for a given pair t1, t2 can be done
with the same numerical effort as needed for tracing a
single-time function over a time interval [0, t1 + τ1]. Of
course, this implies that mapping out the dependence on
both t1 and τ1 is much more demanding than following a
single-time function over an extended time interval since
the calculation has to be performed anew for each pair
t1, τ1.
Finally, we would like to note that the generalization
to an arbitrary multi-time function as defined in Eq. (6)
can easily be done by repeating the derivations of sub-
sections III A and III B for every time argument tj with
2 < j ≤ N for the subsequent dynamics in τj . This
amounts to (i) reordering the operators in Eq. (6) such
that operators with equal times appear on either side of
the density matrix as in Eq. (14), (ii) then, if present,
tracing out Markovian baths which converts the uni-
tary time evolution into a Liouville space propagation
described by operators Ptj→tj+1 , (iii) decomposing these
operators according to Eq. (19), (iv) obtaining a repre-
sentation of the multi-time function as a sum over paths
in configuration space by resolving the identity operators
introduced in the decomposition using the completeness
relation Eq. (20), (v) representing the phonon induced
memory in terms of memory kernels by performing the
integrations over phonon degrees of freedom , (vi) per-
forming the remaining sum over paths in the QD sub-
space by iterating a modified ADM which at every inter-
mediate time argument tj of the N -time function picks
up operators Oj and O2N−j+1, (vii) finally, after the last
time step applying operators ON and ON+1 to the mod-
ified ADM and taking the sum over all system indices
of the modified ADM. Again for a given ordered tuple
(t1, · · · , tN ) the numerical demand is identical to the ef-
fort of following a single-time function from time t = 0 to
the final time t = tN . This is due to the fact that - as a
simple recipe - the derivation amounts to modifying the
Liouvillian propagator Mt, that describes the combined
Hamiltonian and non-Hamiltonian evolution of the sub-
system of interest, at times t ∈ {t1, ..., tN−1} in complete
analogy to Eq. 23.
IV. NUMERICAL EXAMPLES
In order to illustrate the applicability of our algorithm
we first consider a laser driven two-level system coupled
to LA phonons and accounting for radiative decay by a
Lindblad operator derived from a Markovian photonic
bath as described in section II. For the explicit calcula-
tion we take a GaAs-based self-assembled dot with a di-
ameter of 6 nm and standard material parameters.47 The
laser is tuned in resonance to the two-level transition and,
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FIG. 1. (a) Derivative of the trace distance and (b) incoherent resonance fluorescence, i.e., emission spectrum including phonons
initially at T = 10 K, T = 30 K, and without phonons for comparison for a 6 nm GaAs QD with cw excitation. The inset shows
the same data on a scale, where the Mollow triplet is visible. The spectra are normalized to the height of the central peak.
after being switched on at t = 0, has a constant ampli-
tude corresponding to h¯f(t)/2 = 39µeV. The radiative
decay rate is taken to be h¯γ = 6.6 µeV. The phonons
are assumed to be initially in thermal equilibrium at a
temperature of T = 10 K.
Before we discuss two-time correlation functions of this
system, we would like to demonstrate that this system
indeed exhibits pronounced non-Markovian dynamics for
the chosen parameter set. To this end, we show the time
derivative of the trace distance ddtD(ρ+, ρ−), as defined in
Refs. 25 and 48, in Fig. 1(a), which can be interpreted as
a measure of non-Markovianity.25,48 According to Ref. 48
the Markovianity of a system implies that ddtD(ρ+, ρ−) be
less than zero. In other words, a value larger than zero
for this quantity indicates non-Markovian environment
influences. There is an intuitive interpretation to this cri-
terion: When the distance, i.e., the distinguishability be-
tween two states, increases with time
(
d
dtD(ρ+, ρ−) > 0
)
there has to be a flow of information from the environ-
ment to the subsystem of interest. Thus, the system
dynamics cannot be Markovian. For the application of
this criterion it is sufficient to find a pair of states ρ+ and
ρ− for whom this statement holds. Here, we choose the
same states as defined in Ref. 25. Clearly, non-Markovian
behavior is established in Fig. 1(a). The origin of the non-
Markovian dynamics is the phononic environment as can
be seen by switching off the dot-phonon coupling which
results in values of ddtD(ρ+, ρ−) strictly lower than zero
[cf. the black solid line in Fig. 1(a)].
A. Emission spectrum of a two-level QD
Next we turn to the calculation of the emission
spectrum S(ω) of our driven two-level system49 which
we evaluate from the two-time correlation function
G(1)(t, τ) = 〈σ+(t + τ)σ−(t)〉 by considering times t
long enough such that a stationary nonequilibrium state
has been reached. Then the Fourier transform is taken
with respect to τ after subtracting the limiting value
limt→∞ limτ→∞G(1)(t, τ) which in Ref. 35 is referred to
as coherent part of the emission, i.e.,
S(ω) = lim
t→∞Re
[ ∫ ∞
−∞
dτ
(
G(1)(t, τ)
− lim
τ→∞G
(1)(t, τ)
)
e−iωτ
]
. (25)
The determination of the emission spectrum can be con-
sidered to be a crucial test of our method since in Ref. 25
it has been demonstrated that a naive application of the
QRT yields the phonon side band energetically on the
wrong side. Our result is shown in Fig. 1(b), where
spectra calculated for phonons initially at T = 10 K and
T = 30 K as well as for the phonon-free case are shown.
Clearly, a broad phonon side band is found below the
zero phonon line (ZPL) corresponding to transitions in-
volving phonon emission, whereas above the ZPL a tail
is found originating from transitions where phonons are
absorbed.50,51 As expected, the tail is reduced with de-
creasing temperature while the broad phonon side band
remains. Furthermore, the same data plotted on a differ-
ent scale [cf. inset in Fig. 1(b)] shows the well known Mol-
low triplet.52 The Rabi splitting is due to the strong driv-
ing of h¯f = 78 µeV compared with the radiative decay
rate. Also clearly visible is the phonon-induced renormal-
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FIG. 2. Averaged two-time photon correlation function at
T = 4.2 K for a 6 nm GaAs QD embedded in a single-mode
microcavity with pulsed excitation accounting for seven states
on the Jaynes-Cummings ladder.
ization and damping of the Rabi oscillations that mani-
fest themselves in the shift of the two side peaks towards
the central peak of the Mollow triplet and their broaden-
ing, respectively.1,4,45,53–56 Altogether, this demonstrates
that our method reliably accounts for the phonon in-
duced memory which is reflected by the phonon-induced
features in the spectra that appear on the energetically
correct side of the ZPL.
B. Two-time photonic correlation function of a
QD-cavity system
Usually two-level systems are used to showcase the ap-
plication of PI methods because the rapid increase of
the number of elements of the ADM with rising number
of levels of the system of interest imposes severe lim-
itations to the size of systems that can be dealt with
numerically. For QD systems, which exhibit typically a
rather long memory of the order of a few picoseconds,
already for single-time functions corresponding calcula-
tions have been mostly restricted to two-, three- or four-
level systems.3,4,57–59 Recently, it has been demonstrated
in Ref. 42 that for an important class of systems, where
the levels of the system of interest can be subdivided into
groups with identical phonon coupling within each group,
the iterative summation over paths can be speeded up
enormously by iterating instead of the full ADM a quan-
tity where the partial sum over states within each group
has already been performed. Indeed, in Ref. 42 a QD-
cavity system with 41 states of the Jaynes-Cummings
ladder coupled to LA phonons and accounting for cav-
ity losses has been treated. This has become possible
because in this case the reformulation reduced the nu-
merical effort by more than 15 orders of magnitude with-
out introducing approximations. It is easily seen that
the idea of iterating a partially summed ADM can be
combined with our algorithm for obtaining multi-time
correlation functions without conflict.
To show the feasibility of such an enhanced scheme
which paves the way toward numerically complete cal-
culations of multi-time correlation functions for systems
beyond the very few level limit, we have considered a
laser driven two-level QD with a Jaynes-Cummings type
coupling to a cavity mode with photon rising (lowering)
operator a† (a) and deformation potential coupling to
LA phonons. This amounts to considering an additional
Hamiltonian contribution to the previously defined H0 in
the form of
HCav = h¯∆ωCLa
†a+ h¯g
(
a†|G〉〈X|+ a|X〉〈G|) , (26)
where ∆ωCL is the detuning between the cavity mode
and the central laser frequency. In addition we account
for cavity losses by a Lindblad term La,κ with a cav-
ity loss rate κ. Our system of interest consists of the
states of the Jaynes-Cummings ladder. We show results
where the system is driven by a pulse train f(t) where
every TPulse = 2.5 ns a laser pulse with Gaussian envelope
e(t) = Θ/(
√
2piσ) exp(−t2/(2σ2)) hits the QD, i.e.,
f(t) =
∞∑
n=0
e(t+ nTPulse) . (27)
The pulse area Θ is set to pi and the full width at half
maximum to 1 ps. The laser is in resonance with the
phonon-shifted two-level transition as well as the cav-
ity mode. The dot-cavity coupling is set to h¯g = 100µeV
and the cavity loss rate is chosen to be h¯κ = 6.6µeV while
the temperature is taken to be T = 4.2 K. The radiative
decay rate is h¯γ = 6.6µeV as before. For these param-
eters converged results are obtained by keeping states
with up to three excitations on the Jaynes-Cummings
ladder, which is a system with seven levels, namely three
pairs of states |G,nX〉, |X,nX − 1〉 for excitation num-
bers nX in the range 1 ≤ nX ≤ 3 and one state |G, 0〉 for
nX = 0. Here, |G,n〉 and |X,n〉 denote product states
where the dot is in one of its two energy eigenstates (|G〉
or |X〉) and n photons are excited. The excitation num-
ber nX refers to the sum of excited photons and excitons.
In the Jaynes-Cummings model (i.e., a system without
phonons, cavity or radiative losses and without laser driv-
ing) nX is preserved.
The pulse driven QD-cavity systems under discus-
sion are of particular interest concerning applications as
single-photon emitters. It is possible to determine the
quality of the emitted photons with respect to this goal
by examining the nonclassical antibunching behavior of
the photonic subsystem. To this end, the second-order
two-time correlation function of the cavity photons is
9often considered both in experiment and in theoretical
modeling. It is defined as
G(2)(t, τ) := 〈a†(t)a†(t+ τ)a(t+ τ)a(t)〉 , (28)
i.e., we set N = 2 in Eq. (6) as well as O1 = O2 = a
†,
O3 = O4 = a, t1 = t, and t2 = t + τ . G
(2)(t, τ) aver-
aged over the first time argument is shown in Fig. 2. As
expected, the dot-cavity system displays pronounced an-
tibunching behavior. The small amplitude modulations
on top of the pronounced peak structure occur because
we are in the strong coupling limit where the QD-cavity
coupling induces Rabi-type oscillations. Overall, our re-
sults confirm the feasibility of reliable numerically com-
plete PI calculations for systems noticeably larger than
two-level systems.
V. CONCLUSION
We have presented a path-integral based algorithm for
evaluating nonequilibrium multi-time correlation func-
tions of a few-level subsystem that has a pure-dephasing
type coupling to a continuum of oscillators which may in-
duce non-Markovian dynamics. The algorithm is formu-
lated in a way that allows to account for non-Hamiltonian
contributions to the dynamics resulting from further cou-
plings to Markovian baths in addition to the Hamiltonian
coupling to the oscillators. In contrast to calculations of
multi-time correlation functions based on the quantum
regression theorem, which is valid only for systems with
Markovian dynamics, our approach keeps the full mem-
ory structure induced by the oscillator continuum. The
algorithm can be applied to situations with explicit time
dependence, e.g., due to external laser driving, as well
as to initial value problems. Apart from limitations aris-
ing from the assumptions made in the formulation of the
model and, if applicable, apart from making use of a
Markovian description for some of the bath interactions,
no approximations are made in our treatment except for
discretization errors. In particular, all interactions are
treated completely and non-perturbatively. For example,
for a quantum dot coupled to phonons all multi-phonon
processes are included as well as the laser driving to all
orders in the driving field. We have demonstrated that
our method passes the crucial test case of determining
the emission spectrum of a two-level quantum dot cou-
pled to LA phonons by showing that the phonon side
band appears on the correct side of the zero phonon line
in contrast to results obtained from the naive application
of the quantum regression theorem. In addition we have
shown that the algorithm can be combined with a re-
cent improvement of the iteration scheme for performing
the sum over paths which opens up new opportunities by
making numerically complete calculations of multi-time
correlation functions feasible for systems where the num-
ber of relevant levels is considerably larger than two. As
an example for the latter situation we have shown con-
verged results for the second-order photonic correlation
function evaluated for a seven-level system.
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Appendix A: Explicit expressions for the influence
functional and Liouvillian propagator matrices
The following definitions are a repetition of those in
Ref. 41 for the sake of a self-contained presentation of the
present paper. In the special case where the dot-phonon
coupling constants are all either purely real or purely
imaginary (which applies to the deformation potential
coupling to LA phonons), the phonon influence fuctional
reads
Sνlνl′µlµl′ = −Kνl′νl(tl − tl′)−K∗µlµl′ (tl − tl′)
+K∗νlµl′ (tl − tl′) +Kνl′µl(tl − tl′) (A1)
with the memory kernels
Kνlµl′ (τ) = 2
∫ ∞
0
dω
Jνlµl′ (ω)
ω2
(1− cos (ω∆t))
×
[
coth
(
h¯ω
2kBT
)
cos (ωτ)− i sin (ωτ)
]
(A2)
and
Kνlµl(0) =
∫ ∞
0
dω
Jνlµl(ω)
ω2
×
[
coth
(
h¯ω
2kBT
)
(1− cos (ω∆t))
+ i sin (ω∆t)− iω∆t
]
. (A3)
Here, the phonon spectral density
Jνµ(ω) =
∑
q
γνqγ
µ∗
q δ(ω − ωq) (A4)
has been introduced. Although in our case the spectral
density is of the super-Ohmic type (cf. Ref. 39), we would
like to mention that various spectral densities describing
vastly different systems may lead to pronounced non-
Markovian behavior, e.g., nonanalyticities of the spec-
tral function can induce power law tails in multi-time
observables.60
Defining the combined Hamiltonian and non-
Hamiltonian Liouvillian for the subsystem of interest
LS• = − i
h¯
[H0(t), •] + Lσ−,γ• (A5)
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the propagator
Mt• = T exp
(∫ t+∆t
t
LS dt′
)
• (A6)
is introduced. The matrix elements
Mνl−1µl−1νlµl = 〈νl|Mt
[
|νl−1〉〈µl−1|
]
|µl〉 (A7)
are defined as the elements of the operator that is ob-
tained by applying the propagator Mt to the canonical
basis operator |νl−1〉〈µl−1|.
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