The detection of four-wheel alignment parameters has important impact on vehicle safety performance, and 3D image wheel aligner based on computer vision technology is the latest wheel alignment product. Extraction method for image feature of the target, and calibration method for the camera parameters associated with four-wheel alignment technology are often 
Introduction
With the rapid growth in the number of vehicles, the quantity and quality of automotive testing equipment are constantly improving. As an important part of vehicle detection, detection of wheel alignment parameters has decisive impact on vehicle safety performance. If wheel alignment parameters are abnormal, it will result in abnormal wear of the tires, driving wandering, wheel shimmy, hard steering, the increment of fuel consumption and other issues. It directly affects driving safety of the automobile.
At present domestic and foreign automotive testing industry, the latest wheel alignment product is 3D image wheel aligner based on computer vision. The aligner is completely based on computer image processing technology, and it only needs two or more high-performance CCD cameras with four targets, without the traditional electronic sensors. It eliminates the circuit that may cause fault. Comparing with traditional 2D four-wheel aligner, it greatly reduces the number of sensors and doesn't need to be calibrated repeatedly. A single calibration of the parameters for the kind of aligner can be used repeatedly. The kind of aligner has the advantages such as simple operation, fast speed, high precision, etc.
Extraction method for image feature of the target (1) (2) (3) , calibration method for intrinsic parameters and external parameters of the camera (4, 5) , calibration method for multi-camera pose relationship are the important parts of 3D image wheel alignment technology. Calibration method for multi-camera pose relationship based on binocular vision (6, 7) is often researched, but calibration method for multi-camera pose relationship based on monocular vision is rarely researched. A convenient calibration method for multi-camera pose relationship based on monocular vision is presented in this paper.
Calibration Method
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Calibration device Once the pose relationship of any two cameras is determined in the calibration of multi-camera, the pose relationship of multi-camera can be determined.
The model of two cameras pose calibration is shown in figure 1 . The method presented in this paper needs a calibration device which is a rigid-body consisting of two targets connected with a long beam, and the relative positional relationship between the coordinate systems of the two targets may be unknown before calibration. When using the calibration device, it's necessary that camber 1 and camber 2 can take target 1 and target 2 respectively.
Assume the transformation matrix from the coordinate system of target 1 to the coordinate system of camber 1 is matrix A , the transformation matrix from the coordinate system of target 2 to the coordinate system of target 1 is matrix M , the transformation matrix from the coordinate system of camber 2 to the coordinate system of target 2 is matrix B , the transformation matrix from the coordinate system of camber 2 to the coordinate system of camber 1 is matrix N . Matrix M and N may be unknown before calibration, they can be solved after calibration.
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2. The calibration of matrix N : When matrix M is known, the matrix N can be calibrated based on the image data at some positions.
The calculation method of matrix N is shown as follows:
From equation (1), the follow equation can be gained:
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Simulation Result
The transformation matrix can be expressed as follows: 
Experiment Result
Based on the above calibration method and some other technology, a kind of new 3D four-wheel aligner is developed. Using this kind of 3D four-wheel aligner and another kind of 3D four-wheel aligner to detect a minibus respectively, the measurement results (only lists the toe-in angles of four wheels in this paper) are shown in table 1 and 2, respectively. The units of the angles in the two tables are all degrees. Comparing the data in the two tables, the results show that measurement stability and precision of the new 3D aligner are better than another kind of 3D aligner.
Conclusions
A calibration model of multi-camera pose relationship based on monocular vision is built. The calibration device and calibration process for the method are all relatively simple, and the results of simulation and experiment show that calibration method is feasible and effective. This method forms the foundation for four-wheel alignment technology based on computer vision theory. It's a new method that it is different from the traditional calibration method, and has broad application prospects. 
