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Abstract. Gait event detection of the initial contact and toe off is essen-
tial for running gait analysis. Heuristic-based methods exist to estimate
these key gait events from tibial accelerometry. These heuristic-based
methods are unfortunately tailored to very specific acceleration profiles,
which may offer complications when dealing with larger data sets and
inherent biological variability. Therefore, the purpose of this study was
to compare a previously utilised heuristic method of gait event detec-
tion to an original proposed method using a structured machine learning
approach. Force-based event detection acted as the criterion measure in
order to assess the accuracy of the predicted gait events. 3D tibial ac-
celeration and ground reaction force data from 93 rearfoot runners were
captured. A heuristic method and two machine learning methods were
employed to derive initial contact, toe off and stance time from tibial
acceleration signals. Both machine learning methods significantly out-
performed existing heuristic approaches. Furthermore, results indicate
that a structured recurrent neural network machine learning model of-
fers the most accurate and consistent estimation of the gait events and
its derived stance time during level overground running. The machine
learning methods seem less affected by intra- and inter-subject variation
within the data, allowing for accurate and efficient automated data out-
put with possibilities for real-time monitoring and biofeedback during
prolonged measurements.
1 Introduction
The running gait comprises of the stance and swing phases, separated by two
key events: initial contact (IC) and toe off (TO) (Figure 1). Determining the
timing of these events allows performing a detailed stride-by-stride analysis of
a runner’s gait. Moreover, many variables relevant for gait analysis are defined
? PR and RD contributed equally to this work.
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with respect to either one or both of these gait events. For example, stance time
(ST) is defined as the time span between both events. Therefore, accurate and
consistent detection of these gait events is crucial for any gait analysis.
The criterion instrument for gait event detection is a force platform [15]. This
expensive device is part of an instrumented runway or treadmill [13,18], hence
restricted by its measurement zone. Therefore, body-worn accelerometers and
matching detection algorithms have been proposed as an ambulatory method
for gait event detection [6].
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Fig. 1. The running gait cycle can be split in a stance phase and a swing phase,
separated by the initial contact (IC) and toe-off (TO) events. The timing of these gait
events are estimated from 3D tibial acceleration signals (ACC). Ground truth labels
are based on the vertical ground reaction force (vGRF).
However, these accelerometry-based event detection methods are all heuristic-
based [10,11,14]. For example, Mercer et al. [11] used an accelerometer affixed to
the shin, identifying IC as a local minima before the axial peak tibial acceleration
and TO as the second local maxima after that axial peak. These heuristic-based
methods assume that both gait events are associated with typical acceleration
features, neglecting inter-subject variation. Recent advances in the field of ma-
chine learning [9,13], specifically the success of neural networks [5], suggest that
a data-driven approach for gait event detection using machine learning may lead
to better accuracy and consistency.
This study evaluated gait event detection (IC-TO) from 3D tibial accelera-
tion signals using a heuristic-based method and two machine learning methods.
Criterion validation happened by comparing the estimated timings to those de-
termined using a force platform. We evaluated the success of event detection, the
absolute error of prediction and its variability to propose an accurate estimation
method.
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2 Methods
2.1 Subjects, instrumentation and experimental procedure
This study recruited 93 rearfoot runners from the local running community (Ta-
ble 1). These runners were free of running-related injuries during the last six
months, ran at least 15 km per week and signed an informed consent. Approval
for the study was obtained from the local ethical committee (bimetra 2015/0864).
Table 1. Characteristics of subjects, expressed as mean ± standard deviation.
Men Women
(n = 55) (n = 38)
Age (Yrs) 35.9 ± 9.2 34.6 ± 10.8
Body height (m) 1.79± 0.07 1.67± 0.06
Body weight (kg) 76.5 ± 10.2 60.6 ± 7.3
Training volume (km/week) 36.4 ± 16.9 27.9 ± 11.0
Data collection took place during two different projects, but with the same
measurement setup. The first cohort consisted of 13 subjects, wearing a stan-
dardized neutral running shoe (Li Ning Magne, ARHF041), who were asked to
run on a 30-m instrumented running track at multiple speeds (2.55 m.s-1, 3.20
m.s-1, 5.10 m.s-1 and preferred running speed) [18]. The second cohort consisted
of 80 runners, wearing their own regular training shoes, running at 3.20 m.s-1
only. The running speed was controlled with timing gates and runners received
feedback if they did not run within ± 0.2 m.s-1 of the target speed.
All runners wore a backpack/tablet system to measure the tibial acceleration.
Two tri-axial accelerometers (LIS331, Sparfkun, Colorado, USA;1000 Hz/axis),
were tightly strapped with medical tape on the antero-medial side of both shins,
eight centimeters above the medial malleolus [18]. Accelerometers were orien-
tated along the longitudinal axis of the tibia. The skin around the lower leg
was pre-stretched with sport tape to improve the rigid coupling between the ac-
celerometers and the tibia. Simultaneously, ground reaction forces were measured
at 1000 Hz by two built-in force platforms (2 m and 1.2 m, AMTI, Watertown,
MA). Tibial acceleration and force data were synchronized in time by means
of an infrared impulse sent from a motion capture system and captured by an
infrared sensor at the backpack system [18].
2.2 Data preprocessing
The vertical ground reaction force was filtered using a Butterworth second-order,
zero-lag, low-pass filter with a 60 Hz cutoff frequency. For each trial containing
at least three steps, the second step in the sequence was extracted using the force
data. For each second step, a period ranging from 200 ms before IC to 200 ms
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after TO was extracted. The data from the left and right leg were mirrored. Con-
sequently, each of these steps starts with a right foot making ground contact.
This procedure resulted in 1003 examples. Tibial acceleration signals were fil-
tered using a second-order band-pass filter with cutoff frequencies of 0.8 Hz and
45 Hz. Using the filter configuration as a hyper-parameter during the learning
phase (Section 2.5), this configuration gave the best results.
2.3 Feature construction
For each sampled value of each example, a feature vector was constructed from
the x, y and z components of the bi-lateral acceleration profiles. Below we de-
scribe the features used in the final models. For the full list of considered features,
we refer to the supplementary materials.
Filtered Acc {Left, Right} {x, y, z} The raw values in the filter acceleration
signals at each time step.
Filtered Acc {Left, Right} Total The magnitude of the resultant accelera-
tion.
Jerk {Left, Right} {x, y, z} The first derivative of the bandpass-filtered ac-
celeration signals.
Jerk {Left, Right} Total The magnitude of the resultant jerk.
Roll {Left, Right} The roll extracted from the acceleration signals. Here a
custom second-order Butterworth low-pass filter at 60 Hz was applied.
Pitch {Left, Right} The pitch extracted from the same low-pass filtered ac-
celeration signals.
Acc Right x Peak Min A moving average filtered labeling of local minima in
the anterior-posterior x-component of the foot making ground contact. This
marks the neighborhood of a clear peak value for the underlying acceleration
signal.
All features were standardized by removing the mean and scaling to unit vari-
ance. This scaling happened independently on each feature and independently
for each example.
2.4 Gait event detection
Formally, the problem of gait event detection can be specified as:
Given: A 3D tibial acceleration signal x(t) of length l, described by a
sequence x = (x1, . . . , xl) of D-dimensional feature vectors xt ∈ RD with
t = 1, . . . l.
Find: The gait event or phase yt ∈ {Swing, IC, Stance, TO} for each
corresponding xt, such that y
∗ = (y1, . . . , yl) is the correct sequence of
gait events and phases.
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In machine learning, this type of problem is traditionally solved by multiclass
classification algorithms. In this setting, the task is to find the most likely output
label y ∈ {1, 2, . . . ,K} for each input x ∈ RD. Therefore, the algorithm learns
a scoring function f such that f(x, y∗) > f(x, y) for all y 6= y∗, where y∗ is the
true label and y is an imposter label. This scoring function is then evaluated for
each possible output label y and the sample is finally labelled with the highest
scored output label y∗:
y∗ = argmax
y∈[1,K]
f (x, y) . (1)
For computational feasibility, the scoring functions generally are a linear form
of a joint feature vector Φ(x, y):
f(x, y) = wT · Φ(x, y).
Here, the features Φ (x, y) should quantify how “compatible” the input x is
with the output y. The vector w are parameters learned from the data that
correspond to the weight given to each feature in the computation of the final
score. A natural way to represent Φ is an outer product between x and the label
space. This yields the following representation:
Φ(x, k) =< 0, 0, . . . , 0︸ ︷︷ ︸
D(k−1) zeros
,
∈RD︷︸︸︷
x , 0, 0, . . . , 0︸ ︷︷ ︸
D(K−k) zeros
> ∈ RDK , (2)
with D the number of features and k ∈ y. In this representation, w effectively
encodes a separate weight for every feature/label pair.
In the case of gait event detection, however, the output has a natural struc-
ture: IC and TO events alternate each other and the time difference between
both events is similar from stride to stride. We can benefit from this inherent
structure of the output to train a more accurate predictor [2].
In this “structured prediction” setting a score is similarly assigned to each
possible output, given the input. However, both input and output are now se-
quences instead of individual samples. Specifically, given an input sequence x
of a tibial acceleration signal and a corresponding possible segmentation y =
(Swing, IC, Stance, . . . ), the task is to find the element y∗ of all possible output
sequences γ that maximizes a scoring function wT · Φ (x, y):
y∗ = argmax
y∈γ
wT · Φ (x, y) . (3)
However, in the structured setting, every input x has many possible segmen-
tations (Figure 2). Therefore, the main challenge is how to efficiently search for
the optimal input-output combination. Below, we introduce two machine learn-
ing algorithms to solve this problem.
6 P. Robberechts, R. Derie et al.
Feature
representation
Structured prediction
Acc xAcc y
Acc z
TOIC
Swing
IC
Stance
TO
Swing
IC
Stance
TO
Swing
IC
Stance
TO
Swing
IC
Stance
TO
Swing
IC
Stance
TO
Swing
IC
Stance
TO
Swing
IC
Stance
TO
Swing
IC
Stance
TO
Swing IC Stance Stance Stance Stance TO Swing
Fig. 2. A graphical illustration of the structured prediction task. First, the accelera-
tion signals of a step are transformed into a feature vector representation. Next, the
structured prediction algorithm maps the sequence of input vectors to the most likely
gait segmentation sequence. At each time step t the corresponding feature vector xt
can have any of the four possible labels. Any path through this trellis corresponds to a
unique labeling of this stride. The gold standard path is drawn with bold green arrows.
2.4.1 Reference and baseline methods
The ground truth of the IC and TO timings was determined per vertical ground
reaction force. The threshold for detection was set at 20 N. Additionally, we
used the method defined by Mercer et al. [11] (hereafter referred to as the M-
method [12]) to set a baseline for the machine learning models. The IC and TO
timings were herein defined as the minimum point before positive axial peak
tibial acceleration and the minimum acceleration after a second local maximum
after positive axial peak tibial acceleration, respectively.
2.4.2 Structured perceptron model
As a simple structured learning algorithm, we used the averaged structured per-
ceptron algorithm [3,4] from the SeqLearn3 package. This is a generalization of
the standard perceptron algorithm and the basic building block of the deep learn-
ing algorithm introduced in the next section. The algorithm makes predictions
by choosing the output sequence y that maximizes a score given by wTΦ (x, y).
And if this output sequence is incorrect, it will adjust the weights w toward the
correct output sequence y∗.
The key insight is that Φ (x, y) can be decomposed as
∑p
i=1 Φ
′
i (x, yi). This
makes it possible to search efficiently over all possible output sequences y us-
ing a variant of the Viterbi algorithm [7]. The joint feature functions Φ′i are a
3 http://larsmans.github.io/seqlearn/
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combination of the unary features given by equation 2 and Markov features that
quantify the likelihood of transitioning from one state to another in the next
sample. These are learned from the data and represent for example, that an IC
event is always followed by the stance phase.
2.4.3 Structured RNN model
The joint feature vector Φ (x, yi) can be extracted using different techniques.
Usually, this is done by handcrafting features as in the structured perceptron
model. An interesting alternative for the gait event detection problem is the
usage of a Recurrent Neural Network (RNN) model [1]. RNNs are a deep network
architecture that can model the behavior of dynamic temporal sequences using
an internal state which can be thought of as memory [8]. RNNs provide the
ability to predict the current frame based on the previous and/or next frames.
As such, the model can learn which long-term patterns in the acceleration profiles
are relevant for determining the timings of the gait events.
We optimized a RNN model and a structured prediction model in an end-to-
end fashion. Therefore, we use the structural hinge loss [17]
l (w, x, y) = max
y∗∈γ
[
0, l (y, y∗)− wTΦ (x, y) + wTΦ (x, y∗)] (4)
with
l (y, y∗) = |yIC − y∗IC|+ |yTO − y∗TO|. (5)
Since both the loss function and the RNN are differentiable, we can optimize
them using stochastic gradient descent.
Specifically, we use the RNN outputs as feature functions for a structured
prediction model (Figure 3). First, an RNN encodes the filtered acceleration
signals of an entire stride and outputs a new representation for each of the
samples. This new representation corresponds to an approximate likelihood of
an event. Then an efficient search is executed over all possible sample values
so that the most probable one can be selected. Therefore, we use a constrained
peak detection algorithm. This algorithm selects the local maxima that satisfy
the following constraints:
– A IC and TO event of opposing foot are separated by at least 35 ms and at
most 200 ms
– A TO and IC event of the same feet are separated by at least 160 ms and at
most 350 ms
2.5 Model learning and performance evaluation
The machine learning models were trained and assessed in a two-step procedure.
First, 5-fold cross-validation was used to obtain a good set of features and hyper-
parameters for both models. For the perceptron model, the dataset was split
into training (83 subjects) and test (10 subjects) sets. We found the 21 features
8 P. Robberechts, R. Derie et al.
TO TOIC IC
0 100 200 300 400 500 600 Time
[ms]
...
...
...
...
...
...
...
...
...
...
...
...
True event timing
Predicted event timing
Vertical acc
left foot
Vertical acc
right foot
Ф
Fig. 3. Visual representation of a two-layer bidirectional recurrent neural network with
long short-term memory cells to map the multivariate time series of tibial acceleration
profiles (top plot) to the likelihood of an event. Subsequently, a constrained peak
detection algorithm is used to determine the most likely timing of IC and TO events.
For simplicity, we only plot the axial acceleration profiles.
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described in section 2.3 to give the best result. The learning rate was set to 0.1,
which is the only parameter of this model. For the RNN model, the dataset was
randomly split into training (73 runners), validation (10 runners), and test (10
runners). The validation set was used for early stopping. The same features as
in the perceptron model were used, excluding the Acc Right x Peak Min feature.
Furthermore, we achieved the best results with two bidirectional long short-term
memory layers with dropout 0.2 after each recurrent layer and 50 hidden units.
Using these hyper-parameters and features, the models were retrained in a
leave-one-out cross-validation analysis to evaluate the accuracy. Each model was
iteratively trained on 92 of the 93 test subjects and then the accuracy of the
model was tested on the 93th subject. This procedure was repeated 93 times and
each time the data of a different subject was left out, obtaining an out-of-sample
prediction for each subject’s steps. Doing hyper-parameter tuning and feature
selection for each of these 93 folds separately is not computationally feasible,
hence the two-step procedure.
For each step, the relative error and absolute error were determined for the
estimated IC and TO event timings [12]. Relative errors were calculated as the
arithmetic difference (ms) between the predicted event timings (tacc) obtained
through the acceleration profiles and reference timings (tvgrf) obtained through
the force-platform method: Relative error = tacc−tvgrf. A positive value indicates
that the detected event occurred after the reference (time lag). Absolute errors,
indicating the error magnitude regardless of direction, were calculated as the
absolute value of relative errors: Absolute error = |tacc − tvgrf|.
ST was determined from the estimated gait events. As for the event timings,
relative and absolute errors on the estimated ST were calculated as the arith-
metic difference between the estimated ST using the accelerometer-based method
and reference. Here, a positive relative error corresponds to an overestimation
of the ST.
The number of trials completed by each runner varied. In order to avoid
that one runner would excessively impact the accuracy of our models, we com-
puted the global median relative error and median absolute error in a two-step
procedure. First, for each runner, the average median absolute error and me-
dian relative error were computed over all strides of that runner. Thereafter,
the global metrics were calculated as the median values of these metrics over all
runners.
2.6 Statistical analysis
Statistical analysis was executed in Python using the Statsmodels and Scipy
libraries, with the significance level set at p = 0.05. A Shapiro-Wilk test for
normality was first performed on the relative difference of ST. Subsequently, a
Friedman test (and Wilcoxon signed-rank tests for comparing pairs of models)
and Levene’s test for non-normal distribution were used to examine whether the
various prediction methods have significantly different accuracies and standard
deviations. Post-hoc testing was conducted using Bonferroni correction. Failed
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predictions were imputed with the subject’s average estimated ST at the cor-
responding running speed. Statistical analysis on the IC and TO estimates was
not possible since there exists no logical imputation.
3 Results
The relative differences of ST showed a non-normal distribution (all p < 0.001).
Both machine learning models outperformed the heuristic M-method (both p <
0.001) and significant differences were displayed between the perceptron and
RNN methods (p < 0.001) (Table 2). Regarding the success of gait detection,
our models rarely failed to identify a valid combination of IC and TO event
timings. The M-method, on the other hand, often failed to identify these events
because the acceleration profile of the failed cases lacked clear local maxima and
minima. In the cases with successful identification, the M-method estimated
both gait events considerably earlier than the criterion standard (Table 2). The
deviations in median relative error of the structured perceptron model and the
structured RNN model are close to zero (Table 2). These predicted event timings
thus do not consistently lead or lag behind the true event timings.
Table 2. Median relative error (MRE) and median absolute error (MAE) between each
estimation method and the reference for initial contact and toe-off detection (−: time
lead; +: time lag) and stance time estimation (−: shorter time; +: longer time). Stance
time was calculated as the timespan between the initial contact and toe-off events. Median
± standard deviation.
Variable Method Initial Contact Toe-off Stance time
MRE
(ms)
M-method −9.0 ± 9.8 −34.0 ± 76.3 −26.5 ± 76.8
Structured perceptron 0.8 ± 4.0 0.0 ± 9.8 −2.8 ± 10.7
Structured RNN −1.0 ± 2.0 0.5 ± 4.1 2.0 ± 4.7
MAE
(ms)
M-method 11.5 ± 6.6 71.8 ± 63.4 60.0 ± 58.8
Structured perceptron 3.5 ± 3.0 12.8 ± 7.9 14.5 ± 9.3
Structured RNN 2.0 ± 1.3 3.2 ± 3.1 4.2 ± 3.9
Failed
predictions
(%)
M-method 00.60 21.93 22.53
Structured perceptron - - 2.99
Structured RNN - - 1.69
Bold: minimum MAE for detected IC and TO and estimated stance time.
Regarding the absolute error of estimation, our machine learning models bet-
ter estimated the IC than the M-method (Table 2). The TO event was harder
to estimate. Still, the RNN model clearly outperformed the other methods (Ta-
ble 2). This RNN model also significantly outperformed the other methods in
terms of error variability (p < 0.001). Figure 4 shows the risk of an error greater
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than a given threshold for the machine learning models and the heuristic M-
method. In 83% of the examples, the RNN model was off by at most 10 ms
whereas the perceptron model only attained this level of accuracy in 40% of the
examples.
0 5 10 15 20 25 30 35 40 45 50
Error tolerance
(Absolute error [ms])
  0%
 10%
 20%
 30%
 40%
 50%
 60%
 70%
 80%
 90%
100%
Sensitivity
(% of examples)
RNN
Perceptron
M method
Fig. 4. Sensitivity (true positive ratio) of the three methods as a function of error
tolerance. The absolute error (ms) is the deviation from the stance time, as determined
by means of a force plate. Both of our machine learning models outperform the heuristic
M-method.
4 Discussion
This study examined gait event detection (IC-TO) in 3D tibial acceleration sig-
nals of rearfoot runners. Three approaches for event detection were examined:
a heuristic-based method [11], a structured perceptron model with hand-crafted
features and a deep learning structured RNN model. While the M-method de-
tected the gait events consistently earlier with underestimation of the ST [12],
our machine learning models better handled the estimation of IC and TO. The
M-method cannot deal with the variation observed in the acceleration signals
between subjects and even between strides of a subject. Heuristic-based meth-
ods to determine gait events relying on a universal pattern in the acceleration
profiles results in a consistent lead (too soon) or lag (too late) in the estimates.
Using a structured learning approach, our machine learning algorithms could
deal with some variability in 3D tibial acceleration. Despite accurate predictions
for most examples, the errors for an individual step can be quite large. For 3% of
the examples, the RNN model predicted a ST that deviates at least 50 ms from
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the criterion reference (Figure 4). Most acceleration patterns of these examples
belong to the same four subjects and were manually investigated. Unfortunately,
no clear patterns were distinguished. One may further improve the models by
adding data of a large number of runners with different, unique patterns. Alterna-
tively, a model could be specifically trained for each pattern. Using principles of
transfer learning, one can learn such specific models from a limited dataset [16].
The automated methods enable accurate and real-time detection of key events
whilst running overground. The mean computation time of the perceptron and
RNN models needed to go from the raw signals to estimated gait event timings
were respectively 4 ms and 142 ms (2.3 GHz Intel Core i5, 16 GB LPDDR3
RAM), which is below a typical ST in overground rearfoot running at submaxi-
mal speed. Given that the prediction models require data of a complete step to
make a prediction, estimates can be provided before the end of the next step.
This ability to output running gait parameters accurately and promptly permits
the development of an automated feedback system based on the consistency or
fluctuation of spatio-temporal parameters. Further research should investigate
our proposed method when applied outdoors on different terrains. Altogether,
this study presents a structured RNN learning approach which accurately de-
tects IC and TO events in 3D tibial acceleration profiles for rearfoot runners
when running indoor on a standard sports floor. This algorithm offers possibil-
ities towards implementation in overground gait analysis or gait-retraining of
rearfoot runners without the need of an embedded force plate.
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