For a poset whose Hasse diagram is a rooted plane forest F , we consider the corresponding tree descent polynomial A F (q), which is a generating function of the number of descents of the labelings of F . When the forest is a path, A F (q) specializes to the classical Eulerian polynomial. We prove that the coefficient sequence of A F (q) is unimodal and that if {T n } is a sequence of trees with |T n | = n and maximal down degree D n = O(n 0.5−ǫ ) then the number of descents in a labeling of T n is asymptotically normal.
Introduction
In this paper we generalize the Eulerian polynomials by considering descent polynomials of rooted forests. Throughout this paper, we will use F to denote a plane rooted forest, whose roots we will draw on top. Let V (F ) be the vertex set of F . A labeling w of F of size n is a bijection w : V (F ) → {1, . . . , n}.
The descent set of a labeled forest is Des(F, w) = {v ∈ V (F ) : w(v) > w(u), u is the parent of v} and its cardinality is denoted by des(F, w). For example, for the labeled tree (T, w 1 ) in Figure 1 , for the two child-parent pairs (v 4 , v 6 ) and (v 5 , v 6 ) we have w 1 (v 4 ) = 6 > 2 = w 1 (v 6 ) and w 1 (v 5 ) = 5 > 2 = w 1 (v 6 ). So, Des(T, w 1 ) = {v 4 , v 5 }. Similarly, for the second labeling we get Des(T, w 2 ) = {v 2 , v 3 , v 4 , v 5 }. The roots are never in the descent set because they don't have parents.
Let W(F ) be the set of all n! labelings of the forest F . If F is a linear path with n vertices, A F (q) is equal to the n-th Eulerian polynomial A n (q), up to a factor of q. A n (q) has only (negative and simple) real roots, a result due to Frobenius [5] . As a consequence, the sequence of coefficients of A n (q) is log-concave and in turn unimodal. A general descent polynomial A F (q) may have non-real roots. For example, for the tree T in Figure 1 , the descent polynomial A T (q) = 20q 5 + 90q 4 + 250q 3 + 250q 2 + 90q + 20 has only one real root, q = −1.
Here we prove that the coefficients of A F (q) form a palindromic and unimodal sequence (Section 2). Then in Section 3 we prove that the distribution of descents in a tree T n with n vertices is asymptotically normal if the maximum down degree is D n = O(n 0.5−ǫ ). We remark that if a tree P n is picked random from the set of n n−2 trees with n labeled nodes and E(D) denotes the expected value of the maximum degree of P n then E(D) ∼ log n log log n as n → ∞ [9] . The coefficient sequences of the descent polynomials of all the random trees that we have checked up to size 11 were all log-concave, but we don't have a proof of that. Direct combinatorial proofs of the log-concavity of the Eulerian polynomials have been gound by Gasharov in [6] and by Bóna and Ehrenborg in [2] . Their proofs use bijections between permutations of size n with k descents and the set of labeled northeastern lattice paths with n edges, exactly k of which are vertical. Unfortunately, we don't see a way to extend that idea to our setting.
Generalizations of MacMahon's formula for q-counting inversions and major index in the setting of labelings of a fixed forest has been considered in [1] . For a graph G = ([n], E) and a permutation σ ∈ S n , define the graphical inversion number [4] inv G (σ) to be the number of edges {σ(i), σ(j)} ∈ E such that 1 ≤ i < j ≤ n and σ(i) > σ(j). (So, inv G generalizes the well-studied inversion statistic.) Suppose the vertex set of F is [n] and that i < j whenever i < F j. Counting the descents over all labelings of F is equivalent to counting the graphical inversions over S n in the underlying graph G of the Hasse diagram F . When G is the incomparability graph of a poset P (an edge in G corresponds to a pair of incomparable elements in P ), the polynomial A G (q, p, t) := σ∈Sn t inv G (σ) q maj P (σ) p des P (σ) has been studied in [10] . On the other hand, we note that the count by descents and leaves in [7] as well as the tree Eulerian polynomial considered in [3] is the sum over all labeled trees of size n and therefore is different from the polynomials considered here.
Symmetry and Unimodality
In this section we prove that the descent polynomials A F (q) is unimodal. The following result on the product of symmetric unimodal polynomials is used in the proof. A polynomial f (x) = n i=0 a i x i is symmetric, or palindromic, if a i = a n−i for i = 0, 1, . . . , n.
Proposition 2.1 ([11]
). If A(q) and B(q) are symmetric unimodal polynomials with nonnegative coefficients, then so is A(q)B(q).
First we show that
Proof. Let F be a forest with n vertices and m edges. For a labeling w ∈ W(F ), define w ′ ∈ W(F ) by w ′ (x) = n + 1 − w(x). Then for a vertex x with a child y, clearly w(x) < w(y) if and only if w ′ (x) > w ′ (y). Therefore every descent in (F, w) corresponds to an ascent in (F, w ′ ) and vice versa. Therefore, the number of labelings with k descents is equal to the number of labelings with m − k − 1 descents. Now we are ready for the main result of this section. In what follows, the down-degree of a vertex v is the number of children of v. For example, the down-degree of v 5 in the tree T in Figure 1 is 2.
Proof. We will prove the claim by induction on the number of vertices in F . The base case is easy to check. Suppose A F (q) is unimodal for all forests F of size less than n. Consider a forest F of size n that consists of trees T 1 , . . . , T m . We will consider the cases when m > 1 and m = 1 seperatly.
First suppose that m > 1, or in other words, F is not a tree. Then
for k i is the size of T i . By the inductive hypothesis, A T i (q) is unimodal for all i = 1, . . . , m and thus, by Proposition 2.1, A F (q) is unimodal. Now suppose that m = 1, or in other words F , is a tree with n vertices. For a vertex v, let F v = F −v be the tree obtained by removing the vertex v and incident edges from F . For w ∈ W(F ), let v be the vertex such that w(v) = 1. Consider the map defined by removing the vertex v and its adjacent edges to get the forest F v and the labeling w ′ ∈ W(F v ) defined by w ′ (x) = w(x) − 1 for all vertices x in F v . This defines a bijection from W(F ) to the set of pairs of a vertex v and a labeling w ′ ∈ W(F v ). Notice that in w, v creates a descent with all of its children since w(v) = 1 but it does not create a descent with its parent. So, we have
where d v is the down-degree of v. Let A F (q) = a 0 + a 1 q + · · · + a n−1 q n−1 and consider a k and a k+1 for some k + 1 ≤ ⌊ n−1 2 ⌋. Let v 1 , . . . , v n+1 be the vertices of F , and let A Fv i (q) = a i,0 + a i,1 q + a i,2 q 2 + · · · + a i,e i q e i , where e i is the number of edges in F v i , i.e.,
The coefficient a i,j is the number of labelings of the forest F v i with j descents and, in particular, a i,j = 0 if j < 0. Using (2.1) we get,
and, similarly,
We will show that a k ≤ a k+1 by comparing the terms on the right hand-side of (2.
If
2 ⌋, then we have
So, in both of these cases a i,k−dv i and a i,k−dv i +1 are in the first half of the sequence a i,0 , . . . , a i,e i and, by the inductive hypothesis,
and thus, by Lemma 2.2 we have a i,k = a i,k+1 , i.e., a i,k−dv i = a i,k−dv i +1 .
Central Limit Theorem
For a random variable Z, letZ
We write Z n → N (0, 1) to mean that Z n converges in distribution to the standard normal distribution. Consider the random variable X n which is counting the number of descents in a randomly generated labeling of a fixed tree T n of size n. In this section, we show that under some assumptions on the maximum degrees of the trees {T n } n≥1 ,X n → N (0, 1) as n → ∞. Theorem 3.1. Let {T n } n≥1 be a sequence of trees of size n and X n be the random variable that counts the number of descents in a random labeling of T n . If D n ≤ Cn −ǫ for some constant C and some 0 < ǫ < 1 2 where D n is the maximum down-degree in the tree T n , thenX n → N (0, 1).
The proof uses the Janson's dependency criterion [8] that is stated in terms of a dependency graph as follows. Let {Y k | k = 1, 2, . . . , N } be a finite set of random variables. Then a graph G is a dependency graph for {Y k | k = 1, 2, . . . , N } if the following conditions are satisfied:
1. There exists a bijection between the random variables {Y k | k = 1, 2, . . . , N } and the vertices of G, and 2. if V 1 and V 2 are disjoint sets of vertices of G such that no edge of G has one endpoint in V 1 and another one in V 2 , then the corresponding sets of random variables are independent.
Note that the dependency graph for a finite set of random variables is, in general, not unique because if the graph is not complete one can add another edge to obtain a new dependency graph. We can now state Janson's dependency criterion.
Theorem 3.2 ([8])
. Let Y n,k be an array of random variables such that for all n, and for all k = 1, . . . , N n , the inequality |Y n,k | ≤ A n holds for some real number A n , and that the maximum degree of a dependency graph of
If there is a natural number m so that
For each tree T n in the sequence, fix an ordering of its edges. To apply Janson's criterion, let Y n,k be the indicator random variables X n,k of the event that the edge k corresponds to a descent in a randomly selected labeling of T n . Thus N n = n − 1, the number of edges in a tree of size n. By the definition of Y n,k , we have |Y n,k | ≤ 1 so we will set A n = 1.
Next we will look at a dependency graph G for the random variables X n,k to get a bound on ∆ n . The variables X n,k 1 and X n,k 2 are independent if the edges k 1 and k 2 do not share a vertex. Therefore, we can take the dependency graph for X n,k to be the line graph of T n : each vertex in G corresponds to an edge from the tree T n and two vertices of G are adjacent if the corresponding edges of T n share an endpoint. Figure 2 shows this dependency graph for the tree T in Figure 1 . Let D n denote the largest down-degree of a vertex in the tree T , then ∆ n ≤ 2D n .
Figure 2: Dependency graph G of the tree T in Figure 1 Lemma 3.3. For a tree T of size n with root r,
where d v is the down-degree of vertex v.
Proof. Fix an ordering of the edges of the tree T and let X n,k , k = 1, · · · , n − 1 be the indicator random variable for whether the vertices on edge k create a descent. Then X n = n−1 k=1 X n,k .
E(X n,k ) = 1 2 because, as we saw in the proof of Lemma 2.2, two vertices on a same edge create a descent in half of the labelings of a given tree T , so the formula for E(X n ) easily follows. 5) where the last two sums run over all ordered pairs (k 1 , k 2 ) ∈ {1, . . . , n − 1} × {1, . . . , n − 1}. Now, since E(X n,k ) = 1 2 , the E(X n,k 1 ) E(X n,k 2 ) terms appearing in (3.5) are all equal to 1 4 . We will now calculate the values for the E(X n,k 1 X n,k 2 ) terms in (3.5) . If the edges k 1 and k 2 do not share a vertex, then they are independent and we get E(X n,
. Let k 1 be the edge v i v j and k 2 be the edge v s v t , with i < j and s < t. There are three cases left to consider: if j = t we have the case shown in Figure 3a , if j = s we have the case in Figure 3b , and if i = t we have the case shown in Figure 3c . If j = t, then E(X n,k 1 X n,k 2 ) = 1 3 since X n,k 1 = X n,k 2 = 1 if and only if w(v i ) < w(v j ) and w(v i ) < w(v s ). There are 6 ways to order fixed values of the three labels and two of them satisfy that requirement, so E(X n,
Next, we will count how many of the terms E(X n,k 1 X n,k 2 ) in (3.5) are • We know that E(X n,k 1 X n,k 2 ) = 1 2 only when k 1 = k 2 and therefore this occurs n − 1 times, once for each edge.
• If E(X n,k 1 X n,k 2 ) = • Lastly, if E(X n,k 1 X n,k 2 ) = Using the variance calculated in Lemma 3.3 and the values we found for N n , ∆ n , and A n we can now apply Janson's criterion to prove Theorem 3.1.
Proof of Theorem 3.1. In Lemma 3.3, we showed that Var(X n ) = (3.10)
Note that this bound is tight when the maximum degree does not appear at the root, and the rest of the vertices have down-degree one.
To apply Janson's criterion with N n = n − 1, ∆ n ≤ 2D n , A n = 1, and the estimate (3.10), we need to show there is a natural number m such that Under the assumptions about the growth the maximal degrees, we have
