The next generation of ground-based gravitational wave detectors may detect a few mergers of comparable-mass M 100 − 1000M ("intermediate-mass", or IMBH) spinning black holes. Black hole spin is known to have a significant impact on the orbit, merger signal, and post-merger ringdown of any binary with non-negligible spin. In particular, the detection volume for spinning binaries depends significantly on the component black hole spins. We provide a fit to the single-detector and isotropic-network detection volume versus (total) mass and arbitrary spin for equal-mass binaries. Our analysis assumes matched filtering to all significant available waveform power (up to l = 6 available for fitting, but only l ≤ 4 significant) estimated by an array of 64 numerical simulations with component spins as large as S1,2/M 2 ≤ 0.8. We provide a spin-dependent estimate of our uncertainty, up to S1,2/M 2 ≤ 1. For the initial (advanced) LIGO detector, our fits are reliable for M ∈ [100, 500]M (M ∈ [100, 1600]M ). In the online version of this article, we also provide fits assuming incomplete information, such as the neglect of higher-order harmonics. We briefly discuss how a strong selection bias towards aligned spins influences the interpretation of future gravitational wave detections of IMBH-IMBH mergers.
I. INTRODUCTION
Ground-based gravitational wave detectors like LIGO and Virgo are presently taking data at and beyond design sensitivity [1, 2] . Over the next several years as upgrades are performed, these detectors' sensitivity will increase substantially [3] . Advanced detectors are very likely to see many few-stellar-mass black hole binaries formed through isolated [4, 5] and dynamical [6] [7] [8] processes. Additionally, advanced detectors could see the merger signature of two intermediate-mass black holes (each M ∈ [100, 10 3 ]), binaries which might be formed in dense globular clusters [9] . Unless astrophysical processes strongly suppress black hole spin, that spin will have a substantial effect on all the components of the signal to which these ground-based detectors are sensitive: the late-time inspiral, merger signal, and (through the final BH spin) ringdown. Though analytic approximations exist to describe the early-time (inspiral) and late-time (ringdown) behavior of a spinning BH-BH binary, the merger signal must be obtained numerically, in principle for all possible mass (m 1 , m 2 ) and spin (S 1 , S 2 ) combinations. Of the types of black holes likely to be detected in the near future, intermediate-mass black holes have masses and spins such that their entire (short) de-tectable waveform is dominated by the merger signal. As a result, very few candidate intermediate-mass merger waveforms are presently available, particularly for generic spins [10] [11] [12] [13] . Conversely, the performance of real gravitational wave search pipelines is difficult to assess without extensive Monte Carlo simulations. All searches suffer from highly nongaussian noise and time-variable detector performance; matched filter searches adopt a range of approximate waveforms, coincidence, and nongaussiannoise rejection strategies. However, given the computational burden of each NR simulation and the limited selection currently available, extensive Monte Carlo studies are not presently practical. Nonetheless, all numerical simulations to date suggest that gravitational merger waveforms are surprisingly simple. For example, for aligned spin both the final spin [14] [15] [16] [17] and even merger waveforms [18] [19] [20] have been accurately fit, for all possible component masses (m 1 , m 2 ) and spin magnitudes |S 1 |, |S 2 | for moderate spin magnitude (< 0.9) and mass ratio (< 1/10), for the dominant mode of radiation.
Given the simplicity of numerical merger waveforms and the few available simulations, in this paper we outline a simple method to analytically estimate the performance of present and future gravitational wave searches, extrapolating from a small array of existing numerical simulations. Our method relies only on the raw numerical simulation output and detector response functions; we neither model the waveform itself nor limit to a few "dominant harmonics" associated with the early-or late-time binary arXiv:1007.4213v2 [gr-qc] 22 Oct 2010 orientation. 1 In Sec. II we describe (i) how we estimate the detection volume of present and future gravitational wave searches for comparable mass binaries with known waveforms and (ii) how we extrapolate between them using fits. In Sec. III and Table II we describe the set of NR simulations used. In Sec. IV, we compare our results on aligned spin to previously published estimates. Additionally, we use our aligned spin results to emphasize how sensitive our predictions are to small systematic issues such as wave extraction radius and (to a lesser extent) numerical resolution. Then, in Sec. V we provide the coefficient functions needed for arbitrary spins with total and incomplete (l max = 2, 3, 4, . . .) waveform catalogs, along with our best estimates for parameter-dependent uncertainty in the detection volume. Finally, in Sec. VI we discuss how much (or little) spin influences searches for high-mass IMBH-IMBH mergers.
II. GW SEARCHES FOR HIGH-MASS MERGERS: SELECTION BIASES
The sensitivity of a network of gravitational wave detectors to a single class of randomly oriented source is often characterized in three ways: (A) via the maximum amplitude an optimally oriented but otherwise identical binary produces; (B) using the angle-averaged signal powerρ * incident on a single detector [21] from sources at a fixed distance; (C) via the expected detection rate for that class of source [4] , adopting a distribution p(λ) of sources described by parameters λ (= component masses m 1 , m 2 ; spins S 1 , S 2 ; emission directionn in the frame of the binary; sky location and polarization angleN , ψ; and distance r). For example, for a single interferometer with Gaussian noise, the signal-to-noise ratio ρ * (λ) can be expressed as h det (t) = F + (N , −ψ)h + (n, t) + F × (N , −ψ)h × (n, t)
where F +,× are standard single-detector beampattern functions and where we use a subscript * when referring to a single detector; compare to Appendix C. For the first method, a peak signal to noise ρ * ,max , is particularly useful for aligned or nonspinning binaries dominated by l = |m| = 2 emission, where the relative change in ρ versusN , ψ,n is known analytically; see, e.g., Eq. (2) in [4] . In the second method, the source-and sky-locationaveraged signal power incident on a single detector leads naturally to orientation-averaged power over a complex wave amplitudē ρ 2 * = h det |h det ψ,n,N ≡ 
whereρ 2 is a technically convenient lower-dimensional average with clear physical meaning -the average over all source orientations of the network signal-to-noise recovered by either (i) a pair of identical detectors, oriented at 45 o to each other and with the source directly overhead, or equivalently (ii) a network of detectors with equal sensitivity to both polarizations in all directions [cf. Appendix C]:
Thus, the orientation-averaged power is technically convenient since, if the emitted waveform is expressed as an expansion of the asymptotic complex waveform h + + ih × or curvature scalar Ψ 4 into spin-weighted spheroidal harmonics
then the angle-averaged signal power becomes a sum over inner products of the harmonic amplitude functions h lm or (with a different inner product) Ψ 4,lm given bȳ
see, for example, Eqs. (7, 8) in Reisswig et al. [19] . For clarity we have described both methods (A) and (B) as a characteristic SNR ρ for sources at a fixed distance, adopting a detection-strategy-neutral characterization. If one adopts a fiducial signal to noise ratio ρ c , such as a cutoff for single-detector SNR, then these amplitudes convert to physical distances; for instance, (B) implies an angle-averaged reachD * defined by the solution tō ρ * (λ, D) = ρ c , or equivalently bȳ
whereλ = (m 1 , m 2 , S 1 , S 2 and suitable orbital phases) are the physical ("intrinsic") parameters of the binary (i.e., all parameters except ψ, N, n and distance).
Though well-defined, both methods only approximate the astrophysically-relevant sensitivity of gravitational wave detectors to spinning systems. For example, both the distribution and even optimal emission direction (ψ,n) depend strongly on the direction of the total angular momentum J in band; and, therefore, on the masses and spins involved. While the peak amplitude could easily be tabulated and fit following the procedure described below, for astrophysical purposes (A) and (B) alone lose information about the beampattern shape function needed to construct (C), the astrophysicallyrelevant measure of sensitivity. To encapsulate all needed information about the beampattern shape, we introduce a beampattern function w * for the ratio of single-detector SNR ρ to orientation-averaged single-detector SNRρ * :
By construction, the orientation average of w 2 * is always exactly unity ( w 2 * = 1). In terms of this beampattern function and the previously defined angle-averaged rangē D, the detection rate for sources in the nearby universe can be expressed as a sum over the rate per unit physical volume dV = r 2 drdΩ N and per volume in binary parameters dλ = dΩ source dλ:
The last factors represent the detection volume averaged over source orientations. In the nearby universe, this orientation-averaged detection volume can be evaluated, reducing the detection rate to
which shows that the final detection rate can be explained as a product of: (i) total event rate per unit volume dN dtdV ; (ii) distribution of events in parameters; and a (iii) source-frame-averaged volume that characterizes the typical reach to sources with parameters λ, consisting of (iv) an orientation-averaged rangeD * , proportional to the band-limited SNRρ * for a source at a fixed distance, and (v) a beaming correction factorw * , that depends on how the binary's polarized, beamed emission interacts with our network's polarization-dependent beampattern. In other words, the angle-averaged reachD * almost describes the astrophysically relevant reach, modulo a weak correction factor
which, likeρ, can be tabulated and fit versus all intrinsic parametersλ. As we will see below, the beampattern correction function averagew * is necessarily almost always unity, withw * − 1 largest for aligned binaries and exactly zero for isotropic emission. In fact, given the uncertainties expected in our fit toρ(λ), an excellent first approximation tow * is unity.
Fit versus spin
Owing to the relative simplicity of numerical merger waveforms, scalar functionals of the waveforms like the final mass M f and spin J 2 f can be fit across the entire space of intrinsic parametersλ [22] . Fits for the remnant BH's recoil kick and spin have been extensively explored in the literature [14, 15, [22] [23] [24] [25] [26] . Experience from fitting the final spins and signal-to-noise-ratio of aligned spinning binaries [Sec. IV] suggests an accurate fit toρ(S 1 , S 2 ) requires at least cubic order in the components of S 1,2 along the early-time orbital angular momentum directionL (henceforth denotedẑ).
2 Though a generic symmetry-preserving expansion contains many components (roughly 6 3 /4 in a cubic-order expansion of a six-dimensional space with two Z 2 symmetries, parity and black hole exchange 3 ), the physics of a precessing merging binary strongly suppresses most terms. A truly generic symmetry preserving expansion of a scalar function allows scalar functions of S 1 , S 2 to have a preferred spin direction perpendicular to the total angular momentum, along the axis connecting the two holes at our simulations' starting time. Precession rapidly evolves in-plane spin components away from this preferred axis. We anticipate and test simulations confirm minimal dependence of the amplitudeρ on the relative orientation of spins to this preferred axis.
For this reason, rather than use all spin components, as in Boyle and Kesden [22] , we describe our expansion in terms of three quantities: the preferred out of plane directionẑ ∝ J; the in-plane projection operator P perpendicular toẑ; and a pair even-and odd-exchangesymmetric reduced spins:
where
k . An exchange-symmetric expansion of equal-mass binaries must have even powers of χ − . [For unequal masses, terms proportional to χ − are possible when prefixed by asymmetric mass terms. A generic expansion will introduce at linear spin order (δm/M )(χ − · z), at quadratic spin order (δm/M )P χ − ·P χ + , et cetera.
The exchange-symmetric coefficients provided below can depend on only even powers of (δm/M ).] Working to cubic order, we anticipateρ has the form ρ(m1, m2, S1, S2) =ρo(m1, m2)[1 (15)
whereρ o (m 1 , m 2 ) is provided by a comparable calculation for nonspinning binaries and where the value forw o * for S 1 = S 2 = 0 shown can be estimated using only the dominant l = |m| = 2 aligned emission beampattern.
4
In most of the text we will refer explicitly to the coefficient functions described above. However, when referring to this expansion in its entirety, we adopt the shorthand abstract notation y α for its coefficient functions (of M ) and ψ α for basis functions (of χ ± ):
For equal-mass binaries m 1 = m 2 = M/2, we determine the coefficient functions X 1,2,3 (M ), . . . suitable to a specific gravitational wave detector noise power spectrum S h as follows. 5 We pick a total mass M . For all numerical simulation k in Table II , corresponding to spin combinations S 1,k , S 2,k , we extract time domain spin-weighted harmonics of the Weyl scalar Ψ 4,lm,k (t) for l < ∼ 6. We construct eachρ k using Eq. (8) . Likewise, we construct w by (i) reconstructingh along a large number of randomly chosen orientations (N , ψ,n), using the multipole coefficientsΨ 4,lm ; (ii) calculating w 3 * ; then (iii) averaging over all the random samples. Finally, excepting only a few simulations chosen as blind tests of our fit [Sec. V], we perform a simple least-squares fit 6 for the coefficients y α in Eq. (15) , adopting uniform uncertainties in ρ k for all k. Sincew varies little from unity and since our estimate is subject to significant Poisson sampling error, we retain only leading-order dependence with spin (Z 1 ). Fit errors: Numerical, systematic, and truncation errors limit our ability to determine these coefficients precisely. High-order or symmetry-suppressed coefficients like X 3 and A 20 are particularly sensitive to small numerical errors. Furthermore, the recovered coefficients y α (M ) have highly correlated uncertainties Σ αβ (M ), where Σ αβ is the least-squares estimate of the parameter covariance matrix. Finally, phenomenologically speaking the interesting uncertainty is how much our fitF to our data, say forρ,
differs from truth. Though highly dependent on the parameter distribution of simulations used in the fit, one simple estimate for overall error is the residual rms error between the data and our least-squares fit:
A far more stable and spin-magnitude-dependent representation of fit uncertainty is the expected L 2 error F(a) in the fit for spins with magnitude S 1 /m
where we use integer exponents s a to describe the order of the basis functions (ψ a (xS 1 , xS 2 ) = x sa ψ a (S 1 , S 2 )); where Σ α,β is the least-squares covariance matrix of fit parameters; and where the coefficients are easilytabulated moments of the coefficient matrix over all spins, provided in Table I :
Roughly speaking, F(a) estimates the relative error in ρ when applying our fit to a generic pair of spins with typical magnitude a. Astrophysical tolerance: Astrophysically speaking, the orientation-averaged range relates the number of sources observed (or their absence) to the implied source event rate (or upper bound). Even adopting the most optimistic assumptions, no more than O(10) intermediatemass mergers are expected to be seen by advanced B 1020 from simulations with aligned but unequal spins, given knowledge of equal-spin coefficients; the coefficient A 02 can be determined from the "B-series" [28] , where both spins are antialigned (χ + = 0) and tilted at a range of angles θ. For brevity, we only discuss a global fit, rather than fits to individual simulation subfamilies. ground-based detectors [9] , at best allowing the source event rate be determined to O(30%) at 1σ confidence. To achieve this level of accuracy, we require only O(10%) accuracy inDw. Even for maximally rotating black holes, our fits should be at least that accurate; see Table II lists the waveforms used in the present work. These waveforms were produced with MayaKranc, which was used in previous binary black hole (BBH) studies [28] [29] [30] [31] [32] [33] [34] [35] [36] . The grid structure for each run consisted of 10 levels of refinement provided by CARPET [37] , a mesh refinement package for CACTUS [38] . Sixth-order spatial finite differencing was used with the BSSN equations implemented with Kranc [39] . The outer boundaries are located at 317M. Each simulation was performed with a resolution of M/77 on the finest refinement level, with each successive level's resolution decreased by a factor of 2. All BBH simulations have two equal-mass black holes (BHs) with total mass M = m 1 + m 2 = 1.0 initiated on the x-axis, with initial separation as in Table II. Table II also lists the initial spin configuration and the length of the simulation and waveform.
III. NR SIMULATIONS
Because we attempt to fit to small changes in the amplitude versus spins, we carefully estimate the effects of possible numerical artifacts, such as waveform extraction radius and simulation resolution. For example, in a few cases waveforms were generated at alternate resolutions; convergence consistent with our fourth order code is found.
Our best fit coefficient functions and their (fitting) uncertainties are provided in Figures 3 and 8. These fits reproduce data from our highest-resolution simulations, extrapolated to infinite radius.
As seen in Table II , we employ two choices for the initial separation: r = 10, 6.2M . The spins and orbit of binaries started at r = 10M precess, evolving into a slightly different configuration by r = 6.2M . The spin andL configuration at early times is not identical to (but can be reconstructed from) our simulations' starting point. Similar precession effects have been included in fits to merger recoil kicks, to correctly reconstruct the kick direction as a function of spins at very early times [15, 17] . These 9 spin-misaligned systems are dominated by their aligned spins and thus precess only very slightly between r = 10, 6.2 (e.g.,ẑ ·L > 0.96). However, to avoid systematic errors caused by different starting radii, for these simulations we extract the (coordinate) spins andL at r = 6.2. In fact, our overall answer changes little, independent of whether r = 6.2 or r = 10 is used.
IV. COMPARISON WITH PREVIOUS RESULTS: ALIGNED SPIN
For equal-mass binaries with spins aligned with the orbital angular momentum (P χ + = P χ − = 0), many previous studies have provided numerical waveforms [40] [41] [42] , detailed tabulations of the gravitational wave amplitudeρ available to different gravitational wave detectors [19] , mismatch-based estimates of waveform complexity [43, 44] , and even phenomenological fits to the waveforms themselves [18, [45] [46] [47] . To adopt a fiducial reference which directly provides comparable information, we compare our fits to generic spins to the spin-aligned results provided by Reisswig et al. [19] .
Equal-mass spin-aligned systems preserve a symme- The set of equal-mass merger simulations used in this paper. As described in Section V, the first 2 simulations have randomly chosen spin orientations; were not used in any fit; and provided a blind test of our fitting procedure. In this table, initial conditions are specified by the first six columns, which provide the component spins S k /M 2 of each black hole, along with the initial separation rstart. Two columns (T, Twave) provide the duration of the simulation in its entirety and of the resolved, converging portion of the l = m = 2 waveform, respectively. Finally, h
shows the smallest resolution used in [19] and our Figure 4 , noting (i)ρ =ρ * √ 5 and ρ * = ρ * max/(5/2) for the l = 2 subspace (blue) and (ii) for the l = 4 contribution they show the peak magnitude ρ * ,max (depending linearly on the amplitude due to the l = 4 subspace) while we show the angle-averaged magnitudeρ (depending quadratically on this amplitude and therefore highly suppressed). Both papers adopt a comparable initial LIGO noise curve. At those M with a large detection volume, the SNR including higher harmonics is nearly indistinguishable from the SNR from l = 2 alone. Conversely, for sufficiently high masses (e.g., M > ∼ 600M for a = 0), the l = 4 mode dominates the angle-averaged powerρ; see, for example, the two curves corresponding to a = 0. However, though l = 4 does dominate at the highest masses, systematic errors associated with extrapolating the extraction radius to infinity can lead to apparent contradictions. Here, for a = 0.8 the extrapolated "total" SNR from all modes l ≤ 4 is slightly less than the corresponding extrapolated ρ(M ) curve including only l = 2.
try direction throughout their inspiral, insuring the l = |m| = 2 modes dominate above higher (even) l orders. Limiting attention to the l = 2 subspace, the peak amplitude ρ * ,max and source-and detector-orientation av- [Error bars are suppressed for the ill-constrained cubicorder term B1020 (orange). This cubic term's errors large and strongly correlated with others; also, this term's preferred fit evolves significantly with extraction radius, even though each slice is consistent with B1020 ≈ 0.] Solid lines show parameters of our general multiparameter fit to all available simulations; dotted lines correspond to fits to only aligned -spin data S1,2 ∝ẑ using a special restricted model only X1,3 are nonzero.
eraged amplitudeρ * are related by
The l > 2 modes in general and the l = 4 modes in particular violate this relation: the signal power ρ * ,max seen viewing along the symmetry axis increases linearly with l > 2 amplitude; however, the orientation-averaged power ρ increases quadratically in the higher-harmonic amplitude (here, l = 4). Keeping this distinction in mind, [ Fig. 2 ] agree with Reisswig et al. [19] [their Fig. 6 ], who find that for lower-mass mergers M ≤ 500M , l = 4 modes are typically a 5−10% correction in ρ max (depending on spin) to the individual signal-to-noise ratios ρ max , but a much smaller correction toρ and the ratioρ/ρ o . Moreover, as in all previous studies, aligned-spin waveforms appear to depend only extremely weakly if at all on the antisymmetric spin combination (χ − ) [44] , mostly through power-suppressed higher harmonics, 8 suggesting 7 Reisswig et al. [19] provide a comparable expression, ρ * ,avg = 5/2ρ * ,max, relating the peak SNR ρ * ,max to the sourceorientation-averaged SNR ρ * ,avg. Their paper adopts a similar notation, without a single-detector * subscript. 8 Previous studies have demonstrated that the 2,2 mode of spin-antialigned systems resembles the nonspinning waveform. When higher harmonics are included, the nonspinning and spinantialigned waveforms have appreciable differences, measured by their relative mismatch. However, these higher modes carry comparatively little power: see, for example, Figure 2 of Shoemaker A 20 = B 1020 ≈ 0. Additionally, as previous studies have shown, the orientation-averaged amplitudeρ increases monotonically with χ + · z. In terms of our expansion, its parameters must satisfy ∂ χ + ·ẑ F > 0, or
Figure 3 provides our best estimates for the coefficient functions forρ relevant to aligned spins, both employing all data (solid) and only l = 2 aligned data (dashed); all satisfy this property. Though our general fit allows for small nonzero A 20 , B 1020 , X 2 , our equal-mass aligned spin data is well fit assuming these three parameters are exactly zero and the aligned-spin model consists of only X 1,3 (dotted lines in Figure 3 ; for comparison, the fitting error δF of this restricted model to aligned-only data is comparable to the fitting error shown in Figure 1 for a generic model to all data). Likewise, as our global fit error is often comparable to the change inρ due to higher harmonics, particularly beyond l = 4 for M ≤ 500M , these harmonics can to a first approximation be neglected. Finally, for the mass range where l = 2 emission dominates, the beampattern is extremely well approximated by the fiducial nonspinning values.
For a fixed bandpass detector, high mass favors higher harmonics, particularly when those harmonics are emitted from inspiral while the l = 2 modes arise from the exponentially suppressed ringdown phase. For aligned binaries above M 500M , though the overall range drops, the l = 4 harmonics provide an increasingly significant fraction of detectable power, even in the absence of spin; see Figure 4 . As a result, based on the raw simulation data the beampattern correction for initial LIGO detectors evolves fromw * ≈ 1.095 at low mass (appropriate to l = |m| = 2) down to a relatively isotropic w * ≈ 1.04 at M 600M during the transition between l = 2 and l = 4 beampatterns before eventually rising back at higher masses (i.e., approaching the value 1.085 appropriate to l = |m| = 4; see Table III and Appendix C). In principle, the process continues with higher harmonics; in practice, however, the detection volume is sufficiently small that their contribution to detection is negligible.
Though we estimateρ as the nonspinning valueρ o times a small "correction" F , at high mass and spin the raw numerical data requires extremely large F . Comparing Figure 2 with Figure 1 , when the ratio of nonspinning to spinningρ is large, our fit breaks down.
et al. [44] , keeping in mind modes contribute power toρ/ρo in quadrature. Therefore, thoughρ depends slightly on the antisymmetric spin χ − , to a leading-order approximation their effect can be neglected. ) For advanced detectors, the quadrupole mode strongly dominates for most masses. Advanced detectors have much better low-frequency frequency sensitivity and particularly a much less steep low-frequency limit. On the contrary, low-mass detectors have a steep lowfrequency boundary, strongly filtering out the l = 2 mode once the final mass and spin lead to ringdown out of band.
Convergence I: Extraction Radius
Our low-resolution large-radius grid zones do not retain enough information to permit adequately accurate waveform extraction for all harmonics. Therefore, unlike Reisswig et al. [19] who extract at r = 160M and particularly unlike extraction at J + [48] , we extract relatively close to the binary, at coordinate radii r = 40, 50, 60 (and, when available, at r = 75). As seen in Figure 5 , finite extraction radius effects can compete with the small spin-dependent changes inρ.
For this reason, rather than adopt a single preferred extraction radius, we first extrapolate ρ(M ) to infinity, then fit to the extrapolated ρ(M ) data. Owing to instabilities in the extrapolation at high mass toρ calculated using initial detector noise spectrum S h , we do not trust Figure 2 ). We anticipate both our extrapolation to large radius and our fit to perform poorly when the ratioρ/ρo is large.
our fit for extremely high masses M ≥ 500M . On the contrary, for advanced detectors which lack such a steep low-frequency cutoff, our fitting procedure works well to proportionally higher masses; see Appendix A Figure 6 also demonstrates that specific coefficient values are sensitive to extrapolation, particularly the highorder (cubic) coefficients. This trend versus extraction radius demonstrates a key issue associated with any phenomenological fit: while we can present best-fit parameter estimates, these estimates are subject to strong correlations.
Despite uncertain and highly correlated fitting parameters, the best fit functions extracted from each extraction radius and from the radially extrapolated data are both extremely consistent with one another and with decreasing differences as r increases. Specifically, performing Monte Carlo estimates of the L 2 difference between the finite-radius fits and the fit to extrapolated data, we find the set of L 2 functional differences ||F r − F ∞ || (i) is consistent with being proportional to 1/r and (ii) at each Figure 3 . This figure provides neither point error estimates nor extremely strong correlations between recovered parameters. Also shown at 1/r = 0 are the best-fit parameters toρ/ρo data that has been linearly extrapolated to r → ∞ based on these radial slices as well as to the often-available r = 75 slice. Finally, the light gray region indicates the range of extraction radii associated with our two lowest-resolution zones (i.e., between r = 80 and 317); to avoid introducing systematic error, we extrapolate over radii associated with a single grid zone.
radius is comparable to the semianalytic error estimate shown in Fig. 1 .
V. SELECTION BIASES FOR GENERIC, COMPARABLE-MASS MERGERS
Even well before the epochs considered here, binaries with generic spins precess, breaking symmetry and distributing power among other l = 2 modes. The asymmetric merger process and ringdown favors exciting otherwise-suppressed higher harmonics (e.g., l = 3), as well as the l = 4 modes present even without spin. If the merger is in band, corresponding to masses M ∈ [50, 500]M , higher harmonics contribute an increasing proportion of overall SNR, particularly at high spin; see, e.g., Fig. 2 in Shoemaker et al. [44] . As in the nonspinning case, if late stages of merger are detected, corresponding to masses M > ∼ 500M for initial and M > ∼ 1000M for advanced detectors, the beampattern can be significantly asymmetric. Unfortunately, though substantial beampattern asymmetries begin to occur at high mass and spin (w * (M ) varying), our fit to the angle-averaged power (ρ/ρ o ) is not accurate enough at these high masses to justify a detailed analysis. At lower mass, spin precession only weakly anisotropizes the beam. Comparing to our symmetry expansion [Eq. (15) ], any (linear) leading-order spin-dependent corrections de-pend on only aligned spin components; the linear term is without loss of generality determined by simulations of aligned merging binaries. As the beampatterns from aligned merging binaries are dominated by l = |m| = 2 emission, the beampattern correction factor for generic misaligned binariesw * changes little from its nonspinning value. Though the beampattern changes shape substantially due to precession, its effective volume is nearly unchanged.
On the other hand, the average amplitudeρ varies substantially with spin magnitude and orientation. Wellknown results for aligned spins illustrate the relative impact that spin orientations can produce. As a function of spin orientations relative toL, the largestρ occur with spins that are aligned with the orbit (χ − = 0; S 1,2 ∝ẑ); the smallestρ occurs with spins that are antialigned with the orbit (χ − = 0; S 1,2 ∝ −ẑ); andρ is essentially unchanged if the spins are mutually antialigned (χ + = 0, both for S 1,2 ∝ẑ and generally for all spin orientations χ − ). In fact, for these these intuitively obvious conditions to hold, the expansion parameters in Eq. (15) must satisfy the following conditions:
all of which our best-fit coefficients satisfy. As noted previously, because we included cubic-order terms, our fit forρ is also consistent withρ being a positive and monotonically increasing function of equal, aligned spins; see Eq. (21). More generally, for arbitrary spin orientations our fit is positive-definite for at least M < 500M and |a 1,2 | < 0.8, as well as for selected spin configurations at higher mass. As in the nonspinning case, however, our fit breaks down for binaries with large aligned spins and high mass, as in these regions the correction factor F =ρ/ρ o must be nearly 0 (for spins mostly antialigned with the orbit) or much larger than unity (for component spins mostly aligned with the orbit). Figures 3 and 8 provide our best-fit coefficients to the expansion of Eq. (15) . These preferred values reproduce our best simulation resolutions, extrapolated to r → ∞, including all available harmonics.
9 Though the symmetry expansion of Eq. (15) permits more generic behavior with spin, our numerical results are well-fit with a far more restrictive form where only X 1,2,3 and X 02 are nonzero. 10 As shown by the bottom panel in Figure 1 , this fit performs well averaged over all simulations because our simulations mostly have |a 1,2 | ≤ 0.6 [Table II] , where cubic order corrections are still small. At the same time, the fit has more than enough parameters to explain the predominantly linear-and quadratic-order variation inρ versus generic spin orientations; see for example Figure 7 . Blind test The first two simulations in Table II , with random spins with |a 1 | = |a 2 | = 0.6, were reserved as a blind test. As illustrated by Figure 9 , for low masses M ≤ 500M our fit correctly recoversρ/ρ o to within roughly the 1σ relative error F, shown as the shaded region on this plot.
VI. ASTROPHYSICS
Using the fits provided in this paper, we can use Eq. (12) to determine the relative likelihood of observing different spin magnitudes and alignments, given a progenitor parameter distribution p(λ). As expected from studies of aligned spins, ground-based gravitational wave detectors will be biased towards the detection of aligned and (to a lesser extent) large spins. For example, as seen in Figure 11 in the special case M = 200M , populations of randomly oriented spins with identical magnitude |a 1 | = |a 2 | = a are much less likely to be seen than a comparable population of spin-orbit aligned spins, and conversely for spin-orbit antialigned spins a 1 = a 2 = −aẑ. However, populations of binaries with random spins (dotted line in Figure 11 ) have comparable average detection volumes as nonspinning binaries, with detection volume increasing only O(50%) if spin magnitudes as large as 0.8 are allowed, only marginally larger than fitting error in the detection volume. In other words, in a population of random spins, any pair of spin magnitudes are roughly likely to be observed, with only a slight bias towards larger spin magnitudes. Despite the much larger detection volume for aligned spins, a priori perfectly aligned and large spins should be rare, suppressing the bias towards high spin magnitude. For similar reasons, in any population of random spin orientations, large aligned spins occur rarely enough and the bias towards large spin is small enough (typically less than a factor 5) that the associated detected population will not be overabundant in tightly aligned spins unless the progenitor population is. For the purposes of illustration, suppose we assume any spin pair with both spins S 1,2 within π/4 of alignment withẑ (i.e.,Ŝ 1,2 ·ẑ > 1/ √ 2) will be significantly amplified, independent of spin magnitude. Even in this unrealistically optimistic case, only [(1 − cos π/4)/2] 2 2% of all random progenitor spin orientations could be amplified.
All the properties described above and exhibited in Figure 11 can be understood analytically. For simplicity, let us adopt a fit with only X 1,2,3 and X 02 nonzero (dotted lines in Figures 3,8) . The detection volume can be approximated to quadratic order as
Averaging the detection volume over all spin orientations (or any symmetric volumes in S 1 , S 2 ) eliminates terms of odd order, leaving only quadratic-order dependence on spin:
This expression reproduces the corresponding (blue dotted) curves in Fig. 11 . Strictly speaking, our simulations and fit apply only to equal mass ratio. However, given symmetry considerations, the leading-order spin-and δm/M -dependent corrections to the detection volume must be quadratic in the asymmetric mass ratio times a quadratic function of spins. Our estimate therefore applies to many comparable-mass IMBH-IMBH mergers as well. Some BH-BH binary populations have an intrinsic bias towards aligned spin, such as the products of binary evolution of extremely low-metallicity binary black holes. In these cases, spin-orbit misalignment encodes otherwise inaccessible information about the strength of supernova kicks on those very massive black holes. 12 For an intrinsically aligned population, gravitational wave detectors are far more likely to observe large, tightly aligned spins. Figure 10 illustrates this effect using contours of the detection volume versus χ + ·ẑ = (S 1,z +S 2,z )/2 (the aligned component of spin) and (P χ + ) 2 (the perpendicular part of the symmetrized spin), adopting a fit with only X 1,2,3 and X 20 nonzero.
Below roughly 40 Hz, the initial LIGO detector's design sensitivity to merger waves (O(f −7/3 /S h )) decreases rapidly. Some mergers yield a final-state black hole whose ringdown frequency is comparable to this frequency. As a result, small changes in mass or spin lead to large changes in the volume to which these black holes can be seen. In particular, for black holes of fixed mass, this low-frequency cutoff produces a noticable bias towards large, aligned spins. Unfortunately, our fits toρ degrade precisely where this selection bias becomes important. However, as seen in the bottom panel of Figure  11 , the bias towards large spins is already apparent at M = 500M . For example, at a = 0.8, the blue solid line (randomly oriented spins) is twice as large as the nonspinning value, in contrast to only tens of percent higher at lower mass. At this and higher masses, the distance to which a nonspinning binary is visible can be substantially greater, up to a factor of 6 or more near M = 600M ; see Fig. 5 . This substantial increase in detection volume ∝ (ρ/ρ o ) 3 O(10 − 100) can partially compensate for the rarity with which random spin directions find themselves aligned. However, as this unusual selection bias for high spin operates only in a narrow mass and spin range and only for the initial detectors, we do not estimate this bias to an astrophysically relevant level of accuracy. 3 /3 assuming a single-detector SNR threshold ρc = 8; beaming increases the detection volume by roughly (1.095) 3 . At low masses, far from the sharp initial LIGO low-frequency cutoff, all equal-mass binaries have a comparable detection volume. Bottom panel: as top panel, but now m1 = m2 = 250M .
VII. CONCLUSIONS
We have provided simple phenomenological fits to the average detection volume within which a merging equalmass BH-BH binary with M ∈ [100, 500]M and arbitrary spins would produce a signal-to-noise ratio ρ greater than a fixed detection threshold, for a single initial LIGO interferometer operating at design sensitivity. Comparable results for advanced LIGO are described in the Appendix. Though we describe fits for a single detector, our method also applies to arbitrary networks of identical detectors, adopting the universal angleaveraged powerρ combined with a suitably-modified (and network-topology-dependent) beaming correction factorw. Our generic expression for the range is both surprisingly simple and accurate, involving at most 10 (=9+1) functions to reproduce the response to generic spin magnitudes and orientations to cubic order in the component spins. Moreover, we find an even simpler expression involving only four mass-dependent terms (X 1,2,3 and X 02 ) also fits all our results. Though derived for equal mass ratio, symmetry considerations suggest unequal mass ratio corrections enter weakly, at higher order (in ∝ δm χ − ). Our spin-dependent expressions for ρ/ρ o should therefore correctly estimate that ratio for all comparable-mass binaries. Finally, our method is easily extended to unequal mass: a three-parameter symmetryconstrained expansion ofρ/ρ o (in χ ± and δm/M ) still has comparatively few parameters.
The dynamical processes that most likely produce merging BH-BH binaries at these masses likely guarantee random spin orientation [9] . Though gravitational wave detectors are far more sensitive to BH-BH binaries with aligned spins, we conclude that BH-BH populations with random spin orientations will rarely provide detections from tightly aligned, high-mass BH-BH binaries, under the assumption of optimal signal processing. Lacking the waveforms needed to perform optimal signal processing in the high-mass region, however, present-day all-sky gravitational wave searches conduct searches using approximate or hierarchical methods. Further study is needed to assess how strongly the search methodologies themselves introduce bias towards aligned spin.
Our fit suggests a surprising and astrophysically convenient conclusion: for M ∈ [100, 500]M for initial LIGO and over M ∈ [200, 1600]M for advanced LIGO, the population-averaged detection volume for binaries with random spin directions and an arbitrary spin magnitude distribution and a 1,2 < 0.8 is nearly identical (within tens of percent, comparable to the Poisson error in 10 detections) to the detection volume for nonspinning binaries of comparable mass. On the contrary, detectors like initial LIGO which have both a shallow optimally sensitive region combined with a very steep low frequency cutoffs will be noticably more likely to recover large aligned spins from a random spin population, albeit only for the very highest masses and spins to which the detector is sensitive (M > 500M for initial LIGO).
Conversely, our analysis implies that the detected population of high-mass binaries with a given (optimally filtered) SNR ρ will be distributed uniformly over spin orientations, to the extent that their formation processes produce them. Our study therefore reaffirms the urgent need for models for the merger waveforms from generic spinning merging binaries.
At present, our fit breaks down at very high mass, empirically when (ρ/ρ o − 1) is of order unity. Several avenues of improvement could make the fit more stable: fitting to a logarithm lnρ/ρ o , or even using similarity transformations to rescaleρ(M ) to different spin geometries (e.g., changing the mass and amplitude scale using the ringdown frequency of the post-merger BH). We have also not compared our fitting parameters with comparable coefficients for better-understood low-mass binaries (e.g., those undergoing simple precession), which can be estimated analytically and numerically. We will address these refinements in a future paper.
For simplicity, our analysis is expressed in terms of matched filtering and a fixed SNR detection threshold. Whether due to incomplete signal models, inefficiencies in template placement, or the lack of a signal model altogether, realistic searches cannot identify all available signal power. Additionally, whether from higher mass or antialigned spin, waveforms of short duration are more easily confused with nongaussian detector noise and require a significantly higher detection threshold. Though a significant technical challenge, the search-and detectordependent effective detection threshold versus binary parameters ρ c (λ) that incorporates both mismatch and noise effects can also be tabulated. For example, for low mass binaries the mismatch between nonspinning search templates and precessing, spinning waveforms has been tabulated; see Brown et al. (in preparation) . Combined with our fit to the intrinsic available detection volume, a "detector sensitivity" fit could efficiently communicate an adequately-accurate representation of the parameterdependent detection volume of real high-mass searches.
To summarize, we have provided the first phenomenological fit to the spin-dependent detection horizon for generic spin magnitudes, spin orientations, and (equal) component masses M ∈ [100, 800M ]. We have shown that to leading order spin effects average out of the detection volume. For example, the rate at which IMBH-IMBH mergers will be detected is directly proportional to this volume. All previous estimates for the IMBH-IMBH detection rate estimated this volume assuming minimal or occasionally aligned component spins [49] [50] [51] and therefore should be nearly unchanged even with spin included.
Appendix A: Selection biases of individual advanced detectors
For pedagogical reasons, in the text we described our procedure estimating selection biases versus spin in the context of a single detector design (initial LIGO). In this appendix we provide a similar discussion for advanced and third-generation detectors, specifically the benchmark advanced LIGO [52] and Einstein Telescope [53] designs. These instruments' sensitivity is great enough that, even without detections, their upper limits rule out otherwise astrophysically plausible progenitor models. We particularly emphasize how these detectors superior low-frequency sensitivity leads to much more accurate fits, over a broader range of masses.
For simplicity, despite both detectors' cosmologically significant range, we perform all calculations in terms of the luminosity distance and redshifted mass -effectively as if in a flat universe. Though our fits reproduceρ/ρ o to several percent, and though the reader can invert any particular line of sight to that accuracy, we have not included all information needed to completely reconstruct the selection bias versus mass and spin. At these distances, the detection volume is no longer proportional to a simple cubic moment of the beampattern function; see for example the appendix of O'Shaughnessy et al. [4] for a comparable calculation at low mass. Though we anticipate the comoving volume swept out by the past detection light cone will not depend sensitively on the details of its truncation at large redshift 13 , we have not thoroughly explored the errors our neglect of these effects introduces.
By adopting luminosity distance and redshifted mass as parameters, each result in this section is directly comparable to a corresponding prediction for initial detectors. However, because advanced detectors have peak sensitivity at roughly 2× lower frequency, the response of initial detectors of mass M contains comparable waveform content as and is best compared to the response of advanced detectors of mass 2M . For example, the lowmass limit for initial LIGO is roughly 100M for initial and 200M for advanced detectors.
Average signal power versus binary spins
Unlike the results from initial detectors, the data for ρ/ρ o exhibits relatively weak dependence on spin for all masses. As a result, a fit to the numerical data performs well, both reproducing the data (Fig. 13) and producing well-determined fitting coefficients (Fig. 12) over the entire range of plausible masses M ∈ [200, 1600]M . 13 At large redshift the small amount of comoving volume available at a given redshift strongly suppresses lines of sight that reach back to higher redshift.
Aside from a difference in scale, however, the fit exhibits properties comparable to the low-mass fit (M < 500M ) to initial LIGOρ. Notably, (i) the fit is dominated by aligned spin coefficients, with few resolved corrections involving perpendicular spins; (ii) it depends only weakly on antisymmetric spin χ − ; (iii) it satisfies all sanity conditions, such as increasing monotonically with aligned spin and attaining a local extrema versus orientation when equal-magnitude spins aligned and antialigned; and finally (iv) higher harmonics l > 3 only weakly change the best-fit coefficient functions y α , mostly at the highest masses. Also as in the low-mass fit, the fitting coefficients are strongly correlated. Ill-constrained high-order coefficients like B 1020 are sensitive to numerical issues, such as extrapolation to large radius. Most differences between the performance of initial and advanced detectors is directly attributable to their low-frequency response: advanced detectors generally lack an abrupt transition from peak to low-frequency sensitivity. Without a strong preferred frequency these detectors must have at best a weak bias towards recovering the largest and most tightly aligned spins; compare Section IV. Furthermore, as discussed by example in the Appendix B, because of the nearly power-law low-frequency response of the detector noise power spectrum, the fitting coefficients are nearly constant, independent of mass.
Appendix B: Analytic estimates for expansion coefficients
As seen in the text, the relative detection volume for different spinning binaries is largely determined by the angle-averaged SNRρ. At both very low and very high mass, the leading-order dependence of the angle-averaged SNR on spin orientation can be calculated, particularly by adopting high-symmetry configurations such as spinaligned binaries to better isolate relevant terms. For example, at very low mass the aligned spin coefficients such as X 1,2,3 follow from the well-known stationaryphase Fourier transform of the 2.5-PN-accurate inspiral waveform for spinning, aligned binaries. Adopting the restricted Newtonian amplitude at all frequencies and expanding dω/dt in the denominator of the stationaryphase Fourier transform, the leading order change in SNR with spin follows approximately from
On the other extreme, only the late-stage ringdown of very high-mass spinning binaries will fall into our detectors' sensitive band. Qualitatively, ringdown emission produces an SNR limited by the detector frequency and total amount of emitted power. Progenitor black hole spins will change the total amount of emitted energy and, critically, the final hole ringdown frequency. Assuming ringdown waves are nearly monochromatic and contain a proportion of the total emitted energy, the high-mass SNR can be roughly estimated by the nonspinning amplitude at that mass times an ad-hoc ringdown correction factor:ρ
f is the ringdown frequency of the final hole of mass M f and spin a f and where M f , a f are known expressions of the progenitor masses and spins. If for simplicity we further retain only χ +,z spin dependence, then we find an expression for X 1 in terms of the detector's noise power spectrum S h :
where in the last term we assume the detector's low frequency noise is a pure power law (S h (f ) ∝ f −p ). The second term is a positive-definite constant, independent of mass and depending predominantly on the physics of BH mergers; the detector influences this estimate forρ only through the low-frequency noise exponent p. Though not a quantitatively precise model for ρ -the fits described in the paper are required to estimate the detection volume to astrophysically-relevant accuracy -this simple ringdown-dominated signal model illustrates why X 1 must vary relatively little between detector designs. Our estimate also identifies changes in d ln S h /d ln f (f = f rd (M )) as key points where X 1 (M ) should change significantly.
Appendix C: Detection volume for networks
In the text, we estimated the detection volume to which a single perpendicular-arm interferometer with a fixed detection threshold could recover a source of unknown sky location. We expressed this simple measure of sensitivity in terms of two factors (ρ * , w * ) . Real searches employ multiple detectors, providing sensitivity to both polarizations nearly everywhere on the sky. Their relative orientations determine a sky position-and polarization-dependent sensitivity. Unfortunately, real searches also have detectors with different (and timedependent) noise power; a network whose nodes are not always active; and of course beampatterns that are highly nonuniform. A completely realistic treatment of multidetector search sensitivity adopting realistic search strategies and thresholds is beyond the scope of this paper.
Though necessarily incomplete, the analytic estimates of idealized detector performance nonetheless allow us to quickly understand the dominant qualitative effects spin might have on the detection volume, such as Fig.  11 . Similar analytic estimates for idealized networks can be constructed, albeit depending on network topology. For coherent multidetector searches with identical detectors, their sensitivity along any direction is described in general by a 2x2 Hermetian matrix for each sky position [54] ; for brevity, we will limit attention to this case henceforth. This orientation-and polarization-dependent sensitivity implies the true beampattern function w of both source-and sky position-orientations becomes very complex in general, particularly when multiple harmonics with different shapes contribute to the overall response. Nonetheless, there are three physically interesting approximations where the average amplitude and beampattern are tractable:
• Single detector (used in text): Sensitivity is characterized by an angle-averaged SNRρ * [Eq. (3)]; a beampattern function w * = ρ/ρ * of sky position and source orientation; and a beampattern effective radiusw * = w Alternatively, the sensitivity of the interferometer can be characterized by source-orientationaveraged effective detection volume, or, to use similar units, the volume-averaged distance D v . The above expressions allow us to express familiar relationship between D v and D h [4] in terms of the single-detector beampattern correction factorw * :
• Isotropic network, equal polarization sensitivity : At the other extreme from a single-detector network is the ideal case: a network with equal sensitivity to both polarizations in all directions. Cutler and Flanagan [54] ]; a beampattern function w = ρ/ρ; and a source-orientation-averaged momentw
where, because the detector has equal sensitivity to both polarizations, the orientation average needs to be conducted only over all emission directionsn.
• Isotropic network, single polarization sensitivity:
In between these two extremes is an isotropic network with sensitivity to only one polarization at each sky position. For example, the three-site LIGO-Virgo network is primarily sensitive to one polarization for each sky position. Using a subscript 0 to denote this class of detector, the the beampattern function can be similarly defined as a suitable average over emission directionn and polarization angle ψ: 
By symmetry, the orientation-averaged signal power must be precisely half that of a network sensitive to two polarizations, soρ 0 =ρ/ √ 2.
To illustrate the beaming-induced differences in detection volume between these different network topologies, in Table III we tabulate the beaming correction factors when a particular multipolar mode dominates emission (l = |m|). All are nearly unity; all depend weakly on l, for a given detector topology. Additionally, the beaming correction factors have a universal hierarchy:w o >w * >w. Obviously the idealized two-polarization-sensitive isotropic network has the most symmetric beampattern, least sensitive to host orientation and polarization content. Conversely, an isotropic network sensitive to one polarization is usually the most sensitive to unfortunately oriented (polarized) sources.
