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In this paper we deal with a nonlinear elliptic problem, whose
model is ⎧⎨
⎩−u = B
|Du|2
u
+ f in Ω,
u = 0 on ∂Ω,
where B > 0 and f  0 belongs to a Lebesgue space. We prove
the existence of positive solutions in suitable Sobolev spaces
(depending on f and B).
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a bounded, open subset of RN , N  2 and M : Ω × R → RN2 , be a bounded and measur-
able matrix such that
α|ξ |2  M(x)ξξ, ∣∣M(x)∣∣ β, a.e. x ∈ Ω, ∀ξ ∈ RN . (1.1)
For B > 0 and for a function f  0 in a suitable Lebesgue space, we study the boundary value
problem {
−div(M(x)Du) = B |Du|
2
u
+ f in Ω,
u = 0 on ∂Ω.
(1.2)
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2772 D. Arcoya et al. / J. Differential Equations 249 (2010) 2771–2795In the study of (1.2) there are two diﬃculties coming from the lower order term: the quadratic de-
pendence with respect to the gradient and the singular dependence with respect to u.
If B < 0 and the lower order term depends continuously on u, e.g. like in the equation
−div(M(x)Du)= Bu|u|q−1|Du|2 + f in Ω,
with q > 0, the quadratic growth can be handled more easily (see [6]) and can even have a regulariz-
ing effect (see [5]). In some recent papers (see [2,3,10]), the case of singular dependence of the lower
order term at u = 0 and B < 0 has been thoroughly studied, showing the existence of a solution u in
H10(Ω) for problem (1.2).
In this article, we deal with the existence of a solution of (1.2) for B > 0. Let us ﬁrst recall that
the quadratic dependence in the gradient may be an obstruction to the existence of solutions; see
e.g. [13], where it is proved (without the singularity in the lower order term) that the existence of
a solution depends on the behavior of the nonlinearity when u → ∞ and on the summability of f .
As far as the singularity in u = 0 is concerned, the case B > 0 has not been dealt with before, to
our knowledge, except partially in the papers [1] and [10]. Therefore, considering problem (1.2) with
B > 0 and f in possibly different Lebesgue spaces Lm(Ω), our aim is to complete the picture of the
existing literature at least as far as existence of solutions is concerned.
One of the main points that we stress in our results is that, differently from the case B < 0, there is
here a threshold for the existence of solutions u ∈ H10(Ω). Indeed, if we consider the model problem⎧⎨
⎩−u = B
|Du|2
u
+ f in Ω,
u = 0 on ∂Ω,
(1.3)
we show that for f ∈ L 2NN+2 (Ω) a solution u ∈ H10(Ω) exists if and only if B < 1. The ﬁrst part of this
sentence is due to the following result.
Theorem 1.1. Assume that 0  f ∈ L 2NN+2 (Ω). If B < α, then there exists a solution u for (1.2) in the sense:
0< u ∈ H10(Ω), |Du|
2
u ∈ L1loc(Ω) and the following identities hold true∫
Ω
M(x) Du Dφ = B
∫
Ω
|Du|2
u
φ +
∫
Ω
f (x)φ, ∀φ ∈ C1c (Ω). (1.4)
The idea of the proof relies on a standard approximation procedure (see (2.1)), where we use two
basic tools. First, the strong maximum principle allows us to construct an approximating solution uε
which is (uniformly) strictly positive inside Ω . Moreover, when B < α, the problem has a sort of
coerciveness in the energy space H10(Ω), which allows us to get the usual estimates. In order to pass
to the limit we use a technique developed in [6,3] which avoids the proof (usually quite heavy) that
the approximating sequence is compact in the strong topology of H10(Ω).
The above result can be considered optimal as it can be easily seen through the following heuristic
argument: using formally u as test function in (1.3) one obtains
(1− B)
∫
Ω
|Du|2 =
∫
Ω
f (x)u  0,
that, if B  1, would force u to be 0, which is not allowed. This is a contradiction, which shows that
the condition B < 1 is also necessary to get a H10(Ω) solution of (1.3). We refer to Proposition 2.3 for
a rigorous and more detailed proof of this fact.
As a consequence of the latter remark, when B  α we cannot expect to ﬁnd solutions in H10(Ω).
However, changing slightly the framework, the same method (together with a stronger assumption on
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and the boundary condition is expressed in a suitable sense.
Theorem 1.2. Assume that 0  f ∈ Lm(Ω), 2NN+2 < m < N2 . If Bα < N(m−1)N−2m , then there exists a solution u
for (1.2) in the following sense: 0 < u ∈ H1loc(Ω), uγ ∈ H10(Ω), γ = m(N−2)2(N−2m) > 1, |Du|
2
u ∈ L1loc(Ω) and the
identities (1.4) hold true.
We stress that Section 3.3 is devoted to the same problem with more regular data (namely f ∈
Lm(Ω), m N2 ).
We also prove existence results if f ∈ Lm(Ω) with 1<m< 2NN+2 . The only difference in this case is
that the solution found does not belong to H1loc(Ω), but this is expected since, in this case, the data
do not belong to H−1(Ω) any more.
We notice that for any 1 < σ < N we denote 1σ ∗ = 1σ − 1N and for any k > 0, Tk(s) =
min{k,max{−k, s}}, s ∈ R.
Theorem 1.3. Assume that 0  f ∈ Lm(Ω), 1 <m < 2NN+2 . If Bα < N(m−1)N−2m , then there exists a solution u for
(1.2) in the sense that 0 < u ∈ W 1,m∗0 (Ω), |Du|
2
u ∈ L1loc(Ω) and the identities (1.4) hold true. Moreover both
uγ ∈ H10(Ω) and Tk(u) ∈ H10(Ω).
We also point out that, here and later, we do not use the linearity of the principal part of the
differential operator; actually we only need the coercivity.
Finally, in the last section of the work we consider a generalization of problem (1.2), in which the
singularity B/u is replaced by a general function g(s) ∈ C0(0,+∞), possibly singular at the origin. In
this case the model problem reads as
{−div(M(x)Du)= g(u)|Du|2 + f in Ω,
u = 0 on ∂Ω. (1.5)
The main purpose of this generalization is to point out what happens when the growth of g at zero is
different from the growth of g at inﬁnity. Indeed, we show that any singularity of g at zero is allowed,
provided the formulation of the boundary condition is changed accordingly to such growth. On the
other hand, the growth at inﬁnity cannot be arbitrary and, as already showed in [13], it depends on
the allowed summability of f .
As an easy example, assume that g ∈ C(0,+∞) veriﬁes
⎧⎪⎨
⎪⎩
g(s) B0
s
as s → 0,
g(s) B∞
s
as s → ∞,
(1.6)
where B0, B∞ > 0. In this case, the analogue of Theorem 1.1 is the following
Theorem 1.4. Assume that 0  f ∈ L 2NN+2 (Ω), and that (1.6) holds true. If B∞ <α, then there exists a solution
u of (1.5) in the sense that 0< u ∈ H1loc(Ω), g(u)|Du|2 ∈ L1loc(Ω), the identities∫
Ω
M(x) Du Dφ =
∫
Ω
g(u)|Du|2φ +
∫
Ω
f (x)φ, ∀φ ∈ C1c (Ω),
hold true and uη ∈ H10(Ω), for every η > 12 ( B0α + 1).
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to have solutions in H10(Ω) (which corresponds to take η = 1), nevertheless if B0  α one can still
ﬁnd solutions provided the boundary condition is meant in a suitable sense (i.e. with η = 1). On the
other hand, the condition that B∞ < α cannot be relaxed and is needed to have a solution in any
sense (see [13] for counterexamples showing that, for some f ∈ L 2NN+2 (Ω), approximate solutions may
have complete blow-up when B∞  α).
A similar result also holds if f ∈ Lm(Ω) with B∞α < N(m−1)N−2m ; the role of B0 does not change in this
case. General behaviors of the function g at zero are also considered in Theorem 4.1 and Theorem 4.3.
On the other hand, a more general behavior at inﬁnity of the function g is possible when the data f
are taken in Lm(Ω) with m > N2 (see Theorem 4.5). Such extensions and further remarks are left to
the last section.
Notation. Hereafter we use the following standard notations: we recall that ∀k > 0, Tk(s) =
min{k,max{−k, s}}, s ∈ R. Moreover Gk(s) = s − Tk(s) and Ak,ε = {x ∈ Ω: uε  k}.
2. Solutions in H10(Ω)
Let us consider, for ε > 0, the sequence of approximating problems⎧⎨
⎩−div
(
M(x)Duε
)+ εuε = B |Duε|2
ε + u+ε
+ fε in Ω,
uε = 0 on ∂Ω,
(2.1)
where fε = T 1
ε
( f ). From the results of [7], it follows the existence of a bounded weak solution uε ,
i.e. uε ∈ H10(Ω)∩ L∞(Ω), such that |Duε |
2
ε+u+ε ∈ L
1(Ω) and satisfying
∫
Ω
M(x) Duε Dφ + ε
∫
Ω
uεφ = B
∫
Ω
|Duε|2
ε + u+ε
φ +
∫
Ω
fεφ, (2.2)
for every φ ∈ H10(Ω)∩ L∞(Ω). Now we observe that if z f is the unique solution of{−div(M(x)Dz)+ z = f1 in Ω,
z = 0 on ∂Ω,
where f1 = T1( f )  0, then by the strong maximum principle (see [11]), we have uε  z f > 0 for a.e.
x ∈ Ω , and thus for every ω ⊂⊂ Ω there exists a positive constant mω such that
uε mω in ω, ∀ε > 0. (2.3)
Note that the estimate (2.3) does not depend neither on the value of B nor on the regularity of f ,
but only on the assumption that f  0.
Actually, if the principal part of the differential operator is more general (i.e. nonlinear), (2.3) still
holds using a general version of the strong maximum principle (see e.g. [15], for instance).
We proceed, now, by proving the energy estimates which use the summability of f and the bound
B <α.
Proposition 2.1. Assume that 0  f ∈ L 2NN+2 (Ω), and suppose that B < α. Then the solutions uε of (2.1)
satisfy:
i) {uε} is bounded in H10(Ω) and, up to a subsequence, is weakly convergent in H10(Ω) and strongly conver-
gent in Lq(Ω), for every q < 2∗ , to some u ∈ H10(Ω);
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∫
ω
|Duε|2
ε + uε  Cω,
for every ε > 0;
iii) Duε a.e. converges to Du (up to a subsequence);
iv) there exists a positive function δ, that vanishes at inﬁnity, such that, for any k k0 > 0,∫
Ω
∣∣DGk(uε)∣∣2  δ(k), ∀ε > 0. (2.4)
Proof. i) Choosing uε as test function in (2.2), using the ellipticity and dropping the positive term
ε
∫
Ω
u2ε , we have:
α
∫
Ω
|Duε|2  B
∫
Ω
|Duε|2 uε
ε + uε +
∫
Ω
fεuε;
by applying Sobolev inequality and since fε  f , we get
(α − B)
∫
Ω
|Duε|2 
∫
Ω
f uε 
1
S ‖Duε‖L2(Ω)‖ f ‖L(2∗)′ (Ω).
Since α > B , we deduce that {uε} is bounded in H10(Ω). Actually, we can extract a subsequence (not
relabeled) such that uε → u weakly in H10(Ω) and strongly in Lq(Ω), for any q < 2∗ and property i)
has been proved.
ii) By (2.3) and the boundedness of uε in H10(Ω), we have
∫
ω
|Duε|2
ε + uε 
1
mω
∫
ω
|Duε|2  Cω < +∞.
iii) As a consequence of ii) and (2.2), it is clear that −div(M(x)Duε) is bounded in L1loc(Ω). Since
uε is bounded in H10(Ω), applying a result of [8] we deduce that, up to subsequences (not relabeled),
Duε converges to Du a.e. in Ω .
iv) Finally, for any k > 0, let us choose Gk(uε) as test function in (2.2). Then
∫
Ω
M(x) Duε DGk(uε)+ ε
∫
Ω
uεGk(uε) =
∫
Ω
B
|Duε|2
ε + uε Gk(uε)+
∫
Ω
fεGk(uε)
 B
∫
Ω
∣∣DGk(uε)∣∣2 +
∫
Ω
f Gk(uε)
and consequently, by Hölder inequality,
(α − B)
∫ ∣∣DGk(uε)∣∣2  ‖ f ‖L(2∗)′ (Ak,ε)∥∥Gk(uε)∥∥L2∗ (Ak,ε),
Ω
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(α − B)
∫
Ω
∣∣DGk(uε)∣∣2  12
‖ f ‖2
L(2∗)′ (Ak,ε)
S2(α − B) +
1
2
(α − B)S2∥∥Gk(uε)∥∥2L2∗ (Ak,ε)
 1
2
‖ f ‖2
L(2∗)′ (Ak,ε)
S2(α − B) +
1
2
(α − B)∥∥DGk(uε)∥∥2L2(Ω)
and iv) follows, using that meas (Ak,ε) → 0 uniformly with respect to ε, as a consequence of the
L2
∗
(Ω) bound. 
Note that now we have found a limit function u that, moreover, belongs to H10(Ω). We want to
prove that such a u solves (1.2) by adapting the technique developed in [6] (see also [3] and [12]).
Proof of Theorem 1.1. As it has already been mentioned, we show that the weak limit u of uε is a
solution for (1.2). Note that, by (2.3), we have u > 0 a.e. in Ω . By Fatou Lemma and Proposition 2.1
we deduce that |Du|
2
u ∈ L1loc(Ω). To conclude the proof, we only have to show that the identities (1.4)
hold.
Step 1. u satisﬁes the following inequalities
∫
Ω
M(x) Du Dφ  B
∫
Ω
|Du|2
u
φ +
∫
Ω
f (x)φ, ∀φ ∈ C1c (Ω), φ  0.
To verify it we use 0  φ ∈ C1c (Ω) as test function in (2.2), and by Proposition 2.1 and Fatou
Lemma, we get
∫
Ω
M(x) Du Dφ = lim
ε→0
∫
Ω
B
|Duε|2
ε + uε φ +
∫
Ω
fεφ
 B
∫
Ω
lim inf
ε→0
|Duε|2
ε + uε φ +
∫
Ω
f φ = B
∫
Ω
|Du|2
u
φ +
∫
Ω
f φ,
which proves Step 1.
Step 2. u veriﬁes the following inequalities
∫
Ω
M(x) Du Dφ  B
∫
Ω
|Du|2
u
φ +
∫
Ω
f (x)φ, ∀φ ∈ C1c (Ω), φ  0.
Indeed, if for ﬁxed 0 φ ∈ C1c (Ω), ω = Suppφ is the support of φ and we denote the constant mω
given by (2.3) by mφ , we have:
u(x)mφ, a.e. x ∈ Suppφ. (2.5)
This allows us to choose, for any k > 0, Tk(uε)Tk(u) φ as test function in (2.2), to get, by using that |Duε|2 =
|DTk(uε)|2 + |DGk(uε)|2:
D. Arcoya et al. / J. Differential Equations 249 (2010) 2771–2795 2777∫
Ω
M(x) Duε Dφ
Tk(uε)
Tk(u)
−
∫
Ω
M(x) Duε DTk(u)
Tk(uε)
Tk(u)2
φ
+
∫
Ω
M(x) Duε DTk(uε)
φ
Tk(u)
+ ε
∫
Ω
uεφ
Tk(uε)
Tk(u)
= B
∫
Ω
|DGk(uε)|2
ε + uε
Tk(uε)
Tk(u)
φ + B
∫
Ω
|DTk(uε)|2
ε + uε
Tk(uε)
Tk(u)
φ +
∫
Ω
fε
Tk(uε)
Tk(u)
φ. (2.6)
Since α > B , we deduce
M(x) Duε DTk(uε)
φ
Tk(u)
− B |DTk(uε)|
2
ε + uε
Tk(uε)
Tk(u)
φ  0 in Ω,
and by Proposition 2.1 and Fatou Lemma:
lim
ε→0
∫
Ω
M(x) Duε DTk(uε)
φ
Tk(u)
−
∫
Ω
B
|DTk(uε)|2
ε + uε
Tk(uε)
Tk(u)
φ

∫
Ω
M(x) Du DTk(u)
φ
Tk(u)
−
∫
Ω
B
|DTk(u)|2
u
φ.
Moreover, by (2.4) and (2.5), we can estimate the term that involves Gk(uε) in (2.6), and by the
H10(Ω) weak convergence, we can pass to the limit in the remaining terms. Thus u satisﬁes, for any
k > 0,
∫
Ω
M(x) Du Dφ − B
∫
Ω
|DTk(u)|2
u
φ  B
mφ
δ(k)+
∫
Ω
f φ.
By Lebesgue theorem, we pass to the limit as k goes to inﬁnity and we conclude the Step 2.
By Steps 1 and 2, we have (1.4) for every φ ∈ C1c (Ω) with φ  0. Finally, it is easy now to extend
this family of identities to any φ ∈ C1c (Ω) with arbitrary sign. 
Remark 2.2. We recall that the existence of a H10(Ω) solution has been proved in [1] with stronger
hypotheses on f (namely, f ∈ Lm(Ω), m> N2 ) and on the differential operator (namely the laplacian).
Proposition 2.3. Assume that 0  f ∈ Lm(Ω), m 2NN+2 and 0< u ∈ H1loc(Ω) with |Du|
2
u ∈ L1loc(Ω) satisﬁes
(1.4). Then up /∈ H10(Ω) if p  12 (1+ Bβ ). In particular, there are no H10(Ω) solutions for (1.2) if Bβ  1.
Proof. We ﬁrst note that, by density, in the formulation of the solution the test functions in C1c (Ω)
can be replaced by H10(Ω)∩ L∞(Ω) functions whose support is compactly contained in Ω .
By contradiction, suppose now that up ∈ H10(Ω) with 0 2p − 1 B/β , and consequently, for any
j > 0,
j2p−1
∫
{u> j}
|Du|2
u
 C . (2.7)
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B
∫
Ω
|Du|2
u
up−1j ξ =
∫
Ω
M(x)up−1j Du Dξ + (p − 1)
∫
Ω
up−2j M(x) Du Du jξ −
∫
Ω
f up−1j ξ,
which implies, by (1.1),
[
B − β(p − 1)] ∫
Ω
|Du j|2
u
up−1j ξ +
∫
Ω
f up−1j ξ

∫
Ω
M(x)up−1j Du Dξ − B jp−1
∫
{u> j}
|DG j(u)|2
u
ξ.
Thus, letting j diverge, and by (2.7), we have
[
B − β(p − 1)] ∫
Ω
|Du|2
u
up−1ξ +
∫
Ω
f up−1ξ 
∫
Ω
M(x)up−1 Du Dξ.
Moreover, by using Fatou Lemma, the density of C1c (Ω) in H
1
0(Ω) and the fact that u
p ∈ H10(Ω), we
extend the above inequality to every ξ ∈ H10(Ω) with ξ  0. Choosing then ξ = up we conclude
[
B − β(2p − 1)]∫
Ω
|Du|2u2p−2 +
∫
Ω
f u2p−1  0,
a contradiction since 0  f and u > 0. 
Remark 2.4. From Proposition 2.3 we easily deduce that
√
u /∈ H10(Ω). Actually it implies, computing
explicitly the gradient, that, for any B > 0, the lower order term B |Du|
2
u can never belong to L
1(Ω),
but only to L1loc(Ω).
3. Solutions not in H10(Ω)
In this section we study the case f ∈ Lm(Ω) with m > 1, and we change the hypothesis on B
assuming that
B
α
<
N(m − 1)
N − 2m . (3.1)
Hereafter, we denote
γ = m
∗∗
2∗
, (3.2)
so that (3.1) is equivalent to
B
α
< 2γ − 1. (3.3)
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We ﬁrst note that when m = 2NN+2 we have γ = 1 and (3.3) becomes B < α, as required in the
previous section. On the other hand, the assumption m > 2NN+2 implies that γ > 1, hence
N(m−1)
N−2m =
2γ − 1> 1. Thus, the interesting case in this section relies on the range 1 Bα < N(m−1)N−2m , which was
not considered before. In general, in such a case we cannot prove the existence of a solution in H10(Ω)
(apply Proposition 2.3 for the case α = β  B). However, we will ﬁnd the existence of a solution of
locally ﬁnite energy and such that the boundary condition can be expressed through the fact that
uγ ∈ H10(Ω).
We start by proving the following estimates.
Proposition 3.1. Assume that 0  f ∈ Lm(Ω), 2NN+2 <m < N2 , and that (3.3) holds true (where γ has been
deﬁned in (3.2)). Then there exists M = M(N,m,α, B,‖ f ‖Lm(Ω),Ω) > 0 such that uε satisﬁes the following
estimate
‖uε‖Lm∗∗ (Ω) +
∥∥uγε ∥∥H10(Ω)  M. (3.4)
Moreover, for every ω ⊂⊂ Ω , {uε} is bounded in H1(ω) and there exists a function δ that vanishes at inﬁnity
such that, ∀k k0 , ∫
Ω
∣∣DGk(uε)∣∣2 = δ(k)
k2(γ−1)
, ∀ε > 0. (3.5)
Remark 3.2. Here we list some direct consequences of the above proposition that we will use in the
sequel. First of all, (3.4) implies that there exists a function u such that, up to subsequences, uγε
converges to uγ weakly in H10(Ω) and uε converges to u almost everywhere. Moreover, note that
γ > 1, and (3.4) can be written as
∫
Ω
u2(γ−1)ε |Duε|2 < C ; thus, by (2.3),
m2γ−1ω
∫
ω
|Duε|2
uε

∫
Ω
u2γ−1ε
|Duε|2
uε
< C,
so that the lower order term is locally bounded in L1(Ω). This latter fact let us show that
div(M(x)Duε) is bounded in L1loc(Ω) and, since uε is also bounded in H
1
loc(Ω), we can apply a result
of [8] and deduce that Duε converges, up to subsequences, to Du almost everywhere in Ω . Conse-
quently, by Fatou Lemma, it follows that
∫
ω
|Du|2
u
 Cω, ∀ω ⊂⊂ Ω.
Proof of Proposition 3.1. We recall that by (3.2), it follows γ 2∗ = (2γ − 1)m′ =m∗∗ . Using u2γ−1ε as
test function in (2.2) and the ellipticity, we get
(2γ − 1)α
∫
Ω
|Duε|2u2γ−2ε  (2γ − 1)
∫
Ω
M(x) Duε Duε u
2γ−2
ε + ε
∫
Ω
uεu
2γ−1
ε
= B
∫ |Duε|2
ε + uε u
2γ−1
ε +
∫
fεu
2γ−1
ε .Ω Ω
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[
(2γ − 1)α − B] ∫
Ω
|Duε|2u2γ−2ε  ‖ f ‖Lm(Ω) 1
S 2
∗
m′
[∫
Ω
∣∣Duγε ∣∣2
] 2∗
2m′
,
i.e.,
(2γ − 1)α − B
γ 2
∫
Ω
∣∣Duγε ∣∣2  ‖ f ‖Lm(Ω) 1
S 2
∗
m′
[ ∫
Ω
∣∣Duγε ∣∣2
] 2∗
2m′
.
Since m < N2 , we have 2m
′ > 2∗ and we deduce from (3.1) that uγε is bounded in H10(Ω), and thus
(3.4) holds.
In addition, by (2.3), this implies that if ω ⊂⊂ Ω , then {uε} is bounded in H1(ω).
Finally, let us choose, for any k > 0, Gk(uε)2γ−1 as test function in (2.2), and we obtain
[
(2γ − 1)α − B] ∫
Ω
∣∣DGk(uε)∣∣2(Gk(uε))2γ−2 + ε
∫
Ω
uε
(
Gk(uε)
)2γ−2

[ ∫
kuε
f m
] 1
m
[ ∫
Ω
(
Gk(uε)
)(2γ−1)m′] 1m′  ‖ f ‖Lm(Ak,ε)‖uε‖m
∗∗
m′
Lm∗∗ (Ω),
which implies from (3.4) that
[
(2γ − 1)α − B]k2γ−2 ∫
2k<uε
∣∣DGk(uε)∣∣2  C1δ(k).
Since DGk(uε) = DG2k(uε) on A2k,ε , it follows that
[
(2γ − 1)α − B](2k)2γ−2 1
22γ−2
∫
2k<uε
∣∣DG2k(uε)∣∣2  C1δ(k)
and so, by rescaling k, we deduce
[
(2γ − 1)α − B]k2γ−2 1
22γ−2
∫
k<uε
∣∣DGk(uε)∣∣2  C1δ(k/2),
which, by (3.1), gives (3.5). 
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. We ﬁrst prove, in two steps, the existence of a distributional solution for (1.2).
Step 1. We start by proving that∫
Ω
M(x) Du Dφ  B
∫
Ω
|Du|2
u
φ +
∫
Ω
f (x)φ, ∀φ ∈ C1c (Ω), φ  0. (3.6)
This holds true by using the consequences of Proposition 3.1 and Fatou Lemma.
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Ω
M(x) Du Dφ  B
∫
Ω
|Du|2
u
φ +
∫
Ω
f (x)φ, ∀φ ∈ C1c (Ω), φ  0. (3.7)
We have to make a small modiﬁcation of the idea of the previous section in order to pass to the
limit. Let us choose, for any k > 0, ζε,k = Tk(uε)2γ−1Tk(u)2γ−1 φ as test function in (2.2). Such a choice is allowed
by the same argument used in Theorem 1.1 and we note that ζε,k → φ a.e. in Ω . We also recall that
since m 2NN+2 , thus γ  1. Hence we have:
∫
Ω
M(x) Duε Dφ
Tk(uε)2γ−1
Tk(u)2γ−1
− (2γ − 1)
∫
Ω
M(x) Duε DTk(u)
ζε,k
Tk(u)
+ (2γ − 1)
∫
Ω
M(x) Duε DTk(uε)
ζε,k
Tk(uε)
− B
∫
Ω
|DTk(uε)|2
ε + uε ζε,k + ε
∫
Ω
uεζε,k
= B
∫
Ω
|DGk(uε)|2
ε + uε ζε,k +
∫
Ω
fεζε,k. (3.8)
Note that, by (3.5),
B
∫
Ω
|DGk(uε)|2
ε + uε
Tk(uε)2γ−1
Tk(u)2γ−1
φ  B
∫
k<uε
|DGk(uε)|2
k
k2γ−1
Tk(u)2γ−1
φ
 B
m2γ−1φ
k2γ−2
∫
k<uε
∣∣DGk(uε)∣∣2φ  B
m2γ−1φ
δ(k),
therefore we obtain from (3.8):
∫
Ω
M(x) Duε Dφ
Tk(uε)2γ−1
Tk(u)2γ−1
− (2γ − 1)
∫
Ω
M(x) Duε DTk(u)
ζε,k
Tk(u)
+ (2γ − 1)
∫
Ω
M(x) Duε DTk(uε)
ζε,k
Tk(uε)
− B
∫
Ω
|DTk(uε)|2
ε + uε ζε,k
 B
m2γ−1φ
δ(k)+
∫
Ω
fεζε,k.
Arguing as above, we can pass to the limit (with respect to ε) in the ﬁrst two integrals and in the last
one in (3.8). Moreover, for the terms in the middle, we can apply Fatou Lemma since, by (1.1) and the
assumption (3.1) on α and B ,
[
α(2γ − 1)
Tk(uε)
− B
ε + Tk(uε)
]∣∣DTk(uε)∣∣2ζε,k  0.
Thus, letting ε → 0 and then k → ∞, we deduce that (3.7) holds true.
Combining it with (3.6) we conclude as in Theorem 1.1.
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condition. 
Remark 3.3. We can actually prove that the solution u found above satisﬁes
ur ∈ H10(Ω) for every r such that
1
2
(
B
α
+ 1
)
< r  m(N − 2)
2(N − 2m) = γ . (3.9)
Of course, when considering the behavior as u → ∞, the best information here is that uγ ∈ H10(Ω).
However, when considering the behavior of u at zero, the regularity ur ∈ H10(Ω) is stronger when r is
small. The proof of this regularity is, in fact, contained in the estimate (3.11).
Remark 3.4. We stress that the existence of a solution in H1loc(Ω), under assumptions stronger than
ours, has already been proved in [10]. Moreover they give a the boundary condition in a way such
that in the model example coincides with ours.
3.2. Solutions not in H1loc(Ω)
The aim of this subsection is the proof of the Theorem 1.3. We ﬁrst prove the following auxiliary
proposition.
Proposition 3.5. Assume that 0  f ∈ Lm(Ω), 1<m< 2NN+2 , and suppose that Bα < N(m−1)N−2m . Then there exists
M = M(N,m,α, B,‖ f ‖Lm(Ω),Ω) > 0 such that
‖uε‖W 1,m∗0 (Ω)  M, (3.10)
and
∫
Ω
|Duε|2
(uε + ε)2(1−γ )  M, (3.11)
where γ is deﬁned by (3.2). Moreover, for any k > k0 and for any ε > 0, we have
k2(γ−1)
∫
kuε2k
∣∣DGk(uε)∣∣2  δ(k), (3.12)
where δ(k) is a function that vanishes as k diverges.
Remark 3.6. Some comments on this proposition are in order to be given. The ﬁrst consequence of
this proposition is that there exists u ∈ W 1,m∗0 (Ω) such that, up to subsequences, uε → u weakly in
W 1,m
∗
0 (Ω).
Note that 12 < γ < 1, due to the hypothesis 1<m <
2N
N+2 . By (3.11) we obtain, using (2.3), a local
L1-bound for the lower order term, since
m2γ−1ω
∫ |Duε|2
uε + ε 
∫ |Duε|2
uε + ε (uε + ε)
2γ−1 =
∫ |Duε|2
(uε + ε)2(1−γ )  M.ω Ω Ω
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so that Fatou Lemma implies
m2γ−1ω
∫
ω
|Du|2
u
 M. (3.13)
Finally, in order to show that u is a solution for (1.2), we have to specify the meaning of the
boundary condition, and we have several ways in the present range of B and m. The ﬁrst, as we have
noticed above, is the one that follows from the global estimate in the Sobolev space W 1,m
∗
0 (Ω). On
the other hand by (3.11) we also have
1
γ 2
∫
Ω
∣∣D(uε + ε)γ ∣∣2 
∫
Ω
|Duε|2
(uε + ε)2(1−γ )  M, (3.14)
and consequently, by Fatou Lemma, uγ ∈ H10(Ω) as in the previous cases. Moreover, a further con-
sequence of (3.11) provides another natural way to deﬁne the boundary condition. Indeed, we have
that, for any k > 0, Tk(uε) is bounded in H10(Ω), since
1
(k + 1)2(1−γ )
∫
uεk
∣∣DTk(uε)∣∣2 
∫
Ω
|Duε|2
(uε + ε)2(1−γ )  M, (3.15)
and consequently we also have Tk(u) ∈ H10(Ω) for any k > 0.
Proof of Proposition 3.5. Let γ be as in (3.2) and recall that (3.1) is equivalent to (3.3). Let us choose
(uε + ε)2γ−1 − ε2γ−1 as test function in (2.1). Thus we get
(2γ − 1)
∫
Ω
M(x)DuεDuε
(uε + ε)2(1−γ ) + ε
∫
Ω
uε
[
(uε + ε)2γ−1 − ε2γ−1
]
= B
∫
Ω
|Duε|2
ε + uε
[
(uε + ε)2γ−1 − ε2γ−1
]+ ∫
Ω
fε
[
(uε + ε)2γ−1 − ε2γ−1
]
,
and so
[
α(2γ − 1)− B]∫
Ω
|Duε|2
(uε + ε)2(1−γ )  ‖ f ‖L
m(Ω)
( ∫
Ω
(uε + ε)(2γ−1)m′
) 1
m′
. (3.16)
Now, if q < 2, we have, following the idea of [4],
∫
Ω
|Duε|q 
( ∫
Ω
|Duε|2
(uε + ε)2(1−γ )
) q
2
( ∫
Ω
(uε + ε)
2q(1−γ )
2−q
) 2−q
2
,
and thanks to (3.16) and (3.3) we deduce, by Sobolev inequality,
( ∫
uq∗ε
) q
q∗

∫
|Duε|q  C1
( ∫
(uε + ε)(2γ−1)m′
) q
2m′ ( ∫
(uε + ε)
2q(1−γ )
2−q
) 2−q
2
.Ω Ω Ω Ω
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(2γ − 1)m′ = q∗ = 2q(1− γ )
2− q
and moreover qq∗ >
q
2m′ + 2−q2 because of m< N2 . Then we deduce the W 1,m
∗
0 (Ω) estimate.
Moreover if we choose, for any k > 0, (Gk(uε)+ε)2γ−1−ε2γ−1 as test function in (2.1), we deduce,
since uε is bounded in Lm
∗∗
(Ω) by the previous estimate, that
[
α(2γ − 1)− B] ∫
Ω
|DGk(uε)|2
(uε + ε)2(1−γ )  M‖ fε‖L
m(Ak,ε),
and the right-hand side tends to 0 as k diverges, uniformly with respect to ε. Thus we have
1
k2(1−γ )
∫
kuε2k
|Duε|2  C
∫
Ω
|DGk(uε)|2
(uε + ε)2(1−γ )  δ(k),
and (3.12) is proved. 
Proof of Theorem 1.3. As in the proof of the other existence results, we split the proof into two steps.
Step 1. By choosing 0  φ ∈ C1c (Ω) as test function in (2.1) and since (3.13) holds true we have, by
Fatou Lemma, that
∫
Ω
M(x) Du Dφ  B
∫
Ω
|Du|2
u
φ +
∫
Ω
f φ ∀0 φ ∈ C1c (Ω).
Step 2. Here we follow [12]. Let us choose ζk,ε = Tk(uε)2γ−1Tk(u)2γ−1 H(
uε
k )φ as test function in (2.2), where γ
is chosen as in (3.2), 0 φ ∈ C1c (Ω) and
H(s) =
⎧⎨
⎩
1 if 0 s 1,
2− s if 1 s 2,
0 if 2 s.
Thus we have
∫
Ω
M(x) Duε Dφ
Tk(uε)2γ−1
Tk(u)2γ−1
H
(
uε
k
)
− (2γ − 1)
∫
Ω
M(x) Du DTk(u)
ζk,ε
Tk(u)
+ (2γ − 1)
∫
Ω
M(x) Duε DTk(uε)
ζk,ε
Tk(uε)
+ ε
∫
Ω
uεζk,ε − B
∫
Ω
|DTk(uε)|2
ε + uε ζk,ε
= B
∫
Ω
|DGk(uε)|2
ε + uε ζk,ε +
∫
Ω
fεζk,ε + 1k
∫
kuε2k
M(x) Duε Duε
Tk(uε)2γ−1
Tk(u)2γ−1
φ. (3.17)
Since u mφ on the support of φ, and using that H( uεk ) = 0 if uε > 2k, we deduce that
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∫
Ω
|DGk(uε)|2
ε + uε
Tk(uε)2γ−1
Tk(u)2γ−1
H
(
uε
k
)
φ + 1
k
∫
kuε2k
M(x) Duε Duε
Tk(uε)2γ−1
Tk(u)2γ−1
φ
 Cφk2(γ−1)
∫
kuε2k
|Duε|2  Cφδ(k),
where we used (3.12) for the last inequality. On the other hand, we have that
[
(2γ − 1)M(x)DuεDTk(uε)
Tk(uε)
− B |DTk(uε)|
2
ε + uε
]
ζk,ε  0 in Ω,
and this term is bounded in L1(Ω), thus we can apply Fatou Lemma here. Using standard conver-
gences in the remaining terms (we recall that by (3.15) Tk(uε) is bounded in H10(Ω)), we can take
the limit with respect to ε in (3.17) and deduce that
∫
Ω
M(x) Du DφH
(
u
k
)
− B
∫
Ω
|DTk(u)|2
u
H
(
u
k
)
φ 
∫
Ω
f H
(
u
k
)
φ + Cφδ(k).
Finally, in order to let k diverge, we use that u ∈ W 1,m∗0 for the ﬁrst integral and (3.13), so that, by
Lebesgue theorem, and since H(s/k) → 1, we deduce that
∫
Ω
M(x) Du Dφ − B
∫
Ω
|Du|2
u
φ 
∫
Ω
f φ ∀φ ∈ C1c (Ω). 
3.3. Bounded solutions and solutions with exponential summability
We point out that, in this section, there is no restriction on B , which can be any positive number.
Lemma 3.7. Assume that 0  f ∈ Lm(Ω), with m N2 , and let B > 0. Then
{Duε} is bounded in L2(ω), ∀ω ⊂⊂ Ω. (3.18)
and
{
uηε
}
is bounded in H10(Ω), ∀η >
1
2
(
B
α
+ 1
)
. (3.19)
Moreover,
i) if m = N
2
, then the sequence
{
eλuε
}
is bounded in L1(Ω), ∀λ > 0,
ii) if m>
N
2
, then the sequence {uε} is bounded in L∞(Ω).
(3.20)
Proof. The assertions (3.18) and (3.19) follow from previous results. Indeed, for any B > 0 there exists
m < N2 such that
B
α <
N(m−1)
N−2m ; since f ∈ L
N
2 (Ω) (and consequently in any Lm(Ω), ∀m < N2 ), we can
use Proposition 3.1 and we obtain that {uε} is bounded in H1loc(Ω) and in Lm
∗∗
(Ω), ∀m < N2 . Actually
this means that {uε} is bounded in any Lp(Ω), ∀p  1. In addition, we deduce that meas(Ak,ε) → 0
as k diverges, uniformly with respect to ε.
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bounded in H10(Ω) provided
B
α < 2γ − 1 and f ∈ Lm(Ω), where γ = m
∗∗
2∗ . Since here f ∈ Lm(Ω) for
any 1<m< N2 , we are allowed to take any γ >
1
2 (1+ Bα ), which gives (3.19).
In order to prove i), we ﬁx λ > 0 and, for k > 0, we use e2λGk(uε) − 1 as test function in (2.2) to
obtain
2λ
∫
Ω
M(x) Duε DGk(uε)e
2λGk(uε) + ε
∫
Ω
uε
[
e2λGk(uε) − 1]
=
∫
Ω
B
|Duε|2
ε + uε
[
e2λGk(uε) − 1]+ ∫
Ω
fε
[
e2λGk(uε) − 1].
We ﬁx Q > 1 and use that t2 − 1 Q (t − 1)2 + 1Q −1 for every t  0 to get
2λα
∫
Ω
∣∣DGk(uε)∣∣2e2λGk(uε) 
∫
Ω
B
|Duε|2
ε + uε
[
e2λGk(uε) − 1]+ ∫
Ω
f
[
e2λGk(uε) − 1]
 B
k
∫
kuε
|Duε|2e2λGk(uε) + Q
∫
Ω
f
[
eλGk(uε) − 1]2 + 1
Q − 1
∫
kuε
f .
Hence
[
2λα − B
k
]∫
Ω
∣∣DGk(uε)∣∣2e2λGk(uε)
 Q ‖ f ‖
L
N
2 (Ak,ε)
[ ∫
Ω
[
eλGk(uε) − 1]2∗]
2
2∗ + 1
Q − 1
∫
kuε
f . (3.21)
Since
∣∣DGk(uε)∣∣2e2λGk(uε) = 1
λ2
∣∣D(eλGk(uε) − 1)∣∣2
we deduce, by using Sobolev inequality,
S2
λ2
[
2λα − B
k
− λ
2Q
S2 ‖ f ‖L N2 (Ak,ε)
]( ∫
Ω
(
eλGk(uε) − 1)2∗)
2
2∗

‖ f ‖L1(Ak,ε)
Q − 1 . (3.22)
Since ‖ f ‖
L
N
2 (Ak,ε)
→ 0 as k → +∞, there exist kλ , α0 > 0 such that
S2
λ2
[
2λα − B
k
− λ
2Q
S2 ‖ f ‖L N2 (Ak,ε)
]
 α0 > 0, ∀k kλ, ∀ε > 0. (3.23)
Hence, for any λ > 0 the sequence {eλGk(uε) − 1} is bounded in L2∗(Ω), that means eGk(uε) is bounded
in Lp(Ω), ∀p > 1.
Since euε = eTk(uε)+Gk(uε)  ekeGk(uε) we have that i) is proved.
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∀t  0, to deduce that
α0λ
2
( ∫
Ω
Gk(uε)
2∗
) 2
2∗
 ‖ f ‖Lm(Ω)
Q − 1 |Ak,ε|
1− 1m , ∀k kλ, ∀ε > 0.
Using the Stampacchia technique (see [14]), we deduce that for any h > k,
(h − k)2|Ah,ε| 22∗  c0|Ak,ε|1− 1m ,
and ii) follows by Lemma 4.1 in [14]. 
As a consequence of the above lemma, following the proofs of Theorem 1.2 and of Theorem 1.3, it
is possible to state the following result.
Theorem 3.8. Assume that 0  f ∈ Lm(Ω), m  N2 . For any B > 0, there exists a solution u for (1.2) in the
following sense: 0 < u ∈ H1loc(Ω), uη ∈ H10(Ω) for every η > 12 (1+ Bα ), |Du|
2
u ∈ L1loc(Ω) and the identities
(1.4) hold true. Moreover u ∈ L∞(Ω) if m> N2 and eu ∈ Lq(Ω), ∀q > 1, if m = N2 .
Remark 3.9. Note that the summability results (3.4) and (3.20) can be considered as extensions of the
Stampacchia theorems (see [14]) in the case B = 0.
Remark 3.10. With the change u = w 1B+1 , the model problem (1.3) becomes (formally) the sublinear
boundary value problem
{
−w = (B + 1) f (x)w BB+1 , in Ω,
w = 0, on ∂Ω,
(3.24)
that has been studied in [9]. In that paper the existence of (weak or distributional) solutions depends
on some relationship between the summability of f and B . For example, if f ∈ Lm(Ω), 1 <m < N2 ,
and Bα <
N(m−1)
N−2m , then w ∈ L
m∗∗
B+1 (Ω) and consequently u ∈ Lm∗∗ (Ω), that is our summability result.
Let us stress that changing problem (1.3) into (3.24) suggests that the solution of (3.24) behaves,
near ∂Ω , as the distance to the boundary and its gradient as the (inward) normal to the boundary.
Thus, moving this information to u, we have that u ∼ d(x) 1B+1 and consequently |Du| ∼ d(x)− BB+1 .
In particular the condition u ∈ H10(Ω) means 2BB+1 < 1, i.e. B < 1. This is consistent with our results
of Section 2. Moreover, as noted in Remark 2.4, |Du|
2
u does never belong to L
1(Ω), indeed |Du|
2
u ∼
d(x)−2B/(B+1)
d(x)1/(B+1) ∼ d(x)−
2B+1
B+1 and 2B+1B+1 > 1.
4. Generalizations
In this section we deal with the following problem:
−div(A(x,u, Du))= h(x,u)|Du|2 + f (x) in Ω, (4.1)
u = 0 on ∂Ω, (4.2)
where A(x, s, ξ) : Ω × R × RN → RN is a Carathéodory function such that for a.e. x ∈ Ω and for any
s ∈ R and ξ, ξ ′ ∈ RN we have
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∃β > 0: ∣∣A(x, s, ξ)∣∣ β|ξ |, (4.4)(
A(x, s, ξ) − A(x, s, ξ ′)) · (ξ − ξ ′)> 0, ξ = ξ ′. (4.5)
Moreover, h(x, s) is a positive Carathéodory function such that
h(x, s) g(s), ∀s > 0, a.e. x ∈ Ω, (4.6)
with g(s) ∈ C0(0,+∞) satisfying additional hypotheses about its behavior that will be given later.
We recall that if g is continuous up to s = 0, all the results we are going to state are essentially
contained in [13]. Thus we are interested in looking at unbounded functions g , even if, in fact, we
will only make assumptions on the growth of g from above.
Similarly to (1.4), if f ∈ L 2NN+2 (Ω) by a solution u of Eq. (4.1) we mean a function 0< u ∈ H1loc(Ω)
with h(x,u)|Du|2 ∈ L1loc(Ω) satisfying the identities∫
Ω
A(x,u, Du) Dφ =
∫
Ω
h(x,u)|Du|2φ +
∫
Ω
f (x)φ, ∀φ ∈ C1c (Ω). (4.7)
As in the previous sections, the boundary condition will be understood according to the behavior
of g(s) at s = 0.
The proof of such results follows the standard technique by approximation, a priori estimates and
compactness.
Hence we need to deﬁne a family of approximating problems, namely
{−div(A(x,uε, Duε))+ εuε = hε(x,uε)|Duε|2 + fε(x) in Ω,
uε = 0 on ∂Ω,
(4.8)
where hε(x, s) = T 1
ε
(h(x, s)) and fε = T 1
ε
( f ). In the paper [7] it has been proved the existence of
weak solution for (4.8), i.e. a function uε ∈ H10(Ω) ∩ L∞(Ω) such that hε(x,uε)|Duε|2 ∈ L1(Ω) and
the following identities hold true:
∫
Ω
A(x,uε, Duε) Dφ + ε
∫
Ω
uεφ =
∫
Ω
hε(x,uε)|Duε|2φ +
∫
Ω
fε(x)φ, (4.9)
for any φ ∈ H10(Ω)∩ L∞(Ω). In the sequel, the following functions will be useful:
Φ(s) =
s∫
0
e
Γ (σ )
α dσ , where Γ (σ ) =
σ∫
1
g(τ )dτ , (4.10)
and
Φ1(s) =
min{s,1}∫
0
e
Γ (σ )
α dσ . (4.11)
Note that Φ(s) (Φ1(s), respectively) is a locally (globally, respectively) Lipschitz function such that
Φ(0) = 0 (Φ1(0) = 0, respectively). We will use them in order to give sense to the boundary condition.
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some s1 > 1 we have
g(s) B∞
s
, ∀s s1, B∞ <α, (4.12)
then there exists a solution u of Eq. (4.1) and Φη1 (u) ∈ H10(Ω), for every η > 12 .
Proof. Let uε be the solution of (4.8). We ﬁrst observe that, by using 0  fε , we deduce the existence
of a positive constant mω for every ω ⊂⊂ Ω such that
uε mω in ω. (4.13)
Indeed, it is a consequence of the strong maximum principle for nonlinear operators which can be
easily deduced by the weak Harnack inequality proved in [15].
The rest of the proof is divided into several steps.
Step 1. If k s1 we claim that
∥∥DGk(uε)∥∥L2(Ω) 
‖ f ‖
L
2N
N+2 (Ak,ε)
S(α − B∞) . (4.14)
Indeed, by choosing Gk(uε) as test function in (4.8) and using (4.3) and (4.6), we have
α
∫
Ω
∣∣DGk(uε)∣∣2 
∫
uεk
Gk(uε)gε(uε)|Duε|2 +
∫
Ω
f Gk(uε),
where gε = T 1
ε
(g). Moreover, since k s1, Gk(uε)gε(uε) < B∞ , and using Hölder inequality, we get
(α − B∞)
∥∥DGk(uε)∥∥2L2(Ω)  ‖ f ‖L 2NN+2 (Ak,ε)
∥∥Gk(uε)∥∥L2∗ (Ω),
and we conclude (4.14) by applying Sobolev inequality.
For the next steps, the following functions obtained by regularizing the functions (4.10) and (4.11)
trough gε will be used:
Φε(s) =
s∫
0
e
Γε(σ )
α dσ and Φ1,ε(s) =
min{s,1}∫
0
e
Γε(σ )
α dσ (4.15)
where Γε(σ ) =
∫ σ
1 gε(τ )dτ .
Step 2. There is a positive constant C such that
∫
Ω
∣∣D(Φ1,ε(uε)+ ε)η∣∣2  C, ∀η > 1
2
, ∀ε < 1.
To prove this, let ψε be any family of smooth (say Lipschitz) positive bounded functions such that
ψε(0) = 0. We choose ψε(uε)e Γε(uε)α as test function in (4.9), so that, by (4.3), (4.6) and the deﬁnition
of hε , we have:
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∫
Ω
|Duε|2ψ ′ε(uε)e
Γε(uε)
α 
∫
Ω
fψε(uε)e
Γε(uε)
α
 ‖ψε‖L∞
[
e
Γε(s1)
α
∫
uεs1
f + C
∫
uεs1
f u
B∞
α
ε
]
.
Since B∞α < 1 and using (4.14) we have∫
Ω
DΦε(uε)Dψε(uε) =
∫
Ω
|Duε|2ψ ′ε(uε)e
Γε(uε)
α
 ‖ψε‖L∞
α
[
e
Γε(s1)
α ‖ f ‖L1(Ω) + C
‖ f ‖2
L
2N
N+2 (Ω)
α − B∞
]
.
Thus, if for η > 12 , we choose ψε(s) = (ε + Φ1,ε(s))2η−1 − ε2η−1 the above inequality implies, using
that ‖Φ1,ε‖∞  C ,
(2η − 1)
η2
∫
Ω
∣∣D(Φ1,ε(uε + ε))η∣∣2 = (2η − 1)
∫
Ω
|DΦ1,ε(uε)|2
(ε +Φ1,ε(uε))2−2η  C,
and this step is concluded.
Step 3. Ts1 (uε) is bounded in H
1
loc(Ω).
In this case, the proof is based on the choice of (eλTs1 (uε) − 1)ς2 as test function in (4.9), where
λ > 0 and 0 ς ∈ C1c (Ω). Indeed by (4.3), (4.4) and dropping a positive term, we have:
αλ
∫
Ω
eλTs1 (uε)
∣∣DTs1(uε)∣∣2ς2 
∫
Ω
hε(x,uε)|Duε|2
(
eλTs1 (uε) − 1)ς2 + (eλs1 − 1)‖ f ‖L1(Ω)
+ 2β
∫
Ω
|Duε||Dς |
(
eλTs1 (uε) − 1)ς. (4.16)
Observe that by Young inequality
2β
∫
Ω
|Duε||Dς |
(
eλTs1 (uε) − 1)ς  λα
2
∫
Ω
eλTs1 (uε)
∣∣DTs1(uε)∣∣2ς2
+ λα
2
∫
Ω
eλTs1 (uε)
∣∣DGs1(uε)∣∣2ς2 + 2β2αλ
∫
Ω
|Dς |2(eλTs1 (uε) − 1)
and if we denote gω,s1 = maxs∈[mω,s1] gε(s), (mω has been deﬁned in (4.13))∫
Ω
hε(x,uε)|Duε|2
(
eλTs1 (uε) − 1)ς2
 gω,s1
∫
{u s }∩ω
eλTs1 (uε)|Duε|2ς2 + B∞
s1
(
eλs1 − 1)∫
Ω
∣∣DGs1(uε)∣∣2ς2.
ε 1
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(
αλ
2
− gω,s1
)∫
Ω
eλTs1 (uε)
∣∣DTs1(uε)∣∣2ς2

(
eλs1(uε) − 1)‖ f ‖L1(Ω) + 2β2αλ
∫
Ω
|Dς |2(eλTs1 (uε) − 1)
+ λα
2
eλs1
∫
Ω
∣∣DGs1(uε)∣∣2ς2 + B∞s1
(
eλs1 − 1)∫
Ω
∣∣DGs1(uε)∣∣2ς2,
and the proof of the step is concluded thanks to (4.14) if we choose λ big enough.
Step 4. hε(x,uε)|Duε|2 is bounded in L1loc(Ω).
Indeed, for every ω ⊂⊂ Ω and kmax {mω, s1} we have
∫
ω
hε(x,uε)|Duε|2 
∫
ω∩{uεk}
gε(uε)|Duε|2 +
∫
ω∩{uεk}
gε(uε)|Duε|2
 B∞
k
∫
Ω
∣∣DGk(uε)∣∣2 + gmω,k
∫
ω∩{mωuεk}
∣∣DTk(uε)∣∣2.
By Step 3 and (4.14) we conclude the proof of this step.
As a consequence, there exists u ∈ H1loc(Ω) such that if ω ⊂⊂ Ω , up to a subsequence (not rela-
beled),
uε → u a.e. in Ω and strongly in L2(ω),
and by [8],
Duε → Du a.e. inΩ and weakly in L2(ω).
Consequently
A(x,uε, Duε) → A(x,u, Du) a.e. inΩ and weakly in L2(ω)N
for any ω ⊂⊂ Ω , too. Moreover, once more by Fatou Lemma, we deduce that
∫
ω
h(x,u)|Du|2  C, ∀ω ⊂⊂ Ω, (4.17)
and moreover, for any η > 12 , ∫
Ω
∣∣DΦ1(u)η∣∣2  C . (4.18)
Step 5. u is a supersolution of (4.1)–(4.2).
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the local convergence of uε in H1(ω), for every ω ⊂⊂ Ω , and Fatou Lemma we obtain∫
Ω
A(x,u, Du) Dφ 
∫
Ω
h(x,u)|Du|2φ +
∫
Ω
f φ.
Step 6. u is a subsolution of (4.1)–(4.2).
Indeed, if 0 φ ∈ C1c (Ω), (with supp φ =ω), and k >max{s1,mω}, by (4.13) we can choose ζk,ε =
e
Γε(Tk(uε))
α −
Γε(Tk(u))
α φ as test function in (4.9) and we have:
∫
Ω
A(x,uε, Duε) Dφ
e
Γε
α (Tk(uε))
e
Γε
α (Tk(u))
+ 1
α
∫
Ω
A(x,uε, Duε) DTk(uuε )gε
(
Tk(uε)
)
ζk,ε
− 1
α
∫
Ω
A(x,uε, Duε) DTk(u)gε
(
Tk(u)
)
ζk,ε −
∫
Ω
hε(x,uε)
∣∣DTk(uε)∣∣2ζk,ε
+ ε
∫
Ω
uεζk,ε 
∫
Ω
hε(x,uε)
∣∣DGk(uε)∣∣2ζk,ε +
∫
Ω
fεζk,ε.
Now, we are going to pass to the limit in the above inequality as ε tends to zero. First, observe that
ζk,ε → φ a.e. in Ω for every k > 0, and note that, by (4.6), it follows that[
1
α
A(x,uε, Duε)DTk(uε)gε
(
Tk(uε)
)− ∣∣DTk(uε)∣∣2hε(x,uε)
]
ζk,ε  0
and this term is bounded in L1(Ω) by Step 3, so that we can apply Fatou Lemma. Moreover, since
k  s1, thanks to hypothesis (4.12), we have (using also that e−Γ (s) is decreasing so that e−
Γ (Tk(u))
α 
e−
Γ (Tk(mω))
α ),
∫
Ω
hε(x,uε)
∣∣DGk(uε)∣∣2ζk,ε 
∫
Ω
gε(uε)
∣∣DGk(uε)∣∣2 e
Γε(k)
α
e
Γε(Tk(u))
α
φ
 C B∞
k1−
B∞
α
e−
Γ (Tk(mω))
α
∫
Ω
∣∣DGk(uε)∣∣2φ.
By (4.14) the right-hand side above tends to 0 as k diverges, uniformly with respect to ε. Thus, by the
almost everywhere and weak H1(ω) convergence of uε for every ω ⊂⊂ Ω if we take the limit with
respect to ε, we have∫
Ω
A(x,u, Du) Dφ 
∫
Ω
h(x,u)
∣∣DTk(u)∣∣2φ +
∫
Ω
f φ + δ(k).
By (4.17) we can apply Lebesgue theorem in order to pass to the limit as k diverges and to get∫
Ω
A(x,u, Du) Dφ 
∫
Ω
h(x,u)|Du|2φ +
∫
Ω
f φ, ∀φ ∈ C1c (Ω), φ  0,
concluding the proof of the step.
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equation of (4.1), and moreover (4.18) gives sense to the boundary condition. 
Remark 4.2. Note that Theorem 1.4 easily follows from Theorem 4.1, once that one make the ex-
plicit computation of the function Φ , adapted for such a case. Observe moreover that, according to
Proposition 2.3, in general, u ∈ H10(Ω) requires that B0α < 1.
In the same spirit of the previous section, the hypothesis on B can be relaxed. The corresponding
result to Theorem 1.2 is stated in the following theorem. We omit the proof since it is really close to
the one of Theorem 4.1.
Theorem 4.3. Assume that 0  f ∈ Lm(Ω) with 2NN+2 <m < N2 and that (4.3)–(4.6) hold true with 0 g ∈
C(0,+∞). If there exists s1 > 1 such that
∃B∞ <α N(m − 1)
N − 2m such that g(s)
B∞
s
, ∀s s1, (4.19)
then there exists a solution of Eq. (4.1) such that Φη1 (u) ∈ H10(Ω) for every η > 12 .
Remark 4.4. A similar result as Theorem 4.3 holds in the case 0  f ∈ Lm(Ω) with 1 < m < 2NN+2 .
Namely, under assumption (4.19) there exists 0 < u ∈ W 1,m∗loc (Ω) such that Tk(u) ∈ H1loc(Ω) for any
k > 0, h(x,u)|Du|2 ∈ L1loc(Ω) and the identities (4.7) are veriﬁed. Moreover, Φη1 (u) ∈ H10(Ω) for every
η > 12 .
Such a result is, of course, the extension of Theorem 1.3. Let us point out that this result can
be extended to f ∈ L1(Ω) provided (4.19) is replaced by the assumption that g(s) is integrable at
inﬁnity. The only difference is that, when f ∈ L1(Ω), the solution we found belongs to W 1,qloc (Ω) for
any q < NN−1 but it does not belong in general to W
1, NN−1
loc (Ω).
Actually, if f is more regular, the condition imposed on the behavior of g at inﬁnity can be more
general. Indeed, we can combine the ideas of Theorem 4.1 above (for what concerns the behavior of u
at 0) and the L∞ estimates proved in [13] (which only uses the behavior of g at inﬁnity) to obtain
next result.
Theorem 4.5. Assume that 0  f ∈ Lm(Ω), with m > N2 and that (4.3)–(4.6) hold true with 0  g ∈
C(0,+∞). If g satisﬁes
lim
s→+∞ g(s) = 0, (4.20)
then there exists a solution u of (4.1) such that Φη1 (u) ∈ H10(Ω) for every η > 12 .
Proof. Since the proof follows the same scheme of the one of Theorem 4.1, we just stress the main
differences. We ﬁrst note that, since f  0, thus (4.13) holds true.
Due to the stronger regularity we asked to the datum f , we prove that ‖uε‖L∞(Ω) is uniformly
bounded. Indeed, by choosing Gk(Φε(uε))e
Γε(uε)
α as test function in (4.8), we deduce that
α
∫ ∣∣DGk(Φε(uε))∣∣2  ‖ f ‖Lm(Ω)
( ∫
Gk
(
Φε(uε)
)m′
e
Γε(uε)
α m
′
) 1
m′
.Ω Ω
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vation that, by (4.20) and l’Hôpital’s rule,
lim
s→+∞
e
Γ (s)
α
Φ(s)
= 0,
one obtains, after a standard use of Sobolev embedding, that there exists k0 > 0 such that the positive
nondecreasing function ϕ(k) = meas{x ∈ Ω: Φε(uε) k} satisﬁes the following inequality:
ϕ(h) [kδ(k)]
2∗
(h − k)2∗ϕ(k)
2∗
m′ −1, ∀h > k k0,
where δ(k) vanishes as k diverges. Applying Proposition 3.1 in [13] we conclude that {Φε(uε)} is
bounded in L∞(Ω), hence {uε} is bounded in L∞(Ω).
It is now easy to see, arguing as in the proof of Step 2 in Theorem 4.1, that
∫
Ω
∣∣D(Φ1,ε(uε)+ ε)η(uε)∣∣2  C, ∀η > 1
2
, ∀ε < 1,
while arguing as in Step 3 of the previous theorem, we deduce that {uε} is bounded in H1loc(ω) for
any ω ⊂⊂ Ω . Consequently, the lower order term is locally bounded in L1(Ω) and thus we deduce
the a.e. convergence of Duε towards Du (up to a subsequence not relabeled) and, by Fatou Lemma,
for every ω ⊂⊂ Ω there exists a positive constant Cω such that
∫
Ω
∣∣DΦη1 (u)∣∣2 +
∫
ω
h(x,u)|Du|2  Cω, (4.21)
which implies that Φη1 (u) ∈ H10(Ω), for every η > 12 .
The compactness follows arguing as in Step 5 and Step 6 of Theorem 4.1 and we conclude that u
is a solution of (4.1). 
Remark 4.6. As it has been mentioned in the Introduction, the study of problem of the type (4.1)–(4.2)
has been done in [2,3,10] for the case of a negative term h. As a conclusion, we want to stress that
it is possible to join the results of those papers with the ones developed here. For instance, let us
consider the equation
−div(M(x)Du)= h(x,u)|Du|2 + f (x) in Ω, (4.22)
where M(x) satisﬁes (1.1), f ∈ Lm(Ω), m> N2 , such that for every ω ⊂⊂ Ω ,
inf ess
ω
f (x) > 0,
and h is a Carathéodory function in Ω × (0,+∞) (which possibly changes sign). Assume that
−g−(s) h(x, s) g+(s), ∀s > 0, for a.e. x ∈ Ω, (4.23)
where g+ and g− are continuous positive functions in (0,+∞) satisfying
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• √g− is decreasing and integrable in a neighborhood of zero.
Then there exists a solution u ∈ H10(Ω)∩ L∞(Ω) of Eq. (4.22).
Indeed, Eq. (4.22) can be written as
−div(M(x)Du)+ h−(x,u)|Du|2 = h+(x,u)|Du|2 + f in Ω,
where the function h+ (respectively, h−) denotes the positive (respectively negative) part of h. The
main tool in order to prove the existence of a solution relies on the (local) lower bound on u, and
this follows by noting that u is a supersolution for
−div(M(x)Dv)+ h−(x, v)|Dv|2 = f (x) in Ω,
and by following the idea of [2].
Note, moreover, that if (4.23) fails, two different phenomena occur. If there exists B  β such that
h(x, s) > B/s in a neighborhood of 0, then the solution obtained by approximation solves (4.22), but
does not belong to H10(Ω). However, in this case, the meaning of the boundary condition can be
modiﬁed in a suitable way, as in Section 3. On the contrary, according with the nonexistence result
of [2], we recall that there exists c0 = c0(α,h−,‖ f ‖Lq(Ω)) > 0 such that the approximated solutions
converge to zero provided that h(x, s) < − c0
s2
and thus there are no solutions at all.
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