Introduction.
In this paper we consider the stability properties of the temperature d in rigid heat conductors with positive, nonlinear heat generation g, without proposing any explicit representation for y. We restrict our attention to the initial-value problem for finite domains and derive time-dependent upper and lower bounds for the solution. These bounds depend on the initial temperature in the body and on the properties of the heat generation in the range of the solution. In particular, we show that if g is bounded from above by a linear function whose slope is equal to the initial slope of g, then the solution always seems to be bounded from above. However, this is not the case if g is bounded from beloic by the same linear function. In this situation, the temperature may grow without bound if either (i) the initial slope of g exceeds a number X which is the smallest positive eigenvalue of the homogeneous eigenvalue problem associated with the domain of the body, or (ii) the maximum initial temperature exceeds a positive number !j", which we call the critical temperature.
This possible unbounded growth of the temperature is interpreted as a thermal instability. Such instabilities have been observed in chemically reacting solids and are often referred to as thermal explosions.
Our study is motivated by the properties of the solution when the heat generation is taken to be that which arises for the case of chemically reacting media with Arrhenius kinetics. In this situation, the heat generation is proportional to e'x/T, where T is some non-dimensional temperature. Notice that e~1/T is concave from above whenever T < 1/2 and it is convex from above whenever T > 1/2. Several authors have been able to establish the existence of the critical temperature only when the maximal solution is less than 1/2 everywhere. (See, for example, Enig [1], Enig, Shanks and Southworth [2] , and Bailey [3] .) This leads one to suspect that the stability properties of the solution must depend on the properties of the heat generation.
2. Bounds on the temperature field. Let D denote the interior of a bounded regular region in Euclidean 3-space, and let dD denote its boundary. We identify the material body with D = DVJ dD. Further, let3^ denote the interval [0, t0) for some t0 > 0 (possibly t0 = + oo) and R the interval (0, t0). An element of D X 3X is denoted by the pair (x, t).
The temperature field in a rigid heat conductor with nonlinear heat generation is governed by the equation e = V2e + g{6), (2.1) where 9 is the temperature difference <p -<p0 with <p being the absolute temperature and <p" being some reference temperature.
We assume that the heat generation g has the following properties: In the sequel we shall examine the stability properties of the zero solution associated with the initial-value problem (2.1)-(2.3).f It will become evident that these properties are strongly dependent on the properties of the heat generation g in the range of the solutions. The following lemma is essential to the proofs of our main results. (Cf. Walter [4] , §24.) Lemma 1. Let \p and p be functions defined on D X 3ft such that \p and p are of class C" on D X R, and let VV -g(t),
If g satisfies (2.2.,) and if (i) P < <£ on dD X R and D X \ 0}, (ii) Pp < PxP on D X R, then p < \p on D X 3ft.
We are now in the position to prove our main results. Our first result deals with the case when the heat generation g is finite and bounded below by a linear function in the range of the solution 6.
Theorem 1. Let 6 be a solution of the initial-value problem. Suppose that there exists a finite positive number (3+ such that 2/3* > max g" (8) and that in the range of the solution ad < g{6) < ad + ^9', (2.4) f The stability of the temperature when g{0) < 0 has been discussed by Bellman [5] , Narasimhan [6] , and Greenberg [7] , The differential equation (2.1) also governs the stability of reaction-diffusion systems and has been studied by Georgakis and Sani [8] for the situation when g is represented by a fourth-order polynomial in 8. Proof:
The proof of (2.12) is entirely analogous to the proof of the upper bound of Theorem 1; i.e., we simply let = UF with 7 F(0) = max / and show that 6 < \p 011 D X 3^. Remark 1. If /3~ = 0, it is a simple matter to show that (2.12) reduces to + 6 <--(max f) exp ( -fit) (2.14) 7 with n = 8 -a. This same result follows from (2.7) when /3+ = 0. It is obvious that (2.14) holds for the ease when g(d) < ad. (This case was discussed previously by Walter [4] , §28. XII.)
Our last result concerns the situation when a6 -PJ2 < g(6) < ad with 2/3+ > max \g"(6)\. In view of the preceeding remark we shall only prove the following:
Theorem 3. Let 0 be a solution of the initial-value problem. Suppose that there exists a finite positive number /3, such that 2/3 r > max \g" (8) is less than X. If the initial slope a of the heat generation is greater than the eigenvalue X, so that 5 < X < a, then it follows from (2.7) of Theorem 1 that the solution d is bounded from above by a function which becomes infinite in a finite time f,
and it is bounded from below by a function which becomes infinite as t -» <». (It is clear that in this situation the functions H and G in Theorem 1 are defined over the intervals [0, t0), t0 < f, and [0, «>), respectively.) This situation does not necessarily imply an unbounded temperature field but it does imply that when X < a and g(d) > ad in the range of the solution there is temperature growth. We interpret this behavior as a thermal instability.
Consider now the case when the initial slope a of g is less than the eigenvalue X. In this instance, the lower bound of the solution 6 tends to zero as t -> . However, the behavior of the upper bound is more complicated and depends on the choice of the region D*. We first note that there are infinitely many choices of the region D* such that the conditions (2.5,) of Theorem 1 is satisfied. We further note that since the bounds yã nd y+ of U depend on the choice of D* they can be viewed as continuous functions of 5. Consequently, for a given heat generation g, 77, , defined by (2.83), is given by Vi = 11(8) .
Thus, if we can find a region D* such that a < 5 < X and t], > max /, then, by (2.7), the upper bound also tends to zero as t -> 00. In this case, the zero solution is said to be asymptotically stable. On the other hand, if we can find a region D* such that a < <5 < X and }?! = max I, and none for which r;, > max /, then, by (2.7), we see that the upper bound of the solution is a constant, n/@'. In this case, the zero solution is said to be stable. Finally, if for every choice of the region D* such that a < 5 < X we find that V, < max /, then, by (2.7), it is clear that the upper bound becomes infinite in a finite time given by (3.3). We cannot say for certain that the zero solution is unstable in this case because the lower bound tends to zero; however, we conjecture that it is on the basis of physical reasoning.
The preceding results suggest that we call the number rjm , defined by r;,,, = max 7? ,(5), the critical temperature; for when a < 5 < X, the stability of the zero solution seems to depend on whether the maximum initial temperature is greater than, equal to, or less than 77,,, .*
We now turn to the examination of the situation when the heat generation <7 is bounded above by a linear function in the range of the solution.
First, let us consider the implications of the results of Theorem 2. By (2.12), it is a simple matter to show that when 0 < X < a the solution is always bounded by the con-* For explosives, the existence of a critical temperature has been observed experimentally in that, when the temperature exceeds the critical value, a thermal explosion results. We believe that our results may serve to determine this critical temperature.
Also, we should point out that since we always seek the minimal upper bound and since the region D* is arbitrary, the ease 5 < a < X is naturally excluded from our considerations. stant -i?27+/t~) and we say that the zero solution is stable. On the other hand, if a < 5 < X. then the solution is bounded by a function which tends to zero as t -» . That is, the zero solution is asymptotically stable. Now let us examine the results of Remark 1 and Theorem 3. By (2.14) and (2.15), we see that when 5 < X < a the upper bound of the bounded tends to infinity as t -> a>) but it always lies above -Vij3/u. It is clear that we cannot say anything about the stability properties of the zero solution in this situation even though we suspect that it is stable. Finally, when a < 8 < X both the upper bound and lower bound tend to zero as t -» oo. Here, of course, the zero solution is asymptotically stable.
