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Abstract. This article is concerned with the isospectral problem
−f ′′ +
1
4
f = z ωf + z2υf
for the periodic conservative Camassa–Holm flow, where ω is a periodic real
distribution in H−1loc (R) and υ is a periodic non-negative Borel measure on R.
We develop basic Floquet theory for this problem, derive trace formulas for
the associated spectra and establish continuous dependence of these spectra
on the coefficients with respect to a weak∗ topology.
1. Introduction
In this article, we are interested in direct spectral theory for the isospectral prob-
lem of the conservative Camassa–Holm flow in the periodic setting. The Camassa–
Holm equation
ut − uxxt = 2uxuxx − 3uux + uuxxx (1.1)
has become one of the most extensively studied partial differential equations during
the last few decades. Due to the vast amount of literature devoted to various aspects
of this equation, we only refer to a brief selection of articles [4, 5, 6, 7, 12, 13, 14,
25, 28, 34] containing further information. For an arbitrary but fixed period ℓ > 0,
the natural phase space Dper for the periodic conservative Camassa–Holm flow is
defined as follows; compare [27, Definition 2.4].
Definition 1.1. The set Dper consists of all pairs (u, µ) such that u is an ℓ-periodic,
real-valued function in H1loc(R) and µ is an ℓ-periodic, non-negative Borel measure
on R with
µ(B) ≥
∫
B
u(x)2 + u′(x)2 dx (1.2)
for every Borel set B ⊆ R.
Associated with each pair (u, µ) in Dper is a spectral problem of the form
−f ′′ +
1
4
f = z ωf + z2υf, (1.3)
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where ω = u − u′′ is an ℓ-periodic real distribution in H−1loc (R) and the ℓ-periodic
non-negative Borel measure υ on R is defined such that
µ(B) =
∫
B
u(x)2 + u′(x)2 dx+ υ(B) (1.4)
for every Borel set B ⊆ R. Due to the low regularity of the coefficients, this
differential equation has to be understood in a distributional sense in general (see
Section 2 below for details). The relevance of the spectral problem (1.3) stems from
the fact that it serves as an isospectral problem for the conservative Camassa–Holm
flow; see [17, 20, 21].
Virtually the entire literature dedicated to the periodic isospectral problem for
the conservative Camassa–Holm flow deals with the case when the measure υ van-
ishes identically and the coefficient ω obeys additional smoothness or positivity
restrictions. More precisely, a fairly complete spectral picture of the problem
−f ′′ +
1
4
f = z ωf (1.5)
has been given in [9, 10, 13] when ω is at least a continuous function. Under the
additional assumption that ω is sufficiently smooth and positive, the inverse spectral
problem for (1.5) has been considered in [3, 11, 30]. Somewhat related in this
context, smooth finite gap solutions of the Camassa–Holm equation, respectively
its two-component generalization, have been studied in [13, 19, 25]. Another kind
of finite gap solutions, periodic multi-peakon solutions of the form
u(x, t) =
∑
k∈Z
N∑
n=1
pn(t)e
−|x−qn(t)−kℓ|, (1.6)
also constitute a reasonably well-studied class. It has been shown in [1, 2, 4, 5] that
in this case, the coefficient ω in (1.5) can be recovered from the associated spectral
data, which led to a representation of periodic multi-peakon solutions in terms of
theta functions. However, a complete solution of the corresponding inverse spectral
problem in this situation has been given only recently in [24] by considering the
generalized differential equation (1.3). We point out again that this modification of
the isospectral problem is in full accordance with the notion of global conservative
solutions of the Camassa–Holm equation; see [27, 29].
Our aim in the present article is to develop some basic direct spectral theory for
the isospectral problem (1.3) with periodic coefficients covering the entire natural
phase space Dper. We first start with a brief discussion of the differential equa-
tion (1.3) in Section 2, including several necessary facts about solutions. Section 3
then introduces the associated spectra (periodic/antiperiodic as well as Dirich-
let) and other useful quantities like the Floquet discriminant. In the following
section, we derive trace formulas for these spectra, which play a crucial role for
inverse spectral theory, as well as sharp lower bounds for (the moduli of) the pe-
riodic/antiperiodic eigenvalues. We then proceed to show in Section 5 that the
spectra depend continuously on the coefficients with respect to a weak∗ topology.
It should be mentioned here that continuous dependence and sharp lower bounds
for the periodic eigenvalues have been established recently in [8] for the definite
case, when the measure υ vanishes identically and the distribution ω is positive.
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Notation. Let us first introduce several spaces of functions and distributions.
We denote with H1loc(R), H
1(R) and H1c (R) the usual Sobolev spaces:
H1loc(R) = {f ∈ ACloc(R) | f
′ ∈ L2loc(R)}, (1.7)
H1(R) = {f ∈ H1loc(R) | f, f
′ ∈ L2(R)}, (1.8)
H1c (R) = {f ∈ H
1(R) | supp(f) compact}. (1.9)
Furthermore, the space of distributions H−1loc (R) is the topological dual of H
1
c (R)
and the space H1per(R) consists of all ℓ-periodic functions in H
1
loc(R), that is,
H1per(R) = {f ∈ H
1
loc(R) | f(x+ ℓ) = f(x) for all x ∈ R}, (1.10)
where ℓ > 0 is a fixed given period.
For integrals of a function f which is locally integrable with respect to a Borel
measure ν on an interval I, we will employ the convenient notation
∫ y
x
f dν =


∫
[x,y)
f dν, y > x,
0, y = x,
−
∫
[y,x)
f dν, y < x,
x, y ∈ I, (1.11)
rendering the integral left-continuous as a function of y. If the function f is locally
absolutely continuous on I and g denotes a left-continuous distribution function of
the measure ν, then we have the integration by parts formula∫ y
x
f dν = gf |
y
x −
∫ y
x
g(ξ)f ′(ξ)dξ, x, y ∈ I, (1.12)
which will be used occasionally throughout this article.
Given real numbers ηi indexed by some set I such that there are only finitely
many ηi with |ηi| ≥ ε for every positive ε, we introduce the notation
↔∑
i∈I
ηi = lim
ε↓0
∑
i∈I
|ηi|≥ε
ηi, (1.13)
provided that the limit exists. Similarly, subject to existence, we shall write
↔∏
i∈I
(1− ηiz) = lim
ε↓0
∏
i∈I
|ηi|≥ε
(1− ηiz), z ∈ C, (1.14)
where the limit is meant to be taken in the topology of locally uniform convergence.
The limit in (1.14) exists if and only if the limit in (1.13) exists and the sum∑
i∈I
η2i (1.15)
is finite. In this case, upon denoting the entire function in (1.14) with Λ, we have
↔∑
i∈I
ηi = −Λ˙(0),
∑
i∈I
η2i = Λ˙(0)
2 − Λ¨(0). (1.16)
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2. The basic differential equation
Throughout this article, we fix a period ℓ > 0 and let (u, µ) be a pair in Dper.
Associated with such a pair is an ℓ-periodic distribution ω in H−1loc (R) defined by
ω(h) =
∫
R
u(x)h(x)dx +
∫
R
u′(x)h′(x)dx, h ∈ H1c (R), (2.1)
so that ω = u − u′′ in a distributional sense, as well as an ℓ-periodic non-negative
Borel measure υ on R that satisfies
µ(B) =
∫
B
u(x)2 + u′(x)2 dx+ υ(B) (2.2)
for every Borel set B ⊆ R. We consider the differential equation
−f ′′ +
1
4
f = z ωf + z2υf, (2.3)
where z is a complex spectral parameter. Of course, this differential equation has
to be understood in a distributional way in general; compare [17, 23, 26, 33]. All of
the facts stated without proofs in this section may be found in [17, Appendix A],
[18, Appendices A and B], [22].
Definition 2.1. A solution of (2.3) is a function f ∈ H1loc(R) such that∫
R
f ′(x)h′(x)dx +
1
4
∫
R
f(x)h(x)dx = z ω(fh) + z2
∫
R
fh dυ (2.4)
for every function h ∈ H1c (R).
Let us emphasize here that, in general, the derivative of such a solution will only
be a locally square integrable function.
Lemma 2.2. If the function f is a solution of the differential equation (2.3), then
there is a unique left-continuous function f [1] such that
f [1] = f ′ − zu′f (2.5)
almost everywhere. The function f [1] satisfies
f [1]
∣∣∣y
x
=
1
4
∫ y
x
f(ξ)dξ − z
∫ y
x
u(ξ)f(ξ) + u′(ξ)f ′(ξ) dξ − z2
∫ y
x
f dυ (2.6)
for all x, y ∈ R.
We will refer to the function f [1] as the quasi-derivative of a solution f . A simple
integration by parts turns (2.6) in Lemma 2.2 into the useful identity∫ y
x
f ′(ξ)h′(ξ)dξ +
1
4
∫ y
x
f(ξ)h(ξ)dξ
= f [1]h
∣∣∣y
x
+ z
∫ y
x
u(ξ)f(ξ)h(ξ) + u′(ξ)(fh)′(ξ) dξ + z2
∫ y
x
fh dυ
(2.7)
for all x, y ∈ R as long as the function h belongs to H1loc(R). The quasi-derivative
also allows us to state existence and uniqueness results for initial value problems.
Corollary 2.3. For every a ∈ R and d1, d2 ∈ C, there is a unique solution f of
the differential equation (2.3) with the initial conditions
f(a) = d1, f
[1](a) = d2. (2.8)
If d1, d2 and z are real, then the solution f is real-valued as well.
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It is also possible to introduce a Wronskian W (f, g) of two solutions f and g.
Corollary 2.4. For any two solutions f , g of the differential equation (2.3), there
is a unique complex number W (f, g) such that
W (f, g) = f(x)g′(x) − f ′(x)g(x) (2.9)
for almost all x ∈ R. The number W (f, g) is zero if and only if the functions f and
g are linearly dependent.
We proceed with a result about continuous dependence of solutions to initial
value problems of the form in Corollary 2.3 on the coefficients of the differential
equation. In order to state it, let (uk, µk) be a sequence of pairs in Dper and define
corresponding distributions ωk in H
−1
loc (R) and non-negative Borel measures υk in
the same way as for (u, µ).
Lemma 2.5. Fix a ∈ R, d1, d2 ∈ C and let f be the solution of the differential
equation (2.3) with the initial conditions (2.8). Suppose that the measure υ has no
mass in a, that the functions uk converge to u weakly in H
1
loc(R)
1 and that∫
R
u′k(x)
2h(x)dx +
∫
R
h dυk →
∫
R
u′(x)2h(x)dx +
∫
R
h dυ (2.10)
for all functions h ∈ Cc(R). Then the solutions fk of the differential equation
−f ′′k +
1
4
fk = z ωkfk + z
2υkfk (2.11)
with the initial conditions
fk(a) = d1, f
[1]
k (a) = d2, (2.12)
converge to f weakly in H1loc(R) and the quasi-derivatives f
[1]
k converge to f
[1] in
L2loc(R) as well as in every point where the measure υ has no mass.
Let us fix an arbitrary base point a ∈ R and consider the fundamental system of
solutions c(z, · ), s(z, · ) of the differential equation (2.3) with the initial conditions
c(z, a) = s[1](z, a) = 1, c[1](z, a) = s(z, a) = 0, (2.13)
for every z ∈ C. Note that when z is zero, we have explicitly
c(0, x) = cosh
(x− a
2
)
, s(0, x) = 2 sinh
(x− a
2
)
, x ∈ R. (2.14)
We are now going to collect some further useful properties of these solutions.
Proposition 2.6. For each x ∈ R, the functions
z 7→ c(z, x), z 7→ c[1](z, x), z 7→ s(z, x), z 7→ s[1](z, x), (2.15)
are real entire of Cartwright class with only nonzero real and simple roots (as long
as x differs from a) and for every bounded set K ⊂ R there are constants A, B ∈ R
such that
|c(z, x)|, |c[1](z, x)|, |s(z, x)|, |s[1](z, x)| ≤ AeB|z|, z ∈ C, x ∈ K. (2.16)
1A sequence of functions gk converges to some g weakly in H
1
loc(R) if and only if the restricted
functions gk|I converge to g|I weakly in H
1(I) for every compact interval I.
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Moreover, we have
c˙(0, x) = cosh
(x− a
2
)
(u(x)− u(a))− sinh
(x− a
2
) ∫ x
a
u(ξ)dξ, (2.17)
c˙[1](0, x) = −
1
2
sinh
(x− a
2
)
(u(x) + u(a))−
1
2
cosh
(x− a
2
) ∫ x
a
u(ξ)dξ, (2.18)
and
s˙(0, x) = 2 sinh
(x− a
2
)
(u(x) + u(a))− 2 cosh
(x− a
2
)∫ x
a
u(ξ)dξ, (2.19)
s˙[1](0, x) = − cosh
(x− a
2
)
(u(x)− u(a))− sinh
(x− a
2
) ∫ x
a
u(ξ)dξ, (2.20)
as well as
c¨(0, x) = cosh
(x− a
2
)
(u(x)− u(a))2 + cosh
(x− a
2
)(∫ x
a
u(ξ)dξ
)2
− 2 sinh
(x− a
2
)
(u(x) − u(a))
∫ x
a
u(ξ)dξ − 2 sinh
(x− a
2
) ∫ x
a
dµ
+ 2
∫ x
a
u(ξ)2 sinh
(
ξ −
x+ a
2
)
dξ + 2
∫ x
a
sinh
(
ξ −
x+ a
2
)
dµ(ξ),
(2.21)
c¨[1](0, x) =
1
2
sinh
(x− a
2
)
(u(x) + u(a))2 +
1
2
sinh
(x− a
2
)(∫ x
a
u(ξ)dξ
)2
+ cosh
(x− a
2
)
(u(x) + u(a))
∫ x
a
u(ξ)dξ − cosh
(x− a
2
)∫ x
a
dµ
−
∫ x
a
u(ξ)2 cosh
(
ξ −
x+ a
2
)
dξ −
∫ x
a
cosh
(
ξ −
x+ a
2
)
dµ(ξ),
(2.22)
and
s¨(0, x) = 2 sinh
(x− a
2
)
(u(x) + u(a))2 + 2 sinh
(x− a
2
)(∫ x
a
u(ξ)dξ
)2
− 4 cosh
(x− a
2
)
(u(x) + u(a))
∫ x
a
u(ξ)dξ − 4 cosh
(x− a
2
)∫ x
a
dµ
+ 4
∫ x
a
u(ξ)2 cosh
(
ξ −
x+ a
2
)
dξ + 4
∫ x
a
cosh
(
ξ −
x+ a
2
)
dµ(ξ),
(2.23)
s¨[1](0, x) = cosh
(x− a
2
)
(u(x)− u(a))2 + cosh
(x− a
2
)(∫ x
a
u(ξ)dξ
)2
+ 2 sinh
(x− a
2
)
(u(x)− u(a))
∫ x
a
u(ξ)dξ − 2 sinh
(x− a
2
) ∫ x
a
dµ
− 2
∫ x
a
u(ξ)2 sinh
(
ξ −
x+ a
2
)
dξ − 2
∫ x
a
sinh
(
ξ −
x+ a
2
)
dµ(ξ).
(2.24)
We note that differentiation with respect to the spectral parameter is denoted
with a dot and always meant to be done after taking quasi-derivatives.
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Remark 2.7. It is possible to show that the exponential types of the entire functions
in (2.15) are all the same and given by the modulus of the integral∫ x
a
ρ(ξ)dξ, (2.25)
where ρ is the square root of the Radon–Nikody´m derivative of the absolutely con-
tinuous part of the measure υ (with respect to the Lebesgue measure).
3. Spectra
For an arbitrary but fixed base point a ∈ R, we first introduce the monodromy
matrix M via
M(z) =
(
c(z, a+ ℓ) s(z, a+ ℓ)
c[1](z, a+ ℓ) s[1](z, a+ ℓ)
)
, z ∈ C, (3.1)
as well as the Floquet discriminant ∆ by
∆(z) =
trM(z)
2
=
c(z, a+ ℓ) + s[1](z, a+ ℓ)
2
, z ∈ C. (3.2)
It follows readily from Lemma 2.2 and Corollary 2.4 that the determinant of M(z)
equals one for all z ∈ C. The qualitative behavior of the real entire function ∆ on
the real line is captured by the following result.
Lemma 3.1. All zeros of ∆ are real, non-zero and simple. Moreover, if ∆˙(z) = 0
for some z ∈ R, then |∆(z)| ≥ 1 and ∆(z)∆¨(z) < 0 unless ∆ is constant.
Proof. Let us suppose that z ∈ C is a zero of the Floquet discriminant ∆. Since the
determinant of M(z) equals one, this implies that i is an eigenvalue of the matrix
M(z). Thus there is a nontrivial solution f of the differential equation (2.3) such
that f(a + ℓ) = if(a) and f [1](a + ℓ) = if [1](a). Setting h = z∗f∗, x = a and
y = a+ ℓ in (2.7) before taking the imaginary part then gives(∫ a+ℓ
a
|f ′(ξ)|2dξ +
1
4
∫ a+ℓ
a
|f(ξ)|2dξ +
∫ a+ℓ
a
|zf |2dυ
)
Im z = 0. (3.3)
As the expression in the brackets is positive, we may conclude that z is real.
In order to compute the derivative of the Floquet discriminant ∆, we first intro-
duce the solutions cℓ(z, · ), sℓ(z, · ) of the differential equation (2.3) given by
cℓ(z, x) = s
[1](z, a+ ℓ)c(z, x)− c[1](z, a+ ℓ)s(z, x),
sℓ(z, x) = −s(z, a+ ℓ)c(z, x) + c(z, a+ ℓ)s(z, x),
(3.4)
for every x ∈ R and z ∈ C, so that they satisfy the initial conditions
cℓ(z, a+ ℓ) = s
[1]
ℓ (z, a+ ℓ) = 1, c
[1]
ℓ (z, a+ ℓ) = sℓ(z, a+ ℓ) = 0,
at the point a + ℓ. Upon choosing f = c(z, · ) in (2.6) and replacing f ′ using the
quasi-derivative, we differentiate with respect to z to obtain
c˙[1](z, · )
∣∣∣y
x
=
1
4
∫ y
x
c˙(z, ξ)dξ − z
∫ y
x
u(ξ)c˙(z, ξ) + u′(ξ)c˙[1](z, ξ) dξ
−
∫ y
x
u(ξ)c(z, ξ) + u′(ξ)c[1](z, ξ) dξ − 2z
∫ y
x
u′(ξ)2c(z, ξ)dξ
− z2
∫ y
x
u′(ξ)2c˙(z, ξ)dξ − 2z
∫ y
x
c(z, ξ)dυ(ξ)− z2
∫ y
x
c˙(z, ξ)dυ(ξ)
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for every x, y ∈ R and z ∈ C. Employing the integration by parts formula (1.12),
this gives the identity
c˙(z, a+ ℓ) = c˙(z, · )s
[1]
ℓ (z, · )− c˙
[1](z, · )sℓ(z, · )
∣∣∣a+ℓ
a
= φz(c(z, · )sℓ(z, · )), z ∈ C,
after some calculations, where φz(f) is defined by
φz(f) =
∫ a+ℓ
a
u(x)f(x) + u′(x)f ′(x) dx + 2z
∫ a+ℓ
a
f dυ, f ∈ H1loc(R).
Furthermore, in much the same manner, we also obtain
−s˙[1](z, a+ ℓ) = φz(cℓ(z, · )s(z, · )), z ∈ C.
After plugging in (3.4), these two equations add up to
∆˙(z) =
c[1](z, a+ ℓ)
2
φz(s(z, · )
2)−
s(z, a+ ℓ)
2
φz(c(z, · )
2)
+
c(z, a+ ℓ)− s[1](z, a+ ℓ)
2
φz(c(z, · )s(z, · )), z ∈ C.
(3.5)
Moreover, as long as s(z, a+ ℓ) is non-zero, we get
−
2∆˙(z)
s(z, a+ ℓ)
= φz(ψ−(z, · )ψ+(z, · )), (3.6)
where ψ−(z, · ) and ψ+(z, · ) are the (nontrivial) solutions of (2.3) given by
ψ±(z, x) = c(z, x) +
∆(z)− c(z, a+ ℓ)±
√
∆(z)2 − 1
s(z, a+ ℓ)
s(z, x), x ∈ R.
Now suppose that ∆˙(z) = 0 for some z ∈ R. If s(z, a+ ℓ) is zero, then
c(z, a+ ℓ)s[1](z, a+ ℓ) = detM(z) = 1
and therefore
2|∆(z)| =
∣∣c(z, a+ ℓ) + s[1](z, a+ ℓ)∣∣ = ∣∣c(z, a+ ℓ) + c(z, a+ ℓ)−1∣∣ ≥ 2.
Otherwise s(z, a+ ℓ) is non-zero and thus the right-hand side of (3.6) equals zero.
Now if |∆(z)| was less than one, then we would have ψ−(z, · ) = ψ+(z, · )
∗ and
using (2.7), the right-hand side of (3.6) would turn into
1
z
(∫ a+ℓ
a
∣∣ψ′+(z, x)∣∣2 dx+ 14
∫ a+ℓ
a
|ψ+(z, x)|
2
dx+
∫ a+ℓ
a
|zψ+(z, x)|
2
dυ(x)
)
6= 0,
which constitutes a contradiction. This shows that |∆(z)| ≥ 1 in either case. In
particular, it guarantees that all zeros of ∆ are simple and we are left to note that
the last claim is true for any non-constant real entire function of Cartwright class
with only real and simple zeros. 
Let us now consider the spectral problem associated with our differential equa-
tion (2.3) on the interval [a, a+ ℓ) with periodic/antiperiodic boundary conditions.
The corresponding periodic/antiperiodic spectrum σ± consist of all those z ∈ C for
which there is a nontrivial solution f of the differential equation (2.3) with(
f(a)
f [1](a)
)
= ±
(
f(a+ ℓ)
f [1](a+ ℓ)
)
. (3.7)
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Under the multiplicity of a periodic/antiperiodic eigenvalue we understand the num-
ber of linearly independent solutions of (2.3) that satisfy (3.7).
Proposition 3.2. The periodic/antiperiodic spectrum σ± is a discrete set of non-
zero reals and coincides with the set of zeros of the entire function ∆ ∓ 1. Each
periodic/antiperiodic eigenvalue’s multiplicity is equal to its multiplicity as a zero
of ∆∓ 1.
Proof. Let z ∈ σ± be a periodic/antiperiodic eigenvalue with a corresponding eigen-
function f . If z was zero, then setting h = f∗, x = a and y = a+ ℓ in (2.7) would
yield the contradiction∫ a+ℓ
a
|f ′(ξ)|2dξ +
1
4
∫ a+ℓ
a
|f(ξ)|2dξ = f [1]f∗
∣∣∣a+ℓ
a
= 0.
Moreover, upon setting h = z∗f∗, x = a and y = a + ℓ in (2.7) and taking the
imaginary part gives (3.3), which shows that z has to be real. Furthermore, it is
readily seen that some z ∈ C is a periodic/antiperiodic eigenvalue if and only if
±1 is an eigenvalue of the matrix M(z), which is equivalent to ∆(z) = ±1. In
particular, this also shows that the spectrum σ± is a discrete set.
Since the zeros of ∆∓ 1 have multiplicity at most two by Lemma 3.1, it remains
to show that a periodic/antiperiodic eigenvalue z ∈ σ± is double if and only if ∆˙(z)
vanishes. If the eigenvalue z has multiplicity two, then ±M(z) is the identity matrix
and (3.5) shows that ∆˙(z) is zero. Conversely, if we suppose that ∆˙(z) vanishes,
then s(z, a+ ℓ) has to be zero, since otherwise (3.6) would give a contradiction. It
then follows readily that also c(z, a+ ℓ) = s[1](z, a+ ℓ) = ±1 and consequently (3.5)
implies that c[1](z, a+ ℓ) = 0 and thus ±M(z) is the identity matrix. 
Remark 3.3. It is not difficult to see that the periodic/antiperiodic spectrum (in-
cluding multiplicities) is independent of the chosen base point a and thus so is the
Floquet discriminant.
Let us now consider the zeros of the entire function ∆2 − 1, each of which is
non-zero, real and has multiplicity at most two in view of Lemma 3.1. If there are
only finitely many positive zeros, then their number (counted with multiplicities)
is even since ∆2 − 1 is positive at zero as well as for large enough positive values.
Thus we may label them in non-decreasing order by
λ1, λ2, . . . , λ2I+−1, λ2I+ (3.8)
for some non-negative integer I+. When there are infinitely many positive zeros,
we set I+ =∞ and label them in non-decreasing order by
λ1, λ2, λ3, λ4, . . . (3.9)
taking also into account multiplicities again. In a similar way, if there are only
finitely many negative zeros, then their number (counted with multiplicities) is
even since ∆2 − 1 is positive at zero as well as for large enough negative values.
Thus we may label them in non-decreasing order by
λ−2I
−
, λ−2I
−
+1, . . . , λ−2, λ−1 (3.10)
for some non-negative integer I−. When there are infinitely many negative zeros,
we set I− =∞ and label them in non-decreasing order by
. . . , λ−4, λ−3, λ−2, λ−1 (3.11)
10 J. ECKHARDT, A. KOSTENKO, AND N. NICOLUSSI
taking also into account multiplicities again. It follows from Lemma 3.1 that these
sequences indeed satisfy the inequalities
· · · ≤ λ−4 < λ−3 ≤ λ−2 < λ−1 < 0 < λ1 < λ2 ≤ λ3 < λ4 ≤ · · · , (3.12)
where the smallest (in modulus) positive and negative zero is a simple periodic
eigenvalue, followed by alternating pairs (except for the last zero when there are
only finitely many) of antiperiodic and periodic eigenvalues. Upon introducing the
index set I = {i ∈ Z\{0} | − I− ≤ i ≤ I+}, we define the intervals
Γi =


[−∞, λ2i], i = −I−,
[λ2i−1, λ2i], −I− < i < 0,
[λ2i, λ2i+1], 0 < i < I+,
[λ2i,∞], i = I+,
(3.13)
for each i ∈ I, called the gaps. A gap Γi is called closed if it reduces to a single point
and open otherwise. If they exist, the last positive gap ΓI+ is called the outermost
positive gap and the last negative gap Γ−I
−
is called the outermost negative gap.
The typical behavior of the Floquet discriminant ∆ and the location of the gaps
relative to it is depicted below:
∆
λ−2
λ−1 λ1
λ2 λ3
λ4
Γ−1 Γ1 Γ2
•
cosh(ℓ/2)
We will next turn to the spectral problem associated with our differential equa-
tion (2.3) on the interval [a, a+ ℓ) with Dirichlet boundary conditions at the end-
points. The corresponding spectrum σ consists of all those z ∈ C for which there is
a nontrivial solution f of the differential equation (2.3) with f(a) = f(a+ ℓ) = 0.
From unique solvability of initial value problems for our differential equation in
Corollary 2.3, we see that such a solution is always unique up to scalar multiples.
Proposition 3.4. The Dirichlet spectrum σ is a discrete set of nonzero reals and
coincides with the set of zeros of the entire function s( · , a + ℓ), all of which are
simple.
Proof. In view of Proposition 2.6, it suffices to notice that some z ∈ C is a Dirichlet
eigenvalue if and only if s(z, a+ ℓ) vanishes. 
The location of the Dirichlet spectrum relative to the periodic and antiperiodic
spectrum can be described by the following result.
Lemma 3.5. Each Dirichlet eigenvalue belongs to one of the gaps. Conversely,
except for the outermost gaps, each gap contains exactly one Dirichlet eigenvalue
and each outermost gap contains at most one Dirichlet eigenvalue.
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Proof. For every z ∈ C\R, we consider the solution θ±(z, · ) of (2.3) given by
θ±(z, x) =
s(z, a+ ℓ)c(z, x)− (c(z, a+ ℓ)∓ 1)s(z, x)
zs(z, a+ ℓ)
, x ∈ R,
and then define the analytic function M± on C\R by
M±(z) = θ
[1]
± (z, a)z
∗θ±(z, a)
∗ − θ
[1]
± (z, a+ ℓ)z
∗θ±(z, a+ ℓ)
∗, z ∈ C\R.
Setting f = θ±(z, · ), h = z
∗θ±(z, · )
∗, x = a and y = a+ ℓ in (2.7), we obtain
M±(z)−M±(z)
∗
z − z∗
=
∫ a+ℓ
a
|θ′±(z, ξ)|
2dξ +
1
4
∫ a+ℓ
a
|θ±(z, ξ)|
2dξ
+
∫ a+ℓ
a
|zθ±(z, ξ)|
2dυ(ξ), z ∈ C\R.
Thus the function M± is a Herglotz–Nevanlinna function and upon noting that
M±(z) = −
2∆(z)∓ 2
zs(z, a+ ℓ)
, z ∈ C\R,
the claims follow from the entailing interlacing property of zeros and poles. 
Let us finally define a strictly increasing sequence κi ∈ Γi, indexed by i ∈ I,
in the following way: For every i ∈ I such that there is a Dirichlet eigenvalue
in the gap Γi, we define κi to be this (uniquely determined) eigenvalue. If there
is no Dirichlet eigenvalue in the gap Γi, then we define κi to be −∞ if Γi is the
outermost negative gap and κi to be∞ if Γi is the outermost positive gap. Clearly,
the Dirichlet spectrum σ consists precisely of all those κi that are finite.
4. Trace formulas
We are now going to collect some trace formulas, which provide relations be-
tween the pair (u, µ) and the periodic/antiperiodic spectrum as well as the Dirich-
let spectrum. To this end, let us first enumerate the non-decreasing sequence of
periodic/antiperiodic eigenvalues (including multiplicities) as λ±i with index i ∈ I
in such a way that λ±i has the same sign as i. By means of the Cartwright–Levinson
theorem [32, Lecture 17], we thus have the product representation
∆(z)∓ 1 = (cosh(ℓ/2)∓ 1)
↔∏
i∈I
(
1−
z
λ±i
)
, z ∈ C, (4.1)
for the entire function ∆ ∓ 1. This allows us to derive trace formulas, which will
reappear as conserved quantities for the periodic conservative Camassa–Holm flow.
Proposition 4.1. The first two trace formulas are
↔∑
i∈I
1
λ±i
=
sinh(ℓ/2)
cosh(ℓ/2)∓ 1
∫ a+ℓ
a
u(x)dx, (4.2)
∑
i∈I
1
(λ±i )
2
=
±1
cosh(ℓ/2)∓ 1
(∫ a+ℓ
a
u(x)dx
)2
+
2 sinh(ℓ/2)
cosh(ℓ/2)∓ 1
∫ a+ℓ
a
dµ. (4.3)
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Proof. By using the identities in Proposition 2.6, we readily obtain
∆˙(0) = − sinh(ℓ/2)
∫ a+ℓ
a
u(x)dx, (4.4)
∆¨(0) = cosh(ℓ/2)
(∫ a+ℓ
a
u(x)dx
)2
− 2 sinh(ℓ/2)
∫ a+ℓ
a
dµ. (4.5)
Now the claim follows from the formulas (1.16) applied to the product (4.1). 
Alternatively, we can add up the individual trace formulas for the periodic eigen-
values and for the antiperiodic eigenvalues to get the identities
↔∑
i∈I
1
λ+i
+
↔∑
i∈I
1
λ−i
= 2 coth(ℓ/2)
∫ a+ℓ
a
u(x)dx, (4.6)
∑
i∈I
1
(λ+i )
2
+
∑
i∈I
1
(λ−i )
2
=
2
sinh2(ℓ/2)
(∫ a+ℓ
a
u(x)dx
)2
+ 4 coth(ℓ/2)
∫ a+ℓ
a
dµ.
(4.7)
Apart from this, the second trace formula (4.3) immediately provides a lower esti-
mate for the moduli of the periodic/antiperiodic eigenvalues.
Corollary 4.2. For every λ ∈ σ± we have the bound
1
λ2
≤
±1
cosh(ℓ/2)∓ 1
(∫ a+ℓ
a
u(x)dx
)2
+
2 sinh(ℓ/2)
cosh(ℓ/2)∓ 1
∫ a+ℓ
a
dµ. (4.8)
Under the additional restriction that the periodic/antiperiodic spectrum is pos-
itive, the first trace formula (4.2) yields another lower estimate that coincides with
the one found in [8, Theorem 4.1] using a different approach.
Corollary 4.3. Suppose that the periodic/antiperiodic spectrum is positive. Then
for every λ ∈ σ± we have the bound
1
λ
≤
sinh(ℓ/2)
cosh(ℓ/2)∓ 1
∫ a+ℓ
a
u(x)dx. (4.9)
One should note that the estimates in Corollary 4.2 and Corollary 4.3 are sharp.
In fact, equality holds for some λ ∈ σ± if and only if the periodic/antiperiodic
spectrum consists precisely of one eigenvalue. That this case indeed occurs can be
seen from [24, Theorem 5.4] for example.
In a similar manner as before, we will now exploit the product representation2
s(z, a+ ℓ) = 2 sinh(ℓ/2)
↔∏
i∈I
(
1−
z
κi
)
, z ∈ C, (4.10)
to derive trace formulas for the Dirichlet spectrum.
Proposition 4.4. We have the identities
↔∑
i∈I
1
κi
= coth(ℓ/2)
∫ a+ℓ
a
u(x)dx− 2u(a), (4.11)
∑
i∈I
1
κ2i
=
1
sinh2(ℓ/2)
(∫ a+ℓ
a
u(x)dx
)2
+ 2 coth(ℓ/2)
∫ a+ℓ
a
dµ− 8P (a), (4.12)
2We employ the convention that a fraction with ±∞ in the denominator is regarded to be zero.
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where P is the ℓ-periodic function given by
P (x) =
1
4
∫
R
e−|x−ξ|u(ξ)2dξ +
1
4
∫
R
e−|x−ξ|dµ(ξ), x ∈ R. (4.13)
Proof. The first identity follows from the first formula in (1.16) applied to the
product (4.10) in conjunction with (2.19). For the second identity, we observe that
integration by parts turns (2.23) into
s¨(0, a+ ℓ) = 2 sinh(ℓ/2)
(∫ a+ℓ
a
u(x)dx
)2
− 8 cosh(ℓ/2)u(a)
∫ a+ℓ
a
u(x)dx
− 4 cosh(ℓ/2)
∫ a+ℓ
a
dµ+ 8 sinh(ℓ/2)u(a)2 + 16 sinh(ℓ/2)P (a),
upon noting that the function P is a solution of the differential equation
P − P ′′ =
u2 + µ
2
.
Now the claim readily follows from the second formula in (1.16) applied to the
product (4.10). 
Let us point out that by comparing the trace formulas for the periodic/anti-
periodic eigenvalues in (4.6) and (4.7) with the trace formulas for the Dirichlet
eigenvalues in (4.11) and (4.12), we see that it is always possible to explicitly recover
the quantities u(a) and P (a) from these three spectra.
5. Continuous dependence
The goal of this section is to prove that the periodic/antiperiodic eigenvalues
as well as the Dirichlet eigenvalues depend continuously on the pair (u, µ) with
respect to a weak∗ topology. More precisely, we endow the set Dper with the initial
topology with respect to the functionals
(u, µ) 7→
∫
R
u(x)h(x)dx +
∫
R
u′(x)h′(x)dx +
∫
R
g dµ (5.1)
for all functions h ∈ H1c (R) and g ∈ Cc(R). In order to state our results, let (uk, µk)
be a sequence of pairs in Dper and denote all associated quantities in the same way
as for (u, µ) in the previous sections but with an additional subscript k.
Theorem 5.1. If the pairs (uk, µk) converge to (u, µ) in Dper, then the Floquet
discriminants ∆k converge locally uniformly to ∆.
Proof. Suppose that the sequence (uk, µk) converges to (u, µ) in Dper. Upon choos-
ing the test function
h(x) =
{
e2ℓ−|x−x0| − e|x−x0|, x ∈ [x0 − ℓ, x0 + ℓ],
0, x 6∈ [x0 − ℓ, x0 + ℓ],
in (5.1), we see that uk converges to u in every point x0 ∈ R. Moreover, if I = [c1, c2]
is a compact interval and hI is a function in H
1(I), then we have∫
I
f(x)hI(x)dx +
∫
I
f ′(x)h′I(x)dx
=
∫
R
f(x)h(x)dx +
∫
R
f ′(x)h′(x)dx − tanh(ℓ/2)(f(c1)h(c1) + f(c2)h(c2))
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for every f ∈ H1per(R), where h ∈ H
1
c (R) is defined by
h(x) =


hI(c1) sinh(ℓ)
−1 sinh(x− c1 + ℓ), x ∈ [c1 − ℓ, c1),
hI(x), x ∈ [c1, c2],
hI(c2) sinh(ℓ)
−1 sinh(c2 + ℓ− x), x ∈ (c2, c2 + ℓ],
0, x 6∈ [c1 − ℓ, c2 + ℓ].
It now follows readily that uk|I converges to u|I weakly in H
1(I), from which we
conclude that uk converges to u weakly in H
1
loc(R). As this entails locally uniform
convergence, we see that∫
R
u′k(x)
2g(x)dx +
∫
R
g dυk =
∫
R
g dµk −
∫
R
uk(x)
2g(x)dx
converges to ∫
R
g dµ−
∫
R
u(x)2g(x)dx =
∫
R
u′(x)2g(x)dx +
∫
R
g dυ
for all functions g ∈ Cc(R).
Since the Floquet discriminants are independent of the chosen base point a, we
can assume that the measure υ has no mass in a. By Lemma 2.5, the Floquet dis-
criminants ∆k then converge pointwise to ∆. In order to show that the convergence
is in fact locally uniform, first note that by Proposition 2.6 and Lemma 3.1, the
functions ∆k are real entire of Cartwright class with only real and simple roots.
Therefore, they belong to the Po´lya class (see [16, Problem 9]) and we see from (4.4)
and (4.5) that the sequences ∆˙k(0) and ∆¨k(0) are bounded. It now remains to em-
ploy a compactness argument using [31, Lemma 4.4]. 
As the periodic/antiperiodic eigenvalues are precisely the zeros of ∆∓ 1, it now
follows from Hurwitz’s theorem (see [15, Theorem VII.2.5] for example) that the
periodic/antiperiodic spectrum depends continuously on the pair (u, µ). That the
same is true for the Dirichlet spectrum as well can be seen from our last result.
Theorem 5.2. If the pairs (uk, µk) converge to (u, µ) in Dper, then the entire
functions sk( · , a+ ℓ) converge locally uniformly to s( · , a+ ℓ).
Proof. Pick a base point a˜ ∈ R such that the measure υ has no mass in a˜ and
consider the corresponding fundamental system of solutions c˜k(z, · ), s˜k(z, · ) of the
differential equation (2.11) with the initial conditions
c˜k(z, a˜) = s˜
[1]
k (z, a˜) = 1, c˜
[1]
k (z, a˜) = s˜k(z, a˜) = 0,
for every z ∈ C. Clearly, we have
sk(z, x) = c˜k(z, a)s˜k(z, x)− s˜k(z, a)c˜k(z, x), x ∈ R, z ∈ C,
so that we can apply Lemma 2.5 to the right-hand side, which shows that sk( · , a+ℓ)
converges to s( · , a+ℓ) pointwise. Now the claim follows after another compactness
argument as in the proof of Theorem 5.1 using (2.19) and (2.23). 
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