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CONSTRUCTING HÖLDER MAPS TO CARNOT GROUPS
STEFAN WENGER AND ROBERT YOUNG
ABSTRACT. In this paper, we construct Hölder maps to Carnot groups equip-
ped with a Carnot metric, especially the first Heisenberg group H. Pansu and
Gromov [4] observed that any surface embedded in H has Hausdorff dimen-
sion at least 3, so there is no α–Hölder embedding of a surface into H when
α> 23 . Züst [12] improved this result to show that when α> 23 , any α–Hölder
map from a simply-connected Riemannian manifold to H factors through a
metric tree. In the present paper, we show that Züst’s result is sharp by con-
structing ( 23 −ϵ)–Hölder maps from D2 and D3 toH that do not factor through
a tree. We use these to show that if 0 < α < 23 , then the set of α–Hölder maps
from a compact metric space to H is dense in the set of continuous maps and
to construct proper degree–1 maps from R3 to H with Hölder exponents arbi-
trarily close to 23 .
1. INTRODUCTION AND STATEMENT OF RESULTS
The first Heisenberg groupH, equipped with a Carnot metric, is a subrieman-
nian manifold. The Hausdorff dimension of such a manifold is greater than its
topological dimension; the Heisenberg group, for instance, has topological di-
mension 3 and Hausdorff dimension 4. It follows that there is no surjective
Lipschitz map from R3 to H, since Lipschitz maps cannot increase Hausdorff
dimension. Indeed, the image of the 3–dimensional unit ball D3 under an α–
Hölder map has Hausdorff dimension at most 3α , so when α > 34 , there is no
α–Hölder map from D3 toHwhose image contains a metric ball.
When α< 34 , a construction like that of Kaufman [6] can be used to construct
anα–Hölder map from D3 toHwhose image contains a ball, but when 23 <α< 34 ,
the topology of such maps is very restricted. These conditions arise from the
fact that any surface embedded inH has topological dimension 2 but Hausdorff
dimension at least 3 by [4, 2.1], so if α > 23 , then the image of a surface under
an α–Hölder map cannot be a surface. Indeed, Züst [12] showed that if M is a
simply-connected Riemannian manifold and f : M →H is α–Hölder with α> 23 ,
then f factors through a metric tree. Moreover, Le Donne and Züst [7] proved
that if α > 12 then any α–Hölder surface in H (if it exists) must intersect many
vertical lines in a topological Cantor set.
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2 STEFAN WENGER AND ROBERT YOUNG
It follows from Züst’s result [12] mentioned above that ifα> 23 then there is no
locallyα–Hölder homeomorphism fromR3 toH. On the other hand, a smooth or
C 2 homeomorphism from R3 to H is locally 12 –Hölder. The Hölder equivalence
problem asks for the maximum α such that there is an α–Hölder homeomor-
phism from R3 to H. Such a map must be topologically nontrivial; for instance,
it must be proper and degree 1.
In this paper, we construct topologically nontrivial maps from subsets of R2
and R3 to H with Hölder exponent less than, but arbitrarily close to, 23 . Our re-
sults build on techniques developed in [10] and [8].
Our first result provides Hölder extensions of maps from subsets of R2 to gen-
eral Carnot groups equipped with a Carnot metric. In order to state our theorem
we recall the following definition. A pair (X ,Y ) of metric spaces X and Y is said
to have theα–Hölder extension property, 0<α≤ 1, if there exists L ≥ 1 such that
for every subset Z ⊂ X every (λ,α)–Hölder mapϕ : Z → Y has an (Lλ,α)–Hölder
extension ϕ : X → Y .
Theorem 1.1. Let G be a Carnot group of step k, endowed with a Carnot metric
dc . Then the pair (R2, (G ,dc )) has the α–Hölder extension property for every α <
2
k+1 .
We can extend the construction used in the theorem above to produce Hölder
maps from 3–dimensional Riemannian manifolds to H. Let d0 be the distance
coming from a left-invariant Riemannian metric on H and let dc be the associ-
ated Carnot metric. LetHZ be the integer lattice inH.
Theorem 1.2. For any α< 23 there is a locally α–Hölder map P : (H,d0)→ (H,dc )
which isHZ–equivariant and equivariantly homotopic to the identity.
As a consequence, we obtain the following approximation result.
Theorem 1.3. Let Y be a compact metric space and let 0<α< 23 . Any continuous
map ϕ : Y →H can be approximated uniformly by α-Hölder maps.
This exponent is sharp; when 23 < α ≤ 1, [12] implies that any α-Hölder map
ψ : D2 →H factors through a metric tree, soψ(∂D2) has filling radius zero. Curves
with nonzero filling radius cannot be uniformly approximated by curves with
filling radius zero, so if ϕ : D2 → H is a continuous map such that ϕ(∂D2) is a
simple closed curve, then ϕ cannot be uniformly approximated by α–Hölder
maps when α> 23 .
The map constructed in Theorem 1.2 is self-similar, and by taking a tangent
cone at a carefully-chosen point, we furthermore obtain the following result. Re-
call that a continuous map between metric spaces is called proper if preimages
of compact sets are compact.
Theorem 1.4. For any ϵ > 0, there is an 0 < ϵ′ < ϵ such that there is a globally
( 23 − ϵ′)–Hölder map F : R3 → (H,dc ) which is proper and degree 1. This map is
self-similar in the sense that there is a Euclidean similarity h : R3 → R3 and a
Heisenberg similarity m : H → H, both with scaling factors bigger than 1, such
that m(F (h−1(x)))= F (x) for all x ∈R3.
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A Euclidean similarity is a composition of a scaling, translation, and rota-
tion/reflection. A Heisenberg similarity is a scaling composed with a left-trans-
lation.
We now give an outline of the proofs of our results. In order to prove Theo-
rem 1.1 it is enough to show that there exists L ≥ 1 such that every λ-Lipschitz
curve γ : S1 → (G ,dc ) admits an (Lλ,α)–Hölder extension f : D2 → (G ,dc ) to the
2–dimensional unit ball D2 (see [8, Theorem 6.4]).
We construct such an extension using methods based on the Hölder exten-
sion results in [8]. The main ingredient is the so-called coarse Dehn function,
also known as Gromov’s mesh function, which is roughly defined as follows. Let
X be a geodesic metric space and ε > 0. For r > 0 the coarse Dehn function
ArX ,ε(r ) is the smallest number such that any closed curve in X of length at
most r can be subdivided into ArX ,ε(r ) closed curves of length at most ε. We
refer to Section 2 for a precise definition. When X is a Carnot group G of step k,
equipped with a Carnot metric dc , it can be shown that
Ar(G ,dc ), rn (r )≤C ·n
k+1 (1)
(see Lemma 3.3).
Fix a closed Lipschitz curve γ in (G ,dc ) of length r . Using the bound (1) we
can construct nested subdivisions of γ as follows. Let n ∈N be sufficiently large,
only depending on α and C , and set L =C nk+1. Then there exist closed curves
γ11, . . . ,γ
1
L of length n
−1r that subdivide γ. Each curve γ1j can then be subdivided
into curves γ2( j−1)L+1, . . . ,γ
2
j L of length n
−2r , and so on. We will construct the
Hölder extension f of γ so that its image is the closure of the union
⋃
i , j γ
i
j .
We start by constructing an increasing sequence of subsets
S1 =M0 ⊂M1 ⊂M2 ⊂ ·· · ⊂D2
so that Mi consists of the complement of Li disjoint discs B i1, . . . ,B
i
Li
and each
disc B ij contains the discs B
i+1
( j−1)L+1, . . . ,B
i+1
j L .
Next, we define f on
⋃
∂Mi so that f (∂D2)= γ and f (∂B ij )= γij for every i and
j . We extend f to the rest of D2 by noting that the complement D2 \
⋃
∂Mi con-
sists of a Cantor set K =⋂(D2 \ Mi ) and infinitely many connected components
that are each homeomorphic to a genus 0 surface with L+1 boundary compo-
nents. For each such connected component N , there are i and j such that the
outer boundary of N is ∂B ij . We extend f over N so that
f (N )⊂
j L⋃
m=( j−1)L+1
γi+1m
and f is Lipschitz on N . This defines f on D2\K . If we are careful, we can ensure
that f is Hölder and extend f to K in a Hölder fashion to obtain the desired map.
Note that f is typically far from injective. In fact, for any neighborhood U of
K , the image f (D2 \U ) has Hausdorff and topological dimension 1; actually, the
restriction f |D2\U factors through a graph.
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Theorems 1.2 and 1.4 rely on a higher-dimensional version of this construc-
tion. If f : D2 →H and K ⊂D2 are as above and U is a neighborhood of K , then
f (D2 \U ) has Hausdorff and topological dimension 1. To prove Theorem 1.2, we
will construct a map g : D3 →H and a Cantor set K ′ such that for any neighbor-
hood U of K ′, the image g (D3 \U ) has topological dimension 2 and Hausdorff
dimension close to 3.
As before, we can describe the construction of g in terms of a sequence of
nested sets M1 ⊂ M2 ⊂ ·· · ⊂ D3, where Mi consists of the complement of ki
balls B i1, . . . ,B
i
ki
. The restriction of g to each sphere ∂B ji will be a Hölder map
similar to the ones constructed in the proof of Theorem 1.1. Each ball B ij con-
tains some collection of smaller balls B i+1
k ij
, . . . ,B i+1
k ij+1−1
, and the corresponding
images g (∂B i+1k ) will subdivide g (∂B
i
j ) into smaller spheres. The images g (∂Mi )
are then a sequence of 2–complexes in H with Hausdorff dimension close to 3,
corresponding to finer and finer subdivisions of g (∂D3). The main difficulty of
the proof is to define g on the ∂B ij ’s so that it can be extended to each connected
component of D3 \
⋃
∂Mi in a Hölder fashion.
1.1. Structure of paper. In Section 2 we establish basic notation used through-
out the text. We furthermore recall the precise definition of the coarse Dehn
function ArX ,ε and the definition of an admissible map between CW complexes.
Finally, we collect some background on Carnot groups needed for the rest of the
paper. In Section 3 we deduce Theorem 1.1 from the extension results proved in
[8]. In Section 4 we construct a cellulation of H and a suitable map Q between
scalings of this cellulation. We then compose scalings of Q to produce a map P
from (H,d0) to (H,dc ). In Section 5 we show that the map P satisfies the prop-
erties of Theorem 1.2 and prove Theorem 1.3. In the final Section 6 we prove
Theorem 1.4.
2. PRELIMINARIES
2.1. Basic definitions and notation. The Euclidean metric on Rd will be de-
noted by | · |. The closed unit ball in Rd is denoted
Dd := {x ∈Rd : |x| ≤ 1}.
Let (X ,dX ) be a metric space. The length of a curve c in X is denoted by ℓdX (c)
or simply by ℓ(c). Let (Z ,dZ ) be another metric space. A mapϕ : Z → X is called
(λ,α)–Hölder if
dX (ϕ(z),ϕ(z
′))≤λ ·dZ (z, z ′)α
for all z, z ′ ∈ Z . We say ϕ is α–Hölder if it is (λ,α)–Hölder for some λ> 0.
Let U ⊂Rd be open. The (parametrized) volume of a Lipschitz mapϕ : U → X
is defined by
vold (ϕ)= vold (ϕ; X )=
ˆ
X
#{z ∈U :ϕ(z)= x}dH d (x),
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where H d denotes the d–dimensional Hausdorff measure on X . If X is a Rie-
mannian manifold or a CW complex with piecewise Riemannian metric then,
by the area formula, vold (ϕ) agrees with the volume defined by integrating the
jacobian of the derivative of ϕ.
2.2. Admissible complexes and maps. Let X be a CW complex. For d ≥ 0 we
denote byF d (X ) the set of closed d–cells in X . For σ ∈F d (X ), let rσ : Dd → X
denote the characteristic map of σ. Denote by X (d) the d–skeleton of X . Let
F (X ) be the set of cells in X of every dimension.
If each closed cell in X is embedded in X , we call X an admissible complex.
For any n–dimensional manifold M , we say that a continuous map f : M →
X (n) is an admissible map if there is a collection of closed uncollapsed balls
B1, . . . ,Bk ⊂ M such that the interiors of the Bi are pairwise disjoint, f sends
each Bi homeomorphically to an n–cell of X , and f (M \
⋃
Bi )⊂ X (n−1). We call k
the admissible volume of f , denoted avol( f ; X ) or simply avol( f ) when the target
complex is clear. This differs slightly from the definition given in [1], which puts
no restrictions on X and uses open uncollapsed balls.
More generally, given admissible CW complexes X and Y , we call a contin-
uous map f : X → Y admissible if f (X (0)) ⊂ Y (0) and for every d > 0 and every
d–cellσ ∈F d (X ), the map f ◦rσ is admissible. This implies in particular that f is
cellular. Note that if X , Y , and Z are cell complexes and f : X → Y and g : Y → Z
are admissible, then g ◦ f is admissible.
2.3. The coarse Dehn function. The coarse Dehn function which we introduce
here is a slight variant of Gromov’s definition of mesh function. A triangula-
tion of the closed unit disc D2 is a homeomorphism from D2 to a combinato-
rial 2–complex τ in which every 2–cell is a triangle. We endow D2 with the cell-
structure of τ. Let X be a geodesic metric space and c : S1 → X a Lipschitz curve.
Let ϵ> 0. An ϵ-filling of c is a pair (P,τ) consisting of a triangulation τ of D2 and
a continuous map P : τ(1) → X such that P |S1 = c and such that ℓ(P |∂F ) ≤ ϵ for
every triangle F in τ. The ϵ-area of c is
Arϵ(c) :=min
{|τ| | (P,τ) is an ϵ-filling of c} .
Here, |τ| denotes the number of triangles in τ. If no ϵ-filling exists then we set
Arϵ(c) :=∞. The ϵ-coarse Dehn function of X is defined by
ArX ,ϵ(r ) := sup
{
Arϵ(c) | c : S1 → X Lipschitz, ℓ(c)≤ r
}
for r > 0.
It is not difficult to show that the asymptotic growth of ArX ,ϵ(r ) is a quasi-
isometry invariant. Moreover, under mild conditions on the underlying space
the function ArX ,ϵ(r ) has the same growth as the so-called Lipschitz Dehn func-
tionδLipX (r ) (see [8]). We will however not need this. Recall here that the Lipschitz
Dehn function δLipX (r ) measures how much (parametrized) area is needed to fill
a curve of length r by a Lipschitz disc in X .
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2.4. Carnot groups and Carnot-Carathéodory distance. A connected and simply-
connected nilpotent Lie group G is called a Carnot group if its Lie algebra g ad-
mits a stratification into subspaces
g=V1⊕·· ·⊕Vk
such that [V1,Vi ]=Vi+1 for all i = 1, . . . ,k−1 and [V1,Vk ]= 0. Here, [V1,Vi ] is the
subspace spanned by the elements [v, v ′] with v ∈V1 and v ′ ∈Vi . The number k
is called the step or nilpotency class of G .
Since G is a simply-connected nilpotent Lie group, the exponential map exp: g→
G is a diffeomorphism. Since it is Carnot, G comes with a family of scaling ho-
momorphisms δr : G →G for r ≥ 0. They are given by
δr (exp(v))= exp
(
k∑
i=1
r i vi
)
for v = v1+·· ·+ vk with vi ∈Vi . The derivative Dxδr of δr at x ∈G is given by
Dxδr (D0Lx (v))= r i ·D0Lδr (x)(v) (2)
for all v ∈Vi , where Lx denotes left-translation by x and 0 is the identity element
of G .
The horizontal bundle T H is the subbundle of TG obtained by left-translation
of the subspace V1. Let g0 be a left-invariant Riemannian metric on G such that
at 0 the subspaces Vi are pairwise orthogonal with respect to g0. Let d0 be the
distance coming from g0. A curve c : [0,1] →G which is absolutely continuous
with respect to d0 is called horizontal if c ′(t ) ∈ Tc(t )H for almost every t ∈ [0,1].
The Carnot-Carathéodory distance (or Carnot metric for short) associated with
d0 is defined by
dc (x, y) := inf{ℓ0(c) | c : [0,1]→G horizontal curve from x to y}.
Here, ℓ0(c) denotes the length of c with respect to the metric d0. It can be shown
that the Carnot-Carathéodory distance is always finite and thus defines a met-
ric. It is moreover left-invariant and 1-homogeneous with respect to the scaling
automorphisms; that is,
dc (δr (x),δr (x
′))= r dc (x, x ′)
for all x, x ′ ∈ G and all r > 0. The topologies induced on G by d0 and dc agree,
however it is well-known that these metrics are not even locally bilipschitz equiv-
alent (except when G is abelian). Throughout this article, when we talk about a
Carnot metric on G we always mean one which is associated with a distance
coming from a left-invariant Riemannian metric such that at 0 the subspaces Vi
are orthogonal.
We will need the following simple facts. For a proof we refer to [9].
Lemma 2.1. Let G be a Carnot group of step k. Let d0 be a left-invariant Rie-
mannian metric on G and dc the associated Carnot metric. Then there exists L ≥ 1
such that
(i) d0(x, x ′)≤ dc (x, x ′)≤ L ·d0(x, x ′)+L for all x, x ′ ∈G.
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(ii) for every x ∈G the curve γ(r ) := δr (x) satisfies
ℓ0(γ|[s,t ])≤ L · (dc (x,0)+1)k · |t − s|
for all 0≤ s ≤ t ≤ 1.
Finally, we consider the first Heisenberg group which is the Carnot group of
step 2 given byH :=R3 with the multiplication
(x, y, z) · (x ′, y ′, z ′)= (x+x ′, y + y ′, z+ z ′+x y ′).
A basis of left-invariant vector fields onH is given by
X = ∂
∂x
, Y = ∂
∂y
+x ∂
∂z
, Z = ∂
∂z
,
and the Lie algebra h of H has the stratification h = span{X ,Y }⊕ span{Z }. We
denote byHZ :=Z3 the integer lattice inH.
Let g0 be a left-invariant Riemannian metric onH such that at 0 the subspaces
V1 and V2 are orthogonal. It follows from (2) that for r ≥ 1 the scaling automor-
phism δr on H distorts 2–dimensional area in (H, g0) at most by a factor r 3 and
3–dimensional volume by a factor of exactly r 4.
3. FROM TRIANGULATIONS TO HÖLDER EXTENSIONS
In this section we prove Theorem 1.1. The main ingredient is the next theo-
rem, which follows from the results proved in [8].
Theorem 3.1. Let X be a complete, geodesic metric space. Suppose there exist
K ≥ 1 and β≥ 2 such that for all r > 0 and n ∈Nwe have
ArX , rn (r )≤K ·n
β.
Then for every α< 2β the pair (R2, X ) has the α–Hölder extension property.
Proof. Let K ≥ 1 and β ≥ 2 be as in the statement of the theorem and let α < 2β .
Choose n so large that
η := logn
log(2
√
K nβ)
= logn
log2+ 12 · logK +
β
2 · logn
>α.
It follows from Proposition 7.4 in [8] that the space X is η–Hölder 1–connected
and, in particular, also α–Hölder 1–connected. Thus, there exists C ≥ 1 such
that every λ-Lipschitz curve c : S1 → X admits a (Cλ,α)–Hölder extension to D2.
Now, Theorem 6.4 in [8] implies that the pair (R2, X ) has theα–Hölder extension
property, which completes the proof. □
We now apply the theorem to Carnot groups:
Corollary 3.2. Let G be a Carnot group and let dc be a Carnot metric on G. Let
K ≥ 1 and β≥ 2 be such that for all r ≥ 1,
Ar(G ,dc ),1(r )≤K · rβ.
Then the pair (R2, (G ,dc )) has the α–Hölder extension property for all α< 2β .
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Proof. Let n ∈N and r > 0. Since the scaling automorphisms are 1–homogeneous
with respect to dc we have
Ar(G ,dc ), rn (r )=Ar(G ,dc ),1(n)≤K ·n
β
and hence the corollary follows from Theorem 3.1. □
Now, Theorem 1.1 follows from the corollary above together with the next
lemma.
Lemma 3.3. Let G be a Carnot group of step k and let dc be a Carnot metric on G.
Then there exists K ≥ 1 such that
Ar(G ,dc ),1(r )≤K · r k+1
for all r ≥ 1.
The lemma could easily be deduced from the upper bound on the growth
of the Lipschitz Dehn function proved in [9] and the fact that the coarse Dehn
function has the same growth as the Lipschitz Dehn function (see e.g. [8]). We
prefer to give a direct proof here.
Proof. Let d0 be a left-invariant Riemannian metric on G such that dc is the
Carnot metric associated with d0. Let L ≥ 1 be as in Lemma 2.1.
Using the scaling homomorphisms it suffices to show that there exists K such
that
Ar(G ,dc ),6L(r )≤K · r k+1 (3)
for all r ≥ 6L. In order to prove (3) let c : S1 → (G ,dc ) be a Lipschitz curve of
length r ≥ 6L. We may assume that c has constant speed and that c passes
through 0 ∈H.
We construct a 6L-filling (P,τ) of c as follows. Let M ∈ N be the smallest in-
teger larger than rL and set vl := e
2πl i
M for l = 0, . . . , M −1. Furthermore, let m be
the smallest integer larger than L · (r +1)k . We define a triangulation τ of D2 as
follows. The set of vertices of τ is the subset of D2 given by the points v0,0 = 0
and v j ,l := jm · vl for j = 1, . . . ,m and l = 0, . . . , M −1. For l = 0, . . . , M −1 we add
edges between the points v j ,l and v j+1,l for j = 0, . . . ,m−1, where we have set
v0,l = v0,0, between v j ,l and v j ,l+1 for j = 1, . . . ,m, where v j ,M = v j ,0, and be-
tween v j ,l and v j+1,l+1 for j = 1, . . . ,m−1. This gives a triangulation τ of D2 con-
sisting of less than 2mM triangles and thus |τ| ≤ K r k+1, where K only depends
on L and k. We now define a map P : τ(1) →G by setting P |S1 := c and by defin-
ing P (v j ,l ) := δ j
m
(c(vl )). We extend P to τ
(1) by mapping the edges in τ(1) \ S1 to
geodesics with respect to the dc -distance. It remains to show that ℓc (P |∂F )≤ 6L
for every triangle F in τ, where ℓc denotes the length with respect to the Carnot
metric dc . For this we use the estimates in Lemma 2.1. Firstly, we have
dc (P (v j ,l ),P (v j ,l+1))=
j
m
·dc (c(vl ),c(vl+1))≤
j
m
·ℓc (c|[vl ,vl+1])≤ L.
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Secondly, writing γl (t ) := δt (vl ) we obtain that
dc (P (v j ,l ),P (v j+1,l ))≤ L ·ℓ0(γl |[ j
m ,
j+1
m
])+L ≤ L2 · (r +1)k · 1
m
+L ≤ 2L.
The two inequalities together finally yield
dc (P (v j ,l ),P (v j+1,l+1))≤ 3L,
from which it follows that ℓc (P |∂F ) ≤ 6L for every triangle F in τ. This proves
(3). □
4. CONSTRUCTING HÖLDER MAPS FROM ADMISSIBLE MAPS
In this section we start the proof of Theorem 1.2 by constructing an admissi-
ble map Q between two cellulations of H, then composing scalings of Q to pro-
duce a map P : (H,d0)→ (H,dc ). In the next section, we will prove that P satisfies
Theorem 1.2.
First, we construct a cellulation X . LetHZ be the integer lattice inH. Let X be
anHZ–invariant cellulation ofH such that each edge of X is horizontal. We equip
H and X with the Riemannian metric d0 and require X to satisfy the following
conditions.
(1) For each d and each cell σ ∈F d (X ), there is an orientation-preserving
bilipschitz homeomorphism rσ : Dd → (σ,d0), and for all g ∈HZ and x ∈
Dd , rgσ(x) = g rσ(x). For each edge e ∈F 1(X ), we require re : [−1,1] →
H to be a constant-speed horizontal curve with respect to d0. Since d0
restricts to the Carnot metric on horizontal lines, re also has constant
speed with respect to dc .
(2) There is some n0 > 0 such that δ2n (X (0))⊂ X (0) and
δ2n (X
(1))⊂ X (1) for all n ≥ n0. (4)
This can be achieved by taking an arbitrary cellulation of H (left side of
Figure 1), and perturbing it so that every edge is composed of horizontal
segments of length 2−n0 , each traveling in the x– or y–direction (right
side of Figure 1).
Let s = δ2 : H→H and let n ≥ n0 be a number to be determined later. For each
i ≥ 0, let Xi be the scaling of X by the factor 2−i n , i.e., Xi = s−i n(X ). Since s is a
group isomorphism, for any g ∈HZ,
s−i n(g )Xi = s−i n(g X )= s−i n(X )= Xi .
That is, Xi is s−i n(HZ)–invariant, and sinceHZ ⊂ s−i n(HZ), it isHZ–invariant. For
each δ ∈F d (Xi ), the scaling si n(δ) is a d–cell of X , and we define rδ : Dd → δ by
rδ = s−i n ◦ rsi n (δ).
Now we can sketch the construction of Q and P . Let Q : X → X1 be an HZ–
equivariant admissible map such that Q is Lipschitz and fixes X (1) pointwise. (In
the full construction, Q will satisfy some additional geometric and topological
conditions, but we ignore these for the moment.) Let Qi = s−i n ◦Q ◦ si n , so that
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FIGURE 1. Two 1–skeletons forH.
Q0 =Q and Qi is an s−i n(HZ)–equivariant admissible map from Xi → Xi+1 that
fixes X (1)i pointwise. Let
Pi =Qi−1 ◦ · · · ◦Q0. (5)
Since Pi is a composition of admissible maps, it is an admissible map from X
to Xi . Since each Qi is HZ–equivariant, the composition Pi is HZ–equivariant.
Moreover, for all i , j ≥ 0 we have
Pi+ j = (s−i n ◦P j ◦ si n)◦Pi . (6)
Because Q isHZ–invariant and Lipschitz, there is a b > 0 depending on n such
that dc (x,Q(x))≤ b for all x ∈H, and thus
dc (Qi (x), x)= 2−i ndc (Q(si n(x)), si n(x))≤ b2−i n . (7)
It follows that the sequences (Pi (x))i∈N are uniformly Cauchy and thus the Pi ’s
converge uniformly. Let P : H→ H be the map given by P = limi Pi . This is the
uniform limit of continuous maps, so it is continuous, and since each map Qi
fixes X (1)1 pointwise, so does P . Moreover, (7) implies that for all i ≥ 0 and all
x ∈H
dc (P (x),Pi (x))≤ 2b2−i n , (8)
and (6) yields
P = (s−i n ◦P ◦ si n)◦Pi . (9)
For every d = 2,3 and every cell β ∈F d (X ), let pβ = P ◦ rβ, pβ,i = Pi ◦ rβ, and
qβ =Q ◦ rβ. Then pβ,i is an admissible map from Dd to Xi . We let Mβ,i be the
complement of the interiors of the uncollapsed balls of pβ,i . Note that Mβ,1 ⊂
Mβ,2 ⊂ . . . ; in fact, we will eventually choose Q so that⋃Mβ,i is the complement
of a Cantor set of measure zero.
The idea of this construction is that P , like the maps constructed in Section 3,
is built out of nested subdivisions. Each map Qi gives a way to subdivide any cell
of Xi into cells of Xi+1. If we apply this repeatedly, we can construct a sequence
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of nested subdivisions of any cell of X , and these subdivisions determine the
structure of P .
To see these subdivisions, consider Pi (σ) for a 2–cellσ of X . Since Q fixes X (1)
pointwise, it preserves ∂σ, and since it is admissible, P1(σ)=Q(σ) is a union of
2–cells of X1. The boundaries of these 2–cells form a subdivision of ∂σ. Similarly,
Q1 sends each 2–cell δ ∈F 2(X1) to a subdivision of ∂δ into cells of X2. It follows
that P2(σ) =Q1(P1(σ)) is a collection of 2–cells of X2 whose boundaries form a
subdivision of ∂σ. This subdivision is made up of subdivisions of the boundaries
of cells of X1. Proceeding inductively, we find that the sequence P1(σ),P2(σ), . . .
corresponds to a sequence of nested subdivisions Σ1,Σ2, . . . of ∂σ into smaller
and smaller curves.
Furthermore, just as in Section 3, each Σi is the image of a subset of σ under
P . By the admissibility of pσ,i , we have pσ,i (Mσ,i ) ⊂ X (1)i , and since P fixes X (1)1
pointwise, we have
pσ(x)= (s−i n ◦P ◦ si n)◦pσ,i (x)= pσ,i (x), for all x ∈Mσ,i (10)
so pσ(Mσ,i )= pσ,i (Mσ,i ). The set Mσ,i is the complement of a set of disjoint un-
collapsed balls, and pσ,i sends the boundary of each of these balls to the bound-
ary of one of the cells in the subdivisionΣi . The image pσ(Mσ,i ) is thus the mesh
corresponding to Σi .
Similarly, when δ ∈F 3(X ), one can use P to construct subdivisions of P (∂δ).
The image pδ,i (Mδ,i ) is a 2–complex in Xi corresponding to a subdivision of
Pi (∂δ) into a collection of boundaries of 3–cells of Xi . By (9), we have
pδ(Mδ,i )= (s−i n ◦P ◦ si n)◦pδ,i (Mδ,i ),
so pδ(Mδ,i ) corresponds to a subdivision of (s
−i n ◦P ◦ si n)(Pi (∂δ)) = P (∂δ) into
2–spheres. Each of these spheres is of the form (s−i n ◦P ◦ si n)(∂δ′) for some δ′ ∈
F 3(Xi ). IfHZ acts transitively on the 3–cells of X , as in the cellulation illustrated
in Figure 1, then each δ′ ∈F 3(Xi ) can be written as δ′ = s−i n(gδ) for some g ∈
HZ, and
(s−i n ◦P ◦ si n)(∂δ′)= s−i n(P (g∂δ))= s−i n(g ·P (∂δ)).
That is, pδ(Mδ,i ) subdivides P (∂δ) into scaled copies of itself, and the sequence
pδ(Mδ,1), pδ(Mδ,2), . . . corresponds to a sequence of nested subdivisions of P (∂δ)
into smaller and smaller copies of itself.
We now return to a more rigorous setting. In order for P to be Hölder, Q must
satisfy certain metric conditions. We will outline these in the proposition below.
We will use the following terminology in the proposition and throughout the
rest of the text. If B1, . . . ,Bk ⊂Dd are balls such that the concentric balls 2Bi with
twice the radius satisfy 2Bi ⊂Dd for all i and 2Bi ∩2B j =; for all i ̸= j , then we
say that the Bi are 2–separated in Dd .
Proposition 4.1. There is a c > 1 such that for every n ≥ n0 there is an admissible,
HZ–equivariant map Q : X → X1 that is Lipschitz with respect to the metric d0,
fixes X (1) pointwise and has the following properties. For every d = 2,3 and every
σ ∈F d (X ) the map qσ : Dd → X1 given by qσ =Q ◦ rσ satisfies:
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(1) For every x ∈Dd we have
dc (qσ(x),σ)≤µ2−n ,
where µ=maxσ∈F (X ) diamc (σ) and diamc refers to the diameter with re-
spect to the metric dc .
(2) qσ is an admissible map with avol(qσ)≤ c2(d+1)n . Every uncollapsed ball
of qσ is a round ball of radius ρ = c−12− 3n2 .
(3) The uncollapsed balls of qσ are 2–separated in Dd .
(4) If B is an uncollapsed ball of qσ, then there is a similarity h : B →Dd such
that for all x ∈B,
qσ(x)= rqσ(B)(h(x)).
By a similarity from B to Dd we mean a composition of a scaling, translation,
and rotation/reflection that takes B to Dd .
The proof of the proposition relies on the following results about admissible
maps.
Lemma 4.2. Let Y be a CW complex, equipped with a metric such that each cell of
Y is bilipschitz homeomorphic to a Euclidean ball. Suppose that there is a group
G that acts cocompactly by isometries on Y . Any Lipschitz map f : Dd → Y such
that f (∂Dd )⊂ Y (d−1) is Lipschitz homotopic relative to ∂Dd to an admissible map
f¯ , and avol( f¯ )≲Y vold ( f ). The homotopy h¯ : Dd × [0,1]→ Y can be chosen with
vold+1(h¯)≲Y vold ( f ).
Furthermore, if supp f (Dd )= supp( f (Dd );Y ) is the smallest subcomplex of Y
that contains f (Dd ), then f¯ (Dd )⊂ supp f (Dd ) and h¯(Dd × [0,1])⊂ supp f (Dd ).
Here, ≲Y means inequality up to a multiplicative constant depending on Y .
The proposition is a quantitative version of Lemma 2.3 of [1]. We omit the proof.
Similar statements are proved in [3, Ch. 10] and [2].
Lemma 4.3. If f : Dd → Y is an admissible map with uncollapsed balls B1, . . . ,Bk ,
it is homotopic to an admissible map f ′ : Dd → Y such that f and f ′ agree on
Dd \
⋃
Bi , avol( f )= avol( f ′), and each uncollapsed ball B ′i of f ′ is a collared ball
contained in Bi . That is, each B ′i is the image of
1
2 D
d under an embedding of Dd .
Proof. Each ball Bi is homeomorphic to a closed ball. Let B ′i ⊂Bi be the image of
1
2 D
d under a homeomorphism from Dd to Bi . Then there is a map ζi : Bi → Bi
that sends B ′i homeomorphically to Bi , such that ζi (Bi \ B
′
i ) ⊂ ∂Bi and ζi is the
identity on ∂Bi . Let f ′ : Dd → Y be the map such that f ′ agrees with f outside
the uncollapsed balls and such that f ′(x) = f (ζi (x)) for all x ∈ Bi . This is an
admissible map whose uncollapsed balls are the collared balls B ′1, . . . ,B
′
k . □
Lemma 4.4. Let f : Dd → X be an admissible map with uncollapsed balls B1, . . . ,Bk .
Let σi = f (Bi ) ∈ F d (X ) for all i . Let C1, . . . ,Ck ⊂ Dd be a set of disjoint col-
lared balls, and for i = 1, . . . ,k, let ϕi : Ci → σi be a homeomorphism such that
( f |Bi )−1 ◦ϕi : Ci → Bi is orientation-preserving. Then there is an admissible map
g : Dd → X with uncollapsed balls C1, . . . ,Ck such that g |Ci = ϕi and g |∂Dd =
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f |∂Dd . Furthermore, there is a homotopy between f and g that fixes ∂Dd point-
wise and has image in f (Dd ).
Proof. By Lemma 4.3, we may suppose that the Bi are disjoint collared balls.
By the uniqueness of connected sums, the complements J =Dd \⋃i int(Bi ) and
K = Dd \⋃i int(Ci ) are homeomorphic; indeed, any collection of orientation-
preserving homeomorphisms hi : ∂Ci → ∂Bi can be extended to a homeomor-
phism h : K → J that fixes ∂Dd pointwise. Let h be a homeomorphism such that
h|Ci = ( f |Bi )−1◦ϕi , and let g = f ◦h. This map has the desired restrictions. Since
h is homotopic to idDd , g is homotopic to f . □
We can use these results to control the uncollapsed balls of admissible maps
and prove Proposition 4.1.
Proof of Proposition 4.1. Let δ ∈ F 2(X ). The map sn ◦ rδ : D2 → X satisfies the
conditions of Lemma 4.2, so there is an admissible map sn ◦ rδ : D2 → X with
collared uncollapsed balls such that sn ◦ rδ(x)= sn(rδ(x)) for all x ∈ ∂D2 and
avol(sn ◦ rδ; X )≲ vol2(sn ◦ rδ)≤ 23n vol2(rδ).
Recall from Section 2.4 that sn = δ2n distorts 2–dimensional area by a factor of
at most 23n and 3–dimensional volume by a factor of 24n . There are only finitely
many orbits of 2–cells in X , so vol2(rδ) is bounded, and for any δ ∈F 2(X ),
avol(sn ◦ rδ; X )≲ 23n . (11)
Let tδ = s−n ◦ sn ◦ rδ. This is an admissible map from δ to X1, and
tδ(D
2)= s−n(sn ◦ rδ(D2))⊂ s−n(supp(sn(δ); X ))= supp(δ; X1),
so tδ(D
2) is contained in the µ2−n–neighborhood of δ. When x ∈ ∂D2, tδ(x) =
s−n(sn(rδ(x)))= rδ(x), so the map T : X (2) → X1 such that T (rδ(x))= tδ(x) for all
δ ∈F 2(X ) and all x ∈D2 is well-defined and fixes X (1) pointwise.
By Lemma 4.2, sn◦rδ is homotopic to sn ◦ rδ by a homotopy hδ : D2×[0,1]→ X
such that hδ is constant on ∂D
2, has image in supp(sn(δ); X ), and satisfies
vol3(hδ)≲ vol2(sn ◦ rδ)≲ 23n . (12)
Then s−n ◦hδ is a homotopy from rδ to tδ. For t ∈ [0,1], let Ht : X (2) → X be the
map such that
Ht (rδ(x))= s−n ◦hδ(x, t )
for all δ ∈F 2(X ) and all x ∈ δ. For every x ∈ X (1) and every t , we have Ht (x)= x,
so Ht is a well-defined homotopy between H0 = idX (2) and H1 = T that fixes X (1)
pointwise.
Next, we use Lemma 4.4 to modify T so that it has the desired metric proper-
ties. We need to construct sets of 2–separated balls. For any d , the unit ball Dd
contains the cube V = [− 1
2
p
d
, 1
2
p
d
]d . If m > 0 and B1, . . . ,Bmd ⊂Dd are balls cen-
tered on an m×·· ·×m grid in V of radius (8mpd)−1, then the Bi are 2–separated.
Consequently, for any k > 0, there is a set of 2–separated balls of cardinality k
and radius 1
16
p
d
k−
1
d .
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Let c0 > 0 be a universal constant to be determined later and let c be such that
c >max{c0,16
p
2c
1
2
0 ,16
p
3c
1
3
0 }.
Then, for d = 2,3, there is a set of c02(d+1)n balls of radius c−12−
(d+1)n
d that are 2–
separated in Dd . This radius is larger than ρ, so they contain a set of 2–separated
balls C d1 , . . . ,C
d
c02(d+1)n
with radius ρ.
For x ∈ X (1), let Q(x) = T (x) = x. For each 2–cell δ ∈F 2(X ), let B1, . . . ,Bk be
the uncollapsed balls of tδ, where k = avol(tδ; X1). Suppose that c0 is larger than
the implicit constant in (11), so that k ≤ c023n . For each i , let hi : C 2i →D2 be a
similarity from C 2i to D
2 such that hi and tδ|Bi either both preserve orientation or
both reverse orientation. By Lemma 4.4, there is an admissible map uδ : D
2 → X1
with uncollapsed balls C 21 , . . . ,C
2
k such that uδ(x)= tδ(x) for every x ∈ ∂D2 and
uδ(x)= rtδ(Bi )(hi (x))
for every i and every x ∈C 2i .
With a slight modification, we can make this construction Lipschitz. By con-
volving with a smooth kernel in H, we can approximate uδ by a Lipschitz map
qδ : D
2 → X1 that agrees with uδ on ∂D2 and on every uncollapsed ball. There
is a Lipschitz retraction from a neighborhood of X (1)1 onto X
(1)
1 , so we may as-
sume that qδ(Mσ,1)⊂ X (1)1 . Then qδ satisfies property (4), and we define Q on δ
so that Q ◦rδ = qδ. This fixes ∂δ pointwise, so Q is well-defined on X (2). Further-
more, Q is homotopic to T by a homotopy with image in X (2). For t ∈ [1,2], let
Ht : X (2) → X (2) be this homotopy, with H1 = T and H2 =Q|X (2) .
Let σ ∈F 3(X ) be a 3–cell of X . Let a : D3 → X be the map
a(x)=
{
rσ(2x) |x| ≤ 12
H4(|x|− 12 )(rσ(
x
|x| )) |x| ≥ 12 .
This is well-defined and for all x ∈ ∂D3, a(x) = H2(rσ(x)) =Q(rσ(x)). Let sn ◦a
be an admissible approximation of sn ◦ a with collared uncollapsed balls as in
Lemma 4.2, and let b : D3 → X1, b = s−n ◦ sn ◦a. By (12),
avol(b; X1)= avol(sn ◦a; X )≲ vol3(sn ◦a; X )≲ vol3(sn |σ; X )+23n ≲ 24n (13)
and b(D3)⊂ s−n(supp sn(σ); X )= supp(σ; X1).
Let k ′ = avol(b; X1) and suppose that c0 is bigger than the implicit constant
in (13), so that k ′ ≤ c024n . As above, we can use Lemma 4.4 to construct an
admissible Lipschitz map qσ : D3 → X1 so that qσ agrees with b on ∂D3, the
uncollapsed balls of qσ are the 2–separated balls C 31 , . . . ,C
3
k ′ with radius ρ, and
there are similarities hi : C 3i → D3 such that qσ(x) = rb(Bi )(hi (x)). Define Q on
σ so that Q ◦ rσ = qσ. For x ∈ ∂D3, we have qσ(x) = b(x) = Q(rσ(x)), so this is
well-defined. Furthermore, Q(σ)= b(D3)⊂ supp(σ; X1), so Q(σ) is contained in
the µ2−n–neighborhood of σ, as desired. □
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5. HÖLDER BOUNDS FOR P
Let Q satisfy Proposition 4.1 and let Qi = s−i n ◦Q ◦ si n , Pi = Qi−1 ◦ · · · ◦Q0,
and P = limi Pi as in Section 4. In this section, we will show that P satisfies
Theorem 1.2.
We start with a self-similarity result. Specifically, we will show that when σ is
a d–cell and d ≥ 2, then pσ,i+ j contains scalings of maps pβ, j for some d–cells
β.
Lemma 5.1. Let d = 2,3 and let σ ∈F d (X ). Let i ≥ 0 and let B ⊂Dd be an uncol-
lapsed ball of pσ,i . Then there exists a similarity h : B →Dd taking B to Dd such
that
pσ,i (x)= rpσ,i (B)(h(x)) for all x ∈B. (14)
Moreover,
pσ,i+ j (x)= s−i n(pβ, j (h(x))) for all j ≥ 1 and all x ∈B, (15)
where β= si n(pσ,i (B)) ∈F d (X ). Finally,
h(B ∩Mσ,i+ j )=Mβ, j for all j ≥ 1. (16)
In particular, the set of uncollapsed balls of pσ,i is a 2–separated set of round balls
of radius ρi , and
avol(pσ,i )≤ c i 2i (d+1)n .
Here, c and ρ are the constants from Proposition 4.1.
Proof. We first show that (14) implies (15) and (16). Suppose therefore that i ≥ 0,
that B is an uncollapsed ball of pσ,i , and that there exists a similarity h : B →Dd
taking B to Dd such that (14) holds. Set β= si n(pσ,i (B)). By definition, rpσ,i (B) =
s−i n ◦ rβ. Let j ≥ 1. From (14) and (6) we have
pσ,i+ j (x)= (s−i n ◦P j ◦ si n)◦ rpσ,i (B) ◦h(x)= s−i n ◦P j ◦ rβ ◦h(x)= s−i n ◦pβ, j ◦h(x)
for all x ∈B , which proves (15). It is now easy to see that (16) is a consequence of
(15).
We next use induction on i to show that (14) holds for every i ≥ 0. For i = 0
this is trivially true. Now, suppose that (14) holds for some i ≥ 0. Let B , β, and
h be as above and let B ′ be an uncollapsed ball of pσ,i+1 contained in B . By (15)
we have
pσ,i+1(x)= s−i n ◦qβ ◦h(x) (17)
for all x ∈ B . Since h(B ′) is an uncollapsed ball of qβ there exists, by Proposi-
tion 4.1, a similarity h′ : h(B ′)→Dd taking h(B ′) to Dd such that
qβ(y)= rqβ(h(B ′)) ◦h′(y)
for all y ∈ h(B ′). From (17) it follows that qβ(h(B ′))= si n(pσ,i+1(B ′)) and hence
pσ,i+1(x)= s−i n ◦ rsi n (pσ,i+1(B ′)) ◦h′ ◦h(x)= rpσ,i+1(B ′) ◦h′ ◦h(x)
for all x ∈ B ′, which is exactly (14) for i +1. This proves that (14) holds for every
i ≥ 0, as claimed.
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Finally, the statements appearing after (16) follow from Proposition 4.1 and
from (16) by using induction on i again. □
This lemma implies that pσ,i takes uncollapsed balls of radius ρi = c−i 2− 3i n2
to cells of Xi of diameter roughly 2−i n . Let
η= η(n)= log2 2
−i n
log2ρ
i
= −n
log2ρ
= n3
2 n+ log2 c
. (18)
By definition, we have
2−i n = ρiη (19)
for any i ∈Z. Therefore, for any uncollapsed ball B of pσ,i ,
diamc (pσ,i (B))≈ 2−i n = ρiη ≈ diam(B)η.
This is consistent with a Hölder exponent of η. In fact, we will show that pσ is
η–Hölder.
Note that if α is as in Theorem 1.2 then η>α whenever n is large enough. We
fix such an n for the remainder of this section.
First, we note that we can replace pσ,i by pσ in the inequality above.
Lemma 5.2. There is an E > 0 such that for any i ≥ 0, d = 2,3, and σ ∈F d (X ), if
B is an uncollapsed ball of pσ,i , then
diamc (pσ(B))≤ E2−i n = Eρiη.
Proof. Let µ=maxδ∈F (X ) diamc (δ) and let b be as in (8), so that
dc (pσ,i (x), pσ(x))≤ 2b2−i n
for all x ∈Dd . Since pσ,i (B) is a cell of Xi , we have diamc (pσ,i (B)) ≤ µ2−i n and
thus
diamc (pσ(B))≤ 4b2−i n +diamc (pσ,i (B))≤ (4b+µ)2−i n .
Thus, the lemma holds with E = 4b+µ. □
Next, we want to show that pσ is η–Hölder whenever σ is a 2–cell . This is
based on the argument used to prove Proposition 7.4 in [8]. We will need the
following lemma.
Lemma 5.3. There is an A > 0 such that for any i ≥ 0, any σ ∈F 2(X ), and any
x, y ∈Mσ,i+1,
dc (pσ(x), pσ(y))≤ A · 2
−i n
ρi
· |x− y |. (20)
Proof. Let A ≥ 1 be such that Lipd0 (qδ)≤ 2π A for all δ ∈F 2(X ), where Lipd0 refers
to the Lipschitz constant with respect to the metric d0 onH. Let γ be a Lipschitz
curve in Mδ,1 joining two points x and y . Since qδ maps Mδ,1 into X
(1)
1 , which is
horizontal, qδ ◦γ is a horizontal curve inH and thus
dc (qδ(x), qδ(y))≤ ℓ0(qδ ◦γ)≤
2A
π
·ℓ(γ). (21)
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Let σ ∈ F 2(X ) and let B be an uncollapsed ball of pσ,k for some k ≥ 0. By
Lemma 5.1 and (10), there is a cell β ∈F 2(X ) and a similarity h : B →D2 taking
B to D2 such that h(B ∩Mσ,k+1)=Mβ,1 and
pσ(z)= pσ,k+1(z)= s−kn ◦qβ ◦h(z)
for all z ∈ B ∩Mσ,k+1. By (21), if γ is a Lipschitz curve in B ∩Mσ,k+1 joining two
points x and y , then
dc (pσ(x), pσ(y))= 2−kn ·dc (qβ(h(x)), qβ(h(y)))
≤ 2−kn · 2A
π
·ℓ(h(γ))= 2A
π
· 2
−kn
ρk
·ℓ(γ). (22)
Now, let σ ∈F 2(X ) and i ≥ 0 and let x, y ∈Mσ,i+1. Let γ be a shortest path in
Mσ,i+1 joining x and y . Notice that ℓ(γ)≤ π2 · |x− y |. We can divide γ into finitely
many sub-curves each of which is contained in B ∩Mσ,k+1 for some 0 ≤ k ≤ i
and some uncollapsed ball B of pσ,k . Inequality (20) then follows from (22). This
concludes the proof. □
Now we show that pσ is Hölder for all σ ∈F 2(X ).
Lemma 5.4. There exists C > 0 such that for all σ ∈F 2(X ) and all x, y ∈D2,
dc (pσ(x), pσ(y))≤C · |x− y |η. (23)
Proof. Let x, y ∈D2. Let j ≥ 0 be such that 2ρ j+1 < |x− y | ≤ 2ρ j . Let x ′ ∈Mσ, j be
the closest point to x and let y ′ ∈Mσ, j be the closest point to y . Then |x−x ′| ≤ ρ j
and |y − y ′| ≤ ρ j . Indeed, if x ∈ Mσ, j then x ′ = x. If x ̸∈ Mσ, j then the points x
and x ′ are in the same uncollapsed ball of pσ, j which has radius ρ j and hence
|x−x ′| ≤ ρ j . The same argument applies to y and y ′. Thus |x ′− y ′| ≤ 4ρ j .
By Lemma 5.3 and (19),
dc (pσ(x
′), pσ(y ′))≤ A · 2
− j n
ρ j
|x ′− y ′| ≤ A · 2
− j n
ρ j
·4ρ j = 4A ·ρ jη
Therefore, by Lemma 5.2,
dc (pσ(x), pσ(y))≤ dc (pσ(x), pσ(x ′))+dc (pσ(x ′), pσ(y ′))+dc (pσ(y ′), pσ(y))
≤ (4A+2E)ρ jη
≤ (4A+2E)
( |x− y |
2ρ
)η
,
as desired. □
Now, we extend these bounds to 3–cells of X . First, we use Lemma 5.4 to prove
that the map pσ is η–Hölder on Mσ,2 for any σ ∈F 3(X ). More precisely:
Lemma 5.5. There exists C ′ > 0 such that for every σ ∈F 3(X ) and all x, y ∈Mσ,2
we have
dc (pσ(x), pσ(y))≤C ′ · |x− y |η. (24)
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Proof. Define a map H : X2 →H by H := s−2n ◦P ◦ s2n and notice that P =H ◦P2
by (9). We first claim that for any δ ∈F 2(X2) and any x, y ∈ δ, we have
dc (H(x), H(y))≤K d0(x, y)η
for some K > 0 independent of δ. In order to prove the claim let
L = max
δ∈F (X )
max
{
Lipd0 (rδ),Lipd0 (r
−1
δ )
}
.
On δ we have
H =H ◦ rδ ◦ r−1δ = s−2n ◦ps2n (δ) ◦ r−1δ .
Since r−1
δ
is L–Lipschitz with respect to the metric d0, Lemma 5.4 implies that
dc (H(x), H(y))= 2−2n ·dc (ps2n (δ)(r−1δ (x)), ps2n (δ)(r−1δ (y)))
≤ 2−2nC Lη ·d0(x, y)η
for all x, y ∈ δ, which proves our claim.
Now, let σ ∈ F 3(X ) and observe that pσ,2(Mσ,2) is contained in a uniform
number (independent of σ) of 2-cells in X2 and that pσ =H ◦pσ,2. Since Mσ,2 is
π
2 -quasiconvex and pσ,2 is Lipschitz with respect to the metric d0 with Lipschitz
constant independent of σ the claim above is easily seen to imply that pσ sat-
isfies (24) for all x, y ∈ Mσ,2 with constant C ′ independent of σ. This completes
the proof. □
The lemma above allows us to prove a local Hölder bound for the restriction
of pσ to Mσ,i for every σ ∈F 3(X ).
Lemma 5.6. For any σ ∈F 3(X ) and i ≥ 0, if x, y ∈Mσ,i are such that |x− y | ≤ ρi
then
dc (pσ(x), pσ(y))≤C ′ · |x− y |η,
where C ′ is the constant from Lemma 5.5.
Proof. To avoid boundary issues, we only consider the case that x, y ∈ int Mσ,i ;
this immediately implies the general case.
We first claim that there exist 0≤ k ≤ i and an uncollapsed ball B of pσ,k such
that x, y ∈ B ∩Mσ,k+2. Let k be the largest integer such that x and y are both
contained in uncollapsed balls of pσ,k . Since x, y ∈ int Mσ,i , we have 0≤ k ≤ i−1.
By the maximality of k, either x ∈ int Mσ,k+1 or y ∈ int Mσ,k+1; without loss of
generality, we suppose x ∈ int Mσ,k+1.
Let B be the uncollapsed ball of pσ,k that contains x and let B
′ be the uncol-
lapsed ball of pσ,k that contains y . These balls have radius ρ
k ≥ ρi−1 and satisfy
d(B ,B ′)≤ |x−y | ≤ ρi , so if 2B and 2B ′ are the concentric balls of twice the radius,
then 2B and 2B ′ intersect. By Proposition 4.1, this implies that B = B ′ and thus
y ∈ B . We want to show that y ∈Mσ,k+2. Suppose by way of contradiction that y
is contained in some uncollapsed ball of pσ,k+2. Since y ∈ int Mσ,i , we must have
k ≤ i−3. There are balls D,D ′ such that y ∈D ′⊊D ⊊B , D is an uncollapsed ball
of pσ,k+1, and D ′ is an uncollapsed ball of pσ,k+2 of radius at least ρi−1. Since
|x− y | ≤ ρi−1, we have x ∈ 2D ′, and by Proposition 4.1, 2D ′ ⊂D . That is, x and y
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are contained in an uncollapsed ball of pσ,k+1, which contradicts the maximality
of k. Therefore, y ∈Mσ,k+2. This proves our claim.
Let h : B →D3 be the similarity from Lemma 5.1 taking B to D3. We have, for
all z ∈B ∩Mσ,k+2, that
pσ,k (z)= rpσ,k (B)(h(z))
and moreover h(B ∩Mσ,k+2) = Mβ,2, where β = skn(pσ,k (B)) ∈ F 3(X ). It thus
follows from (9) that
pσ(z)= (s−kn ◦P ◦ skn)(rpσ,k (B)(h(z)))= s−kn(pβ(h(z))).
Since h(x),h(y) ∈Mβ,2, Lemma 5.5 shows that
dc (pσ(x), pσ(y))= 2−kndc (pβ(h(x)), pβ(h(y)))
≤ 2−knC ′ · |h(x)−h(y)|η
= 2−knC ′ ·
(
ρ−k |x− y |
)η
=C ′|x− y |η,
where the last equality follows from (19). □
We can now apply the argument used to prove Lemma 5.4 in order to finish
the proof of Theorem 1.2.
Proof of Theorem 1.2. Let α < 23 . We claim that the map P : (H,d0) → (H,dc ) is
locally α–Hölder. For this let n > n0 be so large that η > α, where η = η(n) is
defined in (18). Since the maps rσ are uniformly bilipschitz with respect to the
metric d0 and since a given compact set in H intersects only finitely many cells
σ ∈F 3(X ) it suffices to show that pσ is η–Hölder with constant independent of
σ.
Let therefore σ ∈F 3(X ) and x, y ∈D3. Let j ≥ 0 be such that
2ρ j+1 < |x− y | ≤ 2ρ j .
Let x ′ ∈Mσ, j be the closest point to x and let y ′ ∈Mσ, j be the closest point to y .
As in Lemma 5.4, |x−x ′| ≤ ρ j and |y − y ′| ≤ ρ j , so
|x ′− y ′| ≤ 4ρ j ≤ 2|x− y |
ρ
.
Let γ be a shortest path from x ′ to y ′ in Mσ, j . Since Mσ, j is π2 –quasiconvex,
we have
ℓ(γ)≤ π
2
|x ′− y ′| ≤ 8ρ j .
If we cutγ into 8 equal segments each of length at mostρ j , we can apply Lemma 5.6
to show
dc (pσ(x
′), pσ(y ′))≤ 8C ′
( |x ′− y ′|
8
)η
≤ 8C ′
( |x− y |
4ρ
)η
=C ′′|x− y |η,
where C ′′ = 8C ′(4ρ)−η. Thus, by Lemma 5.2 and (19),
dc (pσ(x), pσ(y))≤ 2E(ρ j )η+C ′′|x− y |η ≤
[
2E(2ρ)−η+C ′′] · |x− y |η.
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This proves that pσ is η–Hölder.
Finally, since P is HZ–equivariant, the straight-line homotopy between the
identity and P is also HZ-equivariant. This shows that P is equivariantly homo-
topic to the identity. □
We use P to prove Theorem 1.3 by constructing a sequence of locally Hölder
maps that converge to the identity map.
Proof of Theorem 1.3. Let Y be a compact metric space and let ϕ : Y → H be a
continuous map. Let ϵ> 0 and let 0<α< 23 .
We first approximate ϕ by a Lipschitz map. Let δ > 0 be such that if x, y ∈ H
and d0(x, y) < δ, then dc (x, y) < ϵ2 . Let B ⊂ H be a ball containing ϕ(Y ) and
note that the Riemannian metric on B is bilipschitz equivalent to the Euclidean
metric on B (with a constant depending on the radius of B). Lipschitz maps from
Y to R3 are dense in the space of continuous maps [5, 6.8], so there is a Lipschitz
map λ : Y → (H,d0) such that d0(ϕ(y),λ(y))< δ for every y ∈ Y .
By Theorem 1.2, there is anHZ–equivariant locallyα–Hölder map P : (H,d0)→
(H,dc ). The HZ–equivariance of P implies that there is an m > 0 such that m ≥
dc (x,P (x)) for all x ∈H. Let r = ϵ2m . For any x ∈H,
dc (x,δr (P (δ
−1
r (x))))= r ·dc (δ−1r (x),P (δ−1r (x)))≤ r m =
ϵ
2
.
Letψ= δr ◦P ◦δ−1r ◦λ. Thenψ is locallyα–Hölder with respect to dc , and since
Y is compact, a locally α–Hölder map from Y toH is globally α–Hölder. For any
y ∈ Y ,
dc (ϕ(y),ψ(y))≤ dc (ϕ(y),λ(y))+dc (λ(y),ψ(y))
≤ ϵ
2
+dc (λ(y),δr (P (δ−1r (λ(y)))))≤ ϵ,
so ψ is an α–Hölder map that is ϵ–close to ϕ. □
6. A GLOBALLY HÖLDER MAP FROM R3 TO (H,dc )
In this section, we prove Theorem 1.4 by constructing a globally Hölder map
from R3 to H. In order to ensure that the map is proper, we will need to make a
small adjustment to the construction in Proposition 4.1. We need the following
lemma (see also [11]).
Lemma 6.1. Let d ≥ 3, let Y be a (d−2)–connected CW complex, and let f : Dd →
Y be a continuous map such that f (∂Dd ) ⊂ Y (d−1) and f (Dd ) ⊂ Y (d). For each
d–cell δ ∈F d (Y ), the degree of f is the same at every point in the interior of δ;
let degδ( f ) be this degree. Then there is an admissible map g : D
d → Y which
agrees with f on ∂Dd and such that for every d–cell δ ∈ F d (Y ), the number of
uncollapsed balls in g−1(δ) is |degδ( f )|.
Proof. The image f ([Dd ]) of the fundamental class of Dd is a cellular d–chain in
Y that can be written
f ([Dd ])= ∑
δ∈F d (Y )
degδ( f )[δ],
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where [δ] represents the fundamental class of δ, and ∂ f ([Dd ])= f ([∂Dd ]).
Let k = ∑δ |degδ( f )| and let B1, . . . ,Bk ⊂ intDd be k disjoint smoothly em-
bedded balls. For each ball, choose a cell δi ∈ F d (Y ) and a homeomorphism
gi : Bi → δi so that each cell δ is chosen |degδ( f )| times and so that the orienta-
tion of gi corresponds to the sign of degδ( f ).
We will extend the maps gi to the desired map g . We proceed as in [10]. Con-
sider the complement E = Dd \⋃i int(Bi ). Choose v ∈ ∂Dd and for each i , let
vi ∈ ∂Bi . For each i , let γi be a simple smooth curve connecting v to vi , and sup-
pose that the γi ’s are disjoint. The interior of the complement E \
⋃
i γi is home-
omorphic to an open d–ball, and we can give E the structure of a CW complex
with vertices v, v1, . . . , vk ; edges γ1, . . . ,γk ; (d −1)–cells ∂Dd , ∂B1, . . . ,∂Bk ; and a
single d–cell, which we call σ. Define g on E (d−1) so that it agrees with g on ∂Dd
and with gi on each ∂Bi ; since Y is connected, we can extend g on each edge. It
remains to extend g on σ.
Since Y is (d − 2)–connected, so is Y (d−1), and Hurewicz’s Theorem implies
that πd−1(Y (d−1))∼= Hd−1(Y (d−1)). Let α : Sd−1 → E (d−1) be the attaching map of
σ. Then
g (α([Sd−1]))= f ([∂Dd ])−∑
i
g ([∂Bi ])
=∑
δ
degδ( f )[∂δ]−
∑
δ
degδ( f )[∂δ]
= 0.
Therefore, g ◦α is null-homotopic, and the obstruction to extending g to a map
from Dd to Y (d−1) vanishes. □
We use this to strengthen Proposition 4.1. We set µ=maxσ∈F (X ) diamc (σ).
Lemma 6.2. There exists c > 1 such that for any n ≥ n0, there is an admissible,
HZ–equivariant, Lipschitz map Q : X = X0 → X1 that satisfies Proposition 4.1.
In addition, if σ ∈ F 3(X ) and σ1 ∈ F 3(X1) are 3–cells such that σ1 ⊂ σ and
dc (σ1,∂σ)> µ2−n , then Q−1(σ1)⊂ int(σ), and there is a unique uncollapsed ball
B ⊂D3 of qσ such that qσ(B)=σ1.
Proof. By Lemma 6.1 and its proof, we may let Q be a map satisfying Propo-
sition 4.1 with the property that for every δ ∈F 3(X1) and every σ ∈F 3(X ), the
preimage q−1σ (int(δ)) consists of the interiors of |degδ(qσ)|uncollapsed balls. We
claim that this map satisfies the lemma.
Let σ and σ1 be as in the statement of the lemma. For any δ ∈ F (X ) such
that δ ̸= σ and any y ∈ σ1, we have dc (y,δ) > µ2−n , so Q(δ) does not contain y .
That is, Q−1(σ1) ⊂ int(σ). Since Q is equivariantly homotopic to the identity, if
D ⊂H is a large enough ball that is centered at y and contains σ, then Q(∂D) is
homotopic to ∂D by a homotopy that avoids y . Then
degσ1 (qσ)= degy (Q|σ)= degy (Q|D )= degy (idD )= 1.
Therefore q−1σ (int(σ1)) is the interior of a single uncollapsed ball. □
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Let n > 0 be sufficiently large, to be determined later, and let Q be the map
from Lemma 6.2. Define Qi , Pi , and P exactly as in Section 4, using the new
map Q.
Lemma 6.3. For every δ ∈F (X ), the image P (δ) is contained in the closed 4µ2−n–
neighborhood N4µ2−n (δ;dc ) of δ.
Proof. Firstly, for every δ ∈F (X ), we have Q(δ)⊂Nµ2−n (δ;dc ) by Proposition 4.1.
Since for any i ≥ 0 and any λ ∈F d (Xi ), the scaling δ= si n(λ) is a cell of X , it thus
follows that
Qi (λ)= s−i n(Q(δ))⊂Nµ2−(i+1)n (s−i n(δ);dc )=Nµ2−(i+1)n (λ;dc ). (25)
The same inequality holds with λ replaced by any union of cells of Xi .
Let δ ∈F (X ). We will define a sequence of subcomplexes Ui ⊂ Xi such that
Pi (δ) ⊂Ui . Let U0 = δ, and for each i ≥ 0, let Ui+1 = supp(Qi (Ui ); Xi+1) be the
smallest subcomplex of Xi+1 that contains Qi (Ui ). Then P0(δ) = δ ⊂U0, and if
Pi (δ)⊂Ui , then
Pi+1(δ)=Qi (Pi (δ))⊂Qi (Ui )⊂Ui+1,
so Pi (δ)⊂Ui for all i .
By the definition of µ and (25), we have
U j+1 ⊂Nµ2−( j+1)n (Q j (U j );dc )⊂Nµ2−( j+1)n (Nµ2−( j+1)n (U j ;dc ))⊂N2·µ2−( j+1)n (U j ;dc )
for any j ≥ 1. Thus, for all j ,
P j (δ)⊂U j ⊂N∑ j−1
i=0 2·µ2−(i+1)n
(U0)⊂N4·µ2−n (δ),
and thus P (δ)⊂N4µ2−n (δ;dc ). This completes the proof. □
Now, we can give the proof of Theorem 1.4.
Proof of Theorem 1.4. Let ϵ> 0. We will construct a globally ( 23 −ϵ′)–Hölder map
F : R3 → (H,dc ) for some 0< ϵ′ < ϵ such that F is proper and has degree 1.
We first show that P is self-similar. Specifically, given a 3–cell σ ∈F 3(X ), we
will find a Euclidean similarity h : R3 →R3 with scaling factor ρ−1 and a Heisen-
berg similarity m : H→ H (i.e., a scaling composed with a left-translation) with
scaling factor 2n , such that for all x ∈D3 and all k ≥ 0, we have h−k (x) ∈D3 and
mk (pσ(h
−k (x)))= pσ(x). (26)
Let σ ∈ F 3(X ) and let u ∈ σ be a point in the interior of σ. Since the orbit
HZ ·σ is at bounded distance from every point inH there exists K ≥ 0 such that
dc (u, s
−n(HZ ·σ))≤K 2−n (27)
for every n. (In the case that the quotientHZ\X has only one 3–cell, we can take
K = 0.) Set r = dc (u,∂σ) and let n ≥ n0 be sufficiently large such that
max
{
µ2−n ,K 2−n
}≤ r
8
and such that η= η(n)> 23 −ϵ, where η(n) is defined in (18).
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By (27) and the choice of n there exists g ∈HZ such that dc (u, s−n(g ·σ))≤ r8 .
Let σ1 = s−n(g ·σ). Then diamc σ1 ≤µ2−n , so
dc (σ1,∂σ)≥ r −dc (u,σ1)−diamc (σ1)≥ 6µ2−n (28)
and σ1 ⊂ int(σ). Thus, by Lemma 6.2, there is a unique uncollapsed ball B1 ⊂D3
of qσ such that qσ(B1) = σ1. By Proposition 4.1, there is a similarity h : R3 → R3
such that h(B1)=D3 and qσ(x)= rqσ(B1)(h(x)) for all x ∈B1.
Let m : H→H be the Heisenberg similarity m(y)= g−1 ·sn(y), and for i ∈Z set
Bi = h−i (D3) and σi =m−i (σ). When i = 0, we have B0 =D3 and σ0 = σ. When
i = 1, this coincides with our previous definitions of B1 and σ1. Since B1 ⊂ B0
andσ1 ⊂σ0, we have Bi+1 = h−i (B1)⊂ h−i (B0)=Bi and likewiseσi+1 ⊂σi for all
i ∈Z.
Now we prove (26). It suffices to consider the case k = 1; the general case
follows by induction. Let x ∈D3. Then h−1(x) ∈ B1. By applying (4) of Proposi-
tion 4.1 to h−1(x), we find
qσ(h
−1(x))= rqσ(B1)(h(h−1(x)))= rσ1 (x)= s−n(g · rσ(x)).
Thus, (9) implies that
pσ(h
−1(x))= s−n ◦P ◦ sn ◦qσ(h−1(x))
= s−n ◦P (g · rσ(x))
= s−n(g ·P (rσ(x)))
=m−1(pσ(x)),
where the second-to-last equality follows from the equivariance of P . Applying
m to both sides, we get (26).
We can use this self-similarity to define a self-similar map F : R3 →H. Let
F (x)=m−i (pσ(hi (x)))
whenever i ∈ Z and x ∈ Bi . We claim that this is well-defined. Let i < j , so that
B j ⊂Bi , and let x ∈B j . Then h j (x) ∈D3 and j − i > 0, so by (26),
m− j (pσ(h j (x)))=m− j (m j−i (pσ(hi− j (h j (x)))))
=m−i (pσ(hi (x))).
This shows that F is well-defined. Furthermore, for all i ∈Z and x ∈ Bi , we have
h−1(x) ∈Bi+1, so
m(F (h−1(x)))=m(m−i−1(F (hi+1(h−1(x)))))=m−i (F (hi (x)))= F (x).
That is, F is self-similar.
It remains to show that F is globally η–Hölder, proper and has degree 1. Re-
call from Theorem 1.2 that the map pσ : D3 → (H,dc ) is (C ,η)–Hölder for some
constant C . Let x, y ∈ R3. Then there exists i ∈ Z such that x, y ∈ Bi and hence
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hi (x),hi (y) ∈D3. It thus follows that
dc (F (x),F (y))= dc (m−i (pσ(hi (x))),m−i (pσ(hi (y))))
= 2−i ndc (pσ(hi (x)), pσ(hi (y)))
≤C 2−i n(ρ−i |x− y |)η
=C |x− y |η,
by (19). This shows that F is globally η–Hölder.
We finally prove that F is a proper map and has degree 1. First, we find fixed
points for h and m. The intersection of the Bi consists of a single point, which
we call x0; this is the unique fixed point of h. Let y0 = F (x0). By the self-similarity
of F , we have
m−1(F (x0))=m−1(m(F (h−1(x0))))= F (x0),
so y0 is a fixed point of m−1. In fact, since m−1 is distance-decreasing with re-
spect to dc , y0 is the unique fixed point of m−1 and y0 = limi→∞m−i (u). Since
m−i (u) ∈ σi ⊂ σ for all i ≥ 0 and σ is closed, we have y0 ∈ σ and thus y0 ∈ σi for
all i . Since diamc (σi )→ 0 as i →∞ it follows that y0 =∩∞i=0σi .
Since y0 ∈σ1, (28) implies that
dc (y0,∂σ)≥ dc (σ1,∂σ)≥ 6µ2−n
and thus B6µ2−n (y0)⊂σ, where B6µ2−n (y0) denotes the ball of radius 6µ2−n cen-
tered at y0. It follows that B6µ2(−i−1)n (y0)⊂σi for any i ∈Z.
Suppose that x ∈ B0 \ B1. We claim that F (x) ̸= y0. Since x ∈ B0, we have
F (x) = pσ(x), and since x ̸∈ B1, qσ(x) ̸∈ intσ1. Thus there is some δ ∈ F (X1),
δ ̸=σ1, such that qσ(x) ∈ δ. Then (9) and Lemma 6.3 yield
F (x)= s−n(P (sn(qσ(x)))) ∈ s−n(P (sn(δ)))⊂ s−n(N4µ2−n (sn(δ);dc ))=N4µ2−2n (δ;dc ).
Let z ∈ δ be a point such that dc (F (x), z) ≤ 4µ2−2n . Since z ̸∈ intσ1, we have
dc (y0, z)≥ 6µ2−2n , so
dc (y0,F (x))≥ dc (y0, z)−dc (F (x), z)≥ 2µ2−2n
and thus F (x) ̸= y0.
For any i ∈ Z and any x ∈ Bi \ Bi+1, we have hi (x) ∈ B0 \ B1, so by the self-
similarity of F ,
dc (y0,F (x))= dc (m−i (y0),m−i (F (hi (x))))= 2−i ndc (y0,F (hi (x)))≥ 2µ2−(i+2)n .
It follows that if x →∞, then F (x)→∞, so F is proper.
Finally, we calculate the degree of F . Note that F−1(y0) = {x0} ⊂ intB0 by the
inequality above, so
degy0 (F )= degy0 (F |B0 )= degy0 (pσ)= degy0 (P |σ).
By Lemma 6.3, we have P−1(y0)⊂ intσ, so degy0 (P |σ)= degy0 (P )= 1. Since F is
proper, it has the same degree at every point ofH. This completes the proof. □
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