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Abstract
Arithmetical formulas are the formulas containing the usual logical and arithmetical symbols +, ·, and constants
of Z. If an arithmetical sentence ∀x∃y ψ(x, y) is true in a model M , then there is function f (x) defined on M
such that ∀x ψ(x, f (x)) is true in M . Such a function is called a Skolem function of the arithmetical sentence
∀x∃y ψ(x, y). In this paper, we study the bounds of the Skolem functions when the model M is the set of all
natural numbers N or the ring of integers Z. We define the Skolem function f (x) for ∀x∃y ψ(x, y) as follows.
For any a in N (or Z) let f (a) be the least (or least absolute value of) b such that ψ(a, b) is true in N (or Z). For
every arithmetical sentence ∀x∃y∀z ψ(x, y, z) true in N (or Z) there is a polynomial g(x) over Z such that the
corresponding Skolem function f (x) < g(|x|) for any x in N (or Z). An application of considering the bounds
of these Skolem function is the following: If the Generalized Riemann Hypothesis holds, then for every d there
is a polynomial time algorithm for the following problem: given a quantifier-free arithmetical formula φ(x, y) of
degree at most d , does ∀x∃y φ(x, y) hold in Z. Moreover, if the sentence is false in Z, then the algorithm outputs
an a ∈ Z such that ∀y ¬φ(a, y).
© 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Arithmetical formulas are the formulas containing the usual logical and arithmetical symbols +, ·, and
constants of Z (or some other rings). Assume that ∀x∃y φ(x, y) is true in a model M . We use |M| to
denote the underlying set of M . Then, for any a ∈ |M|, there is at least one b ∈ |M| such that φ(a, b) is
true in M . A function f on |M| is thus obtained by choosing one such b for each a and taking f (a) = b.
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Such a function is called a Skolem function for the sentence ∀x∃y φ(x, y) in the structure M (cf. [4,12]).
We also say that f realizes the assertion ∀x∃y φ(x, y) [3]. Of course, different choices of b will result
in different Skolem functions. Following the work done in Tung [14], the bounds on the size of Skolem
functions of arithmetical sentences (over natural numbers N or integers Z) will be studied in this paper.
In Tung [14], it is shown that there is a polynomial h(x, y, z) over Z such that ∀x∃y∃z h(x, y, z) = 0
is true in both N and Z, while for any integers a and b if ∃z h(a, b, z) = 0 is true in N (or Z), then
| b | > | a ||a|. If f (x) is the Skolem function for ∀x∃y∃z h(x, y, z) = 0 over N (or Z), then for any x in
N (or Z), f (x) > | x ||x|. The corresponding Skolem function must then grow exponentially. However,
in this paper we will show that for any arithmetical formula φ(x, y, z) over Z if ∀x∃y∀z φ(x, y, z) is
true in N (or Z), a corresponding Skolem function f (x) can be defined such that there is an n ∈ N and a
c > 0, f (x) < c · |x|n. Thus, in this case, the Skolem function f (x) is polynomially bounded. A result
in Tung [14] which is proved through an effective version of Hilbert’s Irreducibility Theorem [2] will be
the key to this demonstration. All of our results are effective. This means that all the constants appearing
in our results can be found effectively.
We may compare the results in this paper with the following Parikh’s Theorem [7,10]. If A(x, y) is
a bounded formula with no additional free variables, then if ∀x∃y A(x, y) is provable in I0, then for
some k, l
∀x∃y((y < xk + l) ∧ A(x, y))
is provable in I0. That is, the Skolem function of the above formula ∀x∃y A(x, y) is polynomially
bounded. The strength of the provability of I0 imposes the bounds on such formulas. In this paper, we
are interested in the bounds of the formulas which are true, instead of provable.
Given a quantifier-free arithmetical formula φ(x, y), does ∀x∃y φ(x, y) hold in Z? This decision
problem is co-NP-complete [15]. An application of considering the bounds of these Skolem function is
the following: If the Generalized Riemann Hypothesis holds, then for every d there is a polynomial time
algorithm for the following problem: given a quantifier-free arithmetical formula φ(x, y) of degree at
most d, does ∀x∃y φ(x, y) hold in Z. Moreover, if the sentence is false in Z, then the algorithm outputs
an a ∈ Z such that ∀y ¬φ(a, y).
The results on the bounds of the size for the Skolem functions of various arithmetical formulas was
also applied to study the arithmetical games introduced in the work of Rabin [11]. In particular, the
upper and lower bounds of the time complexities of the winning strategies of the arithmetical games of
different lengths are determined [14].
2. Notations and preliminaries
Arithmetical formulas over N or Z are equations combined with the logical symbols ∧ (and), ∨ (or),
¬ (not), → (implies), ↔ (if and only if) and the quantifiers ∀ (for every), ∃ (there exists). Usually,
arithmetical formulas over N should only allow the constants in N . Therefore, the atomic formulas
should be of the form f (x, y) = g(x, y) where f (x, y) and g(x, y) are polynomials with constants in
N . Clearly, for every a and b in N , f (a, b) = g(a, b) if and only if f (a, b)− g(a, b) = 0. Therefore,
as a convenient convention and similar to cases over Z, the atomic formulas are given in the form
F(x, y) = 0 where F(x, y) ∈ Z[x, y]. Given a polynomial F(x, y) ∈ Q[x, y], F(x, y) can be viewed as
a polynomial of one variable y with coefficients in Q[x] and it will be written as F¯ (y). Thus, F¯ (y) is an
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element of Q[x](y) and the equation F¯ (y) = 0 is solvable in Q[x] if and only if there is a g(x) ∈ Q[x]
such that
F¯ (g(x)) = F(x, g(x)) ≡ 0.
In this work, small Greek letters φ, ψ are used to denote arithmetical formulas. Let φ(x, y) be an
arithmetical formula over Z with variables x, y. As in the case of polynomials, φ(x, y) can be viewed
as an arithmetical formula over Z[x] with a single variable y, and is written as φ¯(y). A formula φ is in
disjunctive normal form if it has the form φ = φ1 ∨ φ2 ∨ · · · ∨ φn where φi = φi,1 ∧ φi,2 ∧ · · · ∧ φi,mi
for each i, and each φi,j is an equation f = 0 or the negation of an equation ¬f = 0 (writing in the
form f /= 0). A conjunctive normal form formula is defined analogously except that the symbols ∧ and
∨ are interchanged.
The results in Cohen [2] are important for us. In order to make the notations consistent with the input
lengths of the problems, several modifications are employed. We define |f | to be the maximum of the
absolute values of the coefficients of the polynomial f with its coefficients over Z, unless this quantity
is less than 8, in which case set |f | = 8. Also set ||f || = log |f | where the log function here is the
logarithm function with base 2. The only significance of figure 8 in these definitions is that it allows the
convenience of having each of |f |, ||f ||, and log ||f || > 1 and avoids some trivial cases in the proofs.
In measuring computational complexity, the polynomials are input in dense form, i.e., if polynomial f
contains the monomial axi11 · · · xinn with a /= 0 and monomial bxj11 · · · xjnn with j1  i1, . . . , jn  in, then
b must be input even if b = 0. A simplified way of measuring the complexity is to then define the input
length of a polynomial f (x) to be d · ||f ||; where d is the degree of f (x). Let φ(x1, . . . , xn) be an arith-
metical formula, then φ is a boolean combination of equations f1(x1, . . . , xn) = 0, . . . , fm(x1, . . . , xn)=
0 where fi(x1, . . . , xn) and fj (x1, . . . , xn) may be the same even though i /= j . Then |φ| =∑mi=1 |fi |
is called the norm of φ and let ||φ|| = log |φ|. The degree of φ is defined to be the maximum of the
degrees of fi for 1  i  m. Our terminologies for computational complexity are standard [5].
Let f (n) and g(n) be two functions from N to N (or g(n) a function from Z to N); function g(n) is
said to be O(f (n)) if a constant c exists such that g(n)  cf (n) (or g(n)  cf (|n|)) for all but some finite
(possibly empty) set of values for n. We say a function g(n) is in POLYLOG, POLY, QUASIPOLY, and
EXP if there is an m ∈ N such that g(n) is O((log(n))m), O(nm), O(exp((log(n))m)), and O((exp(n))m),
respectively. It is easy to see that if a function is in the former class then it is in the latter class. Also,
there exist functions which are in the latter class but not in the former class. The upper bound and
lower bound statements are similar to the theory of computational complexity [5]. For example, we say
a class of functions C is in POLYLOG if for every function g(n) in C, g(n) is in POLYLOG. This is
an upper bound statement. We say C is not in POLY if there is a function g(n) in C such that g(n) is
not O(nm) for any m in N . This is referred as a lower bound statement. Some facts from the theory of
computational complexity are used in this paper in order to simplify the proofs. Some definitions which
will be necessary in the proofs are now given. P (PSPACE) is the class of all languages recognizable
by polynomial time (space) bounded deterministic Turing Machine programs that halt on all inputs. We
will need the well known fact that P is in PSPACE [6].
All common operations on sets, i.e., complementation, intersection, union and difference, are used
in this paper. Sets are represented by lists and all the basic operations MEMBER, INSERT, DELETE,
UNION and FIND on sets as described in [1] are employed in this paper. The number of the symbols in a
list must be finite. Now, letA be a finite set. To represent the complement ofA (no matter the complement
is taking with respect to what set) we insert a symbol ¬ at the beginning of the list representing A and
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write ¬A. To represent the set ¬B where B = ¬A for a finite set A we simply delete the sign ¬ at
the beginning of the list representing ¬A. The empty set is represented by a list with a single special
symbol ∅. A special convention for representing the universal set V is used in this paper to simplify
the algorithms. That is, the universal set V is viewed as the complement of the empty set, and it is
represented by the list in the form ¬∅. A set S is called a co-finite set if it is the complement of a finite
set (including the empty set). Therefore, a set S is co-finite if and only if the list representing S starts
with the symbol ¬.
The procedure LOGIC described in Tung [15] will be used several times in this paper. For the sake of
convenience, we give the complete procedure below.
LOGIC
Input. A parse tree of a logical formula with each atomic formula substituted by a set of polynomials or
numbers.
Output. The set assigned to the root of T .
Method. For every vertex v we assign a set Sv according to the following rules. We traverse the tree T
as we assign the truth value to logical formulas [4], and hence, start from the bottom of the tree. The
operations involving the complement, i.e. ¬, are according to the rules described above.
(a) v is a leaf, i.e., v is a set, let Sv = v.
(b) v = ¬, let Sv = ¬Su, where u is the son of v.
(c) v = ∨, let Sv = Su ∪ Sw, where u,w are the sons of v.
(d) v = ∧, let Sv = Su ∩ Sw, where u,w are the sons of v.
(e) v =→, let Sv = ¬Su ∪ Sw, where u and w are the left and right sons of v, respectively.
(f) v =↔, let Sv = (Su ∩ Sw) ∪ (¬Su ∩ ¬Sw), where u,w are the sons of v.
If the given formula contains n logical connectives, then there are n set operations performed in
the algorithm LOGIC. Since set operations can be performed quickly [1], in particular, it is in polyno-
mial time. A fundamental property of LOGIC is that the output of LOGIC is invariant under logical
transformations. The precise statement is given below.
Proposition 2.1 [14]. Let ψ and φ be two logically equivalent propositional sentences, and let S and T
be their parse trees, respectively. If, for each propositional variable v in S and T , all the occurrences of
v are substituted with the same set, then the outputs of LOGIC on S and T , respectively, are the same
set.
Every formula can be transformed to one in conjunctive or disjunctive normal form. In general, this
takes exponential time because the size of the formula may grow exponentially. However, from the above
proposition we obtain that the output will not be affected by transforming the formula to disjunctive or
conjunctive normal forms while applying the the algorithm LOGIC. In particular, the output lengths are
still the same. Therefore, without loss of generality, we may assume that the formulas are in normal
forms when we do the proofs.
We give our first application of LOGIC below. From it we may also learn what the algorithm LOGIC
will do for us.
Lemma 2.2. If ∃x φ(x) is true in N (or Z), then there is an a in N (or Z) such that φ(a) is true and
|a|  |φ|.
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Proof. By Proposition 2.1, we may assume that φ(x) is in disjunctive normal form, i.e., φ = φ1 ∨
· · · ∨ φs and
φi(x) = [∧mij=1fi,j (x) = 0 ∧ ∧nik=1gi,k(x) /= 0],
where fi,j (x), gi,k(x) are polynomials over Z. For any polynomial g(x) =∑mi=0 aixi over Z, the ab-
solute values of the roots of g(x) = 0 in Z are less than or equal to the maximum value of |ai | for
0  i  m. Let Ai,j and A′i,k be the sets of the roots of equations fi,j (x) = 0 and gi,k(x) = 0, respec-
tively. Let T be the parse tree of φ substituting the equations fi,j (x) = 0 and gi,k(x) = 0 with Ai,j and
A′i,k , respectively. Then running LOGIC on T , and let A be the output. By Proposition 2.1 again,
A = ∪si=1((∩mij=1Ai,j ) ∩ (∩nik=1¬A′i,k)).
We also obtain that a ∈ A if and only if φ(a) is true by Proposition 3.2 of [15]. From the assumption, A
is nonempty. Suppose that there is an i, 1  i  s, such that
Ai = (∩mij=1Ai,j ) ∩ (∩nik=1¬A′i,k)
is nonempty and finite. Then Ai is the subset of the set of roots of the equation fi,1(x) = 0, and A =
∪si=1Ai . It is easy to see that there is an a ∈ A such that |a|  |φ|. Suppose that Ai is infinite or empty
for every i, 1  i  s. This means that fi,j (x) ≡ 0 or that fi,j (x) = 0 has no solution for every i and j .
Since A is nonempty, there is an i such that Ai is infinite. Then,
Ai = (∩nik=1¬A′i,k) = ¬(∪nik=1A′i,k).
Similarly, we obtain that there exists an a such that a ∈ A and |a|  |φ|. 
3. Skolem functions
Suppose that ∀x∃y φ(x, y) is true in N (or Z). We define the Skolem function f (x) for ∀x∃y φ(x, y)
as follows. For any a in N (or Z) let f (a) be the least (or the least absolute value of) b such that φ(a, b)
is true in N (or Z). We will study the bounds on the sizes of these Skolem functions. In [14] we defined
the Skolem function for the cases of polynomial equations. Polynomial equations are the simplest class
of arithmetical formulas. Thus, all of the results in [14] on the lower bounds for the cases of equations
hold for the cases of arithmetical formulas. We now prove the results for the upper bounds. We first
consider the simplest case.
Proposition 3.1. The set of Skolem functions over N (or Z) for sentences of the form ∀x∃y φ(x, y),
where φ(x, y) is a quantifier-free arithmetical formula, is in POLY .
Proof. We will prove that if h(x) is the Skolem function over N (or Z) for ∀x∃y φ(x, y), where φ(x, y)
is a quantifier-free arithmetical formula, then there is an n ∈ N and a c > 0 such that h(a) < c · |a|n for
every a in N (or Z). Lemma 2.2 tells us that if ∃x ψ(x) is true, then there is an a, |a|  |ψ |, such that
ψ(a) is true. Let φ be the boolean combination of polynomial equations fi(x, y) = 0, 1  i  s, then
there is a polynomial g1(x) over N such that |fi(a, y)| < g1(|a|) for each i. This then implies that for
any φ(x, y) and any b ∈ Z, there is an n ∈ N and a c > 0 such that |φ(b, y)| < c · |b|n. This implies
that there is an n ∈ N and a c > 0 such that h(a)  |φ(a, y)| < c · |a|n for every a in N (or Z). 
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The result of Proposition 3.1 is the best possible one, in a certain sense. A better lower bound cannot be
achieved here. It must grow polynomially. This can be seen quite easily by the sentence ∀x∃yy − xn = 0.
Based on the result of Matijasevi£ and Robinson [9], we have the following lower bound result on
the formulas with one more existential quantifier from [14]. In particular, it tells that the lower bound of
the Skolem functions over N (or Z) for formulas of the form ∀x∃y∃z φ(x, y, z), where φ(x, y, z) is a
quantifier-free arithmetical formula, is at least exponential.
Theorem 3.2 [14]. The lower bound of the Skolem functions over N (or Z) for sentences of the form
∀x∃y∃z f (x, y, z) = 0, where f (x, y, z) ∈ Z[x, y, z], is at least exponential.
Proving the upper bound results for sentences of the form ∀x∃y∀z φ(x, y, z) is the next task. Com-
paring the results of Proposition 3.1 and Theorem 3.2, it shows that if an existential quantifier is added,
then different lower bounds will be resulted. The situation is different here for universal quantifier.
Any existential formula ∃z φ(x, y, z) is the negation of the universal formula ∀z¬φ(x, y, z). We might
expect that the bounds of the Skolem functions of these two formulas are the same. However, we will
show that the bound on the sizes of the Skolem functions for sentences of the form ∀x∃y∃z φ(x, y, z)
is essentially higher than for sentences of the form ∀x∃y∀z φ(x, y, z). It is an interesting question as to
whether this result holds for the formulas with more quantifiers. In particular, is the bound on the size
on the Skolem functions for sentences of the form ∀x∃y∃z∃w φ(x, y, z, w) higher than for sentences of
the form ∀x∃y∃z∀w φ(x, y, z, w)?
The following theorem will be important in the analysis which follows:
Theorem A [14]. Let f (X, y) = f (x1, . . . , xl, y) be a polynomial in Z[X, y], and ∃X∀y f (X, y) /= 0.
Then there exist constants n ∈ N and m ∈ N depending on l and the degree of f (X, y) such that there
exists an a, 0  a  n|f |m, and ∀y f (a, y) /= 0. If the Generalized Riemann Hypothesis holds, then
there exist n ∈ N and m ∈ N depending on l and the degree of f (X, y) such that there exists an a,
0  a  n(||f ||)m, and ∀y f (a, y) /= 0.
Now, we use Theorem A to prove the following theorem which will give us the upper bound on the
sizes of the Skolem functions for the sentences of the form ∀x∃y∀z φ(x, y, z).
Theorem 3.3. Let φ(x, y) be a quantifier-free arithmetical formula, and ∃x∀y φ(x, y) is true in Z.
Then there exist n ∈ N and m ∈ N depending on the degrees of the polynomials in φ(x, y) and an
a ∈ N , 0  a  n|φ|m, such that ∀y φ(a, y) is true in Z.
Proof. Without loss of generality, assume that φ(x, y) is in conjunctive normal form. Let φ(x, y) =
φ1 ∧ · · · ∧ φs and
φi(x, y) = [∨mij=1fi,j (x, y) = 0 ∨ ∨nik=1gi,k(x, y) /= 0],
where fi,j (x, y), gi,k(x, y) are polynomials overZ. Let Fi(x, y)=∏j fi,j (x, y) andGi(x, y)=
∑
k(gi,k
(x, y))2, then ∃x∀yφ(x, y) is true if and only if
∃x∀y ∧si=1 Fi(x, y) = 0 ∨Gi(x, y) /= 0.
Suppose that
∃x∀y
∏
i
Gi(x, y) /= 0
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is true in Z. Then from Theorem A, there exist constants n ∈ N and m ∈ N depending on the degree of∏
i Gi(x, y), and hence depending only on the degrees of the polynomials gi,k(x, y) for 1  i  s and
1  k  ni , and an a, 0  a  n|∏i Gi |m, such that ∀y
∏
i Gi(a, y) /= 0. Then ∀yφ(a, y) is true in Z.
This is what we desired.
Now, suppose that ∃x∀y∏i Gi(x, y) /= 0 is false in Z or
∀x∃y
∏
i
Gi(x, y) = 0
is true in Z. Factoring
∏
i Gi(x, y) over Z, we have
∏
i
Gi(x, y) = g(x) · h(y) ·
r∏
i=1
hi(x, y) ·
t∏
j=1
(bjy −Hj(x))
where hi(x, y) are irreducible polynomials overZ and do not belong toZ[y]. Since ∀x∃y∏i Gi(x, y) =
0 is true in Z, t /= 0, this means that ∏i Gi(x, y) must have a factor of the form b · y −H(x). Also,
for every a ∈ Z, there is a j , 1  j  t , such that Hj(a)/bj ∈ Z. In order that ∀yφ(a, y) is true in Z
for an a ∈ Z, then for every i and j , Hj(a)/bj ∈ Z and Gi(x, y) has the factor bjy −Hj(x) which
implies that Fi(a,Hj (a)/bj ) = 0. This means that a is a root of the polynomial Fi(x,Hj (x)/bj ) = 0.
Since |Fi(x)| and |Hj(x)| are polynomially bounded by |φ|, a is polynomially bounded by |φ|. This
completes the proof. 
Now, applying the above theorem for the case over Z we prove the similar results over N .
Theorem 3.4. Let φ(x, y) be a quantifier-free arithmetical formula, and ∃x∀y φ(x, y) is true in N.
Then there exist n ∈ N and m ∈ N depending on the degrees of the polynomials in φ(x, y) and an
a ∈ N, 0  a  n|φ|m, such that ∀y φ(a, y) is true in N.
Proof. If ∃x∀y φ(x, y) is true in Z, then there exist n and m > 0 depending on the degrees of the poly-
nomials in φ(x, y) and a ∈ N such that 0  a  m|φ|n, and ∀y φ(a, y) is true in Z. Then ∀y φ(a, y) is
true in N . This is the desired result.
If, on the other hand, ∀x∃y ¬φ(x, y) is true in Z, then ∃y ¬φ¯(y) is true in Q[x]. Moreover, for every
integer a ∈ Z there is an F(x) ∈ Q[x] such that ¬φ¯(F (x)) is true and F(a) ∈ Z [15].
Let A = {Fi(x) = Gi(x)/bi, 1  i  s}, where Gi(x) ∈ Z[x] and bi ∈ N , such that ¬φ¯(F (x)) is
true. We define B as the subset of those polynomials in A with positive leading coefficient. Let b be
the least common multiple of bi , and M be the maximum value of |Gi | for all the polynomials Fi(x) =
Gi(x)/bi ∈ B. Then ∃x∀y φ(x, y) is true in N implies that either there is an α, 0  α  M , such that
∀y φ(α, y) is true in N or there is a β, M < β  M + b, such that Gi(β)/bi /∈ N for every Gi(x)/bi
in B [15]. The first case is what is desired to be proved because M  |φ|. Assume that the latter case
is true. Let ψ(x, y) be a modified form of the formula φ(x, y) where the factors which are in A− B
have been eliminated. Then for every Gi(x)/bi ∈ B, Gi(β)/bi /∈ Z. Thus ∃x∀y ψ(x, y) is true in Z
[15]. By Theorem 3.4, there exist constants n ∈ N , m ∈ N and an a ∈ N such that 0  a  n|F |m, and
∀y ψ(a, y) is true in Z. Hence ∀y φ(a, y) is true in N . From the proof of Theorem 3.4, we can take
a > M , thus Gi(a)/bi /∈ N for Gi(x)/bi ∈ A− B. Therefore, there exist constants n ∈ N , m ∈ N and
an a ∈ N such that 0  a  n|f |m, and ∀y φ(a, y) is true in N . 
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Using Theorem 3.3 and 3.4 and a similar proof to that of Proposition 3.1 we obtain the following
theorem.
Theorem 3.5. The set of Skolem functions over N (or Z) for sentences of the form ∀x∃y∀z φ(x, y, z),
where φ(x, y, z) is a quantifier-free arithmetical formula, is included in POLY .
A arithmetical sentence can always be expressed by arithmetical sentences with more complicated
quantifier structures i.e. with more quantifiers or more number of alternations. Therefore, the bounds
on the size for any set of formulas with fixed number of quantifiers are less than or equal to the
bounds for the formulas with more complicated quantifier structure. Surprisingly, in Tung [14], it is
shown that if the Generalized Riemann Hypothesis holds, then the set of Skolem functions over Z
for formulas of the form ∀x∃y∀z f (x, y, z) /= 0, where f (x, y, z) ∈ Z[x, y, z], is included in POLY-
LOG. This is no longer true if we substitute f (x, y, z) /= 0 with a quantifier-free arithmetical formula
φ(x, y, z).
Now we would like to show an interesting result. In [15], we proved that the problem of deciding
whether an arbitrarily given arithmetical sentence ∀x∃y φ(x, y), where φ(x, y) is quantifier-free, is true
in Z is co-NP-complete. However, with the assumption that the Generalized Riemann Hypothesis is true
we have the following result.
Theorem 3.6. If the Generalized Riemann Hypothesis holds, then for every d there is a polynomial time
algorithm for the following problem: given a quantifier-free arithmetical formula φ(x, y) of degree at
most d, does ∀x∃y φ(x, y) hold in Z. Moreover, if the sentence is false in Z, then the algorithm outputs
an a ∈ Z such that ∀y ¬φ(a, y).
Proof. We modify the algorithm Z in Tung [15], and call it Z′. 
ALGORITHM Z′
Input. An arithmetical formula φ(x, y) containing no quantifier, with the degrees of φ(x, y) bounded
by d.
Output. “Yes” if ∀x∃y φ(x, y) is true in Z, “no” otherwise.
Method. Write down the parse tree T of φ(x, y), and for each leaf of T , f (x, y) = 0, factor f (x, y)
over Q by Lenstra’s algorithm [8].
Step 1. Form a new tree T1 by substituting each f (x, y) = 0 of T with the set {b1, . . . , br}, r  0,
where x − bi is a linear factor of f (x, y) over Z. Then run LOGIC on T1 and let A be the output. If A is
finite, then go to Step 2. Suppose that A is co-finite, then ¬A is finite. Then for every a in ¬A check that
∃y φ(a, y) in Z to see whether it is true or not with the algorithm ∃ SENTENCE over Z [15]. If there
is an a in ¬A such that ∃y φ(a, y) is false, then answer “no” and stop. If for every a in ¬A, φ(a, y) is
true in Z, then answer “yes” and stop.
Now, assume that A is finite, and go to Step 2.
Step 2. Form a new tree T2 by substituting each f (x, y) = 0 of T with the set {F1(x), . . . , Fp(x)},
where y − Fi(x) is an irreducible factor of f (x, y) over Q obtained by the Lenstra’s algorithm above.
(If f (x, y) ≡ 0, then substitute f (x, y) with V and V means Q[x] here.) Then run LOGIC on T2 and
let B be the output which is finite. If B is empty, then answer “no” and stop. If B is not empty, then go
to the next step.
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Step 3. Let the set B be {H1(x), . . . , Hs(x)}, 1  l  s. Then let G(x, y) =∏sl=1(y −Hl(x)). Let
n and m be the same as in Theorem A above for the polynomial G(x, y). Since the degrees of the
equations in the formula φ(x, y) are bounded by d, n and m are fixed constants. Check whether or not
for every b, 0  b < n(||G||)m, ∀y G(b, y) /= 0 is true in Z. If there is a b, 0  b < n(||G||)m, such
that ∀y G(b, y) /= 0 is true in Z, then answer “no” and stop. Otherwise, go to the next step.
Step 4. For each Hl(x), 1  l  s, in B and each equation f (x, y) = 0 of T solve the equation
f (x,Hl(x)) = 0 in Z, and let Cf,l be the set of solutions. (If f (x,Hl(x)) ≡ 0, then substitute f (x, y)
with V and V means Z this time.) Form the tree T3,l by substituting each f (x, y) = 0 of T with the
set Cf,l , then run LOGIC on T3,l and let Cl be the output. The set Cl will be co-finite for each l. Let
D = ∪sl=1(¬Cl), which is finite. For each a in D, check that ∃y φ(a, y) in Z with the algorithm ∃
SENTENCE. If ∃y φ(a, y) is true for every a in D, then answer “yes”, “no” otherwise, and stop.
From algorithm Z′, we may obtain even more. If ∀x∃y φ(x, y) is false, i.e., ∃x∀y ¬φ(x, y) is true in
Z, then the number a such that ∀y ¬φ(a, y) can be found in polynomial time. Here, if the set B in the
step 2 is empty, then take G(x, y) ≡ 1 to be a constant polynomial in the step 3. We then may obtain the
number a we want.
Now, we need to prove the correctness of the algorithm and show its time complexity. These are
similar to the proofs in Tung [15]. The only difference between the algorithm Z′ and the algorithm Z
is the step 3. The correctness of step 3 follows from Theorem A above. The proofs of the correctness
of all other steps in the algorithm Z′ are the same as in Tung [15]. All of the steps except 3 can be
done in polynomial time as is shown in Tung [15]. Now, we will show that step 3 of the algorithm Z′
can also be done in polynomial time. From the fact that these polynomials can be obtained in poly-
nomial time, |Fi(x)|, 1  i  m, are polynomially bounded by |φ|, and so is |G(x, y)|. For every b,
0  b < n(||G||)m, check whether or not ∀y G(b, y) /= 0 is true in Z can be done in polynomial time.
This follows from considering that the input length of b is polynomially bounded and ∀y G(b, y) /= 0
can be decided in polynomial time [13]. We need to check the sentence ∀yG(b, y) /= 0 with n(||G||)m
many b’s which are polynomially bounded by the input length of |φ|. Hence, step 3 can be done in
polynomial time. Thus, algorithm Z′ can be done in polynomial time.
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