ABSTRACT. We propose a new way of thinking about one parameter persistence. We believe topological persistence is fundamentally not about decomposition theorems but a central role is played by a choice of metrics. Choosing a pseudometric between persistent vector spaces leads to stabilization of discrete invariants. We develop theory behind this stabilization and stable rank invariant. We give evidence of the usefulness of this approach in concrete data analysis.
HIERARCHICAL STABILIZATION
Our aim for this paper is to propose a new way of thinking about one parameter persistence where the central role is played by a choice of metrics. Discovering appropriate metrics and units to measure physical phenomena is essential in understanding these phenomena. Comparison and interpretation of observations should depend on the phenomena and the experiments they came from and not simply just on their values. In biological sciences, for example, the studied phenomena often do not come with a canonical distance measure. Different phenomena might require different metrics to compare outcomes of experiments so why for inputs and outcomes of persistence analysis of data from these experiments, typically only Gromov-Hausdorff, bottleneck or Wasserstein distances are used? Our purpose is to provide a rich space of metrics and illustrate how they can be used to improve persistence analysis. Although barcodes and summaries based on them (see for example [5, 1, 12] ) are important and useful tools for data analysis, they are consequences of something we think is more fundamental which is the choice of a metric. Traditional view in persistence has been that bars with long lifespans are of importance and smaller bars are to be considered as noise. This view, however, is challenged by many recent studies showing that also smaller features might carry important information, see for example [3] , [17] , [18] , [11] and [8] . It thus depends on the analysis at hand what is to be taken as topological noise and we believe emphasizing the meaningful features is a question of choosing an appropriate metric. We explore this in the second part of the paper. All the proofs of the propositions presented in this introductory section are placed in the Appendix A. A discrete invariant is a function R : T → N with values in the set of natural numbers N = {0, 1, . . .}. We think about T as a collection of data sets or objects that Date: April 8, 2019. *Mathematics Department, KTH, S-10044 Stockholm, Sweden, wojtek@kth.se. First author was founded by VR and Göran Gustafsson foundation. **Tampere University, Korkeakoulunkatu 10, 33720 Tampere, Finland, henri.riihimaki@tuni.fi. represent them. If T consists of finite metric spaces for example, such an invariant might assign to a metric space in T the number of clusters obtained by applying some clustering algorithm. Our method of converting such a discrete invariant into a stable one, which we call hierarchical stabilization, requires a choice of a pseudometric d on T and this is in our opinion the key step central to persistent analysis. Recall 
X)(t) = R d (X)(s). This value R d (X)(t) is called the limit of R d (X) and is denoted by lim( R d (X)).
Let M denote the set of Lebesgue measurable functions [0, ∞) → [0, ∞).
Definition. Hierarchical stabilization of R : T → N with respect to a pseudometric d on T is the function R d : T → M that maps X in T to R d (X).
The range M of R d has a much richer geometry than the set of natural numbers, the range of R. For example M has many interesting pseudometrics, among them the standard L p -metric (for p ≥ 1) and a so called interleaving metric d :
S := { | f (t) ≥ g(t + ) and g(t) ≥ f (t + ) for all t ∈ [0, ∞)} d ( f , g) := inf(S) if S is non empty ∞ otherwise
The hierarchical stabilization satisfies the following Lipschitz properties:
1.2. Proposition. Let d be a pseudometric on T, R : T → N a function, and p ≥ 1 a real number. Then for any X and Y in T:
We think about the hierarchical stabilization as a process of converting a discrete invariant R : T → N into a stable invariant R d : T → M whose values are in a space in which rich probability and statistical methods are well developed. We take advantage of this in our examples in Sections 9.2 and 9.3. Different pseudometrics on T lead to different invariants. We believe one parameter persistence is about identifying pseudometrics on T for which the associated invariant reflects structural properties of T relevant to a given data analysis task. The expectation is that some of these properties should be reflected by the geometry of the image of R d in M described by the L p or interleaving metrics if an appropriate pseudometric d on T is chosen.
In general there is a loss of information as R d : T → M may map objects that we do not intend to identify to the same function. For retaining more information we are going to consider families of pseudometrics on T and the induced stabilizations. Let M 2 denote the set of measurable functions of the form [0, ∞) 2 → [0, ∞).
is a function defined as follows:
Non-decreasing sequences are key examples of universally admissible sequences: ] of pseudometrics on T is admissible for any R : T → N.
Similarly to M, we consider following pseudometrics on M 2 , the normalized L p (for p ≥ 1) and the interleaving metrics:
The key parameter in the hierarchical stabilization is the choice of a pseudometric. It turns out that with respect to this key parameter the hierarchical stabilization process is also stable. Here is one manifestation of this stability:
is a non-decreasing sequence of pseudometrics on T. Let R : T → M 2 be the hierarchical stabilization of R along this sequence. Then, for any X and Y in T:
The hierarchical stabilisation process along a non-decreasing sequence of pseudometrics on T, converts a discrete invariant R : T → N into a stable invariant R : T → M 2 .
We can now state our key definition:
1.6. Definition. Let T be a category with its set of objects also denoted by T. A sequence of pseudometrics {d α } α∈ [0,∞] on T is called ample for R : T → N if it is admissible for R, and the hierarchical stabilization R : T → M 2 along this sequence has the following property: X and Y in T are isomorphic if and only if R(X) = R(Y).
Let T be a category. By definition ample for R : T → N sequences of pseudometrics on T lead to stable embeddings of isomorphism classes of objects in T into M 2 . By choosing such an embedding, we can think about T as a subspace of M 2 in which rich probability and statistical methods are well developed. Different ample for R sequences give different embeddings. Our expectation is that by choosing an appropriate such embedding, structural properties of T relevant to a data analysis task could be reflected by the geometry of the image of R in M 2 described by the L p or interleaving metrics. The focus of this article is on T being the category Tame([0, ∞), Vec K ) of tame [0, ∞)-parametrized K vector spaces (also called one parameter tame persistent modules) and R : T → N being the rank. Our goal is to show that this T has a rich space of metrics. We also explain how measurable functions of the form [0, ∞) → (0, ∞) (called densities) lead to non-decreasing sequences of metrics on T which are ample for the rank. We illustrate on several examples in 9.2 and 9.3 that a choice of an appropriate metric on T can lead to improvements in for example classification tasks.
FORMAL HOMOLOGICAL PERSISTENCE
A typical input for persistent analysis is a collection {(X i , d i )} of finite pseudometric spaces. Since homological persistence is about looking for homological features, each element of such data needs to be transformed into an object reflecting these features more directly. The first step in this transformation is to convert the metric information into a simplicial complex parametrized by the poset [0, ∞) whose elements are referred to as scales in this context. In this paper the VietorisRips construction is used for that purpose, which at a scale a ∈ [0, ∞) is a simplicial complex VR a (X i , d i ) whose k-simplices are subsets of X i consisting of k + 1 points which are pairwise at most distance a from each other. For example, two elements p 1 , p 2 in X i connect to an edge, or a 1-simplex, when
and hence is as complex as the metric space itself. Simplification is therefore necessary and this is the purpose of the second step in this transformation in which the n-th homology (with coefficients in a chosen field K) is applied to the simplicial complexes in the Vietoris-Rips filtration. This results in a functor
is not an arbitrary [0, ∞)-parametrized K vector space. It satisfies additional two properties which follow from finiteness of X i :
there are finitely many 0 
THE RANK
We recall the definition, calculation and interpretation of the rank of a tame [0, ∞)-parametrized K vector space. These are standard known results, which we included since the rank is the key discrete invariant studied in this paper.
V a≤b can fail to be an isomorphism only if a < t i ≤ b for some i. Set:
The vector space H 0 (V) is finite dimensional and does note depend on the choice of the sequence 0 < t 0 < · · · < t k . Define:
If V and W are tame [0, ∞)-parametrized K vector spaces, then their direct sum V ⊕ W is also tame and 
Nat(V, W) denotes the set of natural transformation between V and W. Tame [0, ∞)-parametrized K vector spaces together with maps between them and the composition given by the parameter-wise composition is a category which is denoted also by Tame([0, ∞), Vec K ). This is the only category structure we consider on the set Tame([0, ∞), Vec K ). In this category f : V → W is an epimorphism or an isomorphism or an monomorphism if f a is an epimorphism or a isomorphism or a monomorphism of vector spaces for any a.
3.3. Let s < e be in [0, ∞] (s for start and e for end). Note that e might be equal to ∞. Define K(s, e) to be the [0, ∞)-parametrized K vector space given by: 
, is a bijection. Thus any element x in V s yields a unique map denoted by the same symbol x : K(s, ∞) → V for which x(1) = x. Similarly a set of elements
It is the smallest subspace of V containing all the g i 's. If g 1 · · · g n = V, then the set {g i ∈ V s i } 1≤i≤n is said to generate V. Assume s < e < ∞. Then the function Nat(K(s, e), V) → V s , assigning to a map f : K(s, e) → V the element f s (1) in V s is an inclusion. Its image coincides with ker(V s≤e : V s → V e ). Thus any element x in ker(V s≤e : V s → V e ) yields a unique map f : K(s, e) → V for which f s (1) = x. This map is also denoted by the symbol x.
3.4. Let V be in Tame([0, ∞), Vec K ). For any choice of finite set {g i ∈ V s i } 1≤i≤n , g 1 · · · g n is tame. Furthermore rank( g 1 · · · g n ) ≤ rank(V). We refer to this property as the monotonicity of the rank.
3.5. Let f : V → W be map between tame [0, ∞)-parametrized K vector spaces. Let 0 < t 0 < · · · < t k be in [0, ∞) such that V a≤b or W a≤b can fail to be an isomorphism only if a < t i ≤ b for some i. For any i, there is a unique linear map f i : coker(V t i−1 <t i ) → coker(W t i−1 <t i ) making the following diagram commutative:
is surjective. This is the key observation that can be used to show that rank(V) coincides with the smallest number of elements generating V. In particular any tame [0, ∞)-parametrized K vector space is finitely generated.
and define the end of x to be e(x) := sup(L). Note that either e(x) = ∞ or e(x) < ∞ in which case tameness implies V s≤e(x) (x) = 0. The induced map x : K(s, e(x)) → V is a monomorphism.
3.7. Let V be a tame [0, ∞)-parametrized K vector space. An element x = 0 in V s is defined to generate a bar in V, if x : K(s, e(x)) → V has a retraction, i.e., a map r : V → K(s, e(x)) for which the following composition is the identity:
In this case K(s, e(x)) is a direct summand of V. A sequence of elements {g i ∈ V s i } 1≤i≤n is called a sequence of bar generators for
The fundamental structural theorem states that any tame [0, ∞)-parametrized K vector space admits a sequence of bar generators. In particular any tame [0, ∞)-parametrized K vector space is isomorphic to a direct sum of bars. This structure theorem can be proven by induction on the rank. If rank(V) = 0, then the empty sequence is a sequence of bar generators. Let rank(V) = n > 0. Assume the statemant is true if the rank is smaller than n. Let {x i ∈ V s i } 1≤i≤n be a set of generators of V. Set l := max{e(
for which e(x j ) is the biggest. We claim that x j generates a bar. This implies that V is isomorphic to K s j , e(x j ) ⊕ W. Thus rank(W) = n − 1 and by induction W admits a sequence of bar generators. The discrete invariant we focus on in this paper is the rank or equivalently the minimal number of generators, or the number of bar generators:
Our aim it to study its hierarchical stabilisations as explained in Section 1. For that we need to produce pseudometrics on Tame([0, ∞), Vec K ). Noise systems in [16] were introduced exactly for this purpose. For implementing on a computer so called simple noise systems [7, Definition 8.2 ] are more convenient. The reason is that simple noise systems are parametrized by contours [7, Theorem 9.6] . Instead of explaining the theory behind noise systems, we focus in this article on discussing only contours and how they directly can be used to define pseudometrics on Tame([0, ∞), Vec K ). Contours are also effective in calculating induced hierarchical stabilizations of the rank. We believe however that it is important to be aware of the relation between contours and noise systems. Our exposition of contours closely follows [7] . (
C is regular if the following conditions are satisfied:
The first condition of 4.1 makes sure that a contour preserves the poset structures. The second and third one can be depicted graphically as:
• .
Since all the sets on the right above are closed, regular contours are therefore closed. For contours to be useful as tools in data analysis we need methods to produce them. We now present several of them along with examples. Definition 4.1 gives three functional inequalities implicitly characterizing contours. The last inequality however makes it difficult to give explicit formulas. We can however make initial guesses for the form of a contour and then try to find a formula satisfying the requirements of Definition 4.1.
Exponential contour. Let
Then C satisfies the first two inequalities of 4.1. The third inequality is equivalent to:
For instance, since e τ e = e +τ , the function C associated with the exponential function e x is a contour. In fact we could choose any positive base number r other than e. Such contours are called exponential. Exponential contours are actions.
. Thus for C to be a contour, f should be superlinear:
For example C(a, ) = a + is a contour called the standard contour. The standard contour is an action which is regular. Another example is the parabolic contour C(a, ) = a + 2 . The parabolic contour is not an action, however it is regular. In fact all contours C(a, ) = a + f ( ) are regular since superlinearity implies that f is strictly increasing.
Contours can also be described by integral equations. Let f : [0, ∞) → (0, ∞) be a Lebesgue measurable function with strictly positive values referred to as a density.
Distance type.
Since f has strictly positive values, for (a, )
Additivity of integrals gives for any and τ in [0, ∞):
is a contour, even an action. It is called of distance type as it describes the distance needed to move from a to the right in order for the area under the graph of f to reach . Distance type contours are regular.
If density is the constant function 1, then =
Monotonicity of integrals implies that S f satisfies the first two inequalities of 4.1.
The function S f is therefore a contour which is an action. By writing S f (a, ) = a + y+ y f (x)dx, a = y 0 f (x)dx, we see S f is a translation of a by the -step integral of the density. Therefore it is called of shift type. Shift type contours are regular. If the density is the constant function 1, then a = a 0 dx and hence S 1 (a, ) = a+ 0 dx = a + is the standard contour. 
The first inequality is clear if
, τ) and (C/α)(a, + τ) = C(a, + τ) and hence in this case the first inequality follows from the fact that C is a contour.
The second inequality is clear if a = ∞ or a < ∞ and C(a, + τ) − a ≥ α. Assume a < ∞ and C(a, + τ) − a < α. This implies:
, τ) and (C//α)(a, + τ) = C(a, + τ) and the desired inequality follows again from the fact that C is a contour. The contour C/α is called the truncation of C at α and C/ /α is called the translational truncation of C at α. If C is closed, then so is any of its truncations C/α and C/ /α for any
Contours appeared independently in [6] under the name superlinear families. These were used to define interleaving distance between generalized persistence modules. Since then generalized persistence modules have gathered some interest, see [14] and [10] . In our view, contours lead to a rich space of metrics on Tame([0, ∞), Vec K ). We also provide general means to construct contours, greatly enlarging [6] , in which the authors only give the standard contour as a concrete example of a superlinear family.
CONTOURS AND PSEUDOMETRICS
We recall here from [7] how contours lead to pseudometrics on Tame([0, ∞), Vec K ).
All the material in this section is taken from Oliver Gäfvert's thesis and some of the text and diagrams below were written by him.
be a contour, V and W be tame [0, ∞)-parametrized K vector spaces, and be in [0, ∞).
making the following diagram commutative: 
(1) Composition of τ and equivalence is an (τ + )-equivalence.
(2) In the following push-out square P is also tame and if f is an -equivalence, then so is g: , τ) , ) ≤ C(a, τ + ) < ∞ and hence, for any such a, there are linear functions W a → V C(a,τ) → U C(C(a,τ), ) making the following diagram commutative:
The diagonal morphism W a → U C(a,τ+ ) in this diagram is a linear function whose existence is required for f g being an (τ + )-equivalence.
(2): Tameness of P is clear. Assume C(a, ) < ∞. Let W a → V C(a, ) be a function given by the fact that f : V → W is an -equivalence. This function fits into the following cube where the dotted arrow is the unique function making this cube commutative (its existence is guaranteed by the universal property of push-outs):
We use the properties of equivalences described in Proposition 5.2 to prove:
Proof. Symmetry is clear. For the triangle inequality consider -equivalent U and V, and τ-equivalent V and W and form the following diagram:
We are interested in not just individual pseudometrics but also in their sequences particularly the non-decreasing ones (see Definition 1. (1) An -equivalence with respect to D implies -equivalence with respect to C.
Proof. Statements (2) is direct consequences of (1). To show (1), let f : V → W be an -equivalence with respect to D. If C(a, ) < ∞, then also D(a, ) < ∞, and hence we can form the following commutative diagram whose diagonal is the function assuring f is an -equivalence with respect to C:
6. STABLE (1) rank C is linear:
2 is a direct consequence of Corollary 6.8 and Proposition 6.4. This strategy to prove Theorem 6.2 is taken from [7] (see [7, Section 8] ) and is based on: 6.3. Definition. Let C be a contour, t in [0, ∞), and V in Tame([0, ∞), Vec K ). The t-shift of V with respect to C, denoted by V C [t], is the [0, ∞)-parametrized K vector subspace of V generated by all the elements in the images of the transition functions V a≤C(a,t) : V a → V C(a,t) for all a in [0, ∞) such that C(a, t) < ∞.
The shift operation enjoys the following properties:
, and C be a contour.
(1) If V is generated by {g i ∈ V s i } 1≤i≤n , then V C [t] is generated by: 
Proof. (1) is direct consequence of the definitions; (2), (3), (4), (5) and (6) follow from (1); and (7) from (6).
4). Thus the function t → rank(V C [t])
is non-increasing and, similarly to the stable rank, there are finitely many elements 0 
Proof. It is enough to show that for any t, there is t < t such that rank(V C [t]) = rank(V C [t ]). Let 0 < t 0 < · · · < t k be such that V a≤b : V a → V b may fail to be an isomorphism only if a < t i ≤ b for some i. Choose a sequence {g i ∈ V s i } 1≤i≤n of generators of V. Consider only these C(s i , t) which lie in [0, ∞). Since C is closed, there is t < t such that both C(s i , t) and C(s i , t ) are in one of the intervals [0, t 0 ),. . . , [t n , ∞). Consequently the transition functions V C(s i ,t)≤C(s i ,t ) are isomorphisms and V C [t] and V C [t ] have the same rank.
Here is the key relation between the stable rank and the shift operation: 6.6. Theorem. Let C be a contour and V be in Tame([0, ∞), Vec K ). Then for t < t in [0, ∞):
This gives the first inequality. Let W be a tame [0, ∞)-parametrized K vector space for which d C (V, W) ≤ t and rank(W) = rank C V(t). Since d C (V, W) < t , by definition there are maps f : V → X ← W : g in Tame([0, ∞), Vec K ) where f is τ 1 -equivalence, g is τ 2 -equivalence, and τ 1 + τ 2 < t . For any a in [0, ∞) such that C(a, τ 1 ) < ∞ consider the following commutative diagram where the vertical arrows are the transition functions and β a is the lift given by the fact that f is τ 1 -equivalence:
Let n = rank(W) and {w i ∈ W s i } 1≤i≤n be a minimal set of generators of W. Set
We claim that the following inclusions hold:
, proving the second inequality. The first inclusion is a consequence of τ 1 + τ 2 < t . The last inclusion is by definition. It remains to show the middle inclusion
For any a in [0, ∞) such that C(a, τ 1 + τ 2 ) < ∞ we have the following commutative diagram where all the horizontal arrows indicate the transition functions, vertical arrows are functions induced by f and g, and α a and β C(a,τ 2 ) are lifts guaranteed by the fact that f is τ 1 -equivalence and g is τ 2 -equivalence:
Commutativity of this diagram implies that for any such a, the image of V a≤C(a,τ 1 +τ 2 ) belongs to V . Since V C [τ 1 + τ 2 ] is generated by these images,
A direct consequence of Theorem 6.6 is:
6.7. Corollary. Let C be a contour and V be in Tame τ i+1 ) ,. . . , (τ n , ∞). In particular, for p ≥ 1:
Theorem 6.6 together with Proposition 6.5 gives:
6.8. Corollary. Assume C is a closed contour. Then rank
We finish this section with:
6.9. Corollary. Assume C is a closed contour such that C(a, 0) = a for any a in [0, ∞]. Let V be a tame [0, ∞)-parametrized K vector space. Then: 
Since rank C V is non-increasing, rank C V = 0 is equivalent to rank C V(0) = 0, which by statement (1) is equivalent to rank(V) = 0, proving (2).
LIFE SPAN
Let s < e be in [0, ∞]. Since rank(K(s, e)) = 1, then, for any contour C, the value of rank C K(s, e)(t) is either 1 or 0 for any t in [0, ∞). As the function rank C K(s, e) is non increasing, there is l in [0, ∞] such that:
We define life C K(s, e) := l and call this element in [0, ∞] the life span of K(s, e). If l = life C K(s, e) < ∞, then the value rank C K(s, e)(l) can be either 1 or 0, depending on the contour. If C is closed, then by Theorem 6.2. (2), rank C K(s, e)(l) = 0. This with the additivity property Theorem 6.2. (1) gives:
7.1. Proposition. If C is a closed contour, then: 
Proof. According to Theorem 6.2. (2):
This together with the regularity of C imply all the claimed equalities.
7.3.
Corollary. If C is a regular contour, then:
REGULAR CONTOURS AND AMPLENESS
Let C be a contour. For every α in [0, ∞], we can take its truncations C/α or C/ /α (see 4.6) . In this way we get two sequences of contours indexed by [0, ∞] such that for any α < β in [0, ∞]: 
Every contour induces two sequences of pseudometrics on Tame([0, ∞), Vec K ) which are non-decreasing, leading to two hierarchical stabilizations (see Definition 1.3. (4)):
Our aim in this section is to prove: 
Thus V and W have the same rank. Assume V is isomorphic to ⊕ n i=1 K(s i , e i ) and W be isomorphic to ⊕ n i=1 K(s i , e i ).
Step 1: Reduction to finite bars. According to Corollary 7.3: |{i | e i = ∞}| = lim rank C V = lim rank C W = |{i | e i = ∞}| Thus V and W are isomorphic to respectively:
where e i , e i < ∞ for any i = 1, . . . , n 1 . Choose β in [0, ∞) such that β > e i , e i , s j , s j for any i and j and define:
Note that V and W are isomorphic if and only if V/β and W/β are isomorphic. Thus to prove the theorem it is enough to show V/β and W/β are isomorphic. We claim that, for any α in [0, ∞], rank C/α (V/β) = rank C/α (W/β). This follows from the assumption rank C/α V = rank C/α W, the additivity of the stable rank (Theorem 6.2. (1)), and Proposition 7.2 which gives that for any s < β:
We reduced the theorem to the case when all the bars in the bar decompositions of V and W are finite.
Step 2: Induction on the rank. Assume V is isomorphic to ⊕ n i=1 K(s i , e i ) and W is isomorphic to ⊕ n i=1 K(s i , e i ) where e i , e i < ∞. We are going to prove by induction on the the rank that V and W are isomorphic. The statement is clear if rank(V) = rank(W) = 0, since in this case both V and W are isomorphic to 0. Assume n = rank(V) > 0. Let l i = life C K(s i , e i ) and l i = life C K(s i , e i ) (see Section 7) . Recall that according to Corollary 7.3, for any t in [0, ∞):
Let e max := max{e i | l i = l max } and e max := max{e i | l i = l max }. It is the case that e max = e max . To see this, assume e max < e max and consider the ranks rank C/e max V(t) = |{i | t < life C/e max K(s(i), e(i))}|,
Since l max was the maximum of lifetimes, for t large enough the stable ranks of V and W reduce to checking life spans under truncation by e max of those bars attaining l max . Thus there are bars K(s, e max ) and K(s , e max ) such that (see Proposition 7.2)
by the assumption e max < e max . It follows that there is l max < t < l max such that rank C/e max V(t ) = rank C/e max K(s, e max )(t ) = 1 > 0 = rank C/e max K(s , e max )(t ) = rank C/e max W(t ) and we get a contradiction to the assumption of equal stable ranks. Since C is regular, there is a unique s such that C(s, l max ) = e max . Thus both V and W contain the bar of the form K(s, e max ) in their bar decompositions. We can then split off this bar and proceed by induction. 
In this section we illustrate how choosing a right density and contour, the induced stable ranks can lead to better results in data analysis, for example in supervised learning. We emphasize that focus is not on finding an optimal classifier for a specific case. The aim is to give concrete evidence to support our claim that the choice of metrics is fundamental for persistence and to explain how contours are used in concrete analysis. We also hope to convey that the presented theory leads to a practical TDA pipeline amenable particularly to machine learning. Further study of the efficacy of this pipeline and choice of contours for particular tasks is the aim of ongoing research. Two case studies are considered, point processes on a unit square and real data from human activities. To generate bars needed for our calculations we used the Ripser software [2] . 9.1. Visualizing bars and contours. The bars K(s, e) of a tame [0, ∞)-parametrized K vector space can be parametrized by the start s and life span with respect to the standard contour C, life C K(s, e) = e − s. Bars can then be visualized in a (s, e − s)-plot as vertical stems. We call this presentation stem plot. Taking into account multiplicity of more than one bar having the same start value we extend the domain of the stem plot to [0, ∞) × N, where N is used to index bars with the same birth ordered by their life spans. However with real data this is needed basically only for the 0-th homology. For a fixed t, the relation C(s i , t) < e i in Theorem 6.2.(2) describes an area above the parametric curve γ t (s i ) = (s i , C(s i , t)) in the (s, e)-plane. Setting C(s i , t) = e i and applying transformation (s, e) → (s, e − s), we get a curve γ t (s i ) = (s i , C(s i , t) − s i ). Such curves are typically called contour lines, hence the name contours. Figure 1 illustrates a persistence stem plot along with contour lines of distance and shift contours for few values of t. Density function used to calculate contours is also shown. Stem plot and contour lines make it easy to understand visually Proposition 7.1: the value of stable rank at t is the number of those bars that exceed the contour line at t. Visualizing contours also shows how our framework leads to a rich space of metrics. Stem plot can be an effective tool to gain understanding of stable ranks with respect to different contours and to explore appropriate ones for a given task. This exploratory strategy was used in the analysis tasks of the next two sections. [4, 9, 15] . We simulated six different classes of point processes on a unit square, see their descriptions below. For each class we produced 500 simulations on average containing 200 points. Let X ∼ PD(k) denote that random variable X follows probability disribution PD with parameter k. Matern: Poisson process as above was simulated with event rate κ. Obtained points represent parent points, or cluster centers, on the unit square. For each parent, number of child points N was sampled from Poisson(µ). A disk of radius r centered on each parent point was defined. Then for each parent the corresponding number of child points N were placed on the disk. Child points were uniformly distributed on the disks. Note that parent points are not part of the actual data set. We set κ=40, µ=5 and r = 0.1. Thomas: Thomas process is similar to Matern process except that instead of uniform distributions, child points were sampled from bivariate normal distributions defined on the disks. The distributions were centered on the parents and had diagonal covariance σ 2 0 0 σ 2 . Here σ = 0.1. Baddeley-Silverman: For this process the unit square was divided into equal size squares with side lengths 1 14 . Then for each tile number of points N was sampled, N ∼ Baddeley-Silverman. Baddeley-Silverman distribution is a discrete distribution defined on values (0, 1, 10) with probabilities ( 
Iterated function system (IFS):
We also generated point sets with an iterated function system. For this a discrete distribution is defined on values (0, 1, 2, 3, 4) with corresponding probabilities . We denote this distribution by IFS. Starting from an initial point (x 0 , y 0 ) on the unit square, N ∼ Poisson(200) new points are generated by the recursive formula (x n , y n ) = f i (x n−1 , y n−1 ), where n ∈ {1, ..., N}, i ∼ IFS and the functions f i are given as • Compute the point-wise means of the training set stable ranks with respect to the chosen contour. These mean invariants are used as classifiers, denoted by C H • , where H • refers to corresponding homology.
• Denote stable ranks in test set by
between each test element and all classifiers.
• Record found minimum distance by adding 1 to the corresponding pair of the classifier and the test class. Classification is successful if the classifier and the test belong to the same class (in the optimal case the value of the pair (Poisson C class, Poisson T class) would be 300, for example).
• For cross-validation use 20-fold random subsampling: randomly sample 200 stable ranks for classifiers, remaining 300 invariants in each class constitute the test sets. Repeat the classification procedure above 20 times and take the classification accuracy to be the average over the folds.
Obtained cross-validated classification accuracies with standard contour are reported in the confusion matrices of Figure 5 . The confusion matrices show relative accuracies after dividing by 300 after each fold and averaging after the full cross-validation run. The mean classification accuracy by taking the average over classes (average of the diagonal) is 85% for H 0 and 73% for H 1 . The classification procedure performs comparably or better as the hypothesis testing against the homogeneous Poisson process in [4] . Note that no other assumptions or parameter selections were involved in our methodology other than the split between training and test samples (200 and 300, respectively.) Figure 7 shows cross-validated classification accuracies for H 1 stable ranks with shift contour described in Figure 6 . We thus increase the lifespans of features appearing in the middle of the filtration. The overall classification accuracy increased to 78%. Particularly classification accuracy of the Thomas process was drastically improved as shown in the confusion matrix of Figure 7 . Also noteworthy is the improvement in the accuracy of normal and Poisson processes. Used shift contour thus captures relevant distinguishing homological information of the point processes compared to the standard contour.
FIGURE 6. Density function used in producing shift contour for point process classification in H 1 (left). Corresponding contour lines and stem plots from H 1 persistence analysis of one realization of the studied point processes (right).
9.3. Activity monitoring. As an application to real data we studied activity monitoring of different physical activities. Used data set was PAMAP2 data obtainable from [13] . It makes sense to use all the persistence information, i.e. to combine homologies of different degrees into single classification scheme. In this section we demonstrate how this is enabled by stable ranks and our pipeline. The data consisted of seven persons from the PAMAP2 data set performing different activities such as walking, cycling, vacuuming or sitting. Test subjects were fitted with three Inertial Measurements Units (IMUs), one on wrist, ankle and chest, and a heart rate monitor. Measurements were registered every 0.1 seconds. Each IMU measured 3D acceleration, 3D gyroscopic and 3D magnetometer data. One data set thus consisted of 28-dimensional data points indexed by 0.1 second timesteps. We looked at two activities in this case study: ascending and descending stairs. At the outset one would expect these activities to be very similar and therefore difficult to distinguish. For persistence analysis we randomly sampled without replacement 100 points from each data set, repeated 100 times. For each of the 7 subjects we thus obtained 100 resamplings from the activity data. We computed H 0 and H 1 persistence for each sampling. The classification procedure was the same as outlined in Section 9.2 except we combined both homologies in the classifier as follows. We took the mean of 40 out of 100 stable ranks both in H 0 and H 1 . We thus obtained 14 classifier pairs ( C H 0 , C H 1 ) corresponding to all (subject, activity) classes. Remaining 60 signatures formed test data pairs (T H 0 , T H 1 ) in each class. For a pair we then found
Again the classification is successful if the minimum is obtained with ( C H 0 , C H 1 ) and (T H 0 , T H 1 ) belonging to the same (subject, activity) class.
Result for 20-fold random subsampling cross-validation is shown in Figure 8 for the standard contour. Overall accuracy is 60%. Classification results using the standard contour for H 0 and the shift contour of Figure 9 for H 1 are shown in Figure 10 . This contour increases lifespans of features appearing with larger filtration scales. Overall accuracy increased to 65%. Note particularly increase in the accuracy of subject 4. Also noteworthy is that ascendings mainly get confused with ascendings and the same for descendings. These data thus exhibit clearly different character and using an appropriate contour makes this difference more pronounced. (2): Using (1), it is enough to prove that for non-increasing functions f and g:
The inequality is clear if d ( f , g) = ∞. Assume there is such that f (t) ≥ g(t + ) and g(t) ≥ f (t + ) for any t. This together with the fact that f and g are nonincreasing imply h ≥ f ≥ h and h ≥ g ≥ h where h = max{ f , g} and h is the function t → h(t + ). The desired inequality is then a consequence of h being non-increasing and the fact (b − a) p ≤ b p − a p for a ≤ b in [0, ∞) and p ≥ 1 which give: (1), it is enough to prove that for functions f and g increasing with respect to first argument and decreasing with respect to second argument
The inequality is clear if d ( f , g) = ∞. For a fixed α, the inner integral in L p ( f , g) is the L p distance between f and g. So assume there is such that f (α, t) ≥ g(α, t + ) and g(α, t) ≥ f (α, t + ) for any t. From the proof of Proposition 1.2 we then have that L p ( f (α, t), g(α, t)) ≤ max{ f (α, 0), g(α, 0)} 1/p .
It then follows that for f and g increasing with respect to α, 
