Distributed computations are concurrent programs in which processes communicate by message passing. Such programs typically execute on network architectures such as networks of workstations ordistributed memory parallel machines (i. e , multicomputers such ashypercubes).
Distributed computations are concurrent programs in which processes communicate by message passing. Such programs typically execute on network architectures such as networks of workstations ordistributed memory parallel machines (i. e , multicomputers such ashypercubes).
Several paradigms-examples or models-for process interaction in distributed computations are described. These include networks of filters, clients, and servers, heartbeat algorithms, probe/echo algorithms, broadcast algorithms, token-passing algorithms, decentralized servers, and bags of tasks. These paradigms areapplicable tonumerous practical problems. They areillustrated by solving problems, including parallel sorting, file servers, computing the topology of a network, distributed termination detection, replicated databases, and parallel adaptive quadrature.
Solutions toallproblems arederived inastep-wise fashion from a general specification of the problem to a concrete solution. The derivations illustrate techniques for developing distributed algorithms.
Categories and Subject Descriptors: C. These decisions are affected by the application and by the underlying hardware on which the program will run. Whatever choice is made, a critical problem is ensuring that communication between processes is properly synchronized.
The history of concurrent programming has followed the same stages as other experimental areas of computer science. The topic arose due to hardware developments and has developed in response to technological changes. Over
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To copy otherwise, or to republish, requires a fee and/or specific permission. Operating systems were the first significant examples of concurrent programs and remain among the most interesting. With the advent of independent device controllers in the 1960s, it became natural to organize an operating system as a concurrent program, with processes managing devices and execution of user tasks.
Processes in such a singleprocessor system are implemented by multiprogramming, with processes executed one at a time in an interleaved manner.
Technology has since evolved to produce an amazing variety of multiprocessor systems.
In a shared-memory multiprocessor, multiple processors share a common memory. In a m ulticomputer, several processors, called nodes, are connected by high-speed message-switching hardware.
In a network system, independent processors are connected by a communication network (e. g., an Ethernet). Several hybrid combinations also exist (e. g., networks of multiprocessor workstations).
The operating systems for multiprocessors are concurrent programs in which at least some processes can execute in parallel.
The processors themselves range in power from microcomputers to supercomputers.
There it receives streams of data values from its input channels, performs some computation on those values, and sends streams of results to its output channels.
Many of the user-level commands in the UNIX1 operating system lUNIX is a trademark of AT&T, Bell Laboratories are filters (e. g., the text formatting programs tbl, eqn, and troff ).
A client is a triggering process; a server is a reactive process. Clients make requests that trigger reactions from servers. Thus, a client initiates activity, at times of its choosing; it often then delays until its request has been serviced. On the other hand, a server waits for requests to be made, then reacts to them. A server is usually a nonterminat -ing process and often provides service to more than one client. For example, a file server in a distributed system typically manages a collection of files and services requests from any client who wants to access those files.
A peer is one of a collection of identical processes that interact to provide a service or compute a result. For example, two peers might each manage a copy of a data file and interact to keep the two copies consistent. Or several peers might interact to solve a parallel programming problem, with each solving a piece of the problem. Raynal [1988a for discussions of many of these problems and several additional ones that can be solved using the above paradigms. )
The different problems are solved by starting with a specification of the problem and proceeding in a series of steps to a complete solution. This procedure illustrates several techniques for developing distributed algorithms and showing that the solution is correct. Some problems are solved by starting with a sharedvariable solution, then developing a distributed solution.
Others are solved by making simplifying assumptions, then extending the initial solution to handle the general case.
The next section presents the programming notation that will be used. Subsequent sections examine the above interaction paradigms.
PROGRAMMING NOTATION
In message-passing programs, processes share channels.
A channel is an abstraction of a physical communication network in that it provides a communication path between processes. Channels are accessed by means of two kinds of primitives: send and receive. To initiate a communication, a process sends a message to a channel; another process later acquires the message by receiving from the channel.
All programming notations based on message-passing provide channels of some form and primitives for sending to and receiving from them. Many different notations have been proposed; see Andrews and Schneider [19831 for a survey of different language mechanisms and Bal et al. [1989] for a survey of specific distributed programming languages. These programming notations vary in the way channels are provided and named, " Gregory R. Andrews the way channels are used, and the way communication is synchronized. For example, channels c-an be global to processes or directly associated with processes, and they can provide one-way or two-way information flow. Also, communication can be asynchronous (nonblocking) or synchronous (blocking).
Five general combinations of these design choices have proved the most popular since each is especially well-suited to solving some programming problems and each can be implemented with reasonable efficiency. With asynchronous message passing, channels have conceptually unbounded capacity, and hence the send primitive does not cause a process to block. With synchronous message passing, on the other hand, communication and synchronization are tightly coupled. In particular, a process sending a message delays until the other process is ready to receive the message. Thus, the exchange of a message represents a synchronization~oint between two mocesses and channels'never need to cont~in stored messages.
( A process sends a message to channel ch by executing send ch (exprl, . . ., expr.) The expr, are expressions whose tYPes must be the same as the types of the corresponding message fields. The effect of executing send is to evaluate the expressions, then append a message containing these values to the end of the queue associated with channel ch. Because this queue is conceptually unbounded, execution of send never causes delay; hence send is a nonblocking primitive.
A process receives a message from channel ch by executing receive ch ( uarl, . . , var. ) The uar, are variables whose types must be the same as those of the corresponding fields in the declaration of ch. The effect of executing receive is to delay the receiver until there is at least one message on the channel's queue. Then the message on the front of the queue is removed and its fields are assigned to the uar,. Thus, in contrast to send, receive is a blocking primitive since it might cause delay. The receive primitive blocks so the receiving process does not have to busy-wait polling the channel if it has nothing else to do until a message arrives.
In this paper, message delivery is assumed to be reliable and error free. Thus, every message sent is eventually delivered, and messages are not corrupted. In addition, because each channel is a firstin/first-out queue, two messages sent to a channel by the same process will be received in the order in which they were sent. (See, e.g., Tanenbaum 
FILTERS: A SORTING NETWORK
The key to understanding message-based programs is to understand communication assumptions, Hence, the key to deriving a process that uses message passing is to specify the communication assumptions.
Since the output of a filter process is a function of its input, the appropriate specification is one that relates the value of messages sent on output channels to the values of messages received on input channels. The actions a filter takes in response to receiving input must ensure this relation every time the filter sends output.
To illustrate how filters are developed and programmed, consider the problem of sorting a list of n numbers into ascending order. The most direct way to solve the problem is to write a single filter process, Sort, that receives the input from one channel, uses one of the standard sorting algorithms, then writes the result to another channel. Let input be the input channel, and let output be the output channel. Assume the n values to be sorted are sent to input by some unspecified process.
Then the goal of the sorting process is to ensure that the values sent to output are ordered and are To form a sorting network, a collection of Merge processes and arrays of input and output channels are connected together. Assuming the number of input values n is a power of 2, the processes and channels are connected so the resulting communication pattern forms a tree as depicted in Figure 1 . Information in the sorting network flows from left to right. Each node at the left is given two input values, which it merges to form a To realize the sorting network in Figure The rmmitor in Figure  2 is programmed the way it is so that it works correctly independent of whether signaling is preemptive -as in Hoare [19741 -or nonpreemptive- as in the Mesa language [Mitchell et al. 1979] or the UNIX operating system [Thompson 19781 . If signaling is preemptive, the bodies of acquire and release can be simplified.
To simulate a monitor using message passing, one server process is used. The permanent variables of the monitor become the server's local variables.
After initializing the variables, the server executes a permanent loop in which it repeatedly services "calls" of operations. The monitor invariant becomes the loop invariant in the server: It is true before and after each operation is serviced. A call is simulated by having a client process send a message to a request channel, then receive the result from a reply channel. The server thus repeatedly receives from the request channel and sends results to the reply channel. The formal parameters in the different monitor operations become additional variables local to the server. To avoid having one client see the result intended for another, each client needs its own private result channel. If these are declared as a global array, a client thus needs to pass the index of its private element of the result array to the server as part of the request message. Figure 3 contains a resource allocation server with the same functionality as the resource allocation monitor in Figure 2 . The server contains an outer if state- between the server and monitor, however, is that the server cannot wait when servicing a request; it must continue to receive other operations until a unit is released. Thus, the server needs to save a request when no units are available and defer sending a reply. Later, when a unit is reIeased, the server needs to honor one saved request, if there is one, by allocating the unit to the requester and sending a reply. Figure 3 also gives an outline of the client interface, which illustrates how calls are simulated using message passing. After sending an ACQUIRE message, a client waits to receive a unit. After sending a RELEASE message, however, the client does not wait for the message to be processed since no reply is ACM Computmg Surveys, VOI 23, No 1, March 1991 needed (assuming nothing can go wrong that the client cares about).
The program in Figure 3 uses static naming since in this paper channels are global to the processes and are referenced directly.
Consequently, each process must be coded carefully so that it uses the correct channels. For example, Client[ i] must not use the reply channel of some other Client [j] .
Alternatively, dynamic naming could be used by having each client create a private reply channel, which it then passes to Allocator as the first field of request in place of the integer index. This would ensure that clients could not access each other's reply channels. It would also permit the number of clients to vary dynamically.
( Figure  4 , the mechanisms in monitors serve the same purpose as do the ones listed opposite them in a message-based program.
Since the bodies of monitor procedures have direct duals in the arms of the server case statement, the relative performance of monitor-based versus message-based programs depends only on the relative efficiency of the implementation of the different mechanisms.
On sharedmemory machines, procedure calls and actions on condition variables tend to be more efficient than message-passing primitives.
For this reason, most operating systems for such machines are based on a monitor-style implementation. On the other hand, most distributed systems are based on message passing since that is both efficient and the appropriate abstraction for such machines.
Although there is a duality between monitors and centralized servers programmed using asynchronous message passing, the duality would be even stronger if the server were programmed using RPC or rendezvous. With RPC, a server module is programmed in almost the same way as a monitor; the only difference is that semaphores or something comparable need to be used to simulate condition variables.
With re~-dezvous, different operations can be used for each kind of server request; an enumeration type and case statement are not required. For example, the Allocator in Figure 3 could be programmed in Ada using a select statement, with one arm for each of the acquire and release operations. Another important consequence of using RPC or rendezvous is that the client interface to the server would be identical to the interface to a monitor. In particular, a client would call the acquire and release operations.
The client would not first have to send a message then receive a reply. More importantly, an array of reply channels would not be needed and could not be misused.
Disk Scheduling and Disk Access
Consider now the problem of accessing a moving-head disk. In a distributed system, it is appropriate to use one server process for each disk, Each disk server executes on the machine to which the disk is attached. Clients, which may execute on any machine, request access by sending read and write requests to the server.
The physical address of each data item includes a cylinder number, a track number, and an offset. For a moving-head disk, the largest component of access time is the time it takes to move the read/write head to the appropriate cylinder. Thus, it is important to reduce head-seek time by ordering pending read/write requests. There are several different disk-scheduling algorithms, as described in most operating systems texts [Peterson and Silberschatz 19851 . For example, the Shortest Seek Time (SST) algorithm minimizes head movement by always selecting the pending request whose cylinder is closei+ to the current head position.
As shown in Figure 5 , there are three main ways to structure a solution to the disk-scheduling problem. In all cases, the disk is assumed to be controlled by a server process that performs all disk access. The principal differences between the three structures are the client interface and the number of messages that must be exchanged per disk access.
One approach is to have the scheduler be a server separate from the disk server. Thus clients first "call" the scheduler to request access, then use the disk, and finally "call" the scheduler to release access. Both the scheduler and disk server are active monitors (there is one such pair for each physical disk). Hence, the servers and their clients are programmed as described in Section 3.1.
In the second structure, the scheduler is an intermediary between clients and the disk server. In this case, the scheduler is an active monitor with three operations. One is used by clients to request disk access. The second is used by the disk server to acquire the next read,/write request. The third operation is used by the server to indicate completion of a read/write action and to return results, which the scheduler then sends back to the appropriate client.
(The latter two operations could be combined. ) When the scheduler is an intermediary, the disk server's "calls"
to acquire the next request and to return results are termed upcalls [Clark 1985] . This is because they come up to a higher level server-one closer to clients-from a lower level server-one closer to the physical architectm-e. This upcall structure is needed since the scheduler cannot know which request to give the disk server until that server indicates it is free.
In the third solution structure, the scheduler and disk server are combined into a single, self-scheduling server process. The disk server now has one operation, to which clients send requests. To do scheduling, the driver must examine all pending requests, which means it must receive all messages queued on the request channel. It does this by executing a loop that terminates when the request channel is empty and there is at least one saved request. The driver then selects the best request according to its internal scheduling policy, accesses the disk, and finally sends a reply to the client who sent the reque~t When the scheduler is a separate process, five messages must be exchanged per disk access: two to request scheduling and get a reply, two to request disk access and get a reply, and one to release the disk. The client is involved in all five communications.
When the scheduler is an intermediary, four kinds of messages have to be exchanged: The client has to send a request and wait to receive one reply, the disk driver has to ask the scheduler for the next request and get the reply. (The driver process can return the results of one disk access request when it asks for the next one. ) As can be seen in Figure 5 , a self-scheduling disk driver presents the most attractive structure. In particular, only two messages need to be exchanged. Figure 6 outlines a self-scheduling disk driver that uses the SST scheduling policy. A message sent to the request channel indicates which cylinder to access. These values are assumed to be between zero and the maximum cylinder number. The driver keeps track of the current head position in local variable headpos.
To implement the SST policy, the driver keeps two ordered queues: lower and higher.
When a request arrives, the driver stores it in queue lower if the requested cylinder is lower than the current head position; otherwise, it stores it in queue higher.
(Either queue is used for requests for the current head position.) Reauests in aueue lower are ordered by~ecreasing~ylinder value; those in higher are ordered by increasing cvlinder value. The invariant for the . outer loop of the driver process is as indicated; variable nsaued is a count of the total number of saved reauests.
In Figure 6 , the emp~y primitive is used in the guard of the inner loop to determine whether there are more messages queued on the request channel. This is an example of the programming technique called polling. In this case, the disk driver process repeatedly polls the request channel to determine if there are pending requests. If there are, another one is received so the driver has more requests from which to choose. If there are not (at the time empty is evaluated), the driver services the best Here, requests are serviced one at a time in an order that minimizes the distance between the requested cylinder and the current head position. As in Section 3.1, another virtue of using rendezvous is that the client simply calls the request operation; it does not explicitly have to send a request and receive a reply. A specific open request from a client will thus be received by any one of the idle file servers. That server sends a reply to the client, then proceeds to wait for access requests. A client sends these to a different channel,
, where i is the index of the file server that allocated itself to the client. Thus, access is an array of n channels. Eventually, the client closes the file, at which time the file server becomes idle so it again waits for an open request.
Outlines for the file servers and their clients are given in Figure 7 . The file access reauests-READ and WRITE-are sent to the same channel. This is necessary since the file server cannot in general know the order in which these requests will be made and hence cannot use different channels for each. For the same reason, when a client wants to close a file, it sends a CLOSE request to the same access channel.
The interaction between a client and a server in Fixure 7 is an exam~le of conversational continuity.
In pa~ticular, a client starts a "conversation" with a file server when that server receives the client's open request. requests and allocate a free server to a client: file servers would thus need to tell the allocator when they are free.
The solution in Figure 7 uses a fixed number n of file servers. In a language that supports dynamic process and channel creation, a better approach would be to create file servers and access channels dynamically, as needed, This is better since at any point in time there would only be as many servers as are actually being used, and more importantly, there would not be a fixed upper bound on the number of file servers. At the other extreme, there could simply be one file server per disk. In this case, however, either the file server or client interface will be much more complex than shown in Figure 7 . This is because either the file server has to keep track of the information associated with all clients who have files open, or clients have to pass file state information with every request. Yet another approach, used in the Sun Network File System (NFS) [Sandberg et al. 19851 , is to implement file access solely by means of remote procedures. Then, "opening" a file consists of acquiring a descriptor (called a file handle in NFS) and a set of file attributes. These are subsequently passed on each call to a file access procedure.
Unlike the File_ Server processes in Figure 7 , the access procedures in NFS are themselves stateless-all information needed to access a file is passed as arguments on each call to a file access procedure. This increases the cost of argument passing but greatly simplifies the handling of both client and server crashes. In particular, if a file server crashes, the client simply resends the request until a response is received. If a client crashes, the server need do nothing since it has no state information. (See Sandberg et al. [1985] for further discussion of these issues.)
HEARTBEAT ALGORITHMS
In a hierarchical system, servers at intermediate levels are often also clients of lower level servers. For example, the file q Gregory R. Andrews server in Figure  7 might well process read and write requests by communicanting with a disk server such as the one in Figure 6 . This and the next several sections examine additional kinds of server interaction in which servers at the same level cooperate in providing a service. This type of interaction arises in distributed computations in which no one server has all the information needed to service a client request.
Consider the problem of computing the topology of a network, which consists of processors connected by bidirectional communication channels. Each processor can communicate only with its neighbors and knows only about the links to its neighbors.
The problem is for each processor to determine the topology of the entire network, that is, the entire set of links. During the computation, the topology is assumed to be static; that is, links are not added or removed. z Each processor is modeled by a process, and the communication links are modeled by shared channels. The problem is solved by first assuming that all processes have access to a shared memory [~amport 19821 . Then the solution is refined into a distributed computation by replicating global variables and having neighboring processes interact to exchange their local information.
In particular, each process executes a sequence of iterations.
On each iteration, a process sends its local knowledge of the topology to all its neighbors, then receives their information and combines it with its own. The computation terminates when all processes have learned the topology of the entire network.
In If each node executes an adequate number of rounds, then from ROUND it follows that each node will have computed the entire topology.
Assume for now that the diameter D of the network is known. (This is the distance between the farthest pair of nodes.) Then the network topology problem is solved by the program in Figure  9 . In Figure  9 , the for-all statements (fa . ..) are iterative statements that execute their body once for each different value of the bound variable (q) such that (st) the indicated Boolean expression (links[ q]) is true. Logical "or" is used to union a neighbor's topology, which is received into newtop, with the local topology, which is stored in top. To simplify channel naming, the communication channels in Figure 9 are declared global to all the processes. Each process Node[ p], however, only receives from its private channel topology [ p] and only sends messages to the channels of its neighbors,
There are two problems with the algorithm in Figure 9 . First, a node cannot know a priori the value of diameter D.
Second, there is excessive message exchange. This is because nodes near the center of the network will know the entire topology as soon as they have executed enough rounds to have received information from nodes at the edges of the network. On subsequent rounds these nodes will not learn anything new, yet they will continue to exchange information with every neighbor. As a concrete example, consider a network that is a chain of five nodes. The node in the center will have learned the topology of the chain after two rounds. After one more round, the nodes between the centers and the ends will know the topology. After the fourth round, the nodes at the ends will finally know the topology.
Loop invariant ROUND and the above observations suggest how to overcome both problems. After r rounds, node p will know the topology within distance r of itself. In particular, for every node q within distance r of p, the neighbors of q will be stored in row q of top. Since the network is connected, every node has at least one neighbor.
Thus, node p has executed enough rounds to know the topology as soon as every row in top has some true value. At this point, p can terminate after sharing top with its neighbors.
This last round is necessary since some neighbors may be one further link away from the edge of the network than p, as in the above example of a chain. To avoid leaving unprocessed messages in message channels, neighboring nodes also need to let each other know when they are done and need to receive one last round of messages before terminating. In particular, after learning the The loop invariant in the solution is ROUND and a predicate specifying that done is true only if all rows of top are filled in. Thus, when the loop terminates, every other process has been heard from so top contains the complete network topology.
The program in Figure 10 is deadlock free since sends are executed before receives and a node receives only as many messages on each round as it has active neighbors.
The loop terminates in each node since the network is connected and information is propagated to each neighbor on every round. Termination cannot always be decided locally, however. For example, consider using a grid computation to label regions of an image, with each node in the grid being responsible for a block of the image. Since a region might "snake" across the image, a node might see no change on one round and get new information several rounds later. Such a computation can terminate only when there is no change anywhere after a round. Thus, the processes need to communicate with a central controller or exchange additional messages with each other.
PROBE 1 ECHO ALGORITHMS
Trees and graphs are used in many computing problems (e.g., game playing, databases, and expert systems). They are especially important in distributed computing since the structure of many distributed computations is a graph in which m-ocesses are nodes and communicatioñ inks are edges. Depth first search (DFS) is one of the classic sequential programming paradigms for visiting all the nodes in a tree or graph. In a tree, the DFS strategy for each node is to visit the children of that node and then to return to the parent. This is called derkh first search since . If every other node is a neighbor of i, broadcast would be trivial to implement: Node i would simply send a message directly to every other node. In the more realistic situation in which each node has only a few neighbors, however, the nodes need to forward information they receive until all have seen it. In short, i needs to send a probe that reaches all nodes.
If node i has a local copy top of the entire network topolo~-computed for example as shown in Figure 10 -then an efficient way for i to broadcast a message is first to construct a spanning tree of the network, with itself as the root of the tree. (A spanning tree of a graph is a tree whose nodes are all those in the graph and whose edges are a subset of those in the graph [Aho et al. 1974 Figure 11 . Broadcast using a spanning tree.
its children in T. Upon receiving the message, every node examines T to determine its children in the spemning tree, then forwards both T and msg to all of them. The spanning tree is sent along with msg since nodes other than i would not otherwise know what spanning tree to use.
The full algorithm is given in Figure  11 . Since T is a spanning tree, eventually the message will reach every node; moreover, each node will receive it exactly once, from its parent in T. A separate process on node i initiates the broadcast. This makes the broadcast part of the algorithm on each node symmetric.
The broadcast algorithm in Figure 11 assumes that the initiator node knows the entire topology, which it uses to compute a spanning tree that guides the broadcast.
Suppose instead that each node knows only its neighbors.
In this case, a message msg is broadcast to all nodes as follows. First, node i sends msg to all its neighbors. Upon receiving msg, a node sends it along to all its other neighbors.
If the links defined by the neighbor sets happen to form a tree, the effect of this approach is the same as before. In general, however, the network will contain cycles. Thus, some node might receive msg from two or more neighbors. In fact, two neighbors might send the message to each other at about the same time.
It might appear that it would be sufficient to ignore multiple copies of msg that a node might receive. This, however, leads to the following problem. After receiving msg for the first time and sending it along, a node cannot know how many times tc) wait to receive msg from a different neighbor.
If the node does not wait at all, extra messages could be left buffered on some of the probe channels.
If a node waits some fixed number of times, it might wait forever unless at least that many messages are sent; even so, there might be more.
The solution to the problem of unprocessed messages is again to have a fully symmetric algorithm.
In particular, when a node receives msg for the first time, it sends msg to all its neighbors, including the one from whom it received msg. Then the node waits to receive redundant copies of msg from all its other neighbors; these it ignores. The algorithm is given in Figure 12 ,
The broadcast algorithm using a spanning tree (Figure 11 ) causes n -1 messages to be sent, one for each parent/child edge in the spanning tree. The algorithm using neighbor sets ( Figure 12 ) causes two messages to be sent over every link in the network, one in each direction. The exact number depends on the topology of the network, but in general it will be much larger than n -1. For example, for a tree rooted at the Initiator process, 2. (n -1) messages will be sent; for a complete graph, 2 " n " ( n -1) will be sent. The neighbor-set algorithm does not, however, require that the initiator node know the topology and compute and Figure 12 . Broadcast using neighbor sets disseminate a spanning tree. Instead, a spanning tree is constructed dynamitally; it consists of the links along which the first copies of msg are sent. Also, the messages are shorter in the neighbor-set algorithm since the spanning tree ( n2 bits) need not be sent in each message.
Both broadcast algorithms assume the topology of the network does not change. In particular, neither works correctly if there is a processor or communication link failure while the algorithm is executing. If a node fails, obviously it cannot receive the message being broadcast; if a link fails, it might or might not be~ossi-ble to reach th~nodes c&nected b; the link.
Several people have investigated the problem of reliable or fault-tolerant broadcast, which is concerned with ensuring that every functioning and reachable processor receives the message being broadcast and that all agree upon the same value. For example, Schneider et al. [1984] present an algorithm for fault-tolerant broadcast in a tree, assuming that a failed processor stops executing and that failures are detectable (i. e., that failures are fail stop [Schlichting and Schneider 1983] ). On the other hand, Lamport et al. [1982] show how to cope with failures that can result in arbitrary behavior (i. e., so-called Byzantine failures).
Network Topology Revisited
Section 4 presented an algorithm for computing the topology of a network by starting with a shared-memory algorithm, then generating multiple copies of the shared data. In this section, the same problem is solved in a different manner. In particular, one node first gathers the local topology data of every other node, then disseminates the full topology back to the other nodes. The topology is gathered in two phases. First, each node sends a probe to its neighbors, much as in Figure 12 . Later, each node sends an echo containing local topology information back to the node from which it received the first probe. Eventually, the initiating node has gathered all the echoes. It can then broadcast the complete topology using either the algorithm in Figure 11 or the one in Figure 12 .
Assume for now that the topology of the network is acyclic; since it is an undirected graph, this means the structure is a tree. Let node i be the node that initiates a topology computation.
Then the topology is gathered as follows. First, i sends a probe to all its neighbors. When these nodes receive a probe, they send it to all their other neighbors, and so on. Thus, probes propagate through the tree. Eventually they will reach leaf nodes. Since these nodes have no other neighbors, they begin the echo phase. In particular, each leaf sends an echo containing its neighbor set to its parent in the tree. Upon receiving echoes from each of its children, a node combines them and its own neighbor set and echoes this information to its parent. Eventually the root node will receive echoes from all its children. The union of these will contain the entire topology since the initial receive finalecho(top) Figure 13 . Probe/echo algorithm for topology of a tree probe will reach every node and every echo contains the neighbor set of the echoing node together with those of its descendants in the tree.
The full probe/echo algorithm for gathering the network topology in a tree is shown in Figure 13 . The probe phase is essentially the broadcast algorithm from Figure 12 , except that no message is broadcast; probe messages merely indicate the identity of the sender. The echo phase returns local topology information back up the tree, In this case, the algorithms for the nodes are not fully symmetric since the instance of Node[ PI executing on node i needs to know to send its echo to the Initiator.
After Initiator receives the final topology into top, it can broadcast the topology back to the other nodes using the algorithm in either Figure 11 or 12.
To compute the topology of a network that contains cycles, the above algorithm is generalized as follows. After receiving a probe, a node sends it on to all its other neighbors, then waits for an echo from each. Because of cycles and because nodes execute concurrently, however, two neighbors might send each other probes at about the same time. Probes other than the first one can be echoed immediately. In particular, if a node receives a subsequent probe while waiting for echoes, it immediately sends an echo containing a null topology (this is sufficient since the local neighbor set of the node will be contained in the echo sent in response to the first probe). Eventually, a node will receive an echo in response to every probe it sends. At this point, it echoes the union of its neighbor set and the echoes it received.
The general probe/echo algorithm for computing the network topology is shown in Figure 14 . BecaLuse a node might receive subsequent probes while waiting for echoes, the two types of messages are merged into one channel. (If they came in on separate channels, a node would have to use empty and polling to know when to receive from a channel. )
The correctness of the algorithm in Figure 14 results from the following facts. Since the network is connected, every node eventually receives a probe. Deadlock is avoided since every probe is echoed-the first one just before a Node process terminates, others while node is waiting to receive echoes in response to all its probes (this avoids leaving messages buffered on the probe_ echo channels). The last echo sent by a node Figure 14 . Probe/echo algorithm for topology of a network contains its local neighbor set. Hence, the union of the neighbor sets eventually reaches Node[ i] , which sends the topology to the Initiator.
As with the algorithm in Figure 12 , the links along which first probes are sent form a (dynamically computed) spanning tree; the network topology is echoed back up this spanning tree, with the echo from a node containing the topology of the subtree rooted at that node. This algorithm for computing the topology of a network requires fewer messages than the heartbeat algorithm in Figure  10 Two mes~ages~re sent along each link that is an edge in the spanning tree of first probes-one for the probe and another for the echo. Other links carry four messages-one probe and one echo in each direction.
To disseminate the topology from the Initiator back to all nodes using the broadcast algorithm in Figure  11 would require another n messages. In any event, the number of messages is proportional to In particular, when a process sends a message it could read the clock and append the clock value to the message. When a process receives a message, it could read the clock and record the time at which the receive event occurred. Assuming the granularity of the clock is such that it "ticks" between any send and the corresponding receive, an action that happens before another will thus have an earlier timestamp.
Moreover, if processes have unique identities, communication actions could be totally ordered by, for example, using the smallest process identity to break ties if unrelated actions in two processes happen to have the same tirnestamp.
Unfortunately, it is quite restrictive to assume the existence of a single, central clock. In a local area network, for example, each processor has its own clock. If " Gregory R. Andrews these were perfectly synchronized, the local clocks could be used for timestamps. Physical clocks are never perfectly synchronized, however.
Clock Let lC be the logical clock in process A.
(1) (2) When A sends or broadcasts a message, it sets the timestamp in the message to the current value of lc, then increments lC by 1. When A receives a message with timestamp ts from any process B, it sets lC to the maximum of lC and ts + 1,then increments lC by 1.
Since lc is increased after every event, every message sent by A will have a different timestamp and these values will increase in the order in which the messages were sent. Since a receive event sets k to be larger than the timestamp in the received message, the timestamp in any message subsequently sent by A will have a larger time stamp.
Using logical clocks, a clock value can be associated with each event as follows. For a send event, the clock value is the timestamp in the message; that is, the local value of lC at the start of the send. For a receive event, the clock value is the value of /c after it is set to be at least as big as ts + 1 but before it is incremented. The above rules for updating logical clocks ensure that if event a happens before event b, the clock value associated with a will be smaller than that associated with b. This induces a partial ordering on the set of causally related events in a program. If each process has a unique identity, then a total ordering between all events results from using the smaller process identity as a tie breaker in case two events happen to have the same timestamp.
Distributed Semaphores
Semaphores are normally implemented using shared variables and are normally used for synchronizing access to other shared variables.
They can be implemented in a message-based program using a server process (active monitor) using the techniques shown in Section 3.1. They can also be implemented in a distributed way as shown below. A semaphore s is an abstract data type accessed by means of two operations: P and V. These operations are synchronized so that at all times they maintain the following semaphore invariant:
The number of completed P operations is at most the number of completed V operations plus the semaphore's initial value.
In a shared-variable program, s is usually represented by a nonnegative integer. Execution of V(s) increments s as an atomic action; execution of P(s) delays until s is positive then decrements it, again as an atomic action. A different technique, however, is needed in a distributed program for representing the value of a semaphore and maintaining the semaphore invariant.
In particular, what is required are a way to count P and V operations and a way to delay P operations.
Moreover, the processes that "share" a semaphore need to cooperate so they maintain the semaphore invariant even though the program state is distributed.
These requirements can be met by having processes broadcast messages when they want to execute P and V operations and by having them examine the messages they receive to determine when to proceed. In particular, each process has a local message queue mq and a logical clock le. To simulate execution of a P or V operation, a process broadcasts a message to all the user processes, including itself. The message contains the sender's identity, a tag (P or V), and a timestamp.
The timestamp in every copy Paradigms for Process Interaction in Distributed Programs " 75 of the message is the current value of lc, which is updated according to the logical clock update rules. When a process receives a P or V message, it stores the message in its message queue mq. This queue is kept sorted in increasing order of the timestamps in the messages; sender identities are used to break ties. Assume for the moment that every process receives broadcast messages in the same order and in increasing order of time stamps.
Then every process would know exactly the order in which P and V messages were sent. Thus, each could count the number of correspending P and V operations and maintain the semaphore invariant.
Unfortunately, it is unrealistic to assume that broadcast is an atomic operation. Two messages broadcast by two different processes might be received by others in different orders. Moreover, a message with a smaller timestamp might be received after a message with a larger timestamp.
Different messages broadcast by one process, however, will be received by the other processes in the order they were broadcast by the first process; these messages will also have increasing timestamps. This is because execution of broadcast is the same as concurrent execution of send-which is assumed to provide ordered, reliable delivery-and because a process increases its logical clock after every communication event. The fact that two messages from a process are ordered and have increasing timestamps provides a way to make synchronization decisions. Suppose a process's message queue mq contains a message m with time stamp ts. Then once the -process has received a message with a larger time stamp from every other process, it is assured that it will never see a message with a smaller timestamp. At this point, message m is said to be fully acknowledged.
Moreover, once m is fully acknowledged, then every other message in front of it in mq will also be fully acknowledged since they all have smaller timestamps.
Thus, the part of mq containing fully acknowledged messages is a stable prefix:
No new messages will ever be inserted into it.
Whenever a process receives a P or V message, it broadcasts an acknowledgment (ACK) message. Acknowledgments are broadcast rather than merely sent to the sender of the P or V message so that every process sees the acknowledgment. The ACK messages have timestamps as usual, but they are not stored in the message queues nolc are they themselves acknowledged.
They are used simply to determine when a message in mq has become fully acknowledged.
To complete the implementation of distributed semaphores, each process simulates the execution of P and V messages stored in the stable prefix of mq in the order in which the messages are stored in mq. In particular, each process keeps local counters nP and nV of the number of fully acknowledged P and V operations it has processed. (Actually, only one counter is needed and would avoid potential overflow; two are used here to simplify specification of the loop invariant. ) When a V message becomes fully acknowledged, the process increments nV. When a P message becomes fully acknowledged and nV > nP, the process increments nP. After incrementing the appropriate counter, the process can delete the V or P message from its message queue. In short, each process maintains the following predicate, which is its loop invariant: DS'EM: nV = number of fully acknowledged V messages A nP = number of fully acknowledged P messages such that nV ? nP A mg is totally ordered by the timestamps in V and P messages
The different processes might be at different stages in handling P and V messages-since messages might become fully acknowledged in different ordersbut every process will handle fully acknowledged messages in the same order.
The full algorithm for distributed semaphores is given in Figure 15 . The User processes initiate V and P opera- tions by broadcasting messages on the sem channels. The Helper processes implement the V and P operations. There is one Helper for each User. Each receives messages from the appropriate sem channel, manages its local message queue, broadcasts ACK messages, and tells its User process when to proceed after a P operation. As shown, each process also maintains a logical clock? which it uses to place timestamps on messages. Distributed semaphores can be used to synchronize processes in a distributed program in essentially the same way they are used in shared-variable programs. For example, they can be used to solve mutual exclusion problems such as locking files or database records [Schneider 1980] . The same basic approach-broadcast messages and ordered queues-can also be used to solve additional problems. For example, Schneider [1982] presents a broadcast algorithm to implement guarded input /output commands of GSP [Hoare 19781 (although more efficient solutions exist for that problem [Bernstein 1980; Silberschatz 1979] ). Also, Section 8 mentions how broadcast can be used to coordinate the actions of replicated file servers.
Broadcast, however, does not scale well to interactions between large numbers of processes since every one has to handle every message.
When broadcast algorithms are used to make synchronization decisions, every process must participate in every decision. In particular, a process cannot determine when a message is fully acknowledged until it hears from every other process. Thus, a basic algorithm such as the one in Figure 15 needs to be modified if it is to cope with failures. Schneider [1982] shows how this can be accomplished.
That paper also describes how to reintegrate a repaired processor and process into an ongoing algorithm.
TOKEN-PASSING

ALGORITHMS
This section illustrates yet another communication pattern: token passing between processes. A token is a special kind of message that can be used either to convey permission to take an action or to gather state information.
Token passing is illustrated by presenting solutions to two additional synchronization problems. The next section develops a simple, distributed solution to the critical section problem. The two succeeding sections develop algorithms for detecting when a distributed computation has terminated. Token passing is also the basis for several other algorithms;
for example, it is used for fair conflict resolution in Chandy and Misra [19841 and for determining global states in Chandy and Lamport [1985] . Section 8.1 describes how tokens can be used to synchronize access to replicated files.
Distributed Mutual Exclusion
The critical section problem is a classic synchronization problem concerned with ensuring that at most one process at a time executes code that accesses a shared resource. Although the problem arises primarily in shared-variable programs, it also arises in distributed programs. Moreover, a solution to the critical section problem is often a component of a solution to a larger problem such as ensuring consistency in a distributed file or database system (see Section 8.1).
One way to solve the critical section problem is to use an active monitor that grants permission to access the critical section. For many problems, such as implementing locks on nonreplicated files, this is the simplest and most efficient approach. At the other extreme, the critical section problem can be solved using distributed semaphores, implemented as shown in Section 6.2. That approach yields a decentralized solution in which no one process has a special role, but it requires exchanging a large number of messages for each semaphore operation since broadcasts have to be acknowledged, (More efficient broadcast-based approaches are described in Lamport [19781, Ricart and Agrawala [19811, Maekawa [19851, and Suzuki and Kasami [19851; these approaches are also described in books by Ray~al [1986] and Maekawa et al. [19871. Here a token ring is used to solve the problem in a third way [LeLann 19771 . The solution is decentralized, like one using distributed semaphores, but it requires the exchange of far fewer messages. Moreover, the basic approach can be generalized to solve other synchronization problems not easily solved in other ways.
Let P[l: n] be a collection of processes that contain critical and noncritical sections of code. As mentioned, the critical sections access a shared resource; hence at most one process at a time is permitted to execute its critical section. The noncritical sections access noncritical resources and hence can execute concurrently. The task is to develop entry and exit protocols that the processes execute before and after their critical sections. These protocols must ensure that critical sections execute with mutual exclusion. They should also avoid deadlock and unnecessary delay and should ensure eventual entry (fairness).
Entry to the critical section will be controlled by means of a circulating token. In particular, let Helper[l: n] be a collection of additional processes, one per P[l: n]. The helpers form a ring and share one token, possession of which signifies permission for the corresponding process to execute its critical section. The token circulates between the helpers, being passed from IIelper[l] to~ezper [z] to Helper[31, and so on, to Helper[ n] The full solution is shown in Figure  16 . The token ring is represented by an array of token channels, one per Helper. For this problem, the token itself carries no data so it is represented by a "null" message. The other channels are used for communication between each client P[ i] and its server 13elper[ il. The client/server pairs communicate as in Figure 2 , with empty being used to determine whether P[ i] wishes to enter its critical section.
The solution in Figure 16 is fair-assuming processes eventually exit critical sections. This is because the token continuously circulate~, and when Helper has it, P[ i] is permitted to enter if it wants to do so. As programmed, the token moves continuously between the helpers. This is, in fact, what happens in a physical token-ring network.
In a software token ring, however, it is probably best to add some delay in each helper so that the token moves more slowly around the ring.
Again every process is idle and no messages are in transit A message is in transit if it has been sent but not yet delivered to the destination channel. The second condition is necessary since when the message is delivered, it could awaken a delayed process.
The task is to superimpose a termination detection algorithm on an arbitrary distributed computation, subject only to the above assumption that the processes in the computation communicate in a ring. Clearly termination is a property of the global state--that is, the union of the states of individual processes plus the states of the message channels. Thus, the processes have to~ommunicate with each other to determine if the computation has terminated.
To detect termination, let there be one token, which is a special message that is not part of the computation proper. The process that holds the token passes the token on when it becomes idle. (If a process has terminated its commutation. it is . idle with respect to the distributed computation but continues to participate in the termination-detection algorithm. In particular, the process passes the token on and ignores any regular messages it receives. )
The token is passed using the same ring of communication channels the computation uses. For example, P[l] passes it to P[21 by sending a message to channel ch [2] . When a process receives the token. it knows the sender was idle at the time it sent the token. Moreover, when a process receives the token it has to be idle since it is delayed receiving from its channel /and will not become active again until it receives a regular message that is part of the computation proper. Thus, upon receiving the token, a process passes it cm to its neighbor by sending it to the neighbor's channel.
The auestion now is how to detect that the en~ire computation has terminated. When the token has made a complete circuit of the communication ring, it means every process was idle at some point. But how can the holder of the token determine if all other mocesses are . still idle and there are no messages in transit?
Suppose one process, P[ll say, initially holds the token and hence initiates the termination-detection al~orithm when it becomes idle. Suppose the token gets back to P[ll and P[ll has been continuously idle since it first passed the token t; P [2] . Then P[ll can conclude the q Gregory R. Andrews computation has terminated. This is because the token goes around the same ring regular messages do and messages are delivered in the order in which they are sent. Thus, when the token gets back to P[ll there cannot be any regular messages either queued or in transit. In essence, the token has "flushed" the channels clean, pushing all regular messages ahead of it.
The algorithm and its correctness can be made more precise as follows. First, associate a color with every process: blue (cold) for idle and red (hot) for active. Initially, all processes are active, so all are colored red. When a process receives the token, it is idle, so it colors itself blue and passes the token on. If the process later receives a regular message, it colors itself red. Thus, a process that is blue has become idle, passed the token on, and remained idle since passing the token.
Second There is one edge from every process to every other.
In particular, there are n processes P [l: n] has remained continuously idle since it first saw the token, the computation has terminated.
As before, each process is colored red or blue, with all processes initially red. When a process receives a regular message, it colors itself red. When a process receives the token, it is blocked, waiting to receive the next message on its input channel. (Again, if a process terminates its regular computation, it continues to handle token messages.) Hence the process colors itself blue-if it is not already blue-and passes the token on.
Any complete directed graph contaiins a cycle that includes every edge. Let c be a cycle in the communication graph and let nc be its length. Each process keeps track of the order in which its outgoing edges occur in c. Upon receiving the token along one edge in c, a process sends it out over the next edge in c. This ensures that the token traverses every edge of the communication graph. Also as before, the token carries a value that indicates how many times in a row it has been passed on by idle processes. As the above example illustrates, however, in a complete graph a process that was idle might become active again, even if P[l] remains idle. This requires a different set of token-passing rules and a different invariant predicate. The token starts at any process and initially has value O. When that process becomes idle for the first time, it colors itself blue then passes the token along the first edge in cycle c. Upon receiving the token, a process takes the actions shown in Figure 19 . As shown, if a process is red when it receives the token-and hence was active since last seeing it-the process colors itself blue and sets the value of token to O before passing it along the next edge in c. This effectively reinitiates the terminationdetection process. If, however, the process is blue when it receives the token-and hence has been continuously idle since last seeing the token-the process increments the value of token before passing it on.
The token-passing rules ensure the invariance of predicate GRAPH. Once the value of token gets to nc, the length of cycle c, the computation is known to have terminated.
In particular, at that point the last nc channels the token has traversed were empty. Since a process only passes the toker~when it is idle-and since it only increases token if it has remained idle since last seeing the token -all channels are empty and all processes are idle. In fact, the computation had actually terminated by the time the token started its last circuit around the graph. No process could possibly know this, however, until the token has made another complete cycle around the graph " Gregory R. Andrews to verify that all processes are still idle and that all channels are empty. Thus, the token has to circulate a minimum of two times around the cycle after any activity:
once to turn processes blue, the other to verify they have remained blue. A third approach is for the file system to provide transparent and automatic replication.
In particular, suppose there are n copies of a data file and that each is managed by a separate server process, which handles client requests to read and write the file. Each server provides an identical client interface such as that shown in Figure 7 . Thus, a client sends an open request to any server and subsequently continues to converse with that server, sending it read and write requests and eventually sending it a close request. The servers themselves interact to present clients with the illusion there is a single copy of the file. The structure of this interaction pattern is shown in Figure 20 .
To present clients with the illusion there is a single file, the file servers need to synchronize with each other. In particular, the file consistency problem has to be solved: The results of client read and write requests have to appear to be the same independent of which copy of the file is accessed. Thus, file consistency is an instance of the classic readers/writers problem [Courtois et al. 1971] : Two clients can read the file at the same time, but a client requires exclusive access when writing the file. There are several ways to implement file consistency as described below. Here it is assumed that entire files are to be kept consistent. The same techniques can be used to ensure consistency at the level of records in files, which is more appropriate in database applications.
One way to solve the file consistency problem is to ensure that at most one client at a time can access any copy of the file. This can be implemented by, for example, the distributed solution to the critical section problem in Figure  16 . When a client asks any one of the servers to open the file, that server first interacts with the others to acquire exclusive access. The server then processes the client's read and write requests. For a read request, the server reads the local copy of the file. For a write request, the server updates all copies of the file. When the client closes the file, the server releases exclusive control.
The above approach is of course more restrictive than necessary. Clients cannot be reading and writing the file at the same time, but they can read it concurrently.
Assume when a client asks a server to open the file, it indicates whether it will be reading only or will be both reading and writing.
To permit concurrent reading, the servers can use a variation on the token-passing algorithm for mutual exclusion (Figure 16 ). In particular, let there be one token that has an initial value equal to the number ns of file servers. Then when a client opens the file for reading, its server waits for the token, decrements it by 1, sends it to the next server (helper process actually), then handles the client's read requests. After the client closes the file, the server increments the value of the token the next time it comes around the ring. On the other hand, when a client opens the file for writing, its server waits for the token to have value ns, then holds onto the token while handling the client's read and write requests. After the client closes the file, tlhe server updates all copies, then puts the token back into circulation.
The problem with the above tokenpassing scheme is that write requests will never get serviced if there is a steady stream of read reqpests. A somewhat different approach~ields a fair solution. Instead of using Just one token, use ns different tokens. Initially, each server has one token. When a client wants to read a file, its server must acquire one token; when a client wants to write a file, its server must acquire all ns tokens. Thus, when a server wants to write the file, it sends a message to all other servers requesting their tokens. Once it has gathered all the tokens, the server handles its client's read and write requests, propagatilmg updates to the other servers as above. When a server wants to read the file, it can do so immediately if it holds a token. If not, it asks the other servers for one of the tokens.
This multiple-token scheme does, however, have two potential problems. First, two servers could at about the same time try to acquire all the tokens. If each is able to acquire some but not all, neither write will ever get executed. Second, 84 * Gregory R. Andrews while a server is acquiring all tokens preparatory to writing the file, another server might ask for a token so it can read the file. Both m-oblems can be overcome by using Io&ical clocks to place timestamps on each request for a token. Then a server gives up a token if it receives a request with a timestamp earlier than the time at which it wanted to use the token. For example, if two servers want to write at about the same time. the one that initiated the write request earlier will be able to gather the tokens. 3
An attractive attribute of using multiple tokens is that they will congregate at active servers. For exam~le, after a . . server gathers all tokens to perform a write, it can continue to process write requests until some other server requires a token. Thus, if the replicated file is being heavily written by one client, the overhead of token passing can be avoided. Similarly, if the file is mostly read and only rarely updated-which is quite commonly the case-the tokens will generally be distributed among the servers and hence read requests will be able to be handled immediately.
A variation on the multiple-token scheme is weighted voting [Gifford 1979; Maekawa 1985; Thomas 1979] . Above, a server requires one token to read but all ns to write. This in essence assisms a weight of 1 to reading and a weight of ns to writing.
Instead, a different set of weights can be used. Let rw be the read wei~ht and let ww be the write weight. Then, if ns is 5, rw could be set to 2 and w w to 4. This means a server must hold at least two tokens to read the file and at least four to write the file. Any assignment of weights can be used as long as 3A variation on having ns tokens is to have ns locks, one per copy of the file. To read the file, a server acquires the lock for its local copy, To write the file, a server acquires the locks for all copies, If every server acquires the locks in the same order-and if lock requests are handled in firstcome, first-served order -then the solution will be fair and deadlock free. This use of locks avoids the need to put time stamps in messages.
the following two requirements are met:
(1) ww > ns/2 (to ensure that writes are exclusive). (2) rw + ww > ns (to ensure that reads and writes exclude each other).
With weighted voting, not all copies of the file need be updated when a write is processed. It is only necessary to update ww copies. Then, however, it is necessary to read rw copies. In particular, every write action must set a timestamp on the copies to which it writes, and a read action must use the file with the most recent timestamp. By reading rw copies, a reader is assured of seeing at least one of the files changed by the most recent write action. As mentioned at the start of this section, one of the rationales for replicating files is to increase availability.
Yet each of the synchronization schemes above depends on every server being available and reachable.
Each scheme can, however, be modified to be fault tolerant.
If there is one circulatinsr token and it is lost, it can be regenera~d as described in LeLann [19771~r Misra [1983] . If there are multiple tokens and a server crashes, the other servers can interact to determine how many tokens were lost, then can hold an election to determine which one will get the lost tokens. (See GarciaMolina [19821, Raynal [1988 b copies of the file are accessible, since only that many are needed to service any read or write. Independent of the synchronization scheme, after recovery of a server or of a disk holding a copy of the file, the copy needs to be brought up to date before it can be accessed by clients. In essence, a recovered server needs to pretend it is a writer and gain write permission to the other co~ies of the file: it then reads an up-to-da~e copy into its local copy of the file and releases write permission. The server can then resume handling client requests. With either the static or dynamic approach, every subproblem is independent of the others. Hence either algorithm can readily be parallelized. Following is a parallel algorithm that uses adaptive quadrature since that approach is generally preferred.
One way to solve a parallel divideand-conquer problem is to use one administrator process and several worker processes [Carriero et al. 1986; Gentleman 1981] Thus, the number of workers can be tuned to match the hardware on which the algorithm executes. The quadrature algorithm assumes all workers can receive from the same channel, bag. In many distributed programming languages, a channel can have only one receiver. If this is the case, the shared channel can be simulated by a server process with which the workers communicate. In fact, the administrator itself can serve this role. In networks of filters, data flows in one direction through an acyclic graph.
With clients and servers, a client sends a request, then waits to receive a reply; a server receives a request and eventually sends back a reply.
In heartbeat algorithms, processes first send information out to their neighbors, then receive messages from their neighbors.
In probe/echo algorithms, requests are forwarded along edges of a graph and turned into replies when they reach nodes at the other side of the graph. 
