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Abstract
Deep neural networks have demonstrated impressive
performance in various machine learning tasks. However,
they are notoriously sensitive to changes in data distribu-
tion. Often, even a slight change in the distribution can lead
to drastic performance reduction. Artificially augmenting
the data may help to some extent, but in most cases, fails
to achieve model invariance to the data distribution. Some
examples where this sub-class of domain adaptation can
be valuable are various imaging modalities such as ther-
mal imaging, X-ray, ultrasound, and MRI, where changes
in acquisition parameters or acquisition device manufac-
turer will result in different representation of the same in-
put. Our work shows that standard fine-tuning fails to adapt
the model in certain important cases. We propose a novel
method of adapting to a new data source, and demonstrate
near perfect adaptation on a customized ImageNet bench-
mark. Moreover, our method does not require any samples
from the original data set, it is completely explainable and
can be tailored to the task.
1. Introduction
When training neural networks for a certain task on a
specific dataset, it is impossible to guarantee adequate per-
formance on data that has even a slightly different distribu-
tion. This challenge gives rise to the field of domain adap-
tation, which attempts to alter a source domain to bring its
distribution closer to that of the target.
A common practice in such cases is to use fine-tuning.
Fine-tuning initializes the network to previously learned
weights and then retrains it on the new data set, usually with
a lower learning rate. The training is almost always limited
to the last few layers of the network, while keeping the rest
of the network fixed. The fine-tuning technique is widely
adopted due to the simplicity of the process, and the perfor-
mance achieved. In practice, sometimes the dataset used to
train the original model is not available due to legal issues,
privacy concerns, or logistics; fine-tuning does not require
the original data. In the related work section, we discuss
additional domain adaptation techniques, for example, tech-
niques to achieve domain representation invariance.
In this paper we propose a method that is just as sim-
ple to use and, in some cases, significantly outperforms the
fine-tuning approach. Our novel method deviates from the
current trend of retraining a subset of the pre-trained model
weights. Instead, we introduce an additional network that
transforms the input before it is passed to the original pre-
trained model, while keeping the original model intact. We
demonstrate our method on a modified version of ImageNet,
in which images are transformed to simulate different imag-
ing sources. We show that our method manages to over-
come the data distribution gap, where both naive inference
and fine-tuning approaches fail.
One might think that adding a neural network before the
original model is equivalent to training the bottom layers
of the DNN, but there are two major differences. First, the
added network can be detached from the original model af-
ter training, allowing us to observe the output image after
adaptation to make sure it is not destructive and provide ex-
pandability. Second, unlike the bottom layers, which are
pre-determined, by adding a network we have full control
of its architecture. This allows us to control its capacity and
tailor the network to the expected task e.g., allow only color
change.
Our approach is not limited to classification tasks or to
image related targets.
2. Method
We propose a method to create and train an adapter net-
work to transform data from the new data source to the
original data distribution. For the adapter, which we call
AdapterNet, we use a shallow convolutional neural network
to enforce a low capacity. However, any model architecture
can be used, depending on the expected complexity of the
required transformation. Figure 1 illustrates the AdapterNet
architecture.
To train the adapter, we treat the original pre-trained net-
work together with the original loss function as a single
large loss function. In other words, we freeze all the weights
of the original network and add the adapter network before
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Figure 1: AdapterNet architecture, initialized to be an iden-
tity function. We subtract the mean in order to include the
expected preprocessing of the pre-trained model. The orig-
inal DNN acts as a big loss function in training the small
AdapterNet
the input. We then train the adapter with supervision sam-
ples from the new data set. Since the adapter is a shallow
network, training it requires fewer samples than is required
to train a full new network and as such, it trains quickly. The
adapter learns by doing the exact same task that was used
to train the original network (e.g., classification). However,
since it is connected to a pre-trained network and its capac-
ity is limited due to the small number of parameters, we
expected it to learn the representation transformation.
By experimenting with different initialization schemes,
we discovered that initialization of the adapter weights is
crucial to the success of the training. When we used stan-
dard random initialization schemes such as Glorot [4] or He
[6], the model completely failed to learn. Instead, we ini-
tialized the adapter to begin as an identity function, which
means that before training starts the adapter function is ef-
fectively F(x)=x. We achieved this by using Relu [9] ac-
tivation and providing inputs that are greater or equal to
zero, to guarantee the identity function starting point. We
transformed the input data into the range [0,1]. Our sug-
gested convolutional layers are spatially 1x1 with 3 chan-
nels; therefore, they allow information mixture between
channels. However, in the identity initialization, we en-
forced zero weights for inter-channel connections and unit
weights for intra-channel connections; this means that ini-
tially the adapter was an identity function, regardless of the
number of layers we chose to use.
3. Related Work
A wide range of domain adaptation methods attempt to
overcome the gap between source and target data distribu-
tion, which often causes a significant performance degrada-
tion. Most of these methods focus on either unsupervised
domain adaptation or semi-supervised domain adaptation.
We are not aware of any method that simultaneously com-
bines the following four requirements: 1) doesn’t require
any samples from the original data set. 2) Can be detached
and used as standalone image adapter. 3) Can be tailored ar-
chitecturally to a specific task. 4) Requires a small amount
of samples from the new data set.
In AdaBN [7], batch normalization statistics parameters
are updated to better match the target domain. This dif-
fers greatly from our method, since our method does not
assume any normalization method and is orthogonal to it.
In addition, since our method is not intrusive to the orig-
inal network, we can separate our learned transformation
function from the full network, which helps us inspect the
learned transformation effect. Work by [14] simultaneously
minimizes the classification error while also restricting a
similarity term on unlabeled target examples. It also in-
volves jointly training on source and target domains. Our
approach does not require any modification of the originally
desired loss function. Moreover, it does not require joint
training, as we train only the adapter module while keeping
the pre-trained source domain classifier fixed. Work by [15]
attempts to project samples from both source and target do-
mains into a common latent space by minimizing the ratio
of within-class distance to between-class distance. Our ap-
proach does not require jointly learning a feature extractor
and/or classifier with samples from both source and desti-
nation domains available at training time. In addition, our
method does not require training the entire feature extractor
and/or classifier. Instead, we learn a relatively modest ini-
tial adapter block, which is significantly faster to train due
to the small number of parameters.
Recently, domain adaptation methods inspired by gener-
ative adversarial networks (GAN) [5] have gained popular-
ity. For example, [3] added a domain discriminator to en-
force domain invariance of the extracted features. It can be
seen as two agents competing in a minmax game. One agent
is trying to minimize classification error and maximize dis-
criminator domain confusion. Another agent is trying to
minimize discriminator domain confusion. Work by [13]
use this technique to overcome different outdoor lighting
conditions between source and destination domains. [12]
add feature augmentation on top of the domain discrimina-
tor. GAN inspired methods differ from our approach, as
our approach which does not involve a discriminator and/or
generator. GANs are also notoriously hard to train. Despite
the development of techniques to improve the training pro-
cess, gradient explosion and mode collapse are just a few
of the many common practical issues faced when trying to
train a GAN-based model.
Recent surveys [8], [1], [2] may provide additional back-
ground on domain adaptation and transfer learning.
4. Creating a benchmark
To test the algorithm, we customized the ImageNet [10]
dataset in version ILSVRC2012. We considered the origi-
nal train set of ImageNet (1,281,167 images) as inaccessi-
ble; we could only use the model that was already trained
with it as a given. Instead, we used the original ImageNet
validation set of 50K images in the following way: We took
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IDs 1 - 40,000 as the new ”train set”, IDs 40,001 - 45,000
as the new ”validation set” and IDs 45,001 - 50,000 as the
new ”test set”.
We applied transformations on all the 50K images to
simulate different representations of the same domain. Our
goal was to show that our algorithm is capable of transform-
ing the input in a way that together with the original model,
performs almost as well as the performance on the original
data set.
We applied two different transformations on the data;
each transformation creates a simulated new camera. We
use it to train and evaluate our adaptation method and com-
pare it to traditional fine-tuning which failed in this task.
We detail the transformations in Section 5
5. Simulated cameras
To simulate different image sources, we created trans-
formation functions and applied them on ImageNet images.
Ideally, the new data source will contain the same amount
of information as the original, but will be represented dif-
ferently. Thus, we used transformations that are lossless. In
practice, due to numerical quantization, the transformations
we chose do lose some information. Nonetheless, our algo-
rithm was able to overcome this obstacle. Our method is not
expected to perform well on all domain adaptation tasks, it
is specifically designed to address cases were the source and
target differ in parameters of acquisition and not in essence.
When selecting transformations, we made sure to include
non-linear transformations, because such data distribution
changes are common in several practical scenarios such as
medical imaging, thermal devices, and more. It is worth
noting that image augmentation during training is consid-
ered a standard, however we know that it still can’t cover
all variations between two data sets, especially if the during
training of the original model, we don’t have information
about the future data set, or can’t describe the differences
between them in the form of augmentation.
5.0.1 Color rotation
We performed color space rotation to simulate a camera
that captures colors substantially differently from the orig-
inal camera. To rotate the color space without affecting
the luminosity, we performed the rotation in the CIELAB
color space. We looked at each pixels a,b channels as a
2D vector that we rotate at an angle of 150 degrees. Do-
ing so reduces the classification performance of the original
model by 34.6% (from top-1 score of 0.6546 to 0.4282 on
the color-rotated images). To choose the rotation angle for
our simulation, we evaluated the original classifier on var-
ious angles and selected the worst performing value. Fig-
ure 2 shows the effect of color rotation on the top-1 score.
Figure 3 shows visual examples. Note that rotation of the
vector can result in invalid values (e.g., b¿128). In this case,
they are trimmed so there is some loss of information in this
transformation.
Figure 2: VGG16 performance after various color rotation
degrees. This plot was performed on a small subset of 2000
images to get qualitative results for the effect of color rota-
tion on classifier performance
Figure 3: Effect of color rotation on a sample image. Top:
Original, Bottom-left: 50o rotation, Bottom-right: 150o ro-
tation
5.0.2 Power function
We tested a non-linear transformation on the luminosity as
well as some color manipulation. We raised the RGB val-
ues to the powers R˜ = R0.2, G˜ = G0.3, B˜ = B0.4. Doing
so lowers the top-1 score by 33.4% (from 0.6546 to 0.4356
on the transformed images). This transformation is simi-
lar to the gamma factor, which tends to be different across
imaging devices. We applied it on the color channels in the
range [0,1], thus the luminosity remains in the same valid
range. We chose different power coefficients for each chan-
nel to introduce some color change as well as gamma. Due
to uint8 discretization, the amount of pixel values after the
transformation of (for example) power of 0.2 is 120 out of
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256; so there is a loss of information in practice. Nonethe-
less, the AdapterNet was able to learn the adaptation. Figure
4 shows a visual example of the effect of the power function.
Figure 4: Effect of the power function on a sample image.
Top image is the original and bottom image
5.1. Results
We tested our method against the traditional fine-tuning
approach. The top-1 score of the pre-trained model
(VGG16 [11]) on our newly defined test set (original, un-
transformed) is 0.6546, which serves as the desired goal for
performance when inferring on transformed images.
After applying color rotation, the top-1 score of the pre-
trained model dropped by 34.6% to 0.4282. On a second
scenario, applying the power function, it dropped by 33.4%
to 0.4356. We measured how well each method can adapt
to the new inputs and repair the performance drop.
First, we experimented with fine-tuning by training only
the last trainable layer. We noticed some improvement in
the performance for the color rotation, and no improvement
in the power function transformation. We then tested fine-
tuning on the last two trainable layers,which showed sig-
nificant improvement for both filters. However, there was
clear over-fitting after a few epochs, no matter what opti-
mizer or learning rate we tried. At this point it was a likely
speculation that any more trainable layers would just cause
more over-fitting. To strengthen that notion, we did a third
fine-tuning experiment in which the last three trainable lay-
ers are unfrozen. We observed that the over-fitting occurred
after even fewer epochs, and the model failed to adapt to the
new source. With our AdapterNet with 5 layers, the results
show near perfect adaptation performance for both tested
transformations.
The AdapterNet has the advantage of being a separate
element from the pre-trained network, so we can examine
it independently. After training the AdapterNet to adapt to
the image transformations, we looked at the images at the
output of the adapter before they are input to the pre-trained
network. We expected to see the images restored to the orig-
inal appearance. The images in Figures 5 and 6 resemble the
original; although the colors don’t always exactly match the
original, they still look realistic, and perhaps they did not
contribute to the classification task. We noticed that the im-
ages had more contrast after the adapter. Perhaps in some
ways, they were better than the original; this suggests that
the AdapterNet may also be used to enhance images prior
to inference even from the same domain. However, testing
this is beyond the scope of this work and may be addressed
in future work.
Figure 5: AdapterNet’s effect on color rotation. Top-left:
Original, Top-right: Transformed, Bottom: After Adapter
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Method Color rotation score ([%] Drop) Power function score ([%] Drop)
Pure inference 0.4282 (34.6%) 0.4356 (33.4%)
Fine-tuning last layer 0.4821 (26.3%) 0.4362 (33.4%)
Fine-tuning last two layers 0.5215 (20.3%) 0.5134 (21.6%)
Fine-tuning last three layers 0.4343 (33.6%) 0.4322 (34%)
AdapterNet 0.631 (3.6%) 0.6188 (5.5%)
Table 1: The table shows the performance after each of the image transformations. The performance metric is the top-1 score
for classification of the ImageNet data set. We also note in parentheses the percentage of performance drop, relative to the
original top-1 score of 0.6546 achieved by the pre-trained model on our clean test set.
Figure 6: AdapterNet’s effect on power function. Top-left:
Original, Top-right: Transformed, Bottom: After Adapter
Discussion
We demonstrated a simple way to implement a method
for domain adaptation in cases where there is data from a
new distribution, but with the same task. We also showed
that it this method performs significantly better than fine-
tuning, without adding much complexity or many new
hyper-parameters. In addition, it does not require any of the
data that was used to train the original model. This method,
as we refer to as AdpaterNet, can also work orthogonally to
fine-tuning and batch renormalization.
The AdapterNet can be taken as a standalone network
to convert samples from one distribution to another. We
showed image samples and observed that in some ways, the
transformed images appear visually better than the original.
We did not formally evaluate this effect, since it is beyond
the scope of this work. We note it as possible future work
to see if it can serve as an image enhancement mechanism.
We also noted that the transformations we used to sim-
ulate different imaging sources were lossy in practice, in
some case reducing the range of pixel values from 256 to
120, for example. The adapter was able to overcome the
information loss. This suggests that there may be a way
to compress images without affecting performance, if so, it
can answer some Big-Data storage cost issues.
For future work, we are considering implementing the
same AdapterNet concept in different places inside the pre-
trained network, rather than before it. Using the identity
initialization, we speculate that we can achieve inner layer
adaptation, as well.
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