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Abstract
Using aligned overlapping image projectors provides several ad-
vantages when compared to a single projector: increased bright-
ness, additional redundancy, and increased pixel density within
a region of the screen. Aligning content between projectors is
achieved by applying space transformation operations to the de-
sired output. The transformation operations often degrade the qual-
ity of the original image due to sampling and quantization. The
transformation applied for a given projector is typically done in iso-
lation of all other content-projector transformations. However, it is
possible to warp the images with prior knowledge of each other
such that they utilize the increase in effective pixel density. This
allows for an increase in the perceptual quality of the resulting
stacked content. This paper presents a novel method of increas-
ing the perceptual quality within multi-projector configurations. A
machine learning approach is used to train a linear filtering based
model that conditions the individual projected images on each other.
1 Introduction
Using multiple image projectors to display content on an overlap-
ping area of a screen’s surface is a common practice to achieve a
larger area of projection, to increase brightness, to allow for projec-
tor failure, etc. Aligning the content from each projector is typically
done by warping the content to a common space as opposed to
physically aligning the pixel-grids of each projector. In practice, it
is impossible to align all projector pixel-grids within a configura-
tion because each projector has a different physical point of pro-
jection. Overlapping unaligned pixel-grids produces a moiré pat-
tern because some pixels between projectors mostly overlap while
other pixels between projectors do not. Standard practice in multi-
projector systems is to use a warping model such that the content
of each projector is warped between spaces independently [1].
Fig. 1: An example result of the kernel-space model developed in
this paper. From left to right, the first image is the ideal projected
image, the second image is a simulation of the stacked unfiltered
images, and the third image is a simulation of stacked filtered im-
ages. Note that improvement does not occur evenly in the kernel-
space image. This is a physical property of two projector configu-
rations that cannot be overcome with image processing.
Several approaches have been used to measure the quality
loss in a multi-projector configurations. Standard approaches in-
clude formulating a theoretic model in 1D space and assume it ap-
plies in 2D space [2], taking a high-resolution picture of the stacked
image, warping it to content space, and performing a qualitative
comparison, or simulating the resulting image in a Wobulation type
configuration [3] and using MSE to train the model [4]. None of
these methods produce a quantitative number that can be used to
optimize a model for any generic multiple-projector configuration.
Several approaches have used kernel-based filtering approaches
[2, 5, 6, 7, 8, 4], but none directly trained them for a generic multi-
projector configuration using human perceptual metrics, such as
Structured Similarity (SSIM) [9].
To overcome this problem [10] uses a technique called sub-
pixel integration (SPI) so SSIM can accommodate unaligned pixel-
grids. SPI calculates the area of each sub-pixel created by over-
lapping multiple pixel-grids. This method calculates the sub-pixel
formed by overlapping pixel-grids and biases SSIM based on the
various sub-pixel sizes.
The rest of the paper is structured as follows: Section 2 de-
fines the basic notation used to describe the different coordinate
spaces used, and the calculation of the stacked image. Section 3
describes the different models developed in this paper. Section 4
describes how SPI is used to modify SSIM. Section 5 discusses
the experiments performed. Section 6 draws conclusions and fu-
ture research directions are suggested.
2 Multi-Projector Configurations
This section describes the various spaces used and how the stacked
image is calculated. Let the content space C be the native space
of the image IC being projected. Let every projector space be de-
fined by Pp. Mapping a set of points XC = xC1 , ...,x
C
h∗w from C to Pp is
defined by
XPp = HC→PpX
C (1)
where HC→Pp models the relationship between the two spaces, and
h and w are the height and width of the image IC, respectively. An
image IPp in projector space Pp is calculated as
IPp = IC(XPp) (2)
I is quantized in its native spaceC and must remain quantized in all
projector spaces. This requires interpolation for points in XPp that
lie between the sample points of IC. The realized image seen by
a viewer in content space is the normalized sum of the individual
projected images
IˆC =
1
n
n
∑
p
IPp(HPp→CX
Pp) (3)
where IˆC is the stacked image, n is the number of projectors, and
HPp→C is a mapping from projector space Pp to content space C.
Note that n is used to normalize the range of pixel intensity val-
ues to a finite range and allows IˆC to be directly compared to IC.
Equation 3 can be modified to use a weighted sum approach when
stacking projectors to allow each projectors to vary in brightness.
To better approximate the stacked image in reality, the mapping
used in equation 3 does not treat the set of projector images {IPp}
as entities that each have a finite number of sampling points. In-
stead, the images consist of physical pixels that have a height and
width, just as projector pixels have a physical height and width.
This means that every location within the bounds of IˆC has a value,
as opposed to taking the value of the nearest integer point. Note
that the screen door effect, the non-illuminated space between pix-
els, is ignored and each pixel is assumed to be ideal and that the
pixels are perfect squares with a uniformly illuminated surface.
3 Kernel-Space Model
This section describes two different models. The first subsection
explores a model in which separate kernels are learned for every
single pixel in every projector. The second subsection discusses
the combination the proposed kernel model with a previously de-
veloped approach.
3.1 Kernel-Space Model
Learning a unique linear kernel for every single pixel in each pro-
jector requires two sets of parameters per projector: a spanning set
of kernels and a kernel activation map. The spanning set of kernels
is defined by KPp = {kPp1 , ...,k
Pp
q } consisting of q kernels where q is
the dimensionality of the kernels beings used. For this research,
assume each kernel has the same dimensionality and that the ker-
nels are square. Let mPp be an activation map for projector Pp.
Each activation map has q values for every pixel in IPp representing
the activation strength of the qth kernel for a given pixel. Let the
Kernel-Space (KS) model be defined by
IPp =
q
∑
j
mPpj (I
Pp ∗ kPpj ) (4)
There are two different methods to parameterize the set of ker-
nels used for this model: use a fixed Euclidean initialization or have
a tunable set of kernels. The Euclidean approach ensures that the
spanning set is orthonormal and that the only trainable parameters
are the kernel activation maps. The Euclidean initialization effec-
tively makes the kernel activation maps the kernels used on a given
pixel. The second approach allows both the kernels and the ker-
nel activation maps to be trainable. Both techniques are explored
below.
3.2 Fusion
For the sake of comparison, the Biased Interpolation (BI) model de-
veloped in [11] is combined with the KS model. BI provides the abil-
ity to reduce the quality loss from the interpolation process when
transforming an image between spaces. The KS model allows for
explicit sharpening or blurring of content within a region to improve
the stacked image quality. Fusing the BI model and the KS model
will be tested to determine if they compliment one another.
4 Image Comparison
Ideally the original image IC and its approximation IˆC should equal
each other. In practice, the original image and the approximation
is only possible when the content pixel-grid is perfectly aligned with
each of the projector pixel-grids. Such a scenario is nearly impos-
sible to achieve in practice with multi-projector configurations. Tra-
ditional loss functions in image processing require sample points to
be uniform across the two pieces of data being compared. Unlike
standard images IˆC is the average of multiple unaligned pixel-grids
and results in a non-uniform set of sub-pixels.
SPI [10] can be applied to one-to-one based loss functions to
accommodate for a non-uniform sub-pixel space. SPI divides a
given pixel in IC to match the local sub-pixels shapes found in IˆC.
[10] uses SPI on SSIM [9] and is called SPI-SSIM. SSIM operates
on a window of pixels and uses mean, variance, and covariance
statistics. To apply SPI to SSIM each statistic involving IˆC must be
modified. For brevity, only the parts of SSIM that SPI adjusts are
listed. The mean of a window rw of sub-pixels in IˆC centered on
pixel w is defined as
µIˆCw =
1
W
W
∑
a
||IˆCwa||
∑
b
αab IˆCwab (5)
where W is the number of pixels in rw, αab is the area of sub-pixel
wab, IˆCwab is the sub-pixel intensity for sub-pixel wab, and ||IˆCwa|| is
the number of sub-pixels in pixel wa. Note that ∑
||IˆCwa||
b αab = 1 since
the total area of a given pixel in content space is equal to 1. The
sample variance of rw is defined as
σ2IˆCw =
1
W −1
W
∑
a
||IˆCwa||
∑
b
αab(µIˆCw − Iˆ
C
wab)
2 (6)
and the sample covariance between the two images about rw is
defined as
σICw IˆCw =
1
W −1
W
∑
a
(µICw − ICwa)
||IˆCwa||
∑
b
αab(µIˆCw − Iˆ
C
wab) (7)
The placement of αab in Equations 5, 6, 7 biases the mean, vari-
ance, and covariance relative to each sub-pixel’s area, respectively.
Note that the maximum value (i.e., the optimal value) of SPI-SSIM
is 1.0. The models in this paper are be trained such that
θ = argmax
θ
SPI-SSIM(IC, IˆC;θ) (8)
where θ is the set of trainable parameters for any given model.
Gradient ascent is used to optimize Equation 8.
5 Experiments
This section examines the proposed Kernel-Space model. The first
test compares two different methods of parameterizing the set of
kernel activation maps mPp . The Kernel-Space model is compared
to two other models, a Biased Interpolation model [11], and the
Fusion model.
The tests below use a two-projector configuration where each
projector is offset from the content by a given scale and rotation.
For each section below, the scale range [1.0−√2] and the rota-
tion range [0.0◦− 22.5◦] are considered. For a given rotation, one
projector is rotated clockwise and the second projector is rotated
counter-clockwise. The images used for training are sampled from
the ImageNet dataset [12].
5.1 Kernel Representation
There are two ways to train the Kernel-Space model: learn the ker-
nels at every pixel directly or let the model learn a spanning set and
a coordinate in the spanning set. Technically, the former approach
uses the natural basis for Euclidean space. Both methods allow
the same degrees of freedom for learning. The former approach
is computationally cheaper to train since the kernels do not need
to be sampled from kernel space. The latter approach removes in-
dependence between the kernels during training since every pixel
effects the delta change in the spanning set. Figure 2 visualizes
two spanning sets, one for each approach.
The learned spanning set method proved a more effective train-
ing approach for training the Kernel-Space model as the learned
spanning set method converges quicker and with a greater increase
in average SPI-SSIM. The kernels in the learned spanning set indi-
vidually resemble useful sharpening and blurring filters. This most
likely allows the model to move along the high dimensional mani-
fold of sharpening/blurring kernels more efficiently. For the remain-
der of the tests in this paper the learned spanning set method is
used for the KS model.
5.2 Model Comparison
This section compares the Kernel-Space model, the Biased Inter-
polation model, and a Fusion of the two approaches. Two training
approaches are taken for each model: a particular method and
a generalized method. The particular method optimizes a given
model on a per image basis resulting in a uniquely parameterized
model per-image. The generalized training method trains a given
model to perform well across a dataset of images. Each model is
trained using SPI-SSIM on a dataset of 8000 images. The mod-
els are trained until improvement saturates. Note that the aver-
age baseline SPI-SSIM across the tested configurations is 0.897.
The average improvement produced by each model after training
is shown in Figure 3.
The Kernel-Space Particular model, and the Fusion Particular
model both achieve the same SPI-SSIM improvement. The Kernel-
Space Particular model learns a unique kernel for every given pixel
in every given image. The learned kernels effectively act as opti-
mal offsets for the pixel being filtered. The Particular Kernel model
converges in about 100 iterations of gradient ascent per image on
average. The same applies to the Fusion model since it contains
the Kernel-Space based filtering.
The next best model is the Biased Interpolation particular model.
BI should not be able to achieve the same performance as the other
particular models because it is limited to the interpolation sampling
curves during the space transformation process. Despite the re-
duction in relative performance the Biased Interpolation model only
takes 10 iterations of gradient ascent to converge on average. All
the particular models are not well suited for real-time scenarios as
each projected frame would have to be optimized prior to projec-
tion. This would be a difficult task at high resolutions and high
frame rates. However, they indicate an upper bound to the perfor-
mance of the general models.
The three general models from worst to best performance are
the Biased Interpolation model, the Kernel-Space model, and the
Fusion model. The BI General model achieves one quarter of the
performance compared to the BI Particular model. KS General
Fig. 2: Two sets of kernel spanning sets. The top row of 3x3 kernels is the spanning set used when the spanning set is fixed. Only one
value for each kernels is set to 1, the rest are set to 0. The bottom row of 3x3 kernels show an example of a learned spanning set. The
values in these kernels may be set to any real number. Note that the values between the spanning sets are not normalized in this figure.
Notice that there is redundancy in the learned spanning set of kernels. Starting on the left, the third, fifth and eighth kernel resemble
one another.
Fig. 3: The relative performance of six different models. Notice
that the Fusion General model is approximately the addition of the
BI General model and the KS General model. The KS Particular
model and the Fusion Particular model achieve the same improve-
ment as they are both capable of learning unique pixel offsets on a
per pixel basis.
model achieves a half of the performance when compared to the
KS Particular mode. The Fusion General model’s performance is
approximately the addition of the KS General model and BI General
model. This indicated that the Kernel-Space model and the Biased
Interpolation model are independent with regards to their filtering
abilities.
6 Discussion
A new technique of learning sharpening kernels for multi-projector
content enhancement is developed. The proposed Kernel-Space
model learns a spanning set of kernels and a kernel activation
map indicating the strength of each kernel for a given pixel. Two
different methods of parameterizing the Kernel-Space model are
tested: using a fixed spanning set, or using a trainable spanning
set. The trainable spanning set model converges quicker and is
capable of achieving better results for a fixed amount of training.
Finally, the Kernel-Space model is compared to two other models
using a general training strategy and an image specific strategy.
The two other types of models used for comparison are a Biased
Interpolation model, and a Fusion model. The Kernel-Space model
outperformed the Biased Interpolation model. Combining the two
models proved an effective approach at increasing the achieved
SPI-SSIM improvement when using the general training strategy.
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