Imperceptible and robust watermarking schemes have been vastly used recently as powerful tools to guard the copyright protection, rightful ownership, and content authentication. This paper introduces a secure hybrid digital image watermarking algorithm based on bi-dimensional empirical mode decomposition (BEMD); redundant discrete wavelet transform (RDWT); discrete cosine transform (DCT) and singular value decomposition (SVD). A watermark is scrambled by Arnold transform to boost up its secrecy and robustness. The main purpose of this scheme is to increase the embedding watermark capacity and encryption while keeping it robust against different types of attacks. The number of changing pixel rate (NPCR) and the unified averaged changed intensity (UACI) are two most common quantities used to estimate the strength of watermark image encryption algorithms/ciphers with reference to differential attacks. A high NPCR/UACI score is usually explicated as a high resistance to differential attacks, as well as higher PSNR evaluation metrics. Experimental using PSNR, WDR, MSE, NC and BCR metrics on different host images (Lena, Barbara, and Boat) and the cameraman as the watermark image show that the presented scheme is rich in terms of imperceptibility, capacity, security and robustness. This has been also highlighted by comparing its performance against other stateof-the-art schemes.
INTRODUCTION
Since that moment when technology and wireless networks have begun to grow widely around the world a question seemed to arise about how to secure multimedia digital content such as ownership identification, content authentication, copyright protection and tamper detection. From all data hiding techniques (cryptography, watermarking, and steganography), watermarking is the best solution to deal with these tasks. Digital watermarking is simply the process of embedding some information into a multimedia element, such as image, video or audio that can be extracted later on to prove the authenticated owner of the media. Watermarking may be fragile, semi-fragile, or robust, non-blind, semi-blind or blind, visible or invisible etc. Imperceptibility, robustness, capacity, and security are the basic necessities for a secure watermarking scheme. Imperceptible means cover image and watermarked image should be the same. Robustness means that the watermark algorithm should be resistant to geometric attacks (e.g., filtering, scaling, noise addition, translation, rotation, cropping). Security implies protection against noxious attacks [1, 2] , and capacity simply refers to how much data can be embedded in the original image.
Watermarking algorithms can be grouped in two categories: spatial domain, and frequency (or transform) domain [1, 3] . Transform domain methods (e.g., DWT, DCT, SVD) have good imperceptibility and more robust. Spatial domain techniques are less robust against various geometric attacks, but high data hiding capacity [2] .
In literature, a tremendous number of research work in watermarking field has been investigated. For example, El-Assy et al. [1] presented a hybrid digital watermarking technique using advantages of four algorithms BEMD, DWT, DCT, and SVD. In their framework, the watermark is embedded into the 2nd IMF and the SVD is applied on the mid frequency band of the DCT block. This watermarking scheme is robust against some attacks such as: Gaussian blur, median filter, rotation, cropping, JPEG compression, contrast, sharpening, and histogram equalization, etc. Rahman et al. [4] presented an image watermarking scheme based on DWT, DCT, and SVD. The host image re-arranged by zigzag order, then DWT is applied to the re-arranged matrix. DCT is applied on the high frequency bands (LH, HL, HH). Finally, SVD is applied on the high frequency components to embed the watermark. This algorithm fails to some attacks (compression, cropping, and Gaussian noise). Khan, et al. [5] proposed a hybrid scheme based on DWT, DCT, and SVD. They decomposed the host image into four bands using DWT and apply DCT on HH then map the DCT coefficients in a zigzag order into four quadrants. Finally, the SVD is applied to each quadrant. Their algorithm demonstrated more robustness and invisibility against some of geometric attacks. Chaturvedi et al. [6] decompose original image into 1-level sub bands using DWT, the lowest level (LL) has been selected for watermark embedding as it contains maximum energy. Gaur et al. [2] presented a new hybrid technique based on RDWT, DCT, and SVD using Arnold transform and zigzag sequence to make their algorithm more secure. They decomposed the input image using RDWT into four sub bands and the DCT is applied on high frequency sub-band. Finally, they applied the SVD on of mid, high frequency sub-bands of DCT coefficients to embed the data. This technique is secure against various geometric. Lagzian et al. [17] proposed a scheme based on RDWT-SVD using advantage of RDWT over DWT. The RDWT is applied to host image and the SVD is applied on LL. Finally, singular value of the LL watermark sub band is embedded in the singular value of an image. However, the algorithm is not robust against geometrical attacks.
Biad et al. [8] presented a watermarking scheme based on the bi-dimensional empirical mode decomposition (BEMD). The BEMD is applied to host image to obtain (IMF1, IMF2, IMF3, R1) and the DWT is applied on R1. Then, SVD is applied to the HL sub-band to embed the watermark. The scheme in [8] is more robust against JPEG compression, noise addition and filtering. The use of the BEMD has been approved for common image processing. Zhou, et al. [9] proposed hybrid watermarking algorithm based on DWT and SVD. They decomposed the host image into four bands using the DWT, decompose (LH, HL) into another four sub bands, then apply the SVD to (LH2, HL2) and embed the same watermark data after encryption with a certain key by modifying the singular values. However, this algorithm is not robust to all types of attacks.
The previous research work has its own limitations. To partially overcome the individual limitations of those schemes, this paper introduces a new robust digital image watermarking scheme using gray scale image as cover and watermark. This pipeline utilizes BEMD, RDWT, DCT, and SVD schemes in an effort that each technique compensates the defect in others. Also, the proposed algorithm incorporates RDWT instead of DWT to exploit the shift invariant property of over DWT. In this scheme, a watermark is embedded in the singular values of the DCT block in high frequency bands of RDWT which selected from second IMF. The Proposed algorithm has also been analyzed with RDWT-SVD, RDWT-DCT-SVD, DWT-SVD, DWT-DCT-SVD, DWT-DCT, BEMD-DWT-SVD; BEMD-DWT-DCT-SVD based techniques by applying various geometric attacks. Although, this schema has not improved the results significantly from BEMD-DWT-DCT-SVD paper whose resistance to image processing attacks was higher than others, it increased the capacity of the embedded watermark. Also, this algorithm has provided the embedded data area with encryption using Arnold scramble method to make it more secure, imperceptible and robust, which are the main purposes of the suggested work.
The rest of this paper is organized as follows. The transform techniques used for watermarking are described in Section 2. The embedding and extraction steps of the proposed scheme are given in Section 3. In Section 4, description of the metrics that used to evaluate the performance of the proposed technique is fully described.
Experimental results, the comparison with the previous algorithms, and the discussion of the presented results are presented in Section 5. Finally, the conclusions of the research work are given in Section 6.
METHODS
Here, a non-blind, hybrid, and robust digital image watermarking is introduced. The proposed technique combines multiple algorithm utilizes the idea that each algorithm compensates the drawback of others. The proposed pipeline consists of BEMD, RDWT, DCT and SVD techniques with Arnold scramble to improve the robustness against different kind of attacks. Since this algorithm is a hybrid technique utilizing multiple algorithms, details of those algorithms are given below.
Bi-dimensional Empirical Mode Decomposition
The BEMD is similar to one-dimensional (1-D) EMD; however, the surface envelope interpolation and the extrema detection are more complicated. The EMD method is a time domain analysis method it is used for the nonstationary and nonlinear data. With which any complicated data can be decomposed into a small and finite number of intrinsic mode functions using the sifting and iteration process according to Huang method [1, 8] . The author has expressed a set of intrinsic mode functions by Eq.1.
where X(t) is the input signal decomposed into n intrinsic mode functions (IMFs) and a residue.
One of the most important features in the EMD method is that the basic functions are derived directly from the signal itself In contrast to Fourier analysis; the basic functions are represented by sum of sines and cosines. So, the EMD is more adaptive.
Redundant Discrete Wavelet Transform
The DWT is one of the most popular transform methods used in image processing application because of its spatiofrequency localization property. It has been observed that down-sampling attains shift variant even for a slight shift in the whole cover image. That occurs because of the down sampling of its bands. Due to the major changing in the wavelet coefficients of the image, erroneous extraction of the original and watermark image data occurs. This is the weakness point in DWT. The researchers have proposed RDWT techniques to overcome this obstacle. For this, RDWT based techniques become more robust than DWT based techniques. In RDWT the size of the sub band at the same decomposition level is the same as the host image but decreased in DWT. RDWT analysis and synthesis equations can be expressed as the following equations [7, 10] : where * means convolution, ↑2 means up sampling and ↓2 means down sampling at each iteration in DWT. Down sampling decreased the size of each sub band and increased the decomposition level. RDWT is ignoring both the up and down sampling of coefficients. At the end of each level the output coefficient two times that of the input. All of the above illustrates that RDWT based digital image processing techniques is more robust than DWT based techniques due to directionality, shift invariant, and spatio-frequency localization property [2, 10] . This was the primary reason to use this technique in the embedding algorithm.
Discrete Cosine Transform
The DCT is a method used for converting a signal into primary frequency components and points to an image as a sum of sinusoidal of different frequencies and magnitudes. It splits the spectral areas of the image into low, medium and high frequency sub-bands according to their energy as shown in Fig.3 [1, 2] . The 1-D DCT is useful in processing 1-D signal such as speech waveforms, but the 2-D DCT is used in image compression. DCT-based watermarking is based on 2 facts; the 1st fact is that the low-frequency sub-bands which contains the most important visual parts of the image which called DC value and the rest is AC values of the image has most of the signal energy, The 2nd fact is that high frequency components of the image are usually ousted by noise attack and compression. The DCT has been used in standard JPEG image compression because of its good performance, but it is computationally more expensive and difficult to implement [5] . 
Singular Value Decomposition
The SVD is a mathematical tool that belongs to the orthogonal transforms category used to analyze matrices and it's also used in various applications like noise reduction, image compression, image hiding and image watermarking. In this method a certain matrix can be decomposed into three matrices of either the same or different dimensions under some conditions. In SVD the maximum available energy is compressed into the minimum number of coefficients, due to that it is quite used in digital image watermarking algorithms.
In SVD any n x n matrix A is defined as A=USV t where U, V are left and right orthogonal matrices and S (Diagonal elements) which called singular values. The singular values do not affect the visual perception because of the good stability property. It is important to know that each singular value represents the luminance of an image while the pair of the singular vectors allocates the geometric characteristics of the image layer [2, 8] . Singular values are less affected when image processing is performed. This is due to the fact that bigger singular values do not only ensure the most energy of an image, but also withstand attacks. For that reason, the matrix S has been used as a choice for embedding a robust watermark [7] .
Arnold Scrambling Transform
For security realization and to improve the robustness, scrambling transformation is utilized in the watermark images before embedding into the host image. Scrambling transformation is one of the various technologies which used in encryption systems; after applying Arnold transform the relationship between pixels in the image will be destroyed and distributed everywhere in the carrier evenly. This will make the algorithm more robust. Due to the transformation a watermark that is meaningful will become a meaningless, chaotic image. Thus, any attacker won't be able to recover the watermark without knowing the scrambling algorithm and keys even if he extracted it from the embedding system. Arnold transformation is defined in equation [3] :
where (x, y) state the pixel coordinates of the original space, while (x', y') state the pixel coordinates after a certain number of iterations, N is the size of the square image, also known as a step number. The initial state of the original image can be retrieved after a certain number of iterations according to the previous formula. Arnold transformation is cyclical. So the image will not be restored if the number of iterations and cycle is unknown. Therefore, in the Arnold transformation cycle and iterations can be considered as a private key [2, 11, 12 ].
PROPOSED ALGORTHIMS
Overall, a step-by-step algorithm of the embedding and extraction schemes are described in the following algorithms e) Apply SVD on D2, D3 and D4 to get S1, S2, and S3. f) RDWT is applied on the watermark image to decompose it into four sub-bands of the same size (LL, HL, LH, and HH).
a Watermark Embedding
g) Apply Arnold scramble on the DCT Coefficients that applied on all sub-bands of RDWT of watermark and get (Aw) matrix for the sub-bands.
h) Modify the scrambled coefficients of A wi with S1, S2, S3 as the following equation [4] :
(6) i) Apply SVD after Embedding watermark. j) Apply inverse SVD and inverse DCT, then apply inverse RDWT to get second IMF*. k) Apply inverse Arnold scramble to get watermarked image WI. Robustness and imperceptibility are usually two common matrices used to evaluate the watermarking algorithms.
3.1.b Watermark Extraction

PERFORMANCE METRICS
Robustness and imperceptibility are usually two common metrics used to evaluate the watermarking algorithms. In this paper, different metrics have been used for evaluation. Details of those metrics are given below.
Robustness Measures
To check the robustness of the watermark algorithm against several types of attacks, such as geometric, filtering and noise attacks such as (Gaussian, Salt & Pepper) etc. the bit-correct ratio (BCR) and the normalized correlation coefficient (NC) have been used [1, 2] . (9) where (W, W`) are the original watermark and extracted watermark respectively. The unity value given exact matching between the extracted watermark and the original watermark images, NC of about 0.7 or above is counted passable [8] .
Imperceptibility Measures
Peak signal to noise ratio, the mean square error, and watermark to document ratio are the metrics that will be used for the capacity measures or imperceptibility as they will compare the amount of distortion inserted into a cover image by a watermarking algorithm [1, 10] .
i. Peak Signal-to-Noise Ratio
The PSNR in decibels (dB) can be represented by the given formula: (12) where MAX is the utmost value can a pixel take of the image; M and N represent the image dimensions; x(i, j) the original image's pixel value; X'(i, j) are the watermarked image's value of pixel.
Security analysis
A perfect encryption algorithm should withstand against familiar attacks, such as statistical, differential, and the other types of attacks. Some image that is indistinguishable from a real random image may be considered as an ideally encrypted one because the opponent cannot detect the local relations between plain text and cipher text. In general, any attacker will be able to detect a reliable relationship between the plain image and the cipher-image if he changes only one pixel (e.g., make a trivial change) of the encrypted image and notice that the result is changed. Thus, the attack which causes a severe change in the cipher-image with respect to confusion and diffusion due to one minor modification in the plain image would become very incompetent and virtually worthless.
To the best of the author's knowledge, Chen and Mao presented the unified average changing intensity (UACI) and the number of pixels change rate (NPCR) in 2004 [11, 13] . Since then, NPCR and UACI become most security analyses in the image encryption area. The UACI and the NPCR are the two common measures used to test the effect of changing one-pixel on the whole image encrypted to evaluate the encryption strength of the proposed algorithm [11, 14] . Let us assume that two cipher images at the grid (i, j) are indicated as ) j , i ( E 1 and ) j , i ( E 2 before and after changing only one pixel in the plain image, respectively; and a bipolar array with the same size as the image, A, is specified in Eq. (13) . Then the NPCR is defined in Eq. (14) , and UACI can be mathematically defined by Eq. (15), where T represents the total number of pixels in the cipher-text, F represents the largest pixel value, convenient with the format of the cipher text image.  . The UACI focuses on the average variation between two cipher-text images, while NPCR concentrates on the total number of pixels that changes value in differential attacks [11, 14] .
RESULTS AND DISCUSSION
The proposed algorithm has been developed and executed using MATLAB 2016, and a laptop that has RAM4GB, Processor: Intel(R) Core (TM) 2 Quad (Q6600) 2.40 GHz, and OS: Windows 7.1.
In this paper, different grayscale (Lena, Barbara, Boat) images as the original image and the grayscale cameraman image as the watermark image are used. All images' sizes were 512x512 pixels.
Fig 4: The cover (a) and watermark (b) images
The proposed watermarking algorithm was tested with and without attacks. The latter includes Gaussian blur, Gamma correction, Gaussian noise, median filter, salt& pepper, JPEG compression, sharpening, rotation, cropping, contrast adjustment, and histogram equalization. The effected watermarked images and the best extracted watermark image will be seen clearly by the human eyes as shown in figures 6 and 7.
To highlight the advantage of our pipeline, we compare its performance against state-of-the-art watermarking algorithms. The evaluation of our method and the compared one is based on the metrics described in Section 3. Tables 1 through 5 , summarizing the quantitative comparison between the results obtained using the proposed algorithm and other.
All results are represented as the mean ± standard deviation values of some metrics that were processed on the three host images (Lena, Barbara, Boat) to ensure the efficiency of suggested algorithm.
In particular, Tables 1, 2 , and 3 document that the proposed scheme has a good response in terms of visual quality between the host image and watermarked images with and without attack based on using PSNR, WDR, and MSE evaluation metrics, respectively. Furthermore, Table 4 and 5 show bit correct ratio (BCR) and normalized correlation (NC) values between the embedded and the extracted watermark. As demonstrated in the Tables, NC values of the proposed approach are higher than 0.999 for almost all types of attacks. Additionally, Table 6 and Table 7 show the encryption strength of the proposed watermarking scheme using NPCR is higher than 99.9% and the UACI is in the range of 33%, respectively. Due to this, it will very hard for any attacker to tamper or manipulate the secret watermark. All the previous work indicates to robustness and imperceptibility of the proposed watermarking scheme against different type of attacks.
CONCLUSIONS
In this paper, an encrypted, non-blind, combined digital watermarking technique based on BEMD-RDWT-DCT-SVD is presented. The cover image and the watermarked image are scrambled by Arnold transform to fulfill higher embedding security. Without knowing the scrambling scheme and key; it will be extremely hard for any attacker to recover the images even if he extracted the watermarking from the watermarked image. The performance of the proposed algorithm was examined after applying it to different gray-scale images and compared it with other eight stare-of-the-art techniques. Although, the proposed algorithm did not improve the results of this scheme significantly over the algorithm in [1] , which has the highest robustness, our scheme highly increased the amount of embedding data while keeping the imperceptibility and the robustness against different types of attacks. Additionally, our scheme had shown an increased embedding watermarking security. 
