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SEMI-CONTINUITE´ DES CELLULES DE KAZHDAN-LUSZTIG
CE´DRIC BONNAFE´
Re´sume´. Des calculs dans les petits groupes de Coxeter et les groupes die´draux in-
finis sugge`rent que les cellules de Kazhdan-Lusztig a` parame`tres ine´gaux obe´issent
a` des phe´nome`nes de semi-continuite´ (lorsque les parame`tres varient). Le but de
cet article est de fournir un cadre the´orique rigoureux a` cette intuition qui nous
permettra d’e´noncer des conjectures pre´cises.
Soit (W,S) un groupe de Coxeter (ou` S est fini) et supposons pour simplifier dans
cette introduction que S = S1
∐
S2, ou` S1 et S2 sont deux sous-ensembles non vides
de S tels que, si s1 ∈ S1 et s2 ∈ S2, alors s1 et s2 ne sont pas conjugue´s dans W .
Notons ℓ :W → N la fonction longueur, ℓi : W → N la Si-longueur (si w ∈W , ℓi(w)
de´signe le nombre d’e´le´ments de Si apparaissant dans une de´composition re´duite de
w : ce nombre ne de´pend pas du choix de la de´composition re´duite). Fixons deux
entiers naturels non nuls a et b et posons La,b : W → Z, w 7→ aℓ1(w)+ bℓ2(w). Alors
La,b est une fonction de poids (au sens de Lusztig [13, §3.1]) et il est donc possible
de de´finir une partition de W en cellules de Kazhdan-Lusztig [13, chapitre 8]. Il est
clair que cette partition ne de´pend que de b/a (et non du couple (a, b)) : nous la
noterons Lb/a(W ). L’expe´rience sugge`re la conjecture suivante :
Conjecture 0. Il existe un entier naturel m et des nombres rationnels
0 < r1 < · · · < rm (ne de´pendant que de W ) tels que (en notant r0 = 0
et rm+1 = +∞), si θ et θ
′ sont deux nombres rationnels strictement
positifs, alors:
(a) Si 06 i6m et si ri < θ, θ
′ < ri+1, alors Lθ(W ) = Lθ′(W ).
(b) Si 16 i6m et si ri−1 < θ < ri < θ
′ < ri+1, alors Lri(W ) est
la partition la plus fine de W qui soit a` la fois moins fine que
Lθ(W ) et moins fine que Lθ′(W ).
Remarques - (1) On peut e´videmment e´noncer des conjectures similaires concer-
nant les partitions en cellules a` droite et en cellules bilate`res.
(2) Dans le cas ou`W est fini, l’existence des nombres rationnels 0 < r1 < · · · < rm
ve´rifiant (a) est facile. En revanche, meˆme dans ce cas, la proprie´te´ (b) est encore
a` ce jour une conjecture. Une conjecture de Lusztig [13, §13.12] nous autorise a`
espe`rer qu’elle soit encore vraie pour des groupes infinis. 
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On peut interpre´ter cette conjecture en termes topologiques : les cellules de
Kazhdan-Lusztig devraient obe´ir a` des phe´nome`nes de semi-continuite´. Le but de
cet article est de fournir un cadre rigoureux a` cette intuition en ge´ne´ralisant la
conjecture 0 simultane´ment dans les deux directions suivantes:
• On peut tre`s bien imaginer que la partition de S comporte plus de
deux parties (cela ne se produit pas lorsqueW est fini et irre´ductible).
• On peut aussi s’inte´resser aux fonctions de poids a` valeurs dans
n’importe quel groupe abe´lien totalement ordonne´, et dont les valeurs
sur les re´flexions simples ne sont pas ne´cessairement strictement pos-
itives.
Ces deux ge´ne´ralisations nous conduisent a` de´finir des classes d’e´quivalences de
fonctions de poids (dans le cas facile de´taille´ dans l’introduction, cela a e´te´ fait en
introduisant le rapport b/a a` la place du couple (a, b)) et a` de´finir une topologie
sur l’ensemble de ces classes d’e´quivalence. Cela sera fait dans un cadre abstrait
dans les sections 1, 2 et 3. Dans les sections 4 et 5, nous rappelons les de´finitions
et quelques proprie´te´s des cellules de Kazhdan-Lusztig, en inte´grant le formalisme
des sections 1, 2 et 3. Nous e´nonc¸ons nos conjectures dans la section 6, et nous les
illustrerons dans la section 7 en de´taillant les exemples suivants :
Exemples - (1) Groupes die´draux : Si |S| = 2 et si |S1| = |S2| = 1, alors la
conjecture 0 est ve´rifie´e en prenant m = 1 et r1 = 1 (voir [13, §8.8]).
(2) Type F4 : Si (W,S) est de type F4 et si |S1| = |S2| = 2, alors la conjecture 0
est ve´rifie´e en prenant m = 3 et r1 = 1/2, r2 = 1 et r3 = 2 (voir [9, Corollaire 4.8]).
(3) Type Bn : Supposons que (W,S) est de type Bn (avec n> 2) et |S1| = n− 1
et |S2| = 1. Dans [4, Conjectures A et B], la conjecture 0 est pre´cise´e : il devrait
suffire de prendre m = n− 1 et ri = i. Cela a e´te´ ve´rifie´ pour n6 6 (voir §7.E).
(4) Type B(p, q) : Soient p et q deux nombres naturels non nuls et supposons
que |S| = p + q, S1 = {s1, . . . , sp}, S2 = {t1, . . . , tq} et supposons que le graphe de
Coxeter de (W,S) soit le suivant
i · · · i i i i · · · i
sp s2 s1 t1 t2 tq
Nous dirons qu’il est de type B(p, q). Notons que B(p, q) ≃ B(q, p), B(p, 1) ≃ Bp+1,
B(2, 2) ≃ F4 et B(3, 2) ≃ B(2, 3) ≃ F˜4. On peut alors se demander si les exemples
(2) et (3) pre´cd´ents ne se ge´ne´ralisent pas ainsi : est-il vrai que la conjecture 0 est
valide en prenant m = p+q−1 et, pour la suite r1 < · · · < rp+q−1, la suite croissante
1
q
<
1
q − 1
< · · · <
1
2
< 1 < 2 < · · · < p− 1 < p ?
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1. Parties positives d’un re´seau
Fixons dans cette section un re´seau Λ et notons V = R⊗Z Λ.
Le but de cette section est d’e´tudier l’ensemble des parties positives (voir §1.A
pour la de´finition) de Λ. Nous munirons cet ensemble d’une topologie dans la section
suivante.
1.A. De´finitions, pre´liminaires. Une partie X de Λ est dite positive si les condi-
tions suivantes sont satisfaites :
(P1) Λ = X ∪ (−X).
(P2) X +X ⊂ X.
(P3) X ∩ (−X) est un sous-groupe de Λ.
Nous noterons Pos(Λ) l’ensemble des parties positives de Λ. Donnons quelques
exemples. Pour commencer, notons que Λ ∈ Pos(Λ). Soit Γ un groupe totalement
ordonne´ et soit ϕ : Λ→ Γ un morphisme de groupes. Posons
Pos(ϕ) = {λ ∈ Λ | ϕ(λ)> 0}
et Pos+(ϕ) = {λ ∈ Λ | ϕ(λ) > 0}.
Alors il est clair que
(1.1) Kerϕ = Pos(ϕ) ∩ Pos(−ϕ) = Pos(ϕ) ∩ −Pos(ϕ)
et que
(1.2) Pos(ϕ) est une partie positive de Λ.
Lemme 1.3. Soit X une partie positive de Λ. Alors :
(a) −X ∈ Pos(Λ).
(b) 0 ∈ X.
(c) Si λ ∈ Λ et si r ∈ Z>0 est tel que rλ ∈ X. Alors λ ∈ X.
(d) Λ/(X ∩ (−X)) est sans torsion.
De´monstration. (a) est imme´diat. (b) de´coule de la proprie´te´ (P1) des parties posi-
tives. (d) de´coule de (c). Il nous reste a` montrer (c). Soient λ ∈ Λ et r ∈ Z>0
tels que rλ ∈ X. Si λ 6∈ X, alors −λ ∈ X d’apre`s la proprie´te´ (P1). D’ou`
λ = rλ + (r − 1)(−λ) ∈ X d’apre`s (P2), ce qui est contraire a` l’hypothe`se. Donc
λ ∈ X. 
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Nous allons montrer une forme de re´ciproque facile a` la proprie´te´ 1.2. Soit X ∈
Pos(Λ). Notons canX : Λ → Λ/(X ∩ (−X)) le morphisme canonique. Si γ et γ
′
appartiennent a` Λ/(X ∩ (−X)), nous e´crirons γ6X γ
′ s’il existe un repre´sentant de
γ′ − γ appartenant a` X. Il est facile de ve´rifier que
(1.4) γ6X γ
′ si et seulement si tout repre´sentant de γ′ − γ appartient a` X.
On de´duit alors facilement des proprie´te´s (P1), (P2) et (P3) des parties positives
que
(1.5) (Λ/(X ∩ (−X)),6X) est un groupe abe´lien totalement ordonne´
et que
(1.6) X = Pos(canX).
1.B. Conse´quences du the´ore`me de Hahn-Banach. Si X est une partie posi-
tive de Λ, on pose X+ = X \ (−X). On a alors
(1.7) Λ = X ∪˙ (−X+) = X+ ∪˙ (−X) = X+ ∪˙ (X ∩ (−X)) ∪˙ (−X+),
ou` ∪˙ de´signe l’union disjointe. De plus, si ϕ : Λ→ Γ est un morphisme de groupes
abe´liens et si Γ est un groupe totalement ordonne´, alors
(1.8) Pos+(ϕ) = Pos(ϕ)+.
Si ϕ est une forme line´aire sur V , nous noterons abusivement Pos(ϕ) et Pos+(ϕ) les
parties Pos(ϕ|Λ) et Pos
+(ϕ|Λ) de Λ.
Lemme 1.9. Soit X une partie positive propre de Λ, soit Γ un groupe abe´lien
totalement ordonne´ archime´dien et soit ϕ : Λ→ Γ un morphisme de groupes. Alors
les conditions suivantes sont e´quivalentes :
(1) X ⊆ Pos(ϕ);
(2) X+ ⊆ Pos(ϕ);
(3) Pos+(ϕ) ⊆ X+;
(4) Pos+(ϕ) ⊆ X.
De´monstration. Il est clair que (1) implique (2) et que (3) implique (4).
Montrons que (2) implique (3). Supposons donc que (2) est ve´rifie´e. Soit λ ∈ Λ
tel que ϕ(λ) > 0 et supposons que λ 6∈ X+. Alors, d’apre`s 1.7, λ ∈ −X. Or,
si µ ∈ Λ, il existe k ∈ Z>0 tel que ϕ(µ − kλ) = ϕ(µ) − kϕ(λ) < 0 (car Γ est
archime´dien). Donc µ − kλ 6∈ X+ d’apre`s (2). Donc µ − kλ ∈ −X d’apre`s 1.7.
Donc, µ = (µ−kλ)+kλ ∈ (−X). Donc Λ ⊆ −X, ce qui est contraire a` l’hypothe`se.
Montrons que (4) implique (1). Supposons donc que Pos+(ϕ) ⊆ X. En prenant le
comple´mentaire dans Λ, on obtient (−X+) = (−X)+ ⊆ Pos(−ϕ) et donc, puisque
6 C. Bonnafe´
(2) implique (3), on a Pos+(−ϕ) ⊆ −X+. En reprenant le comple´mentaire dans Λ,
on obtient X ⊆ Pos(ϕ). 
Nous aurons aussi besoin du lemme suivant :
Lemme 1.10. Soient λ1,. . . , λn des e´le´ments de Λ et supposons trouve´ un n-uplet
t1,. . . , tn de nombres re´els strictement positifs tels que t1λ1+ · · ·+tnλn = 0. Alors
il existe des entiers naturels non nuls r1,. . . , rn tels que r1λ1 + · · ·+ rnλn = 0.
De´monstration. Notons S l’ensemble des n-uplets (u1, . . . , un) de nombres re´els qui
satisfont {
u1 + · · ·+ un = 1,
u1λ1 + · · ·+ unλn = 0.
E´crit dans une base de Λ, ceci est un syste`me line´aire d’e´quations a` coefficients
dans Q. Le proce´de´ d’e´limination de Gauss montre que l’existence d’une solution
re´elle implique l’existence d’une solution rationnelle t◦ = (t◦1, . . . , t
◦
n) et l’existence
de vecteurs v1,. . . , vr ∈ Q
n tels que
S = {t◦ + x1v1 + · · ·+ xrvr | (x1, . . . , xr) ∈ R
r}.
En particulier, il existe x1,. . . , xr ∈ R tels que
(t1, . . . , tn) = t
◦ + x1v1 + · · ·+ xrvr.
Puisque t1,. . . , tn sont strictement positifs, il existe x
′
1,. . . , x
′
r dans Q tels que les
coordonne´es de t◦ + x′1v1 + · · · + x
′
rvr soient strictement positives. Posons alors
(u1, . . . , un) = t
◦ + x′1v1 + · · ·+ x
′
rvr. On a donc ui ∈ Q>0 pour tout i et
u1λ1 + · · ·+ unλn = 0.
Quitte a` multiplier par le produits des de´nominateurs des ui, on a trouve´ r1,. . . ,
rn ∈ Z>0 tels que
r1λ1 + · · ·+ rnλn = 0,
comme attendu. 
The´ore`me 1.11. Soit X une partie positive de Λ diffe´rente de Λ. Alors :
(a) Il existe une forme line´aire ϕ sur V telle que X ⊆ Pos(ϕ).
(b) Si ϕ et ϕ′ sont deux formes line´aires sur V telles que X ⊆ Pos(ϕ)∩Pos(ϕ′),
alors il existe κ ∈ R>0 tel que ϕ
′ = κϕ.
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De´monstration. Notons C + l’enveloppe convexe de X+. Notons que X+ (et donc
C +) est non vide car X 6= Λ. Nous allons commencer par montrer que 0 6∈ C +.
Supposons donc que 0 ∈ C +. Il existe donc λ1,. . . , λn dans X
+ et t1,. . . , tn dans
R>0 tels que {
t1 + · · ·+ tn = 1,
t1λ1 + · · ·+ tnλn = 0.
D’apre`s le lemme 1.10, il existe r1,. . . , rn ∈ Z>0 tels que m1λ1 = −(m2λ2 + · · · +
mnλn). Donc m1λ1 ∈ X ∩−X (voir la proprie´te´ (P2)). Donc, d’apre`s le lemme 1.3
(a) et (c), on a λ1 ∈ X ∩−X, ce qui est impossible car λ1 ∈ X
+ = X \ (−X). Cela
montre donc que
0 6∈ C +.
L’ensemble C + e´tant convexe, il de´coule du the´ore`me de Hahn-Banach qu’il existe
une forme line´aire non nulle ϕ sur V telle que
C
+ ⊆ {λ ∈ V | ϕ(λ)> 0}.
En particulier,
(∗) X+ ⊆ C + ∩ Λ ⊆ Pos(ϕ).
D’apre`s le lemme 1.9, et puisque R est archime´dien, on a bien X ⊆ Pos(ϕ). Cela
montre (a).
Soit ϕ′ une autre forme line´aire telle que X ⊆ Pos(ϕ′). Posons U = {λ ∈
V | ϕ(λ) > 0 et ϕ′(λ) < 0}. Alors U est un ouvert de V . Fixons une Z-base
(e1, . . . , ed) de Λ. Si U 6= ∅, alors il existe λ ∈ Q ⊗Z Λ et ε ∈ Q>0 tels que λ,
λ + εe1,. . . , λ + εed appartiennent a` U . Quitte a` multiplier par le produit des
de´nominateurs de ε et des coordonne´es de λ dans la base (e1, . . . , ed), on peut sup-
poser que λ ∈ Λ et ε ∈ Z>0. Mais il est clair que U ∩X
+ = ∅ et U ∩ (−X+) = ∅.
Donc U ∩ Λ est contenu dans X ∩ (−X). Ce dernier e´tant un sous-groupe, on en
de´duit que εei ∈ X∩(−X) pour tout i. D’ou`, d’apre`s le lemme 1.3 (c), ei ∈ X∩(−X)
pour tout i. Donc X = Λ, ce qui est contraire a` l’hypothe`se. On en de´duit que U
est vide, c’est-a`-dire qu’il existe κ ∈ R>0 tel que ϕ
′ = κϕ. D’ou` (b). 
Si ϕ est une forme line´aire sur V , nous noterons ϕ¯ sa classe dans V ∗/R>0. Nous
noterons p : V ∗ −→ V ∗/R>0 la projection canonique. L’application Pos : V
∗ →
Pos(Λ) se factorise a` travers p en une application Pos : V ∗/R>0 → Pos(Λ) rendant
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le diagramme
V ∗
Pos
$$H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
p

V ∗/R>0
Pos
//Pos(Λ)
commutatif. D’autre part, si X ∈ Pos(Λ), nous noterons π(X) l’unique e´le´ment
ϕ¯ ∈ V ∗/R>0 tel que X ⊆ Pos(ϕ¯) (voir le the´ore`me 1.11). On a donc de´fini deux
applications
V ∗/R>0
Pos
//Pos(Λ)
π
// V ∗/R>0
et le the´ore`me 1.11 (b) montre que
(1.12) π ◦ Pos = IdV ∗/R>0 .
Donc π est surjective et Pos est injective. En revanche, ni π, ni Pos ne sont des
bijections (sauf si Λ est de rang 1). Nous allons de´crire les fibres de π :
Proposition 1.13. Soit ϕ une forme line´aire non nulle sur V . Alors l’application
iϕ¯ : Pos(Kerϕ|Λ) −→ π
−1(ϕ¯)
X 7−→ X ∪ Pos+(ϕ)
est bien de´finie et bijective. Sa re´ciproque est l’application
π−1(ϕ¯) −→ Pos(Kerϕ|Λ)
Y 7−→ Y ∩Kerϕ|λ.
Remarque - Il est facile de voir que π−1(0¯) = {Λ}. Nous pouvons aussi de´finir
une application i0¯ : Pos(Λ)→ Pos(Λ) par la meˆme formule que dans la proposition
1.13 : alors i0¯ est tout simplement l’application identite´ mais on a dans ce cas-la`
π−1(0¯) 6= i0¯(Pos(Λ)). 
De´monstration. Montrons tout d’abord que l’application iϕ¯ est bien de´finie. Soit
X ∈ Pos(Kerϕ|Λ). Posons Y = X ∪ Pos+(ϕ). Montrons que Y est une partie
positive de Λ. Avant cela, notons que
(∗) Y ⊆ Pos(ϕ).
(1) Si λ ∈ Λ, deux cas se pre´sentent. Si ϕ(λ) 6= 0, alors λ ∈ Pos+(ϕ)∪−Pos+(ϕ) ⊆
Y ∪ (−Y ). Si ϕ(λ) = 0, alors λ ∈ Kerϕ|Λ, donc λ ∈ X ∪ (−X) ⊆ Y ∪ (−Y ) car X
est une partie positive de Kerϕ|Λ. Donc Λ = Y ∪ (−Y ).
(2) Soient λ, µ ∈ Y . Montrons que λ + µ ∈ Y . Si ϕ(λ + µ) > 0, alors λ + µ ∈
Pos+(ϕ) ⊆ Y . Si ϕ(λ + µ) = 0, alors il re´sulte de (∗) que ϕ(λ) = ϕ(µ) = 0, donc
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λ, µ ∈ Kerϕ|Λ. En particulier, λ, µ ∈ X et donc λ + µ ∈ X +X ⊆ X ⊆ Y . Donc
Y + Y ⊆ Y .
(3) On a Y ∩ (−Y ) = X ∩ (−X), donc Y ∩ (−Y ) est un sous-groupe de Λ.
Les points (1), (2) et (3) ci-dessus montrent que Y est une partie positive de
Λ. L’inclusion (∗) montre que π(Y ) = ϕ¯, c’est-a`-dire que Y ∈ π−1(ϕ¯). Donc
l’application iϕ¯ est bien de´finie.
Elle est injective car, si X ∈ Pos(Kerϕ|Λ), alors X ∩ Pos
+(ϕ) = ∅. Montrons
maintenant qu’elle est surjective. Soit Y ∈ π−1(ϕ¯). Posons X = Y ∩ Kerϕ|Λ.
Alors X est une partie positive de Kerϕ|Λ d’apre`s le corollaire 1.18. Posons Y
′ =
X ∪ Pos+(ϕ). Il nous reste a` montrer que Y = Y ′.
Tout d’abord, Pos+(ϕ) ⊆ Y car π(Y ) = ϕ¯ par hypothe`se et X ⊆ Y . Donc
Y ′ ⊆ Y . Re´ciproquement, si λ ∈ Y , deux cas se pre´sentent. Si ϕ(λ) > 0, alors
λ ∈ Pos+(ϕ) ⊆ Y ′. Si ϕ(λ) = 0, alors λ ∈ Y ∩ Kerϕ|Λ = X ⊆ Y
′. Dans tous les
cas, λ ∈ Y ′. 
Exemple 1.14 - Si ϕ est une forme line´aire non nulle sur V , alors Pos(ϕ) =
iϕ¯(Kerϕ|Λ). 
Nous pouvons maintenant classifier les parties positives de Λ en termes de formes
line´aires. Notons F (Λ) l’ensemble des suites finies (ϕ1, . . . , ϕr) telles que (en posant
ϕ0 = 0), pour tout i ∈ {1, 2, . . . , r}, ϕi soit une forme line´aire non nulle sur R⊗Z(Λ∩
Kerϕi−1). Par convention, nous supposerons que la suite vide, note´e ∅, appartient
a` F (Λ).
Posons d = dimV . Notons que, si (ϕ1, . . . , ϕr) ∈ F (Λ), alors r6 d. Nous
de´finissons donc l’action suivante de (R>0)
d sur F (Λ) : si (κ1, . . . , κd)(R>0)
d et
si (ϕ1, . . . , ϕr) ∈ F (Λ), on pose
(κ1, . . . , κd) · (ϕ1, . . . , ϕr) = (κ1ϕ1, . . . , κrϕr).
Munissons Rr de l’ordre lexicographique : c’est un group abe´lien totalement ordonne´
et (ϕ1, . . . , ϕr) : Λ → R
r est un morphisme de groupes. Donc Pos(ϕ1, . . . , ϕr) est
bien de´fini et appartient a` Pos(Λ). En fait, toute partie positive de Λ peut eˆtre
retrouve´e ainsi :
Proposition 1.15. L’application
F (Λ) −→ Pos(Λ)
ϕ 7−→ Pos(ϕ)
est bien de´finie et induit une bijection F (Λ)/(R>0)
d ∼−→ Pos(Λ).
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Remarque - Dans cette proposition, on a pose´ par convention Pos(∅) = Λ. 
De´monstration. Cela re´sulte imme´diatement d’un raisonnement par re´currence sur
le rang de Λ en utilisant le the´ore`me 1.11 et la proposition 1.13. 
Si ϕ ∈ F (Λ), nous noterons ϕ¯ sa classe dans F (Λ)/(R>0)
d et nous poserons
Pos(ϕ¯) = Pos(ϕ). Comme corollaire de la proposition 1.15, nous obtenons une
classification des ordres totaux sur Λ (compatibles avec la structure de groupe). En
fait, se donner un ordre total sur Λ est e´quivalent a` se donner une partie positive X
de Λ telle que X ∩ (−X) = 0. Notons F0(Λ) l’ensemble des e´le´ments (ϕ1, . . . , ϕr) ∈
F (Λ) tels que Λ ∩Kerϕr = 0.
Corollaire 1.16. L’application de´crite dans la proposition 1.15 induit une bijection
entre l’ensemble F0(Λ)/(R>0)
d et l’ensemble des ordres totaux sur Λ compatibles
avec la structure de groupe.
1.C. Fonctorialite´. Soit σ : Λ′ → Λ un morphisme de groupes abe´liens. Le re´sultat
suivant est facile :
Lemme 1.17. Si X est une partie positive de Λ, alors σ−1(X) est une partie positive
de Λ′.
De´monstration. Soit X ∈ Pos(Λ). Posons X ′ = σ−1(X). Montrons que X ′ ∈
Pos(Λ′).
(1) On a X ′ ∪ (−X ′) = σ−1(X ∪ (−X)) = σ−1(Λ) = Λ′.
(2) Si λ′ et µ′ sont deux e´le´ments de X ′, alors σ(λ′) et σ(µ′) appartiennent a` X.
Donc σ(λ′) + σ(µ′) ∈ X. En d’autres termes, λ′ + µ′ ∈ X ′. Donc X ′ +X ′ ⊆ X ′.
(3) On a X ′ ∩ (−X ′) = σ−1(X ∩ (−X)), donc l’ensemble X ′ ∩ (−X ′) est un
sous-groupe de Λ′. 
Corollaire 1.18. Si Λ′ est un sous-groupe de Λ et si X est une partie positive de
Λ, alors X ∩ Λ′ est une partie positive de Λ′.
Si σ : Λ′ → Λ est un morphisme de groupes abe´liens, nous noterons σ∗ : Pos(Λ)→
Pos(Λ′), X 7→ σ−1(X) induite par le lemme 1.17. Si τ : Λ′′ → Λ′ est un morphisme
de groupe abe´liens, il est alors facile de ve´rifier que
(1.19) (τ ◦ σ)∗ = σ∗ ◦ τ ∗.
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D’autre part, si on note V ′ = R ⊗Z Λ
′, alors σ induit une application R-line´aire
σR : V
′ −→ V dont nous noterons tσR : V
∗ −→ V ′∗ l’application duale et tσ¯R :
V ∗/R>0 −→ V
′∗/R>0 l’application (continue) induite. Il est alors facile de ve´rifier
que le diagramme
(1.20)
V ∗/R>0
Pos
//
tσ¯R

Pos(Λ)
π
//
σ∗

V ∗/R>0
tσ¯R

V ′∗/R>0
Pos
′
//Pos(Λ′)
π′
// V ′∗/R>0
est commutatif (ou` Pos
′
et π′ sont les analogues de Pos et π pour le re´seau Λ′).
2. Topologie sur Pos(Λ)
Dans cette section, nous allons de´finir sur Pos(Λ) une topologie et en e´tudier
les proprie´te´s. Nous allons notamment montrer que la plupart des applications
introduites dans la section pre´ce´dente (Pos, π, iϕ¯,...) sont continues.
2.A. De´finition. Si E est une partie de Λ, nous poserons
U (E) = {X ∈ Pos(Λ) | X ∩E = ∅}.
Si λ1,. . . , λn sont des e´le´ments de Λ, nous noterons pour simplifier U (λ1, . . . , λn)
l’ensemble U ({λ1, . . . , λn}). Si cela est ne´cessaire, nous noterons ces ensembles
UΛ(E) ou UΛ(λ1, . . . , λn). On a alors
(2.1) U (E) =
⋂
λ∈E
U (λ).
Notons que
(2.2) U (∅) = Pos(Λ) et U (Λ) = {∅}.
D’autre part, si (Ei)i∈I est une famille de parties de Λ, alors
(2.3)
⋂
i∈I
U (Ei) = U
(⋃
i∈I
Ei
)
.
Une partie U de Pos(Λ) sera dite ouverte si, pour tout X ∈ U , il existe une partie
finie E de Λ telle que X ∈ U (E) et U (E) ⊂ U . L’e´galite´ 2.3 montre que cela
de´finit bien une topologie sur Pos(Λ).
Proposition 2.4. Si U est un ouvert de Pos(Λ) contenant Λ, alors U = Pos(Λ).
En particulier, Pos(Λ) est connexe. Si Λ 6= 0, alors il n’est pas se´pare´.
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De´monstration. Par de´finition, il existe une partie finie E de Λ\Λ telle que U (E) ⊆
U . Mais on a force´ment E = ∅, donc U = Pos(Λ) d’apre`s 2.2. D’ou` le re´sultat.
Le fait que Pos(Λ) n’est pas se´pare´ (lorsque Λ 6= 0) en de´coule : le point Λ de
Pos(Λ) ne peut eˆtre se´pare´ d’aucun autre. 
Exemple 2.5 - L’espace topologique Pos(Z) n’a que trois points : Z, Z>0 et Z60.
Sur ces trois points, seul Z est un point ferme´ et Z>0 et Z60 sont des points ouverts
(en effet, {Z>0} = U (−1) et {Z60} = U (1)). 
Il est clair que la topologie sur Pos(Λ) de´finie ci-dessus est la topologie induite
par une topologie sur l’ensemble des parties de Λ (de´finie de fac¸on analogue) : cette
dernie`re est tre`s grossie`re mais sa restriction a` Pos(Λ) est plus inte´ressante.
Nous aurons besoin de la proprie´te´ suivante des ensembles U (E) :
Lemme 2.6. Soit E une partie finie de Λ. Alors les assertions suivantes sont
e´quivalentes :
(1) U (E) = ∅.
(2) Il existe n> 1, λ1,. . . , λn ∈ E et r1,. . . , rn ∈ Z>0 tels que
n∑
i=1
riλi = 0.
(3) Il n’existe pas de forme line´aire ϕ sur V ∗ telle que ϕ(E) ⊂ R>0.
De´monstration. S’il existe une forme line´aire ϕ sur V ∗ telle que ϕ(E) ⊆ R>0, alors
Pos(−ϕ) ∈ U (E), et donc U (E) 6= ∅. Donc (1) ⇒ (3).
Supposons trouve´s λ1,. . . , λn ∈ E et r1,. . . , rn ∈ Z>0 tels que r1λ1+· · ·+rnλn = 0.
Alors, si X ∈ U (E), on a −λ2,. . . , −λn ∈ X. Mais r1λ1 = −r2λ2− · · ·− rnλn ∈ X,
donc λ1 ∈ X, ce qui contredit l’hypothe`se. Donc (2) ⇒ (1).
Il nous reste a` montrer que (3) ⇒ (2). Supposons que (2) n’est pas vraie. Nous
allons montrer qu’alors (3) n’est pas vraie en raisonnant par re´currence sur la di-
mension de V (c’est-a`-dire le rang de Λ). Posons
C = {t1λ1 + · · · tnλn | n> 1, λ1, . . . , λn ∈ Λ, t1, . . . , tn ∈ R>0}.
Alors C est une partie convexe de V contenant E et, d’apre`s le lemme 1.10 et le
fait que (2) ne soit pas vraie, on a 0 6∈ C . Par conse´quent, il re´sulte du the´ore`me
de Hahn-Banach qu’il existe une forme line´aire non nulle ϕ telle que ϕ(C ) ⊆ R>0.
Posons Λ′ = (Kerϕ) ∩ Λ et E ′ = E ∩ Λ. Alors l’assertion (2) pour E ′ n’est pas
vraie elle aussi donc, par hypothe`se de re´currence, il existe un forme line´aire ψ sur
V ′ = R⊗Z Λ
′ ⊆ V telle que ψ(E ′) ⊂ R>0. Soit ψ˜ une extension de ψ a` V . Puisque
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ϕ(E \E ′) ⊂ R>0, il existe ε > 0 tel que ϕ(λ)+εψ˜(λ) > 0 pour tout λ ∈ E \E
′. Mais
on a aussi, si λ ∈ E ′, ϕ(λ) + εψ˜(λ) = εψ˜(λ) > 0. Donc (ϕ+ εψ˜)(E) ⊂ R>0. 
Si E est une partie de Pos(Λ), nous noterons E son adhe´rence dans Pos(Λ).
Corollaire 2.7. Soit E une partie finie de Λ telle que U (E) 6= ∅. Alors
U (E) = Pos(Λ) \
(⋃
λ∈E
U (−λ)
)
.
De´monstration. Posons
O =
⋃
λ∈E
U (−λ)
et F = Pos(Λ) \ O .
Alors F est ferme´ dans Pos(Λ) et contient U (E). Donc U (E) ⊆ F .
Re´ciproquement, soit X ∈ Pos(Λ) \U (E). Nous devons montrer que
(?) X ∈ O .
Puisque Pos(Λ) \ U (E) est un ouvert, il existe une partie finie F de Λ telle que
X ∈ U (F ) et U (F ) ⊆ O . En particulier, U (F ) ∩U (E) = ∅. En d’autres termes,
d’apre`s 2.3, on a U (E ∪F ) = ∅. Donc, d’apre`s le lemme 2.6, il existe m> 0, n> 0,
λ1,. . . , λm ∈ E, µ1,. . . , µn ∈ F , r1,. . . , rm, s1,. . . , sn ∈ Z>0 tels que
r1λ1 + · · ·+ rmλm + s1µ1 + · · ·+ snµn = 0
et m+n> 1. En fait, comme U (E) et U (F ) sont toutes deux non vides, il de´coule
du lemme 2.6 que m, n> 1.
Si X 6∈ O , alors −λi ∈ X pour tout i, ce qui implique que s1µ1+ · · ·+ snµn ∈ X.
Cela ne peut se produire que si au moins l’un des µj appartient a` X, mais c’est
impossible car F ∩X = ∅. D’ou` (?). 
Exemple 2.8 - Le corollaire 2.7 n’est pas force´ment vrai si U (E) = ∅. En
effet, si λ ∈ Λ \ {0}, alors U (λ,−λ) = ∅ mais, du moins lorsque dimV > 2, on a
U (λ) ∪U (−λ) 6= Pos(Λ). 
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2.B. Fonctorialite´. Si Λ′ est un autre re´seau et si σ : Λ′ → Λ est un morphisme
de groupes et si E ′ est une partie de Λ′, alors
(2.9) (σ∗)−1
(
UΛ′(E
′)
)
= UΛ
(
σ(E ′)
)
.
Preuve de 2.9. Soit X une partie positive de Λ. Alors X ∈ (σ∗)−1
(
UΛ′(E
′)
)
(resp.
X ∈ UΛ
(
σ(E ′)
)
) si et seulement si σ−1(X) ∩ E ′ = ∅ (resp. X ∩ σ(E ′) = ∅). Il est
alors facile de ve´rifier que ces deux dernie`res conditions sont e´quivalentes. 
Cela implique le re´sultat suivant :
Proposition 2.10. L’application σ∗ : Pos(Λ)→ Pos(Λ′) est continue.
2.C. Continuite´. D’apre`s la section 1, nous avons e´quipe´ l’espace topologique
Pos(Λ) de deux applications Pos : V ∗/R>0 → Pos(Λ) et π : Pos(Λ) → V
∗/R>0
telles que π◦Pos = IdV ∗/R>0 . Nous montrerons dans la proposition 2.11 que ces appli-
cations sont continues (lorsque V ∗/R>0 est bien suˆr muni de la topologie quotient)
et nous en de´duirons quelques autres proprie´te´s topologiques de ces applications.
Avant cela, introduisons la notation suivante : si E est une partie finie de Λ, on
pose
V (E) = {ϕ¯ ∈ V ∗/R>0 | ∀ λ ∈ E, ϕ(λ) < 0}.
Si cela est ne´cessaire, nous noterons VΛ(E) l’ensemble V (E). Alors
p−1(V (E)) = {ϕ ∈ V ∗ | ∀ λ ∈ E, ϕ(λ) < 0}.
Donc p−1(V (E)) est ouvert, donc V (E) est ouvert dans V ∗/R>0 par de´finition de
la topologie quotient.
Proposition 2.11. Les applications Pos et π sont continues. De plus :
(a) Pos induit un home´omorphisme sur son image.
(b) L’image de Pos est dense dans Pos(Λ).
De´monstration. Soit E une partie finie de Λ. Alors
(2.12) Pos
−1
(U (E)) = V (E).
Donc Pos
−1
(U (E)) est un ouvert de V ∗/R>0. Donc Pos est continue.
Montrons maintenant que π est continue. Nous proce`derons par e´tapes :
Lemme 2.13. Les V (E), ou` E parcourt l’ensemble des parties finies
de Λ, forment une base d’ouverts de V ∗/R>0.
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Preuve du lemme 2.13. Soit U un ouvert de V ∗/R>0 et soit ϕ une
forme line´aire sur V telle que ϕ¯ ∈ U . Nous devons montrer qu’il
existe une partie finie E de V telle que ϕ¯ ∈ V (E) et V (E) ⊂ U .
Si ϕ = 0, alors U = V ∗/R>0 et le re´sultat est clair. Nous sup-
poserons donc que ϕ 6= 0. Il existe alors λ0 ∈ Λ tel que ϕ(λ0) > 0.
Quitte a` remplacer ϕ par un multiple positif, on peut supposer que
ϕ(λ0) = 1. Notons H0 l’hyperplan affine {ψ ∈ V
∗ | ψ(λ0) = 1}. Alors
l’application naturelle H0 → V
∗/R>0 induit un home´omorphisme
ν : H0
∼
−→ V (−λ0). De plus, ϕ = ν
−1(ϕ) ∈ H0. Donc ϕ ∈ ν
−1(U ∩
V (−λ0)). Il suffit dons de ve´rifier que les intersections finies de demi-
espaces ouverts rationnels (i.e. de la forme {ψ ∈ H0 | ψ(λ) > n} ou`
n ∈ Z et λ ∈ Λ\Zλ0) forment une base de voisinages de l’espace affine
H0, ce qui est imme´diat. 
Compte tenu du lemme 2.13, il suffit de montrer que, si E est une partie finie de
Λ, alors π−1(V (E)) est un ouvert de Pos(Λ). De plus,
V (E) =
⋂
λ∈E
V (λ).
Par conse´quent, la continuite´ de π de´coulera du lemme suivant:
Lemme 2.14. Si λ ∈ Λ, alors π−1(V (λ)) est un ouvert de Pos(Λ).
Preuve du lemme 2.14. Soit X ∈ π−1(V (λ)) et soit ϕ = π(X). Par
de´finition, ϕ(λ) < 0 et donc λ 6∈ X. Soit e1,. . . , en une Z-base de Λ.
Il existe un entier naturel non nul N tel que ϕ(λ±
1
N
ei) < 0 pour tout
i. Quitte a` remplacer λ par Nλ, on peut supposer que ϕ(λ± ei) < 0
pour tout i. On pose alors
E = {λ+ e1, λ− e1, . . . , λ+ en, λ− en}.
Alors X ∈ U (E) par construction. Il reste a` montrer que U (E) ⊆
π−1(V (λ)). Soit Y ∈ U (E) et posons ψ = π(Y ). Supposons de plus
que ψ 6∈ V (λ). On a alors ψ(λ)> 0. D’autre part, ψ(λ± ei)6 0 pour
tout i. Cela montre que 2ψ(λ) = ψ(λ + e1) + ψ(λ − e1)6 0, et donc
ψ(λ) = ψ(λ+ ei) = 0, et donc ψ(ei) = 0 pour tout i. Donc ψ est nulle
et donc Y = Λ, ce qui contredit le fait que Y ∈ U (E). Cela montre
donc que ψ ∈ V (λ), comme attendu. 
Puisque π et Pos sont continues et ve´rifient π ◦ Pos = IdV ∗/R>0 , Pos induit un
home´omorphisme sur son image. D’ou` (a).
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L’assertion (b) de´coule du lemme suivant (qui est une conse´quence imme´diate de
l’e´quivalence entre (1) et (3) dans le lemme 2.6) et de 2.12 :
Lemme 2.15. Soit E une partie finie de Λ telle que U (E) 6= ∅.
Alors V (E) 6= ∅.
La preuve de la proposition 2.11 est termine´e. 
Nous allons maintenant e´tudier les proprie´te´s topologiques des applications iϕ¯.
Proposition 2.16. Soit ϕ ∈ V ∗ et supposons ϕ 6= 0. Alors :
(a)
⋂
U ouvert de Pos(Λ)
Pos(ϕ)∈U
U = iϕ¯
(
Pos(Kerϕ|Λ)
)
= π−1(ϕ¯).
(d) iϕ¯ est continue et induit un home´omorphisme sur son image.
De´monstration. (a) Notons Iϕ l’image de iϕ¯. On a alors, d’apre`s le lemme 1.9,
(∗) Iϕ = {X ∈ Pos(Λ) | Pos
+(ϕ) ⊆ X}.
Si U est un ouvert contenant Pos(ϕ), alors il existe une partie finie E de Λ \Pos(ϕ)
telle que U (E) ⊆ U . Mais, si X est dans l’image de iϕ¯, alors X ⊆ Pos(ϕ), donc
X ∩ E = ∅. Et donc X ∈ U , ce qui montre que
Iϕ ⊆
⋂
U ouvert de Pos(Λ)
Pos(ϕ)∈U
U .
Montrons l’inclusion re´ciproque. Soit X ∈ Pos(Λ) tel que X 6∈ Iϕ. Posons ψ =
π(X). Alors ψ¯ 6= ϕ¯ donc, d’apre`s la preuve du the´ore`me 1.11, il existe λ ∈ Λ tel que
ϕ(λ) < 0 et ψ(λ) > 0. On a donc, d’apre`s le lemme 1.9, X 6∈ U (λ). D’autre part,
Pos(ϕ) ∈ U (λ). D’ou` (a).
Montrons (b). On note πϕ¯ : Iϕ → Pos(Kerϕ|Λ), X 7→ X ∩ Kerϕ|Λ. D’apre`s
la proposition 1.13, πϕ¯ est la bijection re´ciproque de iϕ¯ : Pos(Kerϕ|Λ) → Iϕ. Il
nous faut donc montrer que iϕ¯ et πϕ¯ sont continues. Si F est une partie finie de
Kerϕ|Λ, nous noterons Uϕ¯(F ) l’analogue de l’ensemble U (F ) de´fini a` l’inte´rieur de
Pos(Kerϕ|Λ).
Soit E une partie finie de Λ. Nous voulons montrer que i−1ϕ¯ (U (E)) est un ouvert
de Pos(Kerϕ|Λ). S’il existe λ ∈ E tel que ϕ(λ) > 0, alors U (E) ∩ Iϕ = ∅ (voir
(∗)). On peut donc supposer que ϕ(λ)6 0 pour tout λ ∈ E. Il est alors facile de
ve´rifier que
i−1ϕ¯ (U (E)) = Uϕ¯(E ∩Kerϕ|Λ).
Donc iϕ¯ est continue.
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Soit F une partie finie de Kerϕ|Λ. Alors
π−1ϕ¯ (Uϕ¯(F )) = U (F ) ∩ Iϕ.
Donc πϕ¯ est continue. 
Nous allons re´sumer dans le the´ore`me suivant la plupart des re´sutats obtenus dans
cette sous-section.
The´ore`me 2.17. Supposons Λ 6= 0 et soit ϕ ∈ V ∗, ϕ 6= 0.
(a) Pos(Λ) est connexe. Il n’est pas se´pare´ si Λ 6= 0.
(b) Les applications π : Pos(Λ) → V ∗/R>0 et Pos : V
∗/R>0 → Pos(Λ) sont
continues et ve´rifient π ◦ Pos = IdV ∗/R>0.
(c) Pos induit un home´omorphisme sur son image ; cette image est dense dans
Pos(Λ).
(d) π−1(ϕ¯) est l’intersection des voisinages de Pos(ϕ) dans Pos(Λ).
(e) iϕ¯ est un home´omorphisme.
3. Arrangements d’hyperplans
L’application continue Pos : V ∗ → Pos(Λ) a une image dense. Nous allons
e´tudier ici comment se transpose la notion d’arrangement d’hyperplans (et les objets
attache´s : facettes, chambres, support...) a` l’espace topologique Pos(Λ) a` travers
Pos. Cela nous permettra d’e´noncer les conjectures sur les cellules de Kazhdan-
Lusztig sous la forme la plus ge´ne´rale possible.
3.A. Sous-espaces rationnels. Si E est une partie de Λ, on pose
L (E) = {X ∈ Pos(Λ) | E ⊂ X ∩ (−X)}.
Si cela est ne´cessaire, nous le noterons LΛ(E). On appelle sous-espace rationnel de
Pos(Λ) toute partie de Pos(Λ) de la forme L (E), ou` E est une partie de Λ. Si
λ ∈ Λ \ {0}, on notera Hλ le sous-espace rationnel L ({λ}) : un tel sous-espace
rationnel sera appele´ un hyperplan rationnel. Notons que
(3.1) Pos(Λ) = U (λ) ∪˙Hλ ∪˙U (−λ).
La proposition suivante justifie quelque peu la terminologie :
Proposition 3.2. Soit E est une partie de Λ. Notons Λ(E) le sous-re´seau Λ ∩∑
λ∈E QE de Λ et soit σE : Λ→ Λ(E) l’application canonique. Alors :
(a) L (E) =
⋂
λ∈E\{0}
Hλ = {X ∈ Pos(Λ) | Λ(E) ⊆ X}.
(b) L (E) est ferme´ dans Pos(Λ).
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(c) Pos−1(L (E)) = {ϕ ∈ V ∗ | ∀ λ ∈ E, ϕ(λ) = 0} = E⊥.
(d) Pos(π(L (E)) ⊆ L (E).
(e) Pos
−1
(L (E)) = π(L (E)).
(f) L (E) = Pos(Pos−1(L (E))) .
(g) L’application σ∗E : Pos(Λ/Λ(E)) → Pos(Λ) a pour image L (E) et induit
un home´omorphisme Pos(Λ/Λ(E))
∼
−→ L (E).
De´monstration. La premie`re e´galite´ de (a) est imme´diate. La deuxie`me de´coule de
la proposition 1.3 (c). (b) de´coule de (a) et de 3.1. (c) est tout aussi clair.
(d) Si X ∈ Pos(π(L (E)), alors il existe Y ∈ L (E) tel que X = Pos(π(Y )).
Posons ϕ¯ = π(Y ), ou` ϕ ∈ V ∗. Alors E ⊆ Y ∩ (−Y ) et Y ⊆ Pos(ϕ). Or, ϕ(λ) = 0 si
λ ∈ Y ∩ (−Y ), donc X = Pos(ϕ) ∈ L (E).
(e) D’apre`s (d), on a π(Λ(E)) ⊆ Pos
−1
(L (E)). Re´ciproquement, soit ϕ un
e´le´ment de Pos−1(L (E)), alors ϕ¯ = π(Pos(ϕ¯)) ∈ π(L (E)). D’ou` (e).
(f) Notons FE = Pos(Pos
−1(L (E))). On a FE ⊆ L (E) donc il de´coule du
(a) que FE ⊆ L (E). Re´ciproquement, soit F une partie finie de Λ telle que
U (F ) ∩ FE = ∅. Nous devons montrer que U (F ) ∩ L (E) = ∅. Or, le fait que
U (F ) ∩FE = ∅ est e´quivalent a` l’assertion suivante (voir (c)) :
∀ ϕ ∈ E⊥, ∀ λ ∈ F, ϕ(λ)> 0.
Or, si ϕ ∈ E⊥, alors −ϕ ∈ E⊥, ce qui implique que :
∀ ϕ ∈ E⊥, ∀ λ ∈ F, ϕ(λ) = 0.
En d’autres termes, F ⊆ (E⊥)⊥ ∩ Λ = Λ(E). Mais, si X ∈ L (E), alors Λ(E) ⊆ X
d’apre`s (a). Donc X 6∈ U (F ), comme espe´re´.
(g) Le fait que l’image de σ∗E soit L (E) de´coule de (a). D’autre part, σ
∗
E est
continue d’apre`s la proposition 2.10. Notons
γE : L (E) −→ Pos(Λ/Λ(E))
X 7−→ X/Λ(E).
Alors γE est la re´ciproque de σ
∗
E . Il ne nous reste qu’a` montrer que γE est continue.
Soit donc F une partie finie de Λ/Λ(E) et notons F˜ un ensemble de repre´sentants
des e´le´ments de F dans Λ. On a
γ−1E (UΛ/Λ(E)(F )) = {X ∈ L (E) | ∀ λ ∈ F, λ 6∈ X/Λ(E)}
= {X ∈ Pos(Λ) | Λ(E) ⊆ X et ∀ λ ∈ F, λ 6∈ X/Λ(E)}
= {X ∈ Pos(Λ) | Λ(E) ⊆ X et ∀ λ ∈ F˜ , λ 6∈ X}
= {X ∈ L (E) | ∀ λ ∈ F˜ , λ 6∈ X}
= L (E) ∩UΛ(F˜ ).
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Donc γ−1E (UΛ/Λ(E)) est un ouvert de L (E). Cela montre la continuite´ de γE . 
3.B. Demi-espaces. Soit H un hyperplan rationnel de Pos(Λ) et soit λ ∈ Λ\{0}
tel que H = Hλ. D’apre`s 3.1, l’hyperplan H nous de´finit une unique relation
d’e´quivalence ⌣H sur Pos(Λ) pour laquelle les classes d’e´quivalence sont U (λ), H
et U (−λ) : notons que cette relation ne de´pend pas du choix de λ. De plus :
Proposition 3.3. H est un ferme´ de Pos(Λ) et U (λ) et U (−λ) sont les com-
posantes connexes de Pos(Λ) \H . De plus
U (λ) = U (λ) ∪Hλ.
De´monstration. La dernie`re assertion est un cas particulier du corollaire 2.7.
Montrons pour finir que U (λ) est connexe. Soient U et V deux ouverts de U (λ)
tels que U (λ) = U
∐
V . Alors
Pos−1(U (λ)) = Pos−1(U )
∐
Pos−1(V ).
Mais Pos−1(U (λ)) = {ϕ ∈ V ∗ | ϕ(λ) < 0}. Donc Pos−1(U (λ)) est connexe. Puisque
Pos est continue, cela implique que Pos−1(U ) = ∅ ou Pos−1(V ) = ∅. Le lemme
2.15 implique que U = ∅ ou V = ∅. 
Si X ∈ Pos(Λ), nous noterons DH (X) la classe d’e´quivalence de X sous la
relation ⌣H . Il re´sulte de la proposition 3.3 que DH (X) est une re´union de classes
d’e´quivalences pour ⌣H .
3.C. Arrangements. Nous travaillerons de´sormais sous l’hypothe`se suivante :
Fixons maintenant, et ce jusqu’a` la fin de cette section, un ensemble
fini A d’hyperplans rationnels de Pos(Λ).
Nous allons rede´finir, dans notre espace Pos(Λ), les notions de facettes, chambres
et faces associe´es a` A, de fac¸on analogue a` ce qui se fait pour les arrangements
d’hyperplans dans un espace re´el [7, Chapitre V, §1]. Les proprie´te´s des applications
π et Pos e´tablies pre´ce´demment permettent facilement de de´montrer des re´sultats
analogues en copiant presque mot a` mot les preuves de [7, Chapitre V, §1].
Nous de´finissons la relation ⌣A sur Pos(Λ) de la fac¸on suivante : si X et Y sont
deux e´le´ments de Pos(Λ), nous e´crirons X ⌣A Y si X ⌣H Y pour tout H ∈ A.
Nous appellerons facettes (ou A-facettes) les classes d’e´quivalence pour la relation
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⌣A. Nous appellerons chambres (ou A-chambres) les facettes qui ne rencontrent
aucun hyperplan de A. Si F est une facette, nous noterons
LA(F ) =
⋂
H ∈A
F⊂H
H ,
avec la convention habituelle que LA(F ) = Pos(Λ) si F est une chambre. Nous
l’appellerons le support de F et nous appellerons dimension de F l’entier
dimF = dimR Pos
−1(LA(F )).
De meˆme nous appellerons codimension de F l’entier
codimF = dimR V − dimF .
Avec ces de´finitions, une chambre est une facette de codimension 0.
Proposition 3.4. Soit F une facette et soit X ∈ F . Alors :
(a) F =
⋂
H ∈A
DH (X).
(b) F =
⋂
H ∈A
DH (X).
(c) F est la re´union de F et de facettes de dimension strictement infe´rieures.
(d) Si F ′ est une facette telle que F = F
′
, alors F = F ′.
De´monstration. (a) est une conse´quence des de´finitions. Montrons (b). Posons
A1 = {H ∈ A | F ⊆ H }
A2 = A \ A1.
Pour tout H ∈ A, on fixe un e´le´ment λ(H ) ∈ Λ tel que H = Hλ(H ) : si de plus
H ∈ A2, on choisit λ(H ) de sorte que F ⊆ U (λ(H )). On pose
Ei = {λ(H ) | H ∈ Ai}.
Par conse´quent,
F = L ∩U (Ei).
Puisque L est ferme´, F est aussi l’adhe´rence de F dans L . En utilisant alors
l’home´omorphisme σ∗E1 : Pos(Λ/Λ(E1))
∼
−→ L de la proposition 3.2 (g), on se
rame`ne a` calculer l’adhe´rence de σ∗−1E1 (F ) dans Pos(Λ/Λ(E1)). Mais
σ∗−1E1 (F ) = σ
∗−1
E1
(UΛ(E2)) = UΛ/Λ(E1)(σE1(E2)).
Or, d’apre`s le corollaire 2.7, on a
UΛ/Λ(E1)(σE1(E2)) = Pos(Λ/Λ(E1)) \
( ⋃
λ∈E2
UΛ/Λ(E1)(σE1(−λ))
)
.
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Par conse´quent,
F = L ∩ σ∗E1
(
Pos(Λ/Λ(E1)) \
( ⋃
λ∈E2
UΛ/Λ(E1)(σE1(−λ))
))
,
et donc
F = L ∩
( ⋂
λ∈E2
(
Pos(Λ) \UΛ(−λ)
)
=
⋂
λ∈E1∪E2
DHλ(X),
comme attendu.
Montrons maintenant (c). D’apre`s (b), F est bien une re´union de facettes. Si
de plus F ′ est une facette diffe´rente de F et contenue dans F , l’assertion (b)
montre qu’il existe H ∈ A2 tel que F
′ ⊆ H . Donc F ′ ⊆ LA(F ) ∩ H , et
dimPos−1
(
LA(F ) ∩H
)
= dimPos−1
(
LA(F )
)
− 1. D’ou` (c).
L’assertion (d) de´coule imme´diatement de (c). 
On de´finit une relation 4 (ou 4A s’il est ne´cessaire de pre´ciser) entre les facettes :
on e´crit F 4F ′ si F ⊆ F
′
(c’est-a`-dire si F ⊆ F
′
). La proposition 3.4 (d) montre
que :
Corollaire 3.5. La relation 4 entre les facettes est une relation d’ordre.
4. Alge`bres de Hecke
4.A. Pre´liminaires. Soit (W,S) un groupe de Coxeter (S et, bien suˆr, W pouvant
eˆtre infinis). Si s, t ∈ S, nous e´crirons s ∼ t si s et t sont conjugue´s dans W .
Posons S¯ = S/∼. Si s ∈ S, nous noterons s¯ sa classe dans S¯. Nous noterons Z[S¯] le
Z-module libre de base S¯.
Soit ℓ : W → N la fonction longueur associe´e a` S. Si ω ∈ S¯ et si w ∈ W , nous
noterons ℓω(w) le nombre d’apparitions d’e´le´ments de ω dans une expression re´duite
de w (il est bien connu que cela ne de´pend pas du choix de la de´composition re´duite).
Posons
ℓ : W −→ Z[S¯]
w 7−→
∑
ω∈S¯
ℓω(w)ω.
Si Γ est un groupe abe´lien, une application ϕ : W → Γ est appele´e une fonction de
poids si ϕ(ww′) = ϕ(w)+ϕ(w′) pour tous w, w′ ∈W tels que ℓ(ww′) = ℓ(w)+ℓ(w′).
Les fonctions ℓω (vues comme fonctions a` valeurs dans Z) et ℓ sont des fonctions de
poids. En fait, la fonction ℓ est universelle dans le sens suivant :
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Lemme 4.1. Soit ϕ : W → Γ une fonction de poids. Alors il existe un unique
morphisme de groupes ϕ¯ : Z[S¯]→ Γ tel que ϕ = ϕ¯ ◦ ℓ.
De´monstration. Claire. 
Notons F (S¯,Γ) l’ensemble des applications S¯ → Γ et notons Poids(W,Γ) celui
des fonctions de poids W → Γ. Le lemme 4.1 montre qu’il existe des bijections
canoniques
Poids(W,Γ)
∼
←→ F (S¯,Γ)
∼
←→ Hom(Z[S¯],Γ).
Nous identifierons dans la suite ces trois ensembles. Plus pre´cise´ment, nous tra-
vaillerons avec des applications ϕ : S¯ → Γ que nous verrons indiffe´remment comme
des morphismes Z[S¯] → Γ ou des fonctions de poids W → Γ. En particulier, nous
pourrons parler aussi bien de ϕ(w) (pour w ∈ W ) que de ϕ(λ) (pour λ ∈ Z[S¯]), en
espe´rant que cela n’entraˆıne pas de confusion. Par exemple, Kerϕ est un sous-groupe
de Z[S¯] (et non pas de W !).
4.B. Alge`bres de Hecke. Fixons tout d’abord les notations en vigueur jusqu’a` la
fin de cet article.
Notations. Soit Γ un groupe abe´lien et soit ϕ : S¯ → Γ une applica-
tion.
Adoptons une notation exponentielle pour l’alge`bre de groupe de Γ : Z[Γ] = ⊕
γ∈Γ
Zeγ ,
ou` eγ · eγ
′
= eγ+γ
′
pour tous γ, γ′ ∈ Γ. Nous noterons alors H (W,S, ϕ) l’alge`bre de
Hecke de parame`tre ϕ, c’est-a`-dire le Z[Γ]-module libre de base (Tw)w∈W muni d’une
multiplication Z[Γ]-biline´aire totalement de´termine´e par les re`gles suivantes :{
TwTw′ = Tww′ si ℓ(ww
′) = ℓ(w) + ℓ(w′),
(Ts − e
ϕ(s))(Ts + e
−ϕ(s)) = 0 si s ∈ S.
S’il est ne´cessaire de pre´ciser, nous noterons T ϕw l’e´le´ment Tw pour rappeler qu’il vit
dans l’alge`bre de Hecke de parame`tre ϕ.
Cette alge`bre est munie de plusieurs involutions. Nous n’utiliserons que la suiv-
ante : si γ ∈ Γ et w ∈ W , posons eγ = e−γ et Tw = T
−1
w−1 (notons que Tw
est inversible). Ceci s’e´tend par Z-line´arite´ en une application Z[Γ]-antiline´aire
H (W,S, ϕ)→ H (W,S, ϕ), h 7→ h qui est un automorphisme involutif d’anneau.
La construction pre´ce´dente est fonctorielle. Si ρ : Γ → Γ′ est un morphisme de
groupes abe´liens, alors ρ induit une application
ρ∗ : H (W,S, ϕ) −→ H (W,S, ρ ◦ ϕ)
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de´finie comme e´tant l’unique application Z[Γ]-line´aire envoyant T ϕw sur T
ρ◦ϕ
w (ici,
H (W,S, ρ ◦ϕ) est vu comme une Z[Γ]-alge`bre a` travers le morphisme Z[Γ]→ Z[Γ′]
induit par ρ). Il est alors facile de ve´rifier que
(4.2) ρ∗ est un morphisme de Z[Γ]-alge`bres.
Si h ∈ H (W,S, ϕ), alors
(4.3) ρ∗(h) = ρ∗(h).
D’autre part, si σ : Γ′ → Γ′′ est un autre morphisme de groupes abe´liens, alors
(4.4) (σ ◦ ρ)∗ = σ∗ ◦ ρ∗.
Il en de´coule le lemme suivant :
Lemme 4.5. Le morphisme de groupes ρ est injectif (respectivement surjectif, re-
spectivement bijectif) si et seulement si le morphisme d’alge`bres ρ∗ l’est.
4.C. Alge`bre de Hecke ge´ne´rique. Soit R l’alge`bre de groupe Z[Z[S¯]]. Notons
i : S¯ → Z[S¯] l’application canonique. L’alge`bre de Hecke H (W,S, i) sera alors
note´e H (W,S) : elle est appele´e l’alge`bre de Hecke ge´ne´rique.
Elle est universelle dans le sens que, si on identifie l’application ϕ : S¯ → Γ avec
le morphisme ϕ : Z[S¯] → Γ, l’alge`bre de Hecke H (W,S, ϕ) se retrouve e´quipe´e
d’un morphisme canonique de R-alge`bres ϕ∗ : H (W,S)→ H (W,S, ϕ), qui fait de
H (W,S, ϕ) une spe´cialisation de H (W,S).
5. Cellules de Kazhdan-Lusztig
5.A. Base de Kazhdan-Lusztig. Pour de´finir la base de Kazhdan-Lusztig, nous
ferons l’hypothe`se suivante :
Hypothe`se et notations. Nous supposerons jusqu’a` la fin de cet
article que Γ est e´quipe´ d’un ordre total 6 faisant de lui un groupe
abe´lien totalement ordonne´. Nous noterons respectivement Γ>0, Γ>0,
Γ<0 et Γ60 l’ensemble des e´le´ments stritements positifs, positifs ou
nuls, strictement ne´gatifs et ne´gatifs ou nuls de Γ.
Si E est un sous-ensemble quelconque de Γ, nous poserons Z[E] = ⊕
γ∈E
Zeγ . Par
exemple, Z[Γ60] est une sous-alge`bre de Z[Γ] dont Z[Γ<0] est un ide´al. Posons
H<0(W,S, ϕ) = ⊕
w∈W
Z[Γ<0] Tw.
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Alors, si w ∈W , il existe un unique e´le´ment Cw ∈ H (W,S, ϕ) tel que{
Cw = Cw,
Cw ∈ Tw + H<0(W,S, ϕ)
(voir [13, Theore`me 5.2] en ge´ne´ral). Encore une fois, s’il est ne´cessaire de pre´ciser,
l’e´le´ment Cw sera note´ C
ϕ
w.
La famille (Cw)w∈W forme alors une Z[Γ]-base de H (W,S, ϕ) (appele´e base de
Kazhdan-Lusztig [13, Theorem 5.2]). Nous noterons 6ϕL, 6
ϕ
R et 6
ϕ
LR les pre´ordres
de´finis par Kazhdan et Lusztig [13, §8.1] et nous noterons∼ϕL, ∼
ϕ
R et∼
ϕ
LR les relations
d’e´quivalence associe´es.
Si w ∈W , et si ? ∈ {L,R, LR}, nous noterons
Cellϕ? (w) = {x ∈W | x ∼
ϕ
? w}.
Si ? = L, R ou LR, alors Cell?(w) est appele´e la cellule a` gauche, la cellule a` droite
ou la cellule bilate`re de w (pour (W,S, ϕ)).
5.B. Repre´sentations cellulaires. Si C est une cellule a` gauche pour (W,S, ϕ),
on peut lui associer un H (W,S, ϕ)-module MϕC [13, §8.3]. Notons aug : Z[Γ] → Z
le morphisme d’augmentation. Voyons Z (ou Q) comme une Z[Γ]-alge`bre a` travers
aug, on a un isomorphisme d’anneaux Z ⊗Z[Γ] H (W,S, ϕ) ≃ ZW . Notons ZM
ϕ
C
(resp. QMϕC) le ZW -module (resp. QW -module) Z⊗Z[Γ] M
ϕ
C (resp. Q⊗Z[Γ] M
ϕ
C).
Si W est fini, nous noterons χϕC le caracte`re de QM
ϕ
C .
5.C. Morphismes strictement croissants. L’objectif principal de cet article est
d’e´tudier comment se comporte la partition en cellules lorsque le triplet (Γ,6, ϕ)
varie. La premie`re remarque facile est que cette partition ne change pas si on
compose ϕ avec un morphisme strictement croissant:
Proposition 5.1. Soit Γ′ un groupe abe´lien totalement ordonne´, soit ρ : Γ→ Γ′ un
morphisme de groupes strictement croissant et soit ? ∈ {L,R, LR}. Alors :
(a) ρ∗ est injectif.
(b) Si w ∈W , ρ∗(C
ϕ
w) = C
ρ◦ϕ
w .
(c) Les relations 6ϕ? et 6
ρ◦ϕ
? sont e´gales (de meˆme que les relations ∼
ϕ
? et ∼
ρ◦ϕ
? ).
(d) Si w ∈W , alors Cellϕ? (w) = Cell
ρ◦ϕ
? (w).
De´monstration. L’injectivite´ de ρ∗ de´coule du fait que ρ lui-meˆme est injectif (voir
le lemme 4.5). D’ou` (a). Montrons (b). Posons C = ρ∗(C
ϕ
w). Alors, d’apre`s 4.3, on
a C = C. D’autre part, la stricte croissance de ρ implique que
(5.2) ρ∗(H<0(W,S, ϕ)) ⊆ H<0(W,S, ρ ◦ ϕ).
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Par conse´quent, C − T ρ◦ϕw ∈ H<0(W,S, ρ ◦ ϕ). Donc C = C
ρ◦ϕ
w d’apre`s la car-
acte´risation des e´le´ments de la base de Kazhdan-Lusztig.
Montrons maintenant (c). Si x, y et z ∈W , alors il re´sulte de (b) que
(5.3) ρ(hϕx,y,z) = h
ρ◦ϕ
x,y,z
(il suffit d’appliquer ρ∗ a` la relation de´finissant les e´le´ments hx,y,z). L’assertion (c)
de´coule alors de cette observation, du fait que ρ : Z[Γ] → Z[Γ′] est injectif et de la
de´finition des relations 6ϕ? et 6
ρ◦ϕ
? .
L’assertion (d) de´coule imme´diatement de (c). 
5.D. Parties positives de Z[S¯]. Soit X une partie positive de Z[S¯]. Posons ΓX =
Z[S¯]/(X∩(−X)) et notons 6X l’ordre total sur ΓX de´fini dans 1.5. Notons ϕX : S¯ →
ΓX l’application canonique. Pour simplifier, les relations 6
ϕX
? et ∼
ϕX
? seront note´es
6X? et ∼
X
? . De meˆme, si w ∈ W , nous noterons Cell
X
? (w) l’ensemble Cell
ϕX
? (w) et,
si C est une cellule pour (W,S, ϕX), nous noterons ZM
X
C le ZW -module ZM
ϕX
C (et,
si W est fini, nous noterons χXC le caracte`re χ
ϕX
C ).
La proposition suivante montre que la famille de triplets
(
(ΓX ,6X , ϕX)
)
X∈Pos(Z[S¯])
est essentiellement exhaustive :
Proposition 5.4. Posons X = Pos(ϕ). Alors il existe un unique morphisme de
groupes ϕ¯ : ΓX → Γ tel que ϕ = ϕ¯ ◦ϕX . Ce morphisme ϕ¯ est strictement croissant.
De´monstration. En effet, Kerϕ = X ∩ (−X) donc l’existence et l’unicite´ de ϕ¯ est
assure´e. L’injectivite´ de ϕ¯ est imme´diate. D’autre part, si γ, γ′ ∈ ΓX sont tels que
γ6 γ′ et si λ ∈ Z[S¯] est un repre´sentant de γ′ − γ, alors λ ∈ X d’apre`s 1.4. Donc
ϕ(λ)> 0. En d’autres termes ϕ¯(γ′ − γ)> 0, c’est-a`-dire ϕ¯(γ)6 ϕ¯(γ′). Donc ϕ¯ est
croissant : la croissance stricte re´sulte de l’injectivite´. 
Corollaire 5.5. Posons X = Pos(ϕ) et soit ? ∈ {L,R, LR}. Alors :
(a) Les relations 6ϕ? et 6
X
? sont e´gales (de meˆme que les relations ∼
ϕ
? et ∼
X
? ).
(b) Si w ∈W , alors Cellϕ? (w) = Cell
X
? (w).
(c) Si C = CellϕL(w), alors ZM
ϕ
C ≃ ZM
X
C .
Remarque 5.6 - Soient λ ∈ Z[S¯] et X ∈ Pos(Z[S¯]). On a alors les e´quivalences
suivantes :
(a) X ∈ U (λ) si et seulement si ϕX(λ) < 0.
(b) X ∈ Hλ si et seulement si ϕX(λ) = 0.
(c) X ∈ U (λ) si et seulement si ϕX(λ)6 0. 
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5.E. Changement de signe. Avant d’e´noncer quelques conjectures sur le com-
portement des relations ∼X? lorsque X varie dans Pos(Z[S¯]), nous allons e´tudier
l’effet du changement de signes de certaines valeurs de ϕ. Nous travaillerons ici sous
l’hypothe`se suivante :
Soit S = S+ ∪˙ S− une partition de S telle que, si s ∈ S+ et t ∈
S−, alors s et t ne sont pas conjugue´s dans W . Soit ϕ
′ : S¯ → Γ
l’application de´finie par
ϕ′(s¯) =
{
ϕ(s¯) si s ∈ S+,
−ϕ(s¯) si s ∈ S−.
Si w ∈W , on pose
ℓ±(w) =
∑
ω∈S¯±
ℓω(w),
de sorte que ℓ(w) = ℓ+(w) + ℓ−(w). On note θ : H (W,S, ϕ) −→ H (W,S, ϕ
′)
l’unique application Z[Γ]-line´aire telle que
θ(T ϕw ) = (−1)
ℓ−(w)T ϕ
′
w .
Un calcul e´le´mentaire montre que :
Proposition 5.7. L’application θ : H (W,S, ϕ) −→ H (W,S, ϕ′) est un isomor-
phisme de Z[Γ]-alge`bres. De plus, si h ∈ H (W,S, ϕ), alors θ(h) = θ(h). Par
conse´quent, si w ∈W , alors
θ(Cϕw) = (−1)
ℓ−(w)Cϕ
′
w .
Corollaire 5.8. Si ? ∈ {L,R, LR}, alors les relations 6ϕ? et 6
ϕ′
? co¨ıncident. De
meˆme, les relations ∼ϕ? et ∼
ϕ′
? co¨ıncident.
Si ω ∈ S¯, on note τω la syme´trie Z-line´aire sur Z[S¯] telle que τω(ω) = −ω
et τω(ω
′) = ω′ si ω′ 6= ω. C’est un automorphisme de Z[S¯] : il induit donc un
home´omorphisme τ ∗ω de Pos(Z[S¯]).
Corollaire 5.9. Si ω ∈ S¯, si X ∈ Pos(Z[S¯]) et si ? ∈ {L,R, LR}, alors les relations
∼X? et ∼
τ∗ω(X)
? co¨ıncident.
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De´monstration. L’application τω induit un isomorphisme strictement croissant
τω : Γτ∗ω(X)
∼
−→ ΓX .
Par conse´quent, les relations ∼
ϕτ∗ω(X)
? et ∼
τo◦ϕτ∗ω(X)
? co¨ıncident (voir la proposition
5.1). Posons ϕ′X = τo ◦ ϕτ∗ω(X) : S¯ → ΓX . Or,
ϕ′X(s) =
{
ϕX(s) si s 6∈ ω,
−ϕX(s) si s ∈ ω.
Donc le re´sultat de´coule du corollaire 5.8. 
Notons γ :W → {1,−1} l’unique caracte`re line´aire de W tel que
γ(s) =
{
1 si s ∈ S+,
−1 si s ∈ S−.
Notons Zγ le ZW -module (irre´ductible) de dimension 1 sur lequel W agit via le
caracte`re γ. Si C est une cellule a` gauche pour (W,S, ϕ), alors un calcul e´le´mentaire
utilisant l’isomorphisme θ montre que
(5.10) ZMϕC ≃ Zγ ⊗Z ZM
ϕ′
C .
5.F. Parame`tres nuls. Il re´sulte du corollaire 5.8 que le calcul des cellules de
Kazhdan-Lusztig peut se ramener au cas ou` ϕ est a` valeurs dans Γ>0. Nous allons
e´tudier ici ce qu’il se passe lorsque certains parame`tres sont nuls. Nous travaillerons
sous les hypothe`ses suivantes :
Dans cette sous-section, et dans cette sous-section seulement, nous
fixons une partition S = I ∪˙ J de S telle que, si s ∈ I et t ∈ J , alors
s et t ne sont pas conjugue´s dans W . On note WI le sous-groupe de
W engendre´ par I et on pose
J˜ = {wtw−1 | w ∈WI , t ∈ J}.
Soit W˜ le sous-groupe de W engendre´ par J˜ . Nous supposerons de
plus que,
(∗) si s ∈ I, alors ϕ(s) = 0.
D’apre`s [3, the´ore`me 1], (W˜ , J˜) est un groupe de Coxeter et
(5.11) W =WI ⋉ W˜
Si t˜ ∈ J˜ , on notera ν(t˜) l’unique e´le´ment de J tel que t˜ soit conjugue´ a` ν(t˜) (voir
[3]). On pose
ϕ˜(t˜) = ϕ(ν(t˜)).
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Il re´sulte de [3, (4)] que, si t˜ et t˜′ sont deux e´le´ments de J˜ qui sont conjugue´s sous
W˜ , alors
(5.12) ϕ˜(t˜) = ϕ˜(t˜′).
Cela montre que l’on peut de´finir une Z[Γ]-alge`bre de Hecke H (W˜ , J˜ , ϕ˜). Le groupe
WI agit sur W˜ en stabilisant J˜ et la fonction ϕ˜, donc il agit naturellement sur
l’alge`bre de Hecke H (W˜ , J˜ , ϕ˜). On peut alors former le produit semi-direct
WI ⋉H (W˜ , J˜ , ϕ˜).
C’est une Z[Γ]-alge`bre de Z[Γ]-base (x · T ϕ˜w )x∈WI ,w∈W˜ . Pour finir, posons
H˜ = ⊕
w∈W˜
Z[Γ] T ϕw ⊆ H (W,S, ϕ).
Proposition 5.13. Rappelons que ϕ(s) = 0 si s ∈ I. Alors :
(a) H˜ est une sous-alge`bre de H (W,S, ϕ).
(b) L’unique application Z[Γ]-line´aire θ :WI ⋉H (W˜ , J˜, ϕ˜) −→ H (W,S, ϕ) qui
envoie x·T ϕ˜w sur T
ϕ
xw (x ∈WI , w ∈ W˜ ) est un isomorphisme de Z[Γ]-alge`bres.
Il envoie H (W˜ , J˜ , ϕ˜) isomorphiquement sur H˜ .
(c) Si x ∈ WI et w ∈ W , alors C
ϕ
x = T
ϕ
x , C
ϕ
xw = T
ϕ
x C
ϕ
w, C
ϕ
wx = C
ϕ
wT
ϕ
x . Si de
plus w ∈ W˜ , alors θ(C ϕ˜w) = C
ϕ
w.
De´monstration. Puisque ϕ(I) = {0}, on a, pour tout s ∈ I,
(T ϕs )
2 = 1 et T ϕs = T
ϕ
s .
Cela montre que, si x ∈ WI et w ∈ W , alors T
ϕ
x T
ϕ
w = T
ϕ
xw et T
ϕ
wT
ϕ
x = T
ϕ
wx. On en
de´duit que Cϕx = T
ϕ
x , C
ϕ
xw = T
ϕ
x C
ϕ
w, C
ϕ
wx = C
ϕ
wT
ϕ
x . C’est la premie`re assertion du
(c).
D’autre part, si x ∈WI et t ∈ J , alors
T ϕxtx−1 = T
ϕ
x T
ϕ
t (T
ϕ
x )
−1
et donc, en posant t˜ = xtx−1, on a
(T ϕ
t˜
− eϕ˜(t˜))(T ϕ
t˜
+ e−ϕ˜(t˜)) = 0.
Pour montrer les assertions (a) et (b), il ne reste qu’a` montrer l’assertion suivante :
si w et w′ sont deux e´le´ments de W˜ tels que ℓ˜(ww′) = ℓ˜(w) + ℓ˜(w′) (ici, ℓ˜ de´signe la
fonction longueur sur W˜ associe´e a` J˜), alors
(?) T ϕwT
ϕ
w′ = T
ϕ
ww′.
Un raisonnement par re´currence (sur ℓ˜(w)) e´le´mentaire permet de se ramener au cas
ou` ℓ˜(w) = 1, c’est-a`-dire w ∈ J˜ . Dans ce cas, w = xtx−1, avec t ∈ J et x ∈ WI . La
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fonction ℓ˜ e´tant WI-invariante, on a ℓ˜(tx
−1w′x) = 1 + ℓ˜(x−1w′x). Donc, d’apre`s le
[3, corollaire 7], on a ℓ(tx−1w′x) = 1 + ℓ(x−1w′x). Il en re´sulte que
T ϕt T
ϕ
x−1w′x = T
ϕ
tx−1w′x.
On obtient alors (?) en conjuguant cette e´galite´ par T ϕx . D’ou` (a) et (b).
Pour montrer la dernie`re assertion de (c), il suffit de remarquer que, si h ∈
H (W˜ , J˜ , ϕ˜), alors θ(h) = θ(h), et d’utiliser la caracte´risation de la base de Kazhdan-
Lusztig. 
On en de´duit imme´diatement le corollaire suivant :
Corollaire 5.14. Supposons que ϕ(I) = {0}. Alors les cellules a` gauche (resp.
a` droite, resp. bilate`res) pour (W,S, ϕ) sont de la forme WI · C (resp. C · WI ,
resp. WI · C ·WI), ou` C est une cellule a` gauche (resp. droite, resp. bilate`re) pour
(W˜ , J˜ , ϕ˜).
6. Conjectures
Nos conjectures portent sur le comportement des relations ∼X? lorsque X varie
dans l’espace topologiquePos(Z[S¯]). On notera R[S¯] le R-espace vectoriel R⊗ZZ[S¯].
Un arrangement d’hyperplans rationnels A de Pos(Z[S¯]) sera dit complet si Hω ∈ A
pour tout ω ∈ S¯ (rappelons que Hω est l’ensemble des X ∈ Pos(Z[S¯]) tels que
ω ∈ X ∩ −X). Si A est un arrangement complet et si F est une A-facette, nous
noterons WF le sous-groupe parabolique standard de W engendre´ par la re´union
des orbites ω ∈ S¯ telles que F ⊆ Hω.
Conjecture A. Il existe un arrangement complet fini A d’hyperplans rationnels de
Pos(Z[S¯]) ve´rifiant les proprie´te´s suivantes (pour ? ∈ {L,R, LR}) :
(a) Si X et Y sont deux parties positives de Z[S¯] appartenant a` la meˆme A-
facette F , alors les relations ∼X? et ∼
Y
? co¨ıncident. Nous la noterons ∼
F
? .
(b) Soit F une A-facette. Alors les cellules (i.e. classes d’e´quivalence) pour la
relation ∼F? sont les parties minimales C de W satisfaisant aux conditions
suivantes :
(b1) Pour toute chambre C telle que F 4 C , C est une re´union de cellules
pour la relation ∼C? ;
(b2) C est stable par translation par WF (a` gauche si ? = L, a` droite si
? = R, a` gauche et a` droite si ? = LR).
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Si la conjecture A est vraie pour (W,S) et deux arrangements complets finis
A et A′ d’hyperplans rationnels de Pos(Z[S¯]), alors elle est vraie pour (W,S) et
l’arrangement complet fini A∩A′. Cela montre que, si la conjecture A est vraie pour
(W,S), il existe un arrangement complet fini d’hyperplans rationnels qui est minimal
et pour lequel les assertions de la conjecture A sont vraies : nous les appellerons
hyperplans essentiels (en re´fe´rence aux travaux de M. Chlouveraki sur les blocs de
Rouquier des alge`bres de Hecke cyclotomiques [8, §4.4]) de (W,S)).
Le corollaire 5.9 montre que, si la conjecture A est vraie pour (W,S), alors
l’ensemble des hyperplans essentiels de (W,S) est stable par l’action de toutes les
syme´tries τ ∗ω (ω ∈ S¯).
Remarque - Fixons w ∈ W . La condition (a) de la conjecture A dit que
l’application Pos(Λ) → P(W ), X 7→ CellX? (w) est constante sur les facettes. La
condition (b1) dit que cette meˆme application est semi-continue supe´rieurement
(rappelons qu’une application f : B → B, ou` B est un espace topologique et B est
un ensemble ordonne´, est dite semi-continue supe´rieurement si, pour tout b ∈ B,
l’ensemble {x ∈ B | f(x) < b} est ouvert). Notons pour finir que toute cellule pour
∼?
F
est force´ment stable par translation par WF (voir le corollaire 5.14 : en effet,
si X ∈ F et F ⊆ Hω, alors ϕX(s) = 0 pour tout s ∈ ω) : cela justifie la proprie´te´
(b2).
En revanche, la condition de minimalite´ dans (b) apporte une pre´cision e´tonnante :
pour connaˆıtre les cellules deW pour un choix de fonction ϕ, il suffirait de connaˆıtre
les relations ∼C? , lorsque C est une chambre. 
Il semble raisonnable d’imaginer que la Conjecture A est compatible avec la con-
struction des repre´sentations cellulaires :
Conjecture B. Supposons la conjecture A vraie pour (W,S) et notons A l’ensemble
des hyperplans essentiels de (W,S). Soit X ∈ Pos(Z[S¯]), soit C une cellule a`
gauche pour (W,S, ϕX) et soit C une A-chambre dans Pos(Z[S¯]) telle que X ∈ C .
Soit Y ∈ C . D’apre`s la conjecture A, il existe des cellules a` gauche C1,. . . , Cd
pour (W,S, ϕY ) telles que C = C1 ∪˙ C2 ∪˙ · · · ∪˙ Cd. Alors il existe une filtration
M0 = 0 ⊆ M1 ⊆ · · · ⊆ Md = ZM
X
C du ZW -module ZM
X
C et une permutation
σ ∈ Sd telle que
Mi/Mi−1 ≃ ZM
Y
Cσ(i)
Une version (beaucoup) plus faible est donne´e par :
Conjecture B−. SupposonsW fini. Supposons la conjecture A vraie pour (W,S) et
notons A l’ensemble des hyperplans essentiels de (W,S). Soit X ∈ Pos(Z[S¯]), soit
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C une cellule a` gauche pour (W,S, ϕX) et soit C une A-chambre dans Pos(Z[S¯])
telle que X ∈ C . Soit Y ∈ C . D’apre`s la conjecture A, il existe des cellules a` gauche
C1,. . . , Cd pour (W,S, ϕY ) telles que C = C1 ∪˙ C2 ∪˙ · · · ∪˙ Cd. Alors
χXC =
d∑
i=1
χYCi .
7. Exemples
7.A. Groupes die´draux finis. Supposons dans cette sous-section, et dans cette
sous-section seulement, que S = {s, t} et que st est d’ordre fini 2m avec m> 2.
Notons w0 = (st)
m = (ts)m l’e´le´ment le plus long de W : il est central. Si w ∈ W ,
on pose R(w) = {u ∈ S | wu < w}. Posons
Cs = {w ∈W | R(w) = {s}} et Ct = {w ∈W | R(w) = {t}}.
Un calcul facile [13, §8.7] montre que la partition de W en cellules a` gauche pour
(W,S, ϕ) est donne´e par le tableau suivant (lorsque ϕ est a` valeurs dans Γ>0) :
ϕ Cellules a` gauche
0 = ϕ(s) = ϕ(t) W
0 = ϕ(s) < ϕ(t) {1, s}, Cs \ {s}, Ct \ {sw0}, {sw0, w0}
0 < ϕ(s) < ϕ(t) {1}, {s}, Cs \ {s}, Ct \ {sw0}, {sw0}, {w0}
0 < ϕ(s) = ϕ(t) {1}, Cs, Ct, {w0}
0 < ϕ(t) < ϕ(s) {1}, {t}, Cs \ {tw0}, Ct \ {t}, {tw0}, {w0}
0 = ϕ(t) < ϕ(s) {1, t}, Cs \ {tw0}, Ct \ {t}, {tw0, w0}
Par conse´quent :
Proposition 7.1. Les conjectures A et B− sont vraies lorsque |S| = 2 et |W | <∞.
Les hyperplans essentiels de (W,S) sont Hs, Ht, Hs−t et Hs+t.
De´monstration. L’e´nonce´ des conjectures faisant apparaˆıtre la topologie exotique
sur Pos(Z[S¯]), nous allons ici de´tailler le passage de la table pre´ce´dente a` la preuve
des conjectures A et B.
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Tout d’abord, on identifie S¯ a` S, ce qui permet de´crire
Z[S¯] = Zs⊕ Zt.
Si on note A = {Hs,Ht,Hs−t,Hs+t}, alors A est un arrangement complet fini
d’hyperplans rationnels de Pos(Z[S¯]). Dessinons l’image inverse dans R[S¯]∗ (sous
l’application Pos) de l’arrangement d’hyperplans et de ses facettes. Pour cela, notons
(s∗, t∗) la base duale de la base (s, t) de R[S¯].
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C0
D0
C1
D1
C2
D2
C3
D3
s ss
∗
s t∗
H
−
t →
F1 →
F3 →
← F0H
+
s →
H −s → ← F2
← H +t

F
Les A-facettes sont donc
F = {Z[S¯]}, H ±s , H
±
t , Fi, Ci, Di (06 i6 3).
Si l’on veut une de´finition formelle, voici quelques exemples, qui montrent que l’on
a bien de´fini ainsi des facettes :
F = Hs ∩Ht ∩Hs−t ∩Hs+t,
H
+
t = Ht ∩U (−s) = Ht ∩U (−s) ∩U (t− s) ∩U (−t− s),
F0 = U (−s) ∩Hs−t = U (−s) ∩U (−t) ∩Hs−t ∩U (−s− t),
et C0 = U (−s) ∩U (s− t) = U (−s) ∩U (−t) ∩U (s− t) ∩U (−s− t).
Soit X ∈ Pos(Z[S¯]). D’apre`s la remarque 5.6, on a les e´quivalences suivantes :
(a) 0 = ϕX(s) = ϕX(t) si et seulement si X ∈ F .
(b) 0 = ϕX(s) < ϕX(t) si et seulement si X ∈ H
+
s .
(c) 0 < ϕX(s) < ϕX(t) si et seulement si X ∈ C0.
(d) 0 < ϕX(s) = ϕX(t) si et seulement si X ∈ F0.
(e) 0 < ϕX(t) < ϕX(s) si et seulement si X ∈ D0.
(f) 0 = ϕX(t) < ϕX(s) si et seulement si X ∈ H
+
t .
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En utilisant la table pre´ce´dente, les assertions (a)–(f) ci-dessus et les syme´tries τ ∗s
et τ ∗t (voir Corollaire 5.9), on obtient la table suivante qui donne la re´partitions en
cellules a` gauche pour (W,S,X) selon la facette a` laquelle appartient X :
X ∈? Cellules a` gauche
{Z[S¯]} W
H ±s {1, s}, Cs \ {s}, Ct \ {sw0}, {sw0, w0}
Ci (16 i6 4) {1}, {s}, Cs \ {s}, Ct \ {sw0}, {sw0}, {w0}
Fi (16 i6 4) {1}, Cs, Ct, {w0}
Di (16 i6 4) {1}, {tw0}, Cs \ {tw0}, Ct \ {t}, {t}, {w0}
H
±
t {1, t}, Cs \ {tw0}, Ct \ {t}, {tw0, w0}
On peut alors ve´rifier sur cette table les faits suivants :
• Si X et X ′ appartiennent a` la meˆme facette, alors les relations ∼XL et ∼
X′
L
co¨ıncident.
• Si X ∈ Fi, alors les seules chambres C telles que X ∈ C sont Ci et Di : il
est alors facile de voir que ∼FiL est effectivement engendre´e par ∼
Ci
L et ∼
Di
L .
• Si X ∈ H +s , alors les seules chambres C telles que X ∈ C sont C0 et C1 : il
est alors facile de voir qu’une cellule a` gauche pour (W,S, ϕX) est bien une
partie minimale de W qui est stable par translation a` gauche par < s > tout
en e´tant re´union de cellules a` gauche pour (W,S,C0) (et re´union de cellules
a` gauche pour (W,S,C1), mais, par syme´trie, ce sont aussi des cellules a`
gauche pour (W,S,C0)).
Pour obtenir les autres e´nonce´s de la conjecture A concernant les cellules a` gauche,
on peut alors utiliser les syme´tries (via le corollaire 5.9) et l’automorphisme de W
e´changeant s et t. Les e´nonce´s correspondants pour les cellules a` droite ou bilate`res
se montrent de meˆme. Cela montre la conjecture A.
La conjecture B− de´coule de conside´rations similaires. 
7.B. Groupe die´dral infini. Le meˆme raisonnement que dans le cas fini permet
de montrer facilement la proposition suivante :
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Proposition 7.2. Si S = {s, t} et st est d’ordre infini dans W , alors les conjectures
A et B sont vraies pour (W,S). Les hyperplans essentiels de (W,S) sont Hs, Ht,
Hs−t et Hs+t.
7.C. Type F4. Supposons dans cette sous-section, et dans cette sous-section seule-
ment, que (W,S) est de type F4. Posons S = {s1, s2, t1, t2} de telle sorte que le
graphe de Coxeter de (W,S) soit
i
s2
i
s1
i
t1
i
t2
Notons s = {s1, s2} et t = {t1, t2}, de sorte que S¯ = {s, t}.
The´ore`me 7.3 (Geck). Si (W,S) est de type F4, alors les conjectures A et B
−
sont vraies pour (W,S). Avec les notations pre´ce´dentes, les hyperplans essentiels de
(W,S) sont Hs, Ht, Hs−2t, Hs−t, H2s−t, Hs+2t, Hs+t et H2s+t.
Le dessin de l’arrangement d’hyperplans du the´ore`me pre´ce´dent (du moins, de
son image inverse sous Pos dans R[S¯]∗) est le suivant :
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HHHHHHHHHHHHHHHHHHHH
s ss
∗
s t∗
Ht →
Hs−t →
Hs+t →
H2t−s →
H2t+s →
Hs
ր
H2s−t
ր
H2s−t
ր
Remarque - Tels quels, les re´sultats de Geck [9] ne de´montrent pas comple`tement
les conjectures A et B− en type F4. Ses re´sultats ne sont pas non plus e´nonce´s
sous cette forme. Ne´anmoins, comme le lecteur pourra le ve´rifier dans le sche´ma
de la preuve que nous donnons ci-dessous, Geck avait fait l’essentiel du travail: il
a de´termine´ les hyperplans essentiels. Nous avons de plus utilise´ ses programmes
GAP/CHEVIE pour terminer le calcul lorsque certains parame`tres sont nuls. 
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De´monstration. Dans [9], M. Geck calcule les cellules de W pour tous les choix de
fonction ϕ telle que ϕ(S) ⊆ Γ>0. Pour obtenir les cellules lorsque ϕ(S) ⊆ Γ>0, il
suffit alors d’utiliser le corollaire 5.14 (et la de´composition W = S3 ⋉W (D4), voir
5.11) ainsi que la connaissance des cellules pour un groupe de Weyl de type D4,
ce qui se calcule graˆce a` GAP : nous l’avons fait en utilisant les programmes de M.
Geck. Le corollaire 5.9 permet alors de de´terminer les cellules pour tous les choix de
fonction ϕ. Une discussion similaire a` celle du cas die´dral, tenant compte de tous
les calculs effectue´s, permet de ve´rifier les conjectures A et B− : elle est simplifie´e
par la pre´sence de l’automorphisme de W e´changeant si et ti. 
7.D. Type G˜2. Supposons ici que S = {t, s1, s2}, que (W,S) est un syste`me de
Coxeter de type G˜2, et que le graphe de Coxeter est donne´ par
i
t
i
s1
i
s2
Posons s = {s1, s2} et identifions t et {t}, de sorte que S¯ = {s, t}. Les diffe´rents
calculs effectue´s par J. Guilhot (voir [10] et [11]) l’ont conduit a propose´ la conjecture
suivante :
Conjecture G (Guilhot). Si (W,S) est un groupe de Weyl affine de type G˜2, alors
la conjecture A est vraie. Avec les notations pre´ce´dentes, les hyperplans essentiels
sont Hs, Ht, Hs−t, Hs+t, H2t−3s, H2t+3s, Ht−2s et Ht+2s.
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s st
∗
ss∗
Hs →
Hs−t →
Hs+t →
Ht−2s →
Ht+2s →
Ht →
H2t+3s →
H2t−3s →
Commentaire - Le lecteur pourra se reporter a` l’article [5] pour des re´sultats
partiels re´cents corroborant la conjecture G. 
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7.E. Type B. Nous supposons ici que (W,S) = (Wn, Sn), ou` Wn est un groupe
de Weyl de type Bn (n> 2) et Sn = {t, s1, s2, . . . , sn−1}, de sorte que le graphe de
Coxeter de (Wn, Sn) soit
i
t
i
s1
i
s2
i
sn−1
. . .
Identifions t et {t} et posons s = {s1, s2, . . . , sn−1}. On a ainsi S¯ = {s, t}. Dans ce
cas, les conjectures de Geck, Iancu, Lam et l’auteur [4, Conjectures A et B] sugge`rent
la conjecture suivante :
Conjecture C. Les conjectures A et B sont vraies pour (Wn, Sn). Les hyperplans
essentiels sont Hs, Ht, Ht−is (16 i6n− 1) et Ht+is (16 i6n− 1).
Commentaire - Le lecteur pourra se reporter aux articles [6], [1], [4], [2] et [5]
(dans l’ordre chronologique) pour des re´sultats corroborant la conjecture C. 
Re´fe´rences
[1] C. Bonnafe´, Two-sided cells in type B (asymptotic case), J. Algebra 304 (2006), 216-236.
[2] C. Bonnafe´, On Kazhdan-Lusztig cells in type B, en pre´paration.
[3] C. Bonnafe´ & M. Dyer, Semidirect product decomposition of Coxeter groups, en
pre´paration.
[4] C. Bonnafe´, M. Geck, L. Iancu & T. Lam, On domino insertion and Kazhdan-Lusztig
cells in type Bn, a` paraˆıtre dans Progress in Mathematics (Birkha¨user), disponible sur
arXiv:math/0609279.
[5] C. Bonnafe´ & J. Guilhot, On Kazhdan-Lusztig cells in the asymptotic case, en
pre´paration.
[6] C. Bonnafe´ & L. Iancu, Left cells in type Bn with unequal parameters, Represent. Theory
7 (2003), 587–609.
[7] N. Bourbaki, Groupes et alge`bres de Lie, chapitres IV, V et VI, Hermann, Paris, 1968.
[8] M. Chlouveraki, On the cyclotomic Hecke algebras of complex reflection groups, Ph. D.
Thesis, Universite´ Paris VII (2007), disponible sur arXiv:0710.0776.
[9] M. Geck, Computing Kazhdan-Lusztig cells for unequal parameters, J. Algebra 281 (2004),
342–365.
[10] J. Guilhot, Generalized induction of Kazhdan-Lusztig cells, preprint (2008), disponible sur
arXiv:0802.1408.
[11] J. Guilhot, Computations of Kazhdan-Lusztig cells in type G˜2: the unequal parameter
case, private communication.
[12] D. A. Kazhdan and G. Lusztig, Representations of Coxeter groups and Hecke algebras,
Invent. Math. 53 (1979), 165–184.
[13] G. Lusztig, Hecke algebras with unequal parameters, CRM Monograph Series 18, American
Mathematical Society, Providence, RI (2003), 136 pp.
[14] T. Pietraho, Notes on combinatorial cells and constructible representations in Type B,
preprint (2007), disponible sur arXiv:0710.3846.
Labo. de Math. de Besanc¸on (CNRS: UMR 6623), Universite´ de Franche-Comte´,
16 Route de Gray, 25030 Besanc¸on Cedex, France
E-mail address : cedric.bonnafe@univ-fcomte.fr
