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1 Introduction
For a prime p, let (K,O, k) be a p-modular system where O is a complete
discrete valuation ring having the residue field k of characteristic p which
is algebraically closed and having the quotient field K of characteristic zero
which will be assumed to be large enough for any finite group we consider in
this article.
Glauberman showed in [7] that there is a bijective correspondence between
the set Irr(G)S of all S-invariant irreducible K-characters of G and the set
Irr(CG(S)) of all irreducible K-characters of CG(S), called the Glauberman
correspondence of K-characters, where G is a finite group and S is a finite
solvable group such that S acts on G via automorphism and (|G|, |S|) = 1,
where |G| and |S| denote the orders of G and S, respectively. When S is cyclic,
a basic relation between χ ∈ Irr(G)S and the Glauberman corresponding
character βχ ∈ Irr(CG(S)) is the following:
χˆ(cs) = χβχ(c), (])
where χˆ is a unique extension of χ to the semi-direct product GoS satisfying
S⊂Ker(det(χˆ)), called the canonical extension, c is any element of CG(S), s
is any generator of S and χ is a uniquely determined sign, see [7, Theorem
3
3].
Watanabe began in [22] a block-theoretical study of the Glauberman cor-
respondence, and gave a (p-)block correspondence, called the Glauberman-
Watanabe correspondence associated with the Glauberman character corre-
spondence under suitable assumptions: after showing that if an S-invariant
block B of G has a (p-)defect group centralized by S, then all irreducible
characters in B are S-invariant, she proved, utilizing the relation (]), that
the Glauberman correspondence with sign gives a perfect isometry between
B and some block w(B) of CG(S). In fact, it is shown that B and w(B)
are isotypic. Here, for the notions ”perfect isometry” and ”isotypy”, due to
Broue´, see [2]. For the similar results, see [9] and [23] on the Isaacs corre-
spondence [11], and [22, Section 4] and [14] on the Shintani descent [20].
Dade gives in [6] a new approach to the Glauberman correspondence
without considering the canonical extension and the relation (]) above, and
partly generalizes it: he gives in [6, Theorem 6.8] a bijective correspondence
between the set of all E-invariant irreducible K-characters of G and the set
of all E ′-invariant irreducible K-characters of G′, where E is a finite group,
G is a normal subgroup of E such that E/G is cyclic, E ′ is a subgroup of
E such that E = GE ′, and G′ = G ∩ E ′ (hence, G′ is normal in E ′ and
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E ′/G′ is isomorphic to the cyclic group E/G) with the condition that E ′0,
the subset of E ′ consisting of every element of E ′ whose canonical image in
E ′/G′ is a generator of E ′/G′, is a trivial intersection subset of E with E ′
as its normalizer, that is, E ′0 ∩ E
′
0
t is the empty set for any t ∈ E − E ′. In
fact, the correspondence of K-characters is given for twisted group algebras
of G and G′ over K. It is shown that, with the notations above, when S
is cyclic, the above conditions are satisfied by taking G o S, G, CG(S) × S
and CG(S) as E, G, E
′ and G′, respectively ([6, Lemma 7.5]), and, in this
case, Dade’s correspondence coincides with the Glauberman correspondence
([6, Proposition 7.8]). See [6, Proposition 7.11] for the relation to the cor-
respondence given by Kawanaka in [13, Theorem 3.1.3]. We call the above
correspondence of K-characters the Glauberman-Dade correspondence.
This article is analogous to the Watanabe’s results on the Glauberman
correspondence, replaced by the ordinary group algebra case of the Glauberman-
Dade correspondence under the condition that E/G in the above notations
has a prime power order. But we start from the assumption that the con-
cerned blocks are covered by isomorphic blocks, see, Condition 3.6 and Corol-
lary 3.13 below. Also note that, in our consideration for isotypy, the case
where the order of E/G is a power of 2 strictly larger than 2 in the non-
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principal block case is excluded, see condition 5.3, Lemma 5.4 and Theorem
5.5. Anyway, by [1] or [5], as a particular case of our main result Theorems
4.5 and 5.5 below, we have the following:
Theorem 1.1. With the above notations, assume that a Sylow p-subgroup of
G is contained in G′ and that E/G ' E ′/G′ is cyclic of prime power order not
divisible by p. If there is an element of E ′0 centralizing a Sylow p-subgroup of
G′, hence of G, then the Glauberman-Dade correspondence with sign cited in
Theorem 2.9 below induces a perfect isometry between the principal p-blocks
of G and G′. In fact, they are isotypic.
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Notations:
For a ring Λ, we denote by Λ× the multiplicative group consisting of all
units of Λ, and by J(Λ) the Jacobson radical of Λ.
We identify K with a subfield of the complex number field, and for c ∈ K
we denote by c the complex conjugate of c. For a ∈ O, we denote by a∗ the
canonical image of a in k.
Let G be a finite group. For a subset X of G, we denote by Xp′ the subset
of X consisting of all p-regular elements. Let H be a subgroup of G. Denote
by [H\G] a set of left coset representatives of H in G.
Let R ∈ {K,O, k}. We denote by RG the group algebra of G over R. We
denote by (RG)H the subalgebra ofRG consisting of the fixed elements by the
conjugation action of H. For a subset X of G, we denote Xˆ =
∑
x∈X x ∈ RG.
Let ag ∈ O for g ∈ G. For
∑
g∈G agg ∈ OG, by (
∑
g∈G agg)
∗, we mean
∑
g∈G a
∗
gg.
Let rg ∈ R for g ∈ G. Denote by Pr
G
H an R-linear map from RG to RH
defined by PrGH(
∑
g∈G rgg) =
∑
h∈H rhh, which induces an R-linear map from
Z(RG) to Z(RH). Denote by TrGH an R-linear map from (RG)
H(⊃ Z(RH))
to Z(RG) defined by TrGH(τ) =
∑
x∈[H\G] τ
x for τ ∈ (RG)H . For any p-
subgroup P of G, we view the Brauer homomorphisms BrOGP and Br
kG
P , see
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[21, Section 11], as described in [21, Proposition 37.5], hence, in particular,
their images are identified with kCG(P ).
By modules, we mean R-free finitely generated left modules. Let G′
be another finite group. For an (RG′, RG)-bimodule M , we view it as an
R[G′ × G]-module in a usual way, namely (g′, g) · m = g′ · m · g−1 where
g′ ∈ G′, g ∈ G and m ∈M .
Let E be a finite group having G as its normal subgroup. We denote
by Irr(G) the set of all irreducible K-characters of G and by Irr(G)E the set
of all E-invariant irreducible K-characters of G. For φ ∈ Irr(G), we denote
Irr(E|φ) = {ψ | ψ ∈ Irr(E) such that [φ, ψ↓EG] 6= 0}, where [·, ·] is the usual
inner product of characters. There is an algebra homomorphism ωφ from
the center Z(OG) of OG to O determined by ωφ(Cˆ) = |G|φ(x)/|CG(x)|φ(1)
where C is a conjugacy class of G containing x, see [17, III, 2.5]. We denote
by eφ the central primitive idempotent of KG corresponding to φ ∈ Irr(G).
By a (p-)block, we mean a primitive idempotent b of Z(OG), that is, a
block idempotent of OG, or the set Irr(b) of all K-characters of G determined
by the property not annihilated by b. We denote by Bl(G) the set of all blocks
of G. Block idempotents of kG are denoted by b∗ for block idempotents b of
OG by the lifting idempotents theorem, see [21, Section 3]. We denote by δ(b)
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the set of all defect groups of b. We denote by ω∗b the algebra homomorphism
from Z(OG) to k determined by (ωφ(Cˆ))
∗ where φ is an arbitrary character
in Irr(b) and C is a conjugacy class of G, see [17, III. 6.4] where the domain
is Z(kG).
We denote by BG(b) the Brauer category of b, see [21, Section 40 and
47]. When (P, e∗) is a b-Brauer pair, we say in this article that the block e
of CG(P ) is associated to b, and in this case we denote e
G = b. A maximal
b-Brauer pair (D, b∗D) and a subgroup P of D uniquely determine a b-Brauer
pair (P, b∗P ) contained in (D, b
∗
D). For a block l of CG(u) where u is an element
contained in a defect group of b, we say that (u, l∗) is a b-Brauer element if
(<u>, l∗) is a b-Brauer pair, and that a b-Brauer element (u, b∗u) is contained
in (D, b∗D) if u ∈ D and (u, b
∗
u) = (<u>, b
∗
<u>). Denote by BG(b)≤(D,b∗D) the
full subcategory of BG(b) whose objects consist of b-Brauer pairs contained
in (D, b∗D), which is equivalent to BG(b), see [21, p, 428].
Denote by RK(G, b) the additive group of K-characters of G afforded
by KGb-modules. Let b′ ∈ Bl(G′). Denote by RK((G
′, b′), (G, b)) the addi-
tive group of generalized K-characters of G′ × G afforded by (KG′b′,KGb)-
bimodules. For ν ∈ RK((G
′, b′), (G, b)), denote by Rν a homomorphism from
RK(G, b) to RK(G
′, b′) defined by Rν(γ)(g
′) = 1
|G|
∑
g∈G ν(g
′, g)γ(g) for any
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g′ ∈ G′ and γ ∈ RK(G, b). Denote by CF(G, b;K) the K-vector space of
the K-valued central functions of G with a basis Irr(b), and by CFp′(G, b;K)
the subspace of CF(G, b;K) consisting of the elements which vanish on the p-
singular elements of G. For any b-Brauer element (u, b∗u), denote by d
(u,b∗u)
G the
decomposition map from CF(G, b;K) to CFp′(CG(u), bu;K), which is defined
by d
(u,b∗u)
G (γ)(y) = γ(uybu) for γ ∈ CF(G, b;K) and y ∈ CG(u)p′.
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2 The correspondence of Dade
In this section, we set the notations and the conditions used in this article.
We also cite from [6] the necessary results under the particular assumptions.
We refer to [6] for the precise statements of the character correspondence in
terms of ”minimal characters”.
Condition 2.1. E is a finite group with a normal subgroup G such that the
quotient group F = E/G is cyclic of order r.
Condition 2.2. For groups E and G in (2.1), E ′ is a subgroup of E such
that E = GE ′. G′ is a normal subgroup of E ′ defined by G′ = G ∩ E ′.
For groups in (2.1) and (2.2), denote by pi the canonical epimorphism from
E to F , and by piE′ the restriction of pi to E
′. The above conditions imply
E ′/G′ ' piE′(E
′) = pi(E) = F = E/G. Denote by F0 the set of all generators
of F , and E0 and E
′
0 the inverse images of F0 by pi and piE′, respectively.
Condition 2.3. For groups E, G, E ′ and G′ in (2.1) and (2.2), E ′0 is a trivial
intersection subset of E with E ′ as its normalizer, that is, E ′0 ∩ E
′
0
t = ∅, the
empty set, for any t ∈ E − E ′.
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In the following, for groups in (2.1) and (2.2), we denote by C(x) the
conjugacy class of E containing x ∈ E and by C(x′)′ the conjugacy class of
E ′ containing x′ ∈ E ′. We recall from [6, Lemma 6.5] the following:
Lemma 2.4. (Dade) For groups satisfying (2.1) and (2.2), assume(2.3).
Then, E0 = tt∈[E′\E](E
′
0)
t (disjoint union). Hence, for x ∈ E ′0, it holds that:
(1) CE(x) = CE′(x).
(2) |C(x)|
|E|
= |C(x)
′|
|E′|
.
(3) PrEE′(Ĉ(x)) = Ĉ(x)
′, TrEE′(Ĉ(x)
′) = Ĉ(x).
Take groups satisfying (2.1). Choose once and for all an isomorphism F '
Hom(F,K×) of groups. Set Fˆ = Hom(F,K×). Then, Fˆ acts on Irr(E) by
(υψ)(x) = υ(pi(x))ψ(x) for υ ∈ Fˆ , ψ ∈ Irr(E) and x ∈ E, see [6, Proposition
1.15, and (1.16)]. We denote by λ a generator of Fˆ , and take a primitive
r-th root of unity µ ∈ O×. Then λ and µ determine a map deg : E −→
{a ∈ Z|0 ≤ a ≤ r − 1}, such that λ(pi(x)) = µdeg(x) for x ∈ E. For a prime
q dividing r, denote by Fˆq the unique subgroup of Fˆ of order q, and by λq a
non-trivial element of Fˆq.
Recall from [6, Proposition 1.19] the following correspondence:
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Proposition 2.5. (Dade) Assume (2.1). Then, with the above action of Fˆ ,
there is a bijective correspondence between Irr(G)E and the set of regular Fˆ -
orbits of irreducible K−characters of E. By this correspondence, φ ∈ Irr(G)E
corresponds to Ψ = Irr(E | φ) and φ = ψ ↓EG for any ψ ∈ Ψ.
Condition 2.6. r = qn where q is some prime and n is a positive integer.
The groups considered in this article is the following:
Condition 2.7. E, G, E ′ and G′ are groups satisfying (2.1), (2.2), (2.3) and
(2.6).
The following special case of the first part of [6, Proposition 3.2] is clear:
Lemma 2.8. (Dade) Assume (2.1) and (2.6). Let ψ ∈ Irr(E) lie in regular
Fˆ -orbit. Then (1 − λq)ψ(x) = 0, for any x ∈ E − E0 and any non-trivial
element λq ∈ Fˆq.
Under the assumption F being prime power order, we recall from [6,
Theorems 6.8 and 6.9] the correspondence generalizing the Glauberman cor-
respondence:
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Theorem 2.9. (Dade) Assume (2.7). Then there is a bijection
Irr(G)E −→ Irr(G′)E
′
, φ 7→ φ(G′) (∗)
which satisfies the following:
• When q is odd, there are a unique sign φ ∈ {±1} and a unique bijection
Irr(E | φ) −→ Irr(E ′ | φ(G′)), ψ 7→ ψ(E′) (∗∗)
such that
(ψ − λqψ)↓
E
E′ = φ(ψ(E′) − λqψ(E′)) (∗∗∗)
holds.
• When q = 2, if we choose a sign φ arbitrary, there is a unique bijection
(∗∗) such that (∗∗∗) holds.
Moreover, υ(ψ(E′)) = (υψ)(E′) for any υ ∈ Fˆ .
The correspondences (∗) and (∗∗) are independent of the choice of a non-
trivial element λq of Fˆq.
For φ′ ∈ Irr(G′)E
′
and ψ′ ∈ Irr(E ′|φ′), we denote φ′(G) ∈ Irr(G)
E and
ψ′(E) ∈ Irr(E) the characters corresponding to φ
′ and ψ′ by Theorem 2.9,
respectively. We call both the correspondences (∗) and (∗∗) in Theorem 2.9
the Glauberman-Dade correspondence of K-characters.
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3 Block correspondences
In this article, we only consider the situations where the concerned blocks
are covered by isomorphic blocks. We refer to [1], [5] and [8] for isomor-
phic blocks. In the case of the Glauberman correspondence, the condition
corresponding to (3.2) below holds trivially and the condition correspond-
ing to (3.1) below is derived, see [22, Proposition 1], under the appropriate
hypotheses.
Condition 3.1. For groups G and E in (2.1), b is an E-invariant block of
G covered by r distinct blocks of E.
Condition 3.2. For groups G′ and E ′ in (2.2), b′ is an E ′-invariant block of
G′ covered by r distinct blocks of E ′.
In terms of Dade’s theory in [4], (3.1) means F [b] = F (or E[b] = b in the
notation in [8]), see [4, Theorem 3.7]. In the remarks and Lemma 3.3 below,
[4] is essential.
We give some remarks concerning the above conditions. Any block of E
covering b in (3.1) and b are naturally Morita equivalent of degree one, see [8],
that is, they are isomorhic blocks, since OEb = ⊕x∈[G\E](OGb)x ' r(OGb),
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see [8, Lemma 3.3 and Theorem 4.1]. Note also that (3.1) implies Irr(b)E =
Irr(b), for example see [8, Lemma 3.2], and (p, r) = 1. Similar remarks holds
for (3.2). Above conditions will be used below in the following form:
Lemma 3.3. Assume (2.1), (2.6) and that (p, r) = 1. Let b be an E-
invariant block of G and bˆ a block of E covering b. Then the following
conditions are equivalent:
(1) b is covered by r distinct blocks of E.
(2) There is an element s ∈ E0 such that ω
∗
bˆ
(Ĉ(s)) 6= 0.
(3) There is an element s ∈ E0 such that Ĉ(s)b ∈ Z(OEb)
×.
Proof. (1) ⇒ (2). Let φ ∈ Irr(b). By assumption, φ is E-invariant. Let
λiψ, 0 ≤ i ≤ r − 1, be the extensions of φ, which are respectively contained
in r distinct blocks of E covering b, see for example [8, Theorem 4.1 (1)
⇔ (6)]. Then (2) follows since if there were no element s of E0 such that
ωψ(Ĉ(s))
∗ 6= 0, then by Lemma 2.8 it would contradict the characterization
of the blocks in [17, III, Theorem 6.24]. Note that for any i and x ∈ E,
ωψ(Ĉ(x))
∗ 6= 0 if and only if ωλiψ(Ĉ(x))
∗ 6= 0.
(2) ⇒ (1). ω∗
bˆ
(Ĉ(s)) 6= 0 implies ψ(s) 6= 0 for ψ ∈ Irr(bˆ) and so ψ lies in
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a regular Fˆ -orbit and is an extension of some φ ∈ Irr(b). Hence, (1) follows
from [17, III, Theorem 6.24].
(1) ⇒ (3). Let bˆi, 0 ≤ i ≤ r − 1 be the blocks of E covering b. By
the above, there is some element s ∈ E0 such that ω
∗
bˆi
(Ĉ(s)) 6= 0 for any
i, which implies Ĉ(s)bˆi ∈ Z(OEbˆi)
× since Z(OEbˆi) is a local ring. Then
∑r−1
i=0 Ĉ(s)bˆi = Ĉ(s)b ∈ Z(OEb)
×.
(3) ⇒ (1). Since s−1Ĉ(s)b ∈ (OGb)× and (s−1Ĉ(s)b)a(s−1Ĉ(s)b)−1 = as
for any a ∈ OGb, the assertion follows from [8, Lemma 3.2(i),(ii)]. 
Lemma 3.4. Assume (2.7). Let φ, χ ∈ Irr(G)E, and let ψ, η ∈ Irr(E) be
extensions of φ and χ, respectively. Then, for any x, y ∈ E ′0, we have
ψ(x) η(y) = χ ψ(x) η(E′)(y)
= φ ψ(E′)(x) η(y) = φχ ψ(E′)(x) η(E′)(y).
Proof. Let q be odd. Denote c = deg(x) and d = deg(y). Let c′, d′ ∈ Z be
such that c′ = c−1 and d′ = d−1 in Z/rZ where the canonical image of a ∈ Z
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in the residue ring Z/rZ is denoted by a. By Theorem 2.9, we have
q ψ(x) η(y)
=
q−1
2∑
i=1
[ (ψ − λic
′
q ψ)(x) (η − λ
id
′
q η)(y) ]
= φ
q−1
2∑
i=1
[ (ψ(E′) − λ
ic
′
q ψ(E′))(x) (η − λ
id
′
q η)(y) ]
= φ q ψ(E′)(x) η(y).
The assertions follow from similar equalities.
In the case of q = 2, we see that ψ(x) = φψ(E′)(x) since (ψ − λqψ)(x) =
2ψ(x). Hence, the assertions follow. 
Denote 1H the trivial character of the finite group H. Since (1G)(G′) =
1G′ (see [6, Corollary 6.16]) and 1 = 1E(x)1E(x) = (1E)(E′)(x)1E(x) =
(1E)(E′)(x) for x ∈ E
′
0 (taking 1 as a sign when q = 2), we see that (1E)(E′) =
1E′.
When we assume (3.1), denote by bˆi, 0 ≤ i ≤ r − 1 the blocks of E
covering the block b. For the extensions to E of φ ∈ Irr(b), we denote by φˆ
the extension belonging to bˆ0, that is, set Irr(bˆ0) = {φˆ | φ ∈ Irr(b)}. Then we
see that {λiφˆ | φ ∈ Irr(b)} forms a block of characters of E, and denote the
corresponding block idempotent by bˆi. So, we may allow the index i of bˆi to
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vary Z, considering it modulo r, and this convention will be used below. We
use similar notations for b′ under the assumption (3.2).
Proposition 3.5. Assume (2.7). Then, with the notations above, it holds
that:
(1) Assume (3.1). Then {φ(G′)|φ ∈ Irr(b)} are contained in some uniquely
determined block b(G′) of G
′.
(2) Assume (3.2). Then {φ′(G)|φ
′ ∈ Irr(b′)} are contained in some uniquely
determined block b′(G) of G.
(3) Assume (3.1) and (3.2) for b′ = b(G′). Then Irr(b(G′)) = {φ(G′)|φ ∈
Irr(b)}, and, for i ∈ Z, there are blocks (bˆi)(E′) of E
′ such that Irr((bˆi)(E′)) =
{(λiφˆ)(E′)|φ ∈ Irr(b)}, if we choose signs φ appropriately in the case of
q = 2.
Proof. We show (1). (2) is similar. We use the characterization of the blocks
of characters owing to [19] and [10], see explicitly [12, Corollary 13.2.3]. Then
it suffices to show that for characters φ, χ ∈ Irr(b) satisfying
∑
x∈Ep′
φˆ(x) χˆ(x) 6= 0,
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φ(G′) and χ(G′) lie in the same block of G
′. Let j ∈ Z be such that (q, j) = 1.
Then λjq is a non-trivial element of Fˆq, and it holds that
∑
x∈Ep′
φˆ(x) λjqχˆ(x) = 0,
since λjqχˆ 6∈ Irr(bˆ0). Hence, by Lemmas 2.4(2), 2.8 and 3.4, we have
0 6=
∑
x∈Ep′
φˆ(x) χˆ(x) −
∑
x∈Ep′
φˆ(x) λjqχˆ(x)
=
∑
y∈(E0)p′
φˆ(y) (χˆ − λjqχˆ)(y)
= φχ
|E|
|E ′|
∑
y′∈(E′0)p′
φˆ(E′)(y
′) (χˆ(E′) − λ
j
qχˆ(E′))(y′)
= φχ
|E|
|E ′|
[
∑
x′∈E′
p′
φˆ(E′)(x
′) χˆ(E′)(x′) −
∑
x′∈E′
p′
φˆ(E′)(x
′) λjqχˆ(E′)(x′) ].
Therefore, φ(G′) and χ(G′) must be contained in the same block b(G′) of G
′,
and so the assertion follows.
For (3), we use the above notations and equations. First statement of
(3) follows from (1) and (2). Let (bˆ0)(E′) be the block of E
′ containing φˆ(E′).
By the assumption and the above equations, only one of χˆ(E′) or λ
j
qχˆ(E′)
belongs to (bˆ0)(E′). In the case of q = 2, we can choose sign χ so that
χˆ(E′) ∈ Irr((bˆ0)(E′)). In the case of q being odd, since λ
j
q can be varied,
we see that χˆ(E′) ∈ Irr((bˆ0)(E′)). The remaining assertions follow from the
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commutativity of the action of Fˆ and the Glauberman-Dade correspondence.

In our considerations of the block correspondence induced by the Glauberman-
Dade correspondence, the following hypothesis will be assumed:
Condition 3.6. E, G, E ′ andG′ are finite groups satisfying (2.7). b is a block
of G satisfying (3.1), and the block b(G′) of G
′ determined by Proposition 3.5
satisfies (3.2) taking b′ = b(G′).
For a relation of the conditions (3.1) and (3.2), see Corollary 3.13 below.
Under the condition (2.7), there is a particular relation between central
primitive idempotents which are related by the Glauberman-Dade correspon-
dence:
Proposition 3.7. Let x ∈ E ′0.
(1) Assume (2.7). Then we have PrEE′(Ĉ(x)eφ) = Ĉ(x)
′eφ(G′) for φ ∈ Irr(G)
E.
(2) Assume (2.7). Then we have TrEE′(Ĉ(x)
′eφ′) = Ĉ(x)eφ′
(G)
for φ′ ∈ Irr(G′)E
′
.
(3) Assume (3.6). Then PrEE′(Ĉ(x)b) = Ĉ(x)
′b(G′) and Tr
E
E′(Ĉ(x)
′b(G′)) =
Ĉ(x)b
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Proof. Let ψ ∈ Irr(E) be an extension of φ. Then,
Ĉ(x)eφ = Ĉ(x)[
r−1∑
i=0
eλiψ]
=
|C(x)|
φ(1)
[
r−1∑
i=0
(λiψ)(x)eλiψ]
=
|C(x)|
φ(1)
φ(1)
|E|
[
r−1∑
i=1
(
∑
w∈E
(λiψ(x)λiψ(w)w)]
=
|C(x)|
|E|
[
∑
g∈G
(
r−1∑
i=0
(λiψ(x)φ(g)g) +
∑
y∈E−G
r−1∑
i=0
(λiψ(x)λiψ(y)y)]
=
|C(x)|
|E|
[
∑
y∈E−G
(
r−1∑
i=0
(µi(deg(x)−deg(y)))ψ(x)ψ(y)y)]
=
|C(x)|
|E|
[
∑
z∈E0, deg(z)=deg(x)
(rψ(x)ψ(z))z].
From this equation, Lemmas 2.4(2)(3) and 3.4 and Proposition 3.5, the as-
sertions follow immediately. 
Assume (3.6). Let s ∈ E ′0 be such that Ĉ(s)b ∈ Z(OEb)
×, and let
s′ ∈ E ′0 be such that Ĉ(s
′)′ ∈ Z(OE ′b(G′))
×. Note that bb(G′) 6= 0. We
denote β ′ = (Ĉ(s′)′b(G′))
−1Ĉ(s′)b and β = (Ĉ(s)b)−1Ĉ(s)′b(G′), where we
mean (Ĉ(s′)b(G′))
−1 the inverse of Ĉ(s′)b(G′) in Z(OE
′b(G′)) and (Ĉ(s)b)
−1
the inverse of Ĉ(s)b in Z(OEb). Note that β, β ′ ∈ (OGbb(G′))
E′. In fact, we
see (Ĉ(s)b)r is an element of Z(OGb) not contained in J(Z(OGb)), and so
(Ĉ(s)b)r ∈ Z(OGb)× as Z(OGb) is a local algebra. Hence, we see (Ĉ(s)b)−1
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is a linear combination of elements x ∈ E such that deg(x) = deg(sr−1),
and so β ∈ OG. Similarly, β ′ ∈ OG. (Moreover, we may assume s = s′,
see Corollary 3.13(3) below, and hence we may assume β = β ′−1 the inverse
of β ′ in (OGbb(G′))
E′.) The following in the situation of the Glauberman
correspondence is due to Okuyama [18]:
Corollary 3.8. Assume (3.6). Then, with the notations above, there is an
O-algebra isomorphism from Z(OGb) to Z(OG′b(G′)) mapping z ∈ Z(OGb)
to PrGG′(β
′z). The inverse is given by the map sending z ′ ∈ Z(OG′b(G′)) to
TrGG′(βz
′).
Proof. Firstly, note that {eφ|φ ∈ Irr(b)} and {eφ(G′)|φ ∈ Irr(b)} are or-
thogonal K-bases of Z(KGb) and Z(KG′b(G′)) respectively, and hence that
if K-linear maps send eφ to eφ(G′) and eφ(G′) to eφ for any φ ∈ Irr(b), then
they are K-algebra isomorphisms between Z(KGb) and Z(KG′b(G′)). Sec-
ondly, PrEE′ and Pr
G
G′ are the same on Z(KGb), and Tr
E
E′ and Tr
G
G′ are the
same on Z(KG′b(G′)). Here note that any element of Z(KG
′b(G′)) is E
′-
invariant since eφ(G′) for φ ∈ Irr(b) is E
′-invariant. Thirdly, the multiplica-
tion by (Ĉ(s′)′b(G′))
−1 (respectively, (Ĉ(s)b)−1) and PrEE′ (respectively, Tr
E
E′)
are commutative. Hence, by Proposition 3.7, the maps defined in the state-
ments give mutually inverse K-algebra isomorphisms between Z(KGb) and
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Z(KG′b(G′)). Moreover, these maps send elements with coefficient in O to
elements with coefficient in O by definitions. Hence, the assertions follow. 
Lemma 3.9. Assume (2.1), (2.2) and (2.3). Let s ∈ E ′0 and let H be a
subgroup of G′ centralized by s. Then CE(H)/CG(H) ' CE′(H)/CG′(H) '
F , and CE′(H)0∩(CE′(H)0)
t = ∅ for any t ∈ CE(H)−CE′(H) where CE′(H)0
is the inverse image of F0 by the restriction of pi to CE′(H).
Proof. This is clear by CE′(H)0 = CE′0(H) and the assumptions. 
Lemma 3.10. Assume (2.1), (2.2), (2.3) and (3.1). Then, there are some
s ∈ E ′0 and D ∈ δ(b) such that D ≤ G
′ and s centralizes D.
Proof. This follows from the fact that δ(bˆi) = δ(b), and that, as ω
∗
bˆi
(Ĉ(s)) 6=
0 for some s ∈ E ′0, there is some D ∈ δ(bˆi) such that D ≤ Q for some Sylow
p-subgroup Q of CE(s) = CE′(s), see [17, V, Theorem 1.11 (ii)]. 
By the above two lemmas, we can consider the Glauberman-Dade corre-
spondence with respect to the groups CE(P ), CG(P ), CE′(P ) and CG′(P ) in
Proposition 3.11(1) below.
Assume (2.1) and (3.1), and let (P, e∗) be any b-Brauer pair. Since for any
maximal b-Brauer pair (D˜, f ∗) there is some element of CE0(D˜) stabilizing
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(D˜, f ∗) by [4], we see that e is CE(P )-invariant. Moreover, for s ∈ E0 such
that Ĉ(s)b ∈ Z(OEb)×, it holds that 0 6= BrOEP (Ĉ(s)b)e
∗ ∈ (Z(kCE(P ))e
∗)×.
Hence, we may assume that s ∈ CE′0(P ). Considering s
−1BrOEP (Ĉ(s)b)e
∗ ∈
(kCG(P )e
∗)× as in Lemma 3.3, by [8, Lemma 3.2] we see that e is covered
by r isomorphic blocks of CE(P ).
Proposition 3.11.
(1) Assume (2.7) and (3.1). Let D ∈ δ(b) be as in Lemma 3.10, and let P
be a subgroup of D. Let e be a block of CG(P ) associated with b. Then
e(CG′ (P )) is a block of CG′(P ) associated with b(G′). In particular, b(G′)
have a defect group containing D.
(2) Assume (2.7) and (3.2). Let D′ ∈ δ(b′), and let P be a subgroup of D′.
Let e′ be a block of CG′(P ) associated with b
′. Then e′(CG(P )) is a block
of CG(P ) associated with b
′
(G). In particular, b
′
(G) have a defect group
containing D′.
(3) Assume (3.6). Then there is some D ∈ δ(b) such that D ∈ δ(b(G′)).
Proof. We show (1). Let s be an element of E ′0 centralizing P and satisfying
Ĉ(s)b ∈ Z(OEb)×. By Lemmas 3.9 and 2.4 and Propositions 3.5 and 3.7, we
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see that
0 6= Pr
CE(P )
CE′(P )
(BrOEP (Ĉ(s)b))
= Pr
CE(P )
CE′(P )
(PrECE(P )((Ĉ(s)b)))
∗
= PrE
′
CE′(P )
(PrEE′(Ĉ(s)b))
∗
= BrOE
′
P (Pr
E
E′(Ĉ(s)b)b(G′))
= [Pr
CE(P )
CE′(P )
(BrOEP (Ĉ(s)b))]Br
OG′
P (b(G′)).
On the other hand, we see that
[Pr
CE(P )
CE′(P )
(BrOEP (Ĉ(s)b))](e(CG′ (P )))
∗ 6= 0.
From these, the assertions follow.
For (2), we only note the following: for x ∈ E ′0,
Tr
CE(P )
CE′(P )
(PrE
′
CE′(P )
(Ĉ(x)′)) = PrECE(P )(Tr
E
E′(Ĉ(x)
′)).

Proposition 3.12. Assume (2.7). Let φ ∈ Irr(G)E and ψ ∈ Irr(E) be an
extension of φ. Then, for x ∈ E ′0, it holds that
ωψ(Ĉ(x)) = φ
|G|
φ(1)
φ(G′)(1)
|G′|
ωψ(E′)(Ĉ(x)
′).
26
Proof. For j ∈ Z satisfying (q, j) = 1, we have
ωψ(Ĉ(x))− ωλjqψ(Ĉ(x))
=
|C(x)|
ψ(1)
(ψ − λjqψ)(x)
= φ
|E||C(x)′|ψ(E′)(1)
|E ′|ψ(1)ψ(E′)(1)
(ψ(E′) − λ
j
qψ(E′))(x)
= φ
|E|
ψ(1)
ψ(E′)(1)
|E ′|
[ωψ(E′)(Ĉ(x)
′)− ωλjqψ(E′)(Ĉ(x)
′)],
see the proof of [22, Proposition 2 (ii)]. From this, we have
qωψ(Ĉ(x)) =
q−1∑
i=1
[ωψ(Ĉ(x))− ωλiqψ(Ĉ(x))]
= φ
|E|
ψ(1)
ψ(E′)(1)
|E ′|
q−1∑
i=1
[ωψ(E′)(Ĉ(x)
′)− ωλiqψ(E′)(Ĉ(x)
′)]
= φ
|E|
ψ(1)
ψ(E′)(1)
|E ′|
[qωψ(E′)(Ĉ(x)
′)].

Assume (2.7) and (3.1), and let D ∈ δ(b) be as in Lemma 3.10. Let
ζ ∈ Irr(CG(D)) be a canonical character of b, which can be viewed as charac-
ter ζ of CG(D)/Z(D) with p-defect 0, called also a canonical character of b,
see [17, V, Lemma 8.12]. We see immediately that the Glauberman-Dade cor-
respondence can be considered with respect to CE(D)/Z(D), CG(D)/Z(D),
CE′(D)/Z(D) and CG′(D)/Z(D).
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Corollary 3.13. With the notations above, it holds that:
(1) Assume (2.7) and (3.1). Let ζ ∈ Irr(CG(D)/Z(D)) be a canonical char-
acter of b. Then the following are equivalent:
(i) (3.2) holds for b′ = b(G′).
(ii) ζ(CG′ (D)/Z(D)) is a character of p-defect 0.
(iii) b(G′) has the same p-defect as b.
(2) Assume (2.7) and (3.2). Let D′ ∈ δ(b′) and ζ ′ ∈ Irr(CG′(D
′)/Z(D′)) be
a canonical character of b′. Then the following are equivalent:
(i) (3.1) holds for b = b′(G).
(ii) ζ ′(CG(D′)/Z(D′)) is a character of p-defect 0.
(iii) b′(G) has the same p-defect as b
′.
(3) Assume (3.6) and let s ∈ E ′0. Then Ĉ(s)b ∈ Z(OEb)
× if and only if
Ĉ(s)′b(G′) ∈ Z(OE
′b(G′))
×.
Proof. We show (1). (i) ⇒ (iii) and (iii) ⇒ (ii) follows immediately from
Proposition 3.11. We show (ii) ⇒ (i). Let s ∈ E ′0 be such that ω
∗
bˆi
(Ĉ(s)) 6= 0.
Let bD be the block of CG(D) associated with b and containing ζ, and (bˆD)i
the block of CE(D) associated with bˆi and covering bD. Note that ζ(CG′ (D)/D)
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being p-defect 0 implies ζ
|CG(D)|
ζ(1)
ζ(C
G′
(D))(1)
|CG′ (D)|
∈ O×. Then, by [17, V, Theorem
3.5] and Proposition 3.12,
0 6= ω∗
bˆi
(Ĉ(s))
= ω∗
(bˆD)i
(PrECE(D)(Ĉ(s)))
= (ζ
|CG(D)|
ζ(1)
ζ(CG′ (D))(1)
|CG′(D)|
)∗ω∗
(( ˆbD)i)(C
E′
(D))
(Pr
CE(D)
CE′(D)
(PrECE(D)(Ĉ(s)))).
Pr
CE(D)
CE′(D)
(PrECE(D)(Ĉ(s))) = Pr
E′
CE′ (D)
(Ĉ(s)′), and ((bˆD)i)(CE′ (D)) is associated
with the block of E ′ covering b(G′) by Proposition 3.11, denoted by bˆ′. Hence,
ω∗
bˆ′
(Ĉ(s)′) 6= 0, and so (3.2) holds for b(G′) by Lemma 3.3. 
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4 A perfect isometry between blocks
We start by describing blocks covering b in (3.1) as in [18].
Lemma 4.1. Assume (2.1) and (3.1). Let s ∈ E0 be such that Ĉ(s)b ∈
Z(OEb)×. Then there is an element σ ∈ (Z(OGb)×)E such that σr =
(Ĉ(s)b)r.
Proof. Firstly note that (Ĉ(s)b)r ∈ Z(OGb)×. For a monic polynomial
f(X) = Xr− (Ĉ(s)b)r in Z(OGb)[X], the polynomial ring over Z(OGb), the
canonical image f(X) = Xr − ν of f(X) in k[X] ' Z(OGb)/J(Z(OGb))[X]
decomposes f(X) =
∏r−1
i=0 (X−κi) where κi ∈ k
× are the r-th root of ν. Note
that k is algebraically closed. By Hensel’s lemma, see [3, p.140, Exercise 11]
or [16, Thorem 8.3], we see that there is a lift σ ∈ Z(OGb)× of κ0 and
f(X) =
∏r−1
i=0 (X − µ
iσ). Here note that Z(OGb) is an O-algebra which
is finitely generated as an O-module, and O is a complete commutative
noetherian local ring, and hence Z(OGb) is complete in the J(Z(OGb))-adic
topology, see [3, Proposition 6.5]. σ is E-invariant since eφ for φ ∈ Irr(b) is
E-invariant. 
With the notations of Lemma 4.1, α = σ−1Ĉ(s)b ∈ Z(OEb)× satisfies
αr = b. Note that σ is determined up to r-th roots of unity. As in [18], we
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define
b˜i =
1
r
r∑
j=1
(µiα)j for i ∈ Z.
Cleary, b˜i = b˜i′ if and only if i ≡ i
′ (mod r). Then b =
∑r−1
i=0 b˜i is a pairwise
orthgonal idempotent decomposition in Z(OEb) and we see that b˜i, 0 ≤ i ≤
r − 1, are the blocks of E covering b.
Applying above lemma for the groups E ′ and G′ and block b′ of G′ satis-
fying (2.2) and (3.2), we have the block idempotents of E ′ covering b′:
b˜′i =
1
r
r∑
j=1
(µiα′)j for i ∈ Z,
taking α′ = σ′−1Ĉ(s′)′b′ ∈ Z(OE ′b′)× where s′ ∈ E ′0 is such that Ĉ(s
′)′b′ ∈
Z(OE ′b′)× and σ′ is such that σ′r = (Ĉ(s′)′b′)r, and hence α′r = b′.
Below, the power i of α′ in α′i is considered modulo r. For example, by
α′−1, we mean α′r−1. Assume bb′ 6= 0. Then αα′−1 ∈ (OEbb′)E
′
satisfies
(αα′−1)r = bb′. (Note that we may take (α′)a in place of α′ where a ∈
Z is such that deg(s′a) = deg(s), from which it follows that α(α′a)−1 ∈
(OGbb′)E
′
.) Inspired by [18], we define the following (possibly zero) mutually
orthgonal idempotents of (OEbb′)E
′
:
bi =
1
r
r∑
t=1
(µiαα′−1)t for i ∈ Z,
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which satisfy bb′ =
∑r−1
i=0 bi. Then bi decomposes as follows:
Lemma 4.2. With the above notations, bi =
∑r−1
l=0 b˜
′
lb˜l+i for i ∈ Z.
Proof. We have
b˜′lbi = (
1
r
r∑
j=1
(µlα′)j)(
1
r
r∑
t=1
(µiαα′
−1
)t)
=
1
r
r∑
t=1
(
1
r
r∑
j=1
(µljα′
j−t
)(µiα)t)
=
1
r
r∑
t=1
(
1
r
r∑
j−t=1
(µl(j−t)+ltα′j−t)(µiα)t)
=
1
r
r∑
t=1
((
1
r
r∑
j′=1
(µlα′)j
′
)(µl+iα)t)
= (
1
r
r∑
j′=1
(µlα′)j
′
)(
1
r
r∑
t=1
(µl+iα)t) = b˜′lb˜l+i.
Hence, bi = b
′bi = (
∑r−1
l=0 b˜
′
l)bi =
∑r−1
l=0 b˜
′
lb˜l+i. 
Take groups and blocks in (3.6). Then, cleary bb(G′) 6= 0 and so the above
constructions of the idempotents can be applied. By the assumption and
Corollary 3.13(3), we may take s = s′ ∈ E ′0. Then αα
′−1 ∈ (OGbb(G′))
E′,
and bb(G′) =
∑r−1
i=0 bi is a pairwise orthogonal idempotent decomposition in
(OGbb(G′))
E′. Recall that we set bˆi the block of E covering b such that
Irr(bi) = {λ
iφˆ|φ ∈ Irr(b)}, denoting by φˆ the extensin to E of φ ∈ Irr(b)
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belonging to bˆ0. We can choose σ so that b˜0 = bˆ0, and we may assume that
deg(s) = 1. Then, by comparing the coefficients, we see the following:
Lemma 4.3. Assume (2.1) and (3.1). If we take µ and σ appropriately,
then it holds that bˆi = b˜i for any i ∈ Z.
Similarly, taking σ′ appropriately, we have (b̂(G′))i = (b˜(G′))i for any i ∈
Z. Since we may choose (b̂(G′))0 so that (b̂(G′))0 = (bˆ0)(E′), we may assume
(b̂(G′))i = (bˆi)(E′). In this situation, Lemma 4.2 says that the idempotent bi
of (OGbb(G′))
E′ decomposes in (OEbb(G′))
E′ as follows:
bi =
r−1∑
l=0
(bˆl)(E′)bˆl+i for i ∈ Z.
For a finite group H, we denote by G0(KH) the Grothendieck group of
KH, and for a KH-module L, by [L] the element of G0(KH) determined by
the isomorphic class of L, see [3, Definition 16.5]. For a character θ of H, we
denote by Lθ a KH-module affording θ, and by θˇ the dual of θ. Note that
bj(KGb) = bjKG for j ∈ Z.
The statement of the following proposition in the case of the Glauberman
correspondence appears in [18]:
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Proposition 4.4. Assume (3.6). Let m ∈ Z be such that λm is a non-trivial
element of Fˆq. Then, with the above notations, we have
[b0KG]− [bmKG] =
∑
φ∈Irr(b)
φ[Lφ(G′) ⊗K Lφˇ]
in G0(K[G
′ ×G]), if we choose signs φ as in Proposition 3.5 in the case of
q = 2.
Proof. Define a map F : G0(KE) → G0(KE
′) by [L] 7→ [b0KE ⊗KE L] −
[bmKE ⊗KE L], where L is a KE-module. By Lemma 4.2, for φ ∈ Irr(b) and
j ∈ Z, we have
bjKE ⊗KE (⊕
r−1
i=0Lλiφˆ) ' bj(⊕
r−1
i=0Lλiφˆ)
' (
r−1∑
l=0
(bˆl)(E′)bˆl+j)(⊕
r−1
i=0Lλiφˆ) ' ⊕
r−1
l=0 (bˆl)(E′)(Lλl+j φˆ)↓
E
E′.
By the Glauberman-Dade correspondence in Theorem 2.9,
[Lλlφˆ↓
E
E′]− [Lλl+mφˆ↓
E
E′] = φ([L(λlφˆ)(E′) ]− [L(λl+mφˆ)(E′)]).
Hence,
F([⊕r−1i=0Lλiφˆ]) = [⊕
r−1
l=0 (bˆl)(E′)(Lλlφˆ)↓
E
E′]− [⊕
r−1
l=0 (bˆl)(E′)(Lλl+mφˆ)↓
E
E′]
= φ
r−1∑
l=0
([(bˆl)(E′)L(λlφˆ)(E′)]− [(bˆl)(E
′)L(λl+mφˆ)(E′)]) = φ[⊕
r−1
l=0Lλl dφ(G′)
].
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This means
[(b0KE)↓
E′×E
G′×G]− [(bmKE)↓
E′×E
G′×G] = r
∑
φ∈Irr(b)
φ[Lφ(G′) ⊗K Lφ].
On the other hand, since bj = bjb and (KEb)↓
E×E
G×G ' (⊕
r−1
i=0 (KEbˆi))↓
E×E
G×G '
r(KGb), we get
[(b0KE)↓
E′×E
G′×G]− [(bmKE)↓
E′×E
G′×G] = r([b0KG]− [bmKG]).
Therefore, the assertion follows. 
With the notations and the choices of signs in the case of q = 2 as above,
let C• be a complex of (OG′b(G′),OGb)-bimodules such that the direct sum
of the modules in even degree is isomorphic to b0OG and the direct sum of
the modules in odd degree is isomorphic to bmOG. Note that, as differentials,
at least there exist the zero maps. Let ν be a generalized character afforded
by C•.
Theorem 4.5. Assume (3.6). Then, with the notations above, ν induces a
perfect isometry Rν : RK(G, b) −→ RK(G
′, b(G′)) such that Rν(φ) = φφ(G′)
for any φ ∈ Irr(b).
Proof. By Proposition 4.4, Rν induces an isometry as in the statement.
Since b = bb(G′) + b(b− b(G′)) =
∑r−1
i=0 bi + b(b− b(G′)) is a pairwise orthogonal
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idempotent decomposition of b in (OGb)G
′
, the modules in each degree of
C• are direct summands of (OGb)↓G×GG′×G. Hence, C
• is a perfect complex,
see [15, p.130]. Therefore, by Broue´’s theorem [15, Proposition 6.3.16], this
isometry is perfect. 
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5 An isotypy between blocks
Lemma 5.1. Assume (2.1), (2.2) and (2.3). Let H be a subgroup of G′, and
assume that there is some element s ∈ E ′0 centralizing H. Then:
(1) NE(H) = NE′(H)CE(H),
(2) NG(H) = NG′(H)CG(H).
Proof. For (1), we show NE(H) ⊆ NE′(H)CE(H). For any x ∈ NE(H), we
see that sx ∈ CE(H). By Lemma 3.9, there is some y ∈ CE(H) such that
(sx)y ∈ CE′(H). Hence, s, s
xy ∈ E ′0, and so xy ∈ E
′ ∩NE(H) = NE′(H) and
the assertion follows.
(2) follows immediately from (1). 
In the following, we assume (3.6) and show that b and b′ = b(G′) are
isotypic under some additional condition, see condition (5.3) below. We set
the notations used below. Let s be an element of E ′0 as in Lemma 3.3 and
let D be a defect group of b centralized by s and contained in G′ as in
Lemma 3.10. Let (D, b∗D) be a maximal b-Brauer pair. For the simplicity
of notations, for any b-Brauer pair (P, b∗P ) contained in (D, b
∗
D), we denote
(bP )
′ = (bP )(CG′ (P )), which is associated with b
′ by Proposition 3.11 and hence
covered by isomorphic r distinct blocks of CE′(P ). Denote (b
∗
P )
′ = ((bP )
′)∗.
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Note that (D, (b∗D)
′) is a maximal b′-Brauer pair. For a subgroup H of E ′
and x ∈ CE′(H), denote by C(x)(H) the conjugacy class of CE(H) containing
x, and by C(x)′(H) the conjugacy class of CE′(H) containing x.
Theorem 5.2. Assume (3.6). Then the Brauer categories BG(b) and BG′(b
′)
are equivalent.
Proof. With the notations above, we show that the correspondence in
Proposition 3.5 induces the isomorphism between categories BG(b)≤(D,b∗
D
) and
BG′(b
′)≤(D,(b∗
D
)′), which is induced by the inclusion of groups.
Firstly, we show that, for any b-Brauer pair (P, b∗P ) contained in (D, b
∗
D),
(P, (b∗P )
′) is contained in (D, (b∗D)
′). For this, we show that for any objects
(P, b∗P ), (R, b
∗
R) of BG(b)≤(D,b∗D) such that (P, b
∗
P ) ≤ (R, b
∗
R), it holds that
(P, (b∗P )
′) ≤ (R, (b∗R)
′). It suffices to show the case (P, b∗P )(R, b
∗
R). Note that
we may assume that 0 6= Ĉ(s)(P )b
∗
P ∈ Z(kCE(P )b
∗
P )
×. Then the assertion
follows from the following by [21, Theorem 40.4(b)]:
Br
kCE′(P )
R/P (Ĉ(s)
′
(P )(b
∗
P )
′)(b∗R)
′ = Br
kCE′(P )
R/P [Pr
CE(P )
CE′ (P )
(Ĉ(s)(P )b
∗
P )](b
∗
R)
′
= Pr
CE(R)
CE′(R)
[Br
kCE(P )
R/P (Ĉ(s)(P )b
∗
P )b
∗
R].
Next, we consider the morphisms in the Brauer categories. By Lemmas
3.9, 3.10 and 5.1, G′ controls fusin in BG(b)≤(D,b∗
D
), that is, we may assume
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that morphisms in BG(b)≤(D,b∗
D
) are induced by conjugations of elements of
G′, see [21, Section 49]. Then it suffices to show ((b∗P )
x)′ = ((b∗P )
′)x for any
object (P, b∗P ) of BG(b)≤(D,b∗D) and x ∈ G
′ such that (P x, (b∗P )
x) ≤ (D, b∗D).
This follows from the equations:
̂C(sx)′(Px)((b
∗
P )
′)x = (Ĉ(s)′(P )(b
∗
P )
′)x
= [Pr
CE(P )
CE′(P )
(Ĉ(s)(P )b
∗
P )]
x
= Pr
CE(P
x)
CE′(P
x)[
̂C(sx)(Px)(b
∗
P )
x].

For any b-Brauer pair (P, b∗P ) contained in (D, b
∗
D), let
ˆ(bP )i be the block
of CE(P ) covering bP and associated with bˆi for i ∈ Z. Note that the blocks of
CE′(P ) covering (bP )
′ are associated with the blocks of E ′ covering the block
b′ of G′. For the simplicity of notations, we denote (bˆP )
′
i = ((bˆP )i)(CE′ (P )). In
particular, denote bˆ′i = (bˆi)(E′).
Condition 5.3. At least, one of the following holds:
(1) b is the principal block of G.
(2) r = 2.
(3) q is odd.
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Lemma 5.4. Assume (3.6), (5.3) and notations above. Let (P, b∗P ) be a
b-Brauer pair contained in (D, b∗D). Then (bˆP )
′
i is associated with bˆ
′
i, if we
choose signs appropriately when r = 2.
Proof. If b is the principal block, the assertion follows immediately. When
r = 2, we can choose signs so that the condition holds. Hence, in the follow-
ing, we assume q is odd.
Recall that s is an element of E ′0 satisfying Ĉ(s)
′b′ ∈ Z(OE ′b′)×. We may
assume deg(s) = 1.
We have
PrEE′(Ĉ(s)bˆi)− Ĉ(s)
′bˆ′i ∈ O[E
′ − E ′0]
E′ (5.4.1)
where O[E ′ − E ′0]
E′ is the subspace of OE ′ which is spanned by elements of
E ′ − E ′0 and any of whose element is invariant under the action of E
′. In
fact, we have
Ĉ(s)bˆi =
|C(s)|
|E|
∑
φ∈Irr(b)
(
∑
x∈E0
λiφˆ(s)λiφˆ(x)x +
∑
y∈E−E0
λiφˆ(s)λiφˆ(y)y),
see the proof of Proposition 3.7. Similar for Ĉ(s)′bˆ′i. Note that E0 ∩E
′ = E ′0
and (E −E0)∩E
′ = E ′−E ′0. Then we have (5.4.1) by Lemmas 2.4 and 3.4.
Let (bˆP )
′
j be the block of CE′(P ) covering (bP )
′ and associated with bˆ′i.
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Denote (bˆ∗P )
′
l = ((bˆP )
′
l)
∗ for any integer l. Then, by (5.4.1), we have
BrOEP (Ĉ(s)bˆi)(b
∗
i )
′ =PrECE′ (P )(Ĉ(s)bˆi)
∗(b∗P )
′
=PrE
′
CE′ (P )
[PrEE′(Ĉ(s)bˆi)]
∗(b∗P )
′
=BrOE
′
P (Ĉ(s)
′bˆ′i + c)(b
∗
P )
′
=BrOE
′
P (Ĉ(s)
′b′bˆ′i + c)(b
∗
P )
′
= [BrOE
′
P (Ĉ(s)
′b′)BrOE
′
P (bˆ
′
i) + Br
OE′
P (c)](b
∗
P )
′
=BrOE
′
P (Ĉ(s)
′b′)(bˆ∗P )
′
j + Br
OE′
P (c)(b
∗
P )
′,
where c is some element of O[E ′ − E ′0]
E′. On the other hand, we have
BrOEP (Ĉ(s)bˆi)(b
∗
i )
′ =PrECE′(P )(Ĉ(s)bˆi)
∗(b∗P )
′
=Pr
CE(P )
CE′(P )
[PrECE(P )(Ĉ(s)bˆi)
∗](b∗P )
′
=Pr
CE(P )
CE′(P )
[PrECE(P )(Ĉ(s))
∗BrOEP (bˆi)](b
∗
P )
′
=Pr
CE(P )
CE′(P )
[PrECE(P )(Ĉ(s))
∗](bˆ∗P )
′
i + d(b
∗
P )
′
=BrOE
′
P [Pr
E
E′(Ĉ(s))]Br
OE′
P (b
′)(bˆ∗P )
′
i + d(b
∗
P )
′
=BrOE
′
P (Ĉ(s)
′b′)(bˆ∗P )
′
i + d(b
∗
P )
′,
where d is some element of k[CE′(P )− CE′0(P )]
CE′(P ).
Denote by τ the inverse of BrOE
′
P (Ĉ(s)
′b′) in kCE′(P )Br
OE′
P (b
′). Note that
τ is a linear combination of the elements x of CE′(P ) such that deg(x) = r−1.
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Then, by the above two equations, we have
(bˆ∗P )
′
j = (bˆ
∗
P )
′
i + τd(b
∗
P )
′ − τBrOE
′
P (c)(b
∗
P )
′. (5.4.2)
If x ∈ E ′ satisfies deg(x) = 2, then x ∈ E0 as q is odd. So, E − E0 does
not contain elements x such that deg(x) = 2. Hence, the coefficient of s in
τd(b∗P )
′ − τBrOE
′
P (c)(b
∗
P )
′ is zero. Therefore, by comparing the coefficients of
s in (5.4.2), we have i ≡ j (mod r). 
For any b-Brauer pair (P, b∗P ) contained in (D, b
∗
D), let R
P be the perfect
isometry between RK(CG(P ), bP ) and RK(CG′(P ), b
′
P ) given as in Theorem
4.5 by the idempotents (bP )i =
∑r−1
l=0 (bˆP )
′
l(bˆP )l+i ∈ (OCG(P )bP b
′
P )
CG′ (P ).
Theorem 5.5. Assume (3.6) and (5.3). Then, with the notations above, b
and b′ are isotypic with a local system {RQ|Q is a cyclic subgroup of D}.
Proof. Let (u, b∗u) be any b-Brauer element contained in (D, b
∗
D), γ ∈
CF (G, b;K) and c′ ∈ CG′(u)p′. Denote by S(u) the p-section of G con-
taining u. We denote by (bu)i the idempotents (b<u>)i of (OCG(u)bub
′
u)
CG′ (u)
giving R<u>. Then, the assertion follows from Theorem 5.2 and the following
equations (we give remarks on the fourth and the sixth equalities after the
equations, and for the other equations we refer to the proof of [22, Proposition
5]):
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[ (d
(u,(b∗u)
′)
G′ ◦R
<1>) (γ) ] (c′)
=
1
|G|
∑
g∈G
[
∑
φ∈Irr(b)
( φ(uc′(bu)
′b0)− φ(uc
′(bu)
′bm) ) φ(g
−1) ] γ(g)
=
1
|G|
∑
x∈S(u)
[
∑
φˆ∈Irr(bˆ0)
( φˆ(uc′(bu)
′bˆ′0)− φˆ(uc
′(bu)
′bˆ′r−m) ) φˆ(x
−1) ] γ(x)
=
1
|CG(u)|
∑
y∈CG(u)p′
[
∑
φˆ∈Irr(bˆ0)
( φˆ(uc′(bu)
′bˆ′0)− φˆ(uc
′(bu)
′bˆ′r−m) ) φˆ(y
−1u−1) ] γ(uy)
=
1
|CG(u)|
∑
y∈CG(u)p′
[
∑
φˆ∈Irr(bˆ0)
( φˆ(uc′(bˆu)
′
0)− φˆ(uc
′(bˆu)
′
r−m) ) φˆ(y
−1u−1) ] γ(uy)
=
1
|CG(u)|
∑
y∈CG(u)p′
[
∑
{e∈Bl(CE(u))|eE=bˆ0}
∑
ρ∈Irr(e)
( ρ(c′(bˆu)
′
0)− ρ(c
′(bˆu)
′
r−m) ) ρ(y
−1) ] γ(uy)
=
1
|CG(u)|
∑
y∈CG(u)p′
[
∑
ξˆ∈Irr((bˆu)0)
( ξˆ(c′(bˆu)
′
0)− ξˆ(c
′(bˆu)
′
r−m) ) ξˆ(y
−1) ] γ(uy)
=
1
|CG(u)|
∑
z∈CG(u)
[
∑
ξ∈Irr(bu)
( ξ(c′(bu)0)− ξ(c
′(bu)m) ) ξ(z
−1) ] (d
(u,b∗u)
G (γ))(z)
= [ (R<u>p′ ◦ d
(u,b∗u)
G ) (γ) ] (c
′).
In fact, the fourth equation follows from the Brauer’s second main theo-
rem and Lemma 5.4.
For the sixth equation, note that ρ is an extension of an CE(u)-invariant
character of CG(u), and let ι = ρ↓
CE(u)
CG(u)
. In the case of q being odd, for m′ ∈ Z
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such that λm
′
is a non-trivial element of λˆq, we see the following:
ρ(c′(bˆu)
′
0 − c
′(bˆu)
′
r−m)
=
1
q
q−1
2∑
j=1
ι[(1− λ
m′j)ρ(CE′ (u))] [c
′((bˆu)
′
0 − (bˆu)
′
m′j)− c
′((bˆu)
′
r−m − (bˆu)
′
(r−m)+m′j)].
In the case of q = 2, we see
ρ(c′(bˆu)
′
0 − c
′(bˆu)
′
r−m)
=ιρ(CE′ (u))(c
′(bˆu)
′
0 − c
′(bˆu)
′
r−m).
From these, we see that if ρ(c′(bˆu)
′
0 − c
′(bˆu)
′
r−m) 6= 0, then ρ must belong
to the blocks of CE(u) covering bu (see the first part of the proof of [22,
Proposition 5]). Hence, the sixth equation holds. 
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