[1] The relationship between the geomagnetic aa index and the winter North Atlantic Oscillation (NAO) has previously been found to be nonstationary, being weakly negative during the early 20th century and significantly positive since the 1970s. The study reported here applies a statistical method called the generalized additive modeling (GAM) to elucidate the underlying physical reasons. We find that the relationship between aa index and the NAO during the Northern Hemispheric winter is generally nonlinear and can be described by a concave shape with a negative relation for small to medium aa and a positive relation for medium to large aa. The nonstationary character of the aa-NAO relationship may be ascribed to two factors. First, it is modulated by the multidecadal variation of solar activity. This solar modulation is indicated by significant change points of the trends of solar indices around the beginning of solar cycle 14, 20, and 22 (i.e., ∼1902/1903, ∼1962/1963, and ∼1995/1996). Coherent changes of the trend in the winter time NAO followed the solar trend changes a few years later. Second, the aa-NAO relationship is dominated by the aa data from the declining phase of even-numbered solar cycles, implying that the 27 day recurrent solar wind streams may be responsible for the observed aa-NAO relationship. It is possible that an increase of long-duration recurrent solar wind streams from high-latitude coronal holes during solar cycles 20 and 22 may partially account for the significant positive aa-NAO relationship during the last 30 years of the 20th century.
Introduction
[2] The North Atlantic Oscillation (NAO) is a dominant mode of broad-scale climate variability in the Northern Hemisphere (NH) [Hurrell, 1995; Hurrell et al., 2003] . Being most active during winter months, it is directly linked to the variation of westerly winds, orchestrates the strength and orientation of storm tracks, and dictates precipitation levels and fluctuations in marine ecosystems over the Atlantic as well as the adjacent regions [Stephenson et al., 2000] . Positive NAO is associated with a net displacement of air from the Arctic and Icelandic regions toward the subtropic belt near the Azores and the Iberian Peninsula by strengthening westerly winds over the North Atlantic Ocean. Stronger westerlies bring more warm moist air to the European continent and gives rise to milder maritime winters. Negative NAO is associated with an opposite redistribution of air mass between the Arctic and the subtropical Atlantic with weaker westerlies over the North Atlantic. It corresponds to colder than normal European winters. It is critical to understand the mechanisms that control and affect the NAO and its temporal evolution as it is associated with large variations in weather and climate over much of the globe on interannual and longer time scales [Hurrell and Deser, 2010] .
[3] Despite its importance, the fundamental mechanisms behind the variability of the NAO remain in debate [Hurrell and Deser, 2010; Saenger et al., 2009] . It has been suggested that external forces might nudge the NAO to remain in either its positive or negative phase over an extended period. Observations have shown that the NAO may be modulated by a multidecadal oscillation in Atlantic sea surface temperature [Enfield et al., 2001; Gray et al., 2004; Knight et al., 2006] . Low-frequency variations of the NAO were previously attributed to perturbations associated with the thermal storage effect of the ocean, sea ice, or snow [Gong et al., 2003; Hall and Visbeck, 2002; Mehta et al., 2000; Rodwell et al., 1999] , or to anthropogenic forcing and/or ozone depletion in the stratosphere [Corti et al., 1999; Gillett et al., 2003; Shindell et al., 1999; Woollings et al., 2010a] . Studies based on those proposed mechanisms have been carried out using general circulation models (GCMs) [Gong et al., 2002; Hoerling et al., 2001] . However, the simulated NAOs often exhibit little multidecadal variation compared with observa-tions [Osborn, 2004] . In particular, it remains unclear what has caused the enhanced interannual variability of the NAO over the last half of the 20th century and a more positive trend of the NAO in 1970s-1990s [Feldstein, 2002; Hurrell and Deser, 2010] .
[4] It has also been suggested that changes in solar and geomagnetic activity may modulate the NAO [Bochníček and Hejda, 2005; Kodera, 2002 Kodera, , 2003 . Kodera [2002] and Ogi et al. [2003] found that in winter the spatial and temporal structure of the NAO is greatly modified by the 11 year solar cycle (SC). Stronger and more significant correlations were found to exist between geomagnetic activity and the NAO than with the 11 year SC [Bochníček and Hejda, 2005; Thejll et al., 2003] . Lundstedt [2002, 2003] found that the variation of the winter NAO is correlated with the electric field strength of the solar wind, and suggested a solar wind generated electromagnetic disturbance in the ionosphere may dynamically propagate downward to the stratosphere and influence surface NAO. Changes of temperature near the Atlantic basin have also been statistically linked to geomagnetic perturbations [Seppälä et al., 2009] . Woollings et al. [2010b] showed that a stronger signal in the eastern part of the North Atlantic was associated with solar wind driven open solar flux when compared with that associated with the F10.7 cm solar flux. Lu et al. [2008b] have shown that there is a robust relationship between solar wind dynamic pressure and the Northern Annular Mode (NAM), which resembles the behavior of the NAO near the surface. They showed that stratospheric wind and temperature variations are positively projected onto the NAM when the 11 year SC is at its maximum phase during winter, and negatively projected onto the NAM during the 11 year SC minimum phase in spring. Paluš and Novotná [2007] found that there were common oscillatory modes in the geomagnetic aa index, the NAO and surface temperature. It has been also suggested that solar wind induced geomagnetic activity may alter stratospheric chemistry through particle precipitation and descent of odd Nitrogen (NO x ) [Randall et al., 2005 [Randall et al., , 2006 [Randall et al., , 2007 Solomon et al., 1982] . Other studies suggested that solar wind induced geomagnetic activity may perturb atmospheric circulation dynamically through a change in planetary wave reflection conditions [Arnold and Robinson, 2001; Lu et al., 2008a] .
[5] It has also been shown that solar activity may indirectly alter cloud cover via a modulation of the galactic cosmic ray (GCR) flux [e.g., Veretenenko, 1995, 1996; Svensmark and Friis-Christensen, 1997; Svensmark et al., 2009; Harrison and Stephenson, 2006] , while others found the GCR-cloud connection is rather weak [Laken et al., 2009; Pierce and Adams, 2009] . Changes in solar wind electric fields may also perturb the global electrical circuit, which extends into the lower atmosphere at high magnetic latitudes, and consequently precipitation and cloud cover in the fair weather part of the global circuit [Tinsley et al., 2007; Kniveton et al., 2008] . Since the solar wind driven geomagnetic activity also modulates the cosmic ray flux, it has been suggested that it may affect the amount of tropospheric ionization and cloud cover [Shaviv, 2005] .
[6] While those statistical correlations suggest there might be a causal link between solar wind driven geomagnetic activity and the NAO, a sound mechanism is required for better understanding and to rule out coincidental correlations. What is most puzzling is that the relationship between geomagnetic activity and the NAO appears to be nonstationary, being significantly positive since the 1970s and weakly negative in the early part of the 20th century [Bucha and Bucha, 1998; Palamara and Bryant, 2004] . Paluš and Novotná [2009] found that the phase coherence between the geomagnetic aa index and the NAO was statistically significant only from the 1950s onwards while no significant phase coherence was found in the earlier period. The nonstationary behavior of the aa-NAO relationship was attributed to the much lower geomagnetic activity occurring in the early part of the 20th century than in 1950-2000 which led to a significant shift of atmospheric circulation patterns [Bucha and Bucha, 1998 ]. It has also been suggested that the nonstationary behavior of the aa-NAO relationship might be due to a multidecadal scale modulation of the geomagnetic NAO relationship [Thejll et al., 2003] .
[7] Geomagnetic activity is primarily driven by the solar wind which encounters the Earth's magnetic field at the magnetopause. Solar wind is emitted from the Sun either as high-speed wind streams from corotating interactive regions (CIRs) of coronal holes, transient wind streams associated with coronal mass ejections (CMEs), or slow solar winds from the borders of coronal holes [Emery et al., 2009] . Highspeed solar wind generated from CIRs tends to recur with a ∼27 day periodicity and is most prominent in the descending phases of SCs. It has been noticed that the characteristics of the ∼27 day periodicity in the geomagnetic aa index are different during the decay phases of even-and odd-numbered SCs [Cliver et al., 1996] . Studies have shown that recurrent activity was stronger following even-number maxima [Bumba and Hejna, 1991; Hapgood, 1993; Rangarajan, 1991] and prominent 27 day recurrent geomagnetic activity tends to persist longer during the decline of even-numbered SCs than in odd-numbered ones [Sargent, 1985 [Sargent, , 1986 . If, as postulated, geomagnetic activity has an impact on the NAO and near surface climate, the 27 day recurrence events may have a detectable effect on the interannual and longer-term variations of the NAO. Thus, a step toward examining such a possibility would be to examine whether or not the aa-NAO relationship becomes more distinct during the declining phase of even-numbered SCs.
[8] In this study, we reexamine the aa-NAO relationship in order to elucidate the underlying physical reasons for its nonstationary behavior. Like previous studies, we focus on the most dynamically active season, i.e., the extended NH winter period from December to March for the period of 1868-2009. We first apply a statistical method called generalized additive modeling (GAM) [Wood, 2006 [Wood, , 2008 to search for statistically significant linear and/or nonlinear relationships between the aa index and the NAO for the period of 1868-2009. We then use the sequential MannKendall (SMK) test [Gerstengarbe and Werner, 1999] to study the multidecadal variation of the NAO and its possible link to the change points in the trends of solar and geomagnetic indices. We investigate the nonstationary behavior of the aa-NAO relationship by building nonlinear and linear regression models using the GAM technique for each subperiod separated by two nearby change point years that are identified by the SMK test. In order to examine whether or not the recurrent solar wind events play a role in determining the aa-NAO relationship, the linear models and GAMs are also built based on the data grouped according to the ascending/declining phases of odd/even number SCs.
Data
[9] The NAO time series used here is the normalized difference between the sea level atmospheric pressures at Gibraltar and southwest Iceland. The monthly pressure at each location is normalized by subtracting the mean and dividing by the standard deviation. A standard period , instead of the whole recording period, is considered for estimating the mean and the standard deviation [Jones et al., 1997] [10] The geomagnetic aa index [Mayaud, 1972] is commonly used to monitor the reactions of Earth's upper atmosphere (e.g., magnetosphere and ionosphere) and magnetic field to changes in the incoming solar wind. The monthly aa index from 1 January 1868 to 31 December 2009 is used here. Its winter averages were calculated in the same way as that used for NAO DJFM and are denoted as aa DJFM hereafter.
[11] Three different solar input data sets are used to study multidecadal variation of solar activity and its possible modulation effect on the aa-NAO relationship. The first one is the sunspot number (R z ), a commonly used proxy for the phase of the given SC at century time scales. It is also a proxy for solar electromagnetic radiation which creates and maintains the Earth's ionosphere and the tidal winds in the atmosphere. Monthly international sunspot number data from January 1749 to December 2009 are used here; they are available at http://www.ngdc.noaa.gov/. The second and third solar data sets are solar sunspot area in the Sun's northern hemisphere (NSSA) and the solar north-south asymmetry index As = (N − S)/(N + S) where N and S are the total sunspot area in the solar northern and southern hemispheres, respectively. The asymmetry index As is characterized by the time dependence of various activity indices in two hemispheres of the Sun which often display mismatch in both phase and power spectra [e.g., Li et al., 2002] . The reason we extend our analysis to include As here is because many studies have shown that it represents a fundamental characteristic of solar activity, which is controlled by solar magnetic fields instead of by the 11 year solar cycle [Badalyan and Obridko, 2011, and 
Methods
[12] For the first time, a nonparametric regression method called Generalized Additive Model (GAM) [e.g., Gu, 1992; Hastie and Tibshirani, 1990; Wood, 2006 Wood, , 2008 is used to build statistical relationships between the winter NAO and the geomagnetic aa index. GAM is a statistical modeling framework which blends a generalized linear model (GLM) with additive terms, in which some of the terms in the model are fitted as smooth, nonlinear functions of the explanatory variables. Rather than prespecifying the form of the function, the data are used to estimate the shape of smooth functions. This provides a more flexible modeling approach (than GLM) which allows the users to explore the nonlinear relationship between the response and the explanatory variables. GAM has been used extensively in the analysis of air pollution, health, environment and ecology [e.g., He et al., 2006; Liu et al., 2009; McLeod and Pople, 2010; Mikolajczyk et al., 2010] due to its flexibility to model the relationship between the predictants and predictors. More recently, GAMs have been applied to hydrological and climatic research areas [e.g., Cox et al., 2005; Mestre and Hallegatte, 2009; Morton and Henderson, 2008] . A brief description of GAM is given in Appendix A.
[13] The SMK test [Gerstengarbe and Werner, 1999 ] is employed to detect the approximate times when a significant change of trend occurs in a given time series. It is a nonparametric test and comes under the class of rank tests and has been frequently used to detect approximate potential trend change points in a time series [Sneyers, 1990; Taubenheim, 1989] . For a given sampling series, the test is carried out by ranking the progressive and retrograde score series of this sample. The null hypothesis is that there is no turning point in the trend of the sampled time series under investigation. In order to prove or to disprove the null hypothesis, the statistical procedure introduced by Gerstengarbe and Werner [1999] is used. See Appendix B for mathematical details. As the method can only detect the approximate time when a change of the trend may occur, we find that it is often the case that multiple changes can be detected over a rather short period. As our focus is on multidecadal variation, in the case where multiple change points are detected within 11 years, we choose the change point with the largest confidence level at the time when the trend has changed. In such cases, the trend change may actually take a few years in the real world.
[14] The regression modeling based GAM is first carried out for the entire period of 1868/1869 winter to 2008/2009 winter, during which monthly aa are available. The same analysis is also carried out for the subperiods separated by change points that are identified by the SMK test and by grouping the data into odd/even-numbered SCs and/or ascending/declining phases of the SCs.
Results

Nonlinear aa-NAO Relationship
[15] Figure 1a shows the GAM fit of NAO DJFM and aa DJFM from 1869 to 2009 (where the years are defined by the January date). The smooth function f (see Appendix A) of the GAM fitting with an effective degree of freedom (EDF) equal to 2.5 (significant at the 0.05 level) indicates that there is statistical evidence of a nonlinear relationship between NAO DJFM and aa DJFM for the period of 1869-2009. Table 1 suggests that about 8% of the variance in NAO DJFM may be explained by aa DJFM . This aa-NAO relationship is marked by a nonlinear concave shape in Figure 1a with a negative relation for small to medium aa and a positive relation for medium to large aa. No significant linear model can be built between aa DJFM and NAO DJFM (see Table 1 ). This result suggests that a nonlinear relationship is statistically superior to the linear one for the entire period of 1869-2009. This is not only because the Akaike information criterion (AIC) [Akaike, 1974] of nonlinear models is much lower compared to the corresponding AIC of the linear model (LM), but also because it is evident through the larger value of R 2 .
[16] On the other hand, no significant Rz-NAO relationship can be established by either linear or GAM models either for the period of 1825-2009 during which both the NAO DJFM and Rz DJFM were available (see Figure 1b) . No significant linear or nonlinear Rz-NAO relationship can be established of the shorter common period of 1869-2009 either (not shown). Thus, at the interannual time scale, solar wind driven geomagnetic activity, rather than solar electromagnetic radiation or solar irradiance, is more likely to directly affect the winter NAO.
Multidecadal Modulation by Solar Activity
[17] Figure 2a shows the time series of NAO DJFM from 1825 to 2009. Figure 2b shows the progressive (U(t), the solid curve) and retrograde (V(t), the dashed curve) scores of NAO DJFM calculated by the SMK test. U(t) and V(t) cross each other around the winters 1907/1908, 1970/1971, and 1995/1996 (shown as vertical red dashed lines) where either U(t) and V(t) reaches or exceeds the confidence limits of 95% (horizontal blue dashed lines) before or after these crossing points. The crossing points indicate that a change in multidecadal trend occurred at those times. Figure 2b shows that there was no significant change in NAO DJFM trend before 1907 /1908 . From 1908 , NAO DJFM started to decrease until 1970 /1971 and then increase until 1995 . Since then, U(t) and V(t) cross each other frequently, implying a change of NAO DJFM trend might have taken place over an extended period from 1996 to 2009. It may also suggest that the NAO DJFM trend has started to behave in a similar way to that in 1825-1880 during which period no significant trend was presented.
[18] Figure 2c shows the time series of aa DJFM from 1869 to 2009. Figure 2d shows that its progressive U(t) and retrograde V(t) scores do not cross each other at any time for the entire period, implying that no significant change of trend in aa DJFM can be detected by SMK. A similar result is obtainable if the annual mean aa is used (not shown). Thus, over the extended period of 1869-2009, the long-term trend of the NAO is not statistically related to that of geomagnetic activity. Figure 2b ). Thus, our results show that change points of the trend in Rz occur just before those in the NAO while the SMK test found no long-term connection between aa and the NAO (Figure 2d ).
[20] Although both annual and winter mean aa shows no significant change at multidecadal time scales, it does have a statistically significant statistical influence on the winter mean NAO at shorter time scales (i.e., interannual and decadal) according to the GAM (Figure 1a) . Conversely, winter mean sunspot number Rz shows no relationship with the NAO on an interannual time scale but similar multidecadal trend change points as the NAO. To resolve this issue we applied the SMK test to a 5 year running correlation (corr(aa, Rz)) between annual mean Rz and annual mean aa (see Figure 3c ). It shows that corr(aa, Rz) fluctuates with time. It has been suggested that the long-term variation in Rz and aa correlation may result from a 40 ± 50 year quasiperiodicity of the time lag between solar activity and geomagnetic activity [Echer et al., 2004; Kishcha et al., 1999] . The rationale in the correlation between Rz and aa used here is as a representation of the time varying response of the atmosphere to geomagnetic activity in the presence of solar UV conditioning as previously found by Lu et al. [2007] . Figure 3d shows that significant change points of the trend in corr(aa, Rz) are also found around 1903 and 1968 (Figures 3c and 3d) .
[21] In addition, 1902 and 1957 are detected as significant change points of the trend of the December-March mean sunspot area in the Sun's north hemisphere (Figures 3e and  3f) , and 1963 and 1993 are found as significant change points of the trend of north-south asymmetry of sunspot number As (Figures 3g and 3h) . A common feature of these change points of the trends of the solar indices is that they all tend to precede the change points of NAO DJFM by between 0 and 12 years. These results suggest that changes of solar activity at a multidecadal scale might have an effect on the change of the winter NAO trend.
[22] In Figure 4 , we investigate the nonstationary behavior of the aa-NAO relationship by subdividing the data sets into the four periods identified by the SMK tests. As a general rule, we chose to use those that represent the nearest change points to those detected in the NAO. However, as most of the change points in the solar indices identified by the SMK tests were around solar minimum except for the one around the 1960s-1970s, we chose to use 1962/1963 detected in solar asymmetry As rather than 1967/1968 detected in corr (aa, Rz) as the separating years for the second and third periods. This is because 1963 was a solar minimum year while 1968 was closer to the solar maximum of SC 20. Nevertheless, this choice does not significantly change the conclusion in this paper.
[23] Figure 4 shows the GAMs fits for NAO DJFM and aa DJFM over the subperiods of 1869-1902, 1903-1962, 1963-1995, and 1996-2009 . The statistical measures of those models corresponding to Figure 4 are listed in Table 2 and compared with those from linear models (LMs). From Table 2 and Figure 4 , it is evident from both linear and nonlinear models that the aa-NAO relation changes with time. For the two end periods of 1869-1902 and 1996-2009 , no significant relationship between aa DJFM and NAO DJFM can be established. For the period of 1903-1962, a significant negative linear realtion is found between NAO DJFM and aa DJFM . Although this negative relationship is significant at the 0.01 level based on a LM, it may also be described as weakly nonlinear because slightly more of the variance in NAO DJFM can be explained by aa DJFM when the GAM is used (R 2 = 0.17 for the GAM versus R 2 = 0.13 for the LM) and smaller AIC value. Thus, we can say that 17% of the variance in the NAO DJFM can be explained by aa DJFM during this period. For the period of 1963-1995, a significant positive correlation is found between NAO DJFM and aa DJFM . The aa-NAO relationship for this subperiod is significant at the 0.001 level based on a linear model (LM). Again, such a relationship may also be described by a weak nonlinear function because slightly more of the variance in NAO DJFM can be explained by aa DJFM by using GAM (R 2 = 0.50 for the GAM versus R 2 = 0.42 for the LM) and it produces a smaller AIC value. Thus we can say that 50% of the variance of the NAO DJFM can be explained by aa DJFM during this period. These nonlinear concave shaped relationships remain significant at the 0.01 level, suggesting that the negative and positive relationship in the second and third periods (i.e., 1903-1962 and 1963-1995) contribute to form the overall concave-shaped aa-NAO relationship for the entire period of 1869-2009 (see Figure 1a) . They further suggest that the aa-NAO relationship is not stationary over the last 140 years and that multidecadal variations of solar activity may be linked to the nonstationary behavior of the aa-NAO relationship. Figure 1a but for the subperiods of (a) 1869-1902, (b) 1903-1962, (c) 1963-1995, and (d) 1996-2009 . See Table 2 for detailed statistical estimates.
Effect of Recurrent Solar Wind at Different Phases of the SC
[24] In this section, we investigate the aa-NAO relationship by separating the data according to odd-and evennumbered SCs and then focus on the even-numbered SCs, but separated by ascending and declining phases.
[25] Figure 5a shows how NAO DJFM and aa DJFM is grouped into odd-(denoted by red circles) and even-(denoted by black circles) numbered cycles while Figure 5b is the same as Figure 1a except that the data belong to odd-or evennumbered solar cycles are colored differently. Figure 5c shows that there is no statistical relationship between NAO DJFM and aa DJFM for the odd-numbered SCs, while Figure 5d suggests that there is significant aa-NAO relationship in evennumbered SCs. It is worth noting that the concave-shaped relationship is nearly identical to the original one without any data separation (see Figures 5b and 1a) . However, by excluding the data from odd-numbered solar cycles, the value of R 2 increases from 0.08 to 0.17 (see the first two rows of Table 3 ), which confirms that a nonlinear relationship is again superior to the linear one. As a whole, results shown in Figure 5 suggest that the nonlinear aa-NAO is dominated by the data from the even-numbered SCs.
[26] Figure 6 examines even-numbered solar cycles in more detail. Figure 6a shows how we subdivided the data into ascending (red circles) and declining phases of even- The GAM models built by using data for both odd and even-numbered SCs, (c) only using data from odd-numbered SCs, and (d) only using data from even-numbered SCs. See first two rows of Table 3 for detailed statistical estimates.
numbered SCs. Figure 6b is the same as Figure 5d but with data colored differently for ascending and declining phases. Figure 6c shows that there is an apparent nonlinear relationship between NAO DJFM and aa DJFM for the ascending phase of even-numbered SCs. However, it is not statistically significant at the 0.05 level for the EDF (see the second last row of Table 3 ), so it may be coincidental. Figure 6d shows that the concave-shaped aa-NAO relationship becomes clearer and more robust statistically when only the data from the declining phase of even-numbered SCs are included. Its concave shape holds literally unchanged while it is significant at the 0.01 level compared with 0.05 when data from the ascending phases are included (see Figure 6b and the second row of Table 3 ). It is worth noting that the value of R 2 increases from 0.17 to 0.34 when the data from the ascending phases of even-numbered SCs were excluded (see Table 3 ). This represents 34% of the variances in the winter NAO under these conditions can be explained by the geomagnetic aa index. A R 2 = 0.34 is about 4 times of its original value (0.08) where all data for the entire period of 1869-2009 were used (see Table 1 ). The progressive improvement of R 2 and other statistical measures together The GAM models built by using data both from ascending and declining phases of evennumbered SCs, (c) only using data from the ascending phase, and (d) only using data from the declining phase. See last four rows of Table 3 for detailed statistical estimates.
with little alteration in the concave-shaped relation strongly imply control of the data from the declining phase of evennumbered SCs.
[27] To further test the robustness of the winter aa-NAO relationship during the descending phase of even-numbered SCs, we have used a bootstrap technique to assess the uncertainty of the GAMs fitted to the aa-NAO relation. We have performed 10,000 bootstrap resamplings and built a GAM model for each sample. The resampling is done by sampling with replacement and only the aa and the NAO data from the descending phase of even-numbered SCs are used. Figure 7 shows that the mean fit of the 10,000 GAM bootstrapping models and the associated uncertainty range are almost identical to those shown in Figure 6d . Thus, our bootstrap analysis further confirms that the concave relationship holds firmly during the descending phase of evennumbered solar cycles.
Discussions
[28] Many large-scale atmospheric variables including global temperature and the NAO exhibit multidecadal variations [Boudouridis et al., 2003; Delworth and Mann, 2000; Thompson et al., 2010] . However, little is known about what may have caused the multidecadal variability [Andronova and Schelsinger, 2000; Knight et al., 2006] . For the first time, we show that the geomagnetic effect on the winter NAO is nonstationary as well as nonlinear. Its nonstationary behavior is indicated by a decadal solar modulation of the shorter time scale relationship between geomagetic activity and the NAO. The multidecadel variation in the NAO may be partially linked to long-term solar variation for the last 180 years as the changes of the NAO trend seemed to synchronize or follow those in solar activity. It is unknown what has caused the multidecadal modulation. It might be attained by the solar UV effect on stratospheric ozone which, in turn, modulates the equator-to-pole temperature gradient in the stratosphere, which may modulate the atmospheric response to geomagnetic activity.
[29] Changing behavior of solar and/or geomagnetic activity has been reported before. Clilverd et al. [1998] showed a significant enhancement of geomagnetic activity since the beginning of 1900s and suggested that the change was primarily caused by an increase in solar activity. Stamper et al. [1999] and Lockwood et al. [1999] suggested a doubling of Sun's coronal magnetic field during the 20th century.
[30] While on decadal to interannual time scales, a direct link between the NAO and the sunspot number cannot be found, there is however a weak but significant statistical connection between geomagnetic activity and the NAO over the period of 1869-2009. This indicates that on these shorter time scales, solar wind driven geomagnetic activity is more likely to affect the NAO than solar irradiance. This is consistent with the finding of Woollings et al. [2010b] who showed a solar effect in the eastern part of the North Atlantic that was much enhanced when open solar flux, rather than the F10.7 solar flux, was used to characterize the 11 year SC. Barriopedro et al. [2008] found that the 11 year SC modulates the preferred locations for high-pressure blocking occurrence over the Atlantic Ocean where blocking tends to be confined to either the western Atlantic under high solar conditions and over eastern Atlantic under low solar conditions. Together, these results suggest that the solar effect on the NAO is most likely of multiple sources operating on different time scales.
[31] The fact that a nonlinear aa-NAO relationship is dominated by the data from the declining phase of evennumbered SCs suggests high-speed recurrent solar wind streams may be the cause of the aa-NAO relationship. It was observed that the largest contribution of high-speed solar wind to auroral electron power tended to occur in the declining phases of the SCs [Cliver et al., 1996] . Cliver et al. [1996] found that the 22 year cycle in geomagnetic activity is characterized by higher activity during the second half of even-numbered SCs and the first half of odd number cycles. Those authors suggested that a 22 year variation of recurrent transient solar wind is due to cycle-to-cycle differences in the evolution of the global magnetic field of the Sun. They also suggested that 27 day recurrent wind streams were more prominent during the declining phase of even-numbered SCs, contributing to the higher geomagnetic activity observed at those times. These stronger recurrence patterns may be related to the more rapid expansion of polar coronal holes (faster movement of the coronal streamer belt to low latitudes) observed following the maxima of recent even-numbered cycles. Thus, the 22 year pattern of geomagnetic activity appears to be a reflection of the solar dynamo coupling of poloidal magnetic fields during the declining phase of one solar cycle to the toroidal fields at the maximum of the following cycle. This hypothesis has recently been supported by Shnirman et al. [2009] and by Georgieva and Kirov [2010] .
[32] As shown in Figure 8 , there was a significant increase in geomagnetic activity in the period from the beginning to the end of the 20th century, though a noticeable decrease of the daily aa has been observed since the beginning of solar Figure 7 . Bootstrap assessment of the winter aa-NAO relationship. The black lines represent the 10,000 GAMs built by sampling with replacement of the aa and the NAO from the declining phase of even-numbered SCs. The mean fit of the 10,000 GAM bootstrapping models are marked as the red curve.
cycle 23. For the four subperiods studied here, 1963-1995 (blue dash-dotted line) stands out to be the most active period with the largest mean value and variance of the daily aa. The daily aa occurred significantly more frequently for aa = 20-70 nT during 1963-1995 than during the subperiod 1869-1902 (red dashed line). For the extreme values of aa (e.g., daily aa > 80 nT), the differences between the four subperiods are small. As those extreme values of aa are mostly associated with CME events while medium aa values are associated with CIR events, Figure 8 further suggests that the enhancement of geomagnetic activity during 1963-1995 is likely due to an increase of high-speed solar wind during this time period.
[33] As shown in Figure 9 , the aa-NAO relationship becomes stronger and most significant during the declining phases of even-numbered SC years for the subperiod 1963-1995 and significantly weaker for other subperiods. It is worth noting that, in Figures 9a and 9d , there are three outliers in 1969, 1995, and 1996 ; these were the years when the winter NAO values were extreme and the solar indices were undergoing a change in their trends. Excluding those years would significantly improve the aa-NAO relationship. For instance, for the subperiod 1963-1995, the R 2 would increase from 0.59 to 0.92 and the p value would decrease from 0.0008 to 1.67e-07 if the two outliers (i.e., 1969 and 1995) were excluded. It means that 59-92% of the winter NAO variance can be explained by aa alone for the period of 1963-1995 and for those years in the declining phases of even-numbered SCs. As suggested by Figure 8 , the subperiod 1963-1995 stands out to be the most activity period in terms of high-speed solar wind from CIR events. In addition, 27 day recurrent wind streams are more prominent during the decline of even-numbered solar cycles. Thus, the nonlinear behavior of the aa-NAO relationship may be due to a threshold response of the winter NAO to geomagnetic forcing. That is, such a detected geomagnetic effect on the NAO takes place only when there are strong and persistent high-speed solar wind streams emitted from the Sun. Below a certain threshold value of geomagnetic forcing, the effect becomes too weak to be detected statistically. This might be the reason that the significant positive correlation between aa and the NAO only holds in 1970-1995 and collapsed before 1970 and after 1995, and why the relationship becomes clearer when the data from the declining phases of evennumbered SCs only are included.
[34] The fact that the aa-NAO relationship is dominated by the even-numbered SC may also be related to the RosenbergColeman (RC) effect [Rosenberg and Coleman, 1969] . The rotation axis of the Sun is tilted 7°with respect to the ecliptic plane so that near the spring equinox in March the Earth is at maximum southern heliographic latitudes and near the equinox in September it is at maximum northern heliographic latitudes. Rosenberg and Coleman [1969] discovered that the dominant polarity of the IMF at times of most exposure to northern and southern latitudes is the same as the polarity of the corresponding pole on the Sun. Thus when the northern pole of the Sun is positive the IMF is away from the Sun above the heliographic equator. The Earth is above the Sun's equator around September and according to the RC effect will be dominated by IMF pointing away from the Sun. According to the RM rule [Russell and McPherron, 1973] , this is a geoeffective orientation as it represents the most suitable IMF sector structure. Six months later the Earth will be at high southern latitudes where the IMF is toward the Sun. This situation is also geoeffective. Thus throughout an 11 year SC the ordinary behavior of the IMF is conducive to the production of variations in geomagnetic activity. However, it remains unclear why the aa-NAO relationship is particularly strong during the declining phases of the evennumbered solar cycles though it seems to link to persistent high-speed solar wind streams. More research is needed to clarify the underlying reasons for the dominant role of the declining phases of even-numbered SC in order to establish the observed aa-NAO relationship.
[35] It remains to be understood why the aa-NAO relationship switches from a negative effect for small to medium aa and a positive one for medium to large aa. It might be due to the way that the geomagnetic forcing is coupled with Earth's atmosphere circulation and it may be producing a shift in atmospheric circulation. The presence of the solar UV conditioning as previously found by Lu et al. [2007] may also play a role in the solar modulation of the aa-NAO relationship at the multidecadal scale. To make the matter even more complicated, the connection between the 11 year SC and atmospheric variables can be further modulated by atmospheric internal variability such as the stratospheric Figure 8 . The density function of the daily mean aa index for the entire period of 1868-2009 (black solid) , and the four subperiods of 1868-1902 (red dashed), 1903-1962 (green dotted), 1963-1995 (blue dash-dotted), and 1995-2009 (orange long dashed) . Note that only the probability density functions (PDFs) of the daily aa index for the entire period (1868-2009) and subperiod 1903-1962 (green dotted) are not significantly different at the 0.05 level (p value = 0.19) based on a Kolmogorov-Smirnoff test [Press et al., 1992] . The other PDFs are tested to be significantly different at the 0.001 level (p value < 0.001). Moreover, according to the Wilcoxon-Mann-Whitney rank sum test [Iman, 1994] , the mean values are also significantly different at the 0.001 level (p value < 0.001) for all periods except that between the entire period 1868 -2009 and the subperiod 1903 -1962 . quasi-biennial oscillation [e.g., Labitzke, 1987 Lu et al., 2009] .
Conclusions
[36] In this study, we have reexamined the statistical relationship between geomagnetic activity and the winter NAO. Our results indicate that a significant relationship can be established, which can be generally described by nonlinear concave shape with a negative relation for small to medium aa and a positive relation for medium to large aa. We find that the aa-NAO relationship is also nonstationary such that it may be caused by a multidecadal modulation of solar activity. A multidecadal modulation of the winter time aa-NAO relationship by solar activity signifies that the Sun is more likely to affect Earth's climate by multiple means and the effects of solar and geomagnetic activity take place with different time scales. Thus, the Sun-climate connection is best viewed as a nonlinear and nonstationary process.
[37] The dominant role of the declining phases of evennumbered SCs in the aa-NAO relationship indicates that the 27 day recurrent solar wind streams may be responsible for the observed aa-NAO relationship. It is also possible that an increase of long-duration recurrent solar wind streams from high-latitude coronal holes during solar cycles 20 and 22 may partially account for the significant positive aa-NAO relationship during the latter third of the 20th century.
[38] More detailed studies are required to understand how the geomagnetic activity may affect the stratospheric and tropospheric circulation and wave activity, how those changes are communicated downward to influence the North Atlantic region, and to what extent the effect seen in our statistical analysis may be linked to known mechanisms such as energetic particle precipitation induced NO x [Randall et al., 2005; Solomon et al., 1982] and longer-term changes in stratosphere ozone [Haigh, 1994] .
Appendix A: Generalized Additive Model
[39] The GAM is a nonparametric modeling technique that objectively estimates the functional relationship between the predictant and predictors in an additive model. In this study, we only consider a univariate model for detecting the relationship between a continuous predictant Y t (e.g., the NAO) and a predictor X t (e.g., the aa index). As a result, the GAM fits a univariate regression model between the predictant Y t and predictor X t , , 1969, 1995, and 1996) were also labeled. Linear fitting of the aa-NAO relationship for the subperiods of (b) 1869-1902, (c) 1903-1962, and (d) 1963-1995 are shown, where the number of samples, estimated R 2 and p value are given on the top. Anomalous years (i.e., 1969 and 1995) were also labeled in Figure 9d. where f is an unspecified smooth function to be estimated from observed data {(X t , Y t ): t = 1, 2, …, n}, b 0 is the constant (or intercept) and " t the residual which follows a Gaussian distribution with zero mean and a constant variance. Note the error distribution may be relaxed to include not only a Gaussian, but all distributions from the exponential family (binomial, Poisson and Gamma) . Here the error is assumed to follow a Gaussian distribution because the predictant (i.e., the NAO) is approximately Gaussian.
[40] There are several ways of defining the smooth function f(X t ) and Hastie and Tibshirani [1990] give a useful overview of different types of smoothers. Here we use Wood's methods based on penalized regression smoothers [Wood, 2006] . Specifically, the smooth function f(X t ) used in this study is of the form
where b i (X t ) are a set of cubic spline basis functions with b 1 (X t ) = X t and b i (X t ) = |X t − X i *| 3 for i = 2, …, M, {X i *: j = 2, …, M}, and b i are the parameters to be estimated. Note that X i are a set of points in the range of X t known as the "knots" of the spline and M is the basis dimension (i.e., the number of basis functions). Increasing M allows f(X t ) to track the data more closely while decreasing M makes f(X t ) to become more linear. For instance, substituting (A2) into (A1) with M = 1 yields a linear model.
[41] Part of the GAM fitting process is to choose the appropriate degree of smoothness. Wood's method includes a penalty term in the model likelihood. This penalty term is controlled by a smoothing parameter l which determines the trade-off between the goodness of fit of the model and its smoothness. If l = 0, meaning there is no smoothing, it is equivalent to fitting the model using its original basis dimension. As l → ∞, there is a large amount of smoothing, which would result in a similar effect of choosing a lower basis dimension M. The smoothing parameter l is selected to minimize the generalized cross validation score (GCV) [Craven and Wahba, 1979] .
[42] Given the estimated smooth parameter l, and the basis dimension M, the effective degree of freedom (EDF) for the smooth function f(X t ) can be calculated. The EDF will be in the range of [1, M] and is a measure of the complexity of the contribution of X t to f(X t ) in the form of equation (A1). That is, f(X t ) with EDF = 1 represents a straight line relationship and could be replaced by a liner term bX t . As the EDF approaches M the relationship is more complex. The smooth function f(X t ) therefore gives the ability to examine the relationship between the predictant Y t and predictor X t , whether they are linearly or nonlinear related. The "data-driven" estimated f(X t ) is therefore most helpful to describe the unknown relationship between the predictant Y t and predictor X t when there is no prior knowledge [Underwood, 2009] .
[43] Whether or not a fitted model is better or worse than another is determined by the Akaike Information Criterion (AIC) test statistic [Akaike, 1974] . AIC is a function of both the log likelihood function and the effective number of parameters being estimated [O'Brien and Rago, 1996] . For a GAM with EDF = k, the AIC is calculated as
where D is the deviance and is the dispersion parameter (variance). The deviance estimated in the model, analogous to the residual sums of squares, is a measure of the fit of the model. A pseudo coefficient of determination, R 2 , is estimated as 1.0 minus the ratio of the deviance of the model to the deviance of the null model [Swartzman et al., 1992] . It is worth noting that the pseudo R 2 , is equivalent to the R 2 for the models fitted with Gaussian error model. In this case, the deviance of the null model corresponds to the sum of total squares. Thus, the pseudo R 2 is defined as the proportion of variation in Y t accounted for by the fitted model.
[44] Note that a linear model is nested within a GAM. The inference about the nonlinearity of the effect of a predictor is therefore accomplished by an analysis of deviance. Specifically, the nonlinearity of the effect of a given predictor (e.g., the aa index) is tested by comparing the deviance of the k degrees of freedom (df) smoothed model to the deviance of a 1 df linear model [Hastie and Tibshirani, 1990] . The resulting nonparametric likelihood ratio test statistic is approximately distributed as a c 2 statistic with k − 1 dfs, which can be used to test the significance of the nonlinearity of f(X t ) in terms of its EDF significantly bigger than 1 [Hastie and Tibshirani, 1990] .
[45] A R package named mgcv [Wood, 2006] provides easy access to the GAM technique described briefly above. Wood [2006] has also provided further detailed introduction, explanation and description of this method. The most recent development of this method is also available in the updated mgcv package [Wood, 2008] .
[46] All modeling results including AIC, EDF and R 2 , and the significance of the nonlinearity of f(X t ) in this study were obtained by using the mgcv package, and are given in Tables 1-3.
Appendix B: Sequential Mann-Kendall Test
[47] The sequential Mann-Kendall test is a statistical technique to determine potential trend change in a time series. Following Gerstengarbe and Werner [1999] , let a time series X = {X 1 , …, X n } be separated into n − 1 subseries (i.e., the first subseries includes the sample values X 1 , X 2 , the second include the values X 1 , X 2 , X 3 etc). The n − 1 Mann-Kendall test statistic variables [Mann, 1945] determined by these subseries are given as
where R i is the rank of the t-th subseries {X 1 , X 2 , Á Á Á, X t+1 }, i.e., the number of the elements X i (i > j) such that X i > X j with i = 2, …, t and j = 1, …, i − 1. Consequently, for each of the n − 1 subseries, the corresponding progressive row U(t) is defined as For l t → ∞ (l t = the length of the subseries), W t is approximately Gaussian [see Gerstengarbe and Werner, 1999] and the normalized U(t) is assumed to be a standard Gaussian distribution. Similarly, the test statistic variable V(t) can be defined and calculated by using the corresponding rank series for the so-called retrograde rows for the resorted sample {X t+1 , X t , Á Á Á, X 1 } for t = 1, …, n − 1.
[48] After the test statistic variables U(t) and V(t) are calculated for all progressive and retrograde series, one obtains n − 1 corresponding values of so-called the progressive and retrograde rows, respectively. Points where the two rows of U(t) and V(t) cross are considered as potential trend turning points within the time series. When either the progressive U(t) or retrograde V(t) row exceeds certain confidence limits before and after the crossing point, the null hypothesis (the sampled time series has no change points) must be rejected, and this trend turning point is considered significant at the corresponding level, i.e., 1.96 for 95% significant level.
