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SUMÁRIO 
O objetivo deste trabatho é estabelecer condições para 
que certos sistemas periÓdicos tenham soluções periódicas e os 
mesmos sejam uniformemente assintoticamente estáveis. As demons -
trações correspondentes encontram-se no capitulo II, onde ainda 
colocamos alguns exemplos de a~licação do resultado. 
No capltulo III, tratamos da existenoia e nao existen-
cia de oscilações livres, através de três exemplos, sendo um de -
les a equação de Lienard. Para esta Última usamos um critério pu-
ramente geométrico de estabilidade para o circulo limite. E para 
finalizar, fizemos uma aplicação do teorema de Poincaré-Bendixon, 
isto é, mostramos a existência de uma Órbita periÓdica para'o sis 
• tema X+f(x)x+g{x)=o: 
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Existencia e Estabilidade. 
CAPT"TULO I 
Existência de Oscilação Forçada 
InicTarem.os este capít-ulo--com a1gumas definições sobre 
limitações de solu_ções. Em seguida, com o auxÍlio da função de 
Liapunov demonstraremos um teorema que nos garante a existência 
de soluções periódicas para sistemas periódicos e daremos três exem 
plos para ilustrá-lo. 
Consideremos o sistema de equaçoes diferenciais 
(1.1) dx = F(t ,x) 
ãt 
onde F ( t, x) - - n I [o,ro l e cont1nua em IxR , = 
Definição 1.1 
Uma solução x(t;t0 ,x0 ) de (1.1) é limitada, se existe 
8 > o tal que ~ x(t;t 0 ,x0 ) ~ .<8 para todo t a t 0 ;8 pode depender 
de cada solução. 
nefinição 1. 2 
As soluções de (1.1) são equilimitadas, se 
a>o e t 0 E I, existe 8 (t0 ,a)-" o .. tal que.sel x0 1l<-a, ~x(t;t0 ,x0)~ < 8 (t0 ,a) para todo t ? t 0 • 
para todo 
Definição 1. 3 
As soluções de (1.1) sao uniformemente limitadas, se 8 
definição 1.2 - independente de na e t • 
o 
Defini~ão 1.4 
As soluções de (1.1) sao ultimamente limitadas se exis-
te B> o, T > o tal que para 
[lx(t;t 0 ,x0 )~ < B para todo t 
lar solução enquanto T pode 
toda- so-luçãe· x{t ,t
0 
,x0-} -d<>--f.l~ll- -------
>, t +T; B é independente da particu -
o 
depender de cada solução. 
Definição 1.5 
As soluções de (1.1) sao equiultimamente limitadas, se 
existe B >o e se correspondendo a todo a >o e t
0
c 1, existe 
T(t0 , a) >o tal que 11 xoll <a implica[[ x(t;t0 ,x0 ) [[ <B para todo 
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Definição 1.6 
As soluções de (1,1) sao uniformemente ultimamente llmi 




(1 • I) 
x(t; Z 
Definição 1. 7 
- ------- ---
Seja V: [o, oo) x ll +R, llCRn aberto, 
= lim ~ lV(t+h, x(t+h;t,t) ) - V(t', 0] 
h-+o + n L 
define-se 
onde 
I;) ê a solução de (l.l) passando por ('I> , I;) e[?, oo) x Rn. 
Teorema 1.1 
Suponhamos que exista uma função de Liapunov V(t,x) de 
finida em o ~ t < ao,~ x!j> R, (onde R pode ser grande) que satis -
faça as seguintes condições: 
(i) a { 11 x 11 ).$ V(t,x)~ b( 11 x li), onde a(r) é contínua e crescente, 
a(r)-+ oo quando r-+ oo e b(r) é contínua e crescente. 
(iil V c1t,x) <=-c(~ xll), onde c(r) é contínua e positiva para (1.1 r~ R. · 
Então, as soluções de (1.1) são uniformemente ultimamen 
te limitadas. 
Demonstração 




Seja a>R. Se ~x~ =a, temos por (i) que V(t,x)f b(a) e 
existe 
I xo I < 
B>o tal que a (B )> b(a ). Suponhamos que exista x
0 
tal 
a e que exista t' satisfazendo: 
lixCt' ;t 0 ,x0 lll = B 
Como ~x0 ~< a, existem t 1 e t 2 tais que t0,t 1 <t 2~ t', 
11 x(tl;to,xo)~ =a-: llxc~~;-;0-.~~-)r ~â_e_ 
a<lx(t;to,xo)~< B , se t 1< t< t 2 • 
Logo, 
V(t 1 ,x)~ b( a), 
pois se VCt,x) .<o, 
Portan·to, 
V(t 2 ,x) .~a (B ). Mas, isto é uma contradição 
a função V(t,x) não é crescente. 
li x(t;t 0 .x~) li <B se jjxojj <a , isto é, as 
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soluções sao uniformemente limitadas. 
Mostraremos agora que as soluções sao uniformemente Ul-
timamente limitadas. 
De (i) vem que se 11 x\j > a,a( a)<: V(t,x)o Seja y> a 
Como as soluçõe-s- s-ão uniformemente-- l-imitadas, -existe y' dependendo 
somente de ytal qu_e IJxCt~t0 ,x0 )l[ < Y 1 para !I ,X 0 \\<.ye t~ t 0 • 
Consideremos 
. ' 
a função V(t,x) no seguinte domínio 
A: t >t
0
,a < X < y 
• 
Como V ( t, x) <: -c ( 11 x 11 ) , e xis te um número - k dependendo somente de 
(1.1) 
y' tal que no domínio A valem as desigualdades: 
o 
V(t,x) ~ -k V(t,x) - V(t0 ,x0 )~ -k(t -t 0 ) (U) 
' Tambem, no domínio A valem as desigualdades para a 
função V (t ,x): 
l) V(t,x)> a (a ) 
2) V(t,x)< b (y') 
Consequentemente, a-solução tem que sair de A, mas isto 
sô acontece para 11 x l~ decrescente. 
Logo, existe t' satisfazendo: 
t < tI <t 
o o 
+i (b ( y') - a(a_)) tal que IJJ<(t'; t 0 ,X0 ) 11 
Obs. 
A condição (ii) pode ser escrita: 
e d >o se ~x~~ R. 
V(t ,x)<> 
(i.;) 
Consideremos agora o sistema: 
-d(x), onde d é contínua 
(l. 2) dx = F(t,x), onde F(t,x) é contínua em IxRn e periódica em 
1tt 
t, de período w> o, F(t,o) = O. 
Teorema 1.2 
Se as soluções de (1.2) são equilimitadas, então sao uni 
formemente limitadas. 
Demonstração 
Seja a> o. Consideremos as soluções começando em (t0 ,x0 ) 
tal que o ,;t
0 
< w, 11 x
0
jj< a o Existe um B( a ) > o, tal que as 
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soluções c~nsideradas sao limitadas. 
Como as soluções sio por hip6tese equilimitadas, existe 
y( S)> o tal que se 1\ x0 [[< S.\[ x(.t;t 0 ,x0 )[[ <y. para todo t;> w; o que 
implica que se~ ~t0<w e l\x0 1\< a, ~x(t;t0 ,x0)\\< y para todo tl: t 0 • 
Como F(t,x) i peri6dica, vem que se [\x l•a; ~x(t;t ,x J!<y para 
o . o o 
todo t ~t0 • 
Lema 1.1 
Sejam Se s1 subconjuntos limitados do Rn. 50 um subcon 
junto fechado do Rn, S0 C s1 C S, f uma aplicação contínua de S em Rn. 
Suponhamos que para um inteiro positivo rn, fm está bem definida em 
s 1 , \Jfj (5 0 ) C s 1 e fm (5 1) c 5 0 • Então f tem um ponto fixo em 50 • 
o~j~m 
Teorema 1.3 
Se as soluções de (1.2) sao equiultimamente limitadas 
por B, então existe uma soluçãÓ periódica x(t) de período w tal que 
11 x(oJI\ ~B. 
Demonstração 
Seja f a aplicação-definida por f(x
0
T= x(w ; ·õ;x,;J.--
Corno equiultimalimitação implica equilimitação e como o sistema (1.2) 
é periódico, vem pelo teorema l.Z que as soluções são uniformemen -
te limitadas. Logo e xis te 13 (B) > o t_a-1 que se 
to" I e \[x0 [\~ B então ilx(t;t0 ,x0 )[\< a para todo t>- t 0 • 
Tambem existem ye y_' satisfazendo: se l[x
0
.:< B eritão 





li• Y* para todo t~-t-. si;)a-sCF:n--o--coiljun-to-Cfos--pôn __ _ 
o -. 
tos x com ijx\\< Yentão f(S) está contido na bola fechada de raio y~-. 
Como as soluções são por hipótese equiultimamente limi -
tadas, segue-se que existe um T> o satisfazendo a condição: 
~~Te ~x0\\ < 8 então ~x(t;o:,x0 )~ < B, e portan-to, existe um intei 
ro positivo m tal que 11 x(c w;o,x0 )~ < B se 11 x0 \J < a. 
Consideremos a bola fechada de raio B, o S do lema 1.1 e s1 o con -
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junto tal que I x~ < s. Estes conjuntos satisfazem as hip6teses do 
lema 1.1. Logo, existe um ponto fixo x0 na bnla fechada de raiO 
B, o que implica a existência de uma solução· periÓdica de período 
w. 
COroiã-riO 1.1 
Se as soluções de (1.2) sao uniformemente ultimamente 
limitadas, então existe uma solução periódica de período w. 
Exemplo 1.1 
Consideremos o circuito abaixo: 
L 
E C L,V'----1 i=f(v) 
R 
O quadrado neste diagrama simboliza um diodo Esaki, com função ca-
racterística f(v), representarido o fluxo de corrente como uma fun-
ção da voltagem v. As leis de Kirchoff nos dão a relação entre a 
corrente i e a voltagem v: 
(1. 3) L di = E (t) - Ri ---=- _y__ 
dt 
- c dv = f(v) - i 
dt 
onde R, L, C sao constantes positivas; E ê contínua positiva e pe-
riódica de período w> o. 
Então, 





+ E(t)i - vf(v) = 
= - Ri [ ( i - E (t) ) + 
R 
vf(vJ] 
Supondo vf(v) .,. oo para lv I =?- v0 , vem que V< o. 
Portanto. as soluções de (1.3) são uniformemente ultimamente limi-





Exemplo l. 2 
Seja o sistema: 
X = y 
y = f(y) - g(x) + p(t) 
onde f(y) e g(x) satisfazem condições para unicidade de soluções 
do sistema, p(t) é contÍnua e periódica de perÍodo w. 
Suponhamos que g(x) sgn x + oo quando [ x [+ooe f(y) sgn y + oo 
quando [y [+ oo. 
Seja a função de Liapunov V(x,y) definida por: 
G(x) + :r 2 [x[< ~ b 00 y 
2 






G(x) + ~2 - 2b , [xka y ~ -b 
V(x;y) = 
G(x) + :r2 
-
2b X [xk a y ~ -b 
2 a 
G(x) + ~2 + 2b x ~ -a 
' 
y ~ -b 
-- --- -- --
-- --




onde. G(x)= j;(x)dx, b - escolhidos. a e sao numeres que ser ao 
o 
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Nos casos (1), (3) e (5), tornando b grande, fixo, ternos 
yf(y)> o e lf(yJI> Z suplp(tJI, e então 
V(x,y) = -yf(y) + p(t)y = -yf'(y) [ 1 - \H~Ü o 
Gomo g(-x} sgn x-> +.oo -quando ·-lxj+ oo, escolhendo a 
grande, vemos que: 
-yf(y) + p(t)y f(y) g(x) + p(t)< o 
-yf(y) + p(t)y + f(y) + g(x) p(t)< o 
• 
isso significa que V( )(x,y) <o nos casos (Z) e (6). 
'·' No caso (4), se y ~ -b, com b grande então 
t~f'·Y) = -yf(y) + p(t)y- Zbay = -yf(y) [1- pf~ytl Zb J o 
af(y) 
e 
Portanto, V(x,y) satisfaz as hipóteses do teorema 1.1 e 





Consideremos a equaçao: 
-i< + f(x) x • + g(x) = R~x.x,t) 
• y =X + F(x), onde F(x)= 
0
JfC I;) d i; 
• X = y - F(x) 
• y = -g(x) + R(x,y,t) 
, obtemos o sistema: 
Suponhamos que as funções f(x), g(x) e R(x,y,t) sao con 
tínuas e satisfazem as condições exfgidas para unicidade de solu 
çoes do sistema, R(x,y,t-1) = R(x,y,t). 
Suponhamos também que existam constantes L>H>o e K> o 
tais que: 





sgn x>- L , para lxl>l 
~ K • para lxl~l 
V(x,y) 
Seja a função de Liapunov 




v05~x,y) = -[y- F(xJ] 2 f(x)- g(x)F(x) +[2y- ~(xJ] R(x,y,t). 
Mostraremos que existe h1> o tal que par~ lx.l>h 1 , V(x,y)< O (J,S) 
Suponhamos x >o (a demonstração para x <o é semelhante). 
Por hipÓ.tese, __ t_e_mo_s __ par.a x~ 1_ ~ Y-~--J F (~J __ . 2 . 
V(x,y) = - [Y- F(xJ] 2 f(x) - g(x)F(x) + [·2y- F(xJ] R(x,y,t) < 
(J,5) 
< -[y- F(xJ] 2 K- LF(x) + l2y- F(x) I H 
Mostremos que para x suficientemente grande, a equaçao 
[y F(xJ] 2 K + LF(x) -l2y- F(x) I H= o não tem solução real. 
Se x ~1 e y~l F(x), a equação fica: 
2 
[y - F (xJ] 2K + LF (x) 2 - [ 2y - F (x)] H = o 
O discriminante desta equação é: 
4 [ K2F2 (x) + 2KHF (x) + H2 - K2F 2 (x) KLF (xJ] = 
4 [ KHF(x) + H2 - KLF(xJ] = - 4K(L -H)F(x) + H2 
Como por hipótese f'(x) >-- K para I x I>-- 1, então limF (x) =oo 
X"t 00 
e portanto o discriminante é negativo. 
Logo, para x suficientemente grande e y> 
Quando x~ 1 e y~ lF(x), teremos: 
r 
'(,.J)x, y) < - LY - F (x)} 2K + LF(x) + [ 2y - F (xJ] H 
Como antes, mostremos que a equação:. 
[y - F(xJ] 2K + LF(x) + [2y - F(xJ] H= o 
não tem solução real para x suficientemente 
O discriminante desta equação ê: 
grande. 
. 
lF(x),V(x,y)< o z (J.<) 
4 [ H2 - KLF(x)}. pelo mesmo motivo anterior, é negativo. 
Portanto,' h
1
> o tal que V(x,y)--<-o--pa;.a ·-~~~-;·h·1-·-··-··- -·--·-- -·· :J (J . .,) 
Se ]x I ~ h1 , da expressão de t~·Y) é facil ver que existe h2> o 
. 
tal que V(x,y) <o para lxl~h 1 e lyl> h 2 • (1.>) 
Como as condições do teorema 1.3 sao satisfeitas, exis-
te uma solução periódica. 
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CAPTIULO li 
Estabilidade de Oscilações Forçadas 
Voltaremos a estudar o sistema (1.3), só que agora mos-
traremos que o mesmo é uniformemente assintoticamente es~ável. 
Também trabalharemos um pouco com o sistema 
dx 
dt 
y - k [F (x) p (t) J 
-g (x) 
Primeiramente veremos que é uniformemente ultimamente 
limitado e acrescentaremos condições para que seja uniformemente 
assintoticamente estável. 
(2.1) 
Consideremos o sistema de equações diferenciais: 
dx = F(t,x) 
dt 
No estudo do comportamento de um par de soluções,·é na-
tural introduzirmos o sistema produto 
( 2. 2) • X = F(t,x) y =F(t,y) 
SuPOTihainOS- qUi-F(t~x)-s-eja ·contínua--em IxRn, I =-[o,oo). 
Definição Z.l 
O sistema (2.1) é uniformemente estável em relação a 
( oo , oo) se para todo e: > o e todo t0 ~ o, existe um ô (e ) > o tal 
que se ~x0 - x~~<5 (E), entio 
1\x(t;t0 ,x0 ) - x(t;t0 ,x~J[[c E para todo t:;:. t 0 
Definição 2 ~-z ·-
o sistema (2.1) e quase uniformemente assintoticamente 
estável em relação a (oo , oo), se para todo E > o e todo a> o, 
existe um T( E, a) >o ta~ que se llx0 - x~]]< a então 
!x(t;t0 ,x0 ) - x(t;t0 ,x~ li< E para todo t:;:. t 0 +~(E .~ ). 
Definição 2 .. 3 
O sistema (2.1) é uniformemente assintoticamente ·estável 
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em relação a ( oo , oo) se as condições das definições 2.1 e 2. 2 
siio satisfeitas. 
Teorema 2.1 
Suponhamos que exista urna função de Liapunov V(t,x,y) 
definida em o ~t <oo, )jx - Yk H, H> o, de 'IxRnxRn e satisfazendo 
as seguintes condições: 
(i) a( llx - Y I)<; V(t,x,y) ~ b( 11 x-y li), onde a(r) e b(r) 
- , . . 
sao cont~nuas, crescentes e pos~t1vas, 
. 
(ii) V(t,x,y)~ o no interior do domínio. 
c.~) -Entao, o sistema (2.1) é uniformemente estável em rela-
çao a (oo , oo). 
Demonstração 
t-fostraremos inicialmente que toda solução de (2.1) exis 




) de (2.1) 
satisfaz llx(t;t0 ,x0 )11~ oo quando t~- o, onde t 0 < d<oo. 
Seja x(t; o; x~) urna solução de (2.1) passando por ('o ,x~). 
Então existe um intervalo [J!-h,cr +h]. h> o no qual esta solução 
está definida. Seja E>o , E<H e otal que b(o) a (E). 
Considerando a função V(t, x(t), y(t) ), onde x(t) e y(t) são duas 
soluções de (2.1), se llxCo -h) - y(o -hJII< então, por 
(1) e (ii), 11 x(t) - y(t) II<E para t E[o-h,o +h} 
Seja No menor inteiro tal que x(cr -h, t ,x )- x(o -h,a ,x0')~/ó< N o o 
Subdividindo o segmento de reta que une x( cr-h;t0 ,x0 ) a 
x(cr -h; cr,x~) em N partes, vemos que 
11 x(t;t ,x) - x(t,o, x'JII<E N para t E[o-h, o +h]. Para 
0 0 Q 1 
tE:[o-h,cr+h] , x(t;cr .x;0 ) é limitada e isto nos dá urna contradição. 
Logo, toda solução existe no futuro. 
Dado E>O,E< H, escolhemos o>o tal que b(o)< a (o). 
Suponhamos que ))x0 - x~ll<ôpara todo t0 ~ o e que 
lx(t;t0 ,x0 ) - x(t;t 0 ,x~) I • E para algum t ~ t 0 
Denotemos x(t;t0 ,x~)= y(t) 
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De (i) e (ii) vem que afe ) :: V(t,x,y) e V(t,x,y,) ~ 
~V(t0 ,x0 ,y0 ) ~ b( o). O que é uma contradição. 
definida 
Teorema 2.2 
Suponhamos que exista uma 
em tE l , 11 X - y 11 < H, H > o 
as seguintes condições: 
função de Liapunov V(t,x,y) 
de IxRn x Rn e satisfazendo 
(i) a( 11 x- y 11 )~ V(t,x,y) ~ b( [[x- yiJ onde a(r) e b(r) 
são contínuas, positivas e crescentes, 
(ii) V(nft,x,y) ~-c( !lx- yj[) onde c(r) é contínua, posit! 
va e definida. 
Então, o sistema (2.1) é uniformemente assintoticamente 
estável em relação a ( oo oo) 
Demonstração 
Se V não depende de t, temos ~Â'J/•y).:;: -d( /[x-y ~) ,d> o 
se x /y e "c;.dx, y) • o quando x•y • 
O teorema 2.1 garanie que o sistema é uniformemente es-
tável em relação a ( <D , oo) . Logo, para todo e;> o, exiSte 





) - x(t;t0 ,x~) ij < E para t ~ t 0 ; portanto, basta mos -
trar que existe T tal que !] x0 x~ ~< õ (E') então 
li x(t;to,xo) - x(t;to,x~) I< E para todo t> to+ r. 
Existe um número -K, dependendo somente de ó , tal que 
enquanto ~x- yj[> é, ~,.,St,x,y):: -c( I x- y 11) ~ -K. Logo, 
v(t,x,y) - v(t ,x ,y) ~ -K(t- t ). Tambem temos, 
o o o ' o 
Y(t,x,y)~_V(t0 ,x0 ,y0 )~ b( é) e V(t0 x0 ,y0 ) ~a (é ) 
Se t >t0 + T onde T • b( é) - a( e) 
K 
V(t,x,y) < V(t0 ,x0 ;y0 ) - K(t - t 0 )< b(é ) - Kt 0 - b(é ) + a(E ) + 
+ Kt
0 
• a( e). Portanto, 
V(t,x,y) <a( E) para t> to+ r. Logo, ~X- YI<E:para t> to + T 
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Exemplo 2.1 
Consideremos o sistema: 
L di 
= 
E (t) - Ri - v (2.3) iiT 
-c dv = 
iiT 
f(v) - i ' onde R, L, c sao constantes 
E é contínua e de período w > o, f e monótona crescente e 
vf(v) -+ oo para lviW0 • 
Seja o sistema produto, 




f(v) - i -c dV 
iiT 
= f (V) -
positivas, 
RI - v 
I 
A função de Liapunov 
V( (i,v), (I,V) ) = [LC i - I) 2 - C( v- VJ 2] f 2, tem derivada 
• 2 
V )= - R(i - I) - (v - V) (f(v) - f(V) ) = (~.< [ 2 . J 
=- R(i - I) - (v -'V) (f(v) - f(V) ) 







Consideremos o sistema: 
dx = y - F(x) 
dt 
%f = -ax + p(t) 
- contínua de per:lodo e w 
~K para todo X e F(x) = tf( 
Seja o sistema produto 
dx 
= y - F(x) iiT 
(2.6) 
%f = -ax + p (t) 
A função de Liapunov 
> 
f;, 
v(( (x,y), (X,Y) ) = 2 ·a (x - X) + 
. 
V(<')= - 2a (x- X) (F (x) - F (X) ) 
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o; a> o e exiSte K > o tal que 
)d f;,. 
---------- -- -- --
-----
dx = iiT 
y 
- F (X) 
dY a X + p(t) = iiT 
(y -Y) 2, tem derivada 
= - 2a(x- X) 2f(x) <o 
Portanto, o sistema (2.5) ~ uniformente assintoticamente estivei. 
(2.7) 
Exemplo 2.3 
ConS-ide-r-emos- a equação. 
x - kf (x) x + g (x) = kp ( t) , onde 
(1) f, g e p são contínuas, g satisfaz uma condição de Lipschitz 
na vizinhança de cada ponto x e p(t) tem período w > o; 
(2) existem números positivos a,n,S tais que f(x) ~ a para 
lxl? a, g(x)~B para x~ a, g(x)~B para x ~ -a; 
(3) a função P(t) =Jp ( 'l d 'é limitada para todo t. 
o 
Nas condições acima, segue-se que a pode ser suposto su 




existe um número positivo Ytal que: 
F(x) - E ~ Y para x ~a F (x) + E~ - Y 
para x ~-a, x 
G(x)> o para lxl>,-~. onde F(x) = [f(< ) d '· 
E> o 





-tal IPCtl I< E, e que 
X 
G (x) =J g (' ) d < e 
(j 
para todo t. 
- equivalente ao sistema: e 
y- k[F(x) - p (tl] 
- g (x) 
De agora em diante suporemos k~ 1. 
Sejam ~ó tal que IFI + "'~\;-para jxka-e-~ uma <O<ms.tan----
te que será determinada a seguir. 
Consideremos o retângulo R, definido pelas desigualdades 
lxk a, lrk k \ + \ 
Mostremos agora que quando t cresce, toda solução do sis 
tema (2.8), estará no interio·r do retângulo R. 
Lema 2.1 
- l3 -
= - 2a(x - X) 2f(x) <o 
Portanto, o sistema (2.5) é uniformente assintoticamente estável. 
Exemplo 2.3 
Consideremos a equaçao 
(2.7) x- kf(x)i + g(x) = kp(t), onde 
(1) f, g e p são contínuas, g satisfaz uma condição de Lipschitz 
na vizinhança de cada ponto x e p(t) tem período w > o; 
(2) existem números positivos a,a,B tais que f(x) ~a para 
!x!~ a, g(x)~B para x~ a, g(x)~B para x ~ -a; 
(3) a função P(t) =Jp ( <J d <é limitada para todo t. 
o 
Nas condições acima, segue-se que a pode ser suposto su 




existe um número positivo Ytal que: 
F(x) - E ~ y para x ~a F (x) + E~ - Y 
para x ~-a, x 
G(x)> o para !xl>,·~. onde F(x) = [f(') d '· 
E> o -e 





tal que !P(t) I< E, 
X 
G (x) 1 g (' ) d ' e 
o 
para todo t. 
equivalente ao sistema: 
y - k [ F(x) - P(tJ] 
- g (x) 
De agora em diante suporemos k~ 1. 
Sejam ~ó tal que !FI + E~~ para !x!~a e \uma constan-
te que será determinada a seguir. 
Consideremos o retângulo R, definido pelas desigualdades 
!x!<: a, !Yk k \ + \ 
Mostremos agora que quando t c!'esce, .toda solução do sis 
terna (2.8), estará no interior do retângulo R. 
Lema 2.1 
- 13 -







, entrará no retângulo quando t cres 
ce ou deixará a faixa [x]~ a. 
Demonstração: 
Dividindo a segunda equaçao pela primeira do sistema 
• 
(2.8), iremos obter: 
= 
-g (x) 
y- k IF(x) - P(t)l 
na faixa lxl~ a, temos IF(x) - EI~À, logo, dentro des -
o 
ta faixa mas fora de R, temos: 
IY- k [F(x) - P(tJ]I > IYI - kl F(x) - EI>H0 +\- kJo. =À, 
Mas como lxl~ a, vem que lg(x) I ~ ô, donde 
Logo, quando t cresce, a solução em discussão deixará a faixa ]x]~a-­
se a solução não entrar no retângulo R. 
Observação: 
O tempo necessário para a solução cortar a faixa ]x[~a, 
fora do retângulo R, tem um limitante superior Ti• Com efeito, su-
ponhamos que a solução passe--pela--faixa -tx[~ a, acima de R-..-------
Então a primeira equação do sistema fica: 
dx = [r - k(F(x) - P(tl] dt>\ dt 
Consequentemente, 
2a >\ (t1 - t 2), onde t 1 e t 2 denotam o tempo em que a 
+ 
solução em discussão intercepta as retas x = - a. 
Lema 2.2 
Toda solução começando -:fol-8:---cia ___ faíia--1 x-r--~-a--:-·aiCail-Çi:-a:·---
num tempo finito. 
Demonstração 
Consideremos a função V(x,y) = 1 y 2 
2 
• 
V ,= -kg(x) (~.a, ( F (x) - P (t) ) 
+ G(x) 
Escolhemos um ponto (x
0
,y0 ) fora da faixa !x!~ a, supo -
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nharnos x0 > a. Consideremos a solução x(t), y(t) com condição ini-
cial x = x0 , y = yo para t = t 0 • Enquanto esta solução es~iver f~ 
ra da faixa lxl~a. as desigualdades g(x) ~e F(x) - P(t)~ F(x)-E~y 
são satisfeitas ao longo dessa solução. 
Logo, as desigualdades: 




= T e T - t < 1 




deixa o semiplano x ~ a num 
Se À1 ê suficientemente grande, então toda solução do . 
sistema (2.8) entrará no retângulo R quando t cresce. 
Demonstração 
Seja x(t), y(t) uma solução do sistema (2.8) e suponha-
mos que ela permanece fora do r·etângulo R para todo t. Segue-se do 
lema 2.1 e 2.2 que esta solução interceptará cada urna das retas 
x =±a, um numero infinito de·vezes. 
Sejam t 1 e t 2 dois tempos sucessivos da intersecção da solução com 
a reta x ::: - a. Mostraremos que existe um q tal que 
2 2 
_ Y Cr1J ~ y c; 2L>,.kg, ____ _ 
Por definição, suponhamos y(t1) > o. Quando t cresce (a 
partir de t 1), a solução em discussão entrará na faixa ]x]~a e pa-
ra t = 81 interceptará a reta x = a e entrará no semiplano x > a. 
Segue-se do lema 2.2 que num tempo maior, a solução voltará a in -
terceptar a reta x = a para t = e > 8; y(0 2)< o porque x = a quan-
do X> o e y > À0 k + Àl· Consequentemente, a solução interceptará 
a reta x = -a quando t __ =e_3 _e i~tercep~a~_á esta reta quando t=t 2>e3 • 
O incremento ~ 1 V ao longo da solução, quando t varia 
de tla elé 
e, 
jA 1 VI= Kl[g (x) (F(x) 
a ti ~ K ( (I F I + E) I d)' dx <i La j'íx 
P(t) ) dtj = k lJ~~(x) - P(tl:) ~ dxj ~ 
2akÃ, _o_. decorrendo -do fato de que 
~, 
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v11,,l • - kg (x) [F (x) P(t)j 
Esta estimativa tambem ê válida para o incremento V3 V 
quando 0 2 ~ t ~ 0 3 • Logo, o incremento total de V nestes dois inter 
valos satisfaz a desigualdade: 
função V 
incremento 
a,v • a,v ~ 4 a k À a 
À I 
Por outro lado, no intervalo de tempo entre e1e 02 • a 
é decrescente e y decresce ao mesmo tempo. Seja ó2V o 
de 02v ao longo da solução no inte§vtê~ 01 ~ t~ e2 r g g(x) (F(x) - P(t) ) dt • k r (g (xj - P(t) ) dy Je, )y ce.J 
Como x ? a para 01 ~ t ~ e 2 e consequentemente 
F(x) - E ~ y, está claro que y(0 1) > À, e y(e 2) <- À, pois os la -
dos verticais do retângulo são maiores que ~Ai. 
Logo, ~2V < - 2 k ÀtY• O mesmo acontece com a estima -
tiva do incremento à~V no intervalo e3 ~ t ~ t 2. 
Então, ô 2V + ~4V < ~ 4k ÀtY~ 
Seja ôV o incremento total de V, ao longo da solução, no 
intervalo t 1 ~ t ~ t 2• 
obtemos 
&V ~ 4 a k ~~ õ -
- -~-}. __ 
vct 2J - V(t1) ~ 4 
4 u, y 
k c -
ou 





Escolhemos À, >( À,a õ )1 e fazendo 
y 
'q • 8 ( À 1 Y" b, a Õ ] > O . 
Àl 
I< q 
Mas então está claro que apos um número suficientemente grande de 
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intersecções com a reta x = -a, a soluç~o em discussão entrari 
no retângulo R. Isto contradiz a hipÓtese de que nossa solução pe! 
maneceria fora do retingulo R para todo t~ 
-Este lema implica que o sistema (2.8) e uniformemente 
ultimamente limitado. 
Teorema 2.3 
Suponhamos que as condições (1) a (3) do presente exem 
plo sejam satisfeitas e seja k > 1. Então existe um M > o tal que 
toda so1uçio de (2.8) entrari na região lxl< M, IYI< M( 1 + k ) 
quando t cresce, e permanecerá lã. 
Demonstração 
Se a solução permanece no retângulo R, então o teorema 
está provado. Pelo lema 2.3, toda solução atingirá este retângulo. 
Suponhamos 
num tempo t 
que ela também deixa 
= t
0
• Em tal ponto, 
o retângulo, digamos 




A trajetÓria torna a voltar num tempo t. em tal ponto 
em x = a, 
dx = o 
ãt 
Integrando a equaç-ão (2. 7) de t
0 
a t, obtemos: 
- x o + k(F(x) - F(a) ) • a (t to) -!: 
< k(P(t) P(t ) ) ~ 2kE pois, 
' o 
g(x) > a para x ~a e I P Ctl I ~ E. 
Consequentemente, k(F(x) - F(a) ) 
"' 
2kE + *o 
Segue-se da primeira equação do sistema (2.8) que em x = a, o maior 
valor possível de X
0 
ê da forma kC + D< k( C + D) 
onde C e D sao constantes positivas independentes de k, 
C = À - Za > E > o, D = À1 + E > o. o 
Consequentemente, para x~ a, a desigualdade acima fica: 
F(x) ~ F(a) + ZE + C + D = K> o 
Como F cresce monotonicamente quando x~ a, a desigualdade nos dá 
x ~E onde E ~ a. 
Na faixa Jxj~E • obtemos: 
-ª.r_ 1-zcxlj 
dx - IY - kf(x - P(t) l I 
< 1 para 
- k (K + E ) 
- 17- ONICAMP 
BIBLIOTECA CENTRAl. 
y suficientemente grande. 
O que contradiz o lema 2.3 
Teorema 2.4 
Suponhamos que as condições do teorema anterior'são sa-
tisfeitas. Se alêm disso, f(x) >--A>o .para tod.o x ,então p<.'lra. t sufi-
cientemente grande, a desigualdade I* j < N, onde N ê uma constan-
te independente de k e suficientemente grande, ê satisfeita para 
todas as soluções. 
Demonstração 
Para todo E > o, arbitrário e para t suficientemente 
grande, i imposslvel l(t) > e, porque lx(t) I i limitada. Então, ou 
X(t) + o para t + oo e o teorema estâ provado, ou X(t) oscila in -
finitamente quando t cresce. 
Se t 1 i um dos pontos de máximo de x(t 1) então x(t1J =o. 
A equaçao (2.7) nos dá. 
= 
kf(x(t 1) 
Pelo teorema anterior ]x] é limitado por uma constante que nao de-
pende de k. então TiCx) I c L, onde L i tambim independente de k. 
Como k > 1, temos: 
x(t 1) c k max p(t) + L c k( max p(t) + L) = K -e K e independente 
k A k A 
de k. 
Logo, X(t) tem um limitante superior' fixo, independente de k, para 
todos os seus pontos de máximo e, consequentemente, para t sufici-
entemente grande. Semelhante argumento acontece para o mínimo. 
Para a demonstração do próximo teorema, precisaremos dos 
seguintes resultados. 
Consideremos o sistema X = f(t~x) onde f ê periÓdica do 
período w > o. 
Seja x(t;t0 ,x0 ) uma solUção com condições iniciais t = t 0 , 




) pode ser estendida para o ~ t ~ w. Associando 
o ponto x( w;o,x
0
) com o ponto x 0 • obtemos uma transformação T 
do hiperplano t = o, através do qual as s'oluções estendidas por 
mÚltiplos inteiro do período, passam pelo hiperplano t = O. 
Segue-se da unicidade e da continuidade das solUções 
que o conjunto de todos os pontos onde T esti definida ~ aberto e 
que neste 
cidade da 
conjunto T é um homeomorfismo. Também, da w - periodi -
x(t;o,x ) 
o 
função f(t,x) vem que se T(x ) = 
o 











Quando o sistema acima é uniformemente ultimamente li-
mitado, existe uma bola de centro 
Bh (o) tal que para toda bola Ba 





e raio h 1 digamos 
um número natural k(a), 
) CBh (o). 
Seja I = n T (B (o) 
1 = o a 
), temos que I~~. indepen-
dente de Ba(o), fechado, limitado e invariante por T. 
Convêm observarmos que se o sistema acima é uniformemen 
te ultimamente limitado e I se degenera num ponto, então o siste-
ma ~ uniformemente assintoticamente estável. 
Suponhamos agora que para a eqUação (2.7) as seguintes 
condições sao satisfeitas: 
(1) as funções 
dição de Lipschitz na 
do w; 
f, g e p são contínuas; g satisfaz urna con-
vizinhança de cada ponto x e p(t) tem perío-
(2) existe urna constante positiva a tal que f(x) ~ a para 
todo x; 
(.3) a função g(x) ê duas vezes continuamente diferenciável·~no 
intervalo .1x!~M,e M é definida no teorema 2.3. Quando !xk M, temos 
g (x)> o. Existe um S > o tal que g(x) sgn x ~ S para lxl~ M. 
(4) 
p (t) 
existe um E 
= 0 c ~l d ~I ~ 
Teorema 2.5 
positivo, tal que 
E, para todo t. 
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I P Ctl I < E, 
Suponhamos que as condições (1) a 
feitas então para todo k ~ k
0
, onde k0 = 1 
z 
(4) acima sao satis -
N max 
lxk;M 
' ' g (x) 
f(x)g'(x) 
e as constantes Me N sao definidas nos teoremas 2.3 e 2.4, o sis-
tema (2.8) é uniformemente assintoticamente estável. 
Demonstração 
Fixemos k > k
0 
• Como já sabemos que o sistema (2.8) é 
uniformemente ultimamente limitado, vamos mostrar que o conjunto I 
definido anteriormente se degenera num ponto. 
Suponhamos que não, isto é, que I contenha dois pontos 
distintos, separados por uma distância d >o. Tomemos os dois pon-
tos (x10 ,y 10 J e Cx 20 ~ y 20 ) de I e unamo-los por um arco suave y 
que não se intercepta e que esteja inteiramente contido em U, onde 
U é uma vizinhança suficientemente pequena de I tal que as desi 
gualdades lxk M, ~~~~ =I y- k(F(x) - P(t) ) I< N 
são satisfeitas para toda solução passando por U quando t = o 
Sejam x = o(u) e y = $ (u), o ~u ~ 1 as equações 
paramétricas de y tais que x10= ó(o), y10= $(o), x 20= 9(l),y20 =w(l); 
Não é difícil ver que a ~urva pode ser escolhida de modo que exis-
ta uma constante r que não depende da escolha dos pontos de I, nem 
da particular escolha da curva y e que satisfaça a desigualdade 
(o' (u) ) 2 • ($ 0 (u) ) 2 E r para todos os pontos em I e para todo 
u<[o,l]. 
Estendemos a solução (x(t,u), y(t,u) ) do 
através de todos os pontos do 
y(o,u) = $(u). Como o arco y 
mos: 
arco y tal que x(o,u) = 
sistema (Z.S) 
ó(u) e 
esti em. U e pela definição de U, te-
lx(t,u) I< M, lic(t,u) I = ly(t,u) k (F (x) p (t) ) I < N 
Seja C(t) , (t. ~o) a curva definida pelas equações paramétricas 
x=x(t,u), y=y(t,u), o~u_::l. 
Como a distincia entre os ponto~ (x(t,o), y(t,o) ) e 
-( x(t,l), y(t,l) ) e menor ou igual ao comprimento da curva 
C(t), temos: 
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( 2. 9) ~x(t,o) x(t,1) ) 2 + (y(t,o) - y(t,1) 
1 
, ~[ Utux(t,uJ) 2 + du 
Fazendo: v1 (t,u) = ~ (t,u) au 
v2(t,u) =-it (t,u)' vemos 
que as funções v1 (t,u) e v 2(t,u) satisfazem o seguinte sistema li-
near de equações diferenciais: 
• (2.10) dvi 
i'l't 
v 2 - kf(x(t,u)v1 , dv 2 "' -g (x(t,u) ) v1 
i'l't 
Consideremos a função: 
W(t,u) = g' (x(t,u) )v2 + v 2 - 2 fjV v (t ~o , o~ u{' l ) 
1 2 1 2 
W é uma forma quadrática nas variáveis v1 e v 2 e tem coeficientes 
dependentes de t e de u. Escolh~mos uma constante ~ tal que a for-
ma W seja positiva definida uniformemente em relação a \x\~M. Ma·s 
para que isto seja feito, ê suficiente escolher o número~ satis -
fazendo a desigualdade ~z < min g 1 (x) 
- ·· -·· ···- - · ···· ··-!xr~ M· -- -·· 
Com o auxílio dos sistemas (2.8) e 
I I I I 
aw = (g (x)x - 2kg (x) f(x) + 2 "\g (x) 
ilt 
2 




2 ) v1 
obtemos: 
O arco y está contido em U e k é fixo tal que k> k
0 
e 
valem ai_nda '!xk M,_ !XI_.~ W. pa_r~ todo t~ o. Consequentemente, te 
mos a desigualdade para todo t? o: 
. ' ' g (x) x - 2 k g (x)f(x)~ -~ < o, 
onde u é alguma constante suficientemente pequena. Seja x >o tal 
que g'(x) <x e f(x)< x para lxl~ M. Então obtemos: 
~X ) 
Para~suficientemente pequeno a forma da direita da de 
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sigualdade acima ê negativa defini~a. Fixemos ~ tal que o lado di 
reito da desigualdade acima seja negativa definida e tal que 
2 
'1\. < min g' (x) · Então a função W será uma forma que ê 
!xkM 
uniformemente positiva definida para lx]~ M. 
Então existe um À > o tal que a desigualdade, 
aw (t,u) ~-l W(t,u) para todo 
at 
W(t,u) ~ W(o,u) e 
t }- o. Logo, 
-H 
,t>;.o. 
Da forma da função e da desigualdade 
2 ' ( $' (u) ) - ( 1jJ (u) ) 2 = vi(o,u) + v~(o,u) <r. 
existe um número W que não depende nem da escolha dos 
tal que 
segue-se que 
pontos de I, 
nem da curva y e 
-H 
W(t,u) < We 
' Como para t ~o, a função W(t,u) é uma forma uniforme -
mente positiva definida nas variáveis v1 e 
·dade implica a existência de um t, tal que 
lha de dois pontos de I, a desigualdade 
v 2, a Última desigual 
para t ~ L e toda esco-
1 
+ v~(::,uJ] 1 < d 
1 
é verdadeira. 
Agora escolhamos um número natural n bem grande,tal 
que n w > T • Segue-se da desigualdade (2.9) que 
[cxCn w, o) - x(n 
1 




Como (x10 • y10 J e (x 20 , y 20 ) sao dois pontos arbitrários de I 
e-O- conjunto I 
(x(n w ,o), y(n 
ê invariante pela transformação Tn, os pontos 
w,o) ) e (x(n w, 1), 
I que estão a uma distância menor que 
y(n w,1) ) 
d 
2 
são pontos de 
Mas, pela definição o conjunto I contêm dois pontos separados por 
uma distância d. O que ê uma contradição. 
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CAPTTULO 111 
Existência e Não Existência de Oscilações Livres 
Vamos procurar condições sobre os parâmetros do siste-
ma: 
L di = E - Ri - v 
ât" 
- C dv = f(v) - i 
at 
para que o mesmo possua uma Órbita periÓdica. 
!,ara finalizar, faremos um estudo da equação de Lienard e · 
x + f(x) x + g(x) - o 
Consideremos o sistema: 
L di = E- Ri- v= I(i, v) 
C!t 
(3.1) 
-c dv = f(v) - i = v(i,v) 
C!t 
onde E, R, L, c, sao constantes positivas e vf(v) ~o, para todo v. 
Lema 3.1 
Se existe um A > o tal que xf(x) > E2 para lxl> A, en-
R: 
tão toda solução de (3.1), é limitada. 
go das 
Demonstração 
Se W(i,v) = 1 ( Li 2 + cv2), então a derivada de W ao lon-
7 
sQluções de (3.1) -e: 
• [Ri( w"'l= i - E ) R: 
+ vf(v)J 
Seja Wo = 1 [ L (i )2 
"! 




Se lii>E então 
R: 
• 
W <o. Quando li I~ E 
(311 R: 
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e lvl> A, então 
• 'R. 2 E2) [Ri 2 E (i ~) ]$ Ri 2 ll'(ll) < l l - E i + = - - - - ~ o lt 
i !v!> também • região (i, v) Para = o e A, ternos \~(l.l(O na IV > IV . o 
Como a região -W-< !'-é limita da- p-ara t-e de p e-- W(i. v) -+ oo quando 
li! , !v! + ro, segue-se que toda solução ,de (3.1) é limi.tada. 
Nosso problema ~ encontrar condiçBes sobre f e sobre os parime-
tros do sistema (3.1) de maneira que as soluções se aproximem de 
um ponto de equilÍbrio quando t ~ ro 
Para a demonstração do lema seguinte, 
princÍpio de invariância: Sejam V uma função de 
da num aberto G do Rn, S = (x E G, V(x) = õ} eM 
invariante de X = f(x) em S. 
faremos uso do 
Liapunov defini-
o maior conjunto 
Se y~(x0) ê uma Órbita limitada de x = f(x) que está 
- + -em G entao o conjunto w limite de y pertence a M. isto e, 
x(t; t 0 , x0 ) + M quando t-+oo. 
Lema 3.2 
Se_ as condições do lema 3.1 sao satisfeitas e f' (v)>o 
para todo v, então toda solução de (3.1) se aproxima do único po~ 
to de equilÍbrio. 
Demonstração 
~ facil de ver que existe apenas um ponto de equilÍbrio 














v2 ' então 
f' (v)) .(.!_,-}')=-
1 c 
f' (v) ) ~ o 
Pelo lema anterior, todas as soluções de (3.1) sao limt 
• 
tadas e QÜJ)= o, somente no ponto de equilíbrio. Logo, pelo prin-
cípio da' invariância acim·a, o lema 3. 2 está provado. 
- 24 -
Faremos uso na demonstração do próximo teorema, do se -
guinte resultado. 
Teorema de Poincaré '!' Bendixson:· Se- y+ ê uma semiÓrbita 
positiva limitada e w(y+) não contêm nenhum ponto crítico, então: 
Cil Y+- = wCy"r ---
(i i) + -+ + w(y )= Y - y 
ou 
Em cada caso, o conjunto w-limite é uma órbita periÓdi-
ca e no Último caso, ela é conhecida como círculo limite. 
Teorema 3.1 
Se - f' (v) • < 1, max (- f'(v) ) >R, 
v y; então existe I{ 
um valor de E tal que o sistema (3.1) tem pelo menos uma Órbita p~ 
riódica. 
Demonstração 
Escolhamos E tal que o ponto de equilíbrio ( i 0 , v0 ) se 
j a tal que 
c t 
Pelo lema 3 ol, existe um círculo 
as trajetórias de ( 3 ol) cortam 
i = 10 + u e v = v o + w x= • 
(3.2) • X = Ax + o o o A= 
\ 
•.•. representam os termos em x 
As hipÓteses do teorema implicam 
real positiva. Logo as soluçõ.es 
n __ com _c:.entro em ( o_J_o ) tal q~e 
-
-
Q de fá r a para dentro. Se 




1 - f'(v0 )_ -- ----- --· 
c c 
de ordem superior . 
que os autovalores de A tem parte 
de (3o2) se aproximam de (i , v) 
o o 
quando t ~ - w. Consequentemente, existe urna semi-Órbita positiva 
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de (3.1) qtte está em'ri\ Pelo teorema de Poincaré - Bendixson. exis 
te uma Órbita periódica. 
Observemos que o sistema (3.1) podê ser escrito corno: 
-c dv = ar 
rt av 
P(i,v) = E i - Ri 2 - i v 
2 
v 
+ f f(f;) 
o 




d I; = + U (v) e 
Se existe um A 
" 
o tal que vf(v) )> o, vf(v)?- E2 para 
R 
!vi > A e f' (v) + R > o para todo v, então toda solução 
-
- c L 






Consideremos a função S= Q + À p' onde Q - definida e no 





I e ar 
= 
v vem que: 
ai a v 







• ( RI z f' (v)V 2 ) 112 cv 2 s,,,ll = + À p(H) = + À + À + 
Lz c2 LZ ? 
5t1,tl = - [(R -\L ) I2 + (f' (vj +À C)V 2J ~ o .por causa da 
c2 
escolha de À. 
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Al~m disso, S~~= o. se e somente se I = o e V = o, isto 
ê, somente nos pontos de equilÍbrio de (3.1). Como as soluções de 
(3.1) são limitadas, segue-se a conclusão do teorema. 
Vãmos--inoS-frar- ago-ra- que- a:· -equaçãO Cie- Lienard 
(3.3) x + f(x)i + g(x) = o 
possui uma Única solução periódica e esta é estável. 
Suponhamos que as seguintes condições sao satisfeitas: 
- -(1) f(x) e par, g(x) e impar, xg(x)> o para todo x f o e 
f(o) <o; 
(2) f(x) e g(x) sao contínuas e g(x) ê lip~chitziana; 
(3) F(x)~ ±oo quando x ~ ±oo, onde F(x) =J
0
f(0 d ~; 
(4) F(x) tem um zero simples em x = a; para x~ a a função 
F(x) cresce monotonicamente com x. 
Introduzimos novas variáveis: 
• y = x + F (x) , 
onde G (x) l g [I; ) d 1;. 
À(x,y) =_y_2 + G(x), 
2 
Calculemos a taxa de variação da energia dÀ • 
dt 
-que sera usada nas 
integrais de linha. Ternos: 
dÀ = d 
(ít (ít 
2 (y + 
2 
G(x) ) = d 
(ít 
• X + F (x) ) 2 + = 
= x(x + f(x)x + g(x) ) + F(x) d (i+ F(x) ). Como o coeficiente de 
dt 
X ê nulo por causa d_e (3.3). ternos: 
d À = F(x)dy 
A energia liberada do sis-tema-é JF(-x)dy--e-,---Se--o--5-iste-
rna está num estado estacionário de oscilação, temos a seguinte con 
dição de Lienard: f F(x)dy = o 
Esta integral de linha é feita ao longo de uma trajetÓria.O argu-
menta de Lienard, bem como de outros autores ê qu~ f F(x)dy= o é 
uma condição para a existência· de um círculo limite. 
Consideremos o. sistema equivalente: 
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u f'-J l c t-\ f\ll p 
!l!!l\lOHrl r;,:,,o ,, 
x = y - F(x) 
(3.4) 
y = -g(x) 
Como F(x) ê a integral de uma função contínua, sua deri 
--- -
vada é contínua e consequentemente F(x) satisfaz uma condição de 
Lipschitz. g(x) também satisfaz uma condição' de Lipschitz por hip~ 
tese; logo, o teorema de existência e unicidade de soluções se 
aplica ao sistema (3.4). 
Como F(x) e g(x) sao Ímpares. 
y(t) é uma solução de (3.4), também o é 
segue-se que se x(t), 
-x(t), -y(t). Logo, toda 
curva simétrica, em relação a origem, a uma trajetÓria é também 
uma trajetória. Como a origem é o Único ponto de equilÍbrio de (3.4), 
toda trajetória precisa conter a origem em seu interior. 
A tangente as curvas integrais ê dada por: 










- y - F(x) 







' a l! 
/I:D (a,o) 
--- ---
Em relação a figura 3.1, a curva ~:y - F(x) = o, inter-
cepta a curva integral r nos pontos B e B' nos quais a tangente a 
- -- -- -- -- - . -- -- - -- --- --- - . - - --- -
r é vertical porque ~ = oo. Corno xg(x)> o, y decresce ao longo de 
r do lado direito do eixo dos y e cresce no lado esquerdo de Oy. 
x cresce se r está acima de n e decresce em caso contrário. 
Podemos supor que a curva é como na figura 3.1. Denotemos a abcis-
sa do ponto B por n e a curva r por ra. 
Se ra é fechada, ela é. simétrica em relação a origem. 
Se ela nao é simétrica, sua reflexão na origem pode ser uma outra 
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trajct6ria fechada. Esta outra trajet6ria interceptaria ra, o que ; 
absurdo. Logo, se ra i fechada, temos lüAI • lüCI. Inversamente, 
~ ~ 
se lüAI"']üCI. a imagem do arco AC na orige1Jt forma com AC uma traje-
t6ria fechada e desta maneira ra i fechada. Logo, IOAI = lüCI i 
uma condição necessária e suficiente para que ra seja fechada. Esta 
condição é também expressa por Ã(D,A) = À(o.C), o que abreviaremos 
para Ã(A) = Ã(C). Para provarmos que isto é possivel, considere-
mos as integrais de linha ao longo de fa. Pondo; 




~ suficiente estudar a integral ao longo de ra somente 
do lado direito de Oy, desde que tudo é simétrico ã esquerda de Oy. 
Se a< a (a é a abcissa do ponto D no qual a curva h 
corta o eixo dos x), dy < o (porque b < o) mas como F(x) < o, a in 
tegra1 J F(x)dy >o. Consequentemente, >-(C) > Ã(A). A energia i 
ABC 
absorvida e nao existe trajetórla fechada. 
Consideremos agora a>a (corno indicado na figura 3.1). 
Seja MN a perpendicular ao eixo das abcissas passando por D. ( de 
abcissa x = a ) e consideremos dois trechos de ra : o primeiro 
COriSfSt-indo dos-- dOiS pea·aços- entre o eixo- dos--y e -a reta -MN-, -o ou-
tro, o arco MBN. Para simplificar chamemos os primeiros arcos de 
(1) (consistindo de AM e NC) e o segundo ( o arco MBN) de (2). 
Então temos: 
~i( a ) 
Como d>-= F(x)dy e 
dÃ • F(x) ~ dx 
-
= f dÃ 
AM 
. r dÃ 
NC 
~ . g (x) y - F (x) 
= 
- F(x)g(x) 
y - F(x) 
dx 
~i(a ) = ( dÃ J MBN 
temos 
Como F(x) < o para x < a, dÀ ê positivo para o trecho 
da trajetória (1) descrito na direção A~ M, o mesmo acontece pa ~ 
ra o outro trecho de (1) na direção N~ C. Isto mostra que ~ 1 (a) >o. 
Quanto a~ 2 ( a)·, temos que dÀ<o, logo t 2 (a)< o. Se a 
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cresce e fixado x, o arco A/'.1 "cresce para cima" e o arco NC, "cre~ 
ce para baixo". Isto significa que jyj cresce e consequentemente 
~~(a) decresce (pois os limites de integra-ção são fixos). 
Analisaremos agora o comportamento de ~ 2 (a) correspon-
dente a integral de linha ao longo da trajetória NBN (figura 3.1). 
Se a amplitude cresce de a 1 para Uz 1 o novo. trecho fica M'B'N' 1 
(figura 3.2). Mostraremos que l,(m 2 ) < 1 2 (m 1 ) 
'y 
A~--~~~: p 





o o•/ --~f.:---~'-lll--f---<> X 
•. A ,,'I 
~- i-} • • I ~ -- ' 
P' 
figura 3.2 
Se traçarmos paralelas ao eixo 
obtemos p e P' que seccionam o arco M'B'N' 
e p, N'. Seja: 
r F(x)dy = 1 F(x)dy + ~ F(x)dy 
M'B'N' M'P PP' 
Corno F (x) > o e dy < o nestes 






dos X pelos pontos M e N, 
em três arcos t-1' P PP' 
+ ( F(x)dy 
P'N' 
arcos, as integrais sao 
os limites de integração de MP e NP' sendo o mesmo (para y) 1 a in-
tegral ao longo de MBN ê maior do que ao longo de PP', visto que 
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para o Gltimo arco as abcissas sao maiores que para o primeiro e as 
integrais sao negativas; logo, 
e 
J F (x) dy 
PP' 
í. F(x)dy M'B'N' 
< Í, F(x)dy 
MBN 
< f F(x)dy' 
MEN 
finalmente, temos que 1lz(az) < 1-z(a.l) para 0.2 > c:q , logo 
~(a.) =t- 1 (a.) +~ 2 (a) é uma função monótona decrescente. 
Notamos que se a< a, ~(a)=~ 1 (a)> o. 
Agora , mostremos que -~2 (a) + o:> quando a + oo · Fixemos· 
algum valor de x, digamos a < x1 < a e tracemos uma paralela ao ei-
xo dos y passando por x = x1 (a reta QQ' ), figura 3.3. 
Temos: í F (x) dy < í F (x) dy. Para o arco QBQ' tem-se x> x1 e logo, 
MBN QBQ' 
F(x) > F(x1): Assim, 
< F(xl) J dy 
. . QBQ '_ 
consequentemen-
te, (chamando K o ponto (x1 , o) ), temos: 
-o,( a) = -( F(x) dy XL. QQ'. {mN 
Está claro que os segmentos KL e QQ'podem ser tão gran -
des quanto desejamos se a é suficientemente grande; o que mostra que 
- :~2 (a.)+ cn quando a + oo. Como para a suficientemente pequeno, 
1J(a) > o e 4l(a)+ - oo qyando a : oo , existe um e somente um valor 
de a =a tal que 
• 
v a fechada tal que 
-~(a~= o, o que mostra que existe uma e so uma cur-
X(A)=X(C). 
Se A0 e C0 são pontos de intersecção de fa0 com o eixo dos 
y, o ponto C está tão próximo a r~ quanto A se a.<~. por isso A' 




, que é um critério puramente geométrico de estabilidade pa-
ra o círculo limite. 
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Para finalizar, consideremos o sistema X = Ax. Se os 
autovalores de A tem parte real positiva e se existe uma trajetó-
ria limitada, o teorema de Poincar~ Bcndixon garante a existencia 




( 3. S) 
' x + f(x)x - g(x) = 
' 
= x + F(x) , onde 
X = y - F (x) 
. 
y = -g(x) 
o 
F(x) obtemos o sistema 
Suponhamos que as funções f(x) e g(x) sao contínuas e satis -
fazem as condições exigidas para a unicidade de soluções; 
xg(x) >o para x f o, g(o) =o, f(o) <o. Ainda que exista g'(o) 
e g'(o) >o e constantes L> o, K> o tais que 
g(x)sgn x ~L 
f (x) ~ K 
para !xl ?- a 
para lxl ~a 
Com estas condições Sabemos pelo exemplo (1.3) que as 
soluções (3.5) sao uniformemente ultimamente limitadas. 
onde A= c:~::) J O sistema X = AX + ... 
e ... representam os termos em X de ordem superior, tem det A=g'(o)> 
> o e trc A= -f(o) > o. Portanto, os autovalores de A tem parte 
real positiva. 
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