In this paper we study a class of optimal stochastic control problems involving two di erent time scales. The fast mode of the system is represented by deterministic state equations whereas the slow mode of the system corresponds to a jump disturbance process. Under a fundamental "ergodicity" property for a class of "innitesimal control systems" associated with the fast mode, we show that there exists a limit problem which provides a good approximation to the optimal control of the perturbed system. Both the nite and in nite discounted horizon cases are considered. We show how an approximate optimal control law can be constructed from the solution of the limit control problem. In the particular case where the in nitesimal control systems possess the so-called turnpike property, i.e. are characterized by the existence of global attractors, the limit control problem can be given an interpretation related to a decomposition approach.
Introduction
This paper deals with the approximation of the optimal control of a class of hybrid Piecewise Deterministic Control Systems (PDCS), where the jump disturbances are state and control dependent and when the time scales of the stochastic and the deterministic parts are of di erent orders of magnitude. More precisely we shall assume that the deterministic state equations de ning the evolution of the "continuous" state variable correspond to the fast mode of the system whereas the "discrete" state variable which evolves according to a stochastic jump process de nes the slow mode.
The control of PDCS's has been the object of considerable investigation in Control Theory (see 65] , 52], 53], 18], 61] for a sample of the literature on this topic). Recently this class of control systems has provided an elegant paradigm for the study of manufacturing systems (see 47] , 11], 4], 54]). Typically, in these models, the stochastic jump process describes the evolution of the operational state of a exible manufacturing shop, with jumps due to failures and repairs of the machines, whereas the deterministic Center for Industrial and Applied mathematics, School of Mathematics, University of South Australia y Center for Industrial and Applied mathematics, School of Mathematics, University of South Australia z LOGILAB-HEC, University of Geneva. This research was conducted while this author was visiting the Center for Industrial and Applied mathematics, School of Mathematics, University of South Australia. The reseach of this author has been supported by FNRS-Switzerland and FCAR-Qu ebec.
state equations represent the evolution of the surplus of parts produced by the system. In most of these models the jump Markov disturbances due to failures and repairs are assumed to be represented as a continuous homogenous Markov chain with jump rates which are independent of state and control. In 13] a model has been proposed where, for each machine of the shop, an additional state variable records the age of the machine and the failure rates are age dependent. This model provided an example of a PDCS with state dependent jump rates. In 15] a manufacturing system with control (production rate) dependent failure rates is studied.
The class of systems we study in this paper corresponds to a situation where a basically deterministic plant (for example a production system), called the fast subsystem is subject to infrequent modal disruptions occuring randomly (for example the machine failures process), called the slow subsystem. The limit optimal control problem, obtained when the time scale ratio between the slow and the fast processes tends to in nity, is nontrivial as long as the transition probabilities for the perturbing stochastic process depend on the control exercised on the fast system and on its state evolution. In a production system environment this would be the case if, among the (fast) state variables one has, for example, the temperature or the pressure which not only in uences the yield of the process but also in uences the probability of failures. Indeed, this de nes an environment which is natural but signi cantly di erent from the one considered by .
The method of approximation of the optimal control proposed in this paper is related to the theory of control of singularly perturbed systems. A traditional approach to the control of singularly perturbed systems is to equate the perturbation parameter to zero and then use the so-called "Boundary Layer Method". This reduction technique stems from the seminal works of Tichonov 59] 62] . The technique uses the dynamic programming tenet of transition associated with a change of time scale in a class of locally de ned in nitesimal control problems. The technique has been mostly used for singularly perturbed deterministic systems and the results reported here seem to be its rst adaptation to a stochastic control context. We specialize the analysis to a class of singularly perturbed PDCS's that lend themselves nicely to a dynamic programming approach which is well adapted to our averaging technique. In 35] a di erent averaging technique is proposed for the analysis of singularly perturbed controlled jump-di usion processes. The very general technique of 35] is based on Martingale theory and weak convergence of probability measures. Our method uses more straightforward analysis to derive the approximation error bounds. More importantly, in our approach we have been able to analyse the case where the fast mode of the system is controlled, which belongs to a notoriously di cult class of problems (cf 35]).
The paper is organized as follows. we de ne precisely the class of systems under consideration, when the time horizon is nite. In section 3 we prove the convergence to a limit control problem and in section 4 we show how to de ne an approximate optimal control for the perturbed system. Sections 5-7 extend these results to the case of in nite time horizon with discounted cost. Section 8 gives an interpretation of the limit conrol problem in the case where the in nitesimal control problems satisfy the so-called turnpike property, i.e. when the optimal piecewise deterministic trajectories have attractors, called the turnpikes.
2 A Two-Time-Scale Piecewise Deterministic Control System
We consider a hybrid control system with a \fast" mode described through deterministic state equations and a \slow" mode described as a continuous time stochastic jump process.
Fast deterministic system
Assume that a \continuous" state variable x 2 IR p is "moving fast" according to the state equation " dx dt = f i (x; u) (1) u 2 U i (2) where U i IR m is a given control constraint set and f i (x; u) satis es the usual smoothness conditions for optimal control problems (C 1 in x, continuous in u). This state equation is indexed over a nite set (i 2 I) which describes the di erent possible operational modes of the system. The perturbation parameter " will eventually tend to 0. An admissible control for the system (1)- (2) is a measurablel function u(t) taking its values in U i so that the solution of (1) exists and is unique for any initial values from a su ciently large domain.
It will be convenient to de ne a \stretched out time scale" via the transformation = t " . In this case, given an initial state x 0 and an admissible control u(t) there exists a unique trajectoryx( ) : 0; 1) 7 ! IR p which is the solution to
(5) where we have used the following notationsx( ) = x(" ),ũ( ) = u(" ).
Slow stochastic jump process
We assume that a discrete state variable is "moving slowly" according to a continuous time stochastic jump process with transition rates P (t + ) = jj = i;
where the transition rates q ij (x; u) are continuous functions and the limit in (7) in the following manner.
Let t n denote the n-th decision time and allow it to have the following dual nature: t n is either an endpoint v k of the partition, or a random time at which a jump of the -process occurs. At t n < T the controller observes s n = (i n ; x n ) = s(t n ) and chooses an admissible control u n ( ) = (t n ; i n ; x n ) which is a function mapping t n ; T) 7 ! U i n . The associated trajectory x n ( ) : t n ; T] 7 ! IR n is the solution of
(10) This control and trajectory will be acting until t n+1 when either the -process jumps again, or the next end point of an interval of the partition is reached. Of course, no change in control is permitted if the terminal time T is reached before t n+1 . A policy is admissible if it de nes a measurable random process ft n ; s n g, n = 0; 1; : : : . Associated with an initial time t, state s and an admissible policy we de ne the following performance criterion, for the time interval t; T],
where G(i) is a terminal cost incurred when (T) = i, and where L i (x; u) is a continuous function which gives the rate at which cost accumulates in this sytem for i 2 I. Notice that we assume that this terminal cost does not depend on the value of the "fast" state variable x(T). We are interested in approximating the optimal value function J " (t; s) = inf J " (t; s) (12) by a suitably constructed limit value function.
Convergence to a Limit-Control Problem
For > 0 a policy is said to be -optimal if J " ( t; s) < J " ( t; s) + for all t, s. We make the following coercivity assumption.
Assumption 1 The class of controls and initial states considered is such that, for any -optimal policy, where > 0 is small enough, x(t) and u(t) remain uniformly bounded over 0; T]. From now on we assume that x(t) 2 X, a bounded subset of IR p .
Tenet of Transition
In this subsection we recall the elementary steps in the dynamic programming approach applied to PDCS's. These results are included here for the sake of completeness and because it is also important, in the convergence proof which follows, to have a precise estimate of the approximation error that is associated with an in nitesimal time interval .
Lemma 1 Under Assumption 1, for any policy admissible on t; T] and for any set of bounded Borel functions h i (x; u), i 2 I, the following holds true, for t < T and su ciently small
+O ( 2 ); (13) where ( (t); x(t); u(t)) are generated by the policy and the initial conditions ( t) = i, x( t) = x in the left hand side and x(t) being the solution of (1) associated with u(t) and x( t) = x as initial condition.
Proof: We shall use the notation s = (i; x). We consider the random time of the next jump for the process ( ). We have 
Expressing more precisely the probability of no jump between t and t + , and using the fact that (t) i if there is no jump we obtain
Lemma 2 Let Assumption 1 hold and t 2 0; T), x 2 X. Let be an admissible policy
where x(t) is as in the right hand side of (13).
Proof: By de nition the following holds
Now, using Lemma 1 for the L i (x; u) functions, we obtain
By the same argument as already used in the proof Lemma 1 we obtain
where ij = ( 1 if i = j 0 otherwise: The result (16) is then obtained from (18) and (19) .
Corollary 1 If Assumption 1 holds, the following is true for any t 2 0; T), x and, su ciently small > 0, J " ( t; i; x) = inf u( ) fJ " ( t + ; i;
3.2 Convergence of the value function 3.2.1 An associated class of in nitesimal control problems For any vector v = fv(j)g j2I consider the family of optimal control problems
These problems, de ned over the stretched out time scale, will be called the in nitesimal control problems 1 (25) Remark 1 The above assumption clearly resembles an ergodicity property. When the time horizon goes to 1, the optimal value becomes independent of the initial state.
Such a property is expected if the system admits an optimal steady state which is a common attractor for all optimal trajectories. This has been called the turnpike property and Section 7 will provide more details concerning this case. Another possibility for observing such an ergodic behavior is to obtain a periodic control when ! 1. Remark 2 As H i ( ; x 0 ; v) is the value function of a control problem depending on the parameter v in a linear way, and the bound in (25) is uniform, the "limit" H i (v) of H i ( ; x 0 ; v) is a Lipschitz function.
The limit value function
Consider the set of coupled di erential equations dJ 0 (t; i) dt = ?H i (J 0 (t)); i 2 I; (26) with terminal conditions J 0 (T; i) = G(i) i 2 I; (27) where we have denoted by J 0 (t) the vector fJ 0 (t; j)g j2I . 1 The term in nitesimal control problem has been coined by Zvi Artstein.
Assumption 3 The system (26), (27) 
where D is a constant to be speci ed later and is the constant introduced in Assumption 2. Notice that t L(")+1?(k+1) + (") = t L(")+1?k . It will be convenient to use the notation t " = t L(")+1?(k+1) . Using Lemma 2 and corollary 1, we can write J " ( t " ; i; x) ? inf u( ) fJ " ( t " + ("); i; x( t " ))
(34) where M 1 is a positive constant. Using (33), we may then rewrite (34) as j J " ( t " ; i; x) ? J 0 ( t " + ("); i)) ?inf u( )
Consider the integral terms in (35):
If we use the stretched out time scale = t " the above integral (36) can be rewritten " ; x; J 0 ( t " + (")):
By Assumption 2, we also have
" ; x; J 0 ( t " + (")) ? H i (J 0 ( t " (")))
Substituting (37)- (39) into (35), we obtain J " ( t " ; i; x) ? J 0 ( t " + ("); i)) ? (") H i (J 0 ( t " + ("))
! : (40) Notice that from (28) the following holds or some positive constant M 2 J 0 ( t " ; i)) ? J 0 ( t " + ("); i)) ? (") H i (J 0 ( t " + ("))
which, along with (40), and after returning to the explicit notation for time subintervals, give J " (t L(")+1?(k+1) ; i; x) ? J 0 (t L(")+1?(k+1) ; i))
where D = maxfM 1 + M 2 ; Ag. This establishes the desired induction. Let's take k = L(") + 1, so we have
! ! : (43) Now, an appropriate selection of ("), for instance (") := " 1+ which satis es lim "!0
(") " = 1, yields the desired result.
Approximate Optimal Control
In this section we again use the averaging technique to show that, once the limit problem is solved, it is possible to construct from its solution an approximate control of the perturbed problem.
4.1 Approximate feedback optimal control for the associated control problems 
Control implementation
Let t`be de ned as in the proof of Theorem 1, with t 0 = 0, and t`=` ("),`= 0; 1; : : : ; d T (") e = L("). On each subinterval t`; t`+ 1 ) the feedback implemented will bê u`( ; x; t) =ũ v 0 +1 (x; t ? t" ) 2 U ; t 2 t`; t`+ 1 ); x 2 X; 2 I; (49) where v 0 +1 = J 0 (t`+ 1 ). We shall denote byJ^u " (0; i; x) the expected cost associated with the use of the above de ned feedback law, with initial conditions x(0) = x, (0) = i.
Remark 4 Notice that such feedbacks will give rise to an admissible policy for the PDCS, in the sense of subsection 2.3, since the representation of the control, along each of the deterministic sections of the trajectories (i.e. between two successive random jump times) will be an admissible open-loop control.
Approximation of the optimal value function
Theorem 2 Under Assumptions 1-4 the following inequality holds jJ^u " (0; i; x) ? J " (0; i; x) j C " 1+ : (50) Proof: According to Theorem 1 it su ces to show that jJ^u " (0; i; x) ? J 0 (0; i) j C " 1+ : (51) By de nition we have J^u " (T; i; x) = J 0 (T; i); (52) since both functions are equal to G(i) when t = T. Similarly to (33) assume that jJ^u " ( t " ; i; x) ? J 0 ( t " ; i) j k D (") (") + "
(") ! ! ; (53) where D will be speci ed later on. Let's use again the notation t " = t L(")+1?(k+1) . By Lemma 2 the following holds J^u " ( t " ; i; x) ? J^u " ( t " + ("); i; x( t " + (")))
L i (x(t); u(t)) + X j2I q ij (x(t); u(t))J^u " ( t " + ("); j; x( t " + ("))) ] dt M 1 2 ("); (54) where u(t) is the control induced by the feedback controlû`in the interval t " ; t " + (")).
Taking into account (53) and using the notation of (48) we obtain J^u " ( t " ; i; x) ? J 0 ( t " + ("); i) ?
Changing the time scale to = t?t" in the integral part of (55) and by de nition of the feedbackû we have Z t"+ (") t"
h i J 0 ( t"+ (")) (x(t); u(t)) dt = (") ( "
" ; x; J 0 ( t " + ("))) ) A (") ( " (") ) : (56) By Assumption 2, on the other hand, we may write jH i ( " (") ; x; J 0 ( t " + ("))) ? H i (J 0 ( t " + ("))) j A ( " (") ) : (57) Substituting (56) and (57) in (55) we obtain J^u " ( t " ; i; x) ? J 0 ( t " + ("); i) ? (") H i (J 0 ( t " + (")))
Now, using (41), we obtain a result similar to (42) J^u " ( t " ; i; x) ? J 0 ( t " ; i) (k + 1) D (") (") + "
(") ! ! : (59) with D = maxfM 1 +M 2 ; 2Ag. This establishes the induction. Finally, taking k = L(")+1 ! ! : (60) To complete the proof it su ces now to take (") = " =(1+ ) .
In nite Horizon with Discounted Cost
In the next three sections we extend the analysis to the case of an in nite horizon control process with discounted integral cost.
The in nite horizon control problem
We consider the same system as in section 2, with a terminal time T ! 1. A control policy is still de ned as in section 2.3, with the obvious replacement of T with 1. As usual, when dealing with in nite horizon stationary systems, one may restrict the analysis to a class of stationary policies.
Performance criterion
Associated with an admissible policy, we de ne the following performance criterion J " ( t; s) = E Z 1 t e ? t L (t) (x(t); u(t)) dtjs( t) = s ; (61) where > 0 is a given discount rate. We are interested in the optimal value function J " (t; s) = inf J " (t; s): (62) As usual when dealing with discounted cost criterion we shall use the current-value costto-go value function V " (s) = J " (0; s) = e t J " (t; s): (63) 6 Convergence to a Limit-Control Problem
In this section we obtain a convergence result, similar to the one established in Theorem 1 in section 3, but valid for in nite horizon, discounted cost problems.
Tenet of transition
Adapting in an obvious way the result obtained in Corollary 1 of section 3 we can write
where we have used the fact that e ? = (1 ? ) + O( 2 ) and the notation
introduced in (48).
A limit value function
Let V 0 = fV 0 (j)g j2I be a solution to the algebraic equations V 0 (i) = H i (V 0 ) i 2 I: (65) Theorem 3 There exists a constant C such that jV " (i; x) ? V 0 (i) j C " =(1+ ) 8i 2 I; x 2 X:
Proof: Let us consider, for each i 2 I, the error function E(i; x) de ned as E(i; x) = V " (i; x) ? V 0 (i) 8x 2 X:
We want to show thatÊ = sup i2I;x2X jE(i;x)j C " =(1+ ) :
For that purpose we shall use the equation (64) to obtain the following estimate
Focussing on the error term
we see that the following holds
If is su ciently small, the term multiplying E(i; x( )) is positive, and so are the rates q ij (x(t); u(t)) when j 6 = i. This allows us to write
This leads with the help of (64), (21) and (69) 
Taking again (") = " 1+ , one obtains the result.
Approximate Stationary Optimal Feedback Controls
When the system is controlled over an in nite time horizon with stationary state equations and a discounted cost, one can approximate an optimal control policy for the perturbed system via appropriately de ned stationary feedbacks. 
8 Turnpikes and Decomposition Principle for Stationary Convex Systems
In this section we show that the limit-control problem de ned in sections 3 and 5 can be easily solved when the system is convex, and that the associated control problems (21) 
Furthermore, the following equality holds
The name turnpike has been coined by economists when they applied the optimal control formalism to the optimal economic growth problems (see 64]). For a review of the conditions under which such a property holds we refer to to the book 17]. It su ces to say that this property will hold in our context under the following natural assumption:
Assumption 7 The controlled system is such that 1. For each i 2 I and v 2 the function f i (x; u) is linear in x and u, the control set U i is compact and convex, the function L i (x; u) + P j2I q ij (x; u)v(j) is strictly convex in x, convex in u; 2. The set X i = fx 2 X : 0 = f i (x; u); u 2 U i g is nonempty for each i 2 I; 3. Any x 2 X i can be reached in a uniformly bounded nite time from any initial state x 0 , when the system is in mode i 2 I. It will be convenient to introduce the following "action sets" A i = f a = ( x; u) 2 X U i : 0 = f i ( x; u)g for each i 2 I. We Then the coupled di erential equations (26)- (27) de ning the limit value function in the nite time horizon case, as well as the algebraic equations (65) in the in nite horizon discounted cost case, correspond exactly to the dynamic programming equations for the upper level controlled Markov chain.This permits us to give, in the in nite horizon case, the following interpretation of the limit control problem as a decomposition scheme for the perturbed stochastic control problem:
Let m = jIj. Consider a set of m+1 agents controlling the system. Each agent i = 1; : : : ; m controls the fast system when the discrete mode is i 2 I. Agent 0 is a coordinator. The coordinator solves the upper level controlled Markov chain problem and sends to each agent i = 1; : : : ; m the optimal limit value vector V 0 = fV 0 (j) : j 2 Ig. Now, given this information, agent i constructs an auxiliary cost rate h i V 0 (x; (u) = L i (x; u) + X j2I q ij (x; u)V 0 (j) and pilots the system, when it is in operational mode i, as if it were a deterministic control problem, with an in nite time horizon and an average cost criterion. As soon as the system jumps to state k, agent k constructs h k V 0 (x; u) and proceeds in similar manner, and so on. In the nite horizon case a similar, although more involved, interpretation could be developed:
With the same setting of m + 1 agents as above, the coordinator will send an information in the form of a limit value function V 0 (t) = fV 0 (t; j) : j 2 Ig, t 2 0; T], obtained from the solution of the upper level controlled Markov chain problem on the time horizon 0; T]. Then, at each instant t 2 0; t] the agent i 2 I would have to solve an in nitesimal control problem which, in the stretched out time scale would also correspond to an in nite horizon deterministic control problem with cost rate L i (x; u) + X j2I q ij (x; u)J 0 ( t; j) .
Conclusion
We have proposed a new technique for the study of a class of singularly perturbed control systems. It uses the fundamental tenet of transition, characterizing the dynamic programming approach, in association with a particular averaging technique for the fast mode. This method is particularly well adapted to the case of PDCS's when the fast dynamics are associated with the deterministic part and the slow mode corresponds to the infrequent jump disturbance process.
We have seen that, in the case where the transition rates of the jump process depend on the fast state and control, one can de ne a limit control problem whose solution approximates the one for the perturbed system. An approximation of the optimal control, both for the nite or in nite horizon (with discounted cost) cases has also been obtained.
The decomposition principle interpretation obtained when the in nitesimal control system possesss the turnpike property, permits us to better understand the behavior of some real life processes, such as the manufacturing systems that have been modelled as PDCS's. If the jump disturbances are modelled as a continuous time Markov chain with constant jump rates, the limit control problem will yield, in each mode i 2 I, an optimal controlthat would be una ected by the J 0 value vector. In such a case, in each mode i 2 I, the optimal control will be approximately the one that would correspond to a purely deterministic system starting in the mode i and never switching to another mode. When the jump rates depend on the state and control, the situation is di erent and the upper-level limit control process becomes, when the turnpike property holds, a discrete state compact action Markov decision process.
As nal remarks we emphasize two facts: 1. our method permits an extension of the singular perturbation approach to a class of systems where the fast mode is also controlled. This is very di erent from the major trend in this area of research where typically the slow mode is controlled; 2. the method could possibly be used in other contexts, for instance where the slow mode would be a discrete time process.
