Deep convective cloud content, precipitation distribution and rate, dynamics, and radiative fluxes are known to be sensitive to the details of liquid-and ice-phase cloud microphysical processes. Previous studies have explored the multivariate convective response to changes in cloud microphysical parameter values in a framework that isolated the cloud and radiation schemes from the thermodynamic and dynamic environment. This study uses a Bayesian Markov chain Monte Carlo (MCMC) algorithm to generate sets of cloud microphysical parameters consistent with a specific storm environment in a three-dimensional cloud-systemresolving model. These parameter sets, and the corresponding large ensemble of model simulations, contain information about the univariate model sensitivity, as well as parameter-state and parameter-parameter interactions. Examination of the relationships between cloud parameters and in-cloud vertical motion and latent heat release provides information about the influence of microphysical processes on the in-cloud environment. Exploration of the joint dependence of microphysical properties and clear-air relative humidity and temperature allows an assessment of the influence of cloud microphysics on the near-cloud environment. Analysis of the MCMC results indicates the model output is sensitive to a small subset of the parameters. In addition, constraint of cloud microphysics using bulk observations of the hydrologic cycle and TOA radiative fluxes uniquely constrains vertical velocity, latent heat release, and the environmental temperature and relative humidity.
Introduction
Deep convective systems are tremendously diverse and organize in different configurations according to the vertical wind shear, buoyancy profile, and aerosol content and chemistry (e.g., Weisman and Klemp 1982; Rotunno et al. 1988; Houze 2004; van den Heever et al. 2006) . Tropical squall lines in particular (and mesoscale convective systems more broadly) are known to produce the bulk of Earth's precipitation and exert a significant influence on the radiative budget and thermodynamic environment (Houze 2004) . The role of cloud microphysics in determining key aspects of deep convection and its interaction with the near-and far-field environment has been a topic of active study for decades (e.g., Fovell and Ogura 1989; Ferrier 1994; Walko et al. 1995; Ferrier et al. 1996; Meyers et al. 1997; Grabowski et al. 1999; Grabowski 2003) . These studies have aimed to examine model sensitivity, constrain or reduce model error, or understand the relationships between microphysics and the cloud dynamics and environment (Tao et al. 1995; Walko et al. 1995; Meyers et al. 1997; Grabowski et al. 1999; Wu et al. 1999; Petch and Gray 2001; Grabowski 2003; Saleeby and Cotton 2004; Gilmore et al. 2004; van den Heever and Cotton 2004; . Traditional sensitivity analysis varies one or two parameters at a time, holding all others constant. This type of analysis is by nature limited, as it cannot account for 1) interactions between parameters or 2) that fact that the response of model output to changes in a parameter may change when the other parameters (held constant in one-at-a-time sensitivity tests) are set to different values. A more thorough analysis can be performed by considering the Jacobian of the model response: the matrix of partial derivatives of model outputs with respect to changes in variable parameters. Construction of a Jacobian, however, amounts to evaluation of the slope of the model response around one set of parameter values. If the strength of the response changes magnitude or sign for other parameter values, the analysis will be incomplete.
It is also possible to consider microphysics-convection interaction from a probabilistic perspective. In this case, the goal is to sample the probability distribution of the model parameters for a given set of model output states. The resulting joint probability density function (PDF) contains information about parameter-parameter and parameter-state interactions and has an added advantage in that it can be used to estimate an optimal set of microphysical parameters for a given environment. Such an analysis has been done for bulk cloud microphysical parameters in deep convection using ensemble data assimilation methods (Tong and Xue 2008a) and variational techniques (Wang et al. 2013) . These studies have found that it is difficult to simultaneously estimate the values of several parameters (Tong and Xue 2008a) . This may be due to rapidly evolving cloud states and nonlinear parameter-state interactions, which necessitate short assimilation windows (Sun and Crook 1997; Caya et al. 2005; Wang et al. 2013) . Nonlinearity in cloud microphysics parameter-model state relationships was explored by Posselt and Vukicevic (2010, hereafter PV10) , Posselt and Bishop (2012, hereafter PB12) , and Posselt et al. (2014, hereafter PHB14) . These studies found that a nonmonotonic relationship between changes to parameters and the response of the model output constitutes a particularly challenging form of nonlinearity and can lead to multiple distinct equally likely solutions (Vukicevic and Posselt 2008, hereafter VP08) . PV10, PB12, and PHB14 utilized a column model, in which there was no feedback between microphysical parameters and the environment and storm dynamics. It is plausible that such feedbacks may serve to damp or amplify the sensitivity of output to changes in parameters. This study extends the work of PV10, PB12, and PHB14 to a three-dimensional convective system and explores the effect of changes in cloud microphysics on the hydrometeor contents, storm dynamics, latent heating, and thermodynamic environment. In particular, the following fundamental research questions are addressed: 1) How do multivariate changes in cloud microphysical parameters affect the properties of deep convection? 2) Can commonly observed column integral quantities be used to constrain cloud microphysical parameters in a data assimilation context? 3) If observations are used to estimate cloud microphysical parameters, does this constraint extend to the storm dynamics, latent heating rates, and convective environment?
I address these questions by utilizing three-dimensional cloud-system-resolving numerical simulations of deep convection in combination with a Bayesian Markov chain Monte Carlo (MCMC) algorithm. Eight cloud microphysical parameters were determined in earlier studies to exert a significant effect on simulated cloud content, precipitation, and radiative fluxes (e.g., PV10). These parameters are varied in a manner that produces output consistent with simulated measurements of spatially averaged precipitation rate, liquid and ice water path, and top-of-atmosphere upwelling longwave and shortwave radiative flux. Mean vertical profiles of vertical velocity, latent heat release, and environmental relative humidity and temperature are examined to evaluate the influence of cloud microphysical parameters on convective dynamics, heating rates, and environment. I wish to emphasize at the outset that changes in the storm environment (e.g., in the vertical profiles of temperature, water vapor, and wind) will naturally also lead to changes in the storm structure, cloud content, dynamics, and radiative fluxes. The focus of this study is the influence of changes in cloud microphysical parameters. MCMC can also be used to examine sensitivity of storm characteristics to changes in initial conditions, and results of such a study will be reported in a forthcoming manuscript. In addition, this study focuses on a single case of tropical deep convection using a specific set of default parameter values, and it is likely that parameter sensitivities may change for other cases, different environments, and other specified parameter values. The remainder of this paper is organized as follows. Section 2 presents an overview of the simulation configuration and the MCMC algorithm. The influence of changes in parameters on vertically integrated quantities is presented in section 3, while the relationship with vertically resolved dynamics, latent heating, and environmental water vapor and temperature are described in section 4. A discussion of the results is offered in section 5, and a summary and major conclusions are presented in section 6.
Simulation configuration and Bayesian analysis methodology a. Goddard Cumulus Ensemble model
The NASA Goddard Cumulus Ensemble (GCE) model is a nonhydrostatic cloud-resolving model developed for the purpose of studying convective systems across a range of scales Simpson and Tao 1993; Tao et al. 2003; Tao et al. 2014 ). The GCE model employs a single-moment bulk cloud microphysical scheme based on Lin et al. (1983) and Hobbs (1983, 1984) , with modifications to address overestimates of graupel in the stratiform region (Lang et al. 2007 (Lang et al. , 2011 , more realistically maintain saturation in cloudy grid volumes (Tao et al. 2003) , and improve ice water content in long-term simulations (Zeng et al. 2008) . Small cloud droplets and pristine ice crystals are monodisperse, while precipitating hydrometeors (rain, snow, and graupel) have an exponential particle size distribution for which the number of particles of diameter D is
In Eq. (1), N 0x is the slope intercept and l x is the slope
where r x is the density of the rain, snow, or graupel, r a is the air density, and q x is the hydrometeor mass mixing ratio. Note that Eqs. (1) and (2) implicitly assume spherical particles. Asphericity in snow and graupel is only accounted for in the ice hydrometeor fall speed, which is parameterized using a power relationship
The values assigned to the coefficient a x and exponent b x depend on the assumed ice shape and are typically taken from in situ observations of precipitating rimed and unrimed ice (Locatelli and Hobbs 1974; Mitchell 1996; Heymsfield et al. 2002) . Radiation in longwave and shortwave portions of the spectrum is parameterized using schemes developed by Chou and Suarez (1999) and Chou et al. (2001) , respectively. Consistent with integration of the effective radius equation over particle sizes distributed according to Eq. (1) [cf. Eq. (24) in Tao and Simpson (1993) ], the precipitating hydrometeor effective radius is computed as
Consistent with the exponential PSD described by Eqs.
(1) and (2), ice particles are assumed to be spherical by the radiative transfer scheme. To prevent generation of negative values in positive-definite quantities, a multidimensional positive-definite advection transport algorithm (MPDATA; Smolarkiewicz 1983 Smolarkiewicz , 1984 Smolarkiewicz and Grabowski 1990 ) is used to advect all scalar variables {potential temperature, turbulent kinetic energy coefficients [K m and K h ; see Tao and Simpson (1993) for details], water vapor mixing ratio, and all five hydrometeor classes}. The three-dimensional vector wind variables-u, y, and w-use a second-order accurate advection scheme and leapfrog time integration (kinetic energy semiconserving method). Additional details of the GCE model can be found in Tao and Simpson (1993) , Tao et al. (2003) , and Tao et al. (2014) . In this study, the GCE model is used to simulate a well-studied case of land-based tropical convection that occurred on 23 February 1999 over the Amazon during the Large-Scale Biosphere-Atmosphere Experiment (LBA; Cifelli et al. 2002; Rickenbach et al. 2002) , which was conducted as part of ground validation activities for the Tropical Rainfall Measuring Mission (TRMM; Kummerow et al. 2000) . MCMC algorithms require a large number of simulations to produce a robust statistical sample. As such, computational constraints limit the model configuration used in this study to relatively coarse (2 km) horizontal grid spacing and a small domain. Prior to using MCMC to generate a large ensemble of simulations, the control simulation configuration is compared to a well-validated high-resolution simulation of the chosen case. While it is not reasonable to expect a relatively coarse-resolution simulation to replicate the output generated by a true cloud-resolving run (Bryan et al. 2003) , it is desirable to reproduce the gross features of the simulation. These include the time evolution of mean precipitation, cloud content, and radiative fluxes, as well as the vertical distributions of condensate and vertical velocity. The high-resolution simulation was run with 250-m horizontal grid spacing and 72 vertical levels that stretch in depth from 14 m at the surface to 600 m in the lower stratosphere (Lang et al. 2007 (Lang et al. , 2011 . The coarse-resolution run is performed in exactly the same manner, applying specified time-varying surface sensible and latent heat fluxes consistent with those observed during the TRMM LBA field campaign. Convection is initiated by providing the model with a (20 km 3 20 km) subregion at the center of the domain, within which sensible heat fluxes are enhanced relative to latent heating. The overall effect is consistent with a dry cleared field in the midst of a relatively wet forested environment (S. Lang 2015, personal communication) . The coarse-resolution model is run with 2-km horizontal grid spacing on a 64 km 3 24 km horizontal domain, and with the same 72 vertical grid levels as are used in the high-resolution case.
Comparison of the high-resolution (250 m) and coarse-resolution (2 km) runs shows the two simulations to be broadly similar in character (Fig. 1) . Both produce squall lines that initiate over the leading (upshear) edge of the heated surface at approximately 35-40 km into the domain (Figs. 1a and 1d ). The time frame for development is similar, with convection reaching maturity at approximately 275 min into the simulation (Figs. 1b and 1e) and dissipation at approximately 320 min (Figs. 1c and 1f) . Mean vertical velocity is higher at maturity in the coarse-resolution run, as is the amount of suspended cloud condensate, and the shallow convection evident in the high-resolution run is missing from the coarseresolution run. Examination of the time evolution of the domain mean precipitation, liquid and ice water path, and top of atmosphere radiative fluxes (Fig. 2) indicates the evolution of the two simulations is broadly similar as well, though the coarse domain run generates more (less) precipitation and suspended liquid in the mature (dissipating) phase. Outgoing longwave radiation (OLR) is very similar, indicating the height and extent of the cloud shield is similar in both simulations. Note that the OLR is smaller and outgoing shortwave radiation (OSR) is larger in the dissipating phase in the coarse-resolution run, consistent with larger ice water content aloft. Domain-and time-mean vertical profiles of upward and downward vertical velocity and liquid and ice content are shown in Fig. 3 . Consistent with the presence of more vigorous shallow convection in the high-resolution domain, both upward and downward vertical motions (Figs. 3a and 3b) are larger in the boundary layer in the high-resolution run. In the free troposphere, the simulations generate similar rates of descent, though as mentioned above the coarseresolution simulation generates larger mean upward vertical velocities in the middle troposphere. Though the liquid water path (LWP) differs in time between the two simulations, the coarse-and fine-resolution runs exhibit a nearly identical mean liquid water content vertical profile (Fig. 3c) . Mean ice water content (Fig. 3d) is larger in the middle and upper troposphere in the coarse simulation, but not excessively so.
One key challenge in the use of data assimilation to constrain cloud microphysics is the intermittent availability of observations in the deep tropics. Most measurements relevant to deep convection are obtained from satellites, which have sporadic temporal and spatial sampling. Moreover, parameter values obtained via assimilation of observations for a specific case may not be representative of a broader set of convective cloud systems. For these reasons, it is assumed in this study that specific time and space resolved measurements are not readily available. Instead, I hypothesize the existence of a database of satellite overpasses of multiple convective systems, all embedded in similar environments. Rather than assimilating measurements at specific times and locations, microphysical parameters are constrained using means of observations taken over a larger population. The result is not only more representative of a larger variety of deep convective clouds, but is also likely to be more easily implementable in practice. Consistent with quantities commonly retrieved from modern satellite systems (e.g., TRMM, GPM, and A-Train), ''observations'' consist of mean precipitation rate, liquid and ice water path (IWP), and top-of-atmosphere longwave and shortwave broadband radiative flux. It is further assumed that it is possible to stratify the database of observations into times during which convection is developing, mature, and dissipating (e.g., Luo and Rossow 2004) . As such, the precipitation rate, LWP, IWP, OLR, and OSR are averaged over the entire model domain and over time periods corresponding to convective development (180-230 min), maturity (230-280 min), and dissipation (280-330 min). In the control simulation, and in each simulation in the MCMC-generated sample, the set of five simulated observations is averaged over three time intervals and stored. Since the goal of this study is an analysis of sensitivity, and not a strict evaluation of observation information content, we utilize simulated observations generated by the coarse-resolution control run. The domain-mean vertical profiles of upward and downward vertical velocity, latent heat release, clear-air temperature and relative humidity, cloud condensate (cloud, rain, pristine ice, snow, and graupel), and longwave and shortwave heating/cooling rates are also saved. Vertical profiles are averaged over the same three time periods as the simulated observations. It should be noted that only the simulated observations are used as constraints in the MCMC algorithm, and vertical profiles are stored offline for ancillary analysis.
b. Application of MCMC to microphysical parameter sensitivity
The fundamental goals of this study are to explore 1) the interactions between changing microphysical parameters and changes in cloud structure, dynamics, and latent and radiative heating and 2) determine whether column integral quantities can be used to constrain cloud microphysical parameters in a cloud-system-resolving model. The first is a sensitivity study, while the second is a data assimilation/optimization problem. In this section I describe how MCMC is applied to the assessment of microphysical parameter sensitivity. A more detailed description of the theoretical underpinnings of MCMC can be found in the appendix, as well as in Posselt (2013) and references therein. A set of eight cloud microphysical parameters that govern the ice particle fall speed, ice and liquid particle size distribution, cloud to rain autoconversion, and ice density (Table 1) serve as ''control variables.'' The ranges of variability for each parameter are taken from observations of raindrop PSD (Tokay and Short 1996; Roy et al. 2005 ) and ice crystal shape and particle size distribution (Locatelli and Hobbs 1974; Mitchell 1996; Heymsfield et al. 2002) . In the control simulation, the parameter values are specified similar to those used in current cloud-resolving and mesoscale models (Table 1) , and simulated observations are generated by running a 5.5-h forward integration of the model. The model sounding is identical to that described in Lang et al. (2007) and is kept constant in all parameter perturbation experiments.
Let the set of cloud microphysical parameters be represented in an eight-element vector x 5 [a s , b s , a g , b g , q c0 , N 0r , r s , r g ]. Let the precipitation rate (PCP), LWP, IWP, OLR, and OSR at developing (1), mature (2), and dissipating (3) times be represented in a 15-element vector y; y 5 [PCP 1 , LWP 1 , IWP 1 , OLR 1 , OSR 1 , PCP 2 , LWP 2 , IWP 2 , OLR 2 , OSR 2 , PCP 3 , LWP 3 , IWP 3 , OLR 3 , OSR 3 ]. Nothing is assumed a priori about the parameter values x, except that they adhere to a realistic range of values. Each combination of parameters in x is assumed to be equally probable over a specified range of values (Table 1) , and hence the prior parameter probability distribution P(x) is uniform. Uncertainties in the simulated observations (and, hence the likelihood) are assumed to be distributed Gaussian with standard deviations consistent with retrieval measurement errors ( Table 2; L'Ecuyer and Stephens 2002, 2003) . MCMC is used to generate a Markov chain that consists of samples from the posterior distribution produced by the combination of prior and likelihood. This study employs 21 chains running in parallel and utilizes the MCMC algorithm described in PV10, PB12, and PHB14. The parameter vectors used as starting points for each chain are distributed in an equidistant stencil around the midpoint of the range of parameter values. An uncorrelated Gaussian proposal distribution is used, with variance tuned at the start of each chain to produce an acceptance rate of approximately 30%. Analysis of the posterior sample generated by the MCMC algorithm indicated convergence after it had generated approximately 100 000 parameter sets (and corresponding GCE simulations). This number is greater than the 20 000 parameter sets that Haario et al. (1999) suggested were required to sample a multivariate eight-dimensional Gaussian distribution, likely as a result of non-Gaussianity in the posterior distribution. For completeness, the MCMC experiment was continued until it had produced more than one million runs of the GCE model (50 500 simulations in each of 21 chains). Analysis of convergence was conducted by computing the R statistic (R; Gelman et al. 2004 ), comparing within-chain variance to between-chain variance, to diagnose whether the 21 MCMC chains converged to sampling a stationary posterior distribution. A value ofR , 1:1 for each parameter generally indicates sufficient mixing and convergence, and all parameters exhibitR , 1:1 after about 10 000 samples per chain and R # 1:05 after about 23 000 samples (Fig. 4) .
Results

a. Monte Carlo ensemble analysis of microphysics parameter-convection response
One fundamental hypothesis in this work is that changes in cloud microphysical parameters have an effect on simulated precipitation, cloud liquid and ice, and radiative fluxes. MCMC uses a set of simulated observations with associated uncertainty to produce an ensemble of microphysical parameters (and associated model output states) that are consistent with the control simulation. The effectiveness of observations as constraints on the cloud microphysics is directly related to the degree of sensitivity in the system and to the specified observation uncertainty. Prior to examining the MCMC results in detail, it is useful to first examine the ensemble of model output states produced by 1) a randomly generated ensemble of microphysical parameter values and 2) the parameter sample generated by the MCMC algorithm. As described above, MCMC samples the parameter values that produce output consistent with the control simulation. The resulting ensemble can be compared with a Monte Carlo random sample of 10 000 parameter sets drawn from the multivariate bounded uniform prior (Fig. 5 ).
1) MONTE CARLO ENSEMBLE
There is little variability in the model output in the developing phase: with the exception of OSR, the standard deviation of the Monte Carlo ensemble of each forward observation is well within the specified observation error standard deviation (Table 2) . At maturity, the standard deviations of the OLR and OSR ensemble are comparable to the observation error, while variability in the precipitation and liquid and ice content remains small. At dissipation, the dispersion in the PDF of all variables except precipitation rate is at least on the same order of magnitude as the error standard deviation. With the exception of the precipitation rate, the ensemble standard deviation of all of the output variables increases with time (Table 3) , as does the relative variance [the variance divided by the mean (not shown)]. This reflects the increasing influence of changes in microphysical parameters on the simulation output, as well as the tendency of perturbations in a nonlinear system to grow with time. Precipitation rate is the lone exception and can be expected to exhibit less variability in the dissipating phase as the updraft intensity is smaller and hence the precipitation rate is naturally smaller as well (Fig. 1) . The sensitivity of OLR and OSR to changes in microphysics is clearly evident at dissipation; the random sample of parameter values produces a set of OLR (OSR) values with a range of more than 40 (200) W m
22
.
2) MCMC POSTERIOR ENSEMBLE
As expected, use of observations leads to changes in the distribution of observable quantities in the MCMC versus Monte Carlo ensembles. In nearly all cases, the distribution shifts so that it is centered on the true value. The exceptions are times at which the Monte Carlo variance is extremely small (precipitation rate at the developing time) and observations whose value lies close to zero (e.g., precipitation rate and LWP at the dissipating time). For observables and times for which the Monte Carlo ensemble standard deviation (Table 3) is much larger than the observation error standard deviation (Table 2) , the posterior distribution in observation space is unimodal and approximately Gaussian (e.g., OLR and OSR at the mature and dissipating times and LWP at the developing time). For other observables and at other times, the posterior distribution of observables is distinctly non-Gaussian and/or not centered on the observed value. For example, at maturity, the precipitation rate distribution in the MCMC posterior ensemble is bimodal. We shall see later that this is consistent with two distinct preferred states in the model integration at this time. Positive skewness in the liquid water path and low bias in the OLR are consistent with lower precipitation rates at this time. Positive skewness in the precipitation rate and LWP during the dissipating phase is likely due to the fact that the true value is near zero and the likelihood is specified to be Gaussian. Positive skewness in the OLR may be associated with negative skewness in the IWP; OLR will be greater if cloud tops are lower and/or cloud is thinner.
b. Microphysical parameters estimated using bulk cloud and radiation properties
Recall that the prior distribution for each parameter is defined to be uniform, bounded by a realistic range of values (Table 1) . One measure of parameter influence is the departure of the posterior marginal distribution from the prior (Fig. 6) . Single parameter marginal distributions p(x j ) are defined as the integral over all other parameters x i in the multidimensional posterior distribution
The parameters whose marginal distributions depart most significantly from their prior are the warm rain parameters (rain slope intercept N 0r and cloud-rain autoconversion threshold q c0 ) and the ice hydrometeor densities (r s and r g ). All others exhibit little difference from a uniform distribution. It is also clear that the mode of the warm rain and ice density marginal distributions does not match the parameter values used in the control simulation. In previous work, we have pointed out the problems with use of single parameter marginal distributions: structure that is present in multiple dimensions (e.g., covariance between parameters) is masked in the 1D marginal. A tutorial example follows. Consider a two-dimensional joint distribution for two parameters, x1 and x2, and let the discrete representation of the probability be given by a joint histogram with four bins in each variable that depicts the outcome of 100 trials (Table 4) . In this example, the maximum joint probability is clearly found in box (2, 2), but separate integration over x1 and x2 produces marginal distributions with maximum probability in box 3 for each variable.
As such, if the true values were (x1 2 , x2 2 ), the marginal probability maxima would produce a different maximum a posteriori estimate, located at (x1 3 , x2 3 ). There is ongoing debate as to which measure should serve as the point estimate (Wilks 2011, chapter 3) . The point I wish to make here is that more complete information on the probability structure can be obtained by examining 2D marginal distributions:
Select 2D parameter marginals are shown in Fig. 7 . Examination of the 2D marginal distributions of the snow ( Fig. 7a ) and graupel ( Fig. 7b ) fall speed parameters reveals strong covariability, as was seen in earlier work with offline parameter estimation (PV10). Recall, the mass-weighted fall speed of ice hydrometeors is represented as a power relationship [Eq. (3)]. The mean diameter (when expressed in MKS or CGS units) is less than 1.0, and as such an increase in the fall speed coefficient a x can be compensated by an increase in the fall speed exponent b x . The warm rain parameters exhibit a negative relationship (Fig. 7c) : increases in the threshold cloud mixing ratio for conversion to rain can be compensated by decreasing the slope intercept of the rain particle size distribution (increasing the number of large particles). In this case, once rain is generated it precipitates more rapidly, leading to similar suspended liquid water content. As shown in PV10, the snow and graupel densities and fall speeds are essentially interchangeable: when the snow density is set equal to the graupel density (and vice versa) the model produces approximately the same precipitation, LWP, IWP, and TOA radiative fluxes. This is in part due to the fact that the radiative fluxes are, by construction, not sensitive to ice crystal type (e.g., dendrites versus plates). Examination of the covariability of the ice densities and ice PSD with the rain PSD parameter (Figs. 7d and 7e ) shows that the model is capable of producing the same solution when snow and graupel density is high and N 0r is low, and vice versa. The converse is true of the relationship between density and rain autoconversion threshold (Figs. 7f and 7g) ; the same solution is returned for low density and q c0 as it is for high density and high q c0 . The concentration of probability mass at low values of r g (;0.15 g cm 23 ) in the 1D marginal distributions and in the 2D marginal of r g and q c0 is associated with N 0r greater than 1.0 cm 24 and q c0 less than about 0.7 g kg 21 . These sets of parameter values produce identical model output as in the default (control) set but are associated with very different model dynamics and LHR. We explore the details later in section 4.
c. Response of integral quantities to changes in bulk microphysical parameters
Histograms of variables used as observations in the MCMC algorithm indicate that changes in cloud microphysical parameters exert a nontrivial influence on Histogram (normalized to a sum of 1.0) of each microphysical parameter in the posterior sample generated by MCMC. As in Fig. 5 , the vertical red line corresponds to the true parameter value. The dashed horizontal line corresponds to the (uniform) prior distribution.
outgoing longwave and shortwave radiative fluxes, with a more muted response in the precipitation rate, LWP, and IWP. Examination of the posterior marginal distributions provides a measure of the integrated influence of parameters on the model output, but the specific functional dependence is hidden, as the posterior distributions are formed from use of all of the observations together. It is possible to use the joint parameter-model output probability distribution to obtain a measure of the model response when all parameters are varied together. In Figs. 8-10 , I plot the probability of obtaining a specific value of a simulated observation for a given value of a parameter x j integrated over all values of all other parameters x i6 ¼j . Strong univariate relationships between x j and each selected observable appear as systematic changes in the center of mass of the distribution with a change in the value of x j . The degree to which the particular variable x j determines the output in observation space can be determined by examining the width of the distribution. A narrow distribution indicates strong sensitivity (very few outcomes are possible for a specific value of x j ), while a broad distribution indicates that x j exerts little univariate influence over the observable (there are many possible values of model output for a given value of x j ). Plots of select 2D marginal distributions are depicted for the developing, mature, and dissipating times in Figs. 8-10, respectively. As with the 2D parameter marginals, only those joint distributions that exhibit a significant parameter-output relationship are shown. In each of the sections that follow, it should be remembered that 1) all of the results that are plotted are obtained from the MCMC-generated posterior distribution and 2) while the joint distributions arise from the physical relationships present in the model, evaluation of the mechanisms requires a detailed examination of the underlying simulations themselves.
1) DEVELOPING
During the developing phase (Fig. 8) , the warm rain parameters (q c0 and N 0r ) and ice densities (r s and r g ) have the most clearly defined effect on the model output. As the rain size intercept increases, so do the number of small drops, and accordingly the mean precipitation rate decreases (Fig. 8a) . This is likely due to a combination of several factors: a change in the distribution of rain mass from large to small drops has a direct effect on the precipitation rate, but a change in the PSD (via a change in N 0r ) also affects the evaporation of rain and the collection of cloud droplets by rain. While the autoconversion threshold (Fig. 8b) does not have much of a direct effect on the mean rain rate, it does change the proportion of suspended cloud and rain, partitioning more mass into cloud versus rain as the threshold increases. Cloud particles have a uniformly smaller effective radius than rain in the GCE radiation scheme, and as such the OSR increases with increasing autoconversion threshold (Fig. 8d) . At first the negative relationship with OSR appears counterintuitive, as a larger number of smaller rain particles should increase reflected shortwave radiation. In fact, increasing the rain slope intercept has the effect of decreasing the amount of cloud droplet mass at midlevels. This means that more of the mass at midlevels takes the form of rain, rather than cloud. Since the raindrop size is uniformly larger than the cloud droplets, an increase in rain at the expense of cloud leads to a decrease in outgoing shortwave radiation (Fig. 8c) .
Increasing snow and graupel density leads uniformly to increasing shortwave radiation, because they are directly involved in the computation of the particle size distribution slope l [Eq. (2)]. The PSD slope l appears in the equation for effective radius in GCE shortwave scheme [Eq. (4)]. Accordingly, for a given water content, the effective radius decreases (and OSR increases) as density increases. While there is not much graupel and snow present during storm development, the presence of even a small amount has a relatively large effect on the radiation and is comparable to the warm rain parameters (Figs. 8c and 8d) .
2) MATURE
During the mature phase of development, convection extends through the depth of the troposphere (Fig. 1b) , and surface precipitation is determined by a mix of warm rain and melting-ice hydrometeors. As such, the warm rain parameters and snow and graupel densities have a strong effect on surface precipitation rate (Figs. 9a-c) . Increases in the number of small rain particles with increasing rain intercept leads (predictably) to a decrease in the rain rate at the surface. In contrast to the developing time period, increases in the cloud to rain autoconversion threshold leads to increases in surface rain rate. There are several possible reasons for this, including increased vertical motion at low levels (see section 4 for details) and correspondingly greater 
processing of water. Results shown in the next section will also demonstrate that a higher autoconversion threshold is also associated with less low-level evaporation and weaker cold pools. Warm rain parameters continue to exert a significant effect on the TOA radiative fluxes, but likely not because of the presence of liquid near the cloud top. Rather, increasing cloud water at the expense of rain leads to greater amounts of suspended liquid available for freezing and accordingly greater amounts of ice at the cloud top. As such, increases in the autoconversion threshold lead to decreases in OLR and increases in FIG. 7 . Two-dimensional marginal distributions for select parameter pairs. Color-filled contours correspond to increasing probability, and the red lines depict the parameter true values. Dashed black lines correspond to the 37% probability contour, while solid lines correspond to the 68.3% probability contour.
J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S VOLUME 73
FIG. 8. As in Fig. 7 , but for 2D joint distributions of select parameters with select output variables during the developing phase. The horizontal red lines correspond to the model output used as observations in the MCMC procedure.
OSR. The relationship between radiation and rain slope intercept is more difficult to discern and is likely because increasing numbers of small rain particles lead to changes in the riming and secondary ice production processes. Changes in graupel and snow density have a very similar effect to one another, and in the interest of brevity we show only the graupel effect in Fig. 9 .
Increases in graupel density now primarily act to increase the TOA longwave radiative flux via its role in the increase in precipitation (leaving less hydrometeor mass available for transport to cloud top). However, a decrease in graupel leaves more pristine ice at cloud, and there is no discernible effect on outgoing shortwave radiative flux at this time. Figs. 8 and 9 , but for the dissipating phase of development.
J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S VOLUME 73 FIG. 10. As in
FEBRUARY 2016 P O S S E L T 3) DISSIPATING
During the dissipating phase, most of the hydrometeor mass and upward vertical velocity is confined to middle and upper troposphere (Fig. 1c) . As was shown in Fig. 2 , precipitation rates are low, and there is more ice mass than liquid in the column. Consistent with an increase in suspended ice, the outgoing longwave (shortwave) radiative flux is smaller (larger) than in developing and mature phases. Graupel fall speed parameters now exert an influence on the precipitation rate (Figs. 10a and 10b) . The decrease in precipitation with increasing fall speed exponent b g is due to the fact that the particle diameters are uniformly less than 1 cm, and as such a larger exponent means a smaller fall speed. Ice densities now exert an influence on both the ice water path (Figs. 10c and 10d ) and the OLR (Figs. 10e  and 10 ). The effect of changes in density on the model output is largest at low densities, with the effects decreasing as densities increase. Higher ice density leads to lower ice water path as densities increase from near 0 to approximately 0.2. Above 0.2 g cm 23 , the ice densities have little apparent relationship with the IWP. Consistent with decreases in ice water path, and also consistent with the behavior observed during the mature phase, OLR increases as ice density increases. Smaller ice mass at upper levels translates to larger magnitude upwelling longwave radiative fluxes.
Response of vertically resolved convective quantities
As described above, the observations (and the specified uncertainties) used in this study were chosen for consistency with what is available from current satellite retrievals. There are important processes that are directly affected by cloud microphysics that are generally not readily observable. These include the in-cloud vertical velocity and the rate of heating/cooling due to phase change of water. In addition to the forward observations and parameter vectors, mean vertical profiles of the upward and downward vertical velocity, latent heat release, longwave and shortwave radiative heating rates, and each species of cloud condensate (cloud droplets, rain, pristine ice, snow, and graupel) were saved for each GCE simulation. Mean profiles of the clear-air (cloud free) temperature and relative humidity were also stored to analyze how changes in cloud microphysical parameters affect the environment surrounding convection. Mean profiles were averaged over each of the three times analyzed above (developing, mature, and dissipating), and to simplify the analysis each profile was aggregated into three broad layers (depicted in Fig. 1 ). The lowest layer (level 1; red box in Fig. 1 ) extends from 0 to 3.5 km and encompasses the warm rain region, the middle layer (level 2; black box in Fig. 1 ) extends from 3.5 to 8.0 km and contains the mixed-phase region, and the top layer (level 3; blue box in Fig. 1 ) extends from 8.0 to16.0 km and encompasses the ice-only (anvil) region. In the analysis that follows, we first discuss the 1D marginal histograms, then plots of 2D parameter-output histograms for select parameters. A discussion of all of the output variables and their covariance with all microphysical parameters would be too lengthy to present here. Instead, the analysis focuses on the effects of changes in cloud microphysical parameters on the cloud dynamics (vertical velocity), latent heat release, and the environmental temperature and relative humidity.
Plots of the 1D marginal distributions of the upward vertical velocity in each layer and each time interval are shown in Fig. 11 . As in Fig. 5 , results are shown both for the ensemble produced by random parameter variations and for the ensemble generated from the MCMC posterior distribution. During the developing time period (Figs. 11a, 11d , and 11g), changes in parameters do not cause much variability in the vertical velocity. Even so, constraint of parameters leads to improved characterization of the mean upward vertical velocity at all levels. The same is true of the mature phase (Figs. 11b, 11e , and 11h), during which time the vertical velocity variance is larger, especially at upper levels. The reduction in velocity variance at this time due to assimilation of integral quantities is also far larger than in the developing phase. Interestingly, the distribution of mean upward vertical velocity is bimodal at both upper and lower levels during the mature phase. A diagnosis of this multimodality will be presented momentarily. At dissipating times (Figs. 11c, 11f, and 11i) , the variance in the vertical velocity remains relatively large but is not reduced much by constraint of microphysical parameters. The exception is upper levels, where the influence of ice-phase microphysical parameters is expected to be greater.
The response of the vertical velocity to changes in cloud microphysical parameters can be examined via inspection of the joint PDFs of parameters and model output variables. The joint PDFs of q c0 , N 0r , and r g with the mean upward vertical velocity in each layer are shown in Fig. 12 . In the interest of brevity, and for the purpose of describing the parameter-model response, only the mature-phase relationships are shown. Increase in the cloud-rain autoconversion threshold (Fig. 12 , left column) has the effect of increasing upward vertical velocity at lower and middle levels and reducing it aloft. Increasing the rain PSD intercept N 0r increases vertical velocity at low and high levels while reducing it in the midlevels. An increase in q c0 results in a larger number of cloud droplets (vs. rain), while an increase in N 0r causes a shift in the rain PSD toward smaller sizes. Neither change will affect the total water mass, and consequently there is no direct effect on the buoyancy. The systematic changes in low-level vertical velocity depicted in Fig. 12 are likely due to secondary effects (e.g., modification of cold pools). An increase in the amount of cloud and rain transported to middle and high levels (via increase in q c0 and reduction in N 0r ) likely results in increased freezing and an increase in midlevel vertical velocity (Figs. 12d and 12e ) via an increase in buoyancy. The upper-level decrease in w with increasing amount of cloud (vs. rain) mass (Fig. 12a ) may simply be due to the increased amount of condensate mass at upper levels and the consequent increase in water loading. An increase in graupel density results in a systematic decrease in vertical velocity aloft (Fig. 12c) with little systematic change in lower and middle layers (Figs. 12f  and 12i ). Changes in graupel density have an effect on the PSD [Eqs. (1) and (2)], and the density appears explicitly in the GCE's terminal velocity formulation. However, increasing graupel density will lead to an increase in the slope parameter l g , which in turn leads to a smaller bulk fall speed in the model. As this runs counter to what is seen in our results, it is clear that there is another process operating to reduce the vertical velocity aloft as graupel density increases. Examination of the joint PDFs at low levels (Figs. 12g-i) indicates that the secondary mode in the low-level vertical velocity occurs for low values of the cloud-rain autoconversion threshold, high values of the rain slope intercept, and low graupel density. The reasons for this will become clear as we examine the effects of microphysics on the latent heat release and environment.
The enthalpy of phase change of water [latent heat release (LHR)] is a key component of convective cloud systems as net heating fuels convection by increasing parcel temperature relative to the surrounding environment and hence increases its potential energy. Net evaporative cooling near the surface is responsible for the formation of the low-level cold pool and as such has an influence on convective organization and propagation [e.g., Bryan and Rotunno (2008) and references therein]. The distribution of domain-mean LHR in each layer and at each time is depicted in Fig. 13 . As in Figs. 5 and 11, the distributions of LHR generated by the random parameter sample and by MCMC are shown, along with values produced by a simulation run with the control (default) parameter set. Variation in microphysical parameters produces a wide range of values of LHR, especially at mature and dissipating times. LHR is uniformly positive during development (Figs. 13a,  13d, and 13g) , reflecting the fact that evaporatingprecipitation and melting-ice hydrometeors are not yet key contributors to the heat budget. At maturity (Figs. 13b, 13e, and 13h) , LHR is uniformly positive (albeit ranging from near 0 to near 30 K day
21
) at middle and upper levels, while changes in microphysical parameters cause a range of LHR from relatively strongly cooling to relatively strongly warming at low levels. In the dissipating phase, changes in microphysical parameters lead to LHR that ranges from strongly negative (220 K day 21 ) to strongly positive (20 K day
) at middle and upper levels while the lower troposphere is primarily cooling. In the sample produced by MCMC, there is near-uniform cooling at all levels, though a significant fraction of the simulations produce near-zero net heating in the lowest layers. Transition from predominantly heating in the mature phase to predominantly cooling in dissipation is consistent with a transition away from vigorous upward motion (and net condensation) and toward stratiform precipitation (and net evaporation). Close examination of the MCMC sample reveals distinct bimodality in the LHR at low levels in the mature and dissipating phases. One mode is located at negative values (cooling) while the other is slightly positive (warming). These two modes correspond to two different outcomes: one in which there is strong low-level evaporation and one without.
Examination of the 2D joint distributions of LHR and q c0 , N 0r , and r g at maturity (Fig. 14) reveals that the relatively low LHR values at middle and upper levels, as well as the negative LHR at low levels, are associated with low q c0 , high N 0r , and low r g . At low q c0 , there is more rain (at the expense of cloud), while larger rain slope intercept corresponds to a greater concentration of small raindrops. Both lead to cloud drop populations that are more susceptible to evaporation, which explains the negative LHR at low levels and relatively lower LHR at midlevels. At middle and upper levels, a reduction in cloud mass mixing ratio produces a corresponding reduction in riming and reduction in the total latent heat of freezing. The relationship between changes in graupel density and changes in LHR is complex; there are two sets of equally likely states at low and middle levels: one corresponding to relatively low LHR and the other to higher values of LHR. Increasing graupel density leads to systematic increase in LHR at upper levels. Examination of the influence of graupel density on the upper-level pristine ice mass mixing ratio (not shown) indicates a monotonic increase in ice mass with increasing graupel density and it is possible that the increase in upper-level LHR with increasing r g is due to increased homogeneous freezing of cloud droplets lofted to this level from below. However, recall that the enthalpy of freezing is nearly an order of magnitude smaller than the enthalpy of vaporization or sublimation/ deposition, and it is entirely possible that a different set of processes leads to the change in LHR seen in Fig. 14.   FIG. 13 . As in Fig. 11 , but for 1D marginal distributions of the domain-and layer-mean latent heat release (K day 21 ).
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The microphysics-induced change from heating to cooling at low levels raises natural questions about the influence of microphysics on the thermodynamic environment. Clear-air mean temperature and relative humidity profiles were computed at each time step by finding all grid points at each level with cloud mass mixing ratio less than 1 3 10 25 kg kg 21 and averaging the temperature and relative humidity over these points. The range of clear-air RH values (Fig. 15 ) is quite small (less than 0.2%) during the developing time period, with differences of up to 10% RH in upper levels during dissipation. While there is little reduction in the dispersion of the PDF produced by MCMC, constraint of microphysical parameters shifts the mode of the PDF of RH to the FIG. 14. As in Fig. 12 , but for joint parameter-LHR PDFs. Units of LHR are kelvins per day.
true value for nearly all times and levels. The exception is the lowest layer at maturity, which (in addition to lowlevel RH during dissipation) exhibits a distinctly bimodal distribution. Examination of the joint distributions of RH with q c0 , N 0r , and r g at maturity (Fig. 16) indicates that the mode in the PDF at high values of RH at low and middle levels is associated with low q c0 , high N 0r , and low r g -the same values associated with relatively lower values of LHR. This provides further evidence that the lower values of LHR (negative at low levels) were produced by increased evaporation. Examination of the joint distributions of low-level temperature with the three parameters examined here (Fig. 17) indicates that the larger relative humidity at low levels is associated with cooler temperatures-an indication that the increased evaporation is producing relatively stronger cold pools. The results indicate that, in addition to the control, there is another state with higher RH, cooler low-level temperatures, and stronger low-level downdrafts that produce similar simulated observations.
Commentary on data assimilation for microphysical parameter constraint
The 1D and 2D marginal parameter distributions (Figs. 6 and 7 ) demonstrated that column integral observations do not place unique constraint on bulk cloud microphysical parameters. A functionally infinite number of parameter combinations can produce the same precipitation rates, liquid and ice water path, and TOA radiative fluxes. Even so, the joint parameterforward observation marginals (Figs. 8-10 ) indicate that an improvement in observation accuracy could perhaps result in unique parameter constraint. In particular, it appears that increases in observation fidelity for radiative flux and precipitation rate would have resulted in unique constraint on many of the parameters of interest. Weak though the current constraint is, it nevertheless usually leads to correct maximum a posteriori estimates of upward vertical velocity, latent heat release, and clear-air relative humidity. Where there was not unique recovery of these quantities, it appears that improved constraint on the radiative fluxes would have produced the correct values.
In considering both data assimilation and parameter perturbation for ensemble generation, this study finds that the warm rain parameters and ice densities had the largest effect on the solution. Previous studies that employed an offline calculation of microphysics and radiation (PV10; PB12; PHB14) found that the ice particle fall speeds exert a significant influence on simulation output in the GCE microphysics code. Lack of a clear relationship between the ice particle fall speeds and the examined output variables in this study does not necessarily reflect a lack of sensitivity. It simply means that this sensitivity was not expressed in the chosen model output variables. While there was a discernible impact of these parameters on the dissipating-phase precipitation, this influence was not large enough for the precipitation observations (at the assumed error level) to act to constrain the ice particle fall speeds.
Summary and conclusions
This study examined the influence of cloud microphysical parameters on bulk cloud and radiative FIG. 16 . As in Figs. 12 and 14, but for joint parameter-relative humidity PDFs. The unit of relative humidity is percent.
properties in a large ensemble of three-dimensional cloud-resolving model simulations of tropical deep convection. Approaching the problem from a probabilistic perspective allowed for simultaneous examination of the influence of multiple parameters while running far fewer simulations than would have been required for an exhaustive perturbation analysis. Bayesian analysis also facilitated the exploration of the feasibility of data assimilation for constraining parameter values. Eight microphysical parameters were estimated using mean precipitation rate, liquid and ice water path, and top-ofatmosphere longwave and shortwave radiative fluxes as observations. A nonlinear, non-Gaussian Markov chain Monte Carlo algorithm was used to explore the parameter sensitivity and evaluate the degree of constraint imposed by the chosen observations. In addition to the variables used as observations, mean vertical profiles of vertical velocity, latent heat release, clear-air temperature and relative humidity, and liquid and ice condensate from the more than one million simulations were stored for further analysis. Examination of the relationship between changes in parameters and these variables revealed complex interactions between cloud microphysics and convective dynamics, latent heating, and the environment.
The major conclusions of this study include the following: Recall that the fundamental goals of this study are to examine the multivariate sensitivity of convection to changes in cloud microphysical parameters and to determine whether readily available observations of convective cloud properties and radiative fluxes can be used to estimate bulk microphysical parameter values. While it appears that estimation of cloud microphysical parameters is not possible using the chosen set of observations, increases in observation accuracy and use of different observations (e.g., radar reflectivity; van LierWalqui et al. 2012 ) may serve to render a unique estimate. That said, it should be noted that even studies that utilize observations more closely related to the FIG. 17. As in Figs. 12, 14, and 16 , but for the joint parameter-clear-air temperature PDF in the lowest layer. The unit for temperature is kelvins.
FEBRUARY 2016 P O S S E L T microphysical processes of interest (e.g., Tong and Xue 2008a, b) were unable to produce unique estimates of parameter values. This may be due to the fact that most current observing systems lack the information to uniquely constrain cloud particle size distributionsa result that has been shown quantitatively in recent studies of observation information content (Posselt and Mace 2014; Posselt et al. 2015) . It is also likely due to the fact that parameters interact in complex and nonlinear ways, leading to lack of ''parameter identifiability'' (PV10). Fundamental questions remain as to which observations are required to successfully estimate cloud mass and particle size distributions. Answering such questions is critically important to successful design and implementation of a global observing system. In closing, it should be emphasized that this study employed a single model with a specific (single-moment bulk) cloud microphysical parameterization run in a horizontally homogeneous thermodynamic environment and without perturbations to base-state background buoyancy and shear. It is well known that changes in shear and buoyancy have a significant effect on convective formation and development. We have recently conducted an MCMC-based study of the sensitivity of orographic precipitation to changes in the environment, and similar methodology can be applied to deep convection . Perturbation of vertical profiles is complicated by the fact that independent perturbation of every vertical level (even if restricted to those in the troposphere) would greatly increase the dimension of the space that MCMC must search. The dimensionality may be reduced by perturbing the amplitude of appropriately chosen structure functions (Posselt and Mace 2014) , and I am taking this approach in my current research. MCMC-based estimates of the relative influence of shear, buoyancy, and cloud microphysics on convective precipitation, vertical velocity, and LHR are ongoing and will be reported in a future manuscript. In addition, while the parameters examined in this study have been shown in previous work to exert strong influence on convective characteristics, they are hardly the only empirical parameters specified in the cloud microphysical scheme. Moreover, there are aspects of the uncertainty in cloud microphysical schemes that are not addressed by parameter perturbations. These include structural errors due to simplification of processes or misrepresentation of process rates. Van Lier-Walqui et al. (2014) examined the use of MCMC to constrain microphysical process rates in the GCE model with promising results. It is also likely that use of a different bulk microphysical scheme, with different representations of process rates and different parameter sets would exhibit different parameter sensitivities. A move from a single-to a double-(or triple-) moment microphysical parameterization allows for greater flexibility in the representation of cloud PSDs. At minimum, a conversion from single to double moment eliminates the intercept parameter in the rain PSD. Whether the sensitivity of the model output to changes in other parameters would then be enhanced or buffered remains to be seen. Bulk microphysical schemes that partition liquid cloud into suspended versus precipitating modes and ice into pristine versus aggregates versus graupel are known to have perhaps exaggerated sensitivity to changes in PSD parameters and assumed ice crystal shape. Recent advances have focused on a move to a different cloud parameterization paradigm; one that allows for a representation of ice particles that is a more direct function of cloud dynamics, structure, and history (cf. Morrison and Milbrandt 2015) . Finally, the relatively small horizontal domain necessarily limited the influence of microphysics on the larger-scale environmental temperature and relative humidity, while perhaps overemphasizing the feedback to local scales. A larger horizontal domain would have allowed for a larger range of convection to clear-air feedbacks and, hence, to differences in the effects of changing cloud parameters on the environment. assisted with the use and interpretation of the GCE model code, and Tristan L'Ecuyer provided estimates of satellite retrieval uncertainty. This work was supported by NASA Interdisciplinary Research in Earth Science program Grant NNX14AG68G as well as by U.S. Office of Naval Research Grant N00173-14-1-G907. This research was supported in part through computational resources and services provided by Advanced Research Computing at the University of Michigan, Ann Arbor. The comments of three anonymous reviewers helped to focus and clarify the discussion of the results and the conclusions.
APPENDIX
Bayesian Analysis and MCMC Algorithms
Sensitivity studies fundamentally assess the response of one or more variables output from a system of interest to a change in one or more input variables. When one variable at a time is examined, such studies are straightforward. The challenge is that the sensitivity in one parameter may change for different values of the other parameters. A full multivariate sensitivity analysis explores the outcomes of a system for all possible combinations of parameter values. In practice, this can be done by systematically changing the values of all parameters and examining the model output. However, the computational challenge of conducting a brute force sensitivity analysis becomes too large to be feasible if there are more than three to four parameters. In fact, the computational expense grows as M N with M the number of discrete values (the resolution) of the input parameters and N the number of parameters.
The computational burden can be reduced if the analysis is restricted to sets of variables that are consistent with a particular set of outcomes (in this case, tropical deep convection). In essence, this reduces the number of parameter combinations that must be evaluated. Those that are not consistent with the desired outcome need not be tested. As such, the sensitivity and data assimilation analyses have the same goal: find sets of variable input factors that produce outcomes (model output states) that are similar to a specified set of outputs. Candidates can be obtained using a Bayesian algorithm that computes the probability distribution of a set of parameters given (conditioned on) prior information about the parameters, along with the likelihood that a set of parameters produces a particular set of outputs. In this case, similar outcomes will have similar probabilities. Let P(x) be the distribution that describes the prior probability over a range of parameter values x, and P(y j x) be the likelihood distribution that describes the likelihood that the model output f(x) generated from parameters x is equivalent to a set of observations y. Bayes theorem formalizes the relationship between prior, likelihood, and posterior P(x j y) distributions
where P(y) is a normalizing factor that integrates over all possible simulation outcomes y 5 f(x) produced by all possible parameters x and ensures the probability on the left-hand side of Eq. (A1) integrates to 1. The posterior distribution P(x j y) on the left-hand side of Eq. (A1) represents the probability of a particular set of system properties x given the prior and specific observations y. Analysis of the posterior distribution provides information as to 1) the sensitivity of the output variables to changes in the input parameters (via the distribution width or dispersion) and 2) whether there is a unique relationship between system properties and outcome (a single maximum in the probability distribution). Small dispersion in P(x j y) indicates a high sensitivity in the input-output relationship: very few values of x produce the specified output. If multiple sets of parameters produce the same or similar model output, they will have equal likelihood. In this paper, the prior P(x) is uniform, and as such, equal likelihood is equivalent to equal posterior probability. In addition, analysis of the sets of output values consistent with observations, as quantified in the likelihood distribution P(y j x), provides information about the response of the model output variables y to changes in one or more of the defining characteristics x. Just as it is not feasible to compute the sensitivity of all outputs y to all combinations of inputs x, it is also not feasible to compute the probabilities in Eq. (A1) directly for systems with more than a few input and output variables. Numerical evaluation of the probabilities of interest would require discretizing x and y and computing the probabilities for all possible combinations (VP08). Markov chain Monte Carlo (MCMC) algorithms are a class of methods that provide a solution to Eq. (A1) by sampling the posterior probability distribution P(x j y). MCMC does this by constructing a guided random walk that consists of multiple sequential runs of the model. The random walk (the Markov chain) consists of randomly generated (Monte Carlo) test values of x, and the direction of the walk is guided by knowledge of the likelihood distribution P(y j x). During each step in the walk (each iteration of the algorithm), candidate values of all parametersx are randomly drawn from a proposal distribution q(x i ,x) centered on the current set of values x i . The proposal distribution determines how large, on average, perturbations to x i are in the Markov chain. The model is then run with candidate parameter valueŝ x, and the resulting model output vectorŷ 5 f (x) is compared with the observations y via the evaluation of the likelihood function. In the experiments described in this study, the likelihood is assumed to be Gaussian p(y jx) } exp 2 1 2 (y 2ŷ)R 21 (y 2ŷ) ,
where R is the (15 3 15) observation error covariance matrix, with specified observation error variance for each of the five variables and three times. It is assumed that the model is unbiased and that the only sources of uncertainty in the observations are due to measurement and retrieval errors. As such, R describes the retrieval errors, and the only source of error in the model is uncertainty in the microphysical parameters.
If the proposed set of parameter valuesx generates simulated output that is similar to the simulated observations, the likelihood will be relatively large. In this case, there is a high probabilityx will be accepted as a sample of the posterior probability distribution [left-hand side of Eq. (A1)] and will be used as the next set of values in the chain (x i11 5x). The acceptance ratio (Tamminen and Kyrölä 2001; Posselt 2013) determines whether the set of proposed x values is accepted:
r(x i ,x) 5 P(y jx)P(x)q(x i ,x) P(y j x i )P(x i )q(x, x i ) .
This is the ratio between the probabilities on the righthand side of Bayes' relationship for the candidate set of parameters [numerator in Eq. (A3)] and the current set of parameters [denominator in Eq. (A3)]. The proposal distribution q(x, x i Þ in the denominator represents the probability of randomly generating the current parameter set x i from the proposed parameter setx and is included to allow the possibility of a nonsymmetric proposal (e.g., one that favors lower parameter values over higher). If the proposal distribution is symmetric, then q(x i ,x) 5 q(x, x i ) and Eq. (A3) depends only on the prior and likelihood distributions. This is the case in the current work, as the proposal distribution is assumed to be Gaussian with fixed variance.
Recall that the goal is to find all sets of cloud microphysical parameters that produce PCP, LWP, IWP, OLR, and OSR values similar to the observations. As such, it is essential that the MCMC algorithm allow parameter sets in the sample that do not yield a perfect fit to the observations. If the new set of parameters produces an improved fit to the observations, the likelihood will be greater, the numerator in Eq. (A3) will be 662 larger than the denominator, and the new parameter set will be saved as the next sample in the posterior distribution. If the new parameters produce simulated model output with similar (but smaller) probability, then a test value is drawn from a uniform distribution. If this value is less than the acceptance ratio, then the proposed parameter values are saved as a sample of the posterior distribution. If it is not, the proposed set of parameters is rejected, the current set is stored as another sample, and new proposed parameter values are drawn. The coin-flip style comparison between the acceptance ratio and a uniform random variable used in the probabilistic acceptance procedure allows the algorithm to move away from local modes in the posterior distribution and produce a full sample of the posterior parameter space. A schematic depiction of the process is provided in Fig. A1 . Considered as a whole, the sequence of randomly generated parameter vectors accepted as samples of the posterior distribution is the Markov chain. At the user's discretion, an MCMC algorithm can be constructed so that it uses a single Markov chain or multiple chains that simultaneously explore the probability distribution associated with the same set of observations (Delle Monache et al. 2008; Posselt 2013 ).
