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Résumé
Cette thèse se situe à l’interface de trois grands domaines : la combinatoire des
mots, la théorie des automates et la théorie des nombres. Plus précisément,
nous montrons comment des outils provenant de la combinatoire des mots et de
la théorie des automates interviennent dans l’étude de problèmes arithmétiques
concernant les séries formelles à coeﬃcients dans un corps ﬁni.
Le point de départ de cette thèse est un célèbre théorème de Christol qui
caractérise les séries de Laurent algébriques sur le corps Fq(T ), l’entier q dési-
gnant une puissance d’un nombre premier p, en termes d’automates ﬁnis1, et
dont l’énoncé est : « Une série de Laurent à coeﬃcients dans le corps ﬁni Fq est
algébrique si et seulement si la suite de ses coeﬃcients est engendrée par un
p-automate ﬁni ». Ce résultat, qui révèle dans un certain sens la simplicité de
ces séries de Laurent, a donné naissance à des travaux importants parmi les-
quels de nombreuses applications et généralisations. La théorie des automates
et la combinatoire des mots interviennent naturellement et s’avèrent, parfois,
indispensables pour établir des résultats arithmétiques importants. Citons par
exemple les travaux d’Allouche, Berthé et Thakur [12, 29, 27, 28, 121] sur la
transcendance de certains analogues de Carlitz ou bien ceux de Thakur sur la
transcendance de la période de Tate [119] (voir aussi [21]) ; plus récemment,
l’article de Kedlaya [75] dans lequel est décrite en termes d’automates la clô-
ture algébrique du corps des fractions rationnelles à coeﬃcients dans un corps
ﬁni, ou encore le travail de Derksen [56] sur l’analogue du théorème de Skolem-
Mahler-Lech en caractéristique non nulle2, qui a été ensuite étendu au cas de
plusieurs variables par Adamczewski et Bell [6] .
L’objet principal de cette thèse est, dans un premier temps, d’exploiter la
simplicité des séries de Laurent algébriques à coeﬃcients dans un corps ﬁni aﬁn
d’obtenir des résultats diophantiens, puis d’essayer d’étendre cette étude à des
fonctions transcendantes arithmétiquement intéressantes. Nous nous concen-
trons tout d’abord sur une classe de séries de Laurent algébriques particulières
qui généralisent la fameuse cubique de Baum et Sweet3. Le résultat principal
1Notons que les automates ﬁnis sont les machines de calcul les plus basiques parmi la
hiérarchie induite par les travaux fondateurs de Turing [130].
2Voir aussi le travail récent de Derksen et Masser[57].
3La série de Baum et Sweet est le premier exemple montrant qu’il existe des séries
algébriques de degré strictement supérieur à 2 dont les quotients partiels sont bornés.
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obtenu pour ces dernières est une description explicite de leur développement
en fraction continue, généralisant ainsi certains travaux de Mills et Robbins
[95] et de Lasjaunias [82]. Rappelons que le développement en fraction continue
permet généralement d’obtenir des informations très précises sur l’approxima-
tion rationnelle ; les meilleures approximations étant obtenues directement à
partir de la suite des quotients partiels.
Malheureusement, il est souvent très diﬃcile d’obtenir le développement
en fraction continue d’une série de Laurent algébrique, que celle-ci soit donné
par une équation algébrique ou par son développement en série de Laurent. La
deuxième étude que nous présentons dans cette thèse fournit une information
diophantienne a priori moins précise que la description du développement en
fraction continue, mais qui à le mérite de concerner toutes les séries de Laurent
algébriques (à coeﬃcients dans un corps ﬁni). L’idée principale est d’utiliser
l’automaticité de la suite des coeﬃcients de ces séries de Laurent aﬁn d’obtenir
une borne générale pour leur exposant d’irrationalité. Malgré la généralité de
ce résultat, la borne obtenue n’est pas toujours satisfaisante. Dans certains cas,
elle peut s’avèrer plus mauvaise que celle provenant de l’inégalité de Mahler.
Cependant, dans de nombreuses situations, il est possible d’utiliser notre ap-
proche pour fournir, au mieux, la valeur exacte de l’exposant d’irrationalité,
sinon des encadrements très précis de ce dernier.
Dans un dernier travail nous nous plaçons dans un cadre plus général que
celui des séries de Laurent algébriques, à savoir celui des séries de Laurent
dont la suite des coeﬃcients a une « basse complexité 4 ». Nous montrons
que cet ensemble englobe quelques fonctions remarquables, comme les séries
algébriques et l’inverse de l’analogue du nombre π dans le module de Carlitz. Il
possède, par ailleurs, des propriétés de stabilité intéressantes : entre autres, il
s’agit d’un espace vectoriel sur le corps des fractions rationnelles à coeﬃcients
dans un corps ﬁni (ce qui, d’un point de vue arithmétique, fournit un critère
d’indépendance linéaire), il est de plus laissé invariant par diverses opérations
classiques comme le produit de Hadamard.
4On rappelle que la complexité d’une suite inﬁnie est le nombre de ses diﬀérents facteurs
et qu’une suite automatique a une complexité d’ordre au plus linéaire.
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Abstract
This thesis looks at the interplay of three important domains : combinatorics
on words, theory of ﬁnite-state automata and number theory. More precisely,
we show how tools coming from combinatorics on words and theory of ﬁnite-
state automata intervene in the study of arithmetical problems concerning the
Laurent series with coeﬃcients in a ﬁnite ﬁeld.
The starting point of this thesis is a famous theorem of Christol which
characterizes algebraic Laurent series over the ﬁeld Fq(T ), q being a power of
the prime number p, in terms of ﬁnite-state automata and whose statement is
the following : “ A Laurent series with coeﬃcients in a ﬁnite ﬁeld Fq is algebraic
over Fq(T ) if and only if the sequence of its coeﬃcients is p-automatic.” This
result, which reveals, somehow, the simplicity of these Laurent series, has given
rise to important works including numerous applications and generalizations.
The theory of ﬁnite-state automata and the combinatorics on words naturally
occur in number theory and, sometimes, prove themselves to be indispensable
in establishing certain important results in this domain.
The main purpose of this thesis is, foremost, to exploit the simplicity of
the algebraic Laurent series with coeﬃcients in a ﬁnite ﬁeld in order to obtain
some diophantine results, then to try to extend this study to some interes-
ting transcendental functions. First, we focus on a particular set of algebraic
Laurent series that generalise the famous cubic introduced by Baum and Sweet.
The main result we obtain concerning these Laurent series gives the explicit
description of its continued fraction expansion, generalising therefore some ar-
ticles of Mills and Robbins. Unfortunately, it is often very diﬃcult to ﬁnd the
continued fraction representation of a Laurent series, whether it is given by an
algebraic equation or by its Laurent series expansion. The second study that
we present in this thesis provides a diophantine information which, although a
priori less complete than the continued fraction expansion, has the advantage
to characterize any algebraic Laurent series. The main idea is to use some the
automaticity of the sequence of coeﬃcients of these Laurent series in order
to obtain a general bound for their irrationality exponent. In the last part of
this thesis we focus on a more general class of Laurent series, namely the one
of Laurent series of “low” complexity. We prove that this set includes some
interesting functions, as for example the algebraic series or the inverse of the
analogue of the real number π. We also show that this set satisfy some nice
closure properties : in particular, it is a vector space over the ﬁeld over Fq(T ).
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Structure de la thèse
Ce mémoire comprend deux parties, subdivisées en plusieurs chapitres.
Dans la première partie, nous introduisons les concepts combinatoires et
arithmétiques qui seront étudiés et employés par la suite. Nous rappelons
quelques notions classiques de la combinatoire des mots dans le chapitre 1. Le
chapitre 2 est dédié au lien entre les séries de Laurent algébriques à coeﬃcients
dans un corps ﬁni et la théorie des automates ﬁnis, notamment au théorème
de Christol. Le chapitre 3 donne une brève introduction à l’approximation
des séries de Laurent par des fractions rationnelles. Nous rappelons en parti-
culier certaines analogies et diﬀérences avec le cas classique de l’approximation
des nombres réels par des nombres rationnels. Pour terminer, nous présentons
brièvement dans le chapitre 4 les principaux résultats obtenus, lesquels sont
détaillés dans la deuxième partie de cette thèse.
La deuxième partie, composée de trois chapitres, regroupe les principaux
travaux de cette thèse. Dans le chapitre 5, nous présentons une étude dio-
phantienne de séries de Laurent algébriques généralisant la célèbre cubique
introduite par Baum et Sweet. Ensuite, nous exposons dans le chapitre 6 une
technique permettant d’obtenir une majoration générale de l’exposant d’ir-
rationalité des séries de Laurent algébriques sur le corps Fq(T ). Enﬁn, nous
introduisons et nous étudions dans le chapitre 7 une notion de complexité
pour les séries de Laurent à coeﬃcients dans un corps ﬁni.
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Première partie
Introduction et aperçu des
résultats
3

1
Combinatoire des mots
La combinatoire des mots remonte historiquement au début du XX-ième siècle
avec les travaux de Thue [127, 129] sur les mots inﬁnis sans carrés. Les do-
maines d’applications en sont multiples : la musique, la bio-informatique, ou
le traitement du langage naturel comme il est décrit dans [89]. Il existe éga-
lement de nombreuses interactions entre la combinatoire des mots et d’autres
branches des mathématiques comme la théorie des nombres, l’algèbre, la géo-
métrie discrète, la dynamique symbolique, la logique ... .
Le premier chapitre de cette thèse est consacré aux notions classiques de
la combinatoire des mots comme la fonction de complexité, les mots automa-
tiques, les morphismes de monoïdes libres. Ces notions apparaîtront tout au
long de cette thèse. Pour plus de détails concernant la combinatoire des mots,
nous renvoyons le lecteur à des références désormais classiques comme le livre
d’Allouche et Shallit [20] ou la série de Lothaire [87, 88, 89].
1.1 Notations et déﬁnitions : mots ﬁnis et inﬁnis
Un mot ﬁni ou inﬁni est une juxtaposition de symboles (ou lettres) appartenant
à un ensemble non vide, ﬁni ou inﬁni, A, appelé alphabet. Etant donné un
alphabet A, on note A∗ l’ensemble des mots ﬁnis déﬁnis sur l’alphabet A.
Soit V := a0a1 · · · am−1 ∈ A∗. La longueur d’un mot V est égal au nombre
de ses lettres ; elle est notée |V |. Le mot de longueur 0 est appelé le mot vide ; il
est noté ε. Etant donné un entier positif m, la notation Am désigne l’ensemble
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des mots ﬁnis de longueur m ; ainsi A∗ := ∪∞k=0Ak. On note aussi AN l’ensemble
de tous les mots inﬁnis déﬁnis sur l’alphabet A.
Dans ce mémoire, nous utilisons typiquement des majuscules U, V,W pour
désigner des éléments de A∗ et des lettres minuscules en gras a, b, c pour
désigner des mots inﬁnis. Les éléments de A sont notés en général par des
lettres minuscules ou des chiﬀres. Dans certains contextes, nous identiﬁons les
symboles avec les valeurs des entiers qu’ils représentent. Nous utilisons parfois
la notation Am pour désigner l’alphabet {0, 1, . . . , m− 1}.
On déﬁnit l’opération de concaténation de deux mots ﬁnis U = u1u2 · · ·um
et V = v1v2 · · · vn comme le mot obtenu par juxtaposition :
UV = u1u2 · · ·umv1v2 · · · vn.
C’est une opération associative. L’ensemble A∗ muni de l’opération de conca-
ténation est un monoïde, l’élément neutre étant le mot vide ε.
Un mot ﬁni U = u1u2 · · ·ur est un sous-mot (ou facteur) d’un mot ﬁni
V = v1v2 · · · vm (respectivement inﬁni a = a1a2 · · · ) s’il existe un entier i tel
que u1u2 · · ·ur = vivi+1 · · · vi+r−1 (resp. u1u2 · · ·ur = aiai+1 · · · ai+r−1). On dit
alors que l’entier i est l’occurrence ou le rang d’apparition de U dans V (resp.
dans a). Autrement dit, U est un facteur de V (resp. de a) s’il existe deux
mots, peut-être vides, A et B (respectivement A et b) tels que V = AUB
(respectivement a = AUb). Dans le cas où A est le mot vide, alors on dit que
U est un préﬁxe de V (resp. de a).
Pour un entier n ≥ 1, on note Un := UU · · ·U la concaténation n fois du
mot ﬁni U . Plus généralement, si ω est un nombre réel supérieur ou égal à 1,
on note Uω le mot U ωU ′, où U ′ est le préﬁxe de U de longueur (ω−ω)|U |.
Les notations ζ et ζ désignent, respectivement, la partie entière et la partie
entière supérieure du nombre réel ζ . On note également U∞ := UU · · · le mot
inﬁni obtenu en concaténant inﬁniment le mot U .
Un mot inﬁni a est ultimement périodique s’il existe deux mots ﬁnis U et V
(V non vide) tels que a = UV ∞. Lorsque U = ε, a est dit purement périodique,
ou, plus simplement, périodique. Une suite qui n’est pas ultimement périodique
est dite apériodique.
1.2 Automates ﬁnis et suites automatiques
La théorie des automates est apparue naturellement dans plusieurs domaines
mathématiques. Les premiers à s’intéresser à ces objets ont été les logiciens.
En particulier, Church et Turing ont introduit les notions de calcul ou de ma-
chine. Ensuite la théorie des systèmes dynamiques discrets (notamment avec
les travaux de Morse), la théorie de l’information (avec les problèmes de co-
dage étudiés par Schützenberger) ou la linguistique générative (développée par
Chomsky en introduisant les concepts de mots, langages ou grammaires) ont eu
une inﬂuence remarquable sur le développement de la théorie des automates.
Les liens entres ces domaines et la théorie des automates font encore l’objet
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de recherches très actives.
Les automates ﬁnis avec sortie, introduits vers les années 1950, sont, moins
formellement, les « machines abstraites » les plus simples : on leur donne un
mot sur un alphabet ﬁxé et après lecture successive des lettres de ce mot, l’au-
tomate nous donne une réponse du type « vrai/faux » ou, plus généralement, il
nous renvoie une information pouvant prendre un nombre ﬁni de valeurs. Une
suite inﬁnie a = (an)n≥0 à valeurs dans un ensemble ﬁni est dite k-automatique
s’il existe un automate ﬁni qui, lorsqu’on lui donne en entrée l’écriture en base
k de n, nous renvoie le terme an.
Nous donnons à présent des déﬁnitions plus formelles de ces notions ; nous
nous concentrons sur les suites automatiques et, par conséquent, nous n’allons
déﬁnir que les k-automates.
Déﬁnition 1.2.1. Soit k ≥ 2 un entier. Un k-automate est la donnée d’un
6-uplet
M = (Q,Ak, δ, q0,Δ, ϕ)
où Q est un ensemble ﬁni d’états, Ak = {0, 1, . . . , k − 1}, δ : Q×Ak 	→ Q est
la fonction de transition, q0 est un élément de Q, appelé état initial, Δ est un
alphabet ﬁni appelé alphabet de sortie et ϕ : Q 	→ Δ est la fonction de sortie.
Etant donnés un état q ∈ Q et un mot ﬁni U = u0u1 · · ·ur sur l’alphabet
Ak, on déﬁnit récursivement δ(q, U) := δ(δ(q, u0u1 · · ·ur−1), ur). Pour un mot
ﬁni U = urur−1 · · ·u0 ∈ Ar+1k , on note [U ]k le nombre égal à
∑r
i=0 uik
i.
Déﬁnition 1.2.2. Soit a = (an)n≥0 une suite inﬁnie à valeurs dans un en-
semble ﬁni. On dit que a est k-automatique s’il existe un k-automate ﬁni tel
que an = ϕ(δ(q0, U)), pour tous les mots U tels que [U ]k = n.
Remarque 1.2.1. Soit n ≥ 0. L’automate nous renvoie le terme an après avoir
lu tous les chiﬀres de l’écriture en base k de n. La lecture se fait à partir du
chiﬀre le plus signiﬁcatif vers le chiﬀre le moins signiﬁcatif. Nous pouvons dire
que l’automate lit dans « le sens direct » ou bien que la suite est k-automatique
dans « le sens direct ». Il est aussi possible de déﬁnir une suite automatique en
lisant ces chiﬀres en ordre inverse, (c’est-à-dire du chiﬀre le moins signiﬁcatif
vers le chiﬀre le plus signiﬁcatif) ; on dit alors que l’automate lit dans « le
sens inverse ». En réalité, on peut démontrer que ces deux déﬁnitions sont
équivalentes (voir, par exemple, [104], Proposition 1.3.4).
Exemple 1.2.1 (La suite de Thue-Morse). L’exemple le plus célèbre de suite
automatique est la suite de Thue–Morse1, notée ici t = (tn)n≥0. Une manière
de la déﬁnir est la suivante : tn est égal au nombre de « 1 », considéré modulo
2, dans la représentation binaire de n. Cette suite est 2-automatique car elle
peut être engendrée par l’automate suivant
M = ({q0, q1}, {0, 1}, δ, q0, {0, 1}, ϕ),
où δ(q0, 0) = δ(q1, 1) = q0, δ(q0, 1) = δ(q1, 0) = q1 et ϕ(q0) = 0, ϕ(q1) = 1.
1Cette suite a été introduite indépendamment par Thue et par Morse au début du XX-
ième siècle.
7
q0/0 q1/1
0 0
1
1
Figure 1.1 – L’automate engendrant la suite de Thue-Morse
En eﬀet, on remarque que l’arrivée dans l’état q0 représente la lecture d’une
entrée avec un nombre pair de 1 (donc 0 modulo 2) et l’état q1 représente la
lecture d’une entrée avec un nombre impair de 1 (donc 1 modulo 2). Par
exemple, si la donnée d’entrée est le mot W = 1001100, qui correspond à
l’écriture en base 2 de 76, l’automate retourne le symbole 1, ce qui signiﬁe que
t76 = 1.
La suite t possède des propriétés remarquables et nous renvoyons le lecteur
à des références plus détaillées qui lui sont consacrées [18, 93]. Une propriété
particulière concerne les répétitions dans les mots inﬁnis. Il est facile de véri-
ﬁer que sur un alphabet à deux lettres il n’existe pas de mots inﬁnis « sans
carré ». Un mot sans carré est un mot qui ne contient aucun motif de la forme
XX. On peut naturellement se demander s’il contient des « chevauchements »,
c’est-à-dire des motifs de la forme WWx, où W est un mot (ﬁni et non vide)
et x la première lettre de W . Par exemple, le mot ananas contient le chevau-
chement anana. En 1912, Thue [129] a montré que la suite t ne contient aucun
chevauchement. A fortiori, elle ne contient pas de « cube », c’est-à-dire, aucun
motif de la forme XXX.
Exemple 1.2.2 (La suite de Baum-Sweet). Une suite dont on parle souvent
en approximation diophantienne est la suite introduite par Baum et Sweet
dans [24]. Elle est déﬁnie de la façon suivante : b = (bn)n≥0 où bn = 1 si la
représentation en base 2 ne contient aucun bloc de longueur impaire de 0 et
bn = 0 dans le cas contraire.
La suite b est 2-automatique puisqu’on peut montrer qu’elle est engendrée
par le 2-automate suivant.
A/1 B/1 C/0 D/0
0 1 0, 1
1 1
0
0
Figure 1.2 – L’automate engendrant la suite de Baum-Sweet
Cette suite sera abordée à nouveau dans les chapitres 3 et 5.
1.2.1 Suites automatiques et noyaux
Les suites automatiques s’avèrent, comme nous allons le voir plus tard, très
utiles pour démontrer des résultats de théorie des nombres, notamment dans
l’étude de l’algébricité des séries de Laurent à coeﬃcients dans un corps ﬁni.
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Pour montrer qu’un mot inﬁni est automatique, a priori, nous devons chercher
l’automate qui l’engendre. Ceci peut être parfois très diﬃcile et la déﬁniton
formelle des k-automates est alors un peu encombrante. C’est pourquoi nous
introduisons ici une caractérisation des suites automatiques, qui utilise des
sous-suites de la suite étudiée et qui à l’avantage d’être beaucoup plus maniable
dans certains contextes.
Déﬁnition 1.2.3. Soient k ≥ 2 et a = (an)n≥0 une suite inﬁnie. Le k-noyau
de a est l’ensemble déﬁni comme suit :
Nk(a) = {(akin+j)n≥0 : i ≥ 0 et 0 ≤ j ≤ ki}.
Une caractérisation intéressante des suites automatiques est le résultat sui-
vant, généralement attribué à Eilenberg [62].
Théorème 1.2.1 (Eilenberg). Une suite est k-automatique si et seulement si
son k-noyau est un ensemble ﬁni.
L’idée sur laquelle repose ce résultat est le fait que l’écriture en base k de
kin+ j, pour n, i ≥ 0 et 0 ≤ j ≤ ki est (n)k 0 · · ·0︸ ︷︷ ︸
i−[logk(j)]−1
(j)k, où, pour un entier
m ≥ 0, la notation (m)k désigne la représentation en base k de m.
Exemple 1.2.3. On peut vériﬁer que le 2-noyau de la suite t de Thue-Morse
est formé de deux éléments : la suite t elle-même et la suite 1−t := (1−tn)n≥0,
c’est-à-dire, la suite qui échange les lettres 0 et 1. Ceci est dû au fait que t2n = tn
et t2n+1 = (tn + 1) mod 2.
Exemple 1.2.4. Toute suite périodique, ou plus généralement ultimement
périodique, est k-automatique, pour tout k ≥ 2. Ceci peut être vu en construi-
sant explicitement un automate avec un nombre d’états égal à la période de la
suite, mais aussi en utilisant la notion de k-noyau et le théorème 1.2.1.
1.2.2 Suites automatiques et morphismes de monoïdes
Soit A (respectivement B) un alphabet ﬁni et soit A∗ (resp. B∗) le monoïde
libre associé.
Déﬁnition 1.2.4. Un morphisme σ est une application de A∗ vers B∗ telle
que σ(UV ) = σ(U)σ(V ) pour tous U, V ∈ A∗.
Puisque la concaténation est préservée, nous pouvons déﬁnir un morphisme
sur A, plutôt que sur A∗. Si A = B, on peut itérer l’application σ. Ainsi a ∈ A,
σ0(a) = a, σi(a) = σ(σi−1(a)), pour tout i ≥ 1.
Déﬁnition 1.2.5. Un morphisme σ est k-uniforme si |σ(a)| = k pour tout
a ∈ A. Si k = 1, alors σ est appelé un codage.
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L’ensemble AN est muni de la topologie produit des topologies discrètes sur
chaque copie de A. Cette topologie est induite par la distance d déﬁnie de la
manière suivante : si a = a0a1 · · · et b = b0b1 · · · sont deux mots inﬁnis déﬁnis
sur A, alors
d(a,b) =
⎧⎪⎨⎪⎩
1
2inf{i∈N, ai 
=bi}
, si a = b;
0 sinon.
Moins formellement, on dit que deux mots sont proches s’ils ont un long pré-
ﬁxe commun. Nous pouvons ainsi étendre l’action d’un morphisme par conti-
nuité à l’ensemble A∗ ∪ AN. On dit alors qu’un mot a ∈ AN est point ﬁxe
d’un morphisme σ si σ(a) = a ; on peut aussi dire que a est engendré par le
morphisme σ. Un morphisme σ est prolongeable en a ∈ A si σ(a) = aX, où X
est un mot non vide tel que σk(X) = ε pour tout k ≥ 0 . Si σ est prolongeable
alors le mot (σi(a))i≥0 converge vers le mot inﬁni
σ∞(a) = lim
i→∞
σi(a) = aXσ(X)σ2(X)σ3(X) · · · .
Exemple 1.2.5 (Le mot de Thue-Morse). Le morphisme τ déﬁni sur l’alpha-
bet {0, 1} par τ(0) = 01 et τ(1) = 10 engendre le mot de Thue-Morse
t = τ∞(0) = 01101001100101101001010 · · · .
Il est à noter que la suite de Thue-Morse, qui est 2-automatique, est en-
gendrée par un morphisme 2-uniforme puisque |τ(0)| = |τ(1)| = 2. En fait, les
suites automatiques et les morphismes uniformes sont en lien très fort, comme
l’illustre le théorème suivant de Cobham [50].
Théorème 1.2.2 (Cobham). Un mot inﬁni est k-automatique si et seule-
ment si il est l’image par un codage d’un mot engendré par un morphisme
k-uniforme.
La preuve de ce théorème est constructive. Etant donné un k-automate qui
engendre une suite inﬁnie a, alors il est possible de déterminer explicitement
le codage et le morphisme qui engendre a et réciproquement.
Exemple 1.2.6 (Le mot de Baum-Sweet). La suite de Baum-Sweet, déﬁnie
précédemment par l’automate (1.2) peut être caractérisée comme suit :
b = τ(σ∞(A)) = 110110010100100110010 · · · ,
où σ et τ : {A,B,C,D} 	→ {0, 1} sont déﬁnis par :
σ(A) = AB τ(A) = 1
σ(B) = CB τ(B) = 1
σ(C) = BD τ(C) = 0
σ(D) = DD τ(D) = 0.
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Mentionnons par ailleurs un théorème du à Eilenberg ([62], Proposition
V.3.5).
Théorème 1.2.3. Pour tout m ≥ 1, une suite a = (an)n≥0 est k-automatique
si et seulement si elle est km-automatique.
Cependant, si une suite est k-automatique, non ultimement périodique,
elle ne peut pas etre l-automatique, lorsque k et l sont multiplicativement
indépendants (voir le théoréme 2.2.2).
1.3 Fonction de complexité
Etant donnée une suite inﬁnie, on peut se demander à quel point celle-ci est
« simple » ; par exemple, est-elle produite par une machine simple ou a-t-elle
des propriétés de régularités évidentes ? Une autre façon naturelle de mesurer la
« complexité » d’une suite inﬁnie a est de calculer sa fonction de complexité2,
c’est-à-dire, le nombre de sous-mots (ou facteurs) qui apparaissent dans a.
Déﬁnition 1.3.1. Soit a = (an)n≥0 un mot inﬁni déﬁni sur l’alphabet A. La
fonction de complexité de a est la fonction qui associe à chaque m ∈ N le
nombre p(a, m) déﬁni par
p(a, m) = Card{(aj , aj+1, . . . , aj+m−1), j ∈ N}.
Pour tout mot inﬁni a, p(a, 0) = 1, car l’unique mot de longueur 0 est le
mot vide ε. Si l’on considère le mot inﬁni a = aaa · · · , obtenu en concaténant
inﬁniment la lettre a, alors, il est clair que p(a, m) = 1, pour tout m ≥ 0. Plus
généralement, si a est ultimement périodique, alors, sa fonction de complexité
est bornée. D’autre part, si on considère le mot inﬁni de Champernowne
a := 0123456789101112 · · · ,
alors, pour tout m ≥ 0, la fonction de complexité vériﬁe p(a, m) = 10m. Plus
précisément, il est facile de montrer que la fonction de complexité d’un mot
inﬁni est croissante (au sens large) et que, pour tout m ≥ 0, on a :
1 ≤ p(a, m) ≤ (cardA)m.
Une caractéristique importante des mots inﬁnis apériodiques est donnée
par le théorème de Morse et Hedlund [96].
Théorème 1.3.1 (Morse et Hedlund). Si a est un mot inﬁni apériodique,
alors sa fonction de complexité de a est strictement croissante. De plus,
p(a, m) ≥ m+ 1,
pour tout m ≥ 0.
2Cette notion a été introduite en 1938 par Morse et Hedlund [96], comme un outil en
dynamique symbolique mais le nom de complexité des sous-mots a été donné en 1975 par
Ehrenfeucht, Lee et Rozenberg [61].
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Des conséquences immédiates découlent de ce théorème. Tout d’abord, si
la complexité d’une suite a satisfait p(a, m) ≤ m, pour un entier m, alors a
est ultimement périodique. D’autre part, on déduit aussi de ce théorème que
les fonctions équivalentes à
√
n, log n or n/2 ne peuvent pas être fonctions de
complexité.
Cela conduit naturellement à sedemander quels types de fonctions peuvent
être des fonctions de complexité. Dans cette problématique, plusieurs résul-
tats dûs à Cassaigne [39, 40, 41], utilisant les facteurs spéciaux, donnent des
conditions necessaires pour qu’une fonction soit une fonction de complexité. Il
a aussi construit des familles d’exemples, permettant ainsi de montrer que de
nombreuses fonctions sont des fonctions de complexité. Cependant, beaucoup
de questions restent encore sans réponse sur ce sujet.
Mots sturmiens
Comme l’ont remarqué Morse et Hedlund, le théorème 1.3.1 est en fait optimal :
il existe des mots dont la complexité est égale à m + 1 pour tout m. De tels
mots sont appelés mots sturmiens ; ils constituent une classe très étudiée en
théorie des nombres, géométrie discrète, combinatoire des mots, dynamique
symbolique ... . L’exemple le plus célèbre de mot sturmien est le mot inﬁni de
Fibonacci déﬁni comme l’unique point ﬁxe qui commence par 0 du morphisme
ϕ : ϕ(0) = 01 et ϕ(1) = 0 :
f = ϕ∞(0) = 01001010010010100101001000 · · · .
Les mots sturmiens sont donc les suites apériodiques de complexité mini-
male déﬁnis sur un alphabet à deux lettres.
Mots automatiques
Le résultat suivant décrit la fonction de complexité des suites automatiques.
Théorème 1.3.2 (Cobham). Soit a une suite inﬁnie apériodique k-automatique,
k ≥ 2. Alors la fonction de complexité vériﬁe
p(a, m) = Θ(m),
où Θ désigne la notation usuelle de Landau : f(n) = Θ(g(n)) s’il existe deux
nombres réels strictement positifs tels que C1g(n) ≤ f(n) ≤ C2g(n).
La démonstration de ce résultat repose sur le théorème de Cobham sur
les morphismes uniformes (le lecteur pourrait consulter [20], Théorème 10.3.1,
page 304).
On peut ainsi calculer explicitement la fonction de complexité de certaines
suites k-automatiques. C’est l’objet de l’exemple suivant.
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Exemple 1.3.1. La complexité du 2-automatique mot de Thue-Morse satis-
fait, pour tout m ≥ 0 :
p(t, m) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1 si n = 0,
2 si n = 1,
4 si n = 2,
4m− 2 · 2M − 4 si 2 · 2M < m ≤ 3 · 2M ,
2m+ 4 · 2M − 2 si 3 · 2M < m ≤ 4 · 2M .
Ce résultat a été démontré par Brlek [34], en utilisant des outils de com-
binatoire des mots tels que les facteurs spéciaux, mais aussi par Luca et Var-
richio [90] et Avgustinovich [22], indépendamment. En fait, ces auteurs ont
aussi demontré que la suite (p(t, m+1)− p(t, m))m≥0 est 2-automatique. Plus
généralement, Tapsoba [117] et Mossé [98] ont montré que si a est une suite
k-automatique, vériﬁant certaines propriétés supplémentaires, alors (p(a, m+
1)− p(a, m))m≥0 est aussi une suite k-automatique.
Mots morphiques
Des résultats décrivant la complexité des mots morphiques ont été donnés, plus
généralement, par Ehrenfeucht, Lee et Rozenberg [61] : si a est le point ﬁxe d’un
morphisme alors p(a, m) = O(m2). La notation O désigne la notation usuelle
de Landau : f(n) = O(g(n)) s’il existe une constante strictement positive C
telle que f(n) ≤ Cg(n). Les ordres de croissance possibles de la fonction de
complexité ont ensuite été déterminés, de manière detaillée, par Pansiot [101].
Théorème 1.3.3 (Pansiot). Soit a un mot inﬁni engendré par un morphisme
prolongeable. Alors on a une des relations suivantes :
(i) p(a, m) = Θ(1),
(ii) p(a, m) = Θ(m),
(iii) p(a, m) = Θ(m log logm),
(iv) p(a, m) = Θ(m logm),
(v) p(a, m) = Θ(m2).
En particulier, on peut déduire du théorème de Pansiot que la complexité
d’une suite automatique non ultimement périodique est p(a, m) = Θ(m). Ce
théorème met en évidence en fait 5 classes de morphismes sur un alphabet A,
en fonction des ordres de croissance des itérés σn(a), pour a ∈ A.
Entropie topologique
La notion de complexité d’une suite inﬁnie est intimement liée à celle d’entropie
topologique d’une suite laquelle peut être déﬁnie par
h(a) = lim
m→∞
log p(a, m)
m
,
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où la base de log est la taille de l’alphabet sur lequel le mot a prend ses valeurs.
Rappelons par ailleurs que l’entropie d’une suite correspond à l’entropie to-
pologique du systeme dynamique topologique sous-jacent : le sous-shift associé
à cette suite (voir [77] pour une démonstration).
Cette déﬁnition a bien un sens, puisque la limite existe ; ceci est une consé-
quence de la sous-additivité de la fonction de complexité : pour tous m,n ≥ 0,
p(a, m+ n) ≤ p(a, m)p(a, n).
On remarque que, pour toute suite inﬁnie a, on a
0 ≤ h(a) ≤ 1.
Par exemple, les suites ultimement périodiques ont pour entropie 0, tandis que
le mot de Champernowne est d’entropie maximale égale à 1.
Dans cette thèse, nous porterons un intérêt particulier aux suites d’entropie
nulle.
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Algébricité et automaticité : le
théorème de Christol
Dans cette thèse, on s’interesse principalement à l’étude de séries formelles à
coeﬃcients dans un corps ﬁni. L’objet de ce chapitre est de décrire le lien entre
les séries algébriques à coeﬃcients dans un corps ﬁni et les suites automatiques.
Soient p un nombre premier, q une puissance de p et Fq le corps ﬁni à q
éléments. Commençons par rappeler le formalisme classique : Fq(T ), Fq[[T−1]]
et Fq((T−1)) désignant, respectivement, le corps des fonctions rationnelles,
l’anneau des séries formelles et le corps des séries de Laurent à coeﬃcients dans
Fq. Nous rappelons aussi l’analogie entre l’anneau des entiers et l’anneau des
polynômes à coeﬃcients dans Fq, le corps des rationnels et le corps des fractions
rationnelles à coeﬃcients dans Fq, le corps des nombres réels (le complété de
Q par la valeur absolue usuelle) et le corps des séries de Laurent (le complété
de Fq(T ) par la valeur absolue ultramétrique usuelle), et enﬁn le corps des
nombres complexes (clôture algébrique de R) et le corps C∞ (déﬁni comme la
complétion d’une clôture algébrique de Fq((T−1))).
Remarquons que les coeﬃcients dans Fq jouent le rôle de « chiﬀres » dans
la base donnée par les puissances de la variable T . Il y a toutefois une diﬀérence
importante : dans le cas des nombres réels, il est diﬃcile de contrôler les restes
lorsque l’on additionne ou que l’on multiplie, tandis que dans le cas des séries
formelles à coeﬃcients dans un corps ﬁni, cette diﬃculté disparaît.
Les nombres rationnels correspondent aux nombres dont le développement
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dans une base entière b ≥ 2 est ultimement périodique ; les séries de Laurent
rationnelles à coeﬃcients dans un corps ﬁni correspondent, elles aussi, aux
séries dont la suite des coeﬃcients est ultimement périodique. Pour aller plus
loin, on peut se demander comment on peut décrire le développement des
nombres réels algébriques ou, parallèlement, les séries de Laurent algébriques
sur le corps Fq(T ). On rappelle d’abord la deﬁnition suivante.
Déﬁnition 2.0.2. Une série f est algébrique sur Fq(T ) s’il existe un entier
d ≥ 1 et des polynômes A0(T ), . . . , Ad(T ) ∈ Fq[T ], non tous nuls, tels que :
A0 + A1f + A2f
2 + · · ·+ Adf d = 0.
Si le polynôme P (X) = A0 + A1X + A2X
2 + · · · + AdXd ∈ Fq(T )[X] est
irreductible, alors, d est appelé le degré d’algébricité de f .
Cette question sur les développements des nombres réels algébriques a été
posée pour la première fois par Borel [33] qui a conjecturé que tout nombre
irrationnel algébrique est normal. Rappelons qu’un nombre réel est normal s’il
est normal en toute base entière b ≥ 2 ; c’est-à-dire, si, pour tout entier n, cha-
cun des bn mots de longueur n sur l’alphabet {0, 1, . . . , b−1} apparaît dans son
développement b-adique avec la même fréquence 1/bn. Bien que cette conjec-
ture soit considérée comme hors d’atteinte, des progrès ont été fait concernant
la fonction de complexité du développement b-adique d’un nombre irrationnel
algébrique [4, 64]. D’autre part, il a été conjecturé en 1968 par Cobham [48]
que la suite des chiﬀres du développement b-adique d’un nombre algébrique
irrationnel est trop complexe pour pouvoir être engendrée par un automate
ﬁni. En 2006, Adamczewski et Bugeaud ont démontré cette conjecture [4] en
utilisant une méthode fondée sur le théorème du sous-espace de Schmidt.
Théorème 2.0.4 (Adamczewski et Bugeaud). Soit b ≥ 2 un entier et ξ un
réel. Si le développement en base b de ξ est engendré par un automate ﬁni,
alors ξ est soit rationnel, soit transcendant.
Contrairement à ce qui se passe pour les nombres irrationnels algébriques,
où des informations sur le développement b-adique sont diﬃciles à obtenir,
la situation des séries irrationnelles algébriques s’avère beaucoup mieux com-
prise. Le premier progrès majeur dans cette direction a été fait en 1967 par
Furstenberg [66] avec le résultat suivant.
Théorème 2.0.5 (Furstenberg). Soit k le corps Q ou le corps Fq. L’ensemble
des séries algébriques sur k(T ) est égal à l’ensemble des diagonales des séries
rationnelles à deux variables. De plus, la diagonale d’une série rationnelle à
plusieurs variables à coeﬃcients dans Fq est algébrique.
On rappelle que la diagonale d’une série à k variables
R =
∑
rn1,n2,...,nkT
n1
1 T
n2
2 · · ·T nkk
est déﬁnie par D(T ) =
∑
rn,n,...,nT
n. Ce résultat, dans le cas de la caracté-
ristique non nulle, a été généralisé par Deligne [54] qui a montré que toute
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diagonale d’une série formelle algébrique à plusieurs variables est aussi algé-
brique.
Mais le résultat le plus remarquable est sans doute le théorème de Chris-
tol [46, 47] qui décrit en terme d’automates ﬁnis le développement en série
de Laurent des éléments de Fq((T−1)) algébriques sur le corps de fractions
rationnelles Fq(T ).
Théorème 2.0.6 (Christol). Soit f(T ) =
∑
n≥−n0 anT
−n ∈ Fq((T−1)). Alors,
f(T ) est algébrique sur le corps Fq(T ) si et seulement si la suite (an)n≥0 est
p-automatique.
Considérons par exemple la série ft(T ) :=
∑
tnT
−n ∈ F2((T−1)), où t =
(tn)n≥0 est la suite de Thue-Morse déﬁnie dans le chapitre précédent. On peut
aisément montrer que t2n = tn mod 2 et t2n+1 = (tn + 1) mod 2. Ceci nous
permet d’écrire
ft(T ) =
∑
t2nT
−2n +
∑
t2n+1T
−2n−1
=
∑
tnT
−2n + T−1
∑
(tn + 1)T
−2n
= ft(T
2) +
1
T
ft(T
2) +
T
T 2 − 1 .
Puisque la caractéristique du corps est 2, nous obtenons, par le morphisme
de Frobenius, que ft(T 2) = ft(T )2. En conséquence, la série ft satisfait l’équa-
tion algébrique suivante :
(T + 1)3f 2
t
(T ) + T (T + 1)2ft(T ) + T
2 = 0.
Comme il est possible de le remarquer dans l’exemple précédent, l’ingré-
dient principal de la preuve du théorème de Christol est la ﬁnitude du p-noyau.
En eﬀet, puisqu’une suite est p-automatique si et seulement si son p-noyau est
ﬁni, il est possible de reformuler le théorème de Christol de la manière suivante.
Théorème 2.0.7. Soit f(T ) =
∑
n≥−n0 anT
−n ∈ Fq((T−1)). Alors, f(T ) est
algébrique sur le corps Fq(T ) si et seulement si il existe un nombre ﬁni de
sous-suites de la forme (apin+j)n≥0, avec 0 ≤ j < pi.
Remarque 2.0.1. Le théorème de Christol est, en général, cité pour les séries
de Laurent de la forme f(T ) =
∑
anT
n ∈ Fq((T )) en utilisant la même déﬁni-
tion pour le p-noyau. En eﬀet, la série
∑
anT
n est transcendante sur Fq(T ) si
et seulement si la série
∑
anT
−n est transcendante sur Fq(T ).
Remarque 2.0.2. Nous rappelons aussi qu’une série de Laurent est algébrique
sur Fq(T ) si et seulement si elle est algébrique sur Fp(T ), où q est une puissance
du nombre premier p.
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2.1 Quelques généralisations du théorème
de Christol
Dans ce paragraphe, nous rappelons brièvement quelques généralisations du
théorème de Christol, en passant d’un corps ﬁni à un corps de caractéristique
non nulle, des séries formelles en une variable aux séries formelles à plusieurs
variables, des séries formelles classiques aux séries de Hahn généralisées (pour
plus de détails, voir aussi [?, 13]).
2.1.1 Cas multidimensionnel-Théorème de Salon
Une généralisation remarquable du théorème de Christol a été obtenue par
Salon [107, 108]. Elle concerne les séries de Laurent à plusieurs variables à
coeﬃcients dans un corps ﬁni.
Déﬁnition 2.1.1. Une série f :=
∑
a(n1, n2 . . . , nd)T
n1
1 T
n2
2 · · ·T ndd est algé-
brique sur le corps Fq(T1, T2, . . . , Td) s’il existe un polynôme non trivial P , à
coeﬃcients dans Fq(T1, T2, . . . , Td) tel que P (f) = 0.
La généralisation naturelle du p-noyau d’une suite multidimensionnelle a :=
(a(n1, n2 . . . , nd)) est donnée par :
Nq(a) = {a(pin1 + j1, . . . , pind + jd) | i ≥ 0, 0 ≤ jm ≤ pi − 1, 1 ≤ m ≤ d}.
Ainsi, le théorème de Salon s’énonce de la manière suivante.
Théorème 2.1.1 (Salon). La série
∑
an1,n2,...,ndT
n1
1 T
n2
2 · · ·T ndd est algébrique
sur Fq(T1, T2, . . . , Td) si et seulement si le q-noyau de la suite a = (an1,n2,...,nd)
est ﬁni.
Notons que le théorème de Salon permet d’obtenir, de façon élémentaire, le
résultat de Deligne sur la diagonale d’une série formelle à plusieurs variables,
lorsque le corps considéré est ﬁni.
2.1.2 Cas d’un corps quelconque de caractéristique non
nulle
Le théorème de Christol est valable dans le contexte d’un corps de base ﬁni.
Lorsque le corps de base est un corps quelconque de caractéristique non nulle,
une généralisation a été obtenue indépendamment par Sharif et Woodcock
dans [112] et Harase dans [72] (on pourra aussi consulter l’article de Denef et
Lipshitz [55] et celui d’Allouche [11]).
Théorème 2.1.2 (Sharif et Woodcock, Harase). Soit K un corps de caracté-
ristique non nulle p, K le corps parfait contenant K et q = ps, où s ≥ 1 un
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entier. La série
∑
anT
−n ∈ K((T−1)) est algébrique sur K(T ) si et seulement
si l’espace vectoriel engendré sur K par le q-noyau « modiﬁé »
Nq(a) := {(a1/q
i
qin+j)n≥0 | i ≥ 0, 0 ≤ j ≤ qi − 1}
est de dimension ﬁnie.
On remarque que l’ensemble Nq(a), qui généralise la notion de q-noyau de
la suite inﬁnie a = (an), est exactement le q-noyau de a dans le cas où le
corps K est ﬁni. Ainsi, dans ce cas, ce théorème est équivalent au théorème de
Christol. Mentionnons que le théorème 2.1.2 a été en fait démontré pour des
séries à plusieurs variables ; ce dernier permet ainsi de prouver le théorème de
Deligne de façon élémentaire.
Une toute récente description, en termes d’automates ﬁnis, de séries for-
melles à plusieurs variables, à coeﬃcients dans un corps arbitraire de carac-
téristique non nulle, algébriques, a été fournie par Adamczewski et Bell dans
[6].
Théorème 2.1.3 (Adamczewski et Bell). Soient K un corps arbitraire de
caractéristique non nulle et
f :=
∑
a(n1, n2 . . . , nd)T
n1
1 T
n2
2 · · ·T ndd ∈ K[[T1, T2, . . . , Td]]
algébrique sur le corps Fq(T1, T2, . . . , Td). Alors l’ensemble
Z(f) = {(n1, n2, . . . , nd) ∈ Nd tel que a(n1, n2, . . . , nd) = 0}
est p-automatique.
Notons que ce résultat donne une généralisation du théorème de Christol,
mais également de celui de Derksen [56] sur l’analogue du théorème de Skolem-
Mahler-Lech.
2.1.3 Cas des séries généralisées-Théorème de Kedlaya
Le théorème de Christol donne une description concrète des éléments de Fq((T−1))
qui sont algébriques sur Fq(T ) ; il montre, comme nous l’avons vu, qu’une série
est algébrique sur Fq(T ) si et seulement si la suite de ses coeﬃcients est q-
automatique. Puisque le corps Fq((T−1)) est loin d’être algébriquement clos, le
théorème de Christol n’est pas entièrement satisfaisant, n’oﬀrant qu’une des-
cription incomplète des éléments algébriques sur Fq(t). En eﬀet, il existe des
polynômes à coeﬃcients dans Fq(T ) qui n’ont aucune racine dans le corps des
séries formelles Fq((T−1)). Par exemple, le polynôme d’Artin–Schreier
P (X) = Xp −X − T
n’a pas de racine dans le corps Fq((T−1)). Ses racines sont les séries de la forme
x = c+ T 1/p + T 1/p
2
+ · · · pour c = 0, 1, 2, . . . , p− 1.
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Elles font partie d’un corps bien plus gros, le corps des séries formelles géné-
ralisées à coeﬃcients dans Fq (introduites par Hahn [71] en 1907), que l’on note
Fq((tQ)). Rappelons ci-dessous la déﬁnition des séries formelles généralisées.
Un groupe abélien G est dit totalement ordonné s’il existe une relation
binaire « > » telle que, pour tous a, b, c ∈ G :
a ≯ a;
a ≯ b, b ≯ a ⇒ a = b;
a > b, b > c ⇒ a > c;
a > b ⇔ a+ c > b+ c.
Un sous-ensemble S de G est bien ordonné si tout sous-ensemble de S a un
plus petit élément. Ceci est équivalent à dire qu’il n’existe pas de suite inﬁnie
décroissante dans S. Soit R un anneau commutatif et G un groupe abélien
totalement ordonné. On note R((TG)) l’ensemble de tous les éléments de la
forme f =
∑
α∈G rαT
α qui vériﬁent :
• rα ∈ G, pour tout α ∈ G,
• le support de f , c’est-à-dire, l’ensemble {α /rα = 0}, est bien ordonné.
On déﬁnit les lois « + » et « × » de la manière suivante :∑
α∈G
rαT
α +
∑
α∈G
sαT
α =
∑
α∈G
(rα + sα)T
α
∑
α∈G
rαT
α × ∑
α∈G
sαT
α =
∑
α∈G
∑
β∈G
(rβsα−β)T
α.
Dans ce cas, l’ensemble R((TG)), muni des deux lois déﬁnies précédemment,
constitue un anneau qu’on appelle l’anneau des séries formelles généralisées
de R à exposants dans G ou l’anneau des séries de Hahn–Mal’cev–Neumann à
coeﬃcients dans R et à exposants dans G.
Un élément non nul est une unité de l’anneau si et seulement si son premier
coeﬃcient est non nul. En particulier, si R est un corps, alors R((TG)) est aussi
un corps. De plus, si K est un corps algébriquement clos et G est un groupe
divisible, alors K((TG)) est algébriquement clos [74].
Dans le cas où K est le corps ﬁni à q éléments et G est le groupe divisible
des rationnels Q, on obtient la suite d’inclusions suivante :
Fq(T ) ⊂ Fq((1/T )) ⊂ Fq((TQ)).
Le corps Fq((TQ)) n’est pas algébriquement clos ; en revanche, le corps
(
⋃
n≥1
Fpn)((T
Q))
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l’est, puisque
⋃
n≥1 Fpn fournit une clôture algébrique de Fp.
Notons que Fq((TQ)) est bien une généralisation du corps des séries de Laurent
à coeﬃcients dans Fq, ce dernier étant le corps des séries de Hahn à support
dans Z.
Kedlaya généralise dans [75] le théorème de Christol, en se plaçant dans
le corps des séries formelles de Hahn pour déterminer la clôture algébrique de
Fp(T ). Pour cela, il déﬁnit la notion de quasi-p-automaticité. Une série formelle
généralisée
∑
i∈I xiT
i est quasi-p-automatique si elle est telle que, si on eﬀectue
une transformation aﬃne rationnelle sur les exposants de T , leur dénominateur
devient des puissances de p et les coeﬃcients peuvent alors être calculés par
un p-automate ﬁni. Le résultat de Kedlaya s’énonce alors comme suit.
Théorème 2.1.4 (Kedlaya). Soit f(T ) =
∑
i∈I xiT
i ∈ Fq((TQ)). Alors f(T )
est une série algébrique sur le corps Fq(T ) si et seulement si f est quasi-p-
automatique.
Il est à noter que le sens « automatique ⇒ algébrique » est le sens le plus
facile de la preuve du théorème de Kedlaya ; il utilise uniquement des propriétés
élémentaires des automates. Quant au sens « algébrique ⇒ automatique », il
est beaucoup plus complexe et fait appel à des outils puissants concernant les
corps valués (en particulier la théorie des polygones de Newton constitue un
ingrédient principal de cette preuve).
2.2 Quelques conséquences du théorème
de Christol
Dans ce paragraphe, nous discuterons l’utilisation du théorème de Christol
pour démontrer des résultats de transcendance en caractéristique non nulle,
mais aussi en caractéristique nulle ; autrement dit, en utilisant quelques pro-
priétés des suites automatiques, il est possible de démontrer la transcendance
de certaines séries de Laurent, comme par exemple les analogues de Carlitz
des périodes classiques (en particulier π) ou des valeurs des fonctions ζ de
Riemann.
Il est à noter, par ailleurs, que des résultats d’automaticité peuvent aussi
être obtenus de façon élémentaire, en utilisant des résultats de théorie des
nombres. En particulier, nous pouvons regarder l’exemple suivant.
Exemple 2.2.1. Considérons deux séries
f(T ) =
∑
n≥0
anT
−n ∈ Fp((T−1))
et
g(T ) =
∑
n≥0
bnT
−n ∈ Fp((T−1))
algébriques sur Fp(T ).
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Alors, si l’on considère le produit f(T )g(T ) =
∑
n≥0 cnT
−n, où la suite
(cn)n≥0 est déﬁnie, pour n ≥ 0, par
cn =
k=n∑
k=0
akbn−k mod p,
il est bien connu que le produit f(T )g(T ) est aussi une série algébrique sur
Fp(T ). Par conséquent, la suite (cn)n≥0 est une suite p-automatique ce qui n’
était pas évident à partir de la déﬁnition.
Contrairement au produit de Cauchy de deux séries formelles, pour lequel
on peut obtenir directement l’algébricité, le cas du produit d’Hadamard est
plus diﬃcile. Rappelons d’abord la déﬁnition du produit de Hadamard.
Déﬁnition 2.2.1. Le produit d’Hadamard de deux séries formelles f(T ) =∑
n≥0 anT
−n et g(T ) =
∑
n≥0 bnT
−n est déﬁni par f(T )g(T ) = ∑n≥0 anbnT−n.
Le résultat suivant peut être obtenu rapidement, en passant par le théorème
de Christol.
Théorème 2.2.1. Le produit d’Hadamard de deux séries de Laurent à coeﬃ-
cients dans un corps ﬁni qui sont algébriques est aussi algébrique.
Le produit d’Hadamard a été introduit dans [70] et est intimement lié aux
diagonales des séries formelles à plusieurs variables. En réalité, la première
preuve de ce théorème fut donnée par Furstenberg [66] mais il peut être aussi
vu comme un corollaire immédiat du théorème de Christol.
Ce théorème est aussi vrai sur un corps quelconque de caractéristique non
nulle, en le voyant comme une conséquence du théorème de Sharif et Woodcock.
On remarque, par ailleurs, qu’il est faux en caractéristique 0. Ceci peut être
argumenté en considérant l’exemple suivant :
f(T ) =
∑
n≥0
(
2n
n
)
T−n = (1− 4T−1)−1/2.
Il est clair que f est algébrique sur tout corps K et il est possible de montrer
que le produit d’Hadamard f  f est transcendant sur Q(T ) (voir à ce sujet
[17, 63, 113, 116].
2.2.1 Problème de changement de caractéristique
Nous nous concentrons maintenant sur une autre conséquence du théorème de
Christol, qui, de plus, utilise un résultat important de Cobham [49].
Théorème 2.2.2 (Cobham). Soit a = (an)n≥0 une suite à valeurs dans un
alphabet ﬁni. Soient k et l deux entiers multiplicativement indépendants (c’est-
à-dire log k/ log l est irrationnel). Alors a est k et l-automatique si et seulement
si a est ultimement périodique.
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Remarquons que ce théorème peut également fournir des séries transcen-
dantes sur Fp(T ). Par exemple, nous considérons la série formelle dont la suite
des coeﬃcients est la suite de Thue-Morse :
f(T ) =
∑
n≥0
tnT
−n.
Comme il a été vu précédemment, cette série, considérée à coeﬃcients dans
F2, est algébrique sur F2(T ). On peut se demander alors si, considérée à coeﬃ-
cients dans F3, elle est toujours algébrique sur F3(T ). La réponse est non, grâce
aux théorèmes de Christol et Cobham. En eﬀet, si la série était algébrique sur
F3(T ) alors la suite t = (tn)n≥0 serait 3-automatique. Mais, il est bien connu
que t est 2-automatique. Puisque 2 et 3 sont multiplicativement indépendants,
alors, d’après le théorème de Cobham, la suite t serait ultimement périodique,
ce qui n’est pas le cas.
Plus généralement, on peut en déduire le résultat suivant de Christol, Ka-
mae, Mendès France et Rauzy [47].
Théorème 2.2.3 (CKRM). Soit a = (an)n≥0 une suite à valeurs dans {0, 1}
et soient p et q deux nombres premiers diﬀérents. Alors les deux séries de
Laurent
f(T ) =
∑
n≥0
anT
−n ∈ Fp((T−1)) et g(T ) =
∑
n≥0
anT
−n ∈ Fq((T−1))
sont algébriques (respectivement sur le corps Fp(T ) et Fq(T )) si et seulement
si ce sont des fractions rationnelles.
Autrement dit, si une série irrationnelle est algébrique sur Fp1(T ), alors elle
est transcendante sur Fp2(T ), si p1 et p2 sont deux nombres premiers distincts.
Dans le cas des séries de Hahn, Adamczewski et Bell [2] ont généralisé ce ré-
sultat, aﬁn d’avoir une caractérisation globale de tous les éléments algébriques
sur Fp(T ).
Théorème 2.2.4 (Adamczewski et Bell). Soit h : Q 	→ {0, 1} une fonction
dont le support est bien ordonné. Soient p et q deux nombres premiers diﬀé-
rents. Alors, les deux séries de Hahn
f(T ) =
∑
α∈Q
h(α)T α ∈ Fp((TQ)) et g(T ) =
∑
α∈Q
h(α)T α ∈ Fq((TQ))
sont algébriques (respectivement sur le corps Fp(T ) et Fq(T )) si, et seulement
s’il existe un entier n ≥ 1 tel que f(T n) et g(T n) soient deux fractions ration-
nelles.
Le théorème 2.2.3 est intimement lié à une question très diﬃcile, concer-
nant le développement de nombres réels dans deux bases multiplicativement
indépendantes : étant donnée une suite a = (an)n≥0 ∈ {0, 1}∞, apériodique,
peut-on montrer qu’au moins un de deux nombres
∑
n≥0 an/2
n et
∑
n≥0 an/3
n
est transcendant ? Malheureusement, le développement binaire d’un nombre
réel n’oﬀre aucune information concernant son développement en base 3. Ainsi,
cette question, qui est en fait attribuée à Mahler par Mendès France, semble
très loin d’être résolue (voir [3]).
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2.2.2 Les analogues de Carlitz
Dans cette partie, nous rappelons quelques fonctions déﬁnies par analogie avec
certaines constantes réeles comme le réel π ou certaines valeurs de la fonction
ζ de Riemann. Nous rappelons également quelques résultats de transcendance
les concernant : en particulier, le théoréme de Christol permet de montrer la
transcendance de certaines de ces fonctions.
En 1935, Carlitz [38] a construit en caractéristique non nulle une fonction
eC par analogie avec la fonction exponentielle déﬁnie pour les nombres réels :
eC(0) = 0, d/dz(eC(z)) = 1 et eC(Tz) = TeC(z) + eC(z)
q.
Celle-ci est appelée l’exponentielle de Carlitz et l’action u → Tu+uq conduit à
la déﬁnition du module de Carlitz, qui est en fait un cas particulier d’un module
de Drinfeld. La fonction exponentielle de Carlitz eC(z) peut être déﬁnie par le
produit inﬁni suivant :
eC(z) = z
∏
a∈Fq [T ], a
=0
(1− z
aΠ˜q
)
où
Π˜q = (−T )
q
q−1
∞∏
j=1
(
1− 1
T qj−1
)−1
.
Puisque ez = 1 si et seulement si z ∈ 2iπZ et puisque eC(z) a été construit
par analogie tel que eC(z) = 0 si et seulement si z ∈ Π˜qFq[T ] alors, si l’on
choisit
Πq =
∞∏
j=1
(
1− 1
T qj−1
)−1
,
Πq est considéré comme l’analogue du nombre réel π.
On rappelle aussi que la fonction ζ de Riemann est déﬁnie pour tous les
nombres complexes s, (s) > 1, de la manière suivante :
ζ(s) =
∑
n≥
1
ns
.
Par analogie, la fonction ζq de Carlitz est déﬁnie pour n ≥ 1 par :
ζq : N
∗ → Fq
[[
1
T
]]
; ζq(n) =
∑
P ∈ Fq[T ]
P unitaire
1
P n
. (2.1)
La fonction ζq de Carlitz a de propriétés analogues à la fonction usuelle ζ . En
particulier, Carlitz a démontré que ζq(n)/Πnq ∈ Fq(T ), pour tout n multiple de
q−1. Cette propriété est l’analogue dans le cas des séries formelles du résultat
d’Euler pour les entiers pairs. On note, par ailleurs, que le groupe des unités
de Fq(T ) est F∗q et que son cardinal est q − 1, alors que le groupe multiplicatif
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de Z est {+1,−1} avec pour cardinal 2. Ceci est la raison pour laquelle les
entiers divisibles par q − 1 sont considérés comme les entiers « pairs ».
Puisque le nombre réel π est transcendant, les valeurs aux entiers pairs
de ζ sont aussi transcendantes ; de même, les nombres ζ(2n)/π2n sont ration-
nels. Il est donc naturel de se demander si la série formelle Πq ou les valeurs
de la fonction ζq sont, elles aussi, transcendantes. A ce propos, plusieurs mé-
thodes sont connues pour montrer la transcendance de ces séries formelles :
la première, utilisée par Wade dans les année quarante, ressemble à une mé-
thode classique de transcendance de nombres réels sur le corps des rationnels
[135, 136, 137]. Ensuite, l’utilisation des modules de Drinfeld [133] donne des
résultats plus complets (les valeurs ζq(n) sont transcendantes, pour tout n ∈ N∗
et ζq(n)/Πnq est transcendant pour tout n non multiple de q−1). Enﬁn, la mé-
thode d’approximation diophantienne, exposée par De Mathan et Chérif [44],
qui donne des mesures d’irrationalité pour diﬀérentes valeurs de ζq ; et la der-
nière méthode, considérée comme la plus « élémentaire », la preuve appelée
« automatique ». Elle utilise principalement le théorème de Christol et des
propriétés des automates ﬁnis ou des suites automatiques. Le premier résultat
obtenu par cette méthode a été la transcendance de la série formelle Πq, en
utilisant le développement en série formelle de 1/Πq, donné explicitement par
Allouche [12], et en particulier l’inﬁnitude du q-noyau de cette suite.
D’autres résultats utilisant la méthode automatique ont été obtenus par
Berthé [30] et concernent la transcendance de toute combinaison linéaire, à
coeﬃcients dans Fq(T ), de ζq(n)/Πnq , pour 1 ≤ n ≤ q − 2 et q = 2. Notons
que ce résultat a été démontré précédemment par Yu [133] pour tout n non
multiple de q − 1. En particulier, cela implique la transcendance de ζq(n)/Πnq
pour 1 ≤ n ≤ q − 2 et q = 2.
Dans le même esprit, des résultats de transcendance ont été obtenus par
Berthé concernant les valeurs du logarithme de Carlitz [29] ou bien par Thakur
[121] pour des valeurs de la fonction Gamma de Carlitz.
Mentionnons également que des résultats importants ont été obtenus par
Papanikolas pour l’analogue de Carlitz de la fonction logarithme. Plus préci-
sément, l’auteur a démontré dans [102] l’analogue de la conjecture qui stipule
que les nombres π, log 2, log 3, . . . sont algébriquement indépendants ; ce résul-
tat est une conséquence d’une variante de la conjecture de Grothendieck dans
le corps de fonctions en caractéristique non nulle, démontrée par le même au-
teur. Une autre application de cette conjecture est donnée par Chang et Yu
[43] qui ont décrit les relations algébriques entre les valeurs aux entiers stric-
tement positifs de la fonction ζq de Carlitz. Pour une référence plus détaillée,
le lecteur peut consulter [103].
2.2.3 Application du théoréme de Christol à d’autres corps
Nous venons de rappeler des résultats de transcendance dans le cas de séries
formelles en caractéristique non nulle. Cependant, le théorème de Christol
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a aussi des conséquences intéressantes dans le cadre des séries formelles en
caractéristique 0. En eﬀet, si une série formelle f ∈ Q((T−1)) est algébrique sur
Q(T ), alors sa réduction modulo tout nombre premier p est aussi algébrique
sur Fp(T ). A l’aide de cette observation, on peut, par exemple, donner une
preuve élémentaire de la transcendance sur Q(T ) de la série classique
Θ3(T ) =
∑
−∞<n<∞
T−n
2
;
il suﬃt de réduire cette série modulo 3 et de démontrer que la suite carac-
téristique des carrés n’est pas 3-automatique. Cela peut se faire en étudiant
la complexité des facteurs de cette suite en prouvant qu’elle est quadratique.
D’après le théorème 1.3.2, la suite n’est pas 3-automatique.
Concluons cette partie en accentuant à nouveau la diﬀérence entre les re-
présentations des nombres réels algébriques et celles des séries formelles algé-
briques à coeﬃcients dans un corps ﬁni. En combinant le théorème de Christol
avec le théorème 2.0.4, le résultat suivant peut être déduit.
Théorème 2.2.5 (Adamczewski et Bugeaud). Soit a := (an)n≥0 une suite
apériodique à valeurs dans Fp. Si la série formelle fa(T ) =
∑
n≥0 anT
−n ∈
Fp((T−1)) est algébrique sur Fp(T ), alors le nombre réel ξa =
∑
n≥0 anp
−n est
transcendant. Réciproquement, si ξa est un nombre réel algébrique, alors la
série fa(T ) est transcendante.
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3
Approximation diophantienne en
caractéristique non nulle
L’approximation diophantienne est un thème classique de la théorie des nombres
qui, sous sa forme primitive, a pour but de répondre à la question suivante :
dans quelle mesure peut-on approcher les nombres irrationnels par des nombres
rationnels ? En particulier, étant donné un nombre réel ξ, comment peut-on
construire des nombres rationnels p/q approchant ξ et tels que l’écart |ξ−p/q|
soit majoré par une puissance de q ?
A cet eﬀet, l’exposant (ou la mesure) d’irrationalité a été déﬁni comme
étant le supremum des nombres réels μ pour lesquels l’inégalité∣∣∣∣∣ξ − pq
∣∣∣∣∣ ≤ 1qμ
possède une inﬁnité de solutions p/q.
Une première réponse dans cette direction a été apportée par Dirichlet
[58] en 1842. En utilisant le principe des tiroirs, il a montré que, pour tout
nombre réel irrationnel ξ, il existe une inﬁnité de nombres rationnels p/q avec
|ξ − p/q| < q−2.
Deux années plus tard, Liouville [86] s’intéresse à un ensemble particulier
de nombres réels, à savoir celui des nombres algébriques et démontre le résultat
suivant.
Théorème 3.0.6 (Liouville). Soit ξ un nombre réel algébrique de degré q ≥ 2.
27
Alors, il existe une constante réelle c(ξ), telle que∣∣∣∣∣ξ − pq
∣∣∣∣∣ ≥ cqd ,
pour tout nombre rationnel p/q avec q ≥ 1.
Ainsi, nous remarquons que la mesure d’irrationalité d’un nombre algé-
brique irrationnel ξ vériﬁe 2 ≤ μ(ξ) ≤ deg(ξ). Une première amélioration de
ce résultat a été faite par Thue [128] en 1909, qui a montré que 2 ≤ μ(ξ) ≤
deg(ξ)/2. Une application relativement directe de ce résultat concerne l’étude
des équations diophantiennes : si f(x, y) est un polynôme homogène, irréduc-
tible, à coeﬃcients entiers, de degré supérieur ou égal à 3, alors l’équation
f(x, y) = m
a un nombre ﬁni de solutions entières x, y (voir [128, 138]). Par la suite, d’autres
améliorations ont été apportées par Siegel [114] en 1921 et Dyson [60] en 1947 ;
elles culminent avec le célèbre résultat de Roth [106].
Théorème 3.0.7 (Roth). Soit ξ un nombre algébrique irrationnel. Pour tout
ε > 0, il existe une constante réelle positive c(ξ, ε) telle que l’inégalité∣∣∣∣∣ξ − pq
∣∣∣∣∣ > c(ξ, ε)q2+ε
soit vraie pour tout nombre rationnel p/q, avec q > 0.
La caractéristique commune à tous les résultats obtenus par Thue, Siegel,
Dyson et Roth est qu’ils sont ineﬀectifs, c’est-à-dire que la constante c(ξ, ε)
ne peut pas être calculée explicitement. Ceci implique, en particulier, qu’on ne
peut pas majorer la taille des solutions des équations diophantiennes, l’un des
enjeux majeurs de la théorie de l’approximation diophantienne.
Plusieurs extensions et généralisations du théorème de Roth ont été ensuite
obtenues. En particulier, Schmidt a établi dans [109] un résultat remarquable,
connu sous le nom du théorème du sous-espace et s’exprimant en terme d’ap-
proximation simultanée des formes linéaires à coeﬃcients algébriques. Il s’agit
d’un résultat très profond qui a donné lieu à de nombreuses applications inté-
ressantes. A ce sujet, on peut consulter l’article de survol de Bilu [31] correspon-
dant à son l’exposé au séminaire Bourbaki. Nous mentionnons en particulier
les résultats de Corvaja et Zannier [51, 53] sur les équations diophantiennes
du type P (u(n), y) = 0, u(n) étant une somme de la forme b1an1 + · · ·+ bmanm
ou bien leur travaux autour du théorème de Siegel sur les points entiers sur
les courbes [52]. D’autres applications intéressantes, concernant notamment le
développement décimal des nombres algébriques, sont dues à Adamczewski et
Bugeaud [4].
Des questions similaires d’approximation diophantienne peuvent être étu-
diées en remplaçant les entiers par les polynômes, les nombres rationnels par
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les fractions rationnelles, ou les nombres algébriques par les séries de Laurent
algébriques. Comme il a été observé par Mahler [91], les théorèmes de Dirichlet
et Liouville ont des analogues dans le corps des séries de Laurent : pour toute
série de Laurent irrationnelle f à coeﬃcients dans un corps K, algébrique sur
K(T ) on a : 2 ≤ μ(f) ≤ deg(f), où la mesure d’irrationalité est déﬁnie comme
dans le cas réel, mais les rationnels p et q sont remplacés par des polynômes à
coeﬃcients dans K.
De plus, Uchiyama [131] a démontré que le théorème de Roth est aussi vrai
dans le cas où K est un corps de caractéristique 0 ; cependant, ceci n’est plus
vrai dans le corps des fonctions en caractéristique non nulle. En eﬀet, Mahler
a été le premier a avoir observé que le théorème de Liouville est optimal.
Il a donné l’exemple, probablement, le plus simple d’une série algébrique de
degré q dont l’exposant d’irrationalité est aussi égal à q : il s’agit de f(T ) =∑
n≥0 T
−qn ∈ Fq((T−1)) vériﬁant l’équation f q − f + T−1 = 0.
Au début, Mahler a suggéré que les séries dont les mesures d’irrationalité
atteignent la borne de Liouville doivent satisfaire une certaine condition sur
leur degré, comme par exemple la divisibilité du degré par la caractéristique.
Des années plus tard, Osgood [99] a donné des exemples de séries formelles de
degré arbitraire, dont les exposants d’irrationalité atteignent la borne de Liou-
ville. Ceci nous amène à nous demander, par exemple, comment les mesures
d’irrationalité des séries algébriques sont distribuées ; quelles sont les séries qui
atteignent la borne de Liouville ou quelles sont les séries qui vériﬁent ou qui ne
vériﬁent pas le théorème de Roth ? Les questions que nous venons d’évoquer,
ainsi que de nombreuses autres liées à ce sujet, ne sont toujours pas résolues
(voir quelques commentaires à ce propos dans [126]).
3.1 Le développement en fraction continue
Nous allons nous intéresser, à présent, aux questions d’approximation diophan-
tienne dans le corps des séries de Laurent déﬁnies sur un corps de caractéris-
tique p. Ce domaine s’est beaucoup développé au ﬁl des ans, notamment avec
les travaux de Baum et Sweet, Mills, Robbins, Schmidt, Osgood, De Mathan,
Lasjaunias, Thakur... . Evidemment, la théorie des fractions continues inter-
vient naturellement, puisque les meilleures approximations rationnelles sont
obtenues en tronquant le développement en fraction continue. Malheureuse-
ment, trouver le développement en fraction continue d’une série formelle est
souvent une question diﬃcile ; c’est à cet eﬀet que plusieurs algorithmes et
méthodes ont été développés.
Soit K un corps de caractéristique p. Nous allons utiliser les notations de
Cassels [42] pour rappeler quelques notions de base des fractions continues
dans ce cadre. Pour une série de Laurent
f(T ) = ai0T
−i0 + ai0+1T
−i0−1 + · · · ,
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où i0 ∈ Z, ai ∈ K, ai0 = 0, la valeur absolue ultramétrique est déﬁnie par
|f | = |T |−i0, où |T | est un nombre réel positif strictement supérieur à 1 (dans
la littérature, il existe plusieurs notations : il est parfois considéré égal à e, p
ou 2).
La partie entière [f ] de f est déﬁnie par
[f ] =
i=0∑
i=i0
aiT
−i,
et on ﬁxe ||f || = |f − [f ]|. On déﬁnit une suite des meilleures approximations
Pn/Qn de f de la façon suivante :
Q0 = 1,
|Qn| < |Qn+1|, c’est-à-dire, degQn < degQn+1,
|Qn+1f − Pn+1| < |Qnf − Pn| < 1,
|Qnf − Pn| ≤ |Qf − P |, pour |Qn| ≤ |Q| < |Qn+1|.
La théorie des fractions continues fournit un algorithme pour calculer Pn/Qn.
De plus, il est bien connu que :
PnQn+1 − Pn+1Qn = (−1)n+1 et
|Qnf − Pn| = |Qn+1|−1.
Par conséquent, il résulte de la première égalité que pgcd(Pn+1, Qn+1) = 1 et
que
(Pn+2 − Pn)Qn+1 = (Qn+2 −Qn)Pn+1.
Il existe alors des polynômes an+2 ∈ K(T ) tels que, pour tout n ≥ 0, on a :
Pn+2 − Pn = an+2Pn+1,
Qn+2 −Qn = an+2Qn+1.
Pour que ce résultat reste toujours vrai pour n = −1,−2, on ﬁxe
Q−1 = P−2 = 0, Q−2 = P−1 = 1, a0 = P0, a1 = Q1.
Si on note
δn = Qnf − Pn
θn = −δn−2/δn−1,
alors an = θn − θ−1n+1. En fait, |θn| > 1 et alors, pour tout n ≥ 0, an = [θn].
Ainsi, la série de Laurent f peut s’écrire comme :
f = a0 +
1
a1 +
1
a2+
...
,
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et
Pn = anPn−1 + Pn−2 et Qn = anQn−1 +Qn−2.
De façon plus courte, nous notons f = [a0, a1, a2, . . .]. Ceci est connu comme
le développement en fraction continue de f (ces notions sont analogues avec
le cas réel et le cas de séries formelles sur des corps arbitraires). Les fractions
rationnelles Pn/Qn, pour n ≥ 0, désignent les convergents de f et les polynômes
an les quotients partiels ; la relation suivante relie les deux notions :
Pn/Qn = [a0; a1, . . . , an].
Grâce à la valeur absolue ultramétrique, on a :
|f − Pn/Qn| = |Pn+1/Qn+1 − Pn/Qn| = |QnQn+1|−1 = |an+1|−1|Qn|−2. (3.1)
Par ailleurs, il est intéressant de noter que si P,Q ∈ K[T ] et Q = 0 alors P/Q
est un convergent de f si et seulement si
|f − P/Q| < |Q|−2.
Notons que f est rationnelle si et seulement si la suite de ses quotients
partiels est ﬁnie. En revanche, pour les développements en fraction continue
ultimement périodiques on dispose du résultat suivant, dont l’analogue dans
le cas réel est le théorème clasique d’Euler–Lagrange.
Théorème 3.1.1. Soit K un corps ﬁni et f ∈ K((T−1)) irrationnelle. Alors
la suite des quotients partiels du développement en fraction continue de f est
ultimement périodique si et seulement si f est quadratique sur K(T ).
Outre les quadratiques réels, on ne connaît aucun développement en frac-
tion continue d’un nombre réel algébrique de degré supérieur à 2 ; de plus, nous
ne savons pas non plus si la suite des quotients partiels est bornée ou non. Il
est très diﬃcile d’obtenir des informations sur le développement en fraction
continue des nombres algébriques, puisque les actions des opérations usuelles
comme l’addition ou la multiplication ne sont pas du tout transparentes sur le
développement en fraction continue. En général, on conjecture que la suite des
quotients partiels de nombres algébriques de degré superieur ou égal à 3 est
non bornée ; cette question, suggerée par Khintchine, constitue un problème
majeur en approximation diophantienne.
En revanche, en caractéristique p, nos connaissances sont sensiblement plus
satisfaisantes (bien qu’on ne dispose pas d’analogue au théorème de Roth) :
on connaît des séries algébriques de degré au moins 3 dont le développe-
ment en fraction continue est connu explicitement ; ceci est dû en partie au
fait que le morphisme de Frobenius agit de manière très transparente sur
le développement en fraction continue : en eﬀet, si f = [a0; a1, a2, . . .] alors
f p = [ap0; a
p
1, a
p
2, . . .]. Avoir des informations sur le développement en fraction
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continues permet clairement d’obtenir des résultats très ﬁns concernant l’ap-
proximation rationnelle [35, 79, 78]. En eﬀet, d’après l’égalité (3.1), l’exposant
d’irrationalité peut aussi être calculé grâce à la formule suivante :
μ(f) = 2 + lim sup
k
deg ak+1
degQk
.
Par ailleurs, par déﬁnition, on a :
degQk =
∑
1≤i≤k
deg ai,
ce qui implique que l’exposant d’irrationalité est directement lié à la croissance
de la suite des degrés des quotients partiels. En particulier, si la suite (deg ai)i≥1
est bornée, alors μ(f) = 2 ; cependant, la réciproque est fausse car il est possible
de fournir des exemples concrets de séries dont l’exposant est égal à 2 et dont la
suite des degrés des quotients partiels est non bornée. Toujours d’après l’égalité
(3.1) et d’après l’analogue du théorème de Liouville pour les séries algébriques,
on peut en déduire que, si deg(f) ≥ 2, alors on a
μ(f) ∈ [2, deg(f)].
En s’inspirant des exemples de Mahler et d’Osgood, Voloch a donné plu-
sieurs exemples de séries formelles de degré d (n’utilisant pas les fractions
continues) en montrant que l’exposant d’irrationalité peut être égal à tout
nombre rationnel compris entre 1 +
√
q et d, où d prend des valeurs quel-
conques. Ensuite, en utilisant des fractions continues, Thakur [123] a construit
des exemples de séries formelles de diﬀérentes degrés pour lesquelles les expo-
sants d’irrationalité sont des nombres rationnels. De plus, il a montré que pour
tout rationnel ν ≥ 2, il existe une série algébrique f telle que μ(f) = ν. Ce
théorème a été indépendamment démontré par Schmidt [110]. Notons qu’avec
ce résultat, il semble alors raisonnable de penser que l’ensemble des exposants
d’irrationalité des séries algébriques de degré ﬁxé d est en fait exactement
l’ensemble des nombres rationnels compris entre 2 et d.
3.2 Une classe spéciale de séries algébriques
En 1976, Baum et Sweet ont donné dans [24] le premier exemple d’une série
formelle algébrique de degré 3 dont la suite des quotients partiels ne prend
qu’un nombre ﬁni de valeurs. C’est d’ailleurs l’exemple le plus célèbre, avec
bien sûr les séries de Laurent quadratiques, qui vériﬁe le théorème de Roth
(voir aussi [25]). Quelques années plus tard, Mills et Robbins ont étudié le dé-
veloppement en fraction continue de cette série ; de plus, ils ont donné d’autres
exemples de séries algébriques en explicitant leur développement en fraction
continue. Pour cela, ils ont mis en lumière un algorithme qui permet d’explici-
ter les quotients partiels d’une classe spéciale de séries formelles : la classe des
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hyperquadratiques, notée H(K) := ⋃s≥1Hs, où Hs est déﬁni par :
Hs(K) =
{
f ∈ K((T−1)), f = Af
ps +B
Cf ps +D
}
,
et A,B,C,D ∈ K(T ) tels que AD − BC = 0 et K est un corps (arbitraire)
de caractéristique p . Notons que la cubique de Baum et Sweet appartient à
cette classe, comme d’ailleurs toutes les séries algébriques sur K(T ) de degré
inférieur ou égal à 3 (puisque si q est une puissance de p, alors 1, α, αq, αq+1
sont linéairement dépendants sur K(T )). Toujours dans [95], les auteurs ont
exhibé, pour chaque p ≥ 3, un exemple de série algébrique non-quadratique à
coeﬃcients dans Fp dont les quotients partiels sont tous de degré égal à 1.
Les exemples trouvés par Baum et Sweet et ensuite ceux trouvés par Mills
et Robbins sont à l’origine de nombreuses questions. Parallèlement au théorème
de Christol, Mendès France a posé la question d’automaticité du développe-
ment en fraction continue d’une série algébrique, dont les quotients partiels
ne prennent qu’un nombre ﬁni des valeurs. Une réponse positive a été donnée
dans [10, 16] pour chaque exemple de [95] en caractéristique strictement su-
périeure à 2 ; cependant, la méthode employée par ces auteurs ne permettait
pas d’étudier l’exemple de Baum et Sweet. Mkaouar [94] (voir aussi [132]) a
donné une réponse négative à la question de Mendès France en montrant que
la suite des quotients partiels de la série de Baum et Sweet n’est p-automatique
pour aucun p ≥ 2. En revanche, il a demontré que cette suite des quotients
partiels est une suite substitutive ; ainsi, il pose la question suivante : Si f est
algébrique sur Fp(T ) et son développement en fraction continue est à quotients
partiels bornés, alors ce développement est-il toujours engendré par une sub-
stitution sur un alphabet ﬁni ? On ne connaît pour l’instant pas la réponse à
cette question, mais, il est clair que les séries formelles hyperquadratiques ont
un intérêt particulier parmi l’ensemble des séries formelles algébriques. Tous
les exemples pour lesquels on sait décrire, de façon plus ou moins explicite, le
développement en fraction continue sont des séries de Laurent hyperquadra-
tiques et il semble que leurs quotients partiels soient ou bien de degré borné,
ou bien de degré très grand (par rapport à leur indice) pour une inﬁnité d’entre
eux (voir à ce sujet les travaux de Lasjaunias [32, 81, 82, 78, 80, 83]).
3.3 Le théorème de Thue
Malgré l’existence de l’algorithme de Mills et Robbins, la description complète
de tous les éléments hyperquadratiques semble hors d’atteinte. Plusieurs résul-
tats en approximation diophantienne sont connus pour cet ensemble de séries
ou pour son complémentaire dans l’ensemble des séries algébriques.
Voloch [134] a demontré que, si f est une série hyperquadratique, à coeﬃ-
cients dans un corps arbitraire de caractéristique non nulle, d’exposant d’irra-
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tionalité ν, alors il existe une constante C telle que :∣∣∣∣∣f − PQ
∣∣∣∣∣ ≥ C|Q|ν ,
pour tous les polynômes P,Q ∈ K[T ], Q = 0. En d’autres termes les séries
hyperquadratiques d’exposant d’irrationalité égal à 2 ont toutes des quotients
partiels bornés.
Quelques années plus tard, De Mathan et Lasjaunias ont démontré l’ana-
logue du théorème de Thue pour les séries formelles non-hyperquadratiques
[84].
Théorème 3.3.1 (De Mathan et Lasjaunias). Soit K un corps de caracte-
ristique non nulle et f ∈ K((T−1)) algébrique sur K(T ) de degré n > 1. Si
f /∈ H(K), alors pour tout ε > 0, il existe une constante C telle que :∣∣∣∣∣f − PQ
∣∣∣∣∣ ≥ C|Q|[n/2]+1+ε ,
pour tous les polynômes P,Q ∈ K[T ], Q = 0.
Dans le cas où K est un corps ﬁni, ce résultat peut être légèrement amélioré,
en éliminant le réel ε dans l’inégalité précédente. Ceci est l’objet de l’article
[85].
Notons qu’un analogue de Thue a été démontré d’abord par Osgood [99,
100], en utilisant la méthode de diﬀérentiation (un autre outil puissant en
caractéristique non nulle) pour les séries formelles qui ne satisfont pas une
équation de Ricatti. Il est connu qu’une série algébrique hyperquadratique sa-
tisfait aussi une équation de Ricatti ; ainsi le résultat démontré par De Mathan
et Lasjaunias est plus général : il est par ailleurs moins précis puisque, dans la
preuve du théorème d’Osgood, la constante C est eﬀective.
Nous renvoyons aussi aux travaux de Thakur [118, 120, 122] où l’auteur
construit, en utilisant diﬀérentes combinaisons linéaires de type Mahler, des
séries de Laurent ne satisfaisant pas d’équation de Ricatti, pour lesquelles les
développements en fraction continue sont explicites. La plupart de ces exemples
ont des quotients partiels non-bornés ; il y a aussi des constructions qui ont
des quotients partiels bornés, et l’auteur fait alors un lien avec la théorie des
automates (pour plus de détails à ce sujet voir aussi [124]). Notons que les
techniques employées dans [124] ont été précédemment utilisées dans ses tra-
vaux sur les développements en fraction continue des analogues de e ou des
nombres de Hurwitz (ae2/n + b)(ce2/n + d) dans le module de Carlitz.
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Aperçu des résultats
4.1 Généralisation de la cubique de Baum et Sweet
et fractions continues
Dans le Chapitre 5, nous présentons une étude diophantienne de séries de
Laurent algébriques qui généralisent la célèbre cubique introduite par Baum
et Sweet dans [24]. Plus précisément, nous obtenons une description explicite
du développement en fraction continue des éléments de cette classe de séries
de Laurent.
Dans un premier temps, nous observons que l’équation
TXr+1 +X − T = 0, (4.1)
où r est une puissance de p, a une unique solution dans le corps Fp((T−1)).
Pour r = p = 2, cette solution est exactement la cubique de Baum et Sweet.
Aﬁn de décrire le développement en fraction continue d’une telle solution,
nous utilisons une technique qui a déjà été employée par Lasjaunias dans [82] ;
celle-ci ressemble, partiellement, à l’algorithme de Mills et Robbins introduit
pour décrire le développement en fraction continue de la cubique de Baum et
Sweet, puis pour décrire le développement en fraction continue de plusieurs
exemples de séries algébriques hyperquadratiques.
Le chapitre 5 est divisé en trois parties. Dans un premier temps, nous
énonçons le résultat principal sur lequel la preuve repose (voir le lemme 5.2.2) ;
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une application assez directe de ce résultat nous permet de décrire au passage
le développement en fraction continue de la série de Mahler
Θr(T ) :=
∑
r≥0
1
T rk
∈ Fp((T−1)).
Dans la deuxième partie de ce chapitre, nous décrivons de façon plus dé-
taillée l’algorithme permettant, en général, d’obtenir le développement en frac-
tion continue d’une série de Laurent z vériﬁant une relation du type
Pzrm = Qzn +R,
où z = [a1, a2, . . . , zm], P,Q,R ∈ Fp[T ]3 et m < n sont deux entiers strictement
positifs. Les séries de Laurent qui satisfont à une telle équation sont dites
de type (P,Q,R,m, n). Elles ont un intérêt particulier pour la théorie des
fractions continues : en eﬀet, dans le cas où P,Q,R sont « bien choisis », il
est généralement possible d’expliciter le développement en fraction continue
d’une telle série de Laurent. Pour quelques résultats dans cette direction, nous
renvoyons le lecteur aux articles [81, 82, 83].
Dans la dernière partie du chapitre 5, nous utilisons cet algorithme aﬁn de
décrire le développement en fraction continue des séries de Laurent qui sont
solutions de l’équation (4.1). Cette description, donnée dans le théorème 5.3.1,
semble à première vue assez complexe, mais elle révèle la présence de motifs
intéressants apparaissant dans la suite des quotients partiels de ces séries de
Laurent. De tels motifs traduisent une structure combinatoire riche, dotée en
particulier d’une symétrie assez surprenante. Cette dernière est traduite par
l’occurrence de blocs de quotients partiels « pseudo-palindromiques ».
4.2 Approximation rationnelle des séries de Lau-
rent algébriques à coeﬃcients dans un corps
ﬁni
Le Chapitre 6 est consacré à l’étude de l’exposant d’irrationalité des séries de
Laurent qui sont algébriques sur le corps des fractions rationnelles Fq(T ). Le
point de départ de ce travail est l’article [8] portant sur l’exposant d’irrationa-
lité des nombres réels automatiques.
D’après le théorème de Christol, nous savons que la suite des coeﬃcients
d’une série algébrique sur Fp(T ) est p-automatique. En utilisant une approche
analogue à celle de [8], nous donnons dans un premier temps une majora-
tion générale de l’exposant d’irrationalité des séries de Laurent algébriques sur
Fp(T ). Cette borne dépend de deux paramètres : le cardinal du p-noyau de la
suite des coeﬃcients et le nombre d’états de l’automate minimal qui engendre
la suite des coeﬃcients (dans le sens direct)1.
1Rappelons que le cardinal du p-noyau d’une suite p-automatique est aussi égal au nombre
d’etats de l’automate qui l’engendre, mais dans le sens inverse
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Aﬁn de majorer l’exposant d’irrationalité d’une série de Laurent algébrique
f , nous cherchons classiquement à construire une suite « dense » de « bonnes »
approximations rationnelles. Pour ce faire, l’idée principale consiste à tronquer
le développement en série de Laurent de f à certains endroits « bien choisis » à
l’aide du théorème de Cobham sur les morphismes uniformes, puis à compléter
le développement ﬁni obtenu par périodicité. Ainsi, nous construisons une suite
de fractions rationnelles (Pn/Qn) approchant f et vériﬁant certaines conditions
décrites dans le lemme 6.2.2, lequel est une variante d’un résultat connu dans ce
contexte sous le nom de lemme de Voloch. Notons que le lemme 6.2.2 présente
un intérêt indépendant.
Evidemment, la majoration de l’exposant d’irrationalité que nous obtenons
par cette approche dépend fortement de la construction de la suite d’approxi-
mation (Pn/Qn). En particulier, la borne générale du théorème 6.1.2 est la
plupart du temps bien loin d’être optimale. Dans l’esprit de [9], nous remar-
quons qu’il est néanmoins souvent possible d’optimiser, dans la pratique, la
construction de la suite (Pn/Qn) aﬁn d’améliorer signiﬁcativement la majo-
ration donnée par le théorème 6.1.2. Par exemple, le fait de savoir que les
polynômes Pn et Qn sont premiers entre eux, conduit à une amélioration sub-
stantielle. Ce problème de coprimalité est bien connu pour être diﬃcile dans le
cas de constructions analogues faisant intervenir des nombres réels (voir [9]).
Dans la suite du chapitre 6, nous proposons une nouvelle approche aﬁn de
surmonter cette diﬃculté. Plus exactement, nous décrivons un algorithme qui
permet de vériﬁer si les polynômes Pn et Qn sont premiers entre eux. Pour cela,
nous remarquons que les dénominateurs des approximations construites ont
une forme particulière permettant de calculer leurs racines (dans une clôture
algébrique de Fp) grâce aux simpliﬁcations de calculs induites par l’endomor-
phisme de Frobenius. En outre, il suﬃt de vériﬁer que ces racines n’annulent
pas les numérateurs Pn pour garantir la coprimalité des polynômes Pn et Qn.
Dans ce but, nous développons ensuite un calcul des numérateurs. Nous as-
socions pour cela à chaque p-morphisme une matrice de polynômes M(T ) et
nous détaillons dans la partie 6.3 quelques propriétés de ces matrices. Notons
que ces matrices généralisent la matrice d’incidence du p-morphisme. Plus
précisément, si T = 1, alors M(1) est exactement la matrice d’incidence du
morphisme sous-jacent.
Dans la dernière partie du Chapitre 6, nous illustrons notre approche à
l’aide de quelques exemples. Nous donnons en particulier plusieurs séries de
Laurent algébriques pour lesquelles nous calculons, à l’aide de l’algorithme
précédent, la valeur exacte de l’exposant d’irrationalité.
4.3 Complexité et séries formelles à coeﬃcients
dans un corps ﬁni
La suite des chiﬀres décimaux ou binaires de nombres réels algébriques irra-
tionnels, comme
√
2, est source de nombreux problèmes diﬃciles. On s’attend
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généralement à ce que ces nombres soient des nombres normaux, mais cette
conjecture semble malheureusement hors d’atteinte. En eﬀet, nous sommes par
exemple toujours incapables de savoir si le nombre 2 apparaît une inﬁnité de
fois dans le développement décimal de
√
2. Une approche pertinente pour étu-
dier ce type de questions consiste à introduire une notion de complexité pour
les nombres réels, fondée sur la notion de complexité des facteurs des mots
inﬁnis (voir [5, 4, 64]). La normalité d’un nombre réel implique alors que sa
complexité doit être maximale en toute base entière, en particulier celle-ci doit
être d’ordre exponentiel. On peut alors chercher à minorer la complexité des
nombres algébriques irrationnels. Voir à ce sujet, les avancées récentes [4, 36].
Au-delà des nombres algébriques irrationnels, un intérêt particulier est porté
à l’étude des constantes classiques comme π, log 2, ζ(3) ou e. Kontsevitch
et Zagier [76] ont déﬁni les notions de « période » et de « période exponen-
tielle » aﬁn d’oﬀrir un cadre commun pour l’étude de ces nombres. Ainsi, les
nombres algébriques, π ou log 2 sont des périodes ; quant au nombre e, c’est
l’exemple typique d’une période exponentielle. Malgré un résultat récent [1]
donnant une minoration de la complexité du nombre e et de certaines périodes
exponentielles transcendantes, nos connaissances sur la complexité de périodes
transcendantes sont encore plus limitées que celles concernant les nombres al-
gébriques.
Motivés par l’analogie, mais aussi par les diﬀérences, entre le corps des
nombres réels et les corps des séries de Laurent à coeﬃcients dans un corps
ﬁni, nous étudions dans le chapitre 7 des questions liées à la complexité des
éléments du corps Fq((T−1)), où q est une puissance d’un nombre premier p.
Dans ce travail, nous introduisons tout d’abord une notion de complexité pour
de telles séries de Laurent à l’aide de la complexité des facteurs des mots inﬁnis.
Comme dans le cas de nombres réels, nous observons qu’une série de Laurent
est une fraction rationnelle si et seulement si sa fonction de complexité est
bornée. De plus, comme conséquence du théorème de Christol et d’un théorème
de Cobham, on obtient que la complexité d’une série de Laurent algébrique est
majorée par une fonction aﬃne (on dira alors qu’elle est de complexité sous-
linéaire ou au plus linéaire). Il est alors naturel de se demander si certaines
fonctions transcendantes classiques ont également une faible complexité.
Nous nous intéressons, dans un premier temps, à l’analogue du nombre π, la
série formelle Πq de Carlitz. Malheureusement, il semble diﬃcile d’obtenir des
renseignements sur le développement en série de Laurent de Πq. Toutefois, nous
parvenons à obtenir des résultats précis sur la complexité de l’inverse de Πq.
Plus exactement, nous obtenons dans le théorème 7.1.2 que la complexité de
1/Πq est d’ordre linéaire lorsque q ≥ 3, tandis qu’elle est d’ordre quadratique
si q = 2. Ce résultat se démontre en étudiant certains motifs répétitifs qui
apparaissent dans le développement en série de Laurent de 1/Πq, comme cela
est décrit dans [12]. Notons que ce travail fournit, au passage, une nouvelle
preuve de la transcendance de Πq lorsque q = 2.
La notion de complexité que nous avons introduite induit naturellement
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une hiérarchie des séries de Laurent à coeﬃcients dans un corps ﬁni. Dans
la seconde partie de ce chapitre, nous considérons certaines classes de cette
hiérarchie, à savoir la classe des séries de Laurent de complexité (au plus) po-
lynomiale et celle des série de Laurent d’entropie nulle, et nous étudions leurs
propriétés de stabilité. Ces deux classes sont d’autant plus naturelles qu’elles
contiennent les séries algébriques ainsi que des séries de Laurent transcendantes
arithmétiquement intéressantes comme 1/Πq. On peut d’ailleurs se demander
s’il existe des analogues de périodes qui n’appartiendraient pas à l’une de ces
deux classes. Nous montrons que chacune de ces deux classes est un espace
vectoriel (de dimension inﬁnie) sur le corps des fractions rationnelles Fq(T )
(voir le théorème 7.1.3). Ceci conduit, bien évidement, à un résultat d’indé-
pendance linéaire sur le corps Fq(T ) (voir la proposition 7.4.4). De plus, nous
prouvons que ces classes sont laissées stables par l’application d’un certain
nombre d’opérations classiques comme le produit d’Hadamard, l’opérateur de
dérivation ou les opérateurs de Cartier.
Une question plus diﬃcile consisterait à déterminer si l’ensemble des séries
de complexité polynomiale ou, plus largement, celles d’entropie nulle, forment
un anneau ou un corps. Une des motivations serait l’obtention, in ﬁne, de ré-
sultats d’indépendance algébrique. Comme préambule à une telle étude, nous
considérons dans la dernière partie du chapitre 7, quelques produits (de Cau-
chy) de séries formelles de faible complexité. De façon un peu surprenante,
nous remarquons qu’il semble déjà délicat de majorer la complexité d’un pro-
duit aussi simple que celui de deux séries de Laurent lacunaires. Ainsi, pour
démontrer le théorème 7.5.1, nous devons utiliser un résultat classique de la
théorie des équations en S-unités, puis le combiner à des idées analogues à
celles développées dans la preuve du théorème 7.1.2 à propos de la complexité
de l’inverse de Πq.
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5
Sur une généralisation de la
cubique de Baum et Sweet
Dans ce chapitre nous considérons les équations de la forme TXr+1+X−T = 0,
où r est une puissance du nombre premier p. Nous montrons qu’une équation
de ce type admet une unique solution dans le corps Fp((T−1)) et nous nous
interessons à son développement en fraction continue. Notons que dans le cas
où r = p = 2, cette équation a comme solution la fameuse cubique proposée
par Baum et Sweet en 1976. Inspirés par les travaux de Mills et Robbins
et Lasjaunias, nous présentons une méthode qui nous permet de décrire la
suite des quotients partiels de cette famille de séries de Laurent algébriques.
Ce chapitre a fait l’objet d’un article accepté pour publication au Journal de
Théorie des Nombres de Bordeaux.
5.1 Introduction
Il y a une trentaine d’années, les travaux de Baum et Sweet [24] ont ouvert
un nouveau domaine de recherche sur l’approximation diophantienne dans les
corps de séries formelles à coeﬃcients dans un corps ﬁni, par le biais du déve-
loppement en fraction continue. Ces auteurs ont notamment donné l’exemple
d’une série formelle à coeﬃcients dans le corps ﬁni F2, algébrique de degré 3 sur
F2(T ), ayant un développement en fraction continue avec des quotients partiels
qui sont tous des polynômes en T de degré 1 ou 2. Dix ans plus tard, Mills et
Robbins [95] ont décrit un algorithme qui leur a permis de donner le dévelop-
pement explicite en fraction continue pour la série formelle cubique de Baum
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et Sweet. Ces travaux ont mis en lumière un sous ensemble de séries formelles
algébriques, obtenues comme points ﬁxes de la composée d’une homographie
à coeﬃcients entiers (polynômes) avec le morphisme de Frobenius ; ces séries
sont alors appelées hyperquadratiques. Le développement en fraction continue
a pu être donné explicitement (voir [79, 95, 110] pour plus de références) pour
de nombreux exemples de ces séries formelles.
Nous avons observé que pour tout nombre premier p et r = pt, l’équation
TXr+1 +X − T = 0
a une unique solution dans le corps Fp((T−1)). Pour r = p = 2 cette solution
est la cubique de Baum et Sweet. Dans cet article, nous donnons le développe-
ment en fraction continue de cette solution pour r > 2 (voir la partie 5.3). On
peut par ailleurs remarquer que si l’on remplace r par 2 dans les formules obte-
nues, alors le développement obtenu est impropre (une sous-suite de quotients
partiels tend vers 0 dans Fp((T−1))). Cependant, cette expression, lorsqu’elle
est tronquée et rendue propre, donne le développement qui a été obtenu dans
[95].
Pour obtenir ce développement nous utilisons une méthode déjà utilisée
par Lasjaunias dans [82], qui, bien que proche de l’algorithme de Mills et
Robbins, en diﬀère un peu. Pour illustrer cette méthode, nous l’appliquons
dans un premier temps à un autre exemple de série formelle hyperquadratique,
à coeﬃcients dans Fp. Cet exemple, très célèbre, a été introduit par Mahler [91]
dans un article fondateur sur l’approximation diophantienne dans les corps de
fonctions.
Nous rappelons brièvement les notations utilisées. Dans ce texte, p est
un nombre premier, Fp désigne le corps ﬁni à p éléments, Fp[T ], Fp(T ) et
Fp((T−1)) sont, respectivement, l’anneau des polynômes, le corps des fonctions
rationnelles et le corps des séries formelles (en 1/T ) de la variable T sur Fp.
Ainsi
Fp((T
−1)) = {0} ∪
⎧⎨⎩∑
k≤k0
ukT
k, k0 ∈ Z, uk ∈ Fp, uk0 = 0
⎫⎬⎭ .
Ce corps de séries formelles est muni d’une valeur absolue ultramétrique déﬁnie
par |α| = |T |k0 et |0| = 0, où |T | est un réel ﬁxé strictement supérieur à 1.
De plus, il est connu que Fp((T−1)) est le completé de Fp(T ) pour cette valeur
absolue.
Dans la suite, r est une puissance de p, r = pt, avec t ≥ 1 entier. Le
morphisme de Frobenius déﬁni dans Fp((T−1)) est noté α 	→ αr. Une série
formelle, α ∈ Fp((T−1)), est dite hyperquadratique si l’on a α = f(αr) où f
est une homographie à coeﬃcients dans Fp[T ].
Tout élément α ∈ Fp((T−1)) a un développement en fraction continue (inﬁni
si α n’est pas une fraction rationnelle) que l’on notera
α = [a0, a1, a2, . . . , an, αn+1] (5.1)
où les ai ∈ Fp[T ] (avec deg(ai) > 0 pour i > 0) sont appelés les quotients
partiels et les αi ∈ Fp((T−1)) sont les quotients complets.
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5.2 Méthode employée et exemple de Mahler
Dans cette partie nous présentons le raisonnement sur lequel les preuves re-
posent. Nous commençons par un lemme élémentaire concernant les fractions
continues. Une courte démonstration en est donnée dans l’article [82].
Nous rappelons déjà la notation suivante. Soit P/Q ∈ Fp(T ) tel que P/Q :=
[a1, a2, . . . , an]. Pour tout x ∈ Fp(T ), nous noterons[
[a1, a2, . . . , an], x
]
:=
P
Q
+
1
x
.
Lemme 5.2.1. Soient a1, . . . , an, x ∈ Fp(T ). On a la relation suivante :[
[a1, a2, . . . , an], x
]
= [a1, a2, . . . , an, x
′],
avec
x′ = fnx+ gn, (5.2)
où les fn, gn sont des éléments de Fp(a1, a2, . . . , an) (voir [82], page 330).
A l’exception du paragraphe 5.2.2, nous utilisons ce lemme uniquement
dans les cas n = 2 et n = 3, qui s’énoncent comme suit.
Lemme 5.2.2. Soient a1, a2, a3, x ∈ Fp(T ). On a les relations suivantes :[
[a1, a2], x
]
= [a1, a2, y], où y = −a−22 x− a−12 ,
[
[a1, a2, a3], x
]
= [a1, a2, a3, y], où y = (a2a3 + 1)
−2x− a2(a2a3 + 1)−1.
5.2.1 Premier exemple
Nous allons à présent décrire la suite de quotients partiels d’un ensemble de
séries formelles vériﬁant un certain type d’équation. Comme corollaire, nous
obtenons le développement en fraction continue de la série de Mahler :
Θr = 1/T + 1/T
r + 1/T r
2
+ · · ·+ 1/T rk + · · · ∈ Fp((T−1)). (5.3)
On peut remarquer que Θr est une série algébrique de degré r vériﬁant l’équa-
tion
Tzr − Tz + 1 = 0. (5.4)
Il convient de noter que le développement en fraction continue de Θr, donné
dans le corollaire 5.2.1 est déjà connu, même s’il n’a jamais été présenté sous
cette forme. En eﬀet, il est exposé dans [79] (p. 215) et peut aussi être déduit de
travaux plus anciens de Shallit sur les fractions continues de certains nombres
réels [111].
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Théorème 5.2.1. Soit p un nombre premier et r = pt, t ≥ 1, avec r > 2. Soit
 ∈ N,  ≥ 1 et soit (a1, a2, . . . , al) un -uplet de polynômes dans Fp[T ], avec
ai(T ) ∈ TFp[T ], pour tout i impair, 1 ≤ i ≤ l. Si z est la fraction continue
z = [a1, a2, . . . , a, z+1] vériﬁant l’équation :
zr = −T 2z+1 − T, (5.5)
alors la suite de quotients partiels de z, (an)n≥l+1 ∈ (Fp[T ])N est déﬁnie pour
k ≥ 0 par :
a+4k+1 = −a
r
2k+1
T 2
, a+4k+2 = −T,
a+4k+3 = a
r
2k+2, a+4k+4 = T.
Remarque 5.2.1. L’existence de la fraction continue vériﬁant (5.5) découle
du théorème 1 de l’article [82].
Revenons maintenant à la sérieΘr. On pose y := 1/Θr et y := [a1, a2, . . . , an, . . .].
D’après (5.3), pour r > 2, on a∣∣∣∣T − 1Θr
∣∣∣∣ = 1|T r−1Θr| = 1|T |r−2 < 1,
et par conséquent y = T + 1/y2 = [T, y2]. D’après (5.4) on a
T
yr
=
T
y
− 1 = − 1
Ty2 + 1
,
et donc y2 vériﬁe la relation :
yr = −T 2y2 − T. (5.6)
En remarquant que l’équation (5.6) est un cas particulier de l’équation
(5.5), où  = 1 at a1 = T , nous en déduisons directement le corollaire suivant.
Corollaire 5.2.1. On a Θr = [0, a1, a2, . . . , an, . . . ] où la suite (ai)i≥1 est
déﬁnie par récurrence, pour k ≥ 0, par :
a4k+1 = T, a4k+2 = −ar2k+1/T 2,
a4k+3 = −T, a4k+4 = ar2k+2.
Démonstration du théorème 5.2.1. Nous partons de la relation :
zr = −T 2z+1 − T,
qui peut être écrite aussi sous la forme [ar1, z
r
2] = −T 2z+1 − T , ou encore :[
[− a
r
1
T 2
,−T ],−T 2zr2
]
= z+1.
En utilisant le lemme 5.2.2 et en tenant en compte du fait que a1 est divisible
par T , nous en déduisons les relations suivantes :
z+1 = [− a
r
1
T 2
,−T, z′], avec z′ = zr2 + T−1.
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Puisque |z′| > 1, on en déduit que z′ = zl+3. On a donc
a+1 = − a
r
1
T 2
, a+2 = −T et zl+3 = zr2 +
1
T
.
Nous appliquons de nouveau le même raisonnement et nous obtenons :
zl+3 = z
r
2 +
1
T
= [ar2 +
1
T
, zr3] = [a
r
2, T, z
′′],
avec z′′ = −T−2zr3 − T−1. Puisque r > 2, on a |z′′| > 1 et alors, par identiﬁca-
tion, z′′ = zl+5. On a donc
a+3 = a
r
2, a+4 = T et zl+5 = −T−2zr3 − T−1.
En résumé,
z+1 = [− a
r
1
T 2
,−T, ar2, T, z+5].
Plus généralement, par une simple récurrence sur k, on obtient que :
zr2k+1 = −T 2z+4k+1 − T.
Puisque a2k+1 ∈ TFp[T ], nous obtenons comme précédemment :
z+4k+1 = [−a
r
2k+1
T 2
,−T, ar2k+2, T, z+4k+5],
ce qui termine la démonstration.
5.2.2 Le contexte général
Dans cette partie nous énonçons le raisonnement général et les notations utili-
sées dans les preuves qui suivent. Ceux-ci restent proches de ceux utilisés par
Mills et Robbins dans [95].
Soit (P,Q,R) ∈ Fp[T ]3 et soient m,n deux entiers strictement positifs,
m < n. On dit que z satisfait une relation du type (P,Q,R,m, n) si on a :
Pzrm = Qzn +R, (5.7)
où la notation zk, pour k ∈ N∗, designe un quotient complet de z, comme déﬁni
en (5.1).
Dans la suite, nous considérons une série z = [a1, a2, . . .] ∈ Fp((T−1)) sa-
tisfaisant (5.7), avec un triplet (P,Q,R) bien choisi. En fait, il est probable
que cette relation soit vraie pour presque toutes les séries formelles hyperqua-
dratiques, mais à notre connaissance, aucun résultat général ne le conﬁrme (le
lecteur peut consulter [82], page 333, pour quelques commentaires à ce sujet).
On suppose connus les n− 1 premiers coeﬃcients partiels : a1, a2, . . . , an−1
(qui peuvent être vus comme une « donnée de départ »). La relation (5.7)
implique :
Parm +
P
zrm+1
= Qzn +R,
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car, par déﬁnition, zm = [am, zm+1]. Ainsi, nous obtenons :
Parm − R
Q
+
P
Qzrm+1
= zn. (5.8)
Puisque
Parm − R
Q
∈ Fp(T ),
cette expression a un développement en fraction continue qui est ﬁni. Il existe
ainsi des polynômes λ1, λ2, . . . , λ ∈ Fp[T ], que l’on peut calculer, tels que :
Parm − R
Q
= [λ1, λ2, . . . , λ].
La relation (5.8) devient :
[
[λ1, λ2, . . . , λ],
Qzrm+1
P
]
= zn,
et le lemme 5.2.1 implique alors que :
zn = [λ1, λ2, . . . , λ, z
′].
A ce moment, si |z′| > 1, nous pouvons déjà identiﬁer an = λ1, an+1 =
λ2, . . . , an+l−1 = λ et zn+ = z′.
Par le lemme 5.2.1 on déduit donc :
zn+ = f
Qzrm+1
P
+ g,
où f et g appartiennent à Fp(T ) (voir la formule (5.2)). Il existe donc trois
polynômes P1, Q1, R1 ∈ Fp[T ], qu’on peut déterminer explicitement, tels que :
P1z
r
m+1 = Q1zn+ +R1.
En résumé, la connaissance de P,Q,R et am nous permet de déterminer les
 nouveaux quotients partiels : an, an+1, . . . , an+−1 et une nouvelle équation :
P1z
r
m+1 = Q1zn+ +R1.
Dans la suite, nous noterons ce raisonnement par :
(P,Q,R,m, n : am) → (P1, Q1, R1, m+ 1, n+  : an, an+1, . . . , an+−1).
Plus généralement, si X := (P,Q,R,m, n) et Y := (P, Q, R, m + , n + k),
nous noterons :
(X : am, am+1, . . . , am+−1) → (Y : an, an+1, . . . , an+k−1) (5.9)
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pour désigner la suite des raisonnements suivants :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(X : am) → (X1 : an, an+1, . . . , an+k1−1)
(X1 : am+1) → (X2 : an+k1 , an+k1+1, . . . an+k2−1)
...
(X−1 : am+−1) → (Y : an+k−1, an+k−1+1, . . . , an+k−1).
où Xi := (Pi, Qi, Ri, m + i, n + ki), pour 1 ≤ i ≤  − 1. La nouvelle équation
va donc relier zm+ et zn+k de la manière suivante :
Pz
r
m+ = Qzn+k +R.
Nous remarquons que, lorsque  = n−m, la relation (5.9) s’écrit :
(P,Q,R,m, n : am, am+1, . . . , an−1) → (Pn−m, Qn−m, Rn−m : an, an+1 . . . , an+k−1),
ce qui signiﬁe que la connaissance de am, am+1, . . . , an−1 nous permet de calcu-
ler les k quotients partiels suivants, à savoir an, an+1, . . . , an+k−1. Nous pouvons
alors appliquer de nouveau le même raisonnement, à une équation du type
(Pn−m, Qn−m, Rn−m, n, n+k) ayant comme « donnée de départ » les quotients
partiels an, an+1, . . . , an+k−1. L’itération de ce procédé permet ainsi d’obtenir
tous les quotients partiels de la série z.
Soient W,W ′ deux suites ﬁnies de polynômes à coeﬃcients dans Fp. On note
|W | la longueur de W , c’est-à-dire le nombre de ses termes. Alors la relation
(5.9) peut être écrite aussi :
(P,Q,R,m, n : W ) → (P|W |, Q|W |, R|W |, m+ |W |, n+ |W ′| : W ′).
Pour alléger les notations, nous nous permettons parfois d’écrire :
(P,Q,R,m, n : W ) → (P|W |, Q|W |, R|W | : W ′).
5.3 Généralisation de la cubique de Baum et Sweet
Avant d’énoncer notre résultat principal, nous allons tout d’abord introduire
quelques déﬁnitions.
Déﬁnition 5.3.1. On déﬁnit la suite de liste de polynômes à coeﬃcients dans
Fp, (Γk)k≥1, de la façon suivante. On pose Γ1 := −T, T r, T . Pour k > 1, Γk
est déﬁni récursivement par :
Γk := a1, a2, . . . , a2k+1−1 et Γk+1 := b1, b2, . . . , b2k+2−1,
où
b2i−1 = (−1)i+kT pour 1 ≤ i ≤ 2k+1
et
b4i = a
r
2i/T
2 pour 1 ≤ i ≤ 2k − 1, b4i−2 = −ar2i−1 pour 1 ≤ i ≤ 2k.
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Déﬁnition 5.3.2. On déﬁnit la suite de liste de polynômes à coeﬃcients dans
Fp, (Λk)k≥1, de la façon suivante. On pose Λ1 := T +1, T − 1, Λ2 := T,−T r +
1,−T . Pour k ≥ 3, Λk est déﬁni récursivement par :
Λk := Λk−2,−T λk−1 ,Γk−2,
où (λk)k≥1 est déﬁni comme suit :
λ1 = r, λk+1 = rλk − 2.
Etant donnée une suite W = a1, . . . , am à valeurs dans Fp[T ], on note
−W := −a1, . . . ,−am et W := am, am−1, . . . , a1.
Déﬁnition 5.3.3. On déﬁnit la suite de liste de polynômes à coeﬃcients dans
Fp, (Ωk)k≥1, de la façon suivante. On pose Ω1 := −T ω1. Pour k ≥ 2, Ωk est
déﬁni récursivement par :
Ωk := Ωk−1,Λk−1,−T ωk ,−Λk−1,−Ωk−1, (5.10)
où (ωk)k≥1 est déﬁni comme suit :
ω1 = r − 2, ωk+1 = rωk − 2.
Nous notons Ω∞ la suite inﬁnie commençant par Ωk, pour tout k ≥ 1.
Avec les notations ci-dessus, nous présentons maintenant notre résultat
principal.
Théorème 5.3.1. Soit p un nombre premier et r = pt, où t ≥ 1, avec r > 2.
L’équation
TXr+1 +X − T = 0
a une unique racine fr(T ) dans le corps Fp((T−1)) dont le développement en
fraction continue est :
[1,−T − 1,Ω∞].
Nous remarquons par ailleurs que, si r > 2, la suite des quotients partiels de
fr(T ) n’est pas bornée, tandis que la cubique de Baum et Sweet, qui correspond
à f2(T ) lorsque p = 2, a une suite des quotients partiels bornée.
5.3.1 Démonstration du théorème 5.3.1
Tout d’abord, nous montrons que l’équation :
TXr+1 +X − T = 0 (5.11)
a une unique solution dans le corps Fp((T−1)).
En eﬀet, de (5.11), on déduit que :
X =
T
TXr + 1
. (5.12)
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Nous considérons maintenant l’application f(X) = T/(TXr + 1) déﬁnie sur
Fp((T−1)) à valeurs dans Fp((T−1)). Il n’est pas diﬃcile de voir que f est
une application strictement contractante (puisque r > 2) et nous savons que
Fp((T−1)) est un espace complet pour la distance ultramétrique usuelle. Ainsi,
par utilisation du théorème du point ﬁxe, l’équation f(X) = X a une unique
solution dans Fp((T−1)). Celle-ci est donc l’unique solution de l’équation (5.11),
que nous noterons dans la suite BSr.
Soit z la série déﬁnie par :
BSr = 1 +
1
(−T − 1) + 1/z . (5.13)
A partir de (5.12) et (5.13), un calcul simple nous conduit à :
z =
(−T r + T − 1)zr + 1
T 2zr
, (5.14)
ce qui entraîne ∣∣∣∣z − −T r + T − 1T 2
∣∣∣∣ = 1|T 2zr| < 1|T 4| ,
l’inegalité |zr| > |T 2| etant due au fait que |z| > |T | et r > 2.
Autrement dit, (−T r+T−1)/T 2 est une réduite de z, donc les trois premiers
quotients partiels de z sont −T r−2, T +1 et T −1. Ainsi z = [−T r−2, T +1, T −
1, z4] et d’après (5.14) on obtient la relation suivante :
zr = T 2z4 + (T + 1).
Le théorème 5.3.1 est alors une conséquence directe de proposition ci-
dessous.
Proposition 5.3.1. Soit z la fraction continue inﬁnie z := [−T r−2, T +1, T −
1, z4] satisfaisant :
zr = T 2z4 + (T + 1). (5.15)
Alors la suite de quotients partiels de z est Ω∞.
Notation 5.3.1. On dit qu’une équation est du type A1 si P = 1, Q = T 2 et
R = T + 1 et on note A1 := (1, T 2, T + 1). De la même manière, nous allons
déﬁnir les équations des types suivants :
A2 : = (1, T
2,−T + 1),
A3 : = (T,−T,−1),
A4 : = (1, T
2,−T ),
A5 : = (T,−T, 1),
A6 : = (1, T
2, T ).
Dans ce qui suit, nous utiliserons les notations décrites dans la partie 5.2.2.
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Lemme 5.3.1. Soient m,n ∈ N tels que m < n et soit a ∈ Fp[T ]. On a les
relations suivantes :
(A1, m, n : a) →
(
A2, m+ 1, n+ 3 :
ar
T 2
,−T + 1,−T − 1
)
si a ≡ 0[T ],
(A1, m, n : a) →
(
A5, m+ 1, n+ 2 :
(a− 1)r
T 2
,−T
)
si a ≡ 1[T ],
(A2, m, n : a) →
(
A1, m+ 1, n+ 3 :
ar
T 2
, T + 1, T − 1
)
si a ≡ 0[T ],
(A2, m, n : a) →
(
A3, m+ 1, n+ 2 :
(a− 1)r
T 2
, T
)
si a ≡ 1[T ],
(A3, m, n : a) → (A4, m+ 1, n+ 2 : −ar,−T ) pour tout a ∈ Fp[T ],
(A4, m, n : a) →
(
A3, m+ 1, n+ 2 :
ar
T 2
, T
)
si a ≡ 0[T ],
(A4, m, n : a) →
(
A2, m+ 1, n+ 3 :
(a + 1)r
T 2
, T + 1, T − 1
)
si a ≡ −1[T ],
(A5, m, n : a) → (A6, m+ 1, n+ 2 : −ar, T ) pour tout a ∈ Fp[T ],
(A6, m, n : a) →
(
A5, m+ 1, n+ 2 :
ar
T 2
,−T
)
si a ≡ 0[T ],
(A6, m, n : a) →
(
A2, m+ 1, n+ 3 :
(a + 1)r
T 2
,−T + 1,−T − 1 :
)
si a ≡ −1[T ].
Démonstration. Nous allons prouver le premier cas, c’est-à-dire le cas où z
satisfait une relation du type A1, avec a ≡ 0[T ] :
zrm = T
2zn + (T + 1).
Cette relation s’écrit aussi sous la forme : [ar, zrm+1] = T
2zn + (T + 1) ou bien
ar
T 2
− T + 1
T 2
+
1
T 2zrm+1
= zn.
Puisque a est divisible par T , nous obtenons :[
[
ar
T 2
,−T + 1,−T − 1], T 2zrm+1
]
= zn.
En appliquant le lemme 5.2.2, on en déduit que
zn = [
ar
T 2
,−T + 1,−T − 1, zn+3]
et
zrm+1 = T
2zn+3 + (−T + 1).
Nous remarquons que zn+3 est bien un quotient complet puisque |zn+3| > 1
(en utilisant la relation précèdente, le fait que |zm+1| > 1 et le fait que r > 2).
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Ainsi nous obtenons les nouveaux quotients partiels an = a
r
T 2
, an+1 = −T +
1, an+2 = −T − 1 et une équation du type A2 := (1, T 2,−T + 1).
Les autres cas se déduisent de manière analogue, en appliquant le raisonnement
précédent et, en particulier, le lemme 5.2.2.
Notation 5.3.2. Soient i, j ∈ N∗, i, j ≤ m et W = a1, a2, . . . , am. On notera
(i)W := ai+1, ai+2, . . . , am et W
(j) := a1, a2, . . . , am−j .
Lorsque i+ j < m− 1, on notera
(i)W (j) := ai+1, . . . , am−j .
La proposition 5.3.1 est une conséquence immédiate de la proposition 5.3.2.
Proposition 5.3.2. Pour tout k ∈ N∗, on a la relation suivante :
(A1, 1, 4 : Ωk) →
(
A2, 1 + |Ωk|, |Ωk+1| : (3)Ω(1)k+1
)
.
Remarque 5.3.1. Soit k ∈ N. Nous notons k la longueur du mot ﬁni Ωk. La
proposition précédente peut être traduite de la manière suivante. On suppose
connus les k premiers quotients de z. Alors, si on applique k fois le procédé
énoncé dans le paragraphe 5.2.2 à l’équation (5.15) nous obtenons :
z4 = [
(3)Ω
(1)
k+1, zk+1]
et la nouvelle relation sera :
zk+1 = T
2zk+1 + (−T + 1).
Pour démontrer la proposition 5.3.2, nous allons utiliser les lemmes sui-
vants.
Lemme 5.3.2. Soient k,m, n des entiers strictement positifs, m < n. On a
les relations suivantes :
• si k est pair, alors :
(A5, m, n : Γk) → (A6 : (1)Γk+1),
(A5, m, n : −Γk) → (A6 : (1)(−Γk+1)) ;
• si k est impair, alors :
(A3, m, n : Γk) → (A4 : (1)Γk+1),
(A3, m, n : −Γk) → (A4 : (1)(−Γk+1)).
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Démonstration. Tout d’abord, on remarque que, pour tout k ∈ N, les termes
de Γk sont des polynômes divisibles par T .
Soient a, b ∈ TFp(T ). Alors, à l’aide du lemme 5.3.1 on peut déduire :
(A5, m, n : a, b) → (A5, m+ 2, n+ 4 : −ar, T, br/T 2,−T ).
Plus généralement, si a1, a2, . . . , a2i ∈ TFp[T ] alors :
(A5, m, n : a1, a2 . . . , a2i) → (A5 : −ar1, T, ar2/T 2,−T, . . . ,−ar2i−1, T, ar2i/T 2,−T ).
Soit k ∈ N et Γk := a1, a2, . . . , a2k+1−1. La suite Γk a un nombre impair d’élé-
ments ; ainsi, nous devons appliquer le lemme 5.3.1 à son dernier terme aussi.
On obtient :
(A5, m, n : Γk) → (A6 : −ar1, T, ar2/T 2,−T, . . . ,−ar2i−1, T, ar2i/T 2,−T,−ar2i+1, T ).
Dans le cas où k est pair, le premier terme de Γk+1 est b1 := −T . Donc, par
déﬁnition,
(1)Γk+1 = b2, . . . , b2k+2−1 = −ar1, T, . . . ,−ar2i−1, T, ar2i/T 2,−T,−ar2i+1, T,
ce qui coïncide avec notre résultat.
Les autres cas se démontrent de manière analogue.
Lemme 5.3.3. Soient k,m, n des entiers strictement positifs, m < n. On a
les relations suivantes :
• si k est pair, alors :
(A2, m, n : Λk) → (A6 : T r−2,Λk+1), (5.16)
(A5, m, n : −Λk) → (A1 : (1)(−Λk+1), T r−2, T + 1, T − 1). (5.17)
• si k est impair, alors :
(A2, m, n : Λk) → (A4 : T r−2,Λk+1), (5.18)
(A3, m, n : −Λk) → (A1 : (1)(−Λk+1), T r−2, T + 1, T − 1). (5.19)
Démonstration. Nous allons démontrer ici la relation (5.16). Les relations (5.17),
(5.18) et (5.19) peuvent être démontrées de manière analogue. On raisonne par
récurrence sur k.
Nous commençons par le cas où k = 2. Par déﬁnition :
Λ2 = T,−T r + 1,−T
et
Λ3 = T + 1, T − 1,−T r2−2,−T, T r, T.
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En appliquant les formules du lemme 5.3.1, on a :
(A2, m, n : T ) → (A1, m+ 1, n+ 3 : T r−2, T + 1, T − 1)
(A1, m+ 1, n+ 3 : −T r + 1) → (A5, m+ 2, n+ 5 : −T r2−2,−T )
(A5, m+ 2, n+ 5 : −T ) → (A6 : −T r, T )
Par conséquent, (5.16) est prouvé pour k = 2.
Nous supposons à présent que k est un entier pair, k > 2, et que la relation
(5.16) est vraie pour k − 2. Nous allons la montrer maintenant pour k.
Par déﬁnition,
Λk = Λk−2,−T λk−1 ,Γk−2.
Par l’hypothèse de récurrence,
(A2, m, n : Λk−2) → (A6, m+ |Λk−2|, n+ |Λk−1|+ 1 : T r−2,Λk−1).
En appliquant les lemmes 5.3.1 et 5.3.2 nous avons aussi :
(A6, m+ |Λk−2|, n+ |Λk−1|+ 1 : −T λk−1) → (A5 : −T λk ,−T )
(A5, m+ |Λk−2|+ 1, n+ |Λk−1|+ 3 : Γk−2) → (A6 : (1)Γk−1).
En réunissant tous ces relations et en tenant en compte que, pour tous les k
pairs, Γk−1 commence par −T , on obtient le résultat.
Démonstration de la proposition 5.3.2. Nous allons prouver par récurrence sur
k que, pour tous m,n tels que m < n, on a les relations suivantes :
(A1, m, n : Ωk) →
(
A2 :
(3)Ω
(1)
k+1
)
, (5.20)
(A1, m, n : −Ωk) →
(
A2 :
(3)(−Ωk+1)(1)
)
. (5.21)
Lorsque m = 1, n = 4, la relation (5.20) implique la proposition 5.3.2. On
commence par le cas où k = 1. On a :
Ω1 = −T r−2,−Ω1 = T r−2,
Ω2 = −T r−2, T + 1, T − 1,−T ω2 ,−T + 1,−T − 1, T r−2,
−Ω2 = −T r−2, T + 1, T − 1, T ω2,−T + 1,−T − 1, T r−2.
D’autre part, le lemme 5.3.1 implique que pour tous m,n, m < n :
(A1, m, n : ±T r−2) → (A2 : ±T r(r−2)−2,−T + 1,−T − 1),
et puisque ω2 = r(r − 2) − 2 les relations (5.20) et (5.21) sont établies pour
k = 1.
Soit k > 1. Nous supposons maintenant que (5.20) et (5.21) sont vraies pour
k − 1 et tous m,n, m < n. A cause du lemme 5.3.3, nous devons distinguer
deux cas : le cas où k est pair et le cas où k est impair. Nous allons supposer
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maintenant que k est pair.
Fixons m,n ∈ N, m < n.
D’après (5.10) on peut écrire les deux relations suivantes :
Ωk = Ωk−1,Λk−1,−T ωk ,−Λk−1,−Ωk−1,
−Ωk = Ωk−1,Λk−1, T ωk ,−Λk−1,−Ωk−1,
aﬁn d’appliquer notre algorithme à chaque sous-suite qui apparaît dans les
expressions de Ωk et −Ωk.
Soient 1 ≤ i, i′ ≤ 6 et W,W ′ des suites ﬁnies de polynômes sur Fp. Pour alléger
l’écriture, nous nous permettons d’utiliser la notation :
(Ai : W ) → (Ai′ : W ′),
les indices m et n étant sous-entendus.
Par l’hypothèse de récurrence, on a :
(A1 : Ωk−1) → (A2 : (3)Ω(1)k ),
(A1 : −Ωk−1) →
(
A2 :
(3)(−Ωk)(1)
)
.
Les lemmes 5.3.3 et 5.3.1 impliquent :
(A2 : Λk−1) → (A4 : T r−2,Λk),
(A4 : ±T ωk) → (A3 : ±T ωk+1, T ),
(A3 : −Λk−1) → (A1 : (1)(−Λk), T r−2, T + 1, T − 1).
En résumé, on a :
(A1 : Ωk) → (A2 : (3)Ω(1)k , T r−2,
Λk,−T ωk+1, T, (1)(−Λk), T r−2, T + 1, T − 1, (3)(−Ωk)(1)),
(A1 : −Ωk) → (A2 : (3)Ω(1)k , T r−2,
Λk, T
ωk+1, T, (1)(−Λk), T r−2, T + 1, T − 1, (3)(−Ωk)(1)).
Nous remarquons que pour tous les k > 1, Ωk commence par−T r−2, T+1, T−1
et il se termine par −T + 1,−T − 1, T r−2. De même, −Λk commence par T
(puisque Γk−2 se termine par −T ). En combinant les relations précédentes,
nous en déduisons (5.20) et (5.21).
Le cas où k est impair se traite de manière analogue.
Nous avons observé que tout le raisonnement ci-dessus pour obtenir le dé-
veloppement en fraction continue de BSr est basé sur le fait que le premier
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des 3 quotients partiels de départ (−T r−2, T + 1, T − 1) est divisible par T .
Ainsi, nous pouvons obtenir un résultat plus général en remplaçant −T r−2 par
un polynôme P arbitraire, divisible par T . En utilisant les mêmes notations
qu’au début de ce paragraphe, nous avons le théorème ci-dessous dont la preuve
s’obtient comme précédemment.
Théorème 5.3.2. Soit P ∈ TFp[T ]. On déﬁnit la suite des polynômes à coef-
ﬁcients dans Fp, (Ωk(P ))k≥0, de la façon suivante.
On pose Ω1(P ) := P . Pour k ≥ 2, Ωk(P ) est déﬁni récursivement par :
Ωk(P ) := Ωk−1(P ),Λk−1, T
ωk−1(P/T )r
k−1
,−Λk−1,−Ωk−1.
Si z est la fraction continue inﬁnie z := [P, T + 1, T − 1, z4] satisfaisant :
zr = T 2z4 + (T + 1), (5.22)
alors la suite de quotients partiels de z est Ω∞(P ), où Ω∞(P ) est la suite inﬁnie
commençant par Ωk(P ), pour tout k ≥ 1.
Remarque 5.3.2. L’existence de la fraction continue z vériﬁant (5.22) découle
aussi du théorème 1 de l’article [82]. De plus, il est facile de voir que z satisfait
l’équation algèbrique :
T 2zr+1 = (PT 2 + T − 1)zr + 1.
A Sur l’exposant d’irrationalité des séries de Baum
et Sweet généralisées
Dans cette appendice, nous étudions l’approximation rationnelle des séries de
Baum et Sweet généralisées. La connaissance des quotients partiels de ces séries
de Laurent nous permet de déduire aisément le résultat suivant.
Théorème A.1. L’exposant d’irrationalité de la série de Laurent vériﬁant
Théorème 5.3.1 satisfait
r − 1 ≤ μ(fr) ≤ r + 1.
Démonstration. Nous allons utiliser la suite de quotients partiels Ω := (Ωn)n≥0,
décrite dans le Chapitre précédent et, puisque nous n’avons pas une formule
exacte pour le n-ième terme de cette suite (c’est-à-dire pour chaque quotient
partiel), nous nous servirons d’une sous-suite de Ω.
La majoration de μ(fr) est immédiate puisque, d’après le théorème de
Liouville, l’exposant d’irrationalité de fr est inférieur à son degré, donc à r+1.
Pour obtenir la minoration souhaitée, il suﬃt d’exhiber une suite inﬁnie de
fractions rationnelles (Pn/Qn)n≥0 qui vériﬁe :∣∣∣∣∣fr − PnQn
∣∣∣∣∣ ≤ 1|Qn|r−1 .
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Nous rappelons que fr(T ) = [1,−T −1,Ω∞], où la suite Ω est donnée dans
la déﬁnition (5.3.3) par la formule récursive :
Ωn+1 := Ωn,Λn,−T ωn+1,−Λn,−Ωn. (5.23)
Soit n ≥ 1. Notons Pn/Qn la suite des convergents de fr. Nous notons
également βn la longueur du bloc de quotients partiels 1,−T−1,Ωn,Λn et nous
aﬃrmons que la sous-suite de quotients partiels Pβn/Qβn = [1,−T − 1,Ωn,Λn]
vériﬁe l’inégalité précédente. En eﬀet, pour tout n ≥ 1, on a :∣∣∣∣∣fr − PβnQβn
∣∣∣∣∣ = 1|aβn+1||Qβn|2 ,
où aβn+1 est le βn+1-ème quotient partiel du développement en fraction conti-
nue de fr ; d’après la formule (5.23), aβn+1 = −T ωn+1 . Puisque
degQβn =
βn∑
k=1
deg ai,
il est facile d’obtenir, d’après les formules récursives qui déﬁnissent les suites
(Ωn), (Λn) et ωn, que
degQβn =
rn+1 − 1
r − 1 ,
ωn = r
n − 2r
n − 1
r − 1 .
Par conséquent,
|aβn+1||Qβn|2 = rn+1
et donc ∣∣∣∣∣fr − PβnQβn
∣∣∣∣∣ = 1|T |rn+1 ≤ 1|T |rn+1−1 = 1|Qβn|r−1 .
On en déduit ainsi que μ(fr) ≥ r − 1, ce qui termine la démonstration.
Remarque A.1. Une étude plus ﬁne de la suite Ω permettrait sans doute d’ob-
tenir à partir du théorème 5.3.1 la valeur exacte de l’exposant d’irrationalité
de fr.
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6
Rational approximation for
algebraic Laurent series
Ce chapitre est consacré à l’étude de l’exposant d’irrationalité des séries de
Laurent algébriques sur le corps des fractions rationnelles Fp(T ). En util-
isant une approche analogue à celle de [8], nous donnons, dans un premier
temps, une majoration générale de l’exposant d’irrationalité de ces séries de
Laurent. Pour ce faire, nous cherchons classiquement à construire une suite
de bonnes approximations rationnelles, en utilisant le théorème de Christol,
puis le théorème de Cobham sur les morphismes uniformes. Dans la seconde
partie de ce chapitre, nous introduisons une nouvelle approche permettant
d’améliorer, dans de nombreux cas, la borne précédemment obtenue. Plus
exactement, nous décrivons un algorithme qui permet de vériﬁer si la suite
d’approximations rationnelles construite satisfait à une certaine propriété de
coprimalité. Enﬁn, nous illustrons dans la dernière partie, notre approche à
l’aide de quelques exemples. Nous utilisons en particulier cet algorithme pour
calculer la valeur exacte de l’exposant d’irrationalité de plusieurs séries de Lau-
rent algébriques. Le contenu de ce chapitre fait l’objet d’un article en cours
de rédaction.
6.1 Introduction
One of the basic question in Diophantine approximation is how well real num-
bers can be approximated by rationals. The theory of rational approximation
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of real numbers has then been transposed to function ﬁelds thanks to the pi-
oneering works of Maillet [92] in 1906 and Gill [68] in 1930. In the present
work, we are interested in Diophantine approximation for Laurent series with
coeﬃcients in a ﬁnite ﬁeld. More precisely, our aim is to study the irrationality
exponent of Laurent series that are algebraic over the ﬁeld of rational fractions.
All along this chapter, p is a prime number and q is a power of p. We will
let Fq(T ), Fq[[T−1]] and Fq((T−1)) denote, respectively, the ﬁeld of rational
functions, the ring of formal series and the ﬁeld of Laurent series over the
ﬁnite ﬁeld Fq. We also consider the absolute value deﬁned on Fq(T ) by
|P/Q| = edeg P−degQ,
for P,Q ∈ Fq[T ]. The ﬁeld of Laurent series in 1/T , usually denoted by
Fq((T−1)) should be seen as a completion of the ﬁeld Fq(T ) for this absolute
value. Thus, if f is a nonzero element of Fq((T−1)) deﬁned by
f(T ) = ai0T
−i0 + ai0+1T
−i0−1 + · · · ,
where i0 ∈ Z, ai ∈ Fq, ai0 = 0, we have |f | = e−i0 .
We recall that the irrationality exponent (or measure) of a given Laurent
series f , denoted by μ(f), is the supremum of the real numbers τ for which
the inequality ∣∣∣∣∣f − PQ
∣∣∣∣∣ < 1|Q|τ
has inﬁnitely many solutions (P,Q) ∈ Fq[T ]2, Q = 0. Thus, μ(f) measures the
quality of the best rational approximations to f .
In general, it is a diﬃcult problem to ﬁnd irrationality measures for a given
Laurent series. Concerning rational approximations to algebraic real numbers,
a fundamental result is the so–called Liouville’s inequality. In 1949, Mahler [91]
observed that a similar result holds for Laurent series over a ﬁeld of positive
characteristic.
Theorem 6.1.1. (Mahler, 1949) Let K be a ﬁeld of positive characteristic and
f ∈ K((T−1)) be an algebraic series over K(T ) of degree n > 1. Then, there
exists a positive real number C such that∣∣∣∣∣f − PQ
∣∣∣∣∣ ≥ C|Q|n ,
for all P,Q ∈ K(T ), with Q = 0.
In other words, Mahler’s theorem tells us that the irrationality exponent
of an algebraic irrational Laurent series is at most equal to its degree. In
the case of real numbers, Liouville’s theorem was improved by the works of
Thue, Siegel, Dyson and others, leading to the famous Roth’s theorem. In
1960, Uchiyama obtained an analogue of Roth’s theorem [131], for the case of
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Laurent series with coeﬃcients in a ﬁeld of characteristic 0. More precisely, if
K is a ﬁeld of characteristic 0 and f is an algebraic element of K((T−1))\K(T ),
then, for every ε > 0, we have∣∣∣∣∣f − PQ
∣∣∣∣∣ ≥ 1|Q|−(2+ε) ,
for all P,Q ∈ K(T ), with |Q| suﬃciently large.
On the other hand, it is well-known that, when the base ﬁeld has positive
characteristic, there is no analogue of Roth’s theorem. In fact, the Mahler
theorem is optimal. In order to see this, it is suﬃcient to consider the element
f ∈ Fq((T−1)) deﬁned by f(T ) = ∑i≥0 T−qi. It is not diﬃcult to see that f is
an algebraic series of degree q (since it veriﬁes the equation f q − f + T−1 = 0)
and that the irrationality exponent of f is equal to q. Note that this example is
known as the Mahler’s algebraic Laurent series. In the same direction, Osgood
[99] and Baum and Sweet [24] gave examples of algebraic series of various
degrees for which Liouville’s bound is the best possible.
For a special class of algebraic series, the bound given by Liouville for the
irrational exponent was improved by Osgood [99, 100]. In 1976, this author
proved an analog of Thue’s theorem for algebraic Laurent series which are
not solutions of a rational Ricatti diﬀerential equation. In 1996, de Mathan
and Lasjaunias [84] proved that Thue’s theorem actually holds for every al-
gebraic Laurent series in K((T−1)), K being an arbitrary ﬁeld of characteris-
tic p, which satisﬁes no equation of the form f = (Af p
s
+ B)/(Cf p
s
+ D),
where A,B,C,D ∈ K[T ], not all zero. Laurent series satisfying such an
equation are called hyperquadratic and they were studied by many authors
[79, 110, 123, 134]. Note that every hyperquadratic Laurent series does satisfy
a Ricatti diﬀerential equation.
Continued fractions are naturally used in this setting since the best rational
approximations are obtained by truncating the continued fraction expansion.
Unfortunately, it is generally diﬃcult to obtain the continued fraction expan-
sion of a given algebraic Laurent series. Indeed, the eﬀect of basic operations
such as addition or multiplication is not clear at all on the continued fraction
expansion. The aim of this chapter is to introduce a diﬀerent approach which
is based on the use of the Laurent series expansion.
As a starting point, we use Christol’s theorem [46] which describes in terms
of automata the Laurent series expansion of formal power series that are alge-
braic over Fq(T ). More precisely, we recall that f(T ) =
∑
i≥0 aiT
−i ∈ Fq[[T−1]]
is algebraic over Fq(T ) if, and only if, the sequence (ai)i≥0 is generated by a
p-automaton. Furthermore, we recall that by a classical result of Eilenberg
[62] the so-called p-kernel of a p-automatic sequence is always ﬁnite. More
details about these notions can be found in the ﬁrst part of this thesis. Our
main result is the following explicit general upper bound for the irrationality
exponent of algebraic Laurent series in Fq((1/T )).
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Theorem 6.1.2. Let f(T ) =
∑
i≥−k aiT
−i be a Laurent series with coeﬃcients
in a ﬁnite ﬁeld of characteristic p, algebraic over Fq(T ). Let s be the cardinality
of the p-kernel of a = (ai)i≥0 and d be the number of states of the minimal
automaton generating a (in direct reading). Then the irrationality exponent
μ(f) satisﬁes
μ(f) ≤ ps+1d. (6.1)
The approach we use to prove Theorem 6.1.2 already appears in a dif-
ferent framework in [8]. It is essentially based on repetitive patterns oc-
curring in automatic sequences. More precisely, each algebraic formal series
f(T ) =
∑
i≥0 aiT
−i is identiﬁed with a p-automatic sequence a := (ai)i≥0 over
Fq. Then we use a theorem of Cobham which characterizes p-automatic se-
quences in terms of p-morphisms (see Section 6.2.3). As a consequence of this
result and of the pigeonhole principle, we are able to ﬁnd inﬁnitely many pairs
of ﬁnite words (Un, Vn) and a real number ω > 1 such that UnV ωn is preﬁx
of a for every positive integer n. Furthermore, the length of Un and Vn are
respectively of the form kpn and pn. Hence, there exists an inﬁnite sequence
of pairs of polynomials (Pn, Qn) such that the Laurent series expansion of the
rational function Pn/Qn is the (ultimately periodic) sequence cn := UnV ∞n .
The sequence of rational functions Pn/Qn provides good rational approxima-
tions to f since the words a and cn have the common preﬁx UnV ωn . Using such
approximations we are able to prove the following result (see Theorem 6.2.1):
k + ω
k + 
≤ μ(f) ≤ p
s+1(k + )
(ω − 1) . (6.2)
In practice, it may happen that we can choose Un and Vn such that a and
cn have the same ﬁrst (k + ω)pn digits, while the (k + ω)pn + 1th are dif-
ferent. In this case, the upper bound we obtain for the irrationality exponent
may be a much better one and in particular does not depend anymore on the
cardinality of the p-kernel. Furthermore, in the case where we can prove that
(Pn, Qn) = 1 for all n large enough, we obtain a signiﬁcative improvement on
the upper bound, as it will be explained in Remark 6.2.1. Note that, when
working with similar constructions involving real numbers, it is well-known
that this coprimality assumption is usually very diﬃcult to check.
In the second part of this chapter, we introduce a new approach in order
overcome this diﬃculty in our setting. We provide an algorithm that allows
us to check, in a ﬁnite amount of time, wether the sequences of polynomi-
als (Pn)n≥0 and (Qn)n≥0, associated with an algebraic series f , are relatively
prime for all n large enough. In order to do this, we observed that the rational
approximations we have obtained have a very speciﬁc form: the roots of Qn
can only be 0 and the th roots of unity (see Section 6.2.4). Then we have
to develop a calculus allowing to compute the polynomials Pn(T ). In order
to do this, we introduce some matrices associated with p-morphisms. These
matrices generalize the so–called incidence matrix of the underlying morphism
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(see Section 6.3). This could be of independent interest.
In the last part of this chapter, we illustrate the relevance of our approach
with few examples. We give in particular several algebraic Laurent series for
which we are able to compute the exact value of the irrationality exponent.
6.2 Proof of Theorem 6.1.2
Theorem 6.1.2 is an easy consequence of the more precise result established
in Theorem 6.2.1. In order to prove Theorem 6.2.1, we ﬁrst establish our
approximation lemma which is the analog of a classical result in Diophantine
approximation (Lemma 6.2.2). Then we show how to construct, starting with
an arbitrary algebraic Laurent series f with coeﬃcients in a ﬁnite ﬁeld, an
inﬁnite sequence of rational approximations of f satisfying the assumptions of
our approximation lemma. We thus deduce the expected upper bound for the
irrationality exponent of f .
All along this section, we provide comments and remarks allowing one to
improve in most cases this general upper bound (see in particular Remark 6.2.1
and Section 6.2.4).
6.2.1 Maximal repetitions in automatic sequences
Before stating our approximation lemma, we ﬁrst recall a useful result, which
will allow us later to control repetitive patterns occurring as preﬁxes of au-
tomatic sequences. The proof of the following lemma can be found in [8]
(Lemma 5.1, page 1356). Before stating it, we recall that the kernel Kk of a
k-automatic sequence a = (ai)i≥0 is deﬁned as the set of subsequences of the
form (akni+l)i≥0, where n ≥ 0 and 0 ≤ l < kn. Furthermore, we recall that by
a result of Eilenberg a sequence a is k-automatic if, and only if, Kk(a) is ﬁnite.
Lemma 6.2.1. Let a be a non-ultimately periodic k-automatic sequence de-
ﬁned on a alphabet A. Let U ∈ A∗, V ∈ A∗ \ {ε} and ω ∈ Q be such that UV ω
is a preﬁx of the sequence a. Let s be the cardinality of the k-kernel of a. Then
we have the following inequality:
|UV ω|
|UV | < k
s.
6.2.2 An approximation lemma
We start with the following result which is, in fact, an analog version of Lemma
4.1 in [9] for Laurent series with coeﬃcients in a ﬁnite ﬁeld. We also recall the
proof, since it is not very long and it may be of independent interest.
Lemma 6.2.2. Let f(T ) be a Laurent series with coeﬃcients in Fq. Let δ, ρ
and θ be real numbers such that 0 < δ ≤ ρ and θ ≥ 1. Let us assume that there
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exists a sequence (Pn/Qn)n≥1 of rational fractions with coeﬃcients in Fq and
some positive constants c0, c1 and c2 such that:
(i)
|Qn| < |Qn+1| ≤ c0|Qn|θ
(ii)
c1
|Qn|1+ρ ≤ |f −
Pn
Qn
| ≤ c2|Qn|1+δ .
Then, the irrationality measure μ(f) satisﬁes
1 + δ ≤ μ(f) ≤ θ(1 + ρ)
δ
. (6.3)
Furthermore, if we assume that there is N ∈ N∗ such that for any n ≥ N ,
(Pn, Qn) = 1, then, we have
1 + δ ≤ μ(f) ≤ max(1 + ρ, 1 + θ
δ
).
Proof. The left-hand side inequality is clear. We thus turn our attention to
the second inequality. Let P/Q ∈ Fq(T ) such that |Q| is large enough. Then
there exists a unique integer n = n(Q) ≥ 2 such that
|Qn−1| < (2c2|Q|) 1δ ≤ |Qn|. (6.4)
If P/Q = Pn/Qn then ∣∣∣∣∣PQ − PnQn
∣∣∣∣∣ ≥ 1|QQn| ,
and using Eq. (6.4) and (ii) we get that∣∣∣∣∣f − PnQn
∣∣∣∣∣ ≤ c2|Qn|1+δ = c2|Qn||Qn|δ ≤ 12|Q||Qn| .
By the triangle inequality, we have that∣∣∣∣∣f − PQ
∣∣∣∣∣ ≥
∣∣∣∣∣PQ − PnQn
∣∣∣∣∣−
∣∣∣∣∣f − PnQn
∣∣∣∣∣ .
Eq. (i) together with Eq. (6.4) imply that |Qn| ≤ c0|Qn−1|θ < c0(2c2|Q|)θ/δ.
Thus, ∣∣∣∣∣f − PQ
∣∣∣∣∣ ≥ 12|Q||Qn| ≥ 12|Q|c0(2c2|Q|)θ/δ ≥ c3|Q| θ(1+ρ)δ
since 1 + θ/ρ ≤ θ + θ/ρ (because θ ≥ 1) and c3 := 1/2c0(2c2)θ/δ.
On the other hand, if P/Q = Pn/Qn, then∣∣∣∣∣f − PQ
∣∣∣∣∣ =
∣∣∣∣∣f − PnQn
∣∣∣∣∣ ≥ c1|Qn|1+ρ ≥ c1(c0(2c2|Q|)θ/ρ)1+ρ = c4|Q| θ(1+ρ)δ ,
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where c4 = c1/c
1+ρ
0 (2c2)
θ(1+ρ)
δ . This ends the proof.
The case where (Pn, Qn) = 1 is treated in a similar way and we refer the
reader to Lemma 4.1 in [9] (page 10). The proof consists, as previously, of
two cases, but, when Pn/Qn = P/Q and P/Q is reduced, then Qn = Q; this
permits to obtain an improved upper bound.
Note that the second part of Lemma 6.2.2 is also known as a Voloch’s
Lemma and for more details, we refer the reader to [134].
6.2.3 Construction of rational approximations via Chris-
tol’s theorem
Let
f(T ) :=
∑
i≥0
aiT
−i ∈ Fq[[T−1]]
be an irrational algebraic Laurent series over Fq(T ).
We recall that, by Christol’s theorem, the sequence a := (ai)i≥0 is p-
automatic. According to Cobham’s theorem, there exist m ≥ 1,
σ : Am 	→ A∗m
a p-morphism and
ϕ : Am 	→ Fq
a coding such that a = ϕ(σ∞(a)) where a ∈ Am.
In all that follows, we let fa(T ) =
∑
i≥0 aiT
−i denote the formal series
associated with the inﬁnite word a = (ai)i≥0.
We also give the following deﬁnition for a polynomial associated with a
ﬁnite word.
Deﬁnition 6.2.1. Let U = a0a1 · · · ak−1 be a ﬁnite word over a ﬁnite alphabet.
We associate with U the polynomial PU(T ) :=
∑k−1
j=0 ak−1−jT
j. If U = ε, we
set PU(T ) = 0.
For example, if we consider the word U = 1020031 ∈ A5 then
PU(T ) = T
6 + 2T 4 + 3T + 1
is a polynomial with coeﬃcients in F5.
Using this notation, we have the following two lemmas.
Lemma 6.2.3. Let U, V be two ﬁnite words such that |U | = k ∈ N and
|V | =  ∈ N and let a := UV ∞. Then,
fa(T ) =
PU(T )(T
 − 1) + PV (T )
T k−1(T  − 1) .
If k = 0, we have
fa(T ) =
TPV (T )
T  − 1 .
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Proof. Let U := a0a1 · · · ak−1 and V := b0b1 · · · b−1. Writing the associated
series with a := UV ∞, we have
fa(T ) = (a0 + a1T
−1+ · · ·+ ak−1T−(k−1)) + (b0T−k + · · ·+ b−1T−(k+l−1)) + · · ·
and then, factorizing T−(k−1), T−k, T−(k+), T−(k+2), . . . and using the deﬁni-
tion of PU(T ) and PV (T ) (see Def. (6.2.1)), we obtain
fa(T ) = T
−(k−1)PU(T ) + T
−k(b0 + b1T
−1 + · · ·+ b−1T−(−1))+
+ T−(k+)(b0 + · · ·+ b−1T−(−1)) + · · ·
= T−(k−1)PU(T ) + T
−(k+−1)PV (T )(1 + T
− + T−2 + T−3 + · · · )
=
PU(T )(T
 − 1) + PV (T )
T k−1(T  − 1) .
When k = 0, that is, when U = ε, we just have to replace k = 0 in the identity
above.
Lemma 6.2.4. Let a = (ai)i≥0 and b = (bi)i≥0 two inﬁnite sequences over a
ﬁnite alphabet, satisfying ai = bi for 0 ≤ i ≤ L − 1, where L ∈ N∗. Then, we
have
|fa − fb| ≤ 1
eL
.
the equality being obtained when aL = bL.
Proof. This lemma immediately follows from the deﬁnition of an ultrametric
norm.
We now construct a sequence of rational fractions (Pn/Qn)n≥0 that satisﬁes
the assumptions of Lemma 6.2.2. The approach we use appears in [8] and is
essentially based on the repetitive patterns occurring in automatic sequences.
The sequence a being p-automatic, the p-kernel is ﬁnite. We let d denote
the number of states of the minimal automaton generating a (in direct read-
ing) and s the cardinality of the p-kernel. Let consider a preﬁx P of σ∞(a) of
length d+ 1. Observe that d is greater than or equal to the cardinality of the
internal alphabet of a, that is, Am. It follows, from the pigeonhole principle,
that there exists a letter b ∈ Am occurring at least twice in P . This means that
there exists two (possibly empty) words U ′ and V ′ and a letter b (all deﬁned
over Am) such that P := U ′bV ′b. Now, if we set U := U ′, V := bV ′, |U | := k,
|V | := , ω := 1 + 1/, then UV ω is a preﬁx of σ∞(a).
Let n ∈ N, Un := ϕ(σn(U)) and Vn := ϕ(σn(V )). Since
a = ϕ(σ∞(a))
then, for any n ∈ N, UnV ωn is a preﬁx of a. Notice also that |Un| = |U |pn and
|Vn| = |V |pn and the sequence (|Vn|)n≥1 is increasing.
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For any n ≥ 1, we set
Qn(T ) = T
kpn−1(T p
n − 1). (6.5)
Let cn denote the inﬁnite word UnV ∞n . There exists Pn(T ) ∈ Fq[T ] such
that
fcn(T ) =
Pn(T )
Qn(T )
.
More precisely, by Lemma 6.2.3, the polynomial Pn(T ) may be deﬁned by the
following formula
Pn(T ) = PUn(T )(T
pn − 1) + PVn(T ). (6.6)
Since a and cn have the common preﬁx UnV ωn it follows by Lemma 6.2.4
that ∣∣∣∣∣f − PnQn
∣∣∣∣∣ ≤ c2|Qn| k+ωk+ , (6.7)
where c2 = e
k+l
k+ωl .
Furthermore, if a and cn have the common preﬁx UnV ωn and the (k+ω)p
n+
1-th letters are diﬀerent, then, by Lemma 6.2.4, Inequality (6.7) becomes an
equality. On the other hand, we also have the following result, which is an
easy consequence of Lemma 6.2.1.
Lemma 6.2.5. Let s be the cardinality of the p-kernel of the sequence a :=
(ai)i≥0. We have ∣∣∣∣∣f − PnQn
∣∣∣∣∣ ≥ 1|Qn|ps .
Proof. Using Lemma 6.2.1 we obtain
|UnV ωn | < ps|UnVn|.
This implies that a and cn cannot have the same ﬁrst ps|UnVn| digits. Hence∣∣∣∣∣f − PnQn
∣∣∣∣∣ ≥ 1e(|Un|+|Vn|)ps
=
1
(e|Qn|)ps ≥
c1
|Qn|ps .
where c1 := 1/ep
s
.
This shows that (Pn/Qn)n≥1 satisﬁes the assumptions of Lemma 6.2.2 with
θ = p, ρ = ps − 1 and δ = (ω−1)
k+
. With this notation, we obtain the following
theorem.
Theorem 6.2.1. Let f(T ) =
∑
i≥0 aiT
−i ∈ Fq[[T−1]] be an algebraic Laurent
series over Fq(T ). Let k, l, ω, s be the parameters of f deﬁned above. Then,
the irrationality measure of f , μ(f), satisﬁes the following inequality:
k + ω
k + 
≤ μ(f) ≤ p
s+1(k + )
(ω − 1) . (6.8)
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Remark 6.2.1. If, for every n, a and cn have the same ﬁrst (k+ω)pn digits,
while the (k + ω)pn + 1-th digits are diﬀerent, then, we have∣∣∣∣∣f − PnQn
∣∣∣∣∣ = c2|Qn|1+δ .
Thus, the inequality (6.8) does not depend on s (the cardinality of p-kernel)
anymore. More precisely, in this case, Pn and Qn satisfy Lemma 6.2.2 with
θ = p, ρ = δ = (ω−1)
k+
and we have
k + ω
k + 
≤ μ(f) ≤ p(k + ω)
(ω − 1) .
Moreover, if there exists N such that, for any n ≥ N , (Pn, Qn) = 1, then
k + ω
k + 
≤ μ(f) ≤ max
(
k + ω
k + 
, 1 +
p(k + )
(ω − 1)
)
.
If U = ε, that is k = 0, then
ω ≤ μ(f) ≤ p ω
ω − 1 .
Furthermore, if ω−1 ≥ √p and (Pn, Qn) = 1, then μ(f) = ω. All this explains
why, in many cases, the general upper bound we obtained in Theorem 6.1.2
can be signiﬁcatively improved.
Proof of Theorem 6.1.2. By construction, ω = 1 + 1/ and k +  ≤ d. By
Theorem 6.2.1, it immediately follows that μ(f) ≤ ps+1d.
6.2.4 An equivalent condition for coprimality of Pn and
Qn
We have seen in Remark 6.2.1 that, in the case where the numerator Pn and the
denominator Qn of our rational approximations are relatively prime, the bound
for the irrationality exponent obtained in Theorem 6.1.2 can be signiﬁcatively
improved. This serves as a motivation for this section, which is devoted to the
coprimality of Pn and Qn.
First, let us recall the following result, which is an easy consequence of the
fact that the greatest common divisor of two polynomials, deﬁned over a ﬁeld
K, also belongs to K.
Lemma 6.2.6. Let P,Q ∈ Fq[T ]. Then (P,Q) = 1 over Fq[T ] if, and only if,
(P,Q) = 1 over Fp[T ].
Let n ∈ N∗ and Qn(T ) = T kpn−1(T pn − 1) ∈ Fq[T ]. Since we work in
caracteristic p, we have that
Qn(T ) = T
kpn−1(T  − 1)pn.
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Now, let P be an arbitrary polynomial with coeﬃcients in Fq. Then (P,Qn) =
1 if, and only if, (P (T ), T ) = 1 and (P (T ), T  − 1) = 1. In other words,
(P,Qn) = 1, if, and only if, P (0) = 0 and P (a) = 0 for all a ∈ Fp such that
a = 1.
Therefore, we easily obtain the following lemma, which will simplify the
study of the coprimality of polynomials Pn and Qn, by using some properties
of PUn and PVn .
Lemma 6.2.7. Let n ∈ N∗ and Pn, Qn deﬁned in Eq. (6.6) and (6.5). Then,
(Pn, Qn) = 1 over Fq(T ) if, and only if, we have
(i) PUn(0) = PVn(0),
(ii) for any a ∈ Fp, such that a = 1, PVn(a) = 0.
6.3 Matrix associated with morphisms
The purpose of this section is to give an approach which will allow one to
compute the polynomials PUn(T ) and PVn(T ), described in the previous sec-
tion. In particular, we show that, if α ∈ Fp, the sequences (PUn(α))n≥1 and
(PVn(α))n≥1 are ultimately periodic. Lemma 6.2.7 implies that we have to test
the coprimality of Pn and Qn only for a ﬁnite number of index n.
Let U = a0a1 · · · ak−1 be a ﬁnite word on Am and let i ∈ Am. We let PU (i)
denote the set of positions of i in the word U ; or, simply, Pi if there is no
doubt about U .
Déﬁnition 6.3.1. We associate with U the row vector vU(T ) = (βU,j(T ))0≤j≤m−1
where, for any j ∈ Am, βU,j is deﬁned as:
βU,j(T ) =
⎧⎨⎩
∑
l∈Pj T
l, if j occurs in U,
0, otherwise.
(6.9)
Example 6.3.1. We consider U = 1020310 ∈ A∗5. Then P0 = {0, 3, 5},
P1 = {1, 6}, P2 = {4}, P3 = {2} and P4 = ∅. The vector associated with U is
vU(T ) = (1 + T
3 + T 5, T + T 6, T 4, T 2, 0).
We also recall that PU(T ) = T 6 +2T 4 +3T 2 + T (see Deﬁnition 6.2.1) and we
observe that
PU(T ) = vU(T )
⎛⎜⎜⎜⎜⎜⎜⎝
0
1
2
3
4
⎞⎟⎟⎟⎟⎟⎟⎠ .
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Déﬁnition 6.3.2. Let σ : Am 	→ A∗m be a morphism. We associate with σ the
m×m matrix Mσ(T ) with coeﬃcients in Fp[T ] deﬁned by:
Mσ(T ) = (βσ(i),j(T ))0≤i,j≤m−1.
Example 6.3.2. Let σ : A3 	→ A∗3, σ(0) = 010, σ(1) = 2101 and σ(2) = 00211.
Then
Mσ(T ) =
⎛⎜⎝ T
2 + 1 T 0
T T 2 + 1 T 3
T 4 + T 3 T + 1 T 2
⎞⎟⎠ .
It is not diﬃcult to see that such matrices satisfy some interesting general
properties as claimed in the following remarks.
Remark 6.3.1. The matrix Mσ(1) is the reduction modulo p of the so-called
incidence matrix associated with the morphism σ. This matrix satisfy some
very nice properties and has been the subject of considerable study (see for
instance [105]).
Remark 6.3.2. Let σ1 and σ2 be two p-morphisms over Am. We have that
Mσ1◦σ2(T ) = Mσ2(T
p)Mσ1(T ).
Now, our main goal is to prove that, if α ∈ Fp, the sequences (PUn(α))n≥1
and (PVn(α))n≥1 are ultimately periodic. This will be the subject of Proposition
6.3.2. In order to prove this, we will need the following auxiliary results.
Lemma 6.3.1. Let σ : Am 	→ A∗m be a p-morphism and U = a0 · · · ak−1 ∈ A∗m.
For any n ∈ N we denote Un = σn(U) = σn(a0) · · ·σn(ak−1). We have
PUn(T ) = vU(T
pn)Rn(T ),
where, for any n ∈ N,
Rn(T ) =
⎛⎜⎜⎜⎜⎝
Pσn(0)(T )
Pσn(1)(T )
...
Pσn(m−1)(T )
⎞⎟⎟⎟⎟⎠ .
Proof. Since Un = σn(a0) · · ·σn(ak−1), we infer from the fact that σ is a p-
morphism, that
Pσn(U)(T ) = Pσn(a0)(T )T
(k−1)·pn + Pσn(a1)(T )T
(k−2)·pn + · · ·+ Pσn(ak−1)(T ).
Hence there exists a vector Sn(T ) = (s0(T p
n
), s1(T
pn), . . . , sm−1(T
pn)), where
si(T ), 0 ≤ i ≤ m− 1, are some polynomials with coeﬃcients 0 or 1, such that
Pσn(U)(T ) = Sn(T )
⎛⎜⎜⎜⎜⎝
Pσn(0)(T )
Pσn(1)(T )
...
Pσn(m−1)(T )
⎞⎟⎟⎟⎟⎠
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and Sn(T ) = S0(T p
n
). For n = 0, the equality above becomes
PU(T ) = S0(T )
⎛⎜⎜⎜⎜⎝
0
1
...
m− 1
⎞⎟⎟⎟⎟⎠ .
By deﬁnitions 6.3.1 and 6.2.1, we deduce that S0(T ) = vU (T ). This ends the
proof.
Example 6.3.3. Let σ be a 3-morphism over A2 and U = 10100. Then, for
any n ∈ N,
σn(U) = σn(1)σn(0)σn(1)σn(0)σn(0) and vU(T ) = (T
3 + T + 1, T 4 + T 2).
Hence,
Pσn(U)(T ) =Pσn(1)(T )T
4·3n + Pσn(0)(T )T
3·3n+
+ Pσn(1)(T )T
2·3n + Pσn(0)(T )T
3n + Pσn(0)(T )
=(T 3·3
n
+ T 3
n
+ 1, T 4·3
n
+ T 2·3
n
)
(
Pσn(0)(T )
Pσn(1)(T )
)
=vU(T
3n)Rn(T ).
Lemma 6.3.2. Let n ∈ N and let σ be a p-morphism over Am. We have
Rn+1(T ) = Mσ(T
pn)Rn(T ),
where Mσ(T ) is the matrix associated with σ, as in Deﬁnition 6.3.2.
Proof. Let σ be deﬁned as follows⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
σ(0) = a
(0)
0 a
(0)
1 · · · a(0)p−1
σ(1) = a
(1)
0 a
(1)
1 · · · a(1)p−1
...
...
...
σ(m− 1) = a(m−1)0 a(m−1)1 · · · a(m−1)p−1 ,
where a(j)i ∈ Am, for any i ∈ {0, 1, . . . , p− 1} and j ∈ {0, 1, . . . , m− 1}. Then,
for any j ∈ {0, 1, . . . , m− 1} and n ∈ N∗, we have
σn+1(j) = σn(σ(j)) = σn(a
(j)
0 a
(j)
1 · · · a(j)p−1) = σn(a(j)0 )σn(a(j)1 ) · · ·σn(a(j)p−1).
Hence
Pσn+1(j)(T ) = Pσn(a(j)0 )
(T )T (p−1)p
n
+ · · ·+ Pσn(ajp−1)(T ).
It follows by Lemma 6.3.1 that⎛⎜⎜⎜⎜⎝
Pσn+1(0)(T )
Pσn+1(1)(T )
...
Pσn+1(m−1)(T )
⎞⎟⎟⎟⎟⎠ = (βσ(i),j(T pn))0≤i,j≤m−1
⎛⎜⎜⎜⎜⎝
Pσn(0)(T )
Pσn(1)(T )
...
Pσn(m−1)(T )
⎞⎟⎟⎟⎟⎠ ,
that is, Rn+1(T ) = Mσ(T p
n
)Rn(T ), which ends the proof.
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Remark 6.3.3. In particular, if n = 0 in the previous identity, we obtain the
following equalities⎛⎜⎜⎜⎜⎝
Pσ(0)(T )
Pσ(1)(T )
...
Pσ(m−1)(T )
⎞⎟⎟⎟⎟⎠ = (βσ(i),j(T ))0≤i,j≤m−1
⎛⎜⎜⎜⎜⎝
0
1
...
m− 1
⎞⎟⎟⎟⎟⎠ = Mσ(T )R0(T ),
and this being true for any p-morphism σ deﬁned over Am. Therefore, we
observe that given a matrix M of this form, we can ﬁnd only one morphism
whose matrix is M .
Notice also that, if ϕ is a coding deﬁned over Am, we have a similar identity⎛⎜⎜⎜⎜⎝
Pϕ(σ(0))(T )
Pϕ(σ(1))(T )
...
Pϕ(σ(m−1))(T )
⎞⎟⎟⎟⎟⎠ = (βϕ(σ(i)),j(T ))0≤i,j≤m−1
⎛⎜⎜⎜⎜⎝
ϕ(0)
ϕ(1)
...
ϕ(m− 1)
⎞⎟⎟⎟⎟⎠ ,
The following corollaries immediately yield.
Corollary 6.3.1. Let n ∈ N∗ and let σ be a p-morphism deﬁned on Am. We
have
Rn(T ) = Mσ(T
pn−1)Mσ(T
pn−2) · · ·Mσ(T )
⎛⎜⎜⎜⎜⎝
0
1
...
m− 1
⎞⎟⎟⎟⎟⎠ ,
where Mσ(T ) is the matrix associated with σ, as in Deﬁnition 6.3.2.
Corollary 6.3.2. Let σ be a p-morphism deﬁned on Am. Then for any n ∈ N∗
we have
Mσn(T ) = Mσ(T
pn−1)Mσ(T
pn−2) · · ·Mσ(T )
where Mσ(T ) is the matrix associated with σ, as in Deﬁnition 6.3.2.
Corollary 6.3.3. Let a ∈ Fp. Then for any n ∈ N we have Mσn(a) = Mnσ (a).
Proposition 6.3.1. Let p be a prime and σ : Am 	→ A∗m be a p-morphism.
Let α ∈ Fr, where r = pt, t ∈ N∗. Then for any positive integer k we have
Mσkt(α) = (Mσt(α))
k. (6.10)
Proof. We argue by induction on k. Obviously, this is true for k = 1. We
suppose that Eq. (6.10) is satisﬁed for k and we prove it for k + 1. Using
Corollary 6.3.2 and the fact that αr = α we obtain that
Mσ(k+1)t(α) = Mσ(α
pkt+t−1) · · ·Mσ(αpt)︸ ︷︷ ︸Mσ(αpt−1) · · ·Mσ(α)
= Mσ(α
pkt−1) · · ·Mσ(α)︸ ︷︷ ︸Mσ(αpt−1) · · ·Mσ(α)︸ ︷︷ ︸
= Mσkt(α)Mσt(α) = (Mσt(α))
k+1.
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Proposition 6.3.2. Let p be a prime and U = ak−1 · · ·a0 ∈ A∗m. Let σ :
Am 	→ A∗m be a p-morphism and ϕ : Am 	→ Fq a coding. Let α ∈ Fr, where
r = pt, r ∈ N∗. Then the sequence (Pϕ(σn(U))(α))n≥0 is ultimately periodic.
Proof. First, notice that, as in Lemma 6.3.1, we have
Pϕ(σn(U))(T ) = vU(T
pn)
⎛⎜⎜⎜⎜⎝
Pϕ(σn(0))(T )
Pϕ(σn(1))(T )
...
Pϕ(σn(m−1))(T )
⎞⎟⎟⎟⎟⎠ .
By Remark 6.3.3, we have that⎛⎜⎜⎜⎜⎝
Pϕ(σn(0))(T )
Pϕ(σn(1))(T )
...
Pϕ(σn(m−1))(T )
⎞⎟⎟⎟⎟⎠ = Mσn(T )
⎛⎜⎜⎜⎜⎝
ϕ(0)
ϕ(1)
...
ϕ(m− 1)
⎞⎟⎟⎟⎟⎠ .
Hence
Pϕ(σn(U)(α) = vU(α
pn)Mσn(α)
⎛⎜⎜⎜⎜⎝
ϕ(0)
ϕ(1)
...
ϕ(m− 1)
⎞⎟⎟⎟⎟⎠ .
Clearly, the sequence (vU(αp
n
))n≥0 is periodic with a period less than or
equal to t since vU(αp
n+t
) = vU(α
pn), for any n ∈ N∗. We now prove that the
sequence (Mσn(α))n≥0 is ultimately periodic.
Since α ∈ Fpt, we have αpt = α and thus, by Corollary 6.3.2, for any k and
n ∈ N, we obtain
Mσn+kt(α) = Mσn(α)Mσkt(α).
Therefore, by Proposition 6.3.1 we have, for any k ∈ N,
Mσn+kt(α) = Mσn(α)Mσkt(α) = Mσn(α)(Mσt(α))
k.
Since Mσt(α) is a m×m matrix with coeﬃcients in a ﬁnite ﬁeld, there exist
two positive integers m0 and n0, m0 = n0 (suppose that m0 < n0) such that
Mσt(α)
m0 = Mσt(α)
n0. This implies that
Mσn+m0t(α) = Mσn(α)(Mσt(α))
m0 = Mσn(α)(Mσt(α))
n0 = Mσn+n0t(α)
and thus, the sequence (Mσn(α))n≥0 is ultimately periodic, with pre-period
at most m0t and period at most (n0 − m0)t. Since (vU(αpn))n≥0 is periodic
with period at most t, it follows that (Pϕ(σn(U))(α))n≥0 is ultimately periodic
(with pre-period at most m0t and period at most (n0 −m0)t). This ends the
proof.
Remark 6.3.4. The properties of matrix associated with mophisms, appear-
ing in this section, are still true when replacing p-morphisms by ps-morphisms,
for any s ∈ N∗.
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6.4 Examples
In Theorem 6.1.2 we give a general upper bound for the irrationality exponent
of algebraic Laurent series with coeﬃcients in a ﬁnite ﬁeld. In many cases,
the sequence of rational approximations (Pn/Qn)n≥0 we construct turns out
to satisfy the conditions (i) and (ii) of Lemma 6.2.7. This naturally gives rise
to a much better estimate, as hinted in Remark 6.2.1. In this section, we
illustrate this claim with few examples of algebraic Laurent series for which
the irrationality exponent is exactly computed or at least well estimated.
Example 6.4.1. Let us consider the following equation over F2(T )
X4 +X +
T
T 4 + 1
= 0. (6.11)
This equation is related to the Mahler algebraic Laurent series, previously
mentioned. Let E1 = {α ∈ F2((T−1)), |α| < 1}. We ﬁrst notice that Eq.
(6.11) has a unique solution f in E1. This can be obtained by showing that
the application
h : E1 	−→ E1
X 	−→ X + T
T 4 + 1
is well deﬁned and is a contracting map from E1 to E1. Then the ﬁxed point
theorem in a complete metric space implies that the equation h(X) = X, that
is, Eq. (6.11) has a unique solution in E1. Let f denote this solution and let
f(T ) :=
∑
i≥0 aiT
−i (with a0 = 0, since f belongs to E1).
The second step is to ﬁnd the morphisms that generate the sequence of
coeﬃcients of f , as in Cobham’s theorem. Notice that there is a general
method that allows one to obtain these morphisms when we know the algebraic
equation. In this example, we try to describe the important steps of this
method and we will give further details later.
By replacing f in Eq. (6.11) and using the fact that f 4(T ) =
∑
i≥0 aiT
−4i
we easily obtain the following relations between the coeﬃcients of f
ai+1 + ai + a4i+4 + a4i = 0, (6.12)
a1 = 0, a2 = 0, a3 = 1, (6.13)
ai+4 + ai = 0, if i ≡ 0[4]. (6.14)
By Eq. (6.13) and (6.14), we get that a4i+1 = 0, a4i+2 = 0 and a4i+3 = 1, for
any i ≥ 0. From Eq. (6.12) we deduce that
a16i+4 = a16i+8 = a16i + a4i,
a16i+12 = a16i+8 + 1 = a16i + a4i + 1.
This implies that the 4-kernel of a := (ai)i≥0 is the following set
K4(a) = {(ai)i≥0, (a4i)i≥0, (a16i)i≥0, (0), (1)}.
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q0/0 q1/1
0, 1, 2 0, 3
3
1, 2
Figure 6.1: A 4-automaton recognizing a
Consequently, the 4-automaton generating a is
Once we have the automaton, there is a general approach to obtain the
morphisms that generate an automatic sequence. More precisely, the proof of
Cobham’s theorem precisely describes this process. The reader may consult
the original article of Cobham [50] or the monograph [20] (Theorem 6.3.2, page
175). Following this approach, we obtain that a = σ∞(0), where σ is deﬁned
as follows
σ(0) = 0001
σ(1) = 1001.
It is now possible to apply our approach described in the ﬁrst part of this
chapter. We will prove the following result.
Proposition 6.4.1. One has
μ(f) = 3.
Notice that, Mahler’s Theorem implies only that μ(f) ≤ 4 and Osgood’s
Theorem or Lasjaunias and de Mathan’s Theorem cannot be applied since this
Laurent series is clearly hyperquadratic.
Proof. We are going to introduce an inﬁnite sequence of rational fractions
(Pn/Qn)n≥1 converging to f . Since a begins with 0001, we denote V = 0 and
for any n ≥ 1, Vn = σn(V ). Hence a begins with VnVnVn for any nonnegative
integer n.
Since |Vn| = 4n, we set Qn(T ) = T 4n − 1. In Section 6.2.3, we showed that
there exists a polynomial Pn(T ) ∈ F2[T ] such that:
Pn(T )
Qn(T )
= fV ∞n (T ).
The formal power series expansion of Pn/Qn begins with
σn(0001)σn(0001)σn(0001)σn(0),
and we deduce that it begins with
σn(0001)σn(0001)σn(0001)0
while the sequence a begins with
σn(0001)σn(0001)σn(0001)1.
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Hence, the ﬁrst 3 · 4nth digits of the series expansion of Pn/Qn and f are the
same, while the following coeﬃcients are diﬀerent. According to Remark 6.2.1,
we deduce that:
3 ≤ μ(f) ≤ 6,
or, if for any n ≥ 1 we have (Pn, Qn) = 1 then
μ(f) = 3.
It thus remains to prove that (Pn, Qn) = 1 for every positive integer n. Let
n ≥ 1. We now prove that (Pn, Qn) = 1. By Lemma 6.2.7 we have to prove
that Pn(1) = 0, i.e., Pσn(0)(1) = 0. Remark 6.3.3 implies that(
Pσn(0)(T )
Pσn(1)(T )
)
= Mσn(T )
(
0
1
)
.
Hence, Pσn(0)(1) = 0 if, and only if,
(
1 0
)
Mσn(1)
(
0
1
)
= 0,
that is, if, and only if,
(
1 0
)
Mnσ (1)
(
0
1
)
= 0.
Indeed, by Corollary 6.3.3, we have Mσn(1) = Mnσ (1). Since
Mσ(1) =
(
1 1
0 0
)
,
we deduce that Mσn(1) = Mσ(1) and then,
(
1 0
)( 1 1
0 0
)(
0
1
)
= 0.
Consequently, we obtain that (Pn, Qn) = 1. This ends the proof.
Remark 6.4.1. Let f(T ) =
∑
i≥0 aiT
−i be a formal power series with coeﬃ-
cients in a ﬁnite ﬁeld Fq, where q is a power of p, and suppose that there is
P (T ) ∈ Fq[T ] such that P (f) = 0. As mentioned before, there is a general
approach that allows one to ﬁnd the automaton that generates the inﬁnite
sequence a := (ai)i≥0. This consists of the following steps. First, there exists
a polynomial Q with coeﬃcients in Fq[T ], of the form Q(X) =
∑
i≥0Bi(T )X
pi,
B0(T ) = 0 such that Q(f) = 0. This is known as an Ore’s polynomial and the
existence is due to Ore’s theorem (for a proof see, for example, [20], Lemma
12.2.3, page 355). Hence, the ﬁrst step is to ﬁnd such a Ore’s polynomial van-
ishing f (this is possible by passing P to the power of p as many times as we
need). The second step is to ﬁnd some recurrent relations between the terms
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ai in order to ﬁnd the kernel of a. This is possible thanks to the Frobenius
morphism. The third step is the construction of the automaton generating
a. Notice that a sequence is k-automatic if, and only if, its k-kernel is ﬁnite.
The proof of this well-known result is explicit and we refer the reader to [20]
(Theorem 6.6.2, page 18). The last step is to ﬁnd the morphisms generating
a, as described in Cobham’s theorem. In order to do this, the reader may refer
to the proof of Cobham’s theorem, which is explicit as well.
The following examples present diﬀerent computations of irrationality ex-
ponents of Laurent power series over ﬁnite ﬁelds. We do not give the algebraic
equations of them because the computation is quite long, but, as in the previ-
ous example (where we ﬁnd the morphisms if we know the equation), there is
a general approach that allows one to compute the equation of a formal power
series when we know the automaton generating the sequence of its coeﬃcients.
Indeed, by knowing the morphisms we can ﬁnd the automaton (see the proof
of Cobham’s theorem), then knowing the automaton allows to ﬁnd the kernel
(see [20], Theorem 6.6.2, page 185) and also the relations between the coeﬃ-
cients. These relations allow one to ﬁnd a polynomial that vanishes the formal
power series (the reader may consult the proof of Christol’s theorem in [46]
or [20]-page 356, but also [75]-where a generalisation of Christol’s theorem is
given). More precisely the polynomial that we compute from these relations
is also an Ore’s polynomial. Finally, we have to factor this polynomial and to
check which is the irreducible factor vanishing our algebraic Laurent series.
Example 6.4.2. We now consider the formal power series
f(T ) =
∑
i≥0
aiT
−i ∈ F2[[T−1]],
where the sequence a := (ai)i≥0 is the image under the coding ϕ of the ﬁxed
point of the 8-uniform morphism σ, ϕ and σ being deﬁned as follows
ϕ(0) = 1
ϕ(1) = 0
ϕ(2) = 1
and
σ(0) = 00000122
σ(1) = 10120011
σ(2) = 12120021.
Thus a = 11111011111 · · · .
Proposition 6.4.2. One has μ(f) = 5.
Proof. We are going to introduce an inﬁnite sequence of rational fractions
(Pn/Qn)n≥0 converging to f . Since a begins with 00000, we denote V = 0 and,
for any n ≥ 1, Vn = σn(0). Hence, a begins with V 5n for any n ≥ 1. Now, we
set Qn(T ) = T 8
n−1. In Section 6.2.3 we showed that there exists a polynomial
Pn(T ) ∈ F2[T ] such that:
Pn(T )
Qn(T )
= fV ∞n (T ).
The formal power series expansion of Pn/Qn begins with
σn(0)σn(0)σn(0)σn(0)σn(0)σn(0)
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and we deduce that it begins with
σn(0)σn(0)σn(0)σn(0)σn(0)0,
while the sequence a begins with
σn(0)σn(0)σn(0)σn(0)σn(0)1.
Hence, the ﬁrst 5 · 8nth digits of the series expansion of Pn/Qn and f are the
same, while the following coeﬃcients are diﬀerent.
Using Remark 6.2.1, we deduce that
5 ≤ μ(f) ≤ 10.
Moreover, if for any n ≥ 1 we have (Pn, Qn) = 1, then we obtain
μ(f) = 5.
We now prove that (Pn, Qn) = 1 for every n ≥ 1. By Lemma 6.2.7 we have
to prove that Pn(1) = 0, i.e., Pϕ(σn(0))(1) = 0. By Remark 6.3.3 we have that⎛⎜⎝ Pϕ(σn(0))(T )Pϕ(σn(1))(T )
Pϕ(σn(2))(T )
⎞⎟⎠ = Mσn(T )
⎛⎜⎝ ϕ(0)ϕ(1)
ϕ(2)
⎞⎟⎠
and by Corollary 6.3.3
Mσn(1) = M
n
σ (1).
The matrix associated with σ, when T = 1, is equal to the incidence matrix
of σ:
Mσ(1) =
⎛⎜⎝ 1 1 01 0 1
0 1 1
⎞⎟⎠ .
Hence, by an easy computation, we obtain that, for any j ≥ 1,
M2j+1σ (1) =
⎛⎜⎝ 1 1 01 0 1
0 1 1
⎞⎟⎠ and M2jσ (1) =
⎛⎜⎝ 0 1 11 0 1
1 1 0
⎞⎟⎠
and thus, for every n ≥ 1, we have
(
1 0 0
)
Mnσ (1)
⎛⎜⎝ ϕ(0)ϕ(1)
ϕ(2)
⎞⎟⎠ = 1 = 0.
Consequently, for every n ≥ 1, Pϕ(σn(0))(1) = 0 and thus (Pn, Qn) = 1.
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6.4. EXAMPLES
Example 6.4.3. We now consider the formal power series
f(T ) =
∑
i≥0
aiT
−i ∈ F3[[T−1]],
where the sequence a := (ai)i≥0 is the ﬁxed point beginning with zero of the
following 3-uniform morphism:
σ(0) = 010
σ(1) = 102
σ(2) = 122.
Thus a = 010102010 · · · .
Proposition 6.4.3. The irrationality exponent of the formal power series f
satisﬁes
2.66 ≤ μ(f) ≤ 2.81.
In this case, we are not able to compute the exact value of the irrationality
exponent but the lower bound we found shows that the degree of f is greater
than or equal to 3. Hence our upper bound obviously improves on the one
that could be deduced from the Mahler’s theorem.
Proof. We are going to introduce an inﬁnite sequence of rational fractions
(Pn/Qn)n≥0 converging to f . Since a begins with 010102, we denote V :=
010102 and for any n ≥ 1, Vn := σn(V ). Hence a begins with
σn(010102)σn(010102)σn(0101)
for any n ≥ 1. Now, we set Qn(T ) = T 2·3n − 1. There exists a polynomial
Pn(T ) ∈ F3[T ] such that:
Pn(T )
Qn(T )
= fV ∞n (T ).
The formal power series expansion of Pn/Qn begins with
σn(010102)σn(010102)σn(0101)σn(0)
and we deduce that it begins with
σn(010102)σn(010102)σn(0101)0,
while the sequence a begins with
σn(010102)σn(010102)σn(0101)1.
Hence, the ﬁrst 16 · 3nth digits of the series expansion of Pn/Qn and f are
the same, while the following coeﬃcients are diﬀerent. By Remark 6.2.1, we
deduce that
2.66 ≤ μ(f) ≤ 4.81.
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Furthermore, if for every n ≥ 1 we have (Pn, Qn) = 1, then
2.66 ≤ μ(f) ≤ 2.81.
Let n ≥ 1. We now prove that (Pn, Qn) = 1. By Lemma 6.2.7, since
Qn(T ) = (T − 1)3n(T + 1)3n ,
we have to prove that, for all n ≥ 1, Pn(1) = 0 and Pn(−1) = 0.
By deﬁnition of (Pn(T ))n≥0 (see Eq. (6.6)) we have
Pn(1) = PVn(1) and Pn(−1) = PVn(−1).
Since Vn = σn(010102) = σn+1(01) then,
PVn(T ) = Pσn+1(0)(T )T
3n+1 + Pσn+1(1)(T ).
Hence,
PVn(1) = Pσn+1(0)(1)+Pσn+1(1)(1) and PVn(−1) = −Pσn+1(0)(−1)+Pσn+1(1)(−1).
Remark 6.3.3 implies that⎛⎜⎝ Pσn(0)(T )Pσn(1)(T )
Pσn(2)(T )
⎞⎟⎠ = Mσn(T )
⎛⎜⎝ 01
2
⎞⎟⎠ .
If we now replace T = 1 (respectively T = −1), we obtain that Pn(1) = 0
(respectively Pn(−1) = 0) if, and only if,
(
1 1 0
)
Mnσ (1)
⎛⎜⎝ 01
2
⎞⎟⎠ = 0
(respectively, (
−1 1 0
)
Mnσ (−1)
⎛⎜⎝ 01
2
⎞⎟⎠ = 0).
The matrix associated with σ is
Mσ(T ) =
⎛⎜⎝ T
2 + 1 T 0
T T 2 1
0 T 2 T + 1
⎞⎟⎠ .
Hence,
Mσ(1) =
⎛⎜⎝ 2 1 01 1 1
0 1 2
⎞⎟⎠ and Mσ(−1) =
⎛⎜⎝ 2 −1 0−1 1 1
0 1 0
⎞⎟⎠ .
Notice that M2σ(±1) = M4σ(±1) and, by an easy computation, one can ob-
tain that the sequence (PVn(1))n≥0 is 2-periodic and (PVn(−1))n≥0 is 1-periodic;
more precisely, (PVn(1))n≥0 = (12)
∞ and (PVn(−1))n≥0 = (1)∞. This proves
that PVn(1) and PVn(−1) never vanish, which ends the proof.
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6.4. EXAMPLES
Example 6.4.4. We now consider the formal power series
f(T ) =
∑
i≥0
aiT
−i ∈ F5[[T−1]],
where the sequence a := (ai)i≥0 is the ﬁxed point beginning with zero of the
following 5-uniform morphism:
σ(0) = 00043
σ(1) = 13042
σ(2) = 14201
σ(3) = 32411
σ(4) = 00144.
Thus a = 0004300043 · · · .
Proposition 6.4.4. One has
μ(f) = 3.4.
Notice that, after Mahler’s Theorem, the degree of algebricity of f is greater
than or equal than 4.
Proof. We are going to introduce an inﬁnite sequence of rational fractions
(Pn/Qn)n≥0 converging to f . We can remark that the sequence a begins with
00043000430004300144,
and thus, more generally, a begins with
σn(00043)σn(00043)σn(00043)σn(00)σn(1)
for every n ≥ 1. Now, we set Qn(T ) = T 5n − 1. There exists a polynomial
Pn(T ) ∈ F5[T ] such that:
Pn(T )
Qn(T )
= fσn(00043)∞(T ).
The formal power series expansion of Pn/Qn begins with
σn(00043)σn(00043)σn(00043)σn(00043) =
= σn(00043)σn(00043)σn(00043)σn(00)σn(0)σn(43)
and we deduce that it begins with
σn(00043)σn(00043)σn(00043)σn(00)0,
while the sequence a begins with
σn(00043)σn(00043)σn(00043)σn(00)1.
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Hence, the ﬁrst 17 · 5nth digits of the series expansion of Pn/Qn and f are the
same, while the following coeﬃcients are diﬀerent.
According to Remark 6.2.1, we deduce that
3.4 ≤ μ(f) ≤ 7.08.
Moreover, if for every n ≥ 1 we have (Pn, Qn) = 1, then we obtain
μ(f) = 3.4.
Let n ≥ 1. We are going to prove that (Pn, Qn) = 1, for any n ≥ 1.
By Lemma 6.2.7, it is necessary and suﬃcient to prove that Pn(1) = 0, i.e.,
Pσn(0)(1) = 0, which is equivalent to:
(
1 0 0 0 0
)
Mnσ (1)
⎛⎜⎜⎜⎜⎜⎜⎝
0
1
2
3
4
⎞⎟⎟⎟⎟⎟⎟⎠ = 0.
Since the matrix associated with σ is
Mσ(T ) =
⎛⎜⎜⎜⎜⎜⎜⎝
T 4 + T 3 + T 2 0 0 1 T
T 2 T 4 1 T 3 T
T T 4 + 1 T 2 0 T 3
0 T + 1 T 3 T 4 T 2
T 4 + T 3 T 42 0 0 T + 1
⎞⎟⎟⎟⎟⎟⎟⎠ .
we obtain that
Mσ(1) =
⎛⎜⎜⎜⎜⎜⎜⎝
3 0 0 1 1
1 1 1 1 1
1 2 1 0 1
0 2 1 1 1
2 1 0 0 2.
⎞⎟⎟⎟⎟⎟⎟⎠ .
It follows by a short computation (for instance, using Maple) that the
sequence (Mnσ (1))n≥1 is 20-periodic and (PVn(1))n≥0 is 4-periodic. Moreover
(PVn(1))n≥0 = (2134)
∞. Hence Pn(1) = 0, for any n ≥ 1.
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7
Subword complexity and Laurent
series with coeﬃcients in a ﬁnite
ﬁeld
Dans ce chapitre nous utilisons la complexité des facteurs des mots inﬁnis pour
introduire une notion de complexité pour les séries de Laurent à coeﬃcients
dans un corps ﬁni. Nous démontrons dans un premier temps que l’inverse de
la série de Laurent Πq, analogue du nombre π dans ce contexte, a en général
une complexité sous-linéaire, sauf dans le cas q = 2, où la complexité est
quadratique. En particulier, nous en déduisons une nouvelle preuve de la
transcendance de Π2. Dans la deuxième partie de ce chapitre, nous étudions
les propriétés de certaines classes de séries formelles associées à la hiérarchie
induite par cette notion de complexité. Nous montrons plus précisément que la
classe des séries de Laurent de complexité au plus polynômiale et celle des séries
de Laurent d’entropie nulle forment un espace vectoriel sur le corps Fq(T ), et
sont laissées invariantes par diverses opérations classiques comme le produit de
Hadamard. Nous observons, dans une dernière partie, qu’il semble diﬃcile de
majorer la complexité du produit usuel (produit de Cauchy) de deux séries de
faible complexité. Ce travail fait l’objet d’un article soumis pour publication.
7.1 Introduction and motivations
The sequence of digits of the real number π = 3.14159 · · · has baﬄed math-
ematicians for a long time. Though the decimal expansion of π has been
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calculated to billions of digits, we do not even know, for example, if the digit 1
appears inﬁnitely often. Actually, it is expected that, for any b ≥ 2, the b-ary
expansion of π should share some of the properties of a random sequence (see,
for instance, [23]). More concretely, it is widely believed that π is normal,
meaning that all blocks of digits of equal length occur in the b-ary represen-
tation of π with the same frequency, but we do not yet have a proof for this
claim. A common way to describe the disorder of an inﬁnite sequence a is
to compute its subword complexity, which is the function that associates with
each positive integer m the number of distinct blocks of length m occurring in
the word a. Let α be a positive real number and let a−ka−k+1 · · ·a0.a1a2 · · ·
be the representation of α in an integer base b ≥ 2. The complexity function
of α is deﬁned as follows
p(α, b,m) = Card{(aj, aj+1, . . . , aj+m−1), j ∈ N},
for any positive integer m. Notice that if π were normal, then its complexity
would be maximal, that is p(π, b,m) = bm, for every b ≥ 2 and m ≥ 1. In this
direction, similar questions have been asked about other well-known constants
and it is for instance widely believed that for every α ∈ {e, log 2, ζ(3),√2},
one should have
p(α, b,m) = bm,
for any m ≥ 1 and b ≥ 2.
In this chapter we use the familiar asymptotic notation of Landau. We
write f = O(g) if there exist two positive real numbers k and n0 such that, for
every n ≥ n0 we have |f(n)| < k |g(n)|. We also write f = Θ(g) if f = O(g)
and g = O(f).
If α is a rational real number then for every integer b ≥ 2 we have p(α, b,m) =
O(1), where the constant depends on b and α. Moreover, there is a classical
theorem of Morse and Hedlund [96] which implies that for every irrational real
number α, we have
p(α, b,m) ≥ m+ 1, (7.1)
for all integers m ≥ 1 and b ≥ 2.
Concerning irrational algebraic numbers, the main result known to date in
this direction is due to Adamczewski and Bugeaud [4]. These authors proved
that the complexity of an irrational algebraic real number α satisﬁes
lim
m→∞
p(α, b,m)
m
= +∞, (7.2)
for any base b ≥ 2. For more details about complexity of real numbers, see
[1, 4, 7].
For classical transcendental constants, there is a more ambiguous situation
and, to the best of our knowledge, the only result that improves the bound
following from Inequality (7.1) was recently proved in [1]. It concerns the real
number e and some other exponential periods. More precisely, Adamczewski
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7.1. INTRODUCTION AND MOTIVATIONS
showed that if ξ is an irrational real number whose irrational exponent μ(ξ) =
2, then
lim
m→∞
p(ξ, b,m)−m = +∞,
for any base b ≥ 2.
The present work is motivated by this type of question, but in the setting
of Laurent series with coeﬃcients in a ﬁnite ﬁeld. In the sequel we let Fq(T ),
Fq[[T−1]] and Fq((T−1)) denote respectively the ﬁeld of rational functions, the
ring of formal series and the ﬁeld of Laurent series over the ﬁnite ﬁeld Fq, q
being a power of a prime number p.
By analogy with the real numbers, the complexity of a Laurent series is
deﬁned as the subword complexity of its sequence of coeﬃcients. Again, the
theorem of Morse and Hedlund gives a complete description of the rational
Laurent series; more precisely, they are the Laurent series of bounded com-
plexity. Furthermore, there is a remarkable theorem of Christol [46] (see also
[47]) that precisely describes the algebraic Laurent series over Fq(T ) as follows.
Let f(T ) =
∑
n≥−n0 anT
−n be a Laurent series with coeﬃcients in Fq. Then
f is algebraic over Fq(T ) if, and only if, the sequence of coeﬃcients (an)n≥0
is p-automatic. More references on automatic sequences can be found in [20]
(chapters 5 and 6). Furthermore, Cobham proved that the subword complex-
ity of an automatic sequence is at most linear [50]. Hence, a straightforward
consequence of those two results is the following.
Theorem 7.1.1. Let f ∈ Fq((T−1)) be algebraic over Fq(T ). Then we have
p(f,m) = O(m).
The converse is obviously not true, since there are uncountably many Lau-
rent series with linear complexity.
In contrast with real numbers, the situation is thus clariﬁed in the case of
algebraic Laurent series. Also, notice that (7.2) and Theorem 7.1.1 point out
the fact that the subword complexities of algebraic elements in Fq((T−1)) and
in R are quite diﬀerent.
On the other hand, Carlitz introduced [38] functions in positive charac-
teristic by analogy with the Riemann ζ function, the usual exponential and
the logarithm function. Many values of these functions, including an ana-
log of the real number π, were shown to be transcendental over Fq(T ) (see
[44, 69, 125, 135, 133]). In the ﬁrst part of this chapter we focus on the analog
of π, denoted, for each q, by Πq, and we prove that its inverse has a “low”
complexity. More precisely, we will prove the following result in Section 7.3.
Theorem 7.1.2. Let q be a power of a prime number p. The complexity of
the inverse of Πq satisﬁes
(a) if q = 2 then
p
(
1
Π2
, m
)
= Θ(m2);
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(b) if q ≥ 3 then
p
(
1
Πq
, m
)
= Θ(m).
Since any algebraic Laurent series has at most linear complexity (by The-
orem 7.1.1), the following corollary yields.
Corollary 7.1.1. Π2 is transcendental over F2(T ).
The transcendence of Πq over Fq(T ) was ﬁrst proved by Wade in 1941 (see
[135]) using an analog of a classical method of transcendence in zero charac-
teristic. Another proof was given by Yu in 1991 (see [133]), using the theory of
Drinfeld modules. De Mathan and Chérif, in 1993 (see [44]), using tools from
Diophantine approximation, proved a more general result, but in particular
their result implied the transcendence of Πq. Christol’s theorem has also been
used as a combinatorial criterion in order to prove the transcendence of Πq.
This is what is usually called an “automatic proof”. The non-automaticity and
also the transcendence, was ﬁrst obtained by Allouche, in [12], via the so-called
q-kernel. Notice that our proof here is based also by Christol’s theorem, but we
obtain the non-automaticity of Π2 over F2(T ) as a consequence of the subword
complexity.
Another motivation for this work comes from a paper of Beals and Thakur
[26]. These authors proposed a classiﬁcation of Laurent series by their space or
time complexity. They showed that some classes of Laurent series have good
algebraic properties (for instance, the class of Laurent series corresponding to
any deterministic space class at least linear form a ﬁeld). They also place some
of Carlitz’s analogs in the computational hierarchy. Furthermore, motivated by
Theorems 7.1.1 and 7.1.2, we consider the classes of Laurent series of at most
polynomial complexity P and zero entropy Z (see Section 7.4), which seem to
be good candidates to enjoy some nice closure properties. In particular, we
prove the following theorem.
Theorem 7.1.3. P and Z are vector spaces over Fq(T ).
We will also show that both classes are closed under some usual operations
such as the Hadamard product, the formal derivative and the Cartier operators.
In particular, Theorem 7.1.3 provides a criterion of linear independence over
Fq(T ) (see Proposition 7.4.4).
7.2 Terminology and basic notions
In this section, we brieﬂy recall some deﬁnitions and well-known results from
combinatorics on words.
We say that a ﬁnite word V is a subword (or factor) of a ﬁnite word U if
there exist some ﬁnite words A, B, possibly empty such that U = AV B, and
we denote it by V U . Otherwise, V  U . We say that X is a preﬁx of U , and
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we denote by X ≺p U if there exists Y such that U = XY . We say that Y is
a suﬃx of U , and we denote by Y ≺s U if there exists X such that U = XY .
Also, we say that a ﬁnite word V is a subword (or factor) of an in-
ﬁnite word a = (an)n≥0 if there exists a nonnegative integer j such that
V = ajaj+1 · · · aj+m−1. The integer j is called an occurrence of V .
Let U, V,W be three ﬁnite words over A, V possibly empty. We denote
i(U, V,W ) := {AV B, A ≺s U, B ≺p W, A,B possibly empty},
and
i(U, V,W )+ := {AV B, A ≺s U, B ≺p W, A,B nonempty}.
7.2.1 Subword complexity and topological entropy
Let Fq be the ﬁnite ﬁeld with q elements, where q is a power of a prime number
p. In this chapter, we are interested in Laurent series with coeﬃcients in Fq.
Let n0 ∈ N and consider
f(T ) =
+∞∑
n=−n0
anT
−n ∈ Fq((T−1)).
Let m be a nonnegative integer. We deﬁne the complexity of f , denoted by
p(f,m), as being equal to the complexity of the inﬁnite word a = (an)n≥0.
We also deﬁne the entropy of f , denoted by h(f), as being equal to the
entropy of the inﬁnite word a = (an)n≥0.
We now give an useful tool in order to obtain bounds on the subword
complexity function (for a proof see, for example, [20], p. 300–302).
Lemma 7.2.1. Let a be an inﬁnite word over an alphabet A. We have the
following properties:
(i) p(a, m) ≤ p(a, m+ 1) ≤ cardA · p(a, m), for every integer m ≥ 0;
(ii) p(a, m+ n) ≤ p(a, m)p(a, n), for all integers m,n ≥ 0.
7.2.2 Morphisms
The main deﬁnitions about morphisms are recalled in the ﬁrst part of this
thesis.
For example, the Fibonacci word f = 0100101001001 · · · is an inﬁnite word
generated by iterating the morphism: σ(0) = 01 and σ(1) = 0. More precisely,
f = σ∞(0) is the unique ﬁxed point of σ.
We recall that a morphism σ is said to be uniform of length m ≥ 2 if
|g(x)| = m. Notice that a word generated by an uniform morphism of length
m is m-automatic (see, for example, [50]). In particular, its complexity is O(1)
if the word is ultimately periodic; otherwise, it is Θ(m).
The order of growth of a letter x is the function |σn(x)|, for n ≥ 0. In
general, this function grows asymptotically like naxbnx. A morphism is said
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to be polynomially diverging if there exists b > 1 such that, for any letter
x, the order of growth of x is naxbn and ax ≥ 1 for some x. A morphism is
exponentially diverging if every letter x has the order of growth naxbnx with
bx > 1 and not all bx are equal. For more details the reader may refer to [101].
7.3 The analog of Π
In 1935, Carlitz [38] introduced for function ﬁelds in positive characteristic an
analog of the exponential function deﬁned over C∞, which is the completion
of the algebraic closure of Fq((T−1)) (this is the natural analog of the ﬁeld of
complex numbers). In order to get good properties analogous to the complex
exponential, the resulting analog, z → eC(z), satisﬁes
eC(0) = 0, d/dz(eC(z)) = 1 and eC(Tz) = TeC(z) + eC(z)
q.
This is what we call the Carlitz exponential and the action u → Tu + uq
leads to the deﬁnition of the Carlitz Fq[T ]-module, which is in fact a particular
case of a Drinfeld module. The Carlitz exponential, eC(z), may be deﬁned by
the following inﬁnite product
eC(z) = z
∏
a∈Fq [T ], a
=0
(1− z
aΠ˜q
)
where
Π˜q = (−T )
q
q−1
∞∏
j=1
(
1− 1
T qj−1
)−1
.
Since ez = 1 if, and only if, z ∈ 2πiZ and since eC(z) was constructed by
analogy such that eC(z) = 0 if, and only if, z ∈ Π˜qFq[T ] (in other words the
kernel of eC(z) is Π˜qFq[T ]), we get a good analog Π˜q of 2πi. In order to obtain
a good analog of the real number π, we take its one unit part and hence we
obtain
Πq =
∞∏
j=1
(
1− 1
T qj−1
)−1
.
We mention that we use the notation that appears in [125] (page 32 and
47) and we consider the analog of π deﬁned by the formula above (as explained
in [125], page 48 and page 365). For more details about analogs given by the
theory of Carlitz modules, and in particular about the exponential function or
its fundamental period Π˜q, we refer the reader to the monographs [69] (pages
51, 362) and [125] (pages 32, 47, 365).
If we look for the Laurent series expansion of Πq, we obtain that
Πq =
∞∏
j=1
(
1− 1
T qj−1
)−1
=
∑
n≥0
anT
−n,
where an is deﬁned as the number of partitions of n whose parts take values
in I = {qj − 1, j ≥ 1}, taken modulo p. To compute the complexity of Πq,
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we would like to ﬁnd a closed formula or some recurrence relations for the
sequence of partitions (an)n≥0. This question seems quite diﬃcult and we are
not able to solve it at this moment.
However, it was shown in [12] that the inverse of Πq has the following simple
Laurent series expansion
1
Πq
=
∞∏
j=1
(
1− 1
T qj−1
)
=
∞∑
n=0
pnT
−n
where the sequence pq = (p(n))n≥0 is deﬁned as follows
pn =
⎧⎪⎪⎨⎪⎪⎩
1 if n = 0;
(−1)card J if there exists a nonempty set J ⊂ N∗ such that n = ∑j∈J (qj − 1);
0 if there is no set J ⊂ N∗ such that n = ∑j∈J (qj − 1).
(7.3)
Remark 7.3.1. In [37], the authors show, using a well-known result of Fraenkel
[65], that a nonnegative integer n can be written of the form n =
∑
i≥0 ai(q
i − 1),
where ai ∈ {0, 1, . . . , k− 1}, if, and only if, n is a multiple of q− 1. If it is the
case, then n has a unique representation of this form.
7.3.1 Proof of Part (a) of Theorem 7.1.2
In this subsection we study the sequence p2 = (p(2)n )n≥0, deﬁned by the formula
(7.3) in the case where q = 2. More precisely:
p(2)n =
⎧⎨⎩1 if n = 0 or if there exists J ⊂ N∗ such that n =
∑
j∈J (2
j − 1);
0 otherwise.
(7.4)
In order to simplify the notation, in the rest of this subsection we set
pn := p
(2)
n so that p2 = p0p1p2 · · · . For every n ≥ 1, we let Wn denote the
factor of p2 that occurs between positions 2n − 1 and 2n+1 − 2, that is:
Wn := p2n−1 · · · p2n+1−2.
We also set W0 := 1. Observe that |Wn| = 2n. With this notation the inﬁnite
word p2 can be factorized as:
p2 = 1︸︷︷︸
W0
10︸︷︷︸
W1
1100︸ ︷︷ ︸
W2
11011000︸ ︷︷ ︸
W3
· · · = W0W1W2 · · · .
Remark 7.3.2. The sequence p2 is related to von Neumann’s sequence (see
[16], Theorem 2). In [16], the authors proved that p2 is the ﬁxed point of the
morphism σ deﬁned by σ(1) = 110 and σ(0) = 0. Note that, using Pansiot’s
theorem it is possible to prove that the complexity of p2 is quadratic. In
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an unpublished note [15], Allouche showed in an elementary way that the
complexity of the sequence p2 satisﬁes
p(p2, m) ≥ Cm logm,
for some strictly positive constant C and every positive integer m.
In [16], they also showed that, for every n ≥ 2, we have
Wn = 1W1W2 · · ·Wn−10. (7.5)
Since the subword Wn ends with 0, we can deﬁne Un by Wn := Un0, for
every n ≥ 1. Thus, U1 = 1, U2 = 110. For every n ≥ 1, we have
Un+1 = UnUn0. (7.6)
Lemma 7.3.1. For every n ≥ 2, there exists a word Zn such that Wn = 1Zn10n
and 0n−1  Zn (in other words Wn ends with exactly n zeros and Zn does not
contain blocks of 0 of length larger than n − 2). This is equivalent to saying
that Un = 1Zn10
n−1 and 0n−1  Zn.
Proof. We argue by induction on n. For n = 2, W2 = 1100 ends with two
zeros and obviously there are no other zeros. We assume that Wn ends with
n zeros and does not contain any other block of zeros of length greater than
n− 2. We show that this statement holds for n + 1. By (7.6),
Wn+1 = Un+10 = UnUn00.
As Un ends exactly with n − 1 zeros (by the induction hypothesis), then
Wn+1 also ends with n + 1 zeros. Now, Un = 1Zn10n−1 and 0n−1  Zn;
so we have Wn+1 = 1Zn10n−11Zn10n−100 = 1Zn+110n+1, where Zn+1 :=
Zn10
n−11Zn. Since 0n−1  Zn, then 0n  Zn+1. This completes the proof.
Lemma 7.3.2. For every n ≥ 1, let An := {U2n0k, k ≥ 1}. Then p2 ∈ ANn .
Proof. Let n ≥ 1. By deﬁnition of Wn and Un and using the relation (7.5),
the inﬁnite word p2 can be factorized as:
p2 = 1W1W2 · · ·Wn−1︸ ︷︷ ︸
Un
Un0︸︷︷︸
Wn
Un+10︸ ︷︷ ︸
Wn+1
Un+20︸ ︷︷ ︸
Wn+2
· · · . (7.7)
We prove that for every positive integer k, there exist a positive integer r
and k1, k2, . . . , kr ∈ N∗ such that:
Un+k = U
2
n0
k1U2n0
k2 · · ·U2n0kr . (7.8)
We argue by induction on k. For k = 1, we have Un+1 = UnUn0 = U2n0.
We suppose that the relation (7.8) is true for k and we show it for k + 1. By
(7.6)
Un+k+1 = Un+kUn+k0 = U
2
n0
k1U2n0
k2 · · ·U2n0krU2n0k1U2n0k2 · · ·U2n0kr+1.
By Eq. (7.7), this ends the proof.
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Remark 7.3.3. In fact, in Eq. (7.8), one can easily see that kr = k and
ki < k, for i < r. We also have the following expression for Wn+k:
Wn+k = U
2
n0
k1U2n0
k2 · · ·U2n0k+1.
Fix m ∈ N, m ≥ 2. Then, there is a unique integer n such that:
2n−1 < m ≤ 2n. (7.9)
Lemma 7.3.3. Let m ∈ N. All distinct words of length m of p2 occur in the
preﬁx:
Pm = W0W1 · · ·Wm.
Proof. Let m,n be some positive integers satisfying (7.9).
Wm because
We show that all distinct words of length m occur in the preﬁx
Pm = W0W1W2 · · ·Wn−1Wn · · ·Wm = Un Un0︸︷︷︸
Wn
UnUn00︸ ︷︷ ︸
Wn+1
UnUn0UnUn000︸ ︷︷ ︸
Wn+2
· · ·Wm;
the second identity following from (7.5) and (7.6).
Notice that we cannot choose a shorter preﬁx because the word 0m ﬁrst
occurs in Wm.
By Remark 7.3.3, Wi ends with UnUn0i−n+1, for every i ≥ n+ 1 and there
are no other block of zeros of length greater than i − n + 1. Hence, all the
words UnUn0k, with 0 ≤ k ≤ m− n+ 1, are factors of Pm. More precisely, if
Bn := {UnUn0k, 0 ≤ k ≤ m− n+ 1} thenPm ∈ B∗n.
After the preﬁx Pm, it is not possible to see new diﬀerent subwords of
length m. Indeed, suppose that there exists a word F of length m such that
F  Wm+1Wm+2Wm+3 · · · and F  Pm. Then, by Lemma 7.3.2 and by the
remark above, Since 1+ |Un| = 2n ≥ m and using Lemma 7.3.2, F must occur
in the words Un0kUn, with k ≥ m − n + 1. But since Un ends with n − 1
zeros (by Lemma 7.3.1), F must be equal to 0m or 0iRi, where i ≥ m− n+ 2
and Ri ≺p Un, or F  Un. But all these words already appear in Pm. This
contradicts our assumption.
An upper bound for p( 1
Π2
, m)
In this part we prove the following result:
p(p2, m) ≤ (m− log2m)(m+ log2m+ 2)
2
+ 2m. (7.10)
In order to ﬁnd all diﬀerent factors of length m that occur in p2, it suﬃces,
by Lemmas 7.3.2 and 7.3.3, to consider factors appearing in the word UnUn
and in the sets i(Un, 0k, Un), where 1 ≤ k ≤ m− n.
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In the word UnUn we can ﬁnd at most |Un| distinct words of length m.
Since |Un| = 2n − 1 and 2n−1 < m ≤ 2n, the number of factors of length m
that occur in UnUn is at most 2n, so at most 2m.
Also, it is not diﬃcult to see that
∣∣∣i(Un, 0k, Un)∣∣∣ ∩ Am ≤ m − k + 1. The
total number of subwords occurring in all these sets, for 1 ≤ k ≤ m−n, is less
than or equal to:
m−n∑
k=1
(m− k + 1) = (m+ 1)(m− n)− (m− n)(m− n+ 1)
2
.
Counting all these words and using the fact that 2n−1 < m ≤ 2n, we obtain
that:
p(p2, m) ≤ 2m+ (m− n)(m+ n+ 1)
2
<
(m− log2m)(m+ log2 m+ 2)
2
+ 2m
as claimed.
A lower bound for p( 1
Π2
, m)
In this part we prove the following result:
p(p2, m) ≥ (m− log2m)(m− log2m+ 1)
2
. (7.11)
By Lemma 7.3.3, we have to look for distinct words of length m occuring
in WnWn+1 · · ·Wm.
In order to prove this proposition, we use the ﬁnal blocks of 0 from each
Wi. These blocks are increasing (as we have shown in Lemma 7.3.1). First, in
the word Wm we ﬁnd for the ﬁrst time the word of length m: 0m.
In the set i(Wm−1, ε,Wm), we ﬁnd two distinct words of length m that
do not occur previously (10m−1 and 0m−11) since there are no other words
containing blocks of zeros of length m− 1 in i(Wk, ε,Wk+1), for k < m− 1.
More generally, ﬁx k such that n ≤ k ≤ m− 2. Since
WkWk+1 = 1Zk10
k︸ ︷︷ ︸
Wk
1Zk+110
k+1︸ ︷︷ ︸
Wk+1
,
in i(Wk, ε,Wk+1) we ﬁnd m−k+1 words of length m of the form αk0kβk. More
precisely, the words we count here are the following Sm−k−110k, Sm−k−210k1,
Sm−k−310
k1T1, ..., S10k1Tm−k−2, 0k1Tm−k−1, where Si ≺s Zk and Ti ≺p Zk+1,
|Si| = |Ti| = i, for every integer i, 1 ≤ i ≤ m− k − 1.
All these words do not occur previously, that is in i(Ws, ε,Ws+1), for s < k,
since there are no blocks of zeros of length k before the word Wk (according to
Lemma 7.3.1). Also, in i(Ws, ε,Ws+1), for s > k, we focus on the words αs0sβs
and hence they are diﬀerent from all the words seen before (because k < s).
Consequently, the total number of subwords of length m of the form αk0kβk
considered before, is equal to
1 + 2 + . . .+ (m− n + 1) = (m− n+ 1)(m− n+ 2)
2
.
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Since 2n−1 < m ≤ 2n we obtain the desired lower bound.
Proof of Part (a) of Theorem 7.1.2. Follows from inequalities (7.10) and (7.11).
A consequence of Theorem 7.1.2 and Theorem 7.1.1 is the following result
on transcendence.
Corollary 7.3.1. Let K be a ﬁnite ﬁeld and let (p(2)n )n≥0 be the sequence deﬁned
in (7.4). Let us consider the associated formal power series over K:
f(T ) :=
∑
n≥0
p(2)n T
−n ∈ K[[[T−1]].
Then f is transcendental over K(T ).
Notice that, if K = F2 then the formal power series f coincide with 1/Π2
and hence Corollary 7.3.1 implies Corollary 7.1.1.
7.3.2 Proof of Part (b) of Theorem 7.1.2
In this part we study the sequence pq = (p(q)n )n≥0 deﬁned by the formula (7.3)
in the case where q ≥ 3. In the following, we will consider the case q = pn,
where p ≥ 3.
Proposition 7.3.1. Let q ≥ 3. For every positive integer m, we have
p(pq, m) ≤ (2q + 4)m+ 2q − 3.
In particular, this proves Part (b) of Theorem 7.1.2. Indeed, we do not
have to ﬁnd a lower bound for the complexity function, as the sequence pq is
not ultimately periodic (see Remark 7.3.5) and thus, by Morse and Hedlund’s
theorem we have
p(pq, m) ≥ m+ 1,
for any m ≥ 0.
In order to simplify the notation, we set in the sequel pn := p(q)n so that
pq = p0p1p2 · · · .
For every n ≥ 1, we let Wn denote the factor of pq deﬁned in the following
manner
Wn := pqn−1 · · · pqn+1−2.
Let us ﬁx W0 := 0q−2 = 00 · · ·0︸ ︷︷ ︸
q−2
and α0 := q − 2. Thus W0 = 0α0.
In other words, Wn is the factor of pq occurring between positions qn − 1
and qn+1 − 2. Notice that |Wn| = qn(q − 1).
With this notation the inﬁnite word pq may be factorized as follows
pq = 1 00 · · ·0︸ ︷︷ ︸
W0
(−1)00 · · ·0︸ ︷︷ ︸
W1
(−1) · · ·00100 · · ·0︸ ︷︷ ︸
W2
(−1)00 · · · .
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Now, we prove some lemmas that we use in order to bound from above the
complexity function of pq.
First, we can deduce from Remark 7.3.1 the following properties of pq:
for any k, n ∈ N∗ such that k ∈
[
2(qn − 1), qn+1 − 2
]
, we have pk = 0; (7.12)
for any k, n ∈ N∗ such that k < qn − 1, we have pk = −pk+(qn−1). (7.13)
If W = a1a2 · · · al ∈ {0, 1,−1}l then set Ŵ := (−a1)(−a2) · · · (−al).
Lemma 7.3.4. For every n ≥ 1, we have the following
Wn = (−1)Ŵ0Ŵ1 · · · Ŵn−10αn
with αn = (q
n+1 − 1)− 2(qn − 1).
Proof. Obviously, the word Wn begins with −1 since pqn−1 = −1. In order to
prove the relation above it suﬃces to split Wn into subwords as follows
Wn = pqn−1︸ ︷︷ ︸
−1
0 · · ·0︸ ︷︷ ︸
W ′0
p(qn−1)+(q−1)p(qn−1)+(q2−2)︸ ︷︷ ︸
W ′1
p(qn−1)+(q2−1) · · · p(qn−1)+(q3−2)︸ ︷︷ ︸
W ′2
· · · p(qn−1)+(qn−1−1) · · · p(qn−1)+(qn−2)︸ ︷︷ ︸
W ′n−1
p2(qn−1) · · · pqn+1−2︸ ︷︷ ︸
0αn
.
Since p(qn−1)+k = −pk, for every k < qn − 1 (by (7.13)), we obtain that
W ′i = Ŵi, for 0 ≤ i ≤ n− 1. The relation (7.12) ends the proof.
Since the subword Wn ends with 0αn , we can deﬁne Un as preﬁx of Wn such
that Wn := Un0αn, for every n ≥ 1. Notice that |Un| = qn − 1.
Lemma 7.3.5. For every n ≥ 1, we have Un+1 = UnÛn0αn.
Proof. By Lemma 7.3.4, Un = (−1)Ŵ0Ŵ1 · · · Ŵn−1. Consequently:
Un+1 = (−1)Ŵ0Ŵ1 · · · Ŵn−1︸ ︷︷ ︸
Un
Ŵn = UnÛn0αn = UnÛn0
αn.
Remark 7.3.4. Since q ≥ 3 we have αn ≥ |Un| for every n ≥ 1. Moreover
(αn)n≥1 is a positive and increasing sequence.
Lemma 7.3.6. For every n ≥ 1, let An := {Un, Ûn, 0αi , i ≥ n}. Then pq ∈ ANn .
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Proof. Let n ≥ 1. By deﬁnition of Wn and Un, the inﬁnite word pq can be
factorized as:
pq = 1W0W1 · · ·Wn−1︸ ︷︷ ︸
Vn
WnWn+1 · · · .
By Lemma 7.3.4, since Un = (−1)Ŵ0Ŵ1 · · · Ŵn−1 then the preﬁx Vn = Ûn.
Also, by Lemma 7.3.5 Wn+1 = UnÛn0αn0αn+1 ,
Wn+2 = UnÛn0
αnÛnUn0
αn+αn+1+αn+2 . Keeping on this procedure, Wn can be
written as a concatenation of Un, Ûn and 0αi, i ≥ n. More precisely, pq can be
written in the following manner
pq = Ûn Un0
αn︸ ︷︷ ︸
Wn
UnÛn0
αn+αn+1︸ ︷︷ ︸
Wn+1
UnÛn0
αnÛnUn0
αn+αn+1+αn+2︸ ︷︷ ︸
Wn+2
· · · .
Proof of Proposition 7.3.1. Let m ∈ N. Then there exists a unique positive
integer n, such that:
qn−1 − 1 ≤ m < qn − 1.
By Lemma 7.3.6 and the Remark 7.3.4, between the words Un and Ûn (when
they do not occur consecutively), there are only blocks of zeros of length greater
than αn ≥ |Un| = qn − 1 and thus greater than m. Hence, all distinct factors
of length m appear in the following words: UnÛn, ÛnUn, 0αnUn, 0αnÛn, Un0αn
and Ûn0αn.
In UnÛn we may ﬁnd at most |UnÛn| −m + 1 = 2|Un| −m + 1 factors at
length m. In ÛnUn we may ﬁnd at most m− 1 new diﬀerent factors of length
m. More precisely, they form the set i(Ûn, ε, Un)+.
In 0αnUn (respectively 0αnÛn, Un0αn , Ûn0αn) we may ﬁnd at most m (re-
spectively m − 1) new diﬀerent factors (they belong to i(0αn , ε, Un)+ ∪ {0m},
respectively i(0αn , ε, Ûn)+, i(Un, ε, 0αn)+ and i(Ûn, ε, 0αn)+).
Consequently, the number of such subwords is at most 2|Un| + 4m − 3.
Since Un = qn − 1 = q(qn−1 − 1) + q − 1 ≤ qm+ q − 1 we obtain that:
p(pq, m) ≤ 2(qm+ q − 1) + 4m− 3 ≤ (2q + 4)m+ 2q − 3.
Remark 7.3.5. It is not diﬃcult to prove that pq is not ultimately periodic.
Indeed, recall that pq = W0W1W2 · · · . Using Theorem 7.3.4 and the Remark
7.3.4,
pq = A10
l1A20
l2 · · ·Ai0li · · · , (7.14)
where Ai, i ≥ 1, are ﬁnite words such that Ai = 0|Ai| and (li)i≥1 is a strictly
increasing sequence.
Remark 7.3.6. This part concerns the case where q ≥ 3. If the characteristic
of the ﬁeld is 2, that is, if q = 2n, where n ≥ 2, then, in the proof we have
−1 = 1, but the structure of pq remains the same. We will certainly have
a lower complexity, but pq is still of the form (7.14), and thus p(pq, m) ≤
(2q + 4)m+ 2q − 3.
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7.4 Closure properties of two classes of Laurent
series
The subword complexity oﬀers a natural way to classify Laurent series with
coeﬃcients in a ﬁnite ﬁeld. In this section we study some closure properties of
the following classes:
P = {f ∈ Fq((T−1)), there exists K such that p(f,m) = O(mK)},
and
Z = {f ∈ Fq((T−1)), such that h(f) = 0}.
Clearly, P ⊂ Z. We recall that h denotes the topological entropy, as deﬁned
in Section 7.2.1. We have already seen, in Theorem 7.1.1, that all algebraic
Laurent series belong to P. Also, by Theorem 7.1.2, 1/Πq belongs to P. Hence,
P, and more generally Z, seem to be two relevant sets for this classiﬁcation.
The main result we will prove in this section is Theorem 7.1.3. We will also
prove theat P and Z are closed under usual operations such as the Hadamard
product, the formal derivative and the Cartier operators.
7.4.1 Proof of Theorem 7.1.3
The proof of Theorem 7.1.3 is a straightforward consequence of Propositions
7.4.1 and 7.4.3 below.
Proposition 7.4.1. Let f and g be two Laurent series belonging to Fq((T−1)).
Then, for every integer m ≥ 1, we have:
p(f,m)
p(g,m)
≤ p(f + g,m) ≤ p(f,m)p(g,m).
Proof. Let f(T ) :=
∑
i≥−i1 aiT
−i and g(T ) :=
∑
i≥−i2 biT
−i , i1, i2 ∈ N.
By deﬁnition of the complexity of Laurent series (see Section (7.2.1)), for
every m ∈ N:
p(f(T ) + g(T ), m) = p(
∑
i≥0
ciT
−i, m),
where ci := (ai + bi) ∈ Fq. Thus we may suppose that
f(T ) :=
∑
i≥0
aiT
−i and g(T ) :=
∑
i≥0
biT
−i.
We let a := (ai)i≥0, b := (bi)i≥0 and c := (ci)i≥0.
For the sake of simplicity, throughout this part, we set x(m) := p(f,m)
and y(m) := p(g,m). Let Lf,m := {U1, U2, . . . , Ux(m)}
(resp. Lg,m := {V1, V2, . . . , Vy(m)}) be the set of diﬀerent factors of length m of
the sequence of coeﬃcients of f (resp. of g). As the sequence of coeﬃcients of
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the Laurent series f + g is obtained by the termwise addition of the sequence
of coeﬃcients of f and the sequence of coeﬃcients of g, we deduce that:
Lf+g,m ⊆ {Ui + Vj, 1 ≤ i ≤ x(m), 1 ≤ j ≤ y(m)}
where Lf+g,m is the set of all distinct factors of length m occurring in c,
and where the sum of two words with the same length A = a1 · · · am and
B = b1 · · · bm is deﬁned as
A+B = (a1 + b1) · · · (am + bm)
(each sum being considered over Fq). Consequently, p(f+g,m) ≤ p(f,m)p(g,m).
We shall now prove the ﬁrst inequality using Dirichlet’s principle.
Notice that if x(m) < y(m) the inequality is obvious.
Now assume that x(m) ≥ y(m). Notice that if we extract x(m) subwords
of length m from b, there is at least one word which appears at least
⌈
x(m)
y(m)
⌉
times.
For every ﬁxed m, there exist exactly x(m) diﬀerent factors of a. The
subwords of c will be obtained adding factors of length m of a with factors of
length m of b.
Consider all distinct factors of length m of a: U1, U2, . . . , Ux(m), that occur
in positions i1, i2, . . . , ixm . Looking at the same positions in b, we have x(m)
factors of length m belonging to Lg,m. Since x(m) ≥ y(m), by the previous
remark, there is one word W which occur at least
⌈
x(m)
y(m)
⌉
times in b.
Since we have Ui +W = Uj +W if Ui = Uj , the conclusion follows imme-
diately.
Remark 7.4.1. In fact, the ﬁrst inequality may also be easily obtained from
the second one, but we chose here to give a more intuitive proof. Indeed, if
we denote f := h1 + h2, g := −h2, where h1, h2 ∈ Fq((T−1)), the ﬁrst relation
follows immediately, since p(h2, m) = p(−h2, m), for any m ∈ N.
Remark 7.4.2. If f ∈ Fq((T−1)) and a ∈ Fq[T ] then, obviously, there exists a
constant C (depending on the degree of the polynomial a) such that, for any
m ∈ N,
p(f + a,m) ≤ p(f,m) + C.
Remark 7.4.3. Related to Proposition 7.4.1, one can naturally ask if it is
possible to attain the bounds in Proposition 7.4.1. By Remark 7.4.1, it suﬃces
to show that this is possible for one inequality. In the sequel, we give an
example of two Laurent series of linear complexity whose sum has quadratic
complexity.
Let α and β be two irrational numbers such that 1, α and β are linearly
independent over Q. For any i ∈ {α, β} we consider the following rotations:
Ri : T
1 → T1 x → {x+ i},
where T1 is the circle R/Z, identiﬁed to the interval [0, 1).
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We may partition T1 in two intervals I0i and I
1
i , delimited by 0 and 1 − i.
We let νi denote the coding function:
νi(x) =
{
0 if x ∈ I0i ;
1 if x ∈ I1i .
We deﬁne a := (an)n≥0 such that, for any n ≥ 0,
an = να(R
n
α(0)) = να({nα})
and b := (an)n≥0 such that, for any n ≥ 0,
bn = νβ(R
n
β(0)) = νβ({nβ}).
Let us consider f(T ) =
∑
n≥0 anT
−n and g(T ) =
∑
n≥0 bnT
−n be two ele-
ments of F3((T−1)). We will prove that, for any m ∈ N, we have
p(f + g,m) = p(f,m)p(g,m). (7.15)
We thus provide an example of two inﬁnite words whose sum has a maximal
complexity, in view of Proposition 7.4.1.
A sequence of the form (ν(Rnα(x)))n≥0 is a particular case of a rotation
sequence. It is not diﬃcult to see that the complexity of the sequence a satisﬁes
p(a, m) = m + 1 for any m ∈ N and hence a is Sturmian. For a complete
proof, the reader may consult the monograph [104], but also the original paper
of Morse and Hedlund [96], where they prove that every Sturmian sequence is
a rotation sequence.
Let m ∈ N. Let
La,m := {U1, U2, . . . , Um+1}
and resp.
Lb,m := {V1, V2, . . . , Vm+1}
be the set of distinct factors of length m that occur in a, resp. in b.
In order to prove the relation (7.15), we show that
La+b,m = {Ui + Vj, 1 ≤ i, j ≤ m+ 1}. (7.16)
Let I := [0, 1). It is well-known (see, for example, Proposition 6.1.7 in
[104]) that, using the deﬁnition of the sequence a (resp. of b), we can split I
in m + 1 intervals of positive length J1, J2, . . . , Jm+1 (resp. L1, L2, . . . , Lm+1)
corresponding to U1, U2, . . . , Um+1 (resp. V1, V2, . . . , Vm+1) such that:
{nα} ∈ Jk if, and only if, anan+1 · · ·an+m−1 = Uk
(resp. {nβ} ∈ Lk if, and only if, bnbn+1 · · · bn+m−1 = Vk).
In other words, {nα} ∈ Jk (resp. {nβ} ∈ Lk) if, and only if, the factor Uk
(resp. Vk) occurs in a (resp. b) at the position n.
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Now we use the well-known Kronecker’s theorem which asserts that the
sequence of fractional parts ({nα}, {nβ})n≥0 is dense in the square [0, 1)2 since
by assumption 1, α and β are linearly independent over Q.
In particular, this implies that, for any pair (i, j) ∈ {0, 1, . . . , m + 1}2,
there exists a positive integer n such that ({nα}, {nβ}) ∈ Ji × Lk. This is
equivalently to saying that, for any pair of factors (Ui, Vj) ∈ La,m × Lb,m,
there exists n such that Ui = anan+1 · · · an+m−1 and Vk = bnbn+1 · · · bn+m−1.
This proves Equality (7.16) and more precisely, since we are in characteristic
3, we have the following equality
CardLa+b,m = CardLa,m · CardLb,m = (m+ 1)2.
We mention that the idea of our construction here already appears in The-
orem 7.6.6 in [20].
We point out the following consequence of Proposition 7.4.1.
Corollary 7.4.1. Let f1, f2, . . . , fl ∈ Fq((T−1)). Then for every m ∈ N and
for every integer i ∈ [1; l] we have the following
p(fi, m)∏
j 
=i,1≤j≤l p(fj , m)
≤ p(f1 + f2 + · · ·+ fl, m) ≤
∏
1≤j≤l
p(fj, m).
Notice that the bounds in these inequalities can be attained, just general-
izing the construction above (choose l Sturmian sequences of irrational slopes
α1, α2, . . . , αl, such that 1, α1, α2, . . . , αl are linearly independent over Q).
We shall next prove that the sets P and Z are closed under multiplica-
tion by rational functions. Let us begin with a particular case, that is the
multiplication by a polynomial.
Proposition 7.4.2. Let b(T ) ∈ Fq[T ] and f(T ) ∈ Fq((T−1)). Then there is a
positive constant M (depending only on b(T )), such that for all m ∈ N:
p(bf,m) ≤ M p(f,m).
Proof. Let
b(T ) := b0T
r + b1T
r−1 + · · ·+ br ∈ Fq[T ]
and
f(T ) :=
∑
i≥−i0
aiT
−i ∈ Fq((T−1)), i0 ∈ N.
Then
b(T )f(T ) = b(T )
⎛⎝ −1∑
i=−i0
aiT
−i +
∑
i≥0
aiT
−i
⎞⎠
= b(T )
⎛⎝ −1∑
i=−i0
aiT
−i
⎞⎠+ b(T )
⎛⎝∑
i≥0
aiT
−i
⎞⎠ .
(7.17)
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Now, the product
b(T )(
∑
i≥0
aiT
−i) = T r(b0 + b1T
−1 + · · ·+ brT−r)(
∑
i≥0
aiT
−i)
:= T r(
∑
j≥0
cjT
−j)
(7.18)
where the sequence c := (cj)j≥0 is deﬁned as follows
cj =
⎧⎨⎩b0aj + b1aj−1 + · · ·+ bja0 if j < rb0aj + b1aj−1 + · · ·+ braj−r if j ≥ r.
According to the deﬁnition of complexity (see Section 7.2.1) and using
(7.17) and (7.18), for every m ∈ N, we have
p (b(t)f(T ), m) = p
⎛⎝b(T )(∑
i≥0
aiT
−i), m
⎞⎠ = p
⎛⎝(∑
j≥r
cjT
−j), m
⎞⎠ .
Our aim is to count the number of words of the form cjcj+1 · · · cj+m−1, when
j ≥ r. By deﬁnition of c, we notice that for j ≥ r these words depend only
on aj−raj−r+1 · · · aj+m−1 and on b0, b1, · · · , br, which are ﬁxed. The number of
words aj−raj−r+1 · · · aj+m−1 is exactly p(f,m+ r). By Lemma 7.2.1 we obtain
p(f,m+ r) < p(f, r)p(f,m) = Mp(f,m),
where M = p(f, r). More precisely, we may bound M from above by qr, since
this is the number of all possible words of length r over an alphabet of q
letters.
Proposition 7.4.3. Let r(T ) ∈ Fq(T ) and f(T ) = ∑n≥−n0 anT−n ∈ Fq((T−1)).
Then for every m ∈ N, there is a positive constant M , depending only on r(T )
and n0, such that:
p(rf,m) ≤ Mp(f,m).
Proof. Let f(T ) :=
∑
i≥−i0 aiT
−i ∈ Fq((T−1)), i0 ∈ N and m ∈ N. By Propo-
sition 7.4.1, we have
p(r(T )f(T ), m) ≤ p
⎛⎝r(T )( −1∑
i=−i0
aiT
−i), m
⎞⎠ · p
⎛⎝r(T )(∑
i≥0
aiT
−i), m
⎞⎠ .
Proposition 7.4.2 implies that
p
⎛⎝r(T )( −1∑
i=−i0
aiT
−i), m
⎞⎠ ≤ R
where R does not depend onm. Thus, we may assume that f(T ) =
∑
i≥0 aiT
−i.
We divide the proof of Proposition 7.4.3 into ﬁve steps.
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Step 1. Since r(T ) ∈ Fq(T ), the sequence of coeﬃcients of r is ultimately
periodic. Thus, there exist two positive integers S, L ∈ N∗ and p1 ∈ Fq[T ]
(with degree equal to S − 1) et p2 ∈ Fq[T ] (with degree equal to L − 1) such
that
r(T ) =
P (T )
Q(T )
=
p1(T )
T S−1
+
p2(T )
T S+L−1
(1 + T−L + T−2L + · · · ).
Hence
r(T )f(T ) =
1
T S−1
p1(T )f(T )︸ ︷︷ ︸
g(T )
+ p2(T )
1
T S+L−1
f(T )(1 + T−L + T−2L · · · )︸ ︷︷ ︸
h(T )
:=
∑
n≥0
fnT
−n.
(7.19)
We let d = (d(n))n≥0 denote the sequence of coeﬃcients of g(T ) and by
e = (en)n≥0 the sequence of coeﬃcients of h(T ). Clearly f := (fn)n≥0 is such
that fn = dn + en, for every n ∈ N.
Fix m ∈ N. Our aim is to bound from above p(f, m). First, assume that m
is a multiple of L and set m = kL, where k ∈ N.
In order to bound the complexity of f, we will consider separately the
sequences e and d.
Step 2. We now study the sequence e, deﬁned in (7.19).
In order to describe the sequence e, we shall ﬁrst study the product
f(T )(1+ T−L+ T−2L+ · · · ) = (∑
i≥0
aiT
−i)(1+ T−L+ T−2L + · · · ) := ∑
j≥0
cjT
−j.
Expanding this product, it is not diﬃcult to see that cl = al if l < L and
ckL+l = al + al+L + · · ·+ akL+l, for k ≥ 1 and 0 ≤ l ≤ L− 1.
By deﬁnition of cn, n ∈ N, we can easily obtain
cn+L − cn = an+L.
Consequently, for all s ∈ N, we have
cn+sL − cn = an+sL + an+(s−1)L + · · ·+ an+L. (7.20)
Our goal is now to study the subwords of c with length m = kL.
Let j ≥ 0 and let cjcj+1cj+2 · · · cj+kL−1 be a ﬁnite factor of length m = kL.
Using identity (7.20), we may split the factor above in k words of length L as
follows
cjcj+1cj+2 · · · cj+kL−1 = cjcj+1 · · · cj+L−1︸ ︷︷ ︸
D1
cj+Lcj+L+1 · · · cj+2L−1︸ ︷︷ ︸
D2
· · ·
... cj+(k−1)Lcj+(k−1)L+1 · · · cj+kL−1︸ ︷︷ ︸
Dk
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where the words Di, 2 ≤ i ≤ k depend only on D1 and a. More precisely, we
have
D2 = (cj + aj+L)(cj+1 + aj+L+1) · · · (cj+L−1 + aj+2L−1)
...
Dk = (cj + aj+L + · · ·+ aj+(k−1)L)(cj+1 + aj+L+1 + · · ·+ aj+(k−1)L+1) · · ·
(cj+L−1 + aj+2L−1 + · · ·+ aj+kL−1).
Consequently, the word cjcj+1cj+2 · · · cj+m−1 depends only on D1, which is
a factor of length L, determined by r(T ), and on the word aj+L · · ·aj+kL−1,
factor of length kL− L = m− L of a.
Now, let us return to the sequence e. We recall that∑
n≥0
enT
−n =
p2(T )
T S+L−1
∑
j≥0
cjT
−j. (7.21)
Using a similar argument as in the proof of Proposition 7.4.2 and using the
identity (7.21), a factor of the form ejej+1 · · · ej+m−1, j ∈ N, depends only
on the coeﬃcients of p2, which are ﬁxed, and on cj−L+1 · · · cj−1cj · · · cj+m−1.
Hence, the number of distinct factors of the form ejej+1 · · · ej+m−1 depends
only on the number of distinct factors of the form aj+1aj+2 · · · aj+(k−1)L and
on the number of factors of length L that occur in c.
Step 3. We now describe the sequence d, deﬁned in (7.19).
Doing the same proof as for Proposition 7.4.2, we obtain that the number
of words dj · · · dj+m−1, when j ∈ N, depends only on the coeﬃcients of p1,
which are ﬁxed, and on the number of distinct factors aj−S+1 · · ·aj · · · aj+m−1.
Step 4. We now give an upper bound for the complexity of f, when m is
a multiple of L.
According to steps 2 and 3, the number of distinct factors of the form
fjfj+1 · · · fj+m−1, j ∈ N, depends on the number of distinct factors of the form
aj−S+1aj+2 · · · aj+m−1 and on the number of factors of length L that occur in
c.
Consequently,
p(rf,m) ≤ p(f,m+ S − 1)qL,
and by Lemma 7.2.1
p(f,m+ S − 1) ≤ p(f,m)p(f, S − 1) ≤ qS−1p(f,m).
Finally,
p(rf,m) ≤ qL+S−1p(f,m).
Step 5. We now give an upper bound for the complexity of f, when m is
not a multiple of L.
In this case, let us suppose that m = kL+ l, 1 ≤ l ≤ L− 1. Using Lemma
7.2.1 and according to Step 4:
p(rf,m) = p(rf, kL+ l) ≤ p(rf, kL)p(rf, l) ≤ p(rf, kL)p(rf, L− 1)
≤ qL−1p(rf, kL) ≤ qS+2L−2p(f,m).
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As a consequence of Propositions 7.4.1 and 7.4.3, we give a criterion of linear
independence over Fq(T ) for two Laurent series in function of their complexity.
Proposition 7.4.4. Let f, g ∈ Fq((T−1)) be two irrational Laurent series such
that:
lim
m→∞
p(f,m)
p(g,m)
= ∞.
Then f and g are linearly independent over the ﬁeld Fq(T ).
Proof. We argue by contradiction. Assume there exist polynomials A(T ),
B(T ), C(T ) over Fq, not all zeros, such that:
A(T )f(T ) +B(T )g(T ) + C(T ) = 0.
Next use the fact that addition with a rational function and multiplication by
a rational function do not increase the asymptotic order of complexity. Indeed,
since A(T ) = 0 because g(T ) /∈ Fq(T ), we would have
f(T ) +
C(T )
A(T )
= −B(T )
A(T )
g(T ).
However, Propositions 7.4.1 and 7.4.3 would imply that the complexity of the
left-hand side of this inequality is asymptotically larger than the one of the
right-hand side.
Let us now give an example of two Laurent series that are linearly indepen-
dent over Fq(T ). Their sequences of coeﬃcients are generated by non-uniform
morphisms and we study their subword complexity in function of the order of
growth of letters, using a classical result of Pansiot [101]. Notice that, the fol-
lowing sequences are non-automatic and hence, the associated Laurent series
are transcendental over Fq(T ).
Example 7.4.1. Consider the inﬁnite word a = 000100010001110 · · · ; a =
(an)n≥0 = σ
∞(0) where σ(0) = 0001 and σ(1) = 11. If we look at the order of
growth of 0 and 1 we have |σn(0)| = 3n+5 · 2n−2 and |σn(1)| = 2n. Hence, the
morphism σ is exponentially diverging (see the Section (7.2.2)). Consequently,
by Pansiot’s theorem mentioned above, p(a, m) = Θ(m logm). Next, consider
b = 010110101111010 · · · ; b = (bn)n≥0 = φ∞(0), where φ(0) = 0101 and
φ(1) = 11. It is not diﬃcult to see that φ is polynomially diverging (see
Section (7.2.2)) since |φn(0)| = (n + 1)2n and |φ(1)n| = 2n. By Pansiot’s
theorem, p(b, m) = Θ(m log logm).
Now we consider the formal series whose coeﬃcients are the sequences
generated by the morphisms above:
f(T ) =
∑
n≥0
anT
−n =
1
T 3
+
1
T 7
+
1
T 11
+
1
T 12
+ · · · ∈ Fq[[T−1]]
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and
g(T ) =
∑
n≥0
bnT
−n =
1
T 1
+
1
T 3
+
1
T 4
+
1
T 6
+ · · · ∈ Fq[[T−1]].
Since limm→∞ p(f,m)/p(g,m) = +∞, Proposition 7.4.4 implies that f and g
are linearly independent over Fq(T ).
7.4.2 Other closure properties
In this section we prove that both classes P and Z are closed under various
natural operations such as the Hadamard product, the formal derivative and
the Cartier operators.
Hadamard product
Let f(T ) :=
∑
n≥−n1 anT
−n, g(T ) :=
∑
n≥−n2 bnT
−n be two Laurent series in
Fq((T−1)). The Hadamard product of f and g is deﬁned as follows
f  g = ∑
n≥−min(n1,n2)
anbnT
−n.
As in the case of addition of two Laurent series (see Proposition 7.4.1) one
can easily obtain the following.
Proposition 7.4.5. Let f and g be two Laurent series belonging to Fq((T−1)).
Then, for every m ∈ N, we have
p(f,m)
p(g,m)
≤ p(f  g,m) ≤ p(f,m)p(g,m).
The proof is similar to the one of Proposition 7.4.1. The details are left to
the reader. Note that, as in the case of addition, it is possible to attain the
bounds in Proposition 7.4.5 (see Remark 7.4.3).
Formal derivative
As an easy application of Proposition 7.4.5, we present here the following
result. First, let us recall the deﬁnition of the formal derivative.
Deﬁnition 7.4.1. Let n0 ∈ N and consider f(T ) = ∑+∞n=−n0 anT−n ∈ Fq((T−1)).
The formal derivative of f is deﬁned as follows
f ′(T ) =
+∞∑
n=−n0
(−n mod p)anT−n+1 ∈ Fq((T−1)).
We prove the following result.
Proposition 7.4.6. Let f(T ) ∈ Fq((T−1)) and k be a positive integer. If f (k)
is the derivative of order k of f , then there exists a positive constant M , such
that, for all m ∈ N, we have
p(f (k), m) ≤ M p(f,m).
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Proof. The derivative of order k of f is almost the Hadamard product of the
Laurent series by a rational function. By deﬁnition of p(f,m), we may suppose
that f(T ) :=
∑
n≥0 anT
−n ∈ Fq[[T−1]]. Then
f (k)(T ) =
∑
n≥k
((−n)(−n− 1) · · · (−n− k + 1)an)T−n−k := T−k
∑
n≥k
bnanT
−n,
where bn := (−n)(−n − 1) · · · (−n − k + 1) mod p. Since bn+p = bn, the
sequence (bn)n≥0 is periodic of period p. Hence, let g(T ) denote the formal
power series whose coeﬃcients are precisely given by (bn)n≥0. Thus there
exists a positive constant M such that:
p(g,m) ≤ M.
By Proposition 7.4.5,
p(f (k), m) ≤ p(g,m)p(f,m) ≤ Mp(f,m),
which completes the proof.
Cartier’s operators
In the ﬁelds of positive characteristic, there is a natural operator, the so-
called “Cartier operator” that plays an important role in many problems in
algebraic geometry and arithmetic in positive characteristic [46, 45, 56, 112].
In particular, if we consider the ﬁeld of Laurent series with coeﬃcients in Fq,
we have the following deﬁnition.
Deﬁnition 7.4.2. Let f(T ) =
∑
i≥0 aiT
−i ∈ Fq[[T−1]] and 0 ≤ r < q. The
Cartier operator Λr is a linear transformation such that:
Λr(
∑
i≥0
aiT
−i) =
∑
i≥0
aqi+rT
−i.
The classes P and Z are closed under this operator. More precisely, we
prove the following result.
Proposition 7.4.7. Let f(T ) ∈ Fq[[T−1]] and 0 ≤ r < q. Then there is M
such that, for every m ∈ N we have the following
p(Λr(f), m) ≤ qp(f,m)q.
Proof. Let a := (an)n≥0 be the sequence of coeﬃcients of f and m ∈ N. In
order to compute p(Λr(f), m), we have to look at factors of the form
aqj+raqj+q+r · · · aqj+(m−1)q+r,
for all j ∈ N. But these only depend on factors of the form
aqj+raqj+r+1 · · · aqj+(m−1)q+r.
Using Lemma 7.2.1, we obtain that:
p(Λr(f), m) ≤ p(f, (m− 1)q + 1) ≤ qp(f,m− 1)q ≤ qp(f,m)q.
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7.5 Cauchy product of Laurent series
In the previous section, we proved that P and Z are vector spaces over Fq(T ).
This naturally raises the question whether or not these classes form a ring, i.e.,
whether they are closed under the usual Cauchy product. There are actually
some particular cases of Laurent series with low complexity whose product still
belongs to P.
In this section we discuss the case of automatic Laurent series. However,
we are not able to prove whether P or Z are or not rings or ﬁelds.
7.5.1 Products of automatic Laurent series
A particular case of Laurent series stable by multiplication is the class of k-
automatic series, k being a positive integer:
Autk = {f(T ) =
∑
n≥0
anT
−n ∈ Fq((T−n)), a = (an)n≥0 is k-automatic}.
Since any k-automatic sequence has at most linear complexity, Autk ⊂ P.
A theorem of Allouche and Shallit [19] states that the set Autk is a ring. In
particular, this implies that, if f and g belong to Autk, then p(fg,m) = O(m).
Notice also that, in the case where k is a power of p, the characteristic of
the ﬁeld Fq((T−1)), the result follows from Christol’s theorem.
Remark 7.5.1. However, we do not know whether or not this property is
still true if we replace Autk by ∪k≥2Autk. More precisely, if we consider two
Laurent series f and g, which are respectively k-automatic and l-automatic,
k and l being multiplicatively independent, we do not know if the product fg
still belongs to P. In the sequel, we give a particular example of two such
Laurent series for which we prove that their product is still in P.
We now focus on the product of Laurent series of the form:
f(T ) =
∑
n≥0
T−d
n ∈ Fq((T−1)).
It is not diﬃcult to prove that p(f,m) = O(m). The reader may refer to [67]
for more general results concerning the complexity of lacunary formal power
series. The fact that the complexity of f is at most linear is also implied by
the fact that f ∈ Autd. Notice also that f is transcendental over Fq(T ) if q
is not a power of d. This is an easy consequence of Christol’s theorem and a
theorem of Cobham [49].
In this section we will prove the following result.
Theorem 7.5.1. Let d and e be two multiplicatively independent positive
integers (that is log d
log e
is irrational) and let f(T ) =
∑
n≥0 T
−dn and g(T ) =∑
n≥0 T
−en be two Laurent series in Fq((T−1)). Then:
p(fg,m) = O(m4).
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Let h(T ) := f(T )g(T ). Then h(T ) =
∑
n≥0 anT
−n where the sequence
a = (an)n≥0 is deﬁned as follows
an := (the number of pairs (k, l) ∈ N2 that verify n = dk + el) mod p.
The main clue of the proof is the following consequence of the theory of
S-unit equations (see [2] for a proof).
Lemma 7.5.1. Let d and e be two multiplicatively independent positive inte-
gers. There is a ﬁnite number of solutions (k1, k2, l1, l2) ∈ N4, k1 = k2, l1 = l2,
that satisfy the equation:
dk1 + el1 = dk2 + el2 .
Obviously, we have the following consequence concerning the sequence a =
(an)n≥0:
Corollary 7.5.1. There exists a positive integer N such that, for every n ≥ N
we have an ∈ {0, 1}. Moreover, an = 1 if, and only if, there exists one unique
pair (k, l) ∈ N2 such that n = dk + el.
We now prove Theorem 7.5.1. For the sake of simplicity, we consider d = 2
and e = 3, but the proof is exactly the same in the general case.
Proof. Let b := (bn)n≥2 and c := (cn)n≥2 be the sequences deﬁned as follows
bn =
{
1 if there exists a pair (k, l) ∈ N2 such that n = 2k + 3l, 2k > 3l;
0 otherwise,
cn =
{
1 if there exists a pair (k, l) ∈ N2 such that n = 2k + 3l, 2k < 3l;
0 otherwise.
Let us denote by h1(T ) :=
∑
n≥2 bnT
−n and resp. h2(T ) :=
∑
n≥2 cnT
−n the
Laurent series associated with b and c. Using Corollary 7.5.1, there exists a
polynomial P ∈ Fq[T ], with degree less than N , such that h can be written as
follows
h(T ) = h1(T ) + h2(T ) + P (T ).
By Remark 7.4.2, there is C ∈ R such that, for any m ∈ N:
p(h,m) ≤ p(h1 + h2, m) + C.
In the sequel, we will show that p(h1, m) = p(h2, m) = O(m2). Theorem 7.5.1
will then follow by Proposition 7.4.1.
We now study the subword complexity of the sequence of coeﬃcients b :=
(bn)n≥2. The proof is similar to the proof of Theorem 7.1.2. The complexity
of the sequence c can be treated in essentially the same way as for b.
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Step 1. For all n ≥ 1, we let Wn denote the factor of b that occurs between
positions 2n + 1 and 2n+1, that is
Wn := b2n+30b2n+2b2n+31 · · · b2n+1 .
We also set W0 := 1.
Observe that |Wn| = 2n.
With this notation the inﬁnite word b can be factorized as:
b = 1︸︷︷︸
W0
10︸︷︷︸
W1
1010︸ ︷︷ ︸
W2
10100000︸ ︷︷ ︸
W3
· · · = W0W1W2 · · · . (7.22)
Step 2. Let n ≥ 1 and mn be the greatest integer such that 2n + 3mn ≤
2n+1. This is equivalent to saying that mn is such that
2n + 3mn < 2n+1 < 2n + 3mn+1.
Notice also that mn = nlog3 2.
With this notation we have (for n ≥ 5)
Wn = 1010
51 · · ·10αi · · · 10αmn10βn,
where αi = 2 · 3i−1 − 1, for 1 ≤ i ≤ mn, and βn = 2n − 3mn ≥ 0.
Let us denote by Un the preﬁx of Wn such that Wn := Un0βn.
Notice that (mn)n≥0 is an increasing sequence. Hence (αmn)n≥0 is increas-
ing. Consequently, Un ≺p Un+1 and more generally, Un ≺p Wi, for every
i ≥ n+ 1.
Step 3. Let M ∈ N. Our aim is to give an upper bound for the number of
distinct factors of length M occurring in b. In order to do this, we will show
that there exists an integer N such that all these factors occur either in
W0W1 · · ·WN
or
A0 := {Z ∈ AM ; Z is of the form 0jP or 0i10jP, P ≺p UN , i, j ≥ 0, }.
Let N = log2(M + 1) + 3. Doing a simple computation we obtain that
αmN ≥ M . Notice also that, for any i ≥ N we have
αmi ≥ M.
This follows since (αmn)n≥0 is an increasing sequence.
Let V be a factor of length M of b. Suppose that V does not occur in the
preﬁx W0W1 · · ·WN . Then, by (7.22), V must occur in WNWN+1 · · · . Hence,
V must appear in some Wi, for i ≥ N + 1, or in ⋃i≥N i(Wi, ε,Wi+1).
Let us suppose that V occurs in
⋃
i≥N i(Wi, ε,Wi+1). Since Wi ends with
0αmi10βi, with αmi ≥ M , and since Wi+1 begins with UN and |UN | = 3mN +1 ≥
M , we have
AM ∩ (⋃
i≥N
i(Wi, ε,Wi+1)) ⊂ A0.
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Hence, if V occurs in
⋃
i≥N i(Wi, ε,Wi+1) then V ∈ A0.
Let us suppose that V occurs in some Wi, for i ≥ N + 1. By deﬁnition of
Wi and αi, for i ≥ N + 1 and by the fact that we have
Wi = 1010
51 · · ·10αmN 10αmN+1 · · · 10αmi10βi = UN0αmN+1 · · ·10αmi10βi.
By assumption, V does not occur in W0W1 · · ·WN ; hence V cannot occur
in UN which by deﬁnition is a preﬁx of WN . Consequently, V must be of the
form 0r10s, r, s ≥ 0. Indeed, since αmN ≥ M , all blocks of zeros that follow
after UN (and before the last digit 1 in Wi) are all longer than M . But the
words of the form 0r10s, r, s ≥ 0 belong also to A0.
Hence, we proved that if V does not occur in the preﬁx W0W1 · · ·WN , then
V belongs to A0, as desired.
Step 4. In the previous step we showed that all distinct factors of length
M occur in the preﬁx W0W1 · · ·WN or in the set A0.
Since
|W0W1 · · ·WN | =
N∑
i=0
2i = 2N+1 − 1
and since N = log2(M + 1)+ 3 we have
2N+1 − 1 ≤ 2log2(M+1)+5 − 1 = 32M + 31,
and the number of distinct factors that occur in W0W1 · · ·WN is less or equal
to 32M + 31.
Also, by an easy computation, we obtain that the cardinality of the set A0
is
CardA0 =
M2
2
+
3M
2
.
Finally, p(b, m) = p(h1, m) = O(m2). In the same manner, one could prove
that p(h2, m) = O(m2). This achieves the proof of Theorem 7.5.1, in view of
Proposition 7.4.1.
7.5.2 A more diﬃcult case
Set
θ(T ) := 1 + 2
∑
n≥1
T−n
2 ∈ Fq((T−1)), q ≥ 3.
The function θ(T ) is related to the classical Jacobi theta function. One can
easily prove that:
p(θ,m) = Θ(m2).
In particular this implies the transcendence of θ(T ) over Fq(T ), for any q ≥ 3.
Notice that this also implies the transcendence over Q(T ) of the same Laurent
series, but viewed as an element of Q((T−1)). Since θ(T ) ∈ P, it would be
interesting to know whether or not θ(T )2 belongs also to P. Notice that
θ(T )2 =
∑
n≥1
r2(n)T
−n
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where r2(n) is the number of representations of n as sum of two squares of
integers mod p. In the rich bibliography concerning Jacobi theta function
(see, for instance, [59, 73]), there is the following well-known formula
r2(n) = 4(d1(n)− d3(n)) mod p
where di(n) denotes the number of divisors of n congruent to i modulo 4, for
i ∈ {1, 3}, and we may easily deduce that r2(n) is a multiplicative function of
n. Recall that we would like to study the subword complexity of r2(n)n≥0, that
is the number of distinct factors of the form r2(j)r2(j + 1) · · · r2(j +m − 1),
when j ∈ N. Hence, it would be useful to describe some additive properties of
r2(n)n≥0; for instance, it would be interesting to ﬁnd some relations between
r2(j + N) and r2(j), for some positive integers j and N . This seems to be a
rather diﬃcult question about which we are not able to say anything conclusive.
7.6 Conclusion
It would be also interesting to investigate the following general question: is
it true that Carlitz’s analogs of classical constants all have a “low” complexity
(i.e., polynomial or subexponential)?
The ﬁrst clue in this direction are the examples provided by Theorems 7.1.1
and 7.1.2. Notice also that a positive answer would reinforce the diﬀerences
between R and Fq((T−1)) as hinted in our Introduction. When investigating
these problems, we need, in general, the Laurent series expansions of such
functions. In this context, one has to mention the work of Berthé [29, 30, 27,
28], where some Laurent series expansions of Carlitz’s functions are described.
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A Other examples of products of Laurent series
Let f(T ) =
∑∞
i=1 ai T
−i ∈ Fq[[T−1]] be a formal power series whose coeﬃcients
take only the values 0 and 1. In this part, we give some suﬃcient conditions
on the inﬁnite word a in order to guarantee that f 2(T ) has at most linear
complexity.
Since we consider Laurent series with coeﬃcients 0 an 1, a relevant notion
is the 1-distribution function, whose deﬁnition is recalled below.
Deﬁnition A.1. Let a := (ai)i≥0 be an inﬁnite sequence over the binary al-
phabet {0, 1}. The function G : N → N is called the 1-distribution function of
a if G(n) denotes the nth occurrence of 1 in a. By convention G(0) = 0. The
function g(n) = G(n)−G(n−1), deﬁned for n ≥ 0, is called the gap function.
If g is strictly increasing then a is said to be gap increasing.
In [67], the author proved that the subword complexity of a gap increasing
word a satisﬁes the following inequalities:
m+ 1 ≤ p(a, m) ≤ m/2m/2 + m/2 + 1,
for every m ≥ 0. Furthermore, both bounds are optimal.
Our aim is to prove the following result.
Theorem A.1. Let f(T ) =
∑
i≥0 aiT
−i be a formal power series such that
a := (ai)i≥0 ∈ {0, 1}∞. Let G : N→ N be the 1-distribution function of a. If
lim
n→∞
G(n)
G(n− 1) = l > 2,
then f(T ) and f 2(T ) have at most linear complexity.
Proposition A.1. Let f(T ) =
∑
i≥0 aiT
−i be a formal power series such that
a := (ai)i≥0 ∈ {0, 1}∞. Let G : N→ N be the 1-distribution function of a. We
assume that the following hypothesis is veriﬁed:
if G(m)−G(n) = G(m′)−G(n′), then either (H)
(m = m′ and n = n′) or (m = n and m′ = n′).
Then, f 2(T ) =
∑
k≥0 bkT
−k is such that b := (bk)k≥0 ∈ {0, 1, 2}N.
Remark A.1. This proposition must be understood as follows. Let us consider
the Laurent series f(T ) =
∑
n≥0 T
−G(n). Notice that to know the coeﬃcients of
the formal power series f 2(T ) is equivalent to know the number of ordered ways
of writing n as a sum of two terms G(k) and G(l), k, l ≥ 0. The hypothesis
(H) means that there are at most two ways of writing an integer n as a sum
of two terms G(k) and G(l).
111
Proof of Proposition A.1. By deﬁnition, f 2(T ) =
∑
k≥0 bkT
−k, where the se-
quence (bk)k≥0 is the convolution product
bk = a0ak + a1ak−1 + · · ·+ aka0.
Since ai ∈ {0, 1}, for any i ∈ N, then bk may be deﬁned by the following
formula:
bk = # {i ≤ k such that ai = ak−i = 1}︸ ︷︷ ︸
Bk
.
More precisely, we will prove that
bk =
⎧⎪⎪⎨⎪⎪⎩
1, if there exists i1 such that k = 2G(i1)
2, if there exist i1 and i2, i1 < i2 such that k = G(i1) +G(i2)
0, otherwise.
First, notice that if k is odd, then bk is even. Indeed, in that case there is
no i such that i = k− i and hence, each time i belongs to Bk, the index k− i,
which is diﬀerent from i, also belongs to Bk. If k is even and ak/2 = 1 then bk
is odd (Bk contains i and k − i, for i = k/2 and, since ak/2 = 1, then k/2 also
belongs to the set Bk). If ak/2 = 0, then, bk is even because each time i ∈ Bk,
we have k − i ∈ Bk and i = k − i.
Next, we will show that the sequence (bk)k≥0 only takes values in {0, 1, 2}.
Let us suppose that there exists k such that bk ≥ 3. We have to distinguish
diﬀerent cases.
If k is odd then bk ≥ 4. This means that there exists i = j, i + j = k,
such that ai = aj = ak−i = ak−j = 1. In other words, there exist four
diﬀerent integers i1, i2, i3, i4 such that i = G(i1), j = G(i2), k − i = G(i3),
k − j = G(i4). Hence, we obtain that G(i1) − G(i2) = G(i4) − G(i3), which
contradicts Hypothesis (H).
If k is even and ak/2 = 1, then, bk is odd and, if we suppose that bk is
greater than or equal to 3, there exist two diﬀerent integers i = k/2 such that
ai = ak−i = ak/2 = 1. This implies that there are three numbers i1, i2, i3 such
that any two of them are distinct and i = G(i1), k−i = G(i2) and k/2 = G(i3).
Hence G(i1) − G(i3) = G(i3) − G(i2), which contradicts (H). The case where
k is even and ak/2 = 0 is similarly treated.
It is now clear that bk = 1 if, and only if, the word
a0a1 · · ·ak =
G(i1)︷ ︸︸ ︷
00 · · ·0 1
G(i1)︷ ︸︸ ︷
0 · · ·00
and so k = 2G(i1).
At last, we have to ﬁnd the integers k such that bk = 2. As we have done
before, we remark that bk = 2 if, and only if, the word
a0a1 · · · ak =
G(i2)︷ ︸︸ ︷
00 · · ·0︸ ︷︷ ︸
G(i1)
100 · · ·00 1 0 · · ·0︸ ︷︷ ︸
G(i1)
.
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Thus k = G(i1) + G(i2) and i2 > i1 by deﬁnition of the function G. This
completes the proof.
Remark A.2. (H) is a necessary and suﬃcient condition for f 2(T ) to remain
on the alphabet {0, 1, 2}. Indeed, if the equation G(m)−G(n) = G(m′)−G(n′)
has a non trivial solution, then, the digit 3 or 4 appears as a coeﬃcient of the
formal power series f 2(T ).
Proof of Theorem A.1(sketch). The hypothesis concerning the limit implies
that, for n large enough, G(n) ≥ 2G(n − 1). This immediately implies that
the complexity of f is at most linear.
On the other hand, this also implies that the equation G(m) − G(n) =
G(m′)−G(n′) has only trivial solutions (m,n,m′, n′) with m = n an m′ = n′ or
m = m′ and n = n′ formax(m,n,m′, n′) large enough. Indeed, let (m,n,m′, n′)
be a solution of G(m)−G(n) = G(m′)−G(n′) and let us suppose that m > n
and m > m′. Since n < m and m′ < m we have G(n) ≤ G(m − 1) and
G(m′) ≤ G(m − 1). This implies that G(m) = G(n) + G(m′) − G(n′) ≤
2G(m− 1)−G(n′) < 2G(m− 1) and this is not true for m large enough.
Following the same idea of the proposition above, one could prove that the
sequence of coeﬃcients of f 2(T ) =
∑
n≥0 bnT
−n is deﬁned, for n large enough,
by
bn =
⎧⎪⎪⎨⎪⎪⎩
1 if there exists k > 1 such that n = 2G(k)
2 if there exist m and l, l = m such that n = G(m) +G(l)
0 otherwise.
Next, we split b = (bn)n≥0 into subwords Wn deﬁned by
Wn = bG(n)bG(n)+1bG(n)+2 · · · bG(n+1)−1.
Thus, we can write b using this “canonical” decomposition as b = W0 · · ·Wn · · · .
Notice that the length of Wn is |Wn| = G(n + 1)−G(n).
Now, ﬁx M ∈ N, large enough. There exists N such that G(N) ≤ M <
G(N+1). It is not diﬃcult to prove that all diﬀerent factors of length M occur
in the preﬁx W0W1 · · ·WN+3. Roughly speaking, this can be explained by the
fact that in WN+4WN+5 · · · the diﬀerent factors which appear are formed by
blocks of zeros with length greater that G(N + 1), hence greater than M . On
the other hand, one has
WN+3 = bG(N+3) · · · bG(N+3)+G(N+1)00 · · ·0bG(N+3)+G(N+3)0 · · ·0bG(N+4)−1
= bG(N+3) · · · 2 00 · · ·0︸ ︷︷ ︸
more than M times
2 00 · · ·0︸ ︷︷ ︸
more than M times
1 00 · · ·0︸ ︷︷ ︸
more than M times
bG(N+4)−1,
and thus, all possible words of length M of the form 0m110m2 and 0m120m2 ,
m1, m2 ≥ 0 and m1 +m2 = M − 1, occur in WN+3.
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The length of the preﬁx W0W1 · · ·WN+3 is G(N + 3). Using the fact that
lim
n→∞
G(n)
G(n− 1) = l,
we have, for n large enough, G(n) ≤ lG(n− 1). Thus, we obtain that
p(f 2,M) ≤ (l + 1)3M
and, hence, p(f 2,M) = O(M).
We now apply the technique already appeared in the proof of the previous
theorem in order to bound up the complexity of the square of a well-known Lau-
rent series, whose 1-distribution function is given by the Fibonacci sequence.
Note that this result is not covered by Theorem A.1.
Proposition A.2. Let f(T ) =
∑
n≥2 T
−Fn where Fn denotes the n−th Fi-
bonacci number. Then f(T ) and f 2(T ) have at most linear subword complex-
ity.
Proof. The ﬁrst claim immediately follows. Indeed, the sequence of coeﬃcients
of f is the inﬁnite binary word a = a0a1a2 · · · an · · · deﬁned by
an =
⎧⎨⎩1, if there exists k ≥ 1 such that n = F (k),0, otherwise.
The gap function of a is g(n) = F (n + 1) − F (n) = F (n− 1) and we can
deduce from [67] that p(a, m) = Θ(m).
If f(T ) =
∑
n≥0 anT
−n, then the coeﬃcients of f 2(T ) =
∑
n≥0 bnT
−n are
deﬁned by the convolution product
bn = a0an + a1an−1 + · · ·+ ana0, for n ∈ N.
Since ai ∈ {0, 1}, for all i ∈ N, we may deﬁne bn by the following formula:
bn = # {i ≤ n such that ai = an−i = 1}︸ ︷︷ ︸
Bn
.
Remark A.3. From a combinatorial point of view, bn is the number of 1
which occur at the same position in the word a0a1 · · · an and in its mirror
image anan−1 · · ·a1a0.
In the sequel, we show that bn may be deﬁned by the following formula:
bn =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
3 if there exists k > 1 such that n = 2F (k)
2 if there exist m and 1 < l < m, l = m− 3 such that n = F (m) + F (l)
1 if n = 2
0 otherwise.
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First of all, we prove that the sequence b = (bn)n≥1 takes values in {0, 1, 2, 3}.
Let us assume by contradiction that there is a positive integer n such that
bn ≥ 4. By deﬁnition of bn, there would exist i, j, i = j, n = i + j, such that
ai = aj = an−i = an−j = 1. In other words, there would exist four integers
k < l < s < m such that:
F (l)− F (k) = F (m)− F (s).
This would implies that F (m) = F (s) + F (l) − F (k). Since s ≤ m − 1 and
l ≤ m− 2, we would have that F (l) ≤ F (m− 2) and F (s) ≥ F (m− 1). Thus,
F (m) ≤ F (m−1)+F (m−2)−F (k) < F (m−1)+F (m−2), which would provide
a contradiction with the well-known relation F (m) = F (m− 1) + F (m− 2).
Remark A.4. If we consider the equation F (m) + F (s) = F (l) + F (k), for
m, s, l, k ≥ 2, then, one can prove that the only non trivial solution (m, s, k, l)
is on the form (m,m−3, m−1, m−1) (and of course (m−3, m,m−1, m−1),
(m− 1, m− 1, m,m− 3), (m− 1, m− 1, m− 3, m)), for m ≥ 3.
By the previous remark, bn = 3 if, and only if, the word
a0a1 · · ·an =
F (m−1)︷ ︸︸ ︷
00 · · ·0︸ ︷︷ ︸
F (m−3)
100 · · ·00 10 · · ·00
︸ ︷︷ ︸
F (m)
1 00 · · ·00︸ ︷︷ ︸
F (m−3)
.
Thus bn = 3 if, and only if, there is an integer m such that n = F (m)+F (m−
3) = 2F (m−1). Using a similar argument, we deduce that bn = 2 if, and only
if, the word
a0a1 · · · an =
F (m)︷ ︸︸ ︷
00 · · ·0︸ ︷︷ ︸
F (l)
100 · · ·00 1 0 · · ·0︸ ︷︷ ︸
F (l)
.
Thus, n = F (m)+F (l), with l < m and l = m−3. (Indeed, if l = m−3 then,
by the previous case bn = 3.)
We remark that bn is the number of ordered ways of writing n as a sum of
two Fibonacci numbers. For example, bn = 3 if n = F (k − 2) + F (k + 1) =
F (k)+F (k) = F (k+1)+F (k−2). The inﬁnite sequence b = (bn)n≥0 appears
as A121549 in Sloane’s On-Line Encyclopedia of Integer Sequences [115].
Let now consider the inﬁnite word b = b0b1b2 · · · bn · · · over the alphabet
{0, 1, 2, 3}. We show that b has a linear subword complexity.
For n ≥ 3, we let Wn denote the word of length F (n − 1) that occurs at
position F (n) + 1 = F (n) + F (2) = F (n) + F (1) in b, i.e.,
Wn = bF (n)+1 · · · bF (n)+F (n−1).
Using this notation, the inﬁnite word b can be written as follows
b = 001 2︸︷︷︸
W3
32︸︷︷︸
W4
322︸︷︷︸
W5
23202︸ ︷︷ ︸
W6
22302002︸ ︷︷ ︸
W7
2220300200002︸ ︷︷ ︸
W8
· · · .
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For every n ≥ 9 one can easily prove that
Wn = 222020
F (3)−120F (4)−120F (5)−120 · · ·020F (n−5)−130F (n−4)−120F (n−3)−12.
Indeed, by deﬁnition of b, bFn+Fk = 2 if k < n, k = n−3 and bFn+Fn−3 = 3. The
number of zeros between bF (n)+F (k) and bF (n)+F (k+1) is F (k + 1)− F (k)− 1 =
F (k − 1)− 1.
Let us ﬁx a positive integer M . Without loss of generality, we may assume
that M ≥ 9. Then there is a positive integer N such that F (N) ≤ M <
F (N+1). We now want to count the number of subwords of lengthM occurring
in b.
The main idea is to show that all the words of length M occur in the preﬁx
001W3W4 · · ·WN+6.
Notice that we cannot choose a shorter preﬁx because the word 000 · · ·0︸ ︷︷ ︸
M−1
3
ﬁrst occurs in Wm. It is not diﬃcult to see that, after the preﬁx
001W3W4 · · ·WN+6,
all the words of length M have already been seen before.
Hence, we obtain
p(b,M) ≤ 3 + F (2) + F (3) + · · ·+ F (N + 5).
On the other hand, by induction on n, we can obtain the following identity
N∑
i=0
F (i) = F (N + 2)− 1.
Hence p(b,M) ≤ F (N + 6) and a simple computation now gives us
F (N + 6) = 13F (N) + 8F (N − 1).
Hence p(b,M) ≤ 13F (N)+8F (N−1) < 21F (N) ≤ 21M and since the inﬁnite
word b is not eventually periodic, the subword complexity function is at most
linear.
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