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HARMONIC ANALYSIS APPROACH TO GROMOV–HAUSDORFF
CONVERGENCE FOR NONCOMMUTATIVE TORI
MARIUS JUNGE, SEPIDEH REZVANI, AND QIANG ZENG
Abstract. We show that the rotation algebras are limit of matrix algebras in a very
strong sense of convergence for algebras with additional Lipschitz structure. Our results
generalize to higher dimensional noncommutative tori and operator valued coefficients.
In contrast to previous results by Rieffel, Li, Kerr, and Latre´molie`re we use Lipschitz
norms induced by the ‘carre´ du champ’ of certain natural dynamical systems, including
the heat semigroup.
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1. Introduction
The theory of quantum metric spaces, inspired by Connes’ work in noncommutative
geometry [Con94] and results from string theory, aims to capture the notion of conver-
gence for noncommutative algebras. From the examples in quantum field theory (see e.g.
[GKP97,CDS98, Sch98,Kro99, SW99,Mad99,KS00,HL01]), it is clear that the notion of
convergence is motivated through the notion of distance in the commutative situation.
It is fair to say that Rieffel and his collaborators have come a long way, before a nice
conceptual framework was created which satisfies mathematical principles and includes
the expected examples. The aim of this paper is to use tools from harmonic analysis and
operator space theory to show that rotation algebras provide natural examples for even
the strongest form of matricial approximation known as of now.
Rotation algebras provide paradigmatic examples in noncommutative geometry. These
examples are close enough to their commutative counterparts, classical higher dimensional
tori, and still exhibit some genuine noncommutative features. In order to talk about
geometry, it is necessary to identify the additional structure concerning derivatives on
top of identifying the algebra of noncommutative functions. Motivated by examples from
string theory, Rieffel decided to focus on the additional structure of Lipschitz functions.
Let us be more precise and consider a spectral triple (A,H,D) given by a ∗-algebra A, a
self-adjoint operator D and a Hilbert space H so that
‖a‖Lip = ‖[D, a]‖ .
For Spin-manifolds, D is given by the Dirac operator, and then the Lipschitz norm reflects
the Riemannian distance, i.e.
d(p, q) = sup
‖f‖Lip≤1
|f(p)− f(q)| .
Starting from this point of view, Rieffel was able to make sense of certain statements from
physics, stating that there are matrix algebras converging to spheres ; see [Rie04b]. In this
paper we want to prove that similarly rotation algebras of even dimensional tori are limits
of matrix algebras.
Similar results have been obtained by Latre´molie`re [Lat05], Kerr and Li [KL09]. The
starting point of the theory is to consider the Gromov–Hausdorff distance
dGH(X, Y ) = inf
X⊂Z,Y⊂Z
max{sup
x
d(x, Y ), sup
y
d(X, y)}
where the infimum is taken over isometric embeddings X ⊂ Z, Y ⊂ Z in a common metric
space and define for C∗-algebras A and B
dGH((A, ‖ · ‖Lip), (B, ‖ · ‖Lip)) = dGH((S(A), dL), (S(B), dL)) ,
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where the state space is equipped with the Lip-metric
dL(φ, ψ) = sup
‖a‖Lip≤1
|φ(a)− ψ(a)| .
However, for C∗-algebras and C∗-algebraists, it is more natural to consider the objects
themselves. It appears that finding the ‘correct’ notion of distance for C∗-algebras with a
‘Lipschitz norm’ has gone through a variety of different stages, making certain compromises
between practicality in terms of examples and validity of conceptual properties. Even
during the time of finalizing this paper, it was necessary to shoot for a moving target.
However, the principal tools for rotation algebras, based on harmonic analysis, are very
concrete. The starting point of our work is the definition of distance for compact order-unit
spaces given by Li [Li06]
doq(A,B) = d
′
GH(DR(A), DR(B)) ,
whereDR(A) = {a ∈ A : ‖a‖Lip ≤ 1, ‖a‖ ≤ R}. We refer to [Li06] for additional restriction
on which type of embeddings and superspaces Z are permitted in realizing this distance
d′GH in the space of order unit spaces.
Theorem 1.1. (Li) dGH((A, ‖ · ‖Lip), (B, ‖ · ‖Lip)) ≤
5
2
doq(A,B). Moreover, for a con-
tinuous field of compact quantum metric spaces A on N ∪ {∞} with coordinate maps
πn, the following criterion implies convergence. Let R be larger that the diameter of the
space S(πn(A)) for all n. For all ε > 0, there exists n0 and x1, ..., xN ∈ A such that for
x ∈ DR(πn(A)) and n > n0 there exists j ∈ {1, ..., N} such that π∞(xj) ∈ DR(π∞(A))
and ‖πn(xj)− x‖ < ε.
In this criterion, the continuity of the family A is required in order to ensure that πn(x)
is well-defined for nice elements x ∈ π∞(A). It is important to note that in establishing
this criterion Li has to leave the category of C∗-algebras and work within ordered unit
spaces. Nevertheless it is desirable to work with a notion of distance so that d(A,B) = 0
implies that the corresponding C∗-algebras are isomorphic, and it appears that this leads
to rather involved definitions of propinquity, and dual propinquity, see [Lat16, Lat15b,
Lat15a]. In fact, even in our writing process, we have been caught up with this changing
set of definitions, and hence proved our results in different setups. Let us start with the
easiest example and the easiest form of convergence. Our target algebra is C(T) with
D = i d
dt
and
‖f‖Lip = ‖f
′‖ .
In contrast to [Lat05] our approach towards Lipschitz norms is dynamical in nature.
More precisely, we start with a semigroup Tt = e
−tA of completely positive trace-preserving
maps and gradient form
2ΓA(x, y) = A(x∗)y + x∗A(y)−A(x∗y) .
We refer to [CS03] for the domain issues here. Our Lipschitz norm is given by
‖x‖LipA = max{‖Γ
A(x, x)‖1/2, ‖ΓA(x∗, x∗)‖1/2} .
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For C(T) we may consider the heat semigroup Tt(e
2πik·) = e−k
2te2πik· and the Poisson
semigroup Pt(e
2πik·) = e−|k|te2πik·. For the heat semigroup we find the usual Lipschitz
structure, while the Poisson structure is a little more exotic. Since C(T) = C∗(Z) is a
group algebra, we should expect the approximating examples Bn = C
∗(Zn) to be of the
same nature, where Zn = Z/nZ is the finite cyclic group. Indeed, the Poisson semi-
group given by Pt(e
2piik·
n ) = e−t|k|ne
2piik·
n , where |k|n = min(k, n − k), gives a natural
finite-dimensional analogue. For the heat semigroup we have to work with the semi-
group Tt(e
2piik·
n ) = e−
tn2
2pi2
(1−cos(2πk/n))e
2piik·
n . Our first observation is that we have a natural
∗-homomorphism πn : C
∗(Z)→ C∗(Zn) given by πn(e2πi·) = e
2pii·
n such that
(1.1) lim
n→∞
‖πn(x)‖C∗(Zn) = ‖x‖C∗(Z) , lim
n→∞
‖πn(x)‖Lipn = ‖x‖Lip
holds for trigonometric polynomials. Here Lip norm refers to the Poisson semigroup in
both cases, or the heat semigroup in both cases.
Theorem 1.2. (C∗(Zn), Lipn) converges to (C
∗(Z), Lip) with respect to doq and also with
respect to the quantum Gromov–Hausdorff distance.
Indeed, we verify Li’s criterion by working with a finite set of Fourier coefficients
(πn(e
2πik·))−m≤k≤m using tools from harmonic analysis, inspired from [JM10]. The ar-
gument for rotation algebras Aθ generated by unitaries u, v such that
uv = e2πiθvu ,
is very similar. Indeed, we consider the finite dimensional version Aθn(n) generated by
u(n), v(n) such that
u(n)v(n) = e2πiθnv(n)u(n) , u(n)n = 1 = v(n)n .
In case θn = p/n and (p, n) = 1 are relatively prime we obtain the full matrix algebras.
We use the Lipschitz norm transferred from Z2n by
Tt(u(n)
kv(n)l) = e−t(ψn(k)+ψn(l))u(n)kv(n)l
where ψn(k) =
n2
2π2
(1 − cos(2πk/n)) is the generator for the heat semigroup and ψn(k) =
|k|n for the Poisson semigroup. Using the maps πn(ukvl) = u(n)kv(n)l we are able to verify
the compactness and continuity requirements in Li’s criterion and obtain:
Theorem 1.3. Let 0 ≤ θ ≤ 1. Then there exists a sequence of matrix algebras Aθnj (nj)
which converge to Aθ in the quantum Gromov–Hausdorff distance, with respect to the heat
or Poisson Lipschitz norm.
In fact our results hold for all semigroups for which ukvl are eigenfunctions and the
choice of the matrices are independent of the specific semigroup. We can also generalize
this result for higher dimensional tori AdΘ generated by a sequence of unitaries uk satisfying
ukul = e
2πiθkluluk .
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Using the heat semigroup for the Lipschitz norm we deduce that
‖x‖Lip ∼ max
k
‖δk(x)‖
where the derivations are determined by δk(uj) = ∆kj and ∆kj is the Kronecker delta
function. It is clear that δk is an analogue of directional derivative in the commutative
setting. This Lipschitz norm has been identified, at least for d = 2, in Connes’ approach
via spectral triples (see [Con94]). Note here that the continuity assumption is based
on extension of a result of Rieffel [Rie89], refined by Haagerup and Rørdam [HR95], on
the continuous field given by the family AdΘ. Using Blanchard’s extension of Kirchberg’s
exact embedding theory into C(X ;O2) (see [Bla97]), one can considerably improve the
convergence properties in this case. The great advantage of Blanchard’s argument for
convergence of nuclear algebras has been discovered in [KL09]. In order to formulate our
results in this setting, we will define a Lipschitz structure for tensor products. Indeed,
in our situation we can identify a derivation δ : AdΘ → M and a conditional expectation
E :M → (AdΘ)
′′ such that
ΓA(x, y) = E(δ(x)∗δ(y)) .
This allows us to define for x ∈ K ⊗AΘ,
‖x‖Lip = max{‖ id⊗E[(id⊗δ(x))
∗(id⊗δ(x))]‖1/2, ‖ id⊗E[(id⊗δ(x∗))∗(id⊗δ(x∗))]‖1/2} .
Here K is the space of compact operators on ℓ2.
Theorem 1.4. There exist a sequence Bn = A2dΘn(kn) of matrix algebras, and
∗-homomorphisms
πn : Bn → B(H), π∞ : A2dΘ → B(H) with the following convergence property. For every
ε > 0 there exists an nε such that for all n > nε
I) for every x ∈ K ⊗A2dΘ with ‖x‖Lip ≤ 1, there exists a y ∈ K ⊗ Bn with ‖y‖Lip ≤ 1
and
‖π∞(x)− πn(y)‖ ≤ ε ,
II) for every x ∈ K ⊗ Bn with ‖x‖Lip ≤ 1, there exists a y ∈ K ⊗A2dΘ with ‖y‖Lip ≤ 1
and
‖πn(x)− π∞(y)‖ ≤ ε .
A very similar criterion is used in Latre´molie`re [Lat15a] to show convergence in the
propinquity sense. Starting from I) and II) it is very easy to construct an operator space
X which witnesses the fact that the Gromov–Hausdorff distance between S(AΘ) and
S(Bn) is ≤ ε. Indeed, fix operator space embeddings vn : (Bn, ‖ · ‖Lip) → B(H1), v∞ :
(AΘ, ‖ · ‖Lip)→ B(H2) and consider the operator space
X =



 vn(a) 0 00 v∞(b) 0
0 0 1
ε
(π∞(a)− πn(b))

 : a ∈ AΘ, b ∈ Bn

 .
Then the quotient maps qAΘ : X → (AΘ, ‖ · ‖Lip) and qn : X → (Bn, ‖ · ‖Lip) are com-
pletely surjective. It turns out that now q∗AΘ(S(AΘ)) and q
∗
n(S(Bn)) are both embedded
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isometrically in the unit ball of X∗ and are ε-close; see [Lat16, Theorem 6.3]. Moreover,
this easily extends to matrix-valued states. It seems that dual spaces of operator spaces
are natural candidates for realizing the Gromov–Hausdorff distance for state spaces; see
Section 8 for additional structure of the space X above. In this sense the cb-propinquity
criterion is stronger, and probably also more transparent, than Li’s criterion for order-unit
spaces. Our operator space embedding for the Lipschitz norms are fairly explicit.
The extension to matrix-valued coefficients requires some conceptual improvements,
and therefore is postponed to Section 6, 7 and 8. It appears that even for d = 1 and the
torus this strong notion of convergence has been overlooked. The convergence for matrix-
valued coefficients is one of the benefits of our method, which is based on noncommutative
harmonic analysis and operator space theory. Note that harmonic analysis on noncommu-
tative tori from the perspective of operator space theory has been studied extensively in
recent years; see [CXY13,XXY15,XXX16] and the references therein.
The paper is organized as follows. In Section 2, we define semigroups associated to
conditionally negative length functions on groups which will be used repeatedly. Then
some general estimates from noncommutative harmonic analysis are given in Section 3.
We prove quantum Gromov–Hausdorff convergence for C(T) and for the noncommutative
two tori via Li’s criteria in Section 4 and 5, respectively. In Section 6 and 7, we propose a
completely bounded version of quantum Gromov–Hausdorff convergence and extend the
previous approximation results to two and higher (even) dimensions in this sense. Finally,
we show that matrix algebras converge to the noncommutative 2d tori in the c.b. version
of Gromov–Hausdorff propinquity in Section 8.
Acknowledgements. M.J. was partially supported by NSF grant DMS-1501103. Q.Z. would
like to thank the support from the UIUC graduate college dissertation fellowship, CMSA
at Harvard University, MSRI, and the mathematics department of Northwestern Univer-
sity during the preparation of this paper. We are grateful to Florin Boca for helpful
conversations and suggestions on a draft of this paper. Finally, we would like to thank
the anonymous referees for the careful reading and many constructive suggestions, which
have helped to improve this paper.
2. Conditionally negative length functions on groups
Although the objects we study in this paper are C∗-algebras (and order unit spaces),
we will use various estimates in noncommutative Lp spaces. To this end, we need to
work in the context of von Neumann algebras. We refer to e.g. [BO08, JMP14, JZ15a]
and the references therein for the unexplained facts in the following. Let (N , τ) be a
noncommutative W ∗ probability space. Here N is a finite von Neumann algebra and τ is
a normal faithful tracial state. Let (Tt)t≥0 be a point-wise weak* continuous semigroup
acting on (N , τ) such that every Tt is unital, normal, completely positive and self-adjoint
in the sense that τ(Tt(f)g) = τ(fTt(g)) for every f, g ∈ N . We will call a semigroup
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satisfying these conditions a noncommutative symmetric Markov semigroup. One can
extend Tt to a strongly continuous semigroup of contractions on L2(N , τ) (actually on
Lp(N , τ) for all 1 ≤ p <∞). Here the noncommutative Lp(N , τ) space is the closure of N
in the norm ‖f‖p = [τ(f ∗f)p/2]1/p for 1 ≤ p < ∞ and ‖f‖∞ = ‖f‖ = ‖f‖N , the operator
norm. We denote by A the infinitesimal generator of Tt, i.e. Tt = e
−tA. We define the
gradient form associated to A (Meyer’s ‘carre´ du champ’) by
(2.1) ΓA(f, g) =
1
2
[A(f ∗)g + f ∗A(g)−A(f ∗g)],
for f, g in the domain of A. Our major examples involve groups with conditionally negative
length functions.
Let G be a countable discrete group. Let λ : G→ B(ℓ2(G)) be the left regular represen-
tation of G given by λ(x)δy = δxy for x, y ∈ G, where (δx)x∈G are the natural unit vectors
of ℓ2(G), the natural Hilbert space associated to G. Let C
∗
r (G) and LG denote the reduced
C∗-algebra and von Neumann algebra of G, respectively. They are the norm closure and
weak* closure of the linear span of λ(G) in B(ℓ2(G)), respectively. There is a canonical
normal faithful tracial state τG on C
∗
r (G) and LG given by τG(f) = 〈δe, fδe〉, where 〈·, ·〉
is the inner product on ℓ2(G) and e is the identity of G. We will also consider the group
algebra C(G) in the following, which will be regarded as a dense subalgebra of C∗r (G)
and LG in the respective topology. A function ψ : G → R+ is called a length function if
ψ(e) = 0 and ψ(x) = ψ(x−1). A length function ψ is said to be conditionally negative if∑
x βx = 0 implies that
∑
x,y β¯xβyψ(x
−1y) ≤ 0. Here the sums are over finite indices. By
Schoenberg’s theorem, a conditionally negative length function ψ gives rise to a completely
positive semigroup (Tt)t≥0 acting on LG, which is defined by Ttλ(x) = e
−tψ(x)λ(x). It is
well known that Tt thus defined is a noncommutative symmetric Markov semigroup and
its generator is given by Aλ(x) = ψ(x)λ(x); see e.g. [JZ15a]. The Gromov form K in this
context is defined as
K(x, y) =
1
2
[ψ(x) + ψ(y)− ψ(x−1y)], for x, y ∈ G.
It is well known that ψ is conditionally negative if and only if K is positive semidefinite as
a matrix; see e.g. [BO08, Appendix D] for more details. We can write the gradient form
as
(2.2) Γψ(f, g) =
∑
x,y
¯ˆ
f(x)K(x, y)gˆ(y)λ(x−1y)
for f =
∑
x fˆ(x)λ(x) ∈ LG and g =
∑
y gˆ(y)λ(y) ∈ LG being finite linear combinations.
In the following, we will frequently ignore the superscript A and ψ in the notation of
gradient form for short.
In this paper, we will mainly work with G = Zd or G = Zdn = (Z/nZ)
d. In this
paragraph we write λ and λn for the left regular representations of Z and Zn, respectively.
Using the Fourier transform, we can identify λ(k) with e2πik· for k ∈ Z, identify C∗r (Z)
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with C(T), the continuous functions on the torus T = Zˆ, and identify LZ with L∞(T).
Since the dual group of Zn is Zn, we can identify λn(j) with exp(
2πij·
n
) for j ∈ Zn and
C∗r (Zn) = L(Zn) ≃ L∞(Zn) = ℓ∞(n). The elements in the group algebras C(Z) and C(Zn)
will be referred to as trigonometric polynomials in the following. Here the induced trace
on ℓ∞(n) is the normalized trace on the n×n matrix algebra Mn where ℓ∞(n) is regarded
as the diagonal subalgebra of Mn. In other words, λn(j) is identified with
(2.3) uj(n) =


1
e
2piij
n
e
2piij2
n
. . .
e
2piij(n−1)
n

 ∈ ℓ∞(n)
We will consider two types of conditionally negative length functions on Z and Zn. The
first type is the word length function on Z and Zn, respectively, i.e. ψ(k) = |k| for k ∈ Z
and
(2.4) ψn(k) = |k|n = min{k, n− k}, for k ∈ Zn = {0, 1, ..., n− 1}.
It is known that the word length functions are conditionally negative; see e.g. [JZ15b,
JPPP13]. To unify our notation, we will write Z = Z∞, ψ = ψ∞ and N = N∪ {+∞}. We
will call the semigroup generated by ψn the Poisson semigroup on C
∗
r (Zn) (or L(Zn)) for
n ∈ N. This corresponds to the semigroup generated by (−d2/dx2)1/2 on C(T) in Fourier
analysis. A more natural operator to consider is −d2/dx2, the 1-dimensional Laplacian.
The corresponding conditionally negative length function on Z is ψ(k) = k2 for k ∈ Z.
On Zn for n ∈ N, it is tempting to consider ψ(k) = k2 for |k| ≤ n/2. (Note that here and
in what follows we may replace k by k − n if k > n/2.) However, it is easy to check that
this length function on Zn for finite n is not conditionally negative. Instead, we consider
(2.5) ψn(k) =
n2
2π2
[1− cos(
2πk
n
)], for k ∈ Zn, n ∈ N.
One can check that ψn defined in (2.5) is conditionally negative by noting that exp(
2πi·
n
) is
a positive semidefinite function on Zn. Since limn→∞ ψn(k) = k
2 for any fixed k, we have
(2.6) ψn(k) ∼ k
2 for |k| ≤ n/2.
Here and in the following ak ∼ bk for two sequences (ak) and (bk) means that there exists
an absolute constant C ≥ 1 such that C−1 ≤ ak/bk ≤ C. We also define ψ∞(k) = k2
for k ∈ Z and call the semigroup generated by ψn defined by (2.5) the heat semigroup
on C∗r (Zn) (or L(Zn)) for n ∈ N. Once we know ψn for n ∈ N, we write Γ = Γ
ψ∞ and
Γn = Γψn . We also denote by ‖ · ‖∞ the supremum norm on both C(T) and C
∗
r (Zn).
Let us now introduce the terminology and notation of compact quantum metric spaces.
Our references here are [Rie04a,Li06]. Given a unital C∗-algebra A , we denote by Asa the
set of self-adjoint elements in A . Then Asa is an order-unit space in the sense of [Li06]
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with the identity of A as its order unit. Let L be a (densely) defined Lip-norm on Asa
and let A be a dense order-unit subspace of Asa such that L is finite on A. By definition,
(A, L) is a compact quantum metric space; see [Li06]. Let S(A) denote the state space of
A. For φ, ψ ∈ S(A), we define
ρL(φ, ψ) = sup{|φ(a)− ψ(a)| : L(a) ≤ 1, a ∈ A}.(2.7)
In general, ρL can be defined on the state space of a C
∗-algebra where a semi-norm L is
well-defined. The radius of (S(A), ρL) is given by
rA =
1
2
sup{ρL(φ, ψ) : φ, ψ ∈ S(A)}.
For r ≥ 0, let
Dr(A) = {a ∈ A : L(a) ≤ 1, ‖a‖ ≤ r}.
Let A¯ be the completion of A for the order-unit norm inherited from Asa so that A¯ = Asa
in our setting. Extend the Lip-norm L to A¯ by
L¯(x) := inf{lim inf
n→∞
L(xn) : xn ∈ A, lim
n→∞
xn = x}.(2.8)
Clearly, L¯(x) may be infinite for x ∈ A¯. Consider a subspace of A¯ defined by
Ac = {x ∈ A¯ : L¯(x) <∞}.
The closure of L is defined as the restriction of L¯ to Ac and is denoted by Lc. Then Lc is
a Lip-norm on Ac.
Remark 2.1. In practice, there seems to be some freedom to specify what elements are in
A as long as A contains a dense subspace of Asa on which the Lip-norm L is finite. In
this paper, we simply choose A to be the order-unit space of finite linear combinations
of (powers of) generators of Asa, which may be regarded as ‘smooth elements’ of Asa or
polynomials of generators. More precisely, when A = C(T), we take A = C(Z)sa; and
when A is the rotation algebra AΘ with d generators u1, ..., ud, we choose A to be the
self-adjoint finite linear combinations of uk11 · · ·u
kd
d , (k1, ..., kd) ∈ Z
d.
In this way, the gradient form Γ is always well-defined on A whatever semigroup we
use. Therefore, our argument of the approximation result is unified for different choices of
length functions.
Notation. For a (separable) Hilbert space H , we write Hc and Hr for its associated
column and row operator space, respectively. We denote by Smp (resp. Sp) the Schatten p
class on ℓm2 (resp. ℓ2). So S
m
∞ = Mm is the algebra of m ×m matrices. We use ⊗min to
denote the spatial tensor product of operator spaces. The same notation is also used for
the minimal tensor product of C∗-algebras. We usually omit the subscript if one of the
C∗-algebras is nuclear so that there is only one tensor product; see [BO08, Chapter 3]. In
particular, Mm(A) = Mm ⊗ A = Mm ⊗min A for a C∗-algebra A. In addition, Mm ⊗ B or
Mm(B) will be used to denote the algebraic tensor product when B is an algebra (but not
a C∗-algebra). It should be clear from context in which category we are working.
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We use the convention that n ∈ N means n ≥ 2 or n =∞, as Z1 is trivial.
3. Some analytic estimates
In this section we collect some analytic estimates which we will need later. Let us define
L0p(N ) = {f ∈ Lp(N ) : lim
t→∞
Ttf = 0}
for 1 ≤ p ≤ ∞. Here the limit is taken in ‖ · ‖p for 1 ≤ p <∞ and in the weak* topology
for p = ∞. For x ∈ Lp(N ) we write the mean-zero part of x as x˚ = x − limt→∞ Ttx.
Equivalently, x˚ = x − EFixx, where Fix = {f ∈ N : Ttf = f, ∀t ≥ 0} is the fixed point
von Neumann subalgebra of N and EFix : N → Fix is the conditional expectation which
extends to a complete contraction on Lp(N ). See e.g. [JX07, JLMX06] for these facts.
Following [JM10], we define the (mean-zero) Lorentz spaces L0r,s(N ) = [L
0
p(N ), L
0
q(N )]θ,s,
where 1
r
= 1−θ
p
+ θ
q
. See e.g. [BL76, PX03] for the interpolation spaces. Note that in
our case for the generator A of the semigroup (Tt)t≥0, we have Ker(A
1/2) = C1, which is
equivalent to the ergodicity of the semigroup.
Proposition 3.1. Let Tt = e
−tA be a noncommutative symmetric Markov semigroup on
(N , τ). Suppose
(3.1) ‖Tt : L
0
1(N , τ)→ L∞(N , τ)‖cb ≤ Ct
−m/2 for all t > 0.
Then ‖A−α : L0p(N , τ) → L
0
∞(N )‖cb ≤ C(m,α) for α >
m
2p
, where C(m,α) < ∞ only
depends on m and α.
Proof. The argument modifies from [JM10]; see also [JZ15a, Corollary 4.22]. Let α = m
2s
.
The argument in [JM10, Lemma 1.1.3] can be trivially generalized to prove the complete
boundedness. Hence, we have
‖A−α : L0s,1(N )→ L∞(N )‖cb ≤ C(m,α).
We know from the interpolation theory that L0p(N ) →֒ L
0
s,1(N ) if p > s. The assertion
follows. 
Let us consider the rotation C∗-algebra AΘ, where Θ = (θij) is a d× d skew symmetric
matrix with |θij | ∈ [0, 1). By definition, AΘ is the universal C
∗-algebra generated by
unitaries u1, ..., ud with the commutation relations
ukul = e
2πiθkluluk, k, l = 1, ..., d.
It is well known thatAΘ admits a faithful canonical tracial state τ such that τ(u
k1
1 · · ·u
kd
d ) =
1 if and only if k1 = · · · = kd = 0; see e.g. [Rie90]. In order to work with noncommutative
Lp spaces of von Neumann algebras, we recall that RΘ = A′′Θ is the rotation von Neumann
algebra associated to Θ, which is the weak* closure of AΘ acting on the GNS Hilbert space
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L2(AΘ, τ). The linear combinations of u
k1
1 · · ·u
kd
d form a weakly dense subspace of RΘ.
We will frequently use the following ∗-homomorphism:
π : RΘ → L(Z
d)⊗RΘ, π(u
k1
1 · · ·u
kd
d ) = e
2πi〈~k,·〉uk11 · · ·u
kd
d .(3.2)
Note that π is trace-preserving. Let ψ be a conditionally negative length function on Zd
and T˜t the semigroup on L(Z
d) generated by ψ. We define a semigroup on RΘ by
Tt(u
k1
1 · · ·u
kd
d ) = e
−tψ(k1,...,kd)uk11 · · ·u
kd
d .
Then (T˜t ⊗ id) ◦ π = π ◦ Tt. Thanks to Schoenberg’s Theorem, Tt is a completely positive
map for each t ≥ 0. We see that Tt is a noncommutative symmetric Markov semigroup on
RΘ; see also [JZ15a, Proposition 5.10].
Corollary 3.2. Let A be the infinitesimal generator of Tt defined as above. Assume that
there exist c ∈ (0, 1], D > 0 and γ ≥ 0 such that ψ(Zd) \ {0} ⊂ ∪∞j=1[cj, c
−1j] and
#{~k ∈ Zd : cj ≤ ψ(~k) ≤ c−1j} ≤ Djγ, for all j ∈ Z>0.
Then
‖Tt : L
0
1(RΘ)→ L∞(RΘ)‖cb ≤ Ct
−(γ+1),
where C only depends on c,D and γ. Therefore, A−α : L0p(RΘ) → L
0
∞(RΘ) is completely
bounded for α > γ+1
p
. In particular, if ψ(~k) ∼ |k1| + · · ·+ |kd|, we can choose γ = d; and
if ψ(~k) ∼ |k1|
2 + · · ·+ |kd|
2, we can choose γ = d+1
2
.
Proof. Let x =
∑
ψ(~k)>0 a~k ⊗ u
k1
1 · · ·u
kd
d ∈ Mm(L
0
1(RΘ)) be a finite linear combination.
Then (id⊗Tt)(x) =
∑
~k e
−tψ(~k)a~k ⊗ u
k1
1 · · ·u
kd
d . Consider the linear functional
φ : L1(RΘ)→ C, φ(f) = τ(f · (u
k1
1 · · ·u
kd
d )
∗).
We have ‖φ‖cb = ‖φ‖ and thus ‖a~k‖Mm ≤ ‖x‖Mm(L1). It follows that
‖(id⊗Tt)x‖Mm(RΘ) ≤
∑
ψ(~k)>0
‖a~k‖Mme
−tψ(~k)‖uk11 · · ·u
kd
d ‖≤‖x‖Mm(L1)
∑
ψ(~k)>0
e−tψ(
~k)
≤ D‖x‖Mm(L1)
∞∑
j=1
jγe−ctj.
Consider the function f(x) = xγe−ctx, which attains its maximum at x = γ
ct
. Then
∞∑
j=1
jγe−ctj ≤
[ γ
ct
]−1∑
j=1
jγe−ctj + 2f(
γ
ct
) +
∞∑
j=[ γ
ct
]+2
jγe−ctj .
For t ≤ 1, we consider
∑[ γ
ct
]−1
j=1 j
γe−ctj (resp.
∑∞
j=[ γ
ct
]+2 j
γe−ctj) as the left (resp. right)
endpoint approximation of the integral
∫ [ γ
ct
]
1
sγe−ctsds (resp.
∫∞
[ γ
ct
]+1
sγe−ctsds). It follows
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that
∞∑
j=1
jγe−ctj ≤ 2
∫ ∞
0
sγe−ctsds + 2(
γ
ct
)γe−γ =
2Γ(γ + 1)
(ct)γ+1
+
2γγe−γ
(ct)γ
≤ Cγ,ct
−γ−1
where the constant Cγ,c =
2Γ(γ+1)
cγ+1
+ 2γ
γ
(ce)γ
depends only on γ and c. For t > 1 and j ≥ 1,
we note that e−ctj/2 ≤ e−cj/2, e−ctj/2 ≤ e−ct/2 ≤ C ′γ,ct
−γ−1 for some constant C ′γ,c and that
the series
∑∞
j=1 j
γe−cj/2 only depends on γ and c. It follows that
∞∑
j=1
jγe−ctj =
∞∑
j=1
jγe−ctj/2e−ctj/2 ≤ e−ct/2
∞∑
j=1
jγe−cj/2 ≤ C ′′γ,ct
−γ−1
for some constant C ′′γ,c depending only on γ, c. Therefore, we have proved that
‖(id⊗Tt)x‖Mm(RΘ) ≤ C‖x‖Mm(L1)t
−(γ+1)
for some constant C depending only onD, γ, c. Since the set of finite linear combinations of
uk11 · · ·u
kd
d , ψ(
~k) > 0 is dense in L01(RΘ), the first assertion follows by density. We deduce
from Proposition 3.1 with m = 2(γ + 1) that A−α : L0p(RΘ) → L∞(RΘ) is completely
bounded for α > γ+1
p
.
It remains to check the value of γ. Since the set defined by {x ∈ Rd :
∑d
i=1 |xi| ≤ j} is
convex, it is well known that (see e.g. [Ho¨r90, Theorem 7.7.16])
#{~k ∈ Zd : |k1|+ · · ·+ |kd| = j} ≤ Dj
d−1.
The same argument gives #{~k ∈ Zd : k21+· · ·+k
2
d = j} ≤ Dj
d−1
2 . For ψ(~k) ∼ |k1|+· · ·+|kd|,
we have ψ(
~k)
∑d
i=1 |ki|
∈ [c, c−1] for some c ∈ (0, 1] and thus
#{~k : cj ≤ ψ(~k) ≤ c−1j} ≤ #{~k ∈ Zd : c2j ≤
d∑
i=1
|ki| ≤ c
−2j}
≤ D(c−2 − c2)j(c−2j)d−1 ≤ D′jd.
Similarly, for ψ(~k) ∼ |k1|2 + · · ·+ |kd|2, we have
#{~k : cj ≤ ψ(~k) ≤ c−1j} ≤ D(c−2 − c2)j(c−2j)
d−1
2 ≤ D′j
d+1
2 .
The proof is now complete. 
For notational convenience, let us introduce the following norms for 2 ≤ p ≤ ∞. Let
N be a von Neumann algebra with a trace τ and H a separable Hilbert space. We will
always identify H as ℓ2 by fixing an orthonormal basis (ei)
∞
i=1. Recall from [Pis03] that
Hc[p] = (Hc, Hr)1/p and H
r[p] = (Hr, Hc)1/p with the interpolation notation. Let (eij) be
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the matrix units of B(H) = B(ℓ2). We define Lp(N , Hc[p]) = Lp(B(H)⊗N )(e11⊗ 1) to be
the subspace of Lp(B(H)⊗N ) given by
Lp(N , H
c[p]) = {y(e11 ⊗ 1) : y ∈ Lp(B(H)⊗N )}.
The norm of Lp(N , H
c[p]) is inherited from Lp(B(H)⊗N ). Equivalently, each x ∈ Lp(N , H
c[p])
can be written as a column vector x = (x1, x2, ...)
T and the norm of Lp(N , Hc[p]) is given
by
‖x‖Lp(N ,Hc[p]) =
∥∥∥( ∞∑
i=1
x∗ixi
)1/2∥∥∥
Lp(N ,τ)
.
Similarly, we define Lp(N , Hr[p]) = (e11⊗1)Lp(B(H)⊗N ) to be the subspace of Lp(B(H)⊗N )
which consists of elements of the form (e11 ⊗ 1)y for y ∈ Lp(B(H)⊗N ). The inherited
norm is given by
‖x‖Lp(N ,Hr [p]) = ‖x
∗‖Lp(N ,Hc[p]).
The elements of Lp(N , Hr[p]) can be thought of as row vectors. Note that L∞(N , Hc) =
Hc ⊗min N , L∞(N , H
r) = Hr ⊗min N . We define Lp(N , H
c[p] ∩Hr[p]) = Lp(N , H
c[p]) ∩
Lp(N , Hr[p]). Thus for x ∈ Lp(N , Hc[p] ∩Hr[p]), we may write x = (x1, x2, ...) and
‖x‖Lp(N ,Hc[p]∩Hr[p]) = max{‖x‖Lp(N ,Hc[p]), ‖x‖Lp(N ,Hr[p])}
= max
{∥∥∥( ∞∑
i=1
x∗ixi
)1/2∥∥∥
Lp(N ,τ)
,
∥∥∥( ∞∑
i=1
xix
∗
i
)1/2∥∥∥
Lp(N ,τ)
}
.
See [PX97, Section 1] for an elementary discussion on these norms (where different notation
was used). Let us turn to the group case. Let ψ be a conditionally negative length function
on G. Recall that ψ determines a 1-cocycle b : G → Hψ with values in a real unitary
representation (α,Hψ). Here Hψ is a real Hilbert space and 〈b(g), b(h)〉Hψ = K(g, h). One
has
b(gh) = b(g) + αg(b(h)) and ψ(g) = ‖b(g)‖
2,
for g, h ∈ G. See e.g. [BO08, Page 468] (and also [Zen14, Section 2.4] for an explicit
construction). We define H = Hψ ⊗ LG to be the right Hilbert LG-module with the
LG-valued inner product
〈a⊗ x, b⊗ y〉LG = 〈a, b〉Hψx
∗y
and the right action (
∑
i ai ⊗ xi)y =
∑
i ai ⊗ xiy for xi, y ∈ LG and ai ∈ Hψ; see [Lan95,
Page 5]. We define a left C(G)-action on H by
λ(g)(b(h)⊗ λ(s)) = αg(b(h))⊗ λ(gs), g, h, s ∈ G,
and extending linearly to C(G). Let δ : C(G)→ H be defined by
(3.3) δ(λ(g)) = b(g)⊗ λ(g).
One can check that δ is a derivation on C(G). Moreover, we have
Γ(x, y) = 〈δ(x), δ(y)〉LG
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for x, y ∈ C(G). One can naturally extend δ to Mm(C(G)) by defining δ(ag ⊗ λ(g)) =
b(g)⊗ ag ⊗ λ(g) for ag ∈ Mm. In terms of Hilbert C∗-modules, we may think of δ taking
values in Hψ ⊗Mm(LG). Extending the semigroup generated by ψ to matrix levels, we
can define the gradient form Γ on Mm(C(G)). Then we have
‖Γ(x, x)1/2‖Lp(Mm(LG)) = ‖δ(x)‖Lp(Mm(LG),Hcψ [p])
for x ∈Mm(C(G)).
Remark 3.3. The domain of δ (and Γ) is a delicate issue even in the commutative theory.
In consistence with Remark 2.1, it suffices to restrict the domain of δ to C(G), which is
dense in all Lp(LG) for 1 ≤ p < ∞. When G = Z and ψ(k) = k2, this corresponds to
restricting the domain of the (densely-defined) differentiation operator on L2(T) to the
subspace of trigonometric polynomials, which is dense in all Lp(T) for 1 ≤ p <∞.
Note that Lp(Mm(LG)) = S
m
p Lp(LG). For our later c.b. estimates of the Riesz trans-
form, we wish to completely embed L∞(LG,H
c
ψ) into Lp(LG,H
c
ψ[p]). To this end, we have
to consider Hcψ ∩H
r
ψ and H
c
ψ[p] ∩H
r
ψ[p].
Lemma 3.4. If G is abelian, then ‖Γ(x∗, x∗)1/2‖Lp(Mm(LG)) = ‖δ(x)‖Lp(Mm(LG),Hrψ [p]) for
x ∈Mm(C(G)).
Proof. Let x =
∑
g ag ⊗ λ(g) where ag ∈Mm. We define a linear map
J : Hψ → Hψ, J(b(g)) = b(g
−1).
Then thanks to commutativity,
〈b(g), b(h)〉 = K(g, h) =
1
2
[ψ(g) + ψ(h)− ψ(g−1h)]
=
1
2
[ψ(g−1) + ψ(h−1)− ψ(gh−1)] = 〈b(g−1), b(h−1)〉.
Namely, J preserves the inner product of Hψ. Note that
δ(x∗)∗ =
(∑
g
b(g−1)⊗ a∗g ⊗ λ(g
−1)
)∗
=
∑
g
b(g−1)∗ ⊗ ag ⊗ λ(g) = (J ⊗ id⊗ id)δ(x).
Here we used b(g−1)∗ to specify that we view b(g−1) as a row vector. Since J is an isometry,
we have
‖Γ(x∗, x∗)1/2‖Lp(Mm(LG)) = ‖δ(x
∗)‖Lp(Mm(LG),Hcψ [p]) = ‖δ(x
∗)∗‖Lp(Mm(LG),Hrψ [p])
= ‖(J ⊗ id⊗ id)δ(x)‖Lp(Mm(LG),Hrψ [p]) = ‖δ(x)‖Lp(Mm(LG),Hrψ [p]). 
Let us return to the rotation von Neumann algebra RΘ. Let A∞Θ denote the subalgebra
of RΘ which consists of finite linear combinations of u
k1
1 · · ·u
kd
d , (k1, ..., kd) ∈ Z
d. Recall
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the homomorphism π as defined in (3.2). Let δ : C(Zd) → Hψ ⊗ L(Zd) be the derivation
given in (3.3). Considering (id⊗δ) ◦ π, we extend the derivation δ to Mm(A∞Θ ) by
δ(a~k ⊗ u
k1
1 · · ·u
kd
d ) = b(
~k)⊗ a~k ⊗ u
k1
1 · · ·u
kd
d .(3.4)
By definition, the left action of A∞Θ on the Hilbert RΘ-module Hψ ⊗RΘ is given by
(ui11 · · ·u
id
d )δ(u
k1
1 · · ·u
kd
d ) = α(i1,...,id)(b(k1, ..., kd))⊗ (u
i1
1 · · ·u
id
d )(u
k1
1 · · ·u
kd
d )(3.5)
and the right action is δ(uk11 · · ·u
kd
d )(u
i1
1 · · ·u
id
d ) = b(k1, ..., kd) ⊗ (u
k1
1 · · ·u
kd
d )(u
i1
1 · · ·u
id
d ).
Note that the derivation is constructed so that the following diagram commutes at the
matrix levels:
A∞Θ
δ

π // C(Zd)⊗A∞Θ
δ⊗id

Hψ ⊗RΘ
id⊗π // Hψ ⊗ L(Zd)⊗RΘ
Extending Tt to idMm ⊗Tt on Mm(RΘ), we can define the gradient form Γ on Mm(A
∞
Θ )
associated to the generator idMm ⊗A. Then we have Γ(x, y) = 〈δ(x), δ(y)〉Mm(RΘ) for
x, y ∈ Mm(A∞Θ ), where 〈·, ·〉Mm(RΘ) is the Mm(RΘ)-valued inner product of the Hilbert
Mm(RΘ)-module. It follows that
‖Γ(x, x)1/2‖Lp(Mm(RΘ)) = ‖〈δ(x), δ(x)〉
1/2
Mm(RΘ)
‖Lp(Mm(RΘ)) = ‖δ(x)‖Lp(Mm(RΘ),Hcψ [p])(3.6)
for x ∈Mm(A∞Θ ). Since Γ(x, x) ∈Mm(AΘ) for x ∈Mm(A
∞
Θ ), we may write ‖Γ(x, x)
1/2‖Mm(AΘ) =
‖Γ(x, x)1/2‖Mm(RΘ) for any m ∈ N. Using similar argument to that of Lemma 3.4, we have
the following result.
Lemma 3.5. Let x =
∑
~k∈Zd a~k ⊗ u
k1
1 · · ·u
kd
d be a finite sum where a~k ∈Mm. Then
‖Γ(x∗, x∗)1/2‖Lp(Mm(RΘ)) = ‖δ(x)‖Lp(Mm(RΘ),Hrψ [p]).
Proof. Observing (3.4), we may define for clarity,
δc(uk11 · · ·u
kd
d ) = b(
~k)⊗ uk11 · · ·u
kd
d ∈ H
c
ψ ⊗RΘ,
δr(uk11 · · ·u
kd
d ) = b(
~k)⊗ uk11 · · ·u
kd
d ∈ H
r
ψ ⊗RΘ.
As in (3.4), we may extend δc and δr to matrix levels. Then
δc(x∗) =
∑
~k
b(−~k)⊗ a∗~k ⊗ (u
k1
1 · · ·u
kd
d )
∗.
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Since 〈b(−~k), b(−~k′)〉Hψ = 〈b(
~k), b(~k′)〉Hψ , we have
‖Γ(x∗, x∗)1/2‖Lp(Mm(RΘ)) = ‖δ
c(x∗)‖Lp(Mm(RΘ),Hcψ [p])
= ‖
∑
~k,~k′
〈b(−~k), b(−~k′)〉Hψa~ka
∗
~k′
⊗ (uk11 · · ·u
kd
d )(u
k′1
1 · · ·u
k′d
d )
∗‖1/2p/2
= ‖
∑
~k,~k′
〈b(~k), b(~k′)〉Hψa~ka
∗
~k′
⊗ (uk11 · · ·u
kd
d )(u
k′1
1 · · ·u
k′d
d )
∗‖1/2p/2
= ‖δr(x)‖Lp(Mm(RΘ),Hrψ [p]). 
Let us introduce more notations to formulate our complete embedding results. For
2 ≤ p ≤ ∞, we consider the semi-norm defined by
‖x‖∇p(RΘ) = ‖δ(x)‖Lp(RΘ,Hcψ[p]∩Hrψ[p]), x ∈ A
∞
Θ ∩ L
0
p(RΘ),
and let ∇p(RΘ) denote the completion of A∞Θ ∩ L
0
p(RΘ) with respect to ‖ · ‖∇p(RΘ). In
particular, the elements of ∇p(RΘ) are mean-zero. Then by Lemma 3.5 we have
(3.7) ‖x‖Smp (∇p(RΘ)) = max{‖Γ(x, x)
1/2‖p, ‖Γ(x
∗, x∗)1/2‖p}
for any x in Mm(A
∞
Θ ) ∩Mm(L
0
p(RΘ)).
For notational convenience, let us define for a finite sum x =
∑
k ak ⊗ xk in Mm ⊗A
∞
Θ ,
|||x|||m = max{‖δ
c(x)‖Mm⊗minRΘ⊗minHcψ , ‖δ
r(x)‖Mm⊗minRΘ⊗minHrψ} =
∥∥∥∑
k
ak ⊗ x˚k
∥∥∥
Mm(∇∞(RΘ))
,
(3.8)
where x˚k is the mean-zero part of xk defined in the beginning of Section 3. Then |||x|||1 is
a Lip-norm; see [JM10, JMP14]. But |||x|||m vanishes on Mm ⊗ 1 as well so that it is not
a Lip-norm for m ≥ 2; see Section 8 for more discussion about this. We usually ignore
the subscript m and write |||x||| if the underlying space is clear from context. We will also
use frequently the notation L(x) := |||x|||, especially when we consider a continuous field
of compact quantum metric spaces.
Proposition 3.6. With the notation above, we have ‖ id : ∇∞(RΘ) → ∇p(RΘ)‖cb ≤ Cp
for some constant Cp.
Proof. Writing c.c. and c.b. for completely contractive and completely bounded isomor-
phisms, respectively, we consider the following diagram:
N ⊗min (Hcψ ∩H
r
ψ)

  c.b. // N ⊗min L(F∞)
  c.c. // N⊗L(F∞)
c.c.

Lp(N , Hcψ[p] ∩H
r
ψ[p])
  c.b. // Lp(N⊗L(F∞))
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Here N can be any finite von Neumann algebra. In particular we take N = RΘ. From
[Pis03, Theorem 9.7.1], we know that Hcψ ∩H
r
ψ →֒ L(F∞) completely isomorphically and
the first line of the diagram follows. Also, by Corollaries 9.7.2 and 9.8.8 in [Pis03], Hcψ[p]∩
Hrψ[p] completely embeds into Lp(L(F∞)) and the second line of the diagram follows.
But N⊗L(F∞) →֒ Lp(N⊗L(F∞)) is completely contractive. We deduce that there is a
complete contraction from N ⊗min (Hcψ ∩ H
r
ψ) to Lp(N , H
c
ψ[p] ∩ H
r
ψ[p]). Combining this
with the definition of ∇p(RΘ), we find that ∇∞(RΘ) completely embeds into ∇p(RΘ). 
Remark 3.7. The above procedure works not only for N = RΘ, it also works for N = Mnd,
the nd × nd dimensional matrix algebra, by choosing 2d generators of Mnd with order n.
To see this, we simply define the homomorphism π as in (3.2) and the derivation δ as in
(3.4) using L(Zdn) instead of L(Z
d). The notation ∇p(N ) will be used to represent ∇p(RΘ)
or ∇p(Mnd).
Suppose the semigroup Tt = e
−tA on N satisfies Γ2 ≥ 0, where Γ2(f, g) =
1
2
[Γ(Af, g) +
Γ(f, Ag) − AΓ(f, g)]. Then idMm ⊗Tt also satisfies Γ2 ≥ 0; see [JM10, JZ15a] for more
detailed discussion on this condition. Hence, we deduce from [JM10] the complete bound-
edness of Riesz transforms
(3.9) ‖A1/2 : ∇p(N )→ L
0
p(N )‖cb ≤ Kp.
Combining this with Proposition 3.6, we obtain the following crucial ingredient in our
argument for approximation in cb Gromov–Hausdorff convergence. Recall that we may
take N = RΘ or N = Mnd as in Remark 3.7.
Corollary 3.8. Suppose Tt satisfies Γ2 ≥ 0 on N . Then we have
‖A1/2 : ∇∞(N )→ L
0
p(N )‖cb ≤ Cp
for some constant Cp.
Recall that for a given function ϕ : G→ C, the Fourier multiplier Tϕ on LG is defined
by extending Tϕ(λ(s)) = ϕ(s)λ(s) for s ∈ G. ϕ is called a Herz–Schur multiplier if Tϕ is
completely bounded; see e.g. [BO08].
Lemma 3.9. Let ϕ be a Herz–Schur multiplier on G and Γ be the gradient form associated
to id⊗A as defined in (2.2). If f ∈Mm(C(G)), then
‖Γ((id⊗Tϕ)f, (id⊗Tϕ)f)‖Mm(LG) ≤ ‖Tϕ‖
2
cb‖Γ(f, f)‖Mm(LG).
Moreover, if ϕ is a Herz–Schur multiplier on Zd, then for any finite sum f =
∑
~k a~k ⊗
uk11 · · ·u
kd
d ∈Mm(RΘ), we have
‖Γ((id⊗Tϕ)f, (id⊗Tϕ)f)‖Mm(RΘ) ≤ ‖Tϕ‖
2
cb‖Γ(f, f)‖Mm(RΘ).
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Proof. For f =
∑
s as ⊗ λ(s) in the domain of id⊗A, since the multiplier commutes with
the generator A, we have
‖Γ((id⊗Tϕ)f,(id⊗Tϕ)f)
1/2‖Mm(LG) = ‖δ[(id⊗Tϕ)f ]‖L∞(Mm(LG),Hcψ)
= ‖(idMm ⊗ idHψ ⊗Tϕ)δ(f)‖L∞(Mm(LG),Hcψ) ≤ ‖Tϕ‖cb‖δ(f)‖L∞(Mm(LG),Hcψ).
We get the first assertion. The ‘moreover’ part follows the same argument using the
trace-preserving ∗-homomorphism given in (3.2). 
Remark 3.10. Similar to Remark 3.7, by considering G = Zdn and using the homomorphism
(3.2), we find that Lemma 3.9 still holds if we replace RΘ by Mnd . This shows that
Tϕ : (Mnd, |||·|||)→ (Mnd , |||·|||) is completely bounded.
Lemma 3.11. Let ψ : G → Z be a conditionally negative length function. Suppose ψ
has at most polynomial growth, i.e. #{g ∈ G : ψ(g) = 0} < ∞ and for all l ≥ 1,
#{g ∈ G : ψ(g) = l} ≤ Dlγ for some constants γ and D ≥ 1. Then for any ε > 0 and
k ∈ N, there exists a Herz–Schur multiplier ϕk,ε and m = m(k) > k such that
(i) ‖Tϕk,ε‖cb ≤ 1 + ε;
(ii) the image of Tϕk,ε is contained in span{λ(g) ∈ G : ψ(g) ≤ m};
(iii) |ϕk,ε(g)− 1| ≤ ε for ψ(g) ≤ k;
(iv) there exists ε0 < ε such that for any r ∈ N, 1 ≤ p ≤ q ≤ ∞, η ∈ (0, ε0) and
x =
∑
g:ψ(g)≤k ag ⊗ λ(g) ∈ S
r
q (Lp(LG)),
‖(id⊗Tϕk,η)(x)− x‖Srq (Lq(LG)) ≤ ε‖x‖Srq (Lp(LG)).
Therefore, if we define Pk(
∑
g∈G fˆgλ(g)) =
∑
g:ψ(g)≤k fˆgλ(g), then ‖(Tϕk,η − id)Pk :
Lp(LG)→ Lq(LG)‖cb ≤ ε for 1 ≤ p ≤ q ≤ ∞.
Proof. Let us define
(3.10) ϕα(g) = e
−ψ(g)/α1[ψ(g)≤m], g ∈ G.
We know from Schoenberg’s theorem, φα(g) := e
−ψ(g)/α gives a completely positive Fourier
multiplier Tφα on LG. We have ‖Tφα‖cb = ‖Tφα(1)‖ = 1. Given any x =
∑
g ag ⊗ λ(g) ∈
Sq(Lp(LG)), we claim that for 1 ≤ p, q ≤ ∞,
(3.11) ‖ag‖Srq ≤ ‖x‖Sq(Lp(LG)).
Indeed, similar to the argument of Corollary 3.2, we define
̺ : Lp(LG)→ C, y 7→ ̺(y) = τG(yλ(g)
∗).
We have ‖̺‖cb = ‖̺‖ ≤ 1. By [Pis98, Lemma 1.7], we also have for any 1 ≤ q ≤ ∞,
‖̺‖cb = sup
r
‖ id⊗̺ : Srq (Lp(LG))→ S
r
q‖.
Hence, we have
‖ag‖Srq = ‖ id⊗̺(x)‖Srq ≤ ‖x‖Srq (Lp(LG)).
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Using (3.11) with p = q =∞, we have
‖(id⊗Tφα)(x)− (id⊗Tϕα)(x)‖Mr(LG) ≤
∑
ψ(g)≥m
‖ag‖Mre
−ψ(g)/α ≤ ε‖x‖Mr(LG)
for α large enough and thus ‖Tϕα‖cb ≤ 1+ ε. Given ε, k, we can choose m > k and α large
enough in (3.10), and define ϕk,ε = ϕα such that
|ϕk,ε(g)− 1| ≤ ε for ψ(g) ≤ k < m,
and supp ϕk,ε ⊂ {g ∈ G : ψ(g) ≤ m}. Clearly, the image of Tϕk,ε is contained in
span{λ(g) : ψ(g) ≤ m}. Let Sk = |ψ−1(0)| + 1 + 2γ + · · · + kγ, where |ψ−1(0)| is the
number of zeros of ψ, and let ε0 =
ε
DSk
. Using (3.11) again, we have for any η ∈ (0, ε0)
and x =
∑
g:ψ(g)≤k ag ⊗ λ(g) ∈ S
r
q (Lq(LG)),
‖(id⊗Tϕk,η)(x)− x‖Srq (Lq(LG)) ≤
∑
ψ(g)≤k
‖ag‖Srq |ϕk,η(g)− 1| ≤ ε‖x‖Srq (Lp(LG)).
This inequality implies the last assertion by using [Pis03, Lemma 1.7] again. 
The target space Z of the length function ψ in the above may be replaced by some
other countable discrete set, for instance, when we consider the length function (2.5). In
particular, the condition in Corollary 3.2
#{g ∈ G : cj ≤ ψ(g) ≤ c−1j} ≤ Djγ, for all j ∈ Z>0
implies the polynomial growth condition #{g ∈ G : ψ(g) = l} ≤ Dlγ imposed in the above
result.
To motivate our following discussion, let us fix a conditionally negative length function
ψ on Zn for n ∈ N. Let An denote the generator of the semigroup associated to ψ. Recall
the notation above for 2 ≤ p ≤ ∞
∇p(L(Zn)) = {x ∈ L
0
p(L(Zn)) : max{‖Γ
n(x, x)1/2‖p, ‖Γ
n(x∗, x∗)1/2‖p} <∞}.
Let 1
2
= α+ β for some fixed α, β > 0. For 2 ≤ p <∞, we consider the following chain of
maps:
∇∞(L(Zn)) ⊂ ∇p(L(Zn))
A
1/2
n−−→ L0p(LZn)
A−βn−−→ L0p(LZn)
A−αn−−→ L0∞(LZn).
Note that by the boundedness of Riesz transform (3.9), ‖A1/2n : ∇p(L(Zn))→ L0p(L(Zn))‖ ≤
Kp. Suppose An has a spectral gap. By [JM10, Proposition 1.1.5], we have
(3.12) ‖A−βn : L
0
p → L
0
p‖cb ≤ Cp.
Using Proposition 3.1, we can show that A−αn : L
0
p → L
0
∞ is bounded for p > 1/α. Then
id = A−αn ◦ A
−β
n ◦ A
1/2
n : ∇∞(L(Zn))→ L
0
∞(L(Zn)).
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It will become clear later that these maps will help us establish crucial norm estimates. In
fact we can already draw a conclusion using these maps. Recall from (3.8) the Lip-norm L
defined on A∞Θ and Mnd. We understand Z∞ = Z and M∞d = RΘ in the following result.
Proposition 3.12. Let N be any of L(Zn) or Mnd, n ∈ N, and ψ be a conditionally
negative length function which induces a symmetric Markov semigroup on N as above.
Assume ψ has polynomial growth as in Lemma 3.11. Then
‖ id : ∇∞(N )→ L
0
∞(N )‖cb ≤ C
for some C independent of n. Consequently, the radii of state spaces (S(N ), ρL) are
bounded uniformly in n.
Proof. Since Γ2 ≥ 0 for any conditionally negative length functions on discrete groups, by
Corollary 3.8 we have ‖A1/2 : ∇∞(N )→ L0p(N )‖cb ≤ Cp. Applying the same argument as
that of Corollary 3.2, we have ‖A−α : L0p(N ) → L
0
∞(N )‖cb ≤ C(γ, α) for p >
γ+1
α
where
γ is the exponent in the polynomial growth condition of ψ as in Lemma 3.11. Combining
with (3.12), we have proved the first assertion. Furthermore, note that
ρL(φ, φ
′) ≤ sup
x∈N ,L(x)≤1
|φ(x)− φ′(x)| ≤ sup
x∈N ,‖x‖N≤C
|φ(x)− φ′(x)| ≤ 2C.
The second assertion follows. 
For ∆ ⊂ Zn, we define
L∆p (L(Zn)) = {f ∈ Lp(L(Zn)) : f =
∑
k∈∆
fˆ(k)λ(k)}.
For k ≤ n/2 and n ∈ N, we define Λk = {0,±1, ...,±k} ⊂ Zn and Λck = {±(k +
1), ...,±[n
2
]} ⊂ Zn. For n = ∞, we let Λck = {j ∈ Z : |j| > k}. Let us define the
projection
Qk : Lp(L(Zn))→ L
Λck
p (L(Zn)), Qk
(∑
j
fˆ(j)λ(j)
)
=
∑
|j|>k
fˆ(j)λ(j).
Lemma 3.13. For 1 < p <∞ and n > 2k or n =∞,
‖Qk : Lp(L(Zn))→ L
Λck
p (L(Zn))‖cb ≤ Cp
for some constant Cp independent of n, k.
Proof. It is well known (see e.g. [Bou86, PX03]) that every projection P : Lp(LZ) →
L∆p (LZ) is completely bounded for any subinterval ∆ ⊂ Z. The case n = ∞ follows.
Assume n ∈ N. Let tr denote the normalized trace on the n× n matrix algebra Mn. It is
well known that there exists an injective trace-preserving ∗-homomorphism ρ : L(Zn) →
(Mn, tr) given by
λ(j) 7→
(
0 Ij
In−j 0
)
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where the first 1 in the first column appears in the (j+1)st row, the first 1 in the first row
appears in the (n− j + 1)st column, and the matrix entries are constant along diagonals.
Fix k and put
B1 = {(i, j) : i ≥ k + 2, j ≤ i− k},
B2 = {(i, j) : j ≥ 2, i ≤ j − 1},
B3 = {(i, j) : j ≥ k + 2, i ≤ j − k}.
Let PB denote the projection on Mn given by
PB([aij]1≤i,j≤n) =
∑
(i,j)∈B
aij ⊗ eij
where the eij are the matrix units ofMn. Then Qk = PB1+PB2−PB3 . It is well known (see
e.g. [Bou86, Corollary 19], [PX97]) that for any triangular projection PB and 1 < p <∞,
‖PB : Sp → Sp‖cb ≤ Cp.
The assertion follows immediately. 
Lemma 3.14. Let 2 ≤ p <∞. Then
‖A−βn : L
Λck
p (L(Zn))→ Lp(L(Zn))‖cb ≤ Cpψ(k)
−β/(p−1)
uniformly for n > 2k or n = +∞.
Proof. Let q = 2p and 1
p
= 1−θ
q
+ θ
2
. Then θ = 1
p−1
. By (3.12) and Lemma 3.13, we have
‖A−βn Qk : Lq(L(Zn))→ Lq(L(Zn))‖cb ≤ Cp.
Since ‖A−βn Qk : L2(L(Zn)) → L2(L(Zn))‖cb ≤ ψ(k)
−β, by the Riesz–Thorin theorem we
have
‖A−βn Qk : Lp(L(Zn))→ Lp(L(Zn))‖cb ≤ Cpψ(k)
−βθ,
which yields the assertion. 
4. Approximation for C(T)
Unless otherwise specified, in this section we consider the Poisson semigroups on L(Zn)
defined in Section 2; that is, the generator Anλ(k) = |k|λ(k) for |k| ≤ n/2. Following the
notation of [Li06], for n ∈ N, we define
Ln(f) = ‖Γ
n(f, f)1/2‖∞ for f ∈ C
∗
r (Zn)sa.
We also write Γ := Γ∞ and L(f) := L∞(f) for f ∈ C(Z). It was proved in [JM10,JMP14]
that L and Ln are Lip-norms
1. Clearly, Ln(f) <∞ for f ∈ C∗r (Zn)sa for n ∈ N. Note that
1There are different versions of definitions of compact quantum metric spaces. While Ln defined
here satisfies more conditions than the one in [Li06], our proof of convergence in the quantum Gromov–
Hausdorff distance only requires the conditions listed in [Li06]. In Section 8, we will need the Lip-norms
to have the so-called Leibniz property.
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L is only defined in a dense subspace of C(T). For simplicity of the presentation, we take
A∞ = C(Z)sa which can be identified with the self-adjoint trigonometric polynomials on
[0, 1]. We also write An = C∗r (Zn)sa for short. Then (An, Ln), n ∈ N are compact quantum
metric spaces in the sense of [Rie04b, Li06]. Our first task is to check that they form a
continuous field of compact quantum metric spaces.
Define πn : C
∗
r (Z) → C
∗
r (Zn) to be the linear map sending λ(k) to λ(k mod n). Since
(Zn) are abelian, their universal C
∗-algebras coincide with the reduced C∗-algebras and
therefore πn is a
∗-homomorphism extended from λ(1) 7→ λ(1) by universality. To describe
πn in the function spaces, we have
πn : C(T)→ ℓ∞(n), f 7→ πn(f) = (f(j/n))
n
j=0,
and πn(e
2πik·)(j) = e
2piikj
n .
Lemma 4.1. Let f =
∑m
k=−m ake
2πik· and m ≤ n/2. Then πnAf = Anπnf . Therefore,
Γn(πnf, πnf) = πnΓ(f, f).
Proof. Note that
πnAf = πn(
m∑
k=−m
ak|k|e
2πik·) =
m∑
k=−m
ak|k|e
2piik·
n .
Since m ≤ n/2, we get
Anπnf = An(
m∑
k=−m
ake
2piik·
n ) =
m∑
k=−m
ak|k|e
2piik·
n .
Therefore, πnAf = Anπnf . Now since πn is a
∗-homomorphism, we have
Γn(πnf, πnf) =
1
2
(An(πnf
∗)πnf + πnf
∗An(πnf)−An(πnf
∗πnf))
=
1
2
(πn(Af
∗f) + πn(f
∗Af)− πnA(f
∗f))
= πnΓ(f, f). 
Proposition 4.2. For any m ∈ N, there exists a constant Cm depending only on m such
that
0 ≤ ‖f‖∞ − ‖πn(f)‖∞ ≤
Cm‖f‖∞
n
,
and
0 ≤ ‖Γ(f, f)‖∞ − ‖Γ
n(πnf, πnf)‖∞ ≤
Cm‖Γ(f, f)‖∞
n
,
for all n > 2m and all f =
∑m
k=−m fˆ(k)e
2πik·. Consequently, for such f we have
lim
n→∞
‖πnf‖∞ = ‖f‖∞ and lim
n→∞
‖Γn(πnf, πnf)‖∞ = ‖Γ(f, f)‖∞.
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Proof. By Lemma 4.1, when n is large, Γn(πnf, πnf) = πnΓ(f, f). Let h = Γ(f, f). Note
that since f is a smooth function, so is h. By continuity of h, there exists t0 ∈ [0, 1] such
that ‖h‖∞ = h(t0). Let j ∈ N be such that |
j
n
− t0| ≤
1
2n
. Using the mean value theorem,
we get
0 ≤ h(t0)− h(
j
n
) ≤ ‖h′‖∞|
j
n
− t0|.
By (2.2), we may assume h =
∑l
k=−l ake
2πik· for some finite l which only depends on m.
Then h′(x) =
∑l
k=−l 2πikake
2πikx and thus
sup
x∈[0,1]
|h′(x)| ≤
l∑
k=−l
2π|k||ak| ≤ Cl‖h‖1 ≤ Cm‖h‖∞,
for some constant Cm only depending on m. This proves that
0 ≤ ‖Γ(f, f)‖∞ − ‖Γ
n(πnf, πnf)‖∞ ≤
Cm‖Γ(f, f)‖∞
n
.
The first assertion follows similarly. 
Recall that A¯n = An = C∗r (Zn)sa for n ∈ N, A∞ = C(Z)sa and A¯∞ = C(T;R).
Following [Dix77, Section 10.1], let S˜ ⊂
∏
n∈N A¯n be the (maximal) set of continuous
sections of the continuous field of Banach spaces over N with fiber A¯n. Clearly, 1 =
(1n)n∈N ∈ S˜ where 1n is the identity of An. Then ({A¯n}n∈N, S˜) is a continuous field of
order-unit spaces; see [Li06, Definition 6.1]. By Proposition 4.2, we have (πn(x))n∈N ∈ S˜
for any x ∈ A∞. Here we understand π∞ = id. Moreover, n 7→ Ln(πn(x)) is continuous
(and thus upper semi-continuous) at n = ∞. Let S = {(πn(x))n∈N : x ∈ A∞}. For
simplicity, here we use the convention that L∞(x) = +∞ for x ∈ A¯∞ \A∞. It follows that
S is a subset of
S˜Ln0 = {f ∈ S˜ : the function n 7→ Ln(fn) is upper semi-continuous at n0 and Ln(fn) <∞∀n}
for all n0 ∈ N. Also, {πn(x) : x ∈ A∞} = {fn : f ∈ S}. To illustrate our idea, let us check
({An, Ln}n∈N, S˜) is a continuous field of compact quantum metric spaces in the sense of
[Li06, Definition 6.4]. Recall the notation Lc and Ac from Section 2. We need to show
that Ln restricted to {fn : f ∈ S˜Ln } determines L
c
n, the closure of Ln. However, if Ln
restricted to {fn : f ∈ S} determines L
c
n, then since S is a subset of S˜
L
n , Ln restricted to
{fn : f ∈ S˜Ln } determines L
c
n automatically. Therefore, it suffices to check Ln restricted to
{fn : f ∈ S} determines Lcn. This will follow from the fact that {πn(x) : x ∈ A∞} = An
is dense in A¯n for n ∈ N thanks to our choice of A∞. In fact, since A¯n = An for n ∈ N
and for every x ∈ A∞, n 7→ Ln(πn(x)) is continuous at n = ∞, we only need to verify
L defined on A∞ determines L
c := Lc∞. But for any x ∈ A
c
∞, we have L
c(x) < ∞. Let
ε > 0. By the definition of Lc as in (2.8), there exists x′ ∈ A∞ such that L(x′) < Lc(x)+ε
and ‖x− x′‖∞ < ε. Therefore, we have shown that ({An, Ln}n∈N, S˜) is a continuous field
of compact quantum metric spaces.
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In practice, it may be more convenient to work with a subset of S˜. Here we choose the
set S to be our set of continuous sections. Then SLn = S for all n ∈ N by Proposition
4.2. Due to the choice of S, if we want to prove ({An, Ln}n∈N,S) is a continuous field of
compact quantum metric spaces, we can directly go to the essence of the above argument:
To check Ln restricted to {fn : f ∈ S} determines Lcn for n ∈ N becuase S
L
n = S.
From the above discussion, it should be clear that we could save some energy in minor
technical issues by choosing A∞ to be a dense subset of C(T;R) where the Lip-norm is
well-defined and choosing the continuous sections to be of the form (πn(x))n∈N, x ∈ A∞.
In the following sections when we work with two and higher dimensions, we will make
similar choices, which should not affect the essence of the argument if one makes different
choices as explained above. Let us record what we have proved.
Proposition 4.3. ({An, Ln}n∈N,S) is a continuous field of compact quantum metric
spaces.
Our next goal is to show that An converges to A∞ in the quantum Gromov–Hausdorff
distance. In light of Li’s criterion [Li06], we need to find a ‘uniform’ cover of DR(An) for n
large enough. We will achieve this by using the approximation properties of Z and going
through various estimates in Lp spaces. Recall that a Fourier multiplier Tφ on L(Zn) is
defined as
Tφ(
∑
j
ajλ(j)) =
∑
j
ajφ(j)λ(j).
Lemma 4.4. Let ε > 0 and k ∈ N. Then there exist m = m(k) > k and Herz–Schur
multipliers ϕnk,ε on Zn for n > 2m (including n =∞) such that
(i) ‖Tϕnk,ε‖cb ≤ 1 + ε;
(ii) the image of Tϕnk,ε is contained in span{λ(j) : |j| ≤ m};
(iii) |ϕk,ε(j)− 1| ≤ ε for |j|n ≤ k;
(iv) for x in span{λ(j) : |j|n ≤ k} and η ∈ (0,
ε
2(k+1)
),
(4.1) ‖Tϕnk,ηx− x‖∞ ≤ ε‖x‖2.
Proof. Note that #{j ∈ Zn : |j|n = k} ≤ 2 for k ≥ 1. Applying Lemma 3.11 first to
G = Z (so we have D = 2, γ = 0), we get m and a multiplier ϕk,ε on Z. Then applying
Lemma 3.11 again to G = Zn for n > 2m, we find multipliers ϕ
n
k,ε on Zn, which satisfy
ϕnk,ε(j) = ϕk,ε(j) for |j| ≤ m because the proof of Lemma 3.11 does not depend on n once
we choose m. The assertion follows by taking p = 2, q =∞, r = 1. 
Lemma 4.5. Let T nt = e
−tAn be the Poisson semigroup associated with ψn acting on
L(Zn) defined in Section 2. Then A
−α
n : L
0
p(L(Zn)) → L
0
∞(L(Zn)) is completely bounded
uniformly in n ∈ N for α > 1
p
.
Proof. The argument is the same as that of Corollary 3.2 with γ = 0. 
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Lemma 4.6. Let ε > 0. Then there exist k = k(ε), m = m(k) and Herz–Schur multipliers
ϕnk,η, η ∈ (0,
ε
2(k+1)
) on Zn for n > 2m (including n =∞) such that
‖x− Tϕnk,η(x)‖∞ ≤ ε[‖x‖2 + Ln(x)]
for n > 2m (including n =∞).
Proof. Let k ∈ N be a large number which will be determined later. We choose m and
ϕnk,η as in Lemma 4.4. Since ‖(1−Qk)x‖2 ≤ ‖x‖2, by (4.1) we have
‖(1−Qk)(x− Tϕnk,η(x))‖∞ = ‖(1−Qk)x− Tϕnk,η((1−Qk)x)‖∞ ≤ ‖(1−Qk)x‖2ε ≤ ε‖x‖2.
Note that Qk and An commute. Using Lemma 4.5, equation (3.12), Lemma 3.14 and the
boundedness of Riesz transforms [JM10], we have for p > 1/α,
‖A−αn A
−β
n A
1/2
n Qk(x− Tϕnk,η(x))‖∞ ≤ cα‖A
−β
n QkA
1/2
n (x− Tϕnk,η(x))‖p
≤ cαCpk
−β/(p−1)‖A1/2n (x− Tϕnk,η(x))‖p,
≤ cαKpCpk
−β/(p−1)(‖Γn(x, x)1/2‖p + ‖Γ
n(Tϕnk,η(x), Tϕnk,η(x))
1/2‖p)
where cα = ‖A−αn : L
0
p(L(Zn)) → L∞(L(Zn))‖, Kp is the Lp bound of Riesz transforms,
and Cpk
−β/(p−1) is the bound in Lemma 3.14. By Lemma 3.9, we have
‖Qk(x− Tϕnk,η(x))‖∞ ≤ (2 + ε)cαKpCpk
−β/(p−1)‖Γn(x, x)1/2‖∞ ≤ εLn(x),
by choosing k large enough. The claim follows. 
Proposition 4.7. Let 0 < ε < 1 and R ≥ 0. There exist N > 0 and x1, ..., xr in DR(A∞)
such that the open ε-balls in An centered at πn(x1), ..., πn(xr) cover DR(An) for all n > N
(including n =∞).
Proof. The case R = 0 is trivial. Assume R > 0. Let m and ϕnk,η be given by Lemma 4.6.
For n > 2m, let us define
DmR (An) = {x ∈ DR(An) : x =
∑
|j|≤m
ajλ(j)}.
Since DmR (A∞) is compact, we can find x1, ..., xr ∈ D
m
R (A∞) such that for all y ∈ D
m
R (A∞)
there exists an s ∈ {1, ..., r} with ‖y − xs‖∞ ≤ ε, i.e. {x1, ..., xr} is an ε-net of DmR (A∞).
Let n > 2m,n ∈ N, and yn ∈ DR(An). We may write Tϕnk,η(y
n) =
∑
|j|≤m aje
2piij·
n .
Since the coefficients (aj) are uniquely determined by y
n and ϕnk,η, we may define yˆ =∑
|j|≤m aje
2πij· in A∞. Then
(4.2) πn(yˆ) = Tϕnk,η(y
n).
But by choosing n > 2Cm
ε
in Proposition 4.2, we have
0 ≤ ‖yˆ‖∞ − ‖πn(yˆ)‖∞ ≤
ε
2
‖yˆ‖∞
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and
0 ≤ ‖Γ(yˆ, yˆ)‖∞ − ‖Γ
n(πn(yˆ), πn(yˆ))‖∞ ≤
ε
2
‖Γ(yˆ, yˆ)‖∞
for any yˆ in the set {yˆ : yn ∈ DR(An)}. It follows that
(4.3) ‖yˆ‖∞ ≤ (1 + ε)‖πn(yˆ)‖∞ and ‖Γ(yˆ, yˆ)‖∞ ≤ (1 + ε)‖Γ
n(πn(yˆ), πn(yˆ))‖∞
for all yn ∈ DR(An) and all n > N := max{[
2Cm
ε
], 2m}. We deduce from (4.2) that
‖yˆ‖∞ ≤ (1 + ε)‖Tϕnk,η(y
n)‖∞ ≤ (1 + ε)
2‖yn‖∞ ≤ (1 + ε)
2R.
By Lemma 3.9,
‖Γn(Tϕnk,η(y
n), Tϕnk,η(y
n))‖∞ ≤ (1 + ε)
2‖Γn(yn, yn)‖∞.
Thus by (4.2) and (4.3), ‖Γ(yˆ, yˆ)‖∞ ≤ (1 + ε)3. We find
1
(1+ε)2
yˆ ∈ DmR (A∞). Hence there
exists an xs in the ε-net (xi)i=1,...,r of DmR (A∞) such that ‖
1
(1+ε)2
yˆ − xs‖∞ ≤ ε. Then we
deduce from (4.2) that
‖Tϕnk,η(y
n)− πn(xs)‖∞ ≤ ‖yˆ − xs‖∞
≤ ‖yˆ −
1
(1 + ε)2
yˆ‖∞ + ‖
1
(1 + ε)2
yˆ − xs‖∞ ≤ (3R+ 1)ε.
Using Lemma 4.6, we have
‖yn − πn(xs)‖∞ ≤ ‖y
n − Tϕnk,η(y
n)‖∞ + ‖Tϕnk,η(y
n)− πn(xs)‖∞ ≤ (4R + 2)ε.
Replacing ε with ε
4R+2
in the very beginning, we complete the proof. 
Theorem 4.8. (An, Ln) converges to (A∞, L) in the quantum Gromov–Hausdorff distance.
Proof. By Proposition 4.3, ({An, Ln}n∈N,S) is a continuous field of compact quantum
metric spaces in the sense of [Li06]. Let ε = 1/m. By Proposition 4.7, we find
x1(m), · · · , xrm(m) ∈ DR(A∞)
such that for any x ∈ DR(A∞) there exists xs(m) so that ‖x− xs(m)‖ ≤ 1/m. Then the
set
Λ := ∪∞m=1{x1(m), · · · , xrm(m)}
is dense in DR(A∞). Give an ordering on Λ as follows: xi(m) < xj(m) if i < j and
xi(m) < xj(m
′) if m < m′. Then Λ is totally ordered and we can list the elements of Λ
according to this ordering. Identify x ∈ DR(A∞) with a section x = (πn(x))n∈N such that
πn(x) ∈ An. By our construction, for any ε > 0, there exist r and N such that the open ε-
balls in An centered at πn(x1), · · · , πn(xr) cover DR(An) for all n > N , where xi ∈ Λ for all
i. In other words, Λ satisfies Condition (iii) in [Li06, Theorem 7.1]. Hence An converges to
A∞ in dist
R
oq, the R-variant order-unit quantum Gromov–Hausdorff distance, by the same
theorem. But by Proposition 3.12, the radii of state spaces of An are uniformly bounded.
The assertion follows from [Li06, Theorem 1.1]. 
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Remark 4.9. In Theorem 4.8, we used the Poisson semigroup on L(Zn) to define the Lip-
norm. In fact, the same approximation result remains true if we use the heat semigroup
on L(Zn) and the proof is slightly more direct. Indeed, thanks to (2.6), we would get
m = 1 in (3.1), which allows us to choose p = 2 and 1
4
< α < 1
2
to replace Lemma 4.5.
Then certain Lp estimates reduce to L2 estimates. We leave this to the interested reader.
5. Matrix algebras converge to noncommutative tori
Similar to the previous section, we need to define a Lip-norm and a semigroup action
on Mn, and show that the family of matrix algebras together with these Lip-norms form
a continuous field of compact quantum metric spaces. Now we have to introduce some
notation. Let n ∈ N. Then Mn ≃ ℓ∞(n)⋊α Zn = {uj(n), vk(n) : 0 ≤ j, k ≤ n− 1}′′, where
uj(n) is defined in (2.3) and vk(n) = λn(k) =
(
0 Ik
In−k 0
)
, the left regular representation
of Zn. The action α is given by
αk(uj(n)) = vk(n)
∗uj(n)vk(n).
Then we have the following relations
uj(n)ep = e
2piijp
n ep and vk(n)el = ek+l,
where {ej}
n
j=1 is the standard orthonormal basis of C
n. It follows that
u1(n)v1(n) = e
2pii
n v1(n)u1(n).
We expect that uj(n) and vk(n) commute in the limit. For convenience, we define u−j(n) =
uj(n)
∗, v−k(n) = vk(n)
∗ for 0 ≤ j, k ≤ n− 1. Clearly, uj(n)vk(n) = e
2piijk
n vj(n)uk(n) for all
1− n ≤ j, k ≤ n− 1.
5.1. Norm estimates for trigonometric polynomials. For n ∈ N, we define T nt to be
the semigroup acting on Mn by T
n
t (uj(n)vk(n)) = e
−t(ψn(j)+ψn(k))uj(n)vk(n), where ψn is
given by (2.5),
ψn(k) =
n2
2π2
[1− cos(
2πk
n
)].
Then by Schoenberg’s Theorem T nt is a completely positive map for each t ≥ 0. Note that
uj(n) = [u1(n)]
j and vk(n) = [v1(n)]
k. So here we are using u1(n), v1(n) as the generators
of Mn when we define the semigroup T
n
t . In fact, as we shall see later, we may use any
fixed pair of generators of Mn or any prime powers of these generators as the generators
ofMn, but we always define T
n
t as if they were u1(n), v1(n). For example, up(n), vq(n) also
generate Mn as long as (pq, n) = 1; see e.g. [Dav96]. In this case, we may define
(5.1) T nt ([up(n)]
j[vq(n)]
k) = e−t(ψn(j)+ψn(k))[up(n)]
j [vq(n)]
k.
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For simplicity, we may just write u1(n) and v1(n) for up(n) and vq(n), respectively, by
abuse of notation. The semigroup we are using should be clear from context. Note that
ψn(j) + ψn(k) on Z
2
n is conditionally negative. Clearly,
ψn(k) ∼
{
k2 if |k| ≤ n
2
,
(n− k)2 if |k| > n
2
.
Let u and v be the generators of M∞ := Aθ. Intuitively, since limn→∞ ψn(k) = k2 =:
ψ∞(k), we would expect the heat semigroup in the limit
(5.2) Tt(u
jvk) := T∞t (u
jvk) = e−t(|j|
2+|k|2)ujvk
to act on Aθ. We define the gradient form Γn associated to the generators
An(uj(n)vk(n)) = (ψn(j) + ψn(k))uj(n)vk(n)
as in (2.1) for n ∈ N. Without loss of generality, from now on we always assume that n
is large enough and |j|, |k| ≤ n/2. For n ∈ N, we define Ln(f) = ‖Γn(f, f)1/2‖∞. Write
Γ := Γ∞ and L(f) := L∞(f). Note that Mn ≃ C∗r (Zn ⋊α Zn) for n ∈ N. It follows
from [JM10,JMP14] that Ln and L are Lip-norms on Mn and Aθ, respectively. Since the
heat semigroup Tt on L(Zn)⋊α Zn is a symmetric Markov semigroup, the following result
follows by the same argument as that of Corollary 3.2 with γ = 3
2
.
Lemma 5.1. Let An be the generator of the heat semigroup acting on L(Zn)⋊αZn defined
as above. Then A−αn : L
0
p(Mn) → L
0
∞(Mn) is completely bounded uniformly in n ∈ N for
α > 5
2p
.
Similar to (3.2), for n ∈ N, we define a ∗-homomorphism
π : Mn → ℓ∞(Z
2
n)⊗Mn, uj(n)vk(n) 7→ λ(j, k)⊗ uj(n)vk(n), (j, k) ∈ Z
2
n.
Here λ(j, k) is the left regular representation of Z2n. We also define a
∗-homomorphism for
0 < θ < 1
π : Aθ → L(Z
2)⊗Aθ, u
j
θv
k
θ 7→ λ(j, k)⊗ u
j
θv
k
θ , (j, k) ∈ Z
2.
Here uθ, vθ are the generators of Aθ. It is easy to check that π is trace-preserving. If we
understand M∞ = Aθ and u
j
θ = uj(∞), v
k
θ = vk(∞), we can define the Fourier multipliers
for n ∈ N by
(5.3) T˜φ(λ(j, k)) = φ(j, k)λ(j, k), Tφ(uj(n)vk(n)) = φ(j, k)uj(n)vk(n).
Note that π◦Tφ = (T˜φ⊗id)◦π. We immediately have the following useful co-representation
transference technique.
Lemma 5.2. For any n ∈ N and 1 ≤ p ≤ ∞, we have
‖Tφ : Lp(Mn)→ Lp(Mn)‖cb ≤ ‖T˜φ : Lp(Z
2
n)→ Lp(Z
2
n)‖cb.
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Let us consider φ(j, k) = e−tψ(j,k) in (5.3) for a conditionally negative length function
ψ on Z2n. For instance, we may take ψ(j, k) = ψn(j) + ψn(k) on Z
2
n where ψn is defined
in (2.5). This gives a symmetric Markov semigroup on Mn, which coincides with the
semigroup Tt defined in (5.1) and (5.2). Again, let Γ denote the gradient form associated
to Tt. For the development of next section, we may extend Tt toMm⊗minMn by idMm ⊗Tt
for any m ∈ N even though we only need m = 1 in this section. The following result is a
special case of (3.9).
Proposition 5.3. Let 2 ≤ p < ∞. For any m ∈ N, aj,k ∈ Mm and a finite sum
f =
∑
j,k aj,k ⊗ uj(n)vk(n), we have
‖(idMm ⊗A)
1/2(f)‖Lp(Mm(Mn))
≤ Cpmax{‖Γ(f, f)
1/2‖Lp(Mm(Mn)), ‖Γ(f
∗, f ∗)1/2‖Lp(Mm(Mn))}
where Cp is independent of m ∈ N and n ∈ N. Therefore, A1/2 : ∇∞(Mn) → L0p(Mn) is
completely bounded.
Proof. The conditionally negative length function ψ gives the positive semidefinite Gromov
form K on Z2n. By the Schur product theorem, we know that K • K is also positive
semidefinite, where • denotes the Schur product of matrices. It follows that Γ2 ≥ 0 on
L(Z2n); see e.g. [JZ15a]. This transfers to Γ2 ≥ 0 on Mn by our definition of Tt on Mn,
which further extends toMm⊗minMn. Now we can apply (3.9) and then Corollary 3.8. 
Let Q1l , Q
2
l : Lp(Mn)→ Lp(Mn), n > 2l, n ∈ N, be the projections defined as
Q1l (
∑
j,k
ajkuj(n)vk(n)) =
∑
|j|>l,
k
ajkuj(n)vk(n),
Q2l (
∑
j,k
ajkuj(n)vk(n)) =
∑
|k|>l,
j
ajkuj(n)vk(n).
Let ∆ ⊂ Z2n. We define
L∆p (Mn) = {f ∈ Lp(Mn) : f =
∑
(j,k)∈∆
ajkuj(n)vk(n)}.
Let
Λ2l = {0,±1, ...,±l} × {0,±1, ...,±l}.(5.4)
Observe that Q1l and Q
2
l commute and the idempotent Pl defined by Pl = (1−Q
1
l )(1−Q
2
l )
projects Lp(Mn) onto L
Λ2l
p (Mn).
Lemma 5.4. For 1 < p <∞, n ∈ N such that n > 2l ,
‖Q1l : Lp(Mn)→ Lp(Mn)‖cb ≤ Cp, ‖Q
2
l : Lp(Mn)→ Lp(Mn)‖cb ≤ Cp
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‖Pl : Lp(Mn)→ Lp(Mn)‖cb ≤ Cp,
for some constant Cp independent of n, l.
Proof. As we proved in Lemma 3.13, Q1l and Q
2
l are completely bounded operators on
Lp(LZn). Therefore they are also completely bounded on Lp(LZn⊗LZn). This implies
that Q1l and Q
2
l are completely bounded on Lp(Mn) for n > 2l and n ∈ N by Lemma 5.2.
Here is another argument for n =∞. Note that we have for aj,k ∈Mm,
(idMm ⊗Q
1
l ⊗ idL(Z2))(
∑
j,k
aj,k ⊗ u
j
θv
k
θ ⊗ λ(j, k))
= (idMm ⊗ idRθ ⊗Q
1
l )(
∑
j,k
aj,k ⊗ u
j
θv
k
θ ⊗ λ(j, k)).
We deduce that Q1l is completely bounded on Lp(Rθ ⊗ L(Z
2)) and the assertion for Q1l
follows. The case of Q2l is similar. As a consequence, Pl is also completely bounded in Lp.

Proposition 5.5. Let 1 < p < ∞, β > 0 and n > 2l. Let ψ be a conditionally negative
length function on Zn satisfying ψ(l) ≤ ψ(j) for |l| ≤ |j|. Then for any m ∈ N and
aij ∈ Mm, i, j ∈ Zn, we have∥∥∥ ∑
l≤|j|≤n/2
ψ(j)>0
ψ(j)−βajk ⊗ uj(n)vk(n)
∥∥∥
Lp(Mm(Mn))
(5.5)
≤ cpψ(l)
−β
∥∥∥∑
j,k
ajk ⊗ uj(n)vk(n)
∥∥∥
Lp(Mm(Mn))
,
for some constant cp independent of m,n and l.
Proof. Let 2 < p < p0 be such that
1
p
= 1−θ
p0
+ θ
2
for some 0 < θ < 1. We define
Fj(z) = (
ψ(l)
ψ(j)
)zαe(z−θ)
2
, for some α large enough so that θα = β. Define a new operator T
by
T (z)(
∑
j,k
ajk ⊗ uj(n)vk(n)) =
∑
|j|≥l
Fj(z)ajk ⊗ uj(n)vk(n).
Let z = it. Consider the Fourier multiplier
Aψ(
∑
j,k
ajk ⊗ uj(n)vk(n)) =
∑
j,k
ψ(j)ajk ⊗ uj(n)vk(n).
By [JM12, Corollary 5.4] (see also [Cow83]), we have ‖Aisψf‖p0 ≤ Cp0e
cp0 |s|‖f‖p0 for all
s ∈ R and f ∈ Lp0(Mm(Mn)). Then
‖T (it) : Lp0 → Lp0‖ ≤ Cp0e
cp0α|t|−t
2
‖Q1l : Lp0 → Lp0‖,
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for some constants Cp0 and cp0 independent of n and k. By Lemma 3.13, T (it) is bounded.
Now let z = 1 + it. Since | ψ(l)
ψ(j)
| ≤ 1, we have
‖T (1 + it) : L2 → L2‖ ≤ |e
(1+it−θ)2 | ≤ e−t
2+(θ−1)2 .
Therefore, T (1 + it) is also bounded. For z = θ, the assertion follows from Stein’s inter-
polation theorem [Ste56]. By duality, the result holds for 1 < p ≤ 2 as well. 
Proposition 5.6. Let 1 < p < ∞ and β > 0. For any conditionally negative length
function ψ on Zn, any m ∈ N and aij ∈ Mm, i, j ∈ Zn, we have∥∥∥ ∑
j,k
ψ(j)+ψ(k)>0
(
ψ(j)
ψ(j) + ψ(k)
)βajk ⊗ uj(n)vk(n)
∥∥∥
Lp(Mm(Mn))
(5.6)
≤ cp
∥∥∥∑
j,k
ajk ⊗ uj(n)vk(n)
∥∥∥
Lp(Mm(Mn))
,(5.7)
for some constant cp independent of m and n.
Proof. It follows from the same argument as that of Proposition 5.5 applied to Fj,k(z) =
( ψ(j)
ψ(j)+ψ(k)
)zαe(z−θ)
2
. 
Let A
(1)
n (uj(n)vk(n)) = ψn(j)uj(n)vk(n) and A
(2)
n (uj(n)vk(n)) = ψn(k)uj(n)vk(n). Then
An = A
(1)
n + A
(2)
n . Here we allow ψn to be any conditionally negative length function
with ψn(k) ≤ ψ(l) if |k| ≤ |l|. By (5.3), A
(1)
n , A
(2)
n and An are all generators of certain
semigroups on Mn.
Corollary 5.7. Let 1 < p <∞, β > 0 and n ∈ N such that n > 2l. Then
‖A−βn (1− Pl) : Lp(Mn)→ Lp(Mn)‖cb ≤ Cpψn(l)
−β,
where Cp is independent of n, l ∈ N.
Proof. By (5.5) and (5.6), we have for any m ∈ N and any finite sum x =
∑
j,k aj,k ⊗
uj(n)vk(n) ∈Mm ⊗Mn,
‖ id⊗Q1l (x)‖Lp(Mm(Mn)) ≤ cpψn(l)
−β‖ id⊗(A(1)n )
βx‖Lp(Mm(Mn))
≤ cpψn(l)
−β‖ id⊗(A(1)n + A
(2)
n )
βx‖Lp(Mm(Mn)).
Similar inequality holds for Q2l . Using Lemma 5.4, we get
‖ id⊗(1 − Pl)(x)‖Lp(Mm(Mn)) = ‖ id⊗[Q
1
l +Q
2
l (1−Q
1
l )](x)‖Lp(Mm(Mn))
≤ (cpψn(l)
−β + c˜pψn(l)
−β)‖ id⊗(An)
βx‖Lp(Mm(Mn))
= Cpψn(l)
−β‖ id⊗(An)
β(x)‖Lp(Mm(Mn)),
for some constants cp, c˜p and Cp independent of m,n and l. 
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We remark that the previous complete boundedness results for matrix algebras can be
alternatively proved using Lemma 5.2 in the same way as what we did in Lemma 5.4.
5.2. Continuous fields of compact quantum metric spaces. Let Aθ denote the ro-
tation C∗-algebra associated to θ ∈ [0, 1). It is well known that A0 = C(T2). Let (Mn)sa
and (Aθ)sa denote the subspace of self-adjoint elements of Mn and Aθ. Let Mn = (Mn)sa
and M∞ = A∞θ ∩ (Aθ)sa. Note that Mn = (Mn)sa for n ∈ N. Let S denote a suitable set
of continuous sections of the continuous field of order-unit spaces over N with fibers Mn.
In this section we show that
({(Mn, Ln}n∈N,S)
is a continuous field of compact quantum metric spaces. In order to establish this, we have
to first consider two cases, namely θ = 0 and θ a non-zero rational.
5.2.1. Approximation in the commutative case. A key tool is the following map defined by
extending comultiplication linearly:
ρn : C(Z)⊗ C(Z)→Mn(5.8)
λj ⊗ λk 7→ uj(n)vk(n).
Note that ρn is defined for trigonometric polynomials in C(T
2) = C(T)⊗minC(T). Also, for
a fixed n, ρn is not a
∗-homomorphism. Therefore, we need to introduce a ∗-homomorphism
ρω as follows. First we recall the ultraproduct construction; see e.g. [BO08, Appendix
A]. Let ω be a free ultrafilter on N. Note that the Banach space
∏
ωXn is defined as a
quotient of
∏
nXn by the subspace
Iω = {(xn) ∈
∏
n
Xn : lim
n→ω
‖xn‖ = 0}
with respect to the norm
‖(xn)
•‖ = lim
n→ω
‖xn‖Xn .
If (Xn) are C
∗-algebras, we obtain a new C∗-algebra
∏
Xn/Iω, since Iω is an ideal. If in
addition (Xn) are von Neumann algebras with finite traces, then the von Neumann algebra
ultraproduct (Xn)
ω is defined to be
∏
Xn/Iτω , where
Iτω = {(xn) ∈
∏
n
Xn : lim
n→ω
τ(x∗nxn) = 0}.
Note that Iω ⊂ Iτω and we obtain a quotient
∗-homomorphism
σw :
∏
ω
Xn → (Xn)
ω.
Now we focus on Xn =Mn. We define the maps π1, π2 : C(T)→
∏
ωMn as follows:
π1(λj) = (π
(1)
n (λj))
•, where π(1)n (λj) = uj(n),
and
π2(λk) = (π
(2)
n (λk))
•, where π(2)n (λk) = vk(n).
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Suppose
∑
k f
k ⊗ gk is a tensor of polynomials in C(T). Then
ρn(
∑
k
fk ⊗ gk) =
∑
k
π(1)n (f
k)π(2)n (g
k)
is a densely-defined linear map on C(T2). The maps π1 and π2 are
∗-homomorphisms with
commuting ranges. In fact we have
‖[π1(λ1), π2(λ1)]‖ = lim
n→ω
‖[u1(n), v1(n)]‖ = lim
n→ω
‖u1(n)v1(n)− v1(n)u1(n)‖
= lim
n→ω
‖(e
2pii
n − 1)v1(n)u1(n)‖ = lim
n→∞
|e
2pii
n − 1| = 0.
It follows that the map ρω := (ρn)
• extends to the universal C∗-algebra C(T) ⊗max C(T)
and
ρω : C(T
2) = C(T)⊗min C(T) = C(T)⊗max C(T)→
∏
ω
Mn
is a well-defined ∗-homomorphism. Let πω = σωρω. Then πω : C(T
2) → (Mn)
ω is also a
∗-homomorphism.
Lemma 5.8. The maps πω and ρω are faithful. In particular, limn→∞ ‖(id⊗ρn)(f)‖Mr⊗Mn =
‖f‖Mr⊗C(T2) for f ∈ Mr ⊗ [C(Z)⊗ C(Z)] and r ∈ N.
Proof. Let τn be the normalized trace on Mn and τω = lim τn. Then since uj(n) is a
diagonal matrix and vk(n) is a shift matrix, we have
τω(σωρω(λ(j)⊗ λ(k))) = lim
n→ω
τn(uj(n)vk(n)) = δj0δk0 = (τ ⊗ τ)(λ(j)⊗ λ(k)),
where τ is the canonical trace on C∗r (Z) ≃ C(T). This proves that πω is trace-preserving.
Now let x ∈ C(T2), and πω(x) = 0. Then since πω is trace-preserving, we have
τω(πω(x
∗)πω(x)) = τω(πω(x
∗x)) = τ ⊗ τ(x∗x) = 0.
Since the trace on C(T2) is faithful, this proves that πω is faithful and so is ρω. It follows
that ρω extends to a faithful
∗-homomorphism id⊗ρω : Mr(C(T2)) → Mr(
∏
ωMn). We
deduce that
lim
n→ω
‖(id⊗ρn)(f)‖Mr⊗Mn = ‖f‖Mr⊗C(T2)
for any finite linear combination f =
∑
j,k ajk⊗(λj⊗λk) ∈Mr⊗C(T
2). Here we have used
the fact Mr(
∏
ωMn) =
∏
ωMr(Mn); see [Pis03, (2.8.1)]. But the ultrafilter ω is arbitrary,
and so the assertion follows. 
Let us define the vector space
Poly(x, y) =
⋃
k≥1
{p =
∑
|i|,|j|≤k
aijx
iyj : aij ∈ C},(5.9)
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where x, y are noncommuting variables. By definition, Poly(x, y) is a subspace of ordered
noncommutative Laurent polynomials in two variables. Let u, v be the unitary generators
of C(T2). For instance, we may take u = λ1 ⊗ 1 and v = 1⊗ λ1. We define a linear map
σ : Poly(x, y)→ C(Z)⊗ C(Z) ⊂ C(T2), xjyk 7→ ujvk.
Since every element g ∈ C(Z2) is of the form ℜ(g) + iℑ(g) for ℜ(g) = 1
2
(g + g∗),ℑ(g) =
1
2
[−ig + (−ig)∗] ∈ C(Z2)sa, every element of C(Z
2)sa can be written as
1
2
[σ(f) + σ(f)∗] for
some f ∈ Poly(x, y). We define R-linear maps for n ∈ N,
̟n : Poly(x, y)→Mn, f 7→ ρn(σ(f)) + ρn(σ(f))
∗.
Here and in the following we understand ρ∞ = id. Equivalently, we have
̟n(x
jyk) = uj(n)vk(n) + v−k(n)u−j(n).
We observe that the range of ̟n is the space of self-adjoint elements of Mn. Also, ρn does
not preserve the ∗-involution, which suggests the use of ρn(σ(f))
∗ rather than ρn(σ(f)
∗).
Recall that S denote a set of continuous sections of the continuous field of order-unit
spaces over N with fibers (Mn)sa. Similar to Proposition 4.3, we will see in the next result
that we may choose S = {(̟n(f))n∈N : f ∈ Poly(x, y)}. Recall also Mn = (Mn)sa and
M∞ = C(Z2)sa.
Proposition 5.9. Let Γn be the gradient form associated to An on Mn. Then
lim
n→∞
‖ρn(σ(f)
∗)− ρn(σ(f))
∗‖Mn = 0,
lim
n→∞
‖Γn(̟n(f), ̟n(f))− ρn[Γ(σ(f) + σ(f)
∗, σ(f) + σ(f)∗)]‖Mn = 0,
for f ∈ Poly(x, y). Therefore, ({Mn, Ln}n∈N,S) is a continuous field of compact quantum
metric spaces.
Proof. Note that we may write f =
∑
j,k ajkx
jyk as a finite sum and that
ρn(σ(f)
∗)− ρn(σ(f))
∗ =
∑
j,k
a¯jku−j(n)v−k(n)−
∑
j,k
a¯jkv−k(n)u−j(n)
=
∑
j,k
a¯jk(1− e
− 2piijk
n )u−j(n)v−k(n).
By the triangle inequality, we have limn→∞ ‖ρn(σ(f)∗)−ρn(σ(f))∗‖Mn = 0. Together with
Lemma 5.8 we have
lim
n→∞
‖̟n(f)‖Mn = lim
n→∞
‖ρn[σ(f) + σ(f)
∗]‖Mn = ‖σ(f) + σ(f)
∗‖C(T2).
Since Γn is sesquilinear,
Γn(̟n(f), ̟n(f)) = Γ
n[ρn(σ(f)), ρn(σ(f))] + Γ
n[ρn(σ(f)), ρn(σ(f))
∗]
+ Γn[ρn(σ(f))
∗, ρn(σ(f))] + Γ
n[ρn(σ(f))
∗, ρn(σ(f))
∗].
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We have a similar formula for Γ(σ(f) + σ(f)∗, σ(f) + σ(f)∗). Using the commutation
relation, we have
Γn[ρn(σ(f)), ρn(σ(f))] =
1
2
[ ∑
j,j′,k,k′
e
2pii(j′−j)k
n a¯jkaj′k′[ψn(−j) + ψn(−k) + ψn(j
′) + ψn(k
′)
− (ψn(j
′ − j) + ψn(k
′ − k))]uj′−j(n)vk′−k(n)
]
.
Similarly, by recalling the definition of ρn as in (5.8),
ρn(Γ(σ(f), σ(f))) =
1
2
[ ∑
j,j′,k,k′
a¯jkaj′k′[ψ(−j) + ψ(−k) + ψ(j
′) + ψ(k′)
− (ψ(j′ − j) + ψ(k′ − k))]uj′−j(n)vk′−k(n)
]
.
Since limn→∞ |e
2pii(j′−j)k
n − 1| = 0 and limn→∞ ψn(k′) = ψ(k′) for any j, j′, k, k′, we have
lim
n→∞
‖ρn(Γ(σ(f), σ(f)))− Γ
n[ρn(σ(f)), ρn(σ(f))]‖Mn = 0.
The same conclusion holds for the three other terms in the expression of Γn(̟n(f), ̟n(f))
and ρn[Γ(σ(f) + σ(f)
∗, σ(f) + σ(f)∗)]. By the triangle inequality, we have
lim
n→∞
‖Γn(̟n(f), ̟n(f))− ρn[Γ(σ(f) + σ(f)
∗, σ(f) + σ(f)∗)]‖Mn = 0.
By Lemma 5.8, we find
lim
n→∞
‖Γn(̟n(f), ̟n(f))‖Mn = lim
n→∞
‖ρn[Γ(σ(f) + σ(f)
∗, σ(f) + σ(f)∗)]‖Mn
= ‖Γ(σ(f) + σ(f)∗, σ(f) + σ(f)∗)‖C(T2).
We have proved that (̟n(f))n∈N is a continuous section and n 7→ Ln(̟n(f)) is continuous
at n ∈ N for all f ∈ Poly(x, y). Note that the set {̟n(f) : f ∈ Poly(x, y)} is dense in
(Mn)sa for n ∈ N. Using the same argument as for Proposition 4.3, we conclude that
({Mn, Ln}n∈N,S) is a continuous field of compact quantum metric spaces. 
5.2.2. Approximation for rational θ. Let 0 < θ < 1 be a rational number. Then Aθ ≃
C(T)⋊θ Z. On the other hand Aθ is the universal C∗-algebra generated by two unitaries
u and v, which commute according to the following rule
uv = e2πiθvu.
Now we extend the map ρn defined previously, from θ = 0 to θ rational. In the following,
we embed Aθ in Mm(C(T2)) using the unitaries uj(n) and vk(n) which were introduced in
the previous section. Since θ is rational, we can write θ = p
m
, such that (p,m) = 1. Note
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that m is fixed. We define a ∗-homomorphism
ς : Aθ →Mm ⊗min C(T)⊗min C(T)
uj 7→ uj(m)⊗ λj ⊗ 1
vk 7→ vkp(m)⊗ 1⊗ λk.
Recall that the canonical trace τ on Aθ is faithful; see e.g. [Rie90, Boc01]. Since ς is
trace-preserving, it is injective. Now let ρθn = (id⊗ρn) ◦ ς|A∞θ , i.e.
ρθn : A
∞
θ →Mm(Mn)(5.10)
ujvk 7→ uj(m)vkp(m)⊗ uj(n)vk(n) = Uj(n)Vk(n)
where Uj(n) := uj(m)⊗ uj(n) and Vk(n) := vkp(m)⊗ vk(n). Note that
ρθn(v
kuj) = vkp(m)uj(m)⊗ uj(n)vk(n) = e
− 2piijkp
m Uj(n)Vk(n).
It is clear that ρθn is well-defined. Moreover, we have Uj(n)
∗ = U−j(n) and Vk(n)
∗ = V−k(n).
We want the image of ρθn to generate the full matrix algebra Mn. It suffices to check the
commutation relation for U1(n) and V1(n). We have
(u1(m)⊗ u1(n)) · (vp(m)⊗ v1(n)) = e
2πiθ+ 2pii
n (vp(m)⊗ v1(n)) · (u1(m)⊗ u1(n)).
This means U1(n)V1(n) = e
2πiηnV1(n)U1(n), where ηn = θ+
1
n
= pn+m
mn
. In order for U1(n),
V1(n) to generate Mn, we need to write ηn as
a
n
for some a, such that (a, n) = 1; see
e.g. [Dav96]. For this, choose a subsequence n = mkn for some exponents kn. Then
ηn =
pmkn−1+1
mkn
= a
n
. Suppose q is a prime number which divides both pmkn−1+1 and mkn
for kn > 1. So q divides m. This implies that q divides m
kn−1 and hence it divides pmkn−1.
But q also divides pmkn−1 + 1. Hence q divides 1 which is a contradiction. Therefore,
n = mkn does the job, and it suffices to take the subsequence nk = m
k+1. Let us state
what we have found so far2:
Lemma 5.10. The map ρθnk : A
∞
θ → Mnk is surjective.
The Lemma above says that C∗(ρθnk(A
∞
θ )) = Mnk , where C
∗(ρθnk(A
∞
θ )) denotes the
C∗-algebra generated by ρθnk(A
∞
θ ). We next check the continuity at infinity. Recall that
M∞ = A∞θ ∩ (Aθ)sa. Similar to before, we define a linear map
σ : Poly(x, y)→ A∞θ , x
jyk 7→ ujvk.
Note that every element of M∞ can be written as σ(f) + σ(f)∗ for some f ∈ Poly(x, y).
Choose nk ∈ N as above. We define R-linear maps for k ∈ N
̟nk :Poly(x, y)→Mnk , f 7→ ρ
θ
nk
(σ(f)) + ρθnk(σ(f))
∗,
2In fact, our argument even works when p and m are not coprime. The condition (p,m) = 1 implies
that u1(m) and vp(m) generate Mm (instead of a subalgebra of Mm). In this way, we get smaller matrix
algebras. This is not essential as we will send the dimension of matrix algebras to infinity eventually.
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where we understand ρθ∞ = id. As usual, we define
An(Uj(n)Vk(n)) = (ψn(j) + ψn(k))Uj(n)Vk(n)
and Ln(f) = ‖Γn(f, f)1/2‖∞ on Mn. Let S denote a set of continuous sections of the
continuous field of order-unit spaces over N with fibers (Mnk)sa. We will see in the following
result that we may choose S = {(̟nk(f))k∈N : f ∈ Poly(x, y)}.
Proposition 5.11. Choose nk ∈ N as above. Then ({Mnk , Lnk}k∈N,S) is a continuous
field of compact quantum metric spaces.
Proof. We follow an argument similar to that of Proposition 5.9. Note that
ρθn[(u
jvl)∗] = e−2πiθjlU−j(n)V−l(n), [ρ
θ
n(u
jvl)]∗ = e−2πi(θ+
1
n
)jlU−j(n)V−l(n).(5.11)
From here we deduce that for f ∈ Poly(x, y),
lim
k→∞
‖ρθnk [σ(f)
∗]− [ρθnk(σ(f))]
∗‖Mnk = 0.
By Lemma 5.8, we have
lim
k→∞
‖ρθnk [σ(f)]‖Mnk = limk→∞
‖(id⊗ρnk) ◦ ς[σ(f)]‖Mm⊗Mnk(5.12)
= ‖ς[σ(f)]‖Mm⊗C(T2) = ‖σ(f)‖Aθ .
Combining the above two equations together, we have
lim
k→∞
‖̟nk(f)‖Mnk = limk→∞
‖ρθnk(σ(f) + σ(f)
∗)‖Mnk = ‖σ(f) + σ(f)
∗‖Aθ .(5.13)
Since limk→∞ e
2pii(j′−j)l
nk = 1 and limk→∞ ψnk(l
′) = ψ(l′) for all j, j′, l, l′, a direct computation
yields
lim
k→∞
‖ρθnk [Γ(u
jvl, uj
′
vl
′
)]− Γnk [ρθnk(u
jvl), ρθnk(u
j′vl
′
)]‖Mnk(5.14)
=
1
2
lim
k→∞
∥∥([ψ(−j) + ψ(−l) + ψ(j′) + ψ(l′)− ψ(j′ − j)− ψ(l′ − l)]
− e
2pii(j′−j)l
nk [ψnk(−j) + ψnk(−l) + ψnk(j
′) + ψnk(l
′)− ψnk(j
′ − j)− ψnk(l
′ − l)]
)
× e2πiθ(j
′−j)lUj′−j(nk)Vl′−l(nk)
∥∥
Mnk
= 0.
Together with the sesquilinearity of Γn we deduce that
lim
k→∞
‖Γnk(̟nk(f), ̟nk(f))− ρ
θ
nk
[Γ(σ(f) + σ(f)∗, σ(f) + σ(f)∗)]‖Mnk = 0.
Using Lemma 5.8, we find
lim
k→∞
‖Γnk(̟nk(f), ̟nk(f))
1/2‖Mnk = ‖Γ(σ(f) + σ(f)
∗, σ(f) + σ(f)∗)1/2‖Aθ .(5.15)
Therefore, (̟nk(f))k∈N is a continuous section and k 7→ Lnk(̟nk(f)) is continuous at
k ∈ N for all f ∈ Poly(x, y). Since the set {̟nk(f) : f ∈ Poly(x, y)} is dense in (Mnk)sa
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for k ∈ N, we conclude that ({Mnk , Lnk}k∈N,S) is a continuous field of compact quantum
metric spaces as in Proposition 4.3. 
From now on, with abuse of notation, when we use ρθn for A
∞
θ , we always mean ρ
θ
nk
.
We still need to consider the case when θ is irrational. In fact, we now deal with a more
general situation.
5.2.3. Continuous field for the higher dimensional case. In the following, let AdΘ denote
the d-dimensional noncommutative torus which was introduced in Section 3. Recall that
Θ = (θij) is a d × d skew symmetric matrix. We will discuss AdΘ in Section 7 in more
depth. In this section we only show that they form a continuous field of compact quantum
metric spaces.
Recall that for a compact Hausdorff space X , a C(X)-algebra is a C∗-algebra A endowed
with a unital morphism from C(X) of continuous functions on X into the center of the
multiplier algebra M(A) of A; see [Kas88]. In the following we are going to derive some
results about the rotation algebras using the Heisenberg group HB = Z
m ×B Z
d, where
m = d(d−1)
2
and B : Zd × Zd → Zm is a skew symmetric bilinear map. For u = (ui)i,
u′ = (u′j)j in Z
d and z, z′ in Zm, the multiplication on HB is defined by
(z, u)(z′, u′) = (z + z′ +B(u, u′), u+ u′)
where [B(u, u′)]rs = uru
′
s − u
′
rus for r, s = 1, ..., d. Here we have identified B(u, u
′) with
a vector in Zm. Indeed, since B is skew symmetric, the diagonal of B(u, u′) is 0 and the
upper triangular submatrix has d(d−1)
2
entries. For definiteness, we use the upper triangular
submatrix to represent B(u, u′). Let C∗(HB) and C
∗
r (HB) be the universal C
∗-algebra and
the reduced C∗-algebra of HB, respectively.
Lemma 5.12. C∗(HB) is a C(T
m)-algebra.
Proof. Note that C∗(HB) = C
∗
r (HB) since HB is amenable. Let λ(k, j) ∈ C
∗(HB) be the
left regular representation. The left regular representation on Zm induces a representation
on ℓ1(Z
m) given by
λ : ℓ1(Z
m)→ C(Tm), f =
∑
l∈Zm
f(l)el 7→ λ(f) =
∑
l
f(l)λ(l, 0),
where (el)l is the standard orthonormal basis of ℓ2(Z
m). Let f ∈ ℓ1(Zm). Then we have
λ(f)λ(k, j) =
∑
l∈Zm
f(l)λ(l, 0)λ(k, 0)λ(0, j)
=
∑
l∈Zm
f(l)λ(l + k, 0)λ(0, j) = λ(k, j)λ(f).
By density, this shows that C(Tm) is in the center of C∗r (HB). Since C
∗(HB) is unital,
M(C∗(HB)) = C
∗(HB). Hence C
∗(HB) is a C(T
m)-algebra. 
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Let IΘ be the closed two-sided ideal of C
∗(HB) generated by all f ∈ C(Tm) with
f(Θ) = 0 and define CΘ = C
∗(HB)/IΘ. More generally, let A be a C(X)-algebra. Denote
by Ax the quotient of A by the closed two-sided ideal Ix generated by all f ∈ C(X) such
that f(x) = 0. Let ax denote the image of an element a ∈ A in the fiber Ax. Recall that
the C(X)-algebra A is said to be a continuous field of C∗-algebras over X if the function
πa : X → C defined by πa(x) = ‖ax‖ is continuous for every a ∈ A. In fact, the function
x 7→ ‖ax‖ is always upper semi-continuous; see [Bla97, Rie89, Dix77] and the references
therein. Let us define
Polyϑ(x1, ..., xd) =
{ ∑
(k1,...,kd)∈Zd
ak1,...,kdx
k1
1 · · ·x
kd
d : ak1,...,kd ∈ C(T
m)
}
.(5.16)
where the sum is over finite indices and x1, ..., xd are noncommuting variables. In other
words, Polyϑ(x1, ..., xd) is a subspace of ordered noncommutative Laurent polynomials in
d variables with coefficients in C(Tm). In contrast to (5.9), scalar coefficients are not
sufficient here because Θ is a variable when considering (AΘ)Θ as a continuous field of
C∗-algebras in the following. Let u1(Θ), ..., ud(Θ) be the generators of A
d
Θ and define
σΘ : Polyϑ(x1, ..., xd)→ A
∞
Θ , ak1,...,kdx
k1
1 · · ·x
kd
d 7→ ak1,...,kd(Θ)u1(Θ)
k1 · · ·ud(Θ)
kd(5.17)
Let fΘ = σΘ(f) for f ∈ Polyϑ(x1, ..., xd).
Lemma 5.13. CΘ ≃ Ad2Θ and {A
d
Θ}Θ∈Tm is a continuous field of C
∗-algebras. In partic-
ular, the function Θ 7→ ‖σΘ(f)‖AΘ is continuous for any f ∈ Polyϑ(x1, ..., xd).
Proof. Let (ei)
d
i=1 be the canonical generators of Z
d. Note that for all r and s, we have
λ(0, es)λ(0, er) = λ(B(es, er), es + er), and
λ(0, er)λ(0, es) = λ(B(er, es), er + es)
= λ(2B(er, es), 0)λ(B(es, er), er + es)
= λ(2B(er, es), 0)λ(0, es)λ(0, er).(5.18)
Let us fix Θ0 ∈ Tm. Recall that B(er, es) = er,s for r < s, where er,s is a vector in Zm.
Then the map f defined by f(Θ) = e4πiθrs − e4πiθ
0
rs is in IΘ0 . Note that the image of
λ(2er,s, 0) in the quotient CΘ0 is simply e
4πiθ0rs. Considering (5.18) in CΘ0, we find that
the unitaries λ(0, er) in CΘ0 satisfy the commutation relations of A
d
2Θ0. This means that
one can define a ∗-homomorphism
σ : Ad2Θ0 → CΘ0 , σ(ur) = λ(0, er) + IΘ0 ∈ CΘ0 ,
where (ur)
d
r=1 are the generators of A
d
2Θ0.
To identify CΘ with A
d
2Θ, we define for k = (k1, ..., kd) ∈ Z
d,
λ˜(0, k) = λ(0, k1e1) · · ·λ(0, kded).
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Let L(HB) be the von Neumann algebra of HB. For i, j, k ∈ Zd and f ∈ C(Tm), by Lemma
5.12 and (5.18) we have
〈λ˜(0, k)λ˜(0, i)f, λ˜(0, j)〉L2(L(HB),τ) = τ
(
λ˜(0, j)∗λ˜(0, k)λ˜(0, i)f
)
= τ
(
fλ
(∑
α<β
2iαkβB(eβ, eα), 0
)
λ˜(0, j)∗λ˜(0, k + i)
)
= δj,k+i
∫
Tm
f(Θ) exp
(
−4πi
∑
α<β
iαkβθαβ
)
dµ(Θ),
where µ is the normalized Haar measure on Tm. Let fΘ
0
n ∈ C(T
m), n ≥ 1, be a sequence
of positive functions such that
∫
fΘ
0
n dµ = 1 and limn→∞
∫
fΘ
0
n (Θ)g(Θ)dµ(Θ) = g(Θ
0) for
g ∈ C(Tm). Let ω be a free ultrafilter on N. We consider the ultrapower of Hilbert spaces
L2(L(HB), τ)
ω = ℓ2(HB)
ω = L2(T
m, ℓ2(Z
d))ω
and ultrapower of von Neumann algebra [L(HB)]
ω with trace τω. We may regard each
element of C∗(HB) as an element of [L(HB)]
ω. Then for g ∈ C(Tm) and (
√
fΘ0n 1L(HB))
• ∈
L2(L(HB), τ)
ω, we have
〈gλ˜(0, k)λ˜(0, i)(
√
fΘ0n )
•, λ˜(0, j)(
√
fΘ0n )
•〉L2(L(HB),τ)ω(5.19)
= δj,k+i exp
(
−4πi
∑
α<β
iαkβθ
0
αβ
)
g(Θ0)
= g(Θ0)〈uk11 · · ·u
kd
d u
i1
1 · · ·u
id
d , u
j1
1 · · ·u
jd
d 〉L2(A2Θ0 ,τ).
Let K be the closed linear span of {(
√
fΘ0n x)
• : x ∈ C∗(HB)}. Then K is a subspace of
L2(L(HB), τ)
ω. We consider a special representation of C∗(HB) on K defined by
wΘ0(x)(
√
fΘ0n y)
• = (
√
fΘ0n xy)
•, x, y ∈ C∗(HB).
Then by (5.19) we have
τω([wΘ0(x)(
√
fΘ0n y)
•]∗[wΘ0(x)(
√
fΘ0n y)
•]) = lim
n→ω
τ(y∗x∗xyfΘ
0
n ) = 0,
for x ∈ IΘ0 . Thus wΘ0 factors through CΘ0: If we denote the quotient map by qΘ0 :
C∗(HB)→ CΘ0 and define vΘ0(x+ IΘ0) = wΘ0(x), then wΘ0 = vΘ0qΘ0 . We define a linear
operator α : L2(A2Θ0)→ K by
α(uk11 · · ·u
kd
d ) = (
√
fΘ0n λ˜(0, k))
•.
Note that α has a dense range and preserves the inner product by (5.19). Then α is
unitary. We define φ : B(K) → B(L2(A
d
2Θ0)) by φ(x) = α
∗xα. One can directly check
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that φ[wΘ0(λ˜(0, k))] = u
k1
1 · · ·u
kd
d . We define πΘ0 = φ ◦ vΘ0 . Then
πΘ0 : CΘ0 → A
d
2Θ0 , πΘ0(λ˜(0, k) + IΘ0) = u
k1
1 · · ·u
kd
d .
It follows that πΘ0◦σ = id, and σ, πΘ0 are trace-preserving isomorphisms. We can represent
our argument here in a commutative diagram
Ad2Θ
σ // CΘ
vΘ
$$❏
❏❏
❏❏
❏❏
❏❏
❏
πΘ // Ad2Θ
  // B(L2(Ad2Θ))
C∗(HB)
qΘ
OO
wΘ // B(K)
φ
88rrrrrrrrrr
Now we prove the lower semi-continuity of Θ 7→ ‖qΘ(x)‖ for x ∈ C
∗(HB). First note
that πΘ ◦ σ = id. Hence πΘ is injective. The map
Ad2Θ →֒ B(L2(A
d
2Θ))
is also injective. Therefore, vΘ is an isometry. Note that ‖qΘ(x)‖ = ‖vΘ[qΘ(x)]‖ =
‖wΘ(x)‖. Let x, ξ, η ∈ C∗(HB). We may write
x =
∑
k∈Zm, j∈Zd
xkje
2πi〈k,·〉λ˜(0, j) ∈ C∗(HB),
ξ =
∑
k∈Zm, j∈Zd
akje
2πi〈k,·〉λ˜(0, j), η =
∑
k∈Zm, j∈Zd
bkje
2πi〈k,·〉λ˜(0, j).
We deduce from (5.19) that 〈wΘ(x)(
√
fΘn ξ)
•, (
√
fΘn η)
•〉 is a continuous function of Θ.
Hence,
|〈wΘ(x)(
√
fΘn ξ)
•, (
√
fΘn η)
•〉| = lim inf
Ξ→Θ
|〈wΞ(x)(
√
fΞn ξ)
•, (
√
fΞn η)
•〉|
≤ lim inf
Ξ→Θ
‖wΞ(x)‖‖(
√
fΞn ξ)
•‖‖(
√
fΞn η)
•‖.
Note that
‖qΘ(x)‖ = sup{|〈wΘ(x)(
√
fΘn ξ)
•, (
√
fΘn η)
•〉| : ‖(
√
fΘn ξ)
•‖ ≤ 1, ‖(
√
fΘn η)
•‖ ≤ 1}.
It follows that ‖qΘ(x)‖ ≤ lim infΞ→Θ ‖wΞ(x)‖ and the proof is complete. 
Let us come back to the study of two-dimensional noncommutative tori. Since we are
now working with a family of noncommutative tori, we need to associate a parameter θ to
our map σ : Poly(x, y)→ Aθ as in (5.17). Namely, we consider the following linear map
σθ : Polyϑ(x, y)→ Aθ, ajkx
jyk 7→ ajk(θ)u
j
θv
k
θ , j, k ∈ Z,(5.20)
where uθ, vθ are the generators of Aθ. Recall the map ρθn as defined in (5.10). For consis-
tency, we understand ρθn = ρn if θ = 0, where ρn was defined in (5.8). Then Lemma 5.8,
Lemma 5.13 and (5.12) immediately imply the following:
42 MARIUS JUNGE, SEPIDEH REZVANI, AND QIANG ZENG
Lemma 5.14. For any θ0 ∈ [0, 1) we have
lim
θ→θ0
θ∈Q
lim
j→∞
‖ρθnj(θ)(σθ(f))‖Mnj(θ) = ‖σθ0(f)‖Aθ0
for any f ∈ Polyϑ(x, y). Here nj(θ) is chosen according to Lemma 5.10 for any given
rational θ.
We remark here if θ0 is a rational number, we simply choose θ = θ0 in Lemma 5.14 and
the result degenerates to Lemma 5.8 (for θ = 0) and (5.12). We also need to show that
the same result as above holds for the Lip-norm. The first step is to show the Lip-norm
is continuous in θ. This can be done by constructing suitable derivations as in (3.4) for
general d-dimensional noncommutative tori. Here we give two concrete cases in dimension
2 to motivate the discussion.
Case 1: Poisson semigroup. Consider the Hilbert Aθ-module H = (ℓ2(Z)⊕ ℓ2(Z))⊗Aθ.
Let (ei)i∈Z be the natural unit vectors of ℓ2(Z) and hk =
∑
ik>0,|i|≤|k| ei for k ∈ Z. Here
hk is the sum of unit vectors associated to the integers in [1, k] if k ≥ 0 and in [−k,−1] if
k < 0. Recall the Gromov form, denoted by KZ,P here, associated to the word length on
Z which was defined in Section 2. Then by elementary calculation,
KZ,P (j, k) =
1
2
(|j|+ |k| − |j − k|) =
{
min{|j|, |k|} jk ≥ 0,
0 otherwise,
which coincides with 〈hj, hk〉ℓ2(Z). We define a derivation δ on A
∞
θ by
δ(ujθv
k
θ ) = (hj ⊕ hk)⊗ u
j
θv
k
θ .
Then we have
〈δ(ujθv
k
θ ), δ(u
j′
θ v
k′
θ )〉Aθ = 〈hj ⊕ hk, hj′ ⊕ hk′〉(u
j
θv
k
θ )
∗(uj
′
θ v
k′
θ )
= (〈hj , hj′〉+ 〈hk, hk′〉)(u
j
θv
k
θ )
∗(uj
′
θ v
k′
θ ),
showing that
Γ(ujθv
k
θ , u
j′
θ v
k′
θ ) = K((j, k), (j
′, k′))(ujθv
k
θ )
∗uj
′
θ v
k′
θ = 〈δ(u
j
θv
k
θ ), δ(u
j′
θ v
k′
θ )〉Aθ ,
where we can directly check K((j, k), (j′, k′)) = KZ,P (j, j
′) +KZ,P (k, k
′).
Case 2: Heat semigroup. Consider the Hilbert Aθ-module H = R2 ⊗ Aθ and define a
derivation δ on A∞θ by
δ(ujθv
k
θ ) = (j, k)⊗ u
j
θv
k
θ .
Therefore, we get
〈δ(ujθv
k
θ ), δ(u
j′
θ v
k′
θ )〉Aθ = 〈(j, k)⊗ u
j
θv
k
θ , (j
′, k′)⊗ uj
′
θ v
k′
θ 〉
= 〈(j, k), (j′, k′)〉(ujθv
k
θ )
∗(uj
′
θ v
k′
θ )
= (jj′ + kk′)(ujθv
k
θ )
∗(uj
′
θ v
k′
θ ).
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On the other hand, we have
Γ(ujθv
k
θ , u
j′
θ v
k′
θ ) =
1
2
[(j2 + k2) + (j′)2 + (k′)2 − (j − j′)2 − (k − k′)2](ujθv
k
θ )
∗uj
′
θ v
k′
θ
= (jj′ + kk′)(ujθv
k
θ )
∗uj
′
θ v
k′
θ = 〈δ(u
j
θv
k
θ ), δ(u
j′
θ v
k′
θ )〉Aθ .
Note that in both cases Rd and ⊕di=1ℓ2(Z) embed into the column space ℓ
c
2, we may take
H = ℓc2 ⊗min Aθ. Let p(x, y) =
∑
j,k ajkx
jyk ∈ Polyϑ(x, y) be a noncommutative Laurent
polynomial with continuous coefficients. Then by Lemma 5.13,
lim
θ′→θ
‖δ(σθ′(p))‖H = lim
θ′→θ
∥∥∥∑
j,k
ajk(θ
′)ξjk ⊗ u
j
θ′v
k
θ′
∥∥∥
H
= lim
θ′→θ
∥∥∥ ∑
j,k,j′,k′
a¯j′k′(θ
′)ajk(θ
′)〈ξj′k′, ξjk〉(u
j′
θ′v
k′
θ′ )
∗ujθ′v
k
θ′
∥∥∥1/2
Aθ
=
∥∥∥∑
j,k
ajk(θ)ξjk ⊗ u
j
θv
k
θ
∥∥∥
H
= ‖δ(σθ(p))‖H
for some ξjk ∈ ℓ
c
2 independent of θ.
To state the same result for general noncommutative d-tori, let us fix a conditionally
negative length function ψ on Zd. The typical choice of ψ is ψ(k1, ..., kd) =
∑d
i=1 k
2
i or
ψ(k1, ..., kd) =
∑d
i=1 |ki| as explained in Section 2. Let Γ be the gradient form defined
on A∞Θ associated to ψ as in Section 3; see the discussion around (3.4). Similar to the
two-dimensional case, Lemma 5.13 and (3.6) imply the following:
Lemma 5.15. For any p ∈ Polyϑ(x1, ..., xd), the function
Θ 7→ ‖δ(σΘ(p))‖Hcψ⊗minAΘ = ‖Γ(σΘ(p), σΘ(p))
1/2‖AΘ
is continuous. Here Hcψ is the column operator space of the Hilbert space Hψ and the latter
is determined by ψ as explained in Section 3.
We denote by S a set of continuous sections of the continuous field of order unit spaces
over Td(d−1)/2 with fibers (AΘ)sa. We will see that we may choose S = {(σΘ(f) +
σΘ(f)
∗)Θ∈Td(d−1)/2 : f ∈ Polyϑ(x1, ..., xd)}. Let (A
∞
Θ )sa = A
∞
Θ ∩ (AΘ)sa. For fΘ ∈ A
∞
Θ ,
we define LΘ(fΘ) = ‖Γ(fΘ, fΘ)1/2‖AΘ . Given f ∈ Polyϑ(x1, ..., xd), we can always find
an f sa ∈ Polyϑ(x1, ..., xd) such that σΘ(f
sa) = σΘ(f) + σΘ(f)
∗ for all Θ. Then it
follows from Lemmas 5.13 and 5.15 that the functions Θ 7→ ‖σΘ(f) + σΘ(f)∗‖AΘ =
‖σΘ(f sa)‖AΘ and Θ 7→ LΘ(σΘ(f) + σΘ(f)
∗) = LΘ(σΘ(f
sa)) are both continuous. There-
fore, (σΘ(f)+σΘ(f)
∗)Θ∈Tm is a continuous section for any f ∈ Polyϑ(x1, ..., xd). Note that
the real subspace {σΘ(f) + σΘ(f)∗ : f ∈ Polyϑ(x1, ..., xd)} is dense in (AΘ)sa. Using the
same argument as for Proposition 4.3, we conclude the following:
Proposition 5.16. ({(A∞Θ )sa, LΘ}Θ∈Td(d−1)/2 ,S) forms a continuous field of compact quan-
tum metric spaces.
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5.3. Matrix algebras converge to rotation algebras. Let uθ, vθ be the generators of
Aθ. We recall the linear map σθ : Polyϑ(x, y) → Aθ as in (5.20). Lemma 5.14 suggests
the construction of a continuous field of order-unit spaces. To this end, we need to find
sequences (θj) ⊂ Q ∩ [0, 1) and (nj) ⊂ N such that θj → θ and nj ր ∞ as j → ∞.
If θ is rational, we take θj ≡ θ and choose nj as in Proposition 5.11. Suppose now we
fix the irrational θ. Let (θj) be a sequence of rational numbers such that limj→∞ θj = θ.
Let p ∈ Poly(x, y). Here we consider only noncommutative polynomials with constant
coefficients to be consistent with Section 8, although the following argument is also true
for elements in Polyϑ(x, y). In particular, Lemmas 5.14 and 5.15 still hold for all elements
of Poly(x, y). Since there exists psa ∈ Polyϑ(x, y) such that σθj (p
sa) = σθj (p) + σθj (p)
∗, by
the discussion before Proposition 5.16, we have for all p ∈ Poly(x, y)
lim
j→∞
‖σθj (p) + σθj (p)
∗‖Aθj = ‖σθ(p) + σθ(p)
∗‖Aθ ,
lim
j→∞
‖Γ(σθj (p) + σθj (p)
∗, σθj (p) + σθj (p)
∗)1/2‖Aθj
= ‖Γ(σθ(p) + σθ(p)
∗, σθ(p) + σθ(p)
∗)1/2‖Aθ .
On the other hand, using (5.13) and (5.15) and a standard compactness argument, we may
choose an increasing sequence of integers nj = nj(θj) such that for all p =
∑
|k|≤j,|l|≤j aklx
kyl ∈
Poly(x, y)∣∣∣‖ρθjnj(σθj (p)) + ρθjnj (σθj (p))∗‖Mnj − ‖σθj (p) + σθj (p)∗‖Aθj
∣∣∣ ≤ 1
j
‖σθj (p)‖Aθj ,(5.21)
∣∣∣‖Γnj [ρθjnj (σθj (p)) + ρθjnj (σθj (p))∗, ρθjnj(σθj (p)) + ρθjnj (σθj (p))∗]1/2‖Mnj
(5.22)
− ‖Γ(σθj(p) + σθj (p)
∗, σθj (p) + σθj (p)
∗)1/2‖Aθj
∣∣∣ ≤ 1
j
‖Γ(σθj (p), σθj(p))
1/2‖Aθj .
Indeed, since j is fixed, p is in a vector space with dimension at most (2j + 1)2 and we
have
cj‖σθj(p)‖Aθj ≤ ‖σθj(p)‖L2(Rθj ) ≤ ‖σθj (p)‖Aθj ,
cj‖ρ
θj
nj
(σθj (p))‖Mnj ≤ ‖ρ
θj
nj
(σθj (p))‖L2(Mnj ) ≤ ‖ρ
θj
nj
(σθj (p))‖Mnj
for some 0 < cj < 1. By compactness, we may choose polynomials p1, ..., pm with
‖σθj (pi)‖Aθj ≤ 1 for all i = 1, ..., m such that for any p =
∑
|k|≤j,|l|≤j aklx
kyl with
‖σθj (p)‖Aθj ≤ 1 we may find pℓ so that
‖σθj (pℓ)− σθj (p)‖L2(Rθj ) ≤
cj
10j
.
Now using (5.13) and (5.15) we choose Nj such that for all nj ≥ Nj,∣∣∣‖ρθjnj(σθj (pi)) + ρθjnj (σθj (pi))∗‖Mnj − ‖σθj (pi) + σθj (pi)∗‖Aθj
∣∣∣ ≤ 1
10j
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for all i = 1, ..., m. Note that by orthogonality ‖ρ
θj
nj (σθj (p))‖L2(Mnj ) = ‖σθj (p)‖L2(Rθj ) for
nj > 2j. Using the triangle inequality together with the equivalence of norms for finite
dimensional Banach spaces, for any p =
∑
|k|≤j,|l|≤j aklx
kyl with ‖σθj(p)‖Aθj ≤ 1 we may
find pℓ so that∣∣∣‖ρθjnj (σθj (p)) + ρθjnj (σθj (p))∗‖Mnj − ‖σθj (p) + σθj (p)∗‖Aθj
∣∣∣
≤ ‖ρθjnj(σθj (p)) + ρ
θj
nj
(σθj (p))
∗ − [ρθjnj (σθj (pℓ)) + ρ
θj
nj
(σθj (pℓ))
∗]‖Mnj
+
∣∣∣‖ρθjnj (σθj (pℓ)) + ρθjnj (σθj (pℓ))∗‖Mnj − ‖σθj (pℓ) + σθj (pℓ)∗‖Aθj
∣∣∣
+ ‖σθj (pℓ) + σθj (pℓ)
∗ − [σθj (p) + σθj (p)
∗]‖Aθj
≤
1
cj
[
‖ρθjnj (σθj (pℓ − p))‖L2(Mnj ) + ‖ρ
θj
nj
(σθj (pℓ − p))
∗‖L2(Mnj )
]
+
1
10j
+
1
cj
[
‖σθj (pℓ − p)‖L2(Rθj ) + ‖σθj (pℓ − p)
∗‖L2(Rθj )
]
≤
1
cj
2cj
10j
+
1
10j
+
1
cj
2cj
10j
≤
1
2j
.
It follows that for any p =
∑
|k|≤j,|l|≤j aklx
kyl,∣∣∣‖ρθjnj (σθj(p)) + ρθjnj (σθj (p))∗‖Mnj − ‖σθj (p) + σθj (p)∗‖Aθj
∣∣∣ ≤ 1
2j
‖σθj (p)‖Aθj .
We conclude (5.21) for nj ≥ Nj . The proof of (5.22) is similar and relies on the fact that
in our setting ‖Γ(f ∗, f ∗)1/2‖L2(Rθj ) = ‖Γ(f, f)
1/2‖L2(Rθj ). Note that |||f |||B = ‖Γ(f, f)
1/2‖B
is a semi-norm where B = Mnj or Aθj . We may consider only polynomials without the
constant term. Using the triangle inequality, we have∣∣∣|||ρθjnj (σθj (p)) + ρθjnj (σθj (p))∗|||Mnj − |||σθj (p) + σθj (p)∗|||Aθj
∣∣∣
≤ |||ρθjnj (σθj (p− pℓ)) + ρ
θj
nj
(σθj(p− pℓ))
∗|||Mnj
+ |||σθj (p− pℓ) + σθj (p− pℓ)
∗|||Aθj
+
∣∣∣|||ρθjnj (σθj (pℓ)) + ρθjnj(σθj (pℓ))∗|||Mnj − |||σθj (pℓ) + σθj (pℓ)∗|||Aθj
∣∣∣.
Choosing nj large enough such that ψnj (k) ≤ 2ψ(k) for |k| ≤ j, we find
cj |||ρ
θj
nj
(σθj (p− pℓ)) + ρ
θj
nj
(σθj (p− pℓ))
∗|||Mnj
≤ 2‖Γnj [ρθjnj (σθj (p− pℓ)), ρ
θj
nj
(σθj (p− pℓ))]
1/2‖L2(Mnj )
≤ 4‖Γ(σθj(p− pℓ), σθj (p− pℓ))
1/2‖L2(Rθj ).
The rest of the argument is the same as that of (5.21). By making Nj larger if necessary,
(5.22) holds for nj ≥ Nj. We remark that an alternative (and concise) way to prove (5.21)
and (5.22) is to invoke Proposition 6.10 which will be proved in the next section. The
argument we explain here may be conceptually more natural. Note that here nj depends
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on j but not on p. Combining these facts together, we find for all p ∈ Poly(x, y)
lim
j→∞
‖ρθjnj (σθj (p)) + ρ
θj
nj
(σθj(p))
∗‖Mnj = ‖σθ(p) + σθ(p)
∗‖Aθ ,
lim
j→∞
‖Γnj [ρθjnj (σθj (p)) + ρ
θj
nj
(σθj (p))
∗, ρθjnj (σθj (p)) + ρ
θj
nj
(σθj (p))
∗]1/2‖Mnj
= ‖Γ(σθ(p) + σθ(p)
∗, σθ(p) + σθ(p)
∗)1/2‖Aθ .
Put θ∞ = θ. Recall Mnj = (Mnj )sa for j ∈ N, M∞ = Aθ and M∞ = A
∞
θ ∩ (Aθ)sa.
Let S denote a set of continuous sections of the continuous field of order-unit spaces
over N with fibers (Mnj )sa. We have shown that j 7→ ρ
θj
nj (σθj (p)) + ρ
θj
nj(σθj (p))
∗ and
j 7→ Lnj (ρ
θj
nj (σθj (p)) + ρ
θj
nj (σθj (p))
∗) are continuous at j ∈ N for any p ∈ Poly(x, y). So we
may choose S = {(ρ
θj
nj (σθj (p)) + ρ
θj
nj (σθj (p))
∗)j∈N : p ∈ Poly(x, y)}. Even though we only
consider noncommutative polynomials with constant coefficients, the set {ρ
θj
nj(σθj (p)) +
ρ
θj
nj (σθj (p))
∗ : p ∈ Poly(x, y)} is still dense in Mnj . We may use the same argument as for
Proposition 4.3 to conclude the following:
Lemma 5.17. For any θ ∈ [0, 1), there exists sequences (θj) ⊂ Q ∩ [0, 1) and (nj) ⊂ N
such that
(i) limj→∞ θj = θ; (ii) (nj)j is increasing to infinity;
(iii) ({(Mnj , Lnj}j∈N,S) is a continuous field of compact quantum metric spaces.
For our development in later sections, we state the following few formulas for general
d-dimensional tori. Note that any fΘ ∈ A∞Θ can be written in a unique way as a finite
sum
fΘ =
∑
(k1,...,kd)∈Zd
ak1,...,kdu1(Θ)
k1 · · ·ud(Θ)
kd(5.23)
where ak1,...,kd ∈ C and the generators on the right-hand side are arranged so that their
subindices are in the increasing order. Let us define
Poly(x1, ..., xd) =
{ ∑
(k1,...,kd)∈Zd
ak1,...,kdx
k1
1 · · ·x
kd
d : ak1,...,kd ∈ C
}
,
where the sum is over finite indices and x1, ..., xd are noncommuting variables. In other
words, Poly(x1, ..., xd) is a subspace of ordered noncommutative Laurent polynomials in d
variables. We also define a linear map between vector spaces
σΘ : Poly(x1, ..., xd)→ A
∞
Θ ,
∑
k1,...,kd
ak1,...,kdx
k1
1 · · ·x
kd
d 7→
∑
k1,...,kd
ak1,...,kdu1(Θ)
k1 · · ·ud(Θ)
kd.
Compared with (5.16) and (5.17), the elements in Poly(x1, ..., xd) have scalar coefficients
and σΘ here is the restriction of σΘ in (5.17) to Poly(x1, ..., xd). We define the unique
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f ∈ Poly(x1, ..., xd) associated to fΘ ∈ A∞Θ by
f =
∑
(k1,...,kd)∈Zd
ak1,...,kdx
k1
1 · · ·x
kd
d .(5.24)
Note that σΘ(f) = fΘ. Let us come back to the two-dimensional case. Since for any
y ∈ A∞θ there exists a unique p ∈ Poly(x, y) in the sense of (5.23) and (5.24) such that
σθ(p) = y, we know σθ : Poly(x, y)→ A∞θ is invertible. We may define the following map
ρθnj = ρ
θj
nj
◦ σθj ◦ σ
−1
θ : A
∞
θ
σ−1θ−−→ Poly(x, y)
σθj
−−→ A∞θj
ρ
θj
nj
−−→Mnj(5.25)
σθ(p) 7→ ρ
θj
nj
(σθj (p)).
Morally speaking, ρθnj sends elements in A
∞
θ to matrix algebras by factoring through A
∞
θj
where θj and θ are close. It is analogous to the map πn in the one-dimensional case.
Let us fix a pair of generators u1(n), v1(n) of Mn; see the discussion before (5.1). Write
uj(n) = [u1(n)]
j , vk(n) = [v1(n)]
k. The following is an analog of Lemma 4.6 for Mn and
Aθ.
Lemma 5.18. Let ε > 0. Then there exist k = k(ε), m = m(k), and multipliers φnk,η,
η ∈ (0, ε
2(2k+1)2
), on Mn for n > 2m (including n =∞) such that
‖x− Tφnk,η(x)‖Mn ≤ ε[‖x‖2 + Ln(x)]
for n > 2m (including n =∞). Here Tφnk,η is induced by T˜φnk,η as defined in (5.3).
Proof. Let k ∈ N be a large number which will be determined later. We choose m and
ϕnk,η on Zn as in Lemma 4.4 for n > 2m. Here we actually use the heat length function ψn
as defined by (2.5) in Lemma 4.4. But since ψn(j) ∼ j
2 when j is large and
#{j : |j|2n ≤ k} ≤ #{j : |j|n ≤ k},
we may still choose η ∈ (0, ε
2(2k+1)2
) and the conclusion of Lemma 4.4 remains valid. Let
φnk,η(j, l) = ϕ
n
k,η(j)ϕ
n
k,η(l) for (j, l) ∈ Z
2
n. Note that for the Fourier multiplier φ
n
k,η,
‖T˜φnk,η‖cb ≤ ‖Tϕnk,η‖
2
cb ≤ (1 + ε)
2.
By Lemma 5.2, we have
‖Tφnk,η‖cb ≤ (1 + ε)
2.
According to our choice of φnk,η, we have supp φ
n
k,η ⊂ [−m,m]
2. By choosing η ≤ ε/(2k+1)2
and using Lemma 3.11, we have
(5.26) |φnk,η(j, l)− 1| ≤
ε
(2k + 1)2
, (j, l) ∈ [−k, k]2.
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Then for any x =
∑
|j|,|l|≤k aj,luj(n)vl(n), we have
‖Tφnk,η(x)− x‖Mn ≤
∑
|j|,|l|≤k
|aj,l||φ
n
k,η(j, l)− 1| ≤ ‖x‖2ε.
Since ‖Pky‖2 ≤ ‖y‖2 for any y ∈Mn, n > 2m (including n =∞), we have
‖Pk(y − Tφnk,η(y))‖Mn = ‖Pky − Tφnk,η(Pky)‖Mn ≤ ‖y‖2ε.(5.27)
Using Lemma 5.1, Corollary 5.7, and the boundedness of Riesz transforms
‖A−α−βn A
1/2
n (1− Pk)(y − Tφnk,η(y))‖∞
≤ cα‖A
−β
n A
1/2
n (1− Pk)(y − Tφnk,η(y))‖p
≤ cαCpk
−2β‖A1/2n (y − Tφnk,η(y))‖p
≤ cαCpKpk
−2β(‖Γn(y, y)1/2‖p + ‖Γ
n(Tφnk,η(y), Tφnk,η(y))
1/2‖p),
where cα = ‖A−αn : L
0
p → L∞‖, Cpk
−2β is the bound in Corollary 5.7 and Kp is the bound
of the noncommutative Riesz transforms. Using Lemma 3.9 and choosing k large enough
in the beginning, we have
‖(1− Pk)(y − Tφnk,η(y))‖∞ ≤ (2 + 2ε+ ε
2)cαCpKpk
−2β‖Γn(y, y)1/2‖∞ ≤ εLn(y).
The proof is complete. 
Let M
Λ2m
n (resp. A
Λ2m
θ ) denote the elements of Mn (resp. Aθ) which are linear combina-
tions of uj(n)vl(n) (resp. u
j
θv
l
θ) for (j, l) ∈ Λ
2
m. Recall that Mnj = (Mnj )sa, j ∈ N, and
M∞ = (A∞θ )sa.
Proposition 5.19. Let ε > 0 and R ≥ 0. Then there exist N and p1, ..., pr ∈ Poly(x, y)
with the following properties:
(i) σθ(pj) ∈ DR(M∞);
(ii) for any j > N and any y ∈ DR(Mnj), there exists s ∈ {1, ..., r} such that∥∥∥y − 1
2
[ρθjnj (σθj (ps)) + ρ
θj
nj
(σθj (ps))
∗]
∥∥∥
Mnj
≤ ε.
Here (nj) are chosen as in Lemma 5.17.
Proof. The argument is similar to that of Proposition 4.7. The case R = 0 is trivial. Let
min{R, 1} ≫ ε > 0 and R > 0 be given. We choose m and φnk,η as in Lemma 5.18 for
n > 2m. We define
B = {y ∈ LΛ
2
m
2 (Aθ) : y = y
∗, ‖y‖Aθ ≤ R, ‖Γ(y, y)
1/2‖Aθ ≤ 1}.
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Since B ⊂ ℓ2([−m,m]2), B is pre-compact. Therefore, there exists an ε-net {y1, ..., yr} of
B. Since B is contained in the image of σθ : Poly(x, y) → Aθ, we obtain noncommuta-
tive Laurent polynomials p1, ..., pr ∈ Poly(x, y) such that σθ(pi) = yi and σθ(pi) ∈ B ⊂
DR(M∞) for i = 1, ..., r.
Recall the map ρθnj as defined in (5.25). Since ρ
θ
nj
|
A
Λ2m
θ
is injective for nj large, we
introduce a locally defined map snj ,m as follows
snj ,m : M
Λ2m
nj
→ AΛ
2
m
θ , x 7→ (ρ
θ
nj
)−1(x).
Note that T
φ
nj
k,η
(y) is supported in Λ2m for y ∈Mnj . We define yˆ = snj ,m(Tφnjk,η
(y)). Then
(5.28) ρθnj (yˆ) = Tφnjk,η
(y).
By Proposition 6.103, we can choose N > 2m large enough so that for any j > N and
y ∈ DR(Mnj )
(1 + ε)−1‖yˆ‖Aθ ≤‖ρ
θ
nj
(yˆ)‖Mnj ≤ (1 + ε)‖yˆ‖Aθ ,(5.29)
(1 + ε)−1‖Γ(yˆ, yˆ)‖Aθ ≤‖Γ
nj (ρθnj(yˆ), ρ
θ
nj
(yˆ))‖Mnj ≤ (1 + ε)‖Γ(yˆ, yˆ)‖Aθ .
Hence, we have
‖yˆ‖Aθ ≤ (1 + ε)‖ρ
θ
nj
(yˆ)‖Mnj = (1 + ε)‖Tφ
nj
k,η
(y)‖Mnj ≤ (1 + ε)
3‖y‖Mnj ≤ (1 + ε)
3R
and by Lemma 3.9 and (5.28),
‖Γ(yˆ, yˆ)‖Aθ ≤ (1 + ε)‖Γ
nj(ρθnj(yˆ), ρ
θ
nj
(yˆ))‖Mnj ≤ (1 + ε)
5‖Γnj (y, y)‖Mnj
for all y ∈ DR(Mnj) and j > N . Since
1
(1+ε)3
yˆ ∈ B, there exists ps ∈ {p1, ..., pr} such that
‖σθ(ps)−
1
(1+ε)3
yˆ‖ ≤ ε. By (5.25), (5.28) and (5.29), we have for j > N
∥∥∥ρθjnj (σθj (ps))− Tφ
nj
k,η
(y)
(1 + ε)3
∥∥∥
Mn
=
∥∥∥ρθnj(σθ(ps))− ρ
θ
nj
(yˆ)
(1 + ε)3
∥∥∥
Mnj
≤ (1 + ε)ε,
because σθ(ps)−
yˆ
(1+ε)3
∈ AΛ
2
m
θ .
3This proposition will be proved in the next section for stronger convergence results. We use it here
for convenience. It is not hard to justify the first formula in (5.29) by observing that ρθnj |AΛ
2
m
θ
is a (1+ ε)-
isometry for j large enough. However, we need ρθnj |AΛ
2
m
θ
to be a 1 + ε cb-isometry to justify the second
formula in (5.29). One can check that ρθnj |AΛ
2
m
θ
and the map ρθns in Proposition 6.10 are the same by
their constructions. Alternatively, the inequalities in (5.29) may be proved using a compactness argument
similar to that of (5.21) and (5.22).
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Finally, for any y ∈ DR(Mnj) and j > N , we have
‖T
φ
nj
k,η
(y)− ρθjnj (σθj (ps))‖Mnj
≤
∥∥∥Tφnjk,η(y)− 1(1 + ε)3Tφnjk,η(y)
∥∥∥
Mnj
+
∥∥∥ 1
(1 + ε)3
T
φ
nj
k,η
(y)− ρθjnj(σθj (ps))
∥∥∥
Mnj
≤ (4R + 2)ε.
By Lemma 5.18, we have
‖y − ρθjnj(σθj (ps))‖Mnj ≤ ‖y − Tφ
nj
k,η
(y)‖Mnj + ‖Tφ
nj
k,η
(y)− ρθjnj (σθj (ps))‖Mnj
≤ (5R + 3)ε.
So far our argument has not used the self-adjointness of y. Now let y ∈ DR(Mnj). We
deduce from y = y∗ that∥∥∥y − 1
2
[ρθjnj (σθj (ps)) + ρ
θj
nj
(σθj (ps))
∗]
∥∥∥
Mnj
≤
1
2
‖y − ρθjnj (σθj (ps))‖Mnj +
1
2
‖y∗ − ρθjnj (σθj (ps))
∗‖Mnj ≤ (5R + 3)ε.
Replacing ε by ε
5R+3
in the beginning completes the proof. 
Theorem 5.20. For θ ∈ [0, 1), let (θj) and (nj) be as given by Lemma 5.17. Then
((Mnj )sa, Lnj ) converges to ((A
∞
θ )sa, L) in the quantum Gromov–Hausdorff distance.
Proof. In Lemma 5.17 we proved that ({(Mnj), Lnj}n∈N,S) is a continuous field of compact
quantum metric spaces in the sense of [Li06]. Let ε = 1/m and R ≥ 0. By Proposition 5.19,
we can find N ∈ N and
ym1 = σθ(p
m
1 ), ..., y
m
rm = σθ(p
m
rm) ∈ DR((A
∞
θ )sa),
where (pmrs)
m
s=1 ⊂ Poly(x, y), so that for any z ∈ DR(Mnj), j > N , there exists a p
m
rs ∈
{pmr1, ..., p
m
rm} with ∥∥∥z − 1
2
[ρθjnj (σθj (p
m
rs)) + ρ
θj
nj
(σθj (p
m
rs))
∗]
∥∥∥
Mnj
≤ ε.
Note that σθ(p
m
i )
∗ = σθ(p
m
i ) for all i,m. The set
Λ := ∪∞m=1{y
m
1 , ..., y
m
rm} = σθ(∪
∞
m=1{p
m
1 , ..., p
m
rm})
is dense in DR(M∞). Give an ordering as in Theorem 4.8. By our construction, for any
ε > 0, there exist m and r such that the open ε-balls in Mnj centered at
1
2
[ρθjnj (σθj (p1)) + ρ
θj
nj
(σθj (p1))
∗], ...,
1
2
[ρθjnj (σθj (pr)) + ρ
θj
nj
(σθj (pr))
∗]
cover DR(Mnj) for all nj > m, where σθ(pi) ∈ Λ for all i = 1, ..., r. In other words,
Λ satisfies condition (iii) in [Li06, Theorem 7.1]. Hence (Mnj )sa converges to (A
∞
θ )sa in
the order-unit quantum Gromov–Hausdorff distance dRoq by the same theorem. But by
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Proposition 3.12, the radii of state spaces of Mnj are uniformly bounded. The assertion
follows from [Li06, Theorem 1.1]. 
So far we have dealt with the heat semigroup on Aθ. The following indicates that the
approximation can also be done using the Poisson semigroup.
Lemma 5.21. Let Bn denote the generator of the Poisson semigroup and An denote the
generator of the heat semigroup on Mn. Then we have
‖Aβ/2n x‖p ∼ ‖B
β
nx‖p,
for 1 < p <∞.
Proof. Note that for fixed j, k such that |j|, |k| ≤ n
2
, j2 + k2 ∼ (|j|n + |k|n)2, where | · |n is
as defined in Section 2. Let p0 be such that
1
p
= 1−θ
p0
+ θ
2
for 0 < θ < 1 and β = θα. Now
since the maps
Bαitn A
−2αit
n : Lp0 → Lp0,
Bα(1+it)n A
−2α(1+it)
n : L2 → L2
are bounded, the assertion follows from Stein’s interpolation theorem in the same way as
the proof of Proposition 5.5. 
Remark 5.22. Lemma 5.1 has a variant for the Poisson semigroup. Together with Lemma
5.21, one can prove Proposition 5.19 for the Poisson semigroup, which in turn yields the
approximation result. In fact, one can even prove the convergence in quantum Gromov–
Hausdorff distance using some exotic semigroups. For example, one may consider the
semigroup defined by Tt(u
jvk) = e−t(|j|+|k|
2)ujvk.
6. Completely bounded quantum Gromov–Hausdorff convergence
In this section we introduce the notion of completely bounded quantum Gromov–
Hausdorff distance. The final goal is to show that the continuous fields of compact quantum
metric spaces which we presented earlier in this paper converge in this sense.
Definition 6.1. Let X be an operator space. We say (X,L) is a Lip operator space
structure, if
(1) L ⊂ X is a dense subspace;
(2) there exists a subspace N ⊂ L such that L/N carries an additional operator space
structure, which will also be referred to as Lip structure.
By this definition, the completion of L/N is an operator space; see Remark 8.10 for
more discussion on the null space N . In particular, on the first matrix level the Lip
structure induces a semi-norm on L. The matrix semi-norms on L will be denoted by
|||x|||Mn(L) or simply |||x||| if it is clear that x ∈ Mn(X). Here we use the convention
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that |||x|||Mn(L) = +∞ for x ∈ Mn(X) \Mn(L). We also use the notation L(x) := |||x|||,
especially when we consider a continuous field of compact quantum metric spaces.
We will assume in this section that all operator spaces under consideration have Lip
operator space structures. We define the completely bounded quantum Gromov–Hausdorff
distance of two operator spaces as follows.
Definition 6.2. Let X and Y be two operator spaces. Let R > 0 and
DR(Mn(X)) = {x ∈Mn(X) : |||x|||Mn(L) ≤ 1, ‖x‖Mn(X) ≤ R}.
We denote the R-cb-quantum Gromov–Hausdorff distance of X and Y by dcboq,R(X, Y ), and
define it by
dcboq,R(X, Y ) = inf sup
n∈N
{dH [id⊗ιX(DR(Mn(X))), id⊗ιY (DR(Mn(Y )))]},
where dH denotes the Hausdorff distance, and the infimum runs over all operator spaces
V and completely isometric embeddings ιX : X → V and ιY : Y → V . If in addition X
and Y are unital with units eX and eY , respectively, we modify the definition as follows:
dcboq,R(X, Y ) = inf sup
n∈N
{max{dH[id⊗ιX(DR(Mn(X))), id⊗ιY (DR(Mn(Y )))],
‖ιX(ReX)− ιY (ReY )‖}}.
Remark 6.3. The definition above seems stronger than the one introduced in [Wu06].
Remark 6.4. Let K1 denote the unitization of K, the space of compact operators on the
Hilbert space ℓ2. For two operator systems X and Y , it may be more interesting to consider
dcboq,R(K1 ⊗X,K1 ⊗ Y ).
Now we prove the triangle inequality. The proof follows the same idea as that of Lemma
4.5 in [Li06].
Lemma 6.5. Let ιj : A → Bj be linear completely isometric embeddings of operator
spaces for j ∈ {1, 2}. Then there is an operator space C and linear completely isometric
embeddings ψj : Bj → C such that ψ1 ◦ ι1 = ψ2 ◦ ι2.
Proof. Let ψj be as defined in the proof of Lemma 4.5 in [Li06]. The same argument
extends easily to matrix levels. Then ψ1◦ι1 = ψ2◦ι2 and ψ1, ψ2 are complete isometries. 
Lemma 6.6. Let X, Y and Z be operator spaces. Then the following holds
dcboq,R(X,Z) ≤ d
cb
oq,R(X, Y ) + d
cb
oq,R(Y, Z).
Proof. The triangle inequality follows immediately from applying Lemma 6.5 with A =
Y . 
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Let k ≥ 0. Recall the notation Λ2k in (5.4). Let x ∈ Mm(A
Λ2k
θ ) and δ be the derivation
of Aθ into a Hilbert C∗-module HAθ := Hψ ⊗Aθ as defined in (3.4) (for the case m = 1).
We extend the Lip-norm to matrix levels as follows
|||x||| = max{‖(id⊗δ)(x)‖Mm(HAθ ), ‖(id⊗δ)(x
∗)‖Mm(HAθ )}.
This is exactly the definition (3.8) in the two-dimensional case restricted to rotation C∗-
algebras. Note that if x is self-adjoint, the semi-norm |||x||| introduced here is just the
matrix extension of the Lip-norm used in Proposition 5.16 for d = 2. We may write Lθ(x)
or L∞(x) for |||x||| when considering continuous fields of compact quantum metric spaces.
Lemma 6.7. Let X and Y be two operator spaces. Let 0 < ε < 1
2
and ϕ : X → Y be a
1 + ε cb-isometry and a 1 + ε Lip-isometry, i.e. for any m and any xˆ ∈ Mm(X), we have
(1− ε)‖xˆ‖Mm(X) ≤ ‖(id⊗ϕ)(xˆ)‖Mm(Y ) ≤ (1 + ε)‖xˆ‖Mm(X),
and
(1− ε)|||xˆ||| ≤ |||(id⊗ϕ)(xˆ)||| ≤ (1 + ε)|||xˆ|||.
Then we have
dcboq,R(X,ϕ(X)) ≤ 3Rε.
Proof. Let N = {(a,−ϕ(a), εa) : a ∈ X}. Then N ⊂ X ⊕1 Y ⊕1 X . Here X ⊕1 Y ⊕1 X is
the ℓ1-sum of X , Y and X in the sense of operator spaces. Let
V = {(x, ϕ(x′), 0) +N : x, x′ ∈ X} ⊂ (X ⊕1 Y ⊕1 X)/N.
Then
‖(x, y, 0) +N‖(X⊕1Y⊕1X)/N = inf{‖x− a‖ + ‖y + ϕ(a)‖+ ε‖a‖ : a ∈ X}.
Thus X and Y embed isometrically into V (see Lemma 7.2 in [Li06]). We claim that
the embeddings are actually completely isometric. Indeed, since S1(X) is the projective
tensor product S1 ⊗∧ X (see [Pis03, Page 142]), we have S1((X ⊕1 ϕ(X) ⊕1 X)/N) =
(S1(X)⊕1 S1(ϕ(X))⊕1 S1(X))/S1(N) and
S1(V ) ⊂ S1(X)⊕1 S1(ϕ(X))⊕1 S1(X)/S1(N).
Hence for xˆ ∈ S1(X), we have
‖(xˆ, 0, 0) + S1(N)‖S1(V ) =‖xˆ‖S1(X),
‖(0, (id⊗ϕ)xˆ, 0) + S1(N)‖S1(V ) =‖(id⊗ϕ)xˆ‖S1(Y ).
Note that by a result of Pisier (see [Pis98, Lemma 1.7]), if u : X → Y is a completely
bounded map, for every 1 ≤ p ≤ ∞, we have
‖u‖cb = sup
m
‖ id⊗u : Smp (X)→ S
m
p (Y )‖.
Therefore, by applying the above for p = 1 and p =∞, we find that
ι1 : X → (X, 0, 0) +N ⊂ V and ι2 : ϕ(X)→ (0, ϕ(X), 0) +N ⊂ V
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are completely isometric embeddings. Note that the maps
ι : X → X ⊕1 Y ⊕1 X, x 7→ (0, 0, x),
q : X ⊕1 Y ⊕1 X → (X ⊕1 Y ⊕1 X)/N, (x, y, z) 7→ (x, y, z) +N
are completely contractive. For any xˆ ∈Mm(X), we have
‖(id⊗ι1)xˆ− id⊗(ι2 ◦ ϕ)xˆ‖Mm(V ) ≤ ‖(xˆ, 0, 0)− (0, id⊗ϕ(xˆ), 0) +Mm(N)‖Mm(V )(6.1)
= ‖(xˆ,− id⊗ϕ(xˆ), 0)− (xˆ,− id⊗ϕ(xˆ), εxˆ) +Mm(N)‖Mm(V ) ≤ ε‖xˆ‖Mm(X).
Now let xˆ ∈ DR(Mm(X)), i.e. xˆ ∈ Mm(X), ‖xˆ‖Mm(X) ≤ R and |||xˆ||| ≤ 1. Then by
the assumption, we have ‖ 1
1+ε
(id⊗ϕ)xˆ‖Mm(Y ) ≤ R and |||
1
1+ε
(id⊗ϕ)xˆ||| ≤ 1. This means
1
1+ε
(id⊗ϕ)xˆ ∈ DR(Mm(Y )). Using (6.1) and the triangle inequality, we have
‖(id⊗ι1)xˆ− (id⊗ι2)[(1 + ε)
−1(id⊗ϕ)xˆ]‖Mm(V ) ≤ εR +
εR
1 + ε
‖ϕ‖cb ≤ 2Rε.
On the other hand, since ϕ is a 1+ ε cb-isometry and a 1+ ε Lip-isometry, ϕ is invertible
and for any yˆ ∈Mm(Y ) we have
(1 + ε)−1‖yˆ‖Mm(Y ) ≤ ‖(id⊗ϕ
−1)(yˆ)‖Mm(X) ≤ (1− ε)
−1‖yˆ‖Mm(Y ),
(1 + ε)−1|||yˆ||| ≤ |||(id⊗ϕ−1)(yˆ)||| ≤ (1− ε)−1|||yˆ|||.
It follows that ϕ−1 : Y → X is a 1 + 2ε cb-isometry and a 1+ 2ε Lip-isometry. Repeating
the above argument and swapping X and Y, for any yˆ ∈ DR(Mm(Y )), we have (1 −
ε)(id⊗ϕ−1)yˆ ∈ DR(Mm(X)) and
‖(id⊗ι1)yˆ − (id⊗ι2)[(1− ε)(id⊗ϕ
−1)yˆ]‖Mm(V ′) ≤ εR + εR‖ϕ
−1‖cb ≤ 3Rε
for some V ′ defined in the same way as V . Combining the two inequalities together, we
find dcboq,R(X,ϕ(X)) ≤ 3Rε. 
6.1. CB-continuous fields of compact quantum metric spaces. In this section we
investigate an operator space version of continuous fields of compact quantum metric
spaces, and show that the continuous fields of compact quantum metric spaces which
we introduced earlier form cb-continuous fields of compact quantum metric spaces with
appropriate operator space Lip-norms defined on them.
Definition 6.8. Let T be a locally compact Hausdorff space and let ({A¯t}t∈T ,S) be
a continuous field of order-unit spaces in the sense of [Li06], where S is the space of
continuous sections containing the unit. We say ({A¯t}t∈T ,S) is a cb-continuous field of
order-unit spaces if there exists a subspace of S, denoted by S0, such that {f(t) : f ∈ S0}
is dense in A¯t for all t ∈ T and the following holds: For any finite subset ∆ ⊂ S0, s0 ∈ T
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and ε > 0, there exists a neighborhood U(s0), such that for any s ∈ U(s0), m ≥ 1, f ∈ ∆
and matrix coefficients af ∈Mm, we have the following
1
1 + ε
‖
∑
f∈∆
af ⊗ f(s)‖Mm(A¯s) ≤ ‖
∑
f∈∆
af ⊗ f(s0)‖Mm(A¯s0 )(6.2)
≤ (1 + ε)‖
∑
f∈∆
af ⊗ f(s)‖Mm(A¯s).
We call ({At, Lt}t∈T ,S) a cb-continuous field of compact quantum metric spaces if ({At, Lt}t∈T ,S)
is a continuous field of compact quantum metric spaces in the sense of [Li06] and, in the
setting of cb-continuous field of order-unit spaces, we have (6.2) and
1
1 + ε
|||
∑
f∈∆
af ⊗ f(s)|||Mm(As) ≤ |||
∑
f∈∆
af ⊗ f(s0)|||Mm(As0 )
≤ (1 + ε)|||
∑
f∈∆
af ⊗ f(s)|||Mm(As).
Recall the map ρn : C(Z
2)→ Mn as defined in (5.8): ρn(ujvk) = uj(n)vk(n), where u, v
are the generators of C(T2) and uj(n)vk(n) are defined in Section 5. Let C
Λ2k(T2) (resp.
M
Λ2k
n ) denote the elements in C(T2) spanned by ujvl (resp. uj(n)vl(n)) for (j, l) ∈ Λ2k.
Note that CΛ
2
k(T2) and M
Λ2k
n are operator spaces.
Proposition 6.9. For any ε > 0 and k ≥ 0, there exists N > 0 such that for any n > N ,
the map ρn|
C
Λ2
k (T2)
: CΛ
2
k(T2)→M
Λ2k
n is a 1 + ε cb-isometry.
Proof. By Lemma 5.8, the map (ρn)
• : C(T2) →
∏
ωMn is a faithful
∗-homomorphism,
and in particular a complete isometry. Therefore, for any ε > 0 and k ≥ 0, there exists
N > 0, such that for n > N , CΛ
2
k(T2) is (1 + ε)-isometric to M
Λ2k
n via ρn; i.e. we have for
scalar coefficients aj,l
(1− ε)
∥∥∥ ∑
|j|,|l|≤k
aj,lu
jvl
∥∥∥
C(T2)
≤
∥∥∥ ∑
|j|,|l|≤k
aj,luj(n)vl(n)
∥∥∥
Mn
≤ (1 + ε)
∥∥∥ ∑
|j|,|l|≤k
aj,lu
jvl
∥∥∥
C(T2)
.
(6.3)
We need to extend this inequality to matrix coefficients. Note that ρn|
C
Λ2
k (T2)
is invert-
ible between vector spaces and its inverse has the target space CΛ
2
k(T2). Since C(T2) is
commutative, we have (see e.g. [Pis03, Proposition 1.10])
‖(ρn|
C
Λ2
k (T2)
)−1 : M
Λ2k
n → CΛ
2
k(T2)‖cb = ‖(ρn|
C
Λ2
k (T2)
)−1 : M
Λ2k
n → CΛ
2
k(T2)‖ ≤
1
1− ε
.
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It follows that for any m and aj,l ∈Mm
(1− ε)
∥∥∥ ∑
|j|,|l|≤k
aj,l ⊗ u
jvl
∥∥∥
Mm(C(T2))
≤
∥∥∥ ∑
|j|,|l|≤k
aj,l ⊗ uj(n)vl(n)
∥∥∥
Mm(Mn)
.(6.4)
The upper estimate of (6.3) can be extended to matrix coefficients directly if we use the
min-structure of Mn, denoted by min(Mn), as min(Mn) is commutative; see e.g. [Pis03,
Chapter 3]. However, for the natural operator space structure we consider here, we have
to use a result of Haagerup–Rørdam [HR95]. By their theorem, there exists a Hilbert
space H and u(θ), v(θ) ∈ B(H) such that the following hold:
(1) For any θ, C∗(u(θ), v(θ)) ≃ Aθ;
(2) there is a constant c > 0, such that for any θ, θ′, max{‖u(θ) − u(θ′)‖, ‖v(θ) −
v(θ′)‖} ≤ c|θ − θ′|1/2.
This implies that for |j| ≤ k, |l| ≤ k, we have
sup
j,l
‖uj(θ)vl(θ)− uj(θ′)vl(θ′)‖ ≤ 2ck|θ − θ′|1/2.
Let dcb denote the Banach-Mazur distance of two operator spaces. Then there exists
δ = δ(ε, k) > 0 such that dcb(A
Λ2k
θ ,A
Λ2k
θ′ ) < 1 + ε for any |θ − θ
′| < δ; see [Pis03, Section
2.13]. We may find a completely bounded map φ sending uj(θ)vl(θ) to uj(θ′)vl(θ′) such
that
‖φ : A
Λ2k
θ → A
Λ2k
θ′ ‖cb ≤ 1 + ε.
It follows that for all matrix coefficients aj,l we get∣∣∣∣∣∣
∥∥∥ ∑
|j|,|l|≤k
aj,l ⊗ u
j(θ)vl(θ)
∥∥∥− ∥∥∥ ∑
|j|,|l|≤k
aj,l ⊗ u
j(θ′)vl(θ′)
∥∥∥
∣∣∣∣∣∣ ≤ ε
∥∥∥ ∑
|j|,|l|≤k
aj,l ⊗ u
j(θ)vl(θ)
∥∥∥.
Setting θ′ = 1
n
< δ and θ = 0, we have for any m
‖
∑
|j|,|l|≤k
aj,l ⊗ u
j(1/n)vl(1/n)‖Mm(A1/n) ≤ (1 + ε)‖
∑
|j|,|l|≤k
aj,l ⊗ u
jvl‖Mm(C(T2)).(6.5)
But u1(n) and v1(n) verify the commutation relation of A1/n. By universality of A1/n we
have for any m
‖
∑
|j|,|l|≤k
aj,l ⊗ uj(n)vl(n)‖Mm(Mn) ≤ ‖
∑
|j|,|l|≤k
aj,l ⊗ u
j(1/n)vl(1/n)‖Mm(A1/n).(6.6)
By combining the estimates (6.4), (6.5) and (6.6), we complete the proof. 
Proposition 6.10. For any ε > 0 and k ≥ 0, there exists N > 0 and a family of maps
ρθn : A
Λ2k
θ →M
Λ2k
n such that for n > N , ρθn is a 1+ ε cb-isometry and a 1+ ε Lip-isometry.
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Proof. Note that if we know ρθn is a 1+ε cb-isometry then by the same argument as that of
Lemma 3.9, it is also a 1+ε Lip-isometry on A
Λ2k
θ . Therefore it suffices to show that ρ
θ
n is a
1 + ε cb-isometry. If θ = 0, then the result follows immediately from Proposition 6.9. Let
θ = p
q
be rational. Recall from Lemma 5.10 that we have a surjective map ρθnl : A
Λ2k
θ →M
Λ2k
nl
for suitable nl. We show that this map is a 1 + ε cb-isometry. As we observed in Section
5.2, there is a trace-preserving ∗-homomorphism σ : Aθ →Mq⊗minC(T2). By Proposition
6.9, there exists N > 0 such that the map ρm : C
Λ2k(T2)→M
Λ2k
m is a 1 + ε cb-isometry for
m > N . Hence, so is the map id⊗ρnl : Mq ⊗min C
Λ2k(T2)→ Mq ⊗min M
Λ2k
nl . Note that the
specific choice of the subsequence nl = q
l+1 guarantees that ρθnl(A
∞
θ ) = Mnl . Therefore,
the restriction of ρθnl = (id⊗ρnl) ◦ ς to A
Λ2k
θ is also a 1 + ε cb-isometry. This gives the
following diagram
Mq ⊗min CΛ
2
k(T2)
id⊗ρnl// Mq ⊗min M
Λ2k
nl
A
Λ2k
θ
ς
OO
ρθnl // M
Λ2k
nl
?
OO
which proves the rational case. Finally, let θ be irrational. Then there exists a sequence
θs =
ps
qs
of rational numbers converging to θ. We may assume θs − θ is small enough so
that we may apply the result of Haagerup–Rørdam [HR95] to get a 1 + ε
3
cb-isometry
φs : A
Λ2k
θ → A
Λ2k
θs
in the same way as in the proof of Proposition 6.9. Then by what we
proved above, we may choose ns large enough such that the map ρ
θs
ns : A
Λ2k
θs
→ M
Λ2k
ns is a
1 + ε
3
cb-isometry. Let ρθns = ρ
θs
ns ◦ φs. Then ρ
θ
ns : A
Λ2k
θ → M
Λ2k
ns is a 1 + ε cb-isometry. We
can illustrate the argument using the following diagram
A
Λ2k
θ
φs

ρθns
''
A
Λ2k
θs
σ

ρθsns
// M
Λ2k
ns _

Mqs ⊗ C
Λ2k(T2)
id⊗ρns// Mqs ⊗M
Λ2k
ns .

Let ({An, Ln}n∈N,S) denote either of the two continuous fields of compact quantum
metric spaces which were introduced in Sections 4 and 5. The following result follows
immediately from Proposition 6.10.
58 MARIUS JUNGE, SEPIDEH REZVANI, AND QIANG ZENG
Proposition 6.11. ({An, Ln}n∈N,S) is a cb-continuous field of compact quantum metric
spaces.
Strictly speaking, the image of self-adjoint elements under the map ρθn may not be self-
adjoint thus may not lie in (Mn)sa. However, this could be easily fixed by considering
ρˆθn(x) :=
1
2
[ρθn(x) + ρ
θ
n(x)
∗] for x ∈ A
Λ2k
θ ∩ (Aθ)sa as in the proof of Proposition 5.19. This
remark will be in force through the rest of this section: For simplicity, we will only use
the map ρθn instead of ρˆ
θ
n.
6.2. Approximations for C(T) and Aθ. Here we only present a formal proof of the
approximation for Aθ. The argument modifies easily to the case of C(T). Before we prove
the main result, we show the following estimate.
Theorem 6.12. Let ε > 0. Then there exist k = k(ε), m = m(k) and multipliers φnk,η,
η ∈ (0, ε
4(2k+1)2
) on Mn for n > 2m (including n =∞) such that
‖Tφnk,η − id : (Mn, |||·|||)→ (Mn, ‖ · ‖)‖cb ≤ ε.
Here Tφnk,η is induced by T˜φnk,η as defined in (5.3).
Proof. We follow the proof of Lemma 5.18, but we have to get rid of the L2 norm this time.
Let k be a large number which will be determined later. Fix α, β such that α + β = 1
2
.
Similar to Lemma 5.18, we may choose multipliers φnk,η, η ∈ (0,
ε
D(2k+1)2
) for some D to be
determined later, such that
|φnk,η(j, l)− 1| ≤
ε
D(2k + 1)2
, (j, l) ∈ [−k, k]2.(6.7)
Note that
Tφnk,η − id = A
−αA−β(Tφnk,η − id)A
1/2
= A−αA−β(Tφnk,η − id)PkA
1/2 + A−αA−β(Tφnk,η − id)(id−Pk)A
1/2.
By Proposition 5.3, we know ‖A1/2 : (Mn, |||·|||)→ L0p(Mn)‖cb = Kp <∞. Using (6.7) and
Lemma 5.4, we may extend (5.27) to matrix levels as in Lemma 3.11 (but with q = p ≥ 2
here) and obtain
‖(Tφnk,η − id)Pk : L
0
p(Mn)→ L
0
p(Mn)‖cb ≤
2ε
D
.
By (3.12), we know ‖A−β : L0p(Mn) → L
0
p(Mn)‖cb = c
′
β < ∞. And by Lemma 5.1,
‖A−α : L0p(Mn)→ L
0
∞(Mn)‖cb = cα <∞. Therefore, we find
‖A−αA−β(Tφnk,η − id)PkA
1/2 : (Mn, |||·|||)→ (Mn, ‖ · ‖)‖cb ≤
2cαc
′
βKpε
D
≤
ε
2
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by choosing D large enough. By Corollary 5.7, we have ‖A−β(1 − Pk) : Lp(Mn) →
Lp(Mn)‖cb = Cpk
−2β . It follows that
‖Tφnk,η − id : (Mn, |||·|||)→ (Mn, ‖ · ‖)‖cb
≤ ‖(Tφnk,η − id)Pk : (Mn, |||·|||)→ (Mn, ‖ · ‖)‖cb
+ ‖(Tφnk,η − id)A
−αA−β(1− Pk)A
1/2 : (Mn, |||·|||)→ (Mn, ‖ · ‖)‖cb
≤
ε
2
+ cαCpk
−2βKp‖(Tφnk,η − id) : L∞(Mn)→ L∞(Mn)‖cb.
But the cb-norm of Tφnk,η − id : L∞(Mn)→ L∞(Mn) is less than 2+ η, by the construction
of φnk,η. The assertion follows by choosing k large enough. 
Theorem 6.13. There exists a sequence nj → ∞ such that (Anj , Lnj) converges to
(A∞, L∞) in the R-cb-quantum Gromov–Hausdorff distance.
Proof. Let 0 < ε < 1, R > 0. In this proof we simply write n for nj. We choose m and
φnk,η as in Lemma 6.12. By Lemma 6.6, we have
dcboq,R(A∞,An) ≤ d
cb
oq,R(A∞,A
Λ2m
∞ ) + d
cb
oq,R(A
Λ2m
∞ ,A
Λ2m
n ) + d
cb
oq,R(A
Λ2m
n ,An).(6.8)
By Proposition 6.10, we may choose n large enough such that the map ρθn : A
Λ2m
θ → M
Λ2m
n
defined by unj v
n
l 7→ uj(n)vl(n) is a 1 + ε cb-isometry and 1 + ε Lip-isometry. Hence by
Lemma 6.7,
dcboq,R(A
Λ2m
∞ ,A
Λ2m
n ) ≤ 2Rε.
By Lemma 5.18, we have ‖Tφnk,η‖cb ≤ (1 + ε)
2. Together with Lemma 3.9, we deduce that
1
(1+η)2
(id⊗Tφnk,η)x ∈ DR(Mp(A
Λ2m
n )) for all x ∈ DR(Mp(An)) and n large enough (including
n =∞). By Theorem 6.12, we have ‖x− (id⊗Tφnk,η)x‖ < ε. This shows that
dH(DR(Mp(An)),DR(Mp(A
Λ2m
n ))) < ε+
[
1−
1
(1 + ε)2
]
R‖Tφnk,η‖cb ≤ (3R + 1)ε.
Hence dcboq,R(An,A
Λ2m
n ) < (3R + 1)ε. Hence, by (6.8), we conclude that
dcboq,R(A∞,An) < 8(R + 1)ε.
This completes the proof. 
7. Completely bounded quantum Gromov–Hausdorff distance for higher
dimensional tori
In this section we explore the convergence of matrix algebras to the noncommutative
tori in higher dimensions. In the following, let m = d(d−1)
2
and AdΘ denote the rotation
algebra with d generators which was introduced in Section 3. The following is an analog
of Haagerup and Rørdam’s result in higher dimensions.
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Theorem 7.1. There exists a Hilbert space H, such that for all Θ, there exist unitaries
u1(Θ), ..., ud(Θ) ∈ B(H) such that
C∗(u1(Θ), ..., ud(Θ)) ≃ A
d
Θ and lim
Θ′→Θ
‖uk(Θ
′)− uk(Θ)‖B(H) = 0
for k = 1, ..., d.
Proof. We recall the Heisenberg group HB as defined in Subsection 5.2. To shorten the
notation, we will write H for HB in the following. Note that since H is amenable, C
∗(H) is
a nuclear C(Tm)-algebra. Therefore, by Theorem 3.2 in [Bla97] we get a unital monomor-
phism of C(Tm)-algebras α : C∗(H) →֒ O2⊗C(Tm) and a unital C(Tm)-linear completely
positive map E : O2 ⊗ C(Tm)→ C∗(H) such that E ◦ α = idC∗(H). Here O2 is the Cuntz
algebra with two generators. Let O2 ⊂ B(H) for some Hilbert space H. Then for all
x ∈ C∗(H), α(x) ∈ C(Tm,B(H)). We define JΘ = {g ∈ C(Tm) : g(Θ) = 0}. Then JΘ
is a closed ideal of C(Tm). Recall from the discussion before Lemma 5.13 the quotient
CΘ = C
∗(H)/IΘ. We consider the following diagram
C∗(H)
α //
qΘ

C(Tm,B(H))
q˜Θ

CΘ // C(T
m,B(H))/JΘ ⊗min B(H).
Since α is C(Tm)-linear, the kernel of qΘ and that of q˜Θ ◦ α coincide. We define πΘ =
q˜Θ ◦α ◦ q
−1
Θ . Then πΘ is a well-defined monomorphism and the above diagram commutes.
Note that for f ∈ C(Tm,B(H)), we have q˜Θ(f) = f(Θ) and
‖f(Θ)‖B(H) = ‖f + JΘ ⊗min B(H)‖C(Tm,B(H))/JΘ⊗minB(H).
Then limΘ′→Θ ‖α(x)(Θ′)− α(x)(Θ)‖B(H) = 0 for x ∈ C
∗(H). It follows that
lim
Θ′→Θ
‖πΘ′(xˆ+ IΘ′)− πΘ(xˆ+ IΘ)‖B(H) = 0, xˆ+ IΘ ∈ CΘ.
By Lemma 5.13, Ad2Θ ≃ CΘ and λ(0, e1) + IΘ, ..., λ(0, ed) + IΘ generate CΘ, where (ek)
d
k=1
are the canonical generators of Zd. Let uk(Θ) = πΘ(λ(0, ek) + IΘ), k = 1, ..., d and note
that πΘ(CΘ) ⊂ B(H). The proof is complete. 
We now consider approximations of A2dΘ by matrix algebras. We want to use finite
dimensional versions of rotation algebras and we have to determine their center. In order
to use induction we have to introduce a new form of action. We consider an action σ of Z2
on a unital C∗-algebra B. Then we can construct the universal crossed product B ⋊σ Z
2.
In particular, if B is faithfully represented on H, we may choose a special representation
π of B on H⊗ ℓ2(Z2) such that the left regular representation of Z2 spatially implements
the action σ, i.e.
(1⊗ λ(j,k))π(b)(1⊗ λ
∗
(j,k)) = π(σ(j,k)(b)), b ∈ B;
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see e.g. [BO08]. Let u, v denote the universal generators of Aθ. We define a representation
of Aθ by
γ : Aθ → B(H)⊗ L(Z
2)⊗Aθ, u
jvk 7→ 1⊗ λ(j,k) ⊗ u
jvk.
It follows that for b ∈ B,
γ(ujvk)(π(b)⊗ 1)γ(ujvk)∗ = [(1⊗ λ(j,k))π(b)(1⊗ λ(j,k))
∗]⊗ ujvk(ujvk)∗
= π(σ(j,k)(b))⊗ 1.
Therefore, the Z2-action σ and the representations π and γ satisfy
γ(u)(π(b)⊗ 1)γ(u)∗ = π(σ(1,0)(b)),(7.1)
γ(v)(π(b)⊗ 1)γ(v)∗ = π(σ(0,1)(b)), γ(u)γ(v) = e
2πiθγ(v)γ(u).
In the following, we use the notation 〈D : R〉 to denote the universal C∗-algebra gen-
erated by D with relations R. We may even ignore R for short if the relations are clear
from context. We define
Aθ(n) = 〈U, V : U
n = 1 = V n, UV = e2πiθV U, U and V unitaries〉,
and
B ⋊σ Aθ = 〈b, U, V : b ∈ B,UbU
∗ = σ(1,0)(b), V bV
∗ = σ(0,1)(b),(7.2)
UV = e2πiθV U, U and V unitaries〉.
Note that for Aθ(n) we have necessarily θ =
q
n
for some q ∈ Z. If q and n are coprime,
then it is well known that Aθ(n) ≃Mn.
Similar to the case of Z2-action on B, if we start with a Z2n-action σ on B and θ =
q
n
,
we may find representations π of B and γ of Aθ(n) as follows
γ : Aθ(n)→ B(H)⊗ L(Z
2
n)⊗Aθ(n), uj(n)vkq(n) 7→ 1⊗ λ(j,k) ⊗ uj(n)vkq(n),
where the generators u1(n), vq(n) of Aθ(n) are as given in equation (5.1). Similarly, it
follows that for b ∈ B, the Z2n-action σ and the representations π and γ satisfy
γ(u1(n))(π(b)⊗ 1)γ(u1(n))
∗ = π(σ(1,0)(b)),(7.3)
γ(vq(n))(π(b)⊗ 1)γ(vq(n))
∗ = π(σ(0,1)(b)), γ(u1(n))γ(vq(n)) = e
2πi q
nγ(vq(n))γ(u1(n)).
For simplicity, in the following we will write σ1,0 and σ0,1 for σ(1,0) and σ(0,1), respectively.
Definition 7.2. Suppose B is a unital C∗-algebra. We define
B ⋊σ Aθ(n) = 〈b, U, V : b ∈ B,UbU
∗ = σ1,0(b), V bV
∗ = σ0,1(b),
Un = 1 = V n, UV = e2πiθV U, U and V unitaries〉,
where θ = q
n
, q, n ∈ N, and σ is an action of Z2n on B.
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Thanks to (7.1) and (7.3), the universal objects defined above exist. By universality
and using the notation introduced here, we can rewrite the noncommutative torus A2dΘ
iteratively as
A2dΘ = Aθ12 ⋊σ2 Aθ34 ⋊σ3 · · ·⋊σd Aθ2d−1,2d ,(7.4)
where the Z2-action σk, k = 2, ..., d, is defined by
σk1,0(u1) = e
−2πiθ1,2k−1u1, ..., σ
k
1,0(u2k−2) = e
−2πiθ2k−2,2k−1u2k−2,
σk0,1(u1) = e
−2πiθ1,2ku1, ..., σ
k
0,1(u2k−2) = e
−2πiθ2k−2,2ku2k−2.
Indeed, note that by the definition in (7.2), we have
σk1,0(u1) = u2k−1u1u
∗
2k−1, ..., σ
k
1,0(u2k−2) = u2k−1u2k−2u
∗
2k−1,
σk0,1(u1) = u2ku1u
∗
2k, ..., σ
k
0,1(u2k−2) = u2ku2k−2u
∗
2k.
Then (7.4) follows from the universality of A2dΘ .
Proposition 7.3. Let θ = q
n
and q, n be coprime. Let σ be an action of Z2n on a unital
C∗-algebra B. Then B ⋊σ Aθ(n) ≃Mn(B).
Proof. We first consider the case for which the action σ is inner, i.e. there exist unitaries w1
and w2 in B such that σ1,0(x) = w1xw
∗
1, σ0,1(x) = w2xw
∗
2, [w1, w2] = 0 and w
n
1 = 1 = w
n
2 .
Let un and vn be the generators of Aθ(n). We consider a special representation π0 of
B ⋊σ Aθ(n) defined by π0(b) = b⊗ 1 for b ∈ B, π0(U) = w1 ⊗ un and π0(V ) = w2 ⊗ vn. It
can be directly checked that π0 is indeed a representation. Then we have
π0(B ⋊σ Aθ(n)) = π0(〈b, U, V : b ∈ B〉)(7.5)
= C∗(b⊗ 1, w1 ⊗ un, w2 ⊗ vn : b ∈ B) = B ⊗min Mn.
Now let πu : B ⋊σ Aθ(n) → B(Hu) be the universal representation of B ⋊σ Aθ(n). We
show that in this case, we can also write πu(U) and πu(V ) as tensors. Note that Aθ(n)
has dimension at most n2. Thanks to the image of U and V under π0, we know that
C∗(πu(U), πu(V )) = Mn. Therefore, we may take Hu = K ⊗ ℓ
n
2 for some Hilbert space K.
Let us define u = πu(w
∗
1)πu(U) and v = πu(w
∗
2)πu(V ). Then for x ∈ πu(B),
x = σ−11,0[σ1,0(x)] = πu(w
∗
1)πu(U)xπu(U)
∗πu(w1) = uxu
∗.
Thus ux = xu. Similarly, vx = xv. We deduce that πu(B) ⊂ C∗(u, v)′ ∩ B(Hu). Since w1
and w2 commute, plugging in x = πu(w1), πu(w2), we find πu(U)πu(wi) = πu(wi)πu(U) and
πu(V )πu(wi) = πu(wi)πu(V ) for i = 1, 2. It follows that πu(wi) ∈ M ′n ∩ B(Hu). Moreover,
u and v also satisfy the conditions uv = e2πiθvu and un = 1 = vn. Therefore,
C∗(u, v) ≃Mn, πu(B) ⊂ B(K)⊗ C and u, v ∈ πu(B)
′ ∩ B(Hu).
We may write u = a⊗ u˜ for some a ∈ πu(B)
′∩B(K) and u˜ ∈Mn, and πu(w1) = πK(w1)⊗z
for some z ∈ C where πK is the restriction of πu on K. Hence,
πu(U) = πu(w1)u = πK(w1)a⊗ zu˜.
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Similarly, we can write πu(V ) as a tensor. By (7.5), B ⋊σ Aθ(n) ≃ Mn(B).
Now we consider σ to be a general action. We define a Z2n action σˆ on B⋊σ Aθ(n): For
x =
∑
k,l bklU
kV l ∈ B ⋊σ Aθ(n),
σˆ1,0(x) =
∑
k,l
σ1,0(bkl)U
kV l, σˆ0,1(x) =
∑
k,l
σ0,1(bkl)U
kV l.
Similarly, we define a Z2n-action, still denoted by σˆ, on the universal crossed product
B ⋊σ Z
2
n: For x =
∑
k,l bklλ(k, l) ∈ B ⋊σ Z
2
n,
σˆ1,0(x) =
∑
k,l
σ1,0(bkl)λ(k, l), σˆ0,1(x) =
∑
k,l
σ0,1(bkl)λ(k, l).
Then by universality we have (B ⋊σ Aθ(n))⋊σˆ Z2n = (B ⋊σ Z
2
n)⋊σˆ Aθ(n). By the crossed
product construction, the action σˆ on B⋊σZ
2
n is spatially implemented by w1 = 1⊗λ(1, 0)
and w2 = 1⊗ λ(0, 1). More precisely,
π(σˆ1,0(x)) = (1⊗ w1)π(x)(1⊗ w
∗
1), π(σˆ0,1(x)) = (1⊗ w2)π(x)(1⊗ w
∗
2),
where π(x) = ⊕g∈Z2nσg−1(x); see e.g. [BO08] for more details. By what we proved in the
first paragraph, we find that (B ⋊σ Z
2
n)⋊σˆ Aθ(n) ≃ Mn(B ⋊σ Z
2
n). But Mn(B ⋊σ Z
2
n) =
Mn(B)⋊σ Z
2
n where we have denoted the inflated action id⊗σ still by σ. It is well known
that there exists a faithful conditional expectation E : Mn(B) ⋊σ Z
2
n → Mn(B). Recall
that we have the canonical embedding ι : B ⋊σ Aθ(n) →֒ (B ⋊σ Aθ(n)) ⋊σˆ Z
2
n. We have
the following diagram
(B ⋊σ Aθ(n))⋊σˆ Z2n
≃ // Mn(B)⋊σ Z
2
n
E

B ⋊σ Aθ(n)
ι
OO
// Mn(B)
Note that the multiplicative domain ofE isMn(B), restricted on which E is a
∗-homomorphism.
Moreover, B⋊σ Aθ(n) is contained in the multiplicative domain of E and clearly E(B ⋊σ
Aθ(n)) = Mn(B). But E ◦ ι is faithful. Hence, we find that B ⋊σ Aθ(n) ≃Mn(B). 
In the following we show the convergence of the matrix algebras to the rotation algebra
A2dΘ . Similar to the two-dimensional case, we extend the Lip-norms to matrix levels on (a
dense subspace of) AΘ as in (3.8):
|||x|||m = max{‖ id⊗δ(x)‖Mm⊗minAΘ⊗minHcψ , ‖ id⊗δ(x)‖Mm⊗minAΘ⊗minHrψ}.
Similarly, by Remark 3.7 we may extend the Lip-norms on Mnd to matrix levels once we
choose a set of generators of Mnd. The Lip-norms on AΘ and Mnd will also be denoted
by L∞(·) and Ln(·), respectively, especially when we consider continuous fields of compact
quantum metric spaces. We follow the same plan as in Section 6. Let u1(Θ), ..., u2d(Θ) be
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the generators of A2dΘ . In particular, u1(0), ..., u2d(0) generate C(T
2d). Following Definition
7.2, we consider the C∗-algebra
A2d1/n := Aθ1,2(n)⋊σ2 Aθ3,4(n)⋊σ3 · · ·⋊σd Aθ2d−1,2d(n),(7.6)
where the action σk, k = 2, ..., d, is defined by
σk1,0(u1) = u2k−1u1u
∗
2k−1 = e
−2πiθ1,2k−1u1, ..., σ
k
1,0(u2k−2) = u2k−1u2k−2u
∗
2k−1 = e
−2πiθ2k−2,2k−1u2k−2,
σk0,1(u1) = u2ku1u
∗
2k = e
−2πiθ1,2ku1, ..., σ
k
0,1(u2k−2) = u2ku2k−2u
∗
2k = e
−2πiθ2k−2,2ku2k−2,
uni = 1, i = 1, ..., 2d, θi,j =
1
n
, 1 ≤ i < j ≤ 2d.
Then by Proposition 7.3, we have A2d1/n ≃ Mnd . For definiteness, let us fix the generators
in the iterated crossed product and define v1(n) = u1, ..., v2d(n) = u2d. Then we have
vj(n)vk(n) = e
2pii
n vk(n)vj(n), 1 ≤ j < k ≤ n.(7.7)
We define a map ρn : C(Z
2d) = C(Z)⊗ · · · ⊗ C(Z)→Mnd by
ρn(u1(0)
i1 · · ·u2d(0)
i2d) = v1(n)
i1 · · · v2d(n)
i2d .
Let Λdk = {0,±1, ...,±k}
d and
CΛ
2d
k (T2d) =
{
x ∈ C(T2d) : x =
∑
|i1|≤k,...|i2d|≤k
ai1,...,i2du1(0)
i1 · · ·u2d(0)
i2d , ai1,...,i2d ∈ C
}
.
Similarly, we will consider M
Λ2dk
nd
, A
Λ2dk
Θ , etc. in the following. Similar to Proposition 6.9,
for any ε > 0, k > 0, there exists N > 0 such that for all n > N , ρn|
C
Λ2d
k (T2d)
: CΛ
2d
k (T2d)→
M
Λ2dk
nd
is a 1 + ε cb-isometry.
Lemma 7.4. For any ε > 0 and k ≥ 0, there exists N > 0 such that for any n > N , the
map ρn|
C
Λ2d
k (T2d)
: CΛ
2d
k (T2d)→M
Λ2dk
nd
is a 1 + ε cb-isometry and a 1 + ε Lip-isometry.
Proof. By the definition of ρn and the commutation relations (7.7), we can generalize
directly Lemma 5.8 to get a faithful ∗-homomorphism (ρn)
• : C(T2d) →
∏
ωMnd , where∏
ωMnd is the von Neumann algebra ultraproduct. Now we repeat the proof of Proposition
6.9 with the result of Haagerup–Rørdam replaced by Theorem 7.1. The claim of 1 + ε
Lip-isometry follows from the same argument as that of Lemma 3.9. We leave the details
to the reader. 
Suppose θrs =
prs
q
, 1 ≤ r < s ≤ q. We consider the iterated crossed product following
the notation introduced in Definition 7.2
A2dΘ (q) := Aθ1,2(q)⋊σ2 Aθ34(q)⋊σ3 · · ·⋊σd Aθ2d−1,2d(q),(7.8)
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where the action σk, k = 2, ..., d is defined by
σk1,0(u1) = u2k−1u1u
∗
2k−1 = e
−2πiθ1,2k−1u1, ..., σ
k
1,0(u2k−2) = u2k−1u2k−2u
∗
2k−1 = e
−2πiθ2k−2,2k−1u2k−2,
σk0,1(u1) = u2ku1u
∗
2k = e
−2πiθ1,2ku1, ..., σ
k
0,1(u2k−2) = u2ku2k−2u
∗
2k = e
−2πiθ2k−2,2ku2k−2,
uqi = 1, i = 1, ..., 2d.
For definiteness, in the following result, the generators of A2dΘ (q) will be denoted by u
Θ
j (q),
j = 1, ..., 2d.
Proposition 7.5. Let Θ = (θrs)
2d
r,s=1 and Θ
n = (θnrs)
2d
r,s=1 be two skew symmetric matrices
such that θrs =
prs
q
and θnrs = θrs +
1
n
for r < s. For any ε > 0 and k ≥ 0, there exists
N > 0 such that for n > N divisible by q the maps ρΘn : A
Λ2dk
Θ → [A
2d
Θn(n)]
Λ2dk defined by
ρΘn (u1(Θ)
i1 · · ·u2d(Θ)
i2d) = [uΘ
n
1 (n)]
i1 · · · [uΘ
n
2d (n)]
i2d , |ij| ≤ k, j = 1, ..., 2d
is a 1+ε cb-isometry and a 1+ε Lip-isometry. Moreover, we have A2d
Θql+1
(ql+1) ≃Mq(l+1)d.
Proof. Similar to (5.10), we define
ς : A2dΘ → A
2d
Θ (q)⊗min C(T
2d)
ς(u1(Θ)
k1 · · ·u2d(Θ)
k2d) = uΘ1 (q)
k1 · · ·uΘ2d(q)
k2d ⊗ u1(0)
k1 · · ·u2d(0)
k2d.
Since the canonical trace on A2dΘ is faithful (see e.g. [Rie90]) and ς is trace-preserving, ς
is a faithful ∗-homomorphism. Recall that by (7.6) and Proposition 7.3, A2d1/n is a matrix
algebra. Recall also that A∞Θ denotes the algebra of all finite linear combinations of
u1(Θ)
k1 · · ·u2d(Θ)k2d, (k1, ..., k2d) ∈ Z2d. Define
ρΘn = (id⊗ρn) ◦ ς : A
∞
Θ → A
2d
Θ (q)⊗min A
2d
1/n(7.9)
u1(Θ)
k1 · · ·u2d(Θ)
k2d 7→ uΘ1 (q)
k1 · · ·uΘ2d(q)
k2d ⊗ v1(n)
k1 · · · v2d(n)
k2d =: uˆk11 · · · uˆ
k2d
2d .
By Lemma 7.4, for any ε > 0 and k ≥ 0 there exists N > 0 such that for all n > N
ρΘn |
A
Λ2d
k
Θ
: A
Λ2dk
Θ → A
2d
Θ (q)⊗A
2d
1/n
is a 1 + ε cb-isometry and a 1 + ε Lip-isometry onto its image. To identify the image of
ρΘn , note that by (7.7) we have
(7.10) uˆruˆs = e
2πi(θrs+
1
n
)uˆsuˆr, 1 ≤ r < s ≤ 2d.
If we let θnrs = θrs +
1
n
= nθrs+1
n
, since by assumption nθrs is an integer, we may define
the iterated crossed product AΘn(n) in the same way as (7.8), where the entries of Θ
n are
given by θnrs. Although AΘn(n) is universally defined, dimension counting shows that we
can take uˆ1, ..., uˆ2d as its universal generators. Therefore, we have ρ
Θ
n (A
∞
Θ ) = A
2d
Θn(n), and
uˆj = u
Θn
j (n), j = 1, ..., 2d.
Similar to the case of the 2-dimensional tori, we can choose a subsequence nl so that
uˆ1, ..., uˆ2d generate Mndl . Indeed, since uˆruˆs = e
2πi(θrs+
1
nl
)
uˆsuˆr for all r < s, by Proposition
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7.3 we just need (θrsnl + 1, nl) = 1 for all r < s to verify that C
∗(ρΘnl(A
∞
Θ )) ≃ Mndl . But
θrs =
prs
q
, it suffices to take nl = q
l+1 as in Lemma 5.10. Then we find that
θnlrs =
qlprs + 1
ql+1
and A2dΘnl (nl) ≃Mndl .
Note that the generators ofMndl may be different from v1(nl), ..., v2d(nl). Thus M
Λ2dk
ndl
refers
to the subspace of Mndl generated by uˆ
j1
1 · · · uˆ
j2d
2d for |ji| ≤ k, i = 1, ..., 2d. 
Note that we did not assume (prs, q) = 1, r < s, in the above result. With this condition,
we would have by Proposition 7.3 A2dΘ (q) ≃ Mqd as the two-dimensional case in (5.10).
This would be a little more explicit about the algebra in which the image of ρΘn lies.
Suppose now θrs may not be written as
prs
q
. Note that the set
{(
prs
q
)1≤r<s≤2d : 0 6= q ∈ Z, prs ∈ Z, |prs| ≤ q}
is dense in [−1, 1]d(2d−1). In fact, the set {(prs
q
)1≤r<s≤2d : 0 6= q ∈ Z, prs ∈ Z, |prs| ≤
q, (prs, q) = 1} is still dense in [−1, 1]d(2d−1). This is needed in the following argument if
we assumed (prs, q) = 1, r < s, in Proposition 7.5.
Following the same argument as that of Proposition 6.10 with the result of Haagerup–
Rørdam replaced by Theorem 7.1, we find the map
ρΘn : A
Λ2dk
Θ → [A
2d
Θ˜n
(n)]Λ
2d
k(7.11)
which is a 1 + ε cb-isometry and a 1 + ε Lip-isometry. Here Θ˜n is chosen such that
Θ˜ = (θ˜rs =
prs
q
)nr,s=1 is close to Θ and Θ˜
n = (θ˜nrs =
prs
q
+ 1
n
)nr,s=1. Moreover, we have
A2d
Θ˜ql+1
(ql+1) ≃Mq(l+1)d.
LetMnl = (Mndl )sa for n ∈ N andM∞ = A
∞
Θ ∩(AΘ)sa. We choose Θl close to Θ so that
the entries of Θl are of the form
prs
q
as in Proposition 7.5. We may proceed in the same
way as the proof of Lemma 5.17 and check that ρΘnl(σΘ(p))+ ρ
Θ
nl
(σΘ(p))
∗ is continuous in l
for all p ∈ Poly(x1, ..., x2d). Here ρΘnl is defined exactly as in (5.25) via ρ
Θl
nl
◦ σΘl ◦ σ
−1
Θ and
ρΘlnl was defined in (7.9). One can check that ρ
Θ
nl
thus defined, when restricted to A
Λ2dk
Θ ,
coincides with (7.11). Let S denote a set of continuous sections of the continuous field of
order-unit spaces over N with fibers (Mndl )sa, where we understand M∞d = AΘ. We may
choose S = {(ρΘnl(σΘ(p)) + ρ
Θ
nl
(σΘ(p))
∗)l∈N : p ∈ Poly(x1, ..., x2d)}.
The following is a consequence of these results with the same proofs as that of Lemma
5.17 and Proposition 6.11. The remark after Proposition 6.11 applies here as well.
Proposition 7.6. ({(Mnl, Lnl}l∈N,S) is a cb-continuous field of compact quantum metric
spaces.
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We consider a conditionally negative length function φn on Z
2d
n for n ∈ N as in Section
3. For example, we can take φn(k1, ..., k2d) = ψn(k1) + · · · + ψn(k2d), where ψn is given
in (2.5). We find a symmetric Markov semigroup on L(Z2dn ), which induces a symmetric
Markov semigroup on Mnd as in (5.3). Lemma 5.2 and Proposition 5.3 extend directly to
the current situation.
Theorem 7.7. There exists a sequence of matrix algebras Mndj converging to A
2d
Θ in the
R-cb quantum Gromov–Hausdorff distance.
Proof. First we need a tail estimate which is an extension of Theorem 6.12. This follows
the same proof as that of Theorem 6.12. Indeed, similar to the proof of Lemma 5.18,
given ε > 0, we may choose k and then define φnk,η(j1, ..., j2d) = ϕ
n
k,η(j1) · · ·ϕ
n
k,η(j2d), where
ϕnk,η(·) is the multiplier found in Lemma 4.4 and this time we take η ∈ (0,
ε
2d(2k+1)2d
). Then
we use (possibly extended versions of) Lemma 5.1, Lemma 5.4, Corollary 5.7, Proposition
5.3 (or Corollary 3.8) and Remark 3.10 as explained above. The rest of the argument is a
simple extension of the proof of Theorem 6.13. 
8. Application to Gromov–Hausdorff propinquity
In this section we work in the framework of Gromov–Hausdorff propinquity developed
by Latre´molie`re recently in [Lat15a,Lat16,Lat15b]. We will show that our previous results
on convergence of matrix algebras to rotation algebras actually hold in the strong sense of
Gromov–Hausdorff propinquity. For a fixed permissible function F (see [Lat15a, Definition
2.18]), denote by ΛF ((A,LA), (B,LB)) the Gromov–Hausdorff propinquity between two
compact quantum metric spaces, in the sense of [Lat15a, Definition 3.54]. Recall that
according to [Lat15a, Definition 3.42], if A and B are two unital C∗-algebras, a bridge γ =
(D,ω, πA, πB) is given by a unital C
∗-algebra D, two unital ∗-monomorphisms πA : A →֒ D
and πB : B →֒ D and ω ∈ D such that the set S(A|ω) := {ϕ ∈ S(D) : ∀d ∈ D,ϕ(d) =
ϕ(dω) = ϕ(ωd)} is not empty, where S(D) denotes the state space of D. In the following
let F : [0,∞)4 → [0,∞) be defined by F (x, y, lx, ly) = xly + ylx, for x, y, lx, ly ∈ [0,∞); see
Definition 2.18 in [Lat15a].
Lemma 8.1. Let (A, |||.|||A) and (B, |||.|||B) be two F -quasi-Leibniz compact quantum met-
ric spaces in the sense of [Lat15a, Definition 2.44]. If there exist ε > 0 and two unital
∗-monomorphisms πA : A →֒ B(H) and πB : B →֒ B(H) for some Hilbert space H such
that the following hold:
(1) For all a ∈ A such that |||a|||A ≤ 1, there exists b ∈ B such that |||b|||B ≤ 1 and
‖πA(a)− πB(b)‖B(H) ≤ ε.
(2) For all b ∈ B such that |||b|||B ≤ 1, there exists a ∈ A such that |||a|||A ≤ 1 and
‖πA(a)− πB(b)‖B(H) ≤ ε.
Then ΛF ((A, |||.|||A), (B, |||.|||B)) ≤ ε.
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Proof. We refine the proof of Lemma 3.79 in [Lat15a] by taking a trek (see Definition
3.49 in [Lat15a]) consisting of a single bridge (see Definition 3.42 in [Lat15a]), namely
γ = (B(H), id, πA, πB). Note that in this case, since any state on A or B can be extended
to a state on B(H), and for ω = id, S(A|ω) = S(B(H)), with the notation of [Lat15a],
we have the height ζ(γ||||.|||A, |||.|||B) = 0 ; see Definition 3.46 in [Lat15a]. On the other
hand, if (1) and (2) hold, then by definition, the reach ρ(γ||||.|||A, |||.|||B) ≤ ε (see Definition
3.45 in [Lat15a]). Now by Definitions 3.47 and 3.54 in the aforementioned paper, we have
ΛF ((A, |||.|||A), (B, |||.|||B)) ≤ ε. 
In Latre´molie`re’s original definition, if (A, |||.|||) is a quantum compact metric space
[Lat16], then A is a C∗-algebra instead of an order-unit space. If (A, |||.|||A) is a quantum
compact metric space, it is required that |||.||| vanishes exactly on scalars, i.e. |||.|||A is a
norm on A/C1. For our later development, it is convenient to write |||.|||Mm⊗A for the norm
|||.||| on Mm(A/C1). Clearly, |||.|||Mm⊗A vanishes on Mm ⊗ 1 and thus (Mm ⊗A, |||.|||Mm⊗A)
itself is not a quantum compact metric space. In order to work in the framework of
quantum Gromov–Hausdorff propinquity with matrix coefficients, however, we have to
modify Latre´molie`re’s original definition of the quantum Gromov–Hausdorff propinquity.
Note that the conditions (1) and (2) in Lemma 8.1 do not require that |||.||| vanishes only
on scalars.
Definition 8.2. Let (An, |||.|||An) and (B, |||.|||B) be F -quasi-Leibniz quantum compact
metric spaces in the sense of [Lat15a]. Let K be the space of compact operators on
ℓ2. We say (An, |||.|||An) converges to (B, |||.|||B) in strong quantum Gromov–Hausdorff
propinquity if for any ε > 0 there exists N > 0 such that for all n > N , there exist unital
∗-monomorphisms πAn : An →֒ B(H) and πB : B →֒ B(H) for some Hilbert space H with
the following properties:
(1) For all a ∈ K⊗An with |||a|||K⊗An ≤ 1, there exists b ∈ K⊗B such that |||b|||K⊗B ≤ 1
and ‖(id⊗πAn)(a)− (id⊗πB)(b)‖B(ℓ2⊗H) ≤ ε.
(2) For all b ∈ K⊗B with |||b|||K⊗B ≤ 1, there exists an ∈ K⊗An such that |||an|||K⊗An ≤
1 and ‖(id⊗πAn)(an)− (id⊗πB)(b)‖B(ℓ2⊗H) ≤ ε.
Thanks to Lemma 8.1, the notion of strong quantum Gromov–Hausdorff propinquity is
indeed stronger than the original definition of Gromov–Hausdorff propinquity.
Recall the definition ofA2d
Θ˜n
(n) in Proposition 7.5. By Definition 2.21 in [Lat15a] and the
existence of a derivation δ as defined in (3.4), (A2dΘ , |||.|||) and (A
2d
Θ˜n
(n), |||.|||) are Leibniz
pairs. Indeed, the conditions in the definition were proved in [JM10, JMP14]; see also
[Zen14] for more remarks on the Lip-norms. Furthermore, let δc and δr denote the column
and row structure derivations, respectively (see Lemma 3.5). Note that Remark 3.7 applies
to the algebra A2d
Θ˜n
(n) as well by choosing 2d generators. Then by (3.8), for x ∈ A2d
Θ˜n
(n),
n ∈ N, |||x||| = max{‖δc(x)‖, ‖δr(x)‖}. We choose the multiplier φnk,η on Z
2d
n as in the proof
of Theorem 7.7 with η = [2d(2k + 1)2d+1]−1 (or ε = (2k + 1)−1). By Lemma 3.9 and the
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choice of φnk,η, we have as in the proof of Proposition 5.18 ‖δ
c(Tφnk,η(x))‖ ≤ (1+ε)
2d‖δc(x)‖
for x ∈ A2d
Θ˜n
(n), n ∈ N (if n =∞, x ∈ A∞Θ ). It follows that
‖δc([1 + (2k + 1)−1]−2dTφnk,η(x))‖ ≤ ‖δ
c(x)‖.
Since x is a finite linear combination and limk→∞ |φnk,η(g)− 1| = 0 for any g ∈ Z
2d
n as in
the proof of Lemma 3.11, we have
lim
k→∞
‖δc(Tφnk,η(x))‖ = ‖δ
c(x)‖.
We deduce that
‖δc(x)‖ = sup{‖δc([1 + (2k + 1)−1]−2dTφnk,η(x))‖ : k ≥ 1, η = [2d(2k + 1)
2d+1]−1}.
But Tϕnk,η is a finite rank map and δ
c is continuous on a fixed finite-dimensional space.
A similar argument holds true for ‖δr(x)‖. It follows that |||·||| is a lower semicontinuous
Lip-norm. Therefore, by Definition 2.44 in [Lat15a] and by the choice of F , A2d
Θ˜n
(n) and
A2dΘ are F -quasi-Leibniz quantum compact metric spaces. Here, in fact they are Leibniz
quantum compact metric spaces. For notational convenience, we will write A2dΘ (n) or even
AΘ(n) for A
2d
Θ˜n
(n) in the following by abuse of notation.
Let uΘ1 (n), ..., u
Θ
2d(n) denote the generators of A
2d
Θ (n) and u
Θ
1 , ..., u
Θ
2d denote the genera-
tors of A2dΘ . In the following let
l = (l1, ..., l2d) ∈ Z
2d, λΘn (l) = u
Θ
1 (n)
l1...uΘ2d(n)
l2d and λΘ(l) = (uΘ1 )
l1 ...(uΘ2d)
l2d .
We understand that A2dΘ (∞) = A
2d
Θ and u
Θ
i (∞) = u
Θ
i , 1 ≤ i ≤ 2d, are the generators
of A2dΘ . We will also use frequently the following convention: Let B be a unital nuclear
C∗-algebra equipped with a tracial state τ . Suppose a Lip-norm |||.||| is defined on a dense
subalgebra of B. For a finite linear combination x =
∑
k ak ⊗ xk ∈ K ⊗ B, we write
x˚ =
∑
k ak ⊗ x˚k where x˚k is the mean-zero part of xk. Since the Lip-norms used here are
defined via ergodic semigroups, x˚ = x − (id⊗τ)(x). The set of mean-zero elements of B
will be denoted by B˚.
Lemma 8.3. Let m > 0 and ψ be the length function associated with the heat semigroup
that was introduced previously. There exists a constant C = C(m,ψ) such that for n > 2m
(including n =∞) and all y ∈ K ⊗AΛ
2d
m
Θ (n), we have ‖y˚‖K⊗AΛ
2d
m
Θ (n)
≤ C|||˚y|||
K⊗A
Λ2dm
Θ (n)
.
Proof. Recall from Section 3 the definition of ∇p(A2dΘ (n)). For x ∈ Sp(∇p(A
2d
Θ (n))), by
(3.7) we have
‖x‖Sp(∇p(A2dΘ (n))) = max{‖Γ(x, x)
1/2‖p, ‖Γ(x
∗, x∗)1/2‖p}.
Let p = 2 and x =
∑
k ak ⊗ λ
Θ
n (k) ∈ S2(∇2(A
2d
Θ (n))). Then we have
‖x‖2S2(∇2(A2dΘ (n)))
=
∑
k
‖ak‖
2
S2
ψ(k).
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Similar to (3.11), we define for fixed k,
φ : ∇2(A
2d
Θ (n))→ C,
∑
l
alλ
Θ
n (l) 7→ akψ(k).
Then we have ‖φ‖cb = ‖φ‖ ≤ 1. Note that by [Pis98, Lemma 1.7], we have
‖φ‖cb = ‖ idS2 ⊗φ : S2(∇2(A
2d
Θ (n)))→ S2‖ = ‖ idK⊗φ : K ⊗min ∇2(A
2d
Θ (n))→ K‖.
Hence, we have for x =
∑
k ak ⊗ λ
Θ
n (k) ∈ K ⊗min ∇2(A
2d
Θ (n)),
(8.1) sup
k
ψ(k)1/2‖ak‖K ≤ ‖x‖K⊗min∇2(A2dΘ (n)).
Let y =
∑
k∈Λ2dm
bkλ
Θ
n (k) ∈ ∇2(A
Λ2dm
Θ (n)). Define a map
ν : ∇2(A
Λ2dm
Θ (n))→ ℓ∞(Λ
2d
m )
by ν(y) = (bk)k∈Λ2dm and let µ be the inverse of ν. We have the following chain of maps
(AΛ
2d
m
Θ (n) ∩ A˚Θ(n), |||·|||)
id // ∇2(A
Λ2dm
Θ (n))
ν // ℓ∞(Λ
2d
m )
µ // (AΛ
2d
m
Θ (n), ‖ · ‖).
By Proposition 3.6, we have ‖ id : (AΛ
2d
m
Θ (n), |||·|||)→∇2(A
Λ2dm
Θ (n))‖cb ≤ c for some constant
c. We deduce from (8.1) that
‖ν : ∇2(A
Λ2dm
Θ (n))→ ℓ∞(Λ
2d
m )‖cb ≤
1
inf k∈Λ2dm
ψ(k)6=0
ψ(k)1/2
.
Moreover, ‖µ : ℓ∞(Λ2dm )→ A
Λ2dm
Θ (n)‖cb ≤ (2m+ 1)
2d, since the cardinality of Λ2dm is (2m+
1)2d. This proves that ‖µ ◦ ν ◦ id ‖cb ≤ C for some C = C(m,ψ) and all n > 2m. 
Suppose ε > 0, k ∈ N and ϕnk,η is the multiplier on Z
2d
n chosen as φ
n
k,η in the proof
of Theorem 7.7, which is supported on Λ2dm . We define the following multipliers for n >
2m,n ∈ N
Tϕnk,η(λ
Θ
n (l)) = ϕ
n
k,η(l)λ
Θ
n (l),
such that for n > 2m we have
‖Tϕnk,η : (A
2d
Θ (n), ‖.‖)→ (A
2d
Θ (n), ‖.‖)‖cb ≤ 1 + η,
and
‖Tϕk,η : (A
2d
Θ (n), |||.|||)→ (A
2d
Θ (n), |||.|||)‖cb ≤ 1 + η,
for all n > 2m,n ∈ N.
Corollary 8.4. There exists N > 0 such that the identity map (A˚2dΘ (n), |||.|||)→ (A˚
2d
Θ (n), ‖.‖)
is completely bounded uniformly for n > N including n =∞.
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Proof. Let ε > 0. From the proof of Theorem 7.7, we know that there exist η < ε, k = k(ε),
N > 0 and a multiplier ϕnk,η on A
2d
Θ (n) such that ‖Tϕnk,η‖cb ≤ 1 + ε for n > N . Using the
same argument as that of Theorem 6.12, we have for n > N ,
‖ id−Tϕnk,η : (A
2d
Θ (n), |||.|||)→ (A
2d
Θ (n), ‖.‖)‖cb ≤ ε.
Let ε = 1 and supp(ϕnk,η) = Λ
2d
m , for some m = m(k, η) independent of n. Then by Lemma
8.3, we have
‖ id : (AΛ
2d
m
Θ (n) ∩ A˚Θ(n), |||.|||)→ (A
Λ2dm
Θ (n) ∩ A˚Θ(n), ‖.‖)‖cb ≤ C(m,ψ),
where C(m,ψ) is the constant in Lemma 8.3. Using these facts together with Lemma 3.9
for x =
∑
k ak ⊗ xk ∈ K ⊗A
2d
Θ (n), where xk’s are mean-zero elements, we have
‖x‖K⊗A2dΘ (n) ≤ ‖x− Tϕ
n
k,η
(x)‖K⊗A2dΘ (n) + ‖Tϕ
n
k,η
(x)‖K⊗A2dΘ (n)
≤ |||x|||K⊗A2dΘ (n)
+ C(m,ψ)|||Tϕnk,η(x)|||K⊗A2dΘ (n)
≤ (1 + 2C(m,ψ))|||x|||K⊗A2dΘ (n)
.
Hence
sup
n
‖ id : (A˚2dΘ (n), |||.|||)→ (A˚
2d
Θ (n), ‖.‖)‖cb ≤ c,
for some constant c independent of n. 
Let nj be the subsequence we found in the proof of Proposition 7.5. Then we have
C∗(ρΘnj (A
∞
Θ )) =Mndj , and A
2d
Θ (nj) ≃Mndj . Let Bnj and B∞ denote the spaces A
2d
Θ (nj) and
A2dΘ , respectively. In the following we use the index n instead of nj for simplicity. For any
m > 0, let Bmn and B
m
∞ denote the subspaces A
Λ2dm
Θ (n) and A
Λ2dm
Θ , respectively.
Recall the subspace of noncommutative Laurent polynomials with constant coefficients
Poly(x1, ..., x2d) =
⋃
k≥1
{p =
∑
|i1|,...,|i2d|≤k
ai1...i2dx
i1
1 ...x
i2d
2d : ai1...i2d ∈ C}.
To ease the notation we denote an element x =
∑
|i1|,...,|i2d|≤k
ai1...i2dx
i1
1 ...x
i2d
2d ∈ Poly(x1, ..., x2d)
by
∑
i∈Λ2dk
aix(i). Note that the space Poly(x1, ..., x2d) is a subspace of Polyϑ(x1, ..., x2d)
given in (5.16). Moreover, Poly(x1, ..., x2d) is a subspace in the full group C
∗-algebra
C∗(F2d) while Polyϑ(x1, ..., x2d) is not. We will write Poly for Poly(x1, ..., x2d) throughout
the rest of the paper for simplicity. Since we are now considering C∗-algebras instead of
order-unit spaces, it is more convenient to work with C∗(F2d) ⊃ Poly. Let g1,..., g2d denote
the generators of C∗(F2d). Define the following
∗-homomorphisms
σnΘ : C
∗(F2d)→ Bn, σΘ : C
∗(F2d)→ B∞
by σΘ(gi) = u
Θ
i and σ
n
Θ(gi) = u
Θ
i (n), for 1 ≤ i ≤ 2d and n ∈ N. Then we get a
∗-
homomorphism
σ•Θ : C
∗(F2d)→
∏
n
Bn = M∞
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defined by σ•Θ = (σ
n
Θ)n. Note that I = c0({Bn}) is an ideal in M∞. Hence we get the
quotient map q :M∞ →M∞/I. Since by Proposition 7.6, {(Bn)n∈N} is a continuous field
of C∗-algebras4 over N, we have
‖q ◦ σ•Θ(x)‖ = ‖σΘ(x)‖.(8.2)
Define Bˆ = q ◦σ•Θ(C
∗(F2d)). By (8.2), since norms on Bˆ and B∞ coincide, Bˆ is isomorphic
to B∞. Let
B = q−1(Bˆ) = {σ•Θ(a) + z : a ∈ C
∗(F2d), z ∈ I}.
B is the C∗-algebra generated by c0({Bn}) and σ•Θ(C
∗(F2d)). Then B is a C(N)-algebra
with fiber maps
ηn : B → Bn and η∞ = q|B : B → B∞,
where ηn is the projection of B onto Bn. That is, ηn((xj)j + z) = xn, for (xj)j ∈M∞ and
z ∈ I, and η∞(σ•Θ(x) + y) = σΘ(x), for x ∈ C
∗(F2d), y ∈ I. Then the following sequence
is exact
0→ I → B → Bˆ ∼= B∞ → 0.
Note that both I and B∞ are nuclear C
∗-algebras (recall that B∞ is an iterative crossed
product). Hence B is nuclear (see Proposition 10.1.3 in [BO08]). Therefore, similar to
Theorem 7.1, by the aforementioned result of Kirchberg and Blanchard (see Theorem
3.2 in [Bla97]), there exist a Hilbert space H and a faithful ∗-homomorphism π : B →
C(N)⊗ B(H). Note that π maps C(N) to C(N) canonically. Let ιn : Bn → B be defined
by ιn(y) = (yl)l∈N, where
yl =
{
y l = n,
0 else
for y ∈ Bn. Let evn : C(N)⊗B(H)→ B(H) be defined by evn(f) = f(n) for n ∈ N. Then
we get the following ∗-monomorphism
πn : Bn → B(H), x 7→ evn ◦ π ◦ ιn(x)
for n ∈ N. Let π˜∞ = ev∞ ◦ π : B → B(H). Note that B/I ≃ B∞ and that the kernel of
π˜∞ is I. Then there exists a
∗-monomorphism π∞ : B∞ → B(H) such that the following
diagram commutes:
B
π˜∞ //
q

B(H)
B/I ≃ B∞
π∞
88
4More precisely, Proposition 7.6 handles the self-adjoint elements of these algebras; however, the same
argument shows that {(Bn)n∈N} is a continuous field of C
∗-algebras over N with fibers Bn.
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In particular, for any a ∈ Poly we have
π∞(σΘ(a)) = π∞(q(σ
•
Θ(a))) = ev∞(π(σ
•
Θ(a)))(8.3)
= lim
n→∞
evn(π(σ
•
Θ(a)1{n})) = lim
n→∞
πn(σ
n
Θ(a)),
where 1{n} denotes the indicator function of {n}. The following diagram summarizes this
argument
M∞
q // M∞/I
C∗(F2d)
σ•Θ
dd❍❍❍❍❍❍❍❍❍
q◦σ•Θ
99ttttttttt
σ•Θ
zz✈✈
✈✈
✈✈
✈✈
✈✈ q◦σ•Θ
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
0 // I // B //
?
OO
Bˆ
?
OO
B∞ // 0
where the last row is short exact.
Lemma 8.5. With the notation above, the following hold:
(1) limn→∞ ‖πn(λΘn (l))− π∞(λ
Θ(l))‖ = 0.
(2) Let ε > 0 and m ∈ N. There exists N ∈ N such that for all n > N and x =∑
l∈Λ2dm
al ⊗ x(l) ∈ K ⊗ Poly, we have
‖ id⊗(πn ◦ σ
n
Θ)(x)− id⊗(π∞ ◦ σΘ)(x)‖B(ℓ2⊗H) ≤ ε sup
l∈Λ2dm
‖al‖K.
Proof. Note that (1) follows from (8.3). To prove (2), let ε > 0 and δ = ε
(2m+1)2d
. Using
(1) and the triangle inequality, there exists N ∈ N such that for all n > N , we have
‖ id⊗(πn ◦ σ
n
Θ)(x)− id⊗(π∞ ◦ σΘ)(x)‖ = ‖
∑
l∈Λ2dm
al ⊗ (πn(λ
Θ
n (l))− π∞(λ
Θ(l)))‖
≤ (
∑
l∈Λ2dm
‖al‖)δ ≤ (2m+ 1)
2d sup
l∈Λ2dm
‖al‖
ε
(2m+ 1)2d
= ε sup
l∈Λ2dm
‖al‖,
which proves the assertion. 
In the following, let πn and π∞ be the faithful
∗-homomorphisms as defined above.
Theorem 8.6. Let AΘ be an even-dimensional noncommutative torus. Then there exist
a sequence of matrix algebras with suitable Lip-norms converging to AΘ in the sense of
strong Gromov–Hausdorff propinquity.
Proof. Consider the bridge γ = (B(ℓ2 ⊗ H), id⊗π∞, id⊗πn, id). Then by Lemma 8.1, it
suffices to show that there exists a sequence nj such that for any ε > 0 the following hold:
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(1) For all a ∈ K⊗B∞ such that |||a||| ≤ 1, there exists b ∈ K⊗Bn such that |||b||| ≤ 1
and ‖ id⊗π∞(a)− id⊗πnj (b)‖ ≤ ε.
(2) For all b ∈ K⊗Bn such that |||b||| ≤ 1, there exists a ∈ K⊗B∞ such that |||a||| ≤ 1
and ‖ id⊗π∞(a)− id⊗πnj (b)‖ ≤ ε.
Let ε > 0. By Theorem 6.12, there exist 0 < η < ε, k = k(ε) and multipliers ϕnk,η on
Bn supported on Λ
2d
m , for some m = m(k, η) independent of n, such that ‖Tϕnk,η‖cb ≤ 1+ η
and for all n > 2m we have
‖ id−Tϕnk,η : (Bn, |||.|||)→ (Bn, ‖.‖)‖cb ≤
ε
4
.(8.4)
In the following, by abuse of notation, for all n ∈ N, we denote id⊗Tϕnk,η : (K⊗Bn, |||·|||)→
(K ⊗Bn, |||·|||) by Tϕnk,η . For any x in K ⊗ B
m
n or K ⊗B
m
∞, let xˆ denote the corresponding
element in K ⊗ Poly. Let δ < ε
4C(m,ψ)
, where C(m,ψ) is the constant from Lemma 8.3.
Using Lemma 8.5 (2) and Lemma 8.3, we can choose a subsequence nj such that for all
x ∈ K ⊗Bnj , by denoting x˜ = Tϕnjk,η
(˚x), we have
‖ id⊗(πnj ◦ σ
nj
Θ )(
ˆ˜x)− id⊗(π∞ ◦ σΘ)(ˆ˜x)‖B(ℓ2⊗H)(8.5)
≤ δ sup
l∈Λ2dm
‖al‖K ≤ δ‖x˜‖K⊗Bmnj ≤
ε
4
|||x˜|||K⊗Bmnj
,
where (al) are the coefficients of Tϕnjk,η
(˚x) =
∑
l∈Λ2dm
al⊗ λ
Θ
nj
(l). From now on we abuse the
notation and drop the index j of nj .
To prove (1), let a ∈ K ⊗ B∞ such that |||a||| ≤ 1. Let x = Tϕk,η (˚a) ∈ K ⊗ B
m
∞. Hence
xˆ ∈ K ⊗ Poly. Let b′ = id⊗σnΘ(xˆ) ∈ K ⊗ Bn. Clearly, x and b
′ are mean-zero. Then by
(8.4), (8.5) we have
‖ id⊗π∞(˚a)− id⊗πn(b
′)‖ = ‖ id⊗π∞(˚a)− id⊗(πn ◦ σ
n
Θ)(xˆ)‖
≤ ‖ id⊗π∞(˚a)− id⊗(π∞ ◦ σΘ)(xˆ)‖
+ ‖ id⊗(π∞ ◦ σΘ)(xˆ)− id⊗(πn ⊗ σ
n
Θ)(xˆ)‖
≤ ‖˚a− Tϕk,η (˚a)‖+
ε
4
|||Tϕk,η (˚a)|||
≤
ε
4
|||a|||+
ε
4
(1 + η)|||a||| ≤
3ε
4
|||a|||.
By Corollary 8.4, ‖b′‖ = ‖b˚′‖ ≤ K|||b′||| for some absolute constant K. If |||b′||| = 0, then
b′ = 0 and b = (1 ⊗ τ)(a)1 satisfies (1). Suppose |||b′||| 6= 0. Let b = |||x|||
1+η
b′
|||b′||| . Then
|||b||| = |||x|||
1+η
≤ 1. Recall from the discussion after Proposition 7.5 that for ε′ > 0, the map
ρΘn : B
m
∞ → B
m
n is a 1 + ε
′ Lip-isometry. Let ε′ = η. Note that b′ = id⊗ρΘn (σΘ(xˆ)). Hence,
(1 − η)|||x||| ≤ |||b′||| ≤ (1 + η)|||x|||. Combining with |||x||| ≤ 1 + η and ‖b′‖ ≤ K|||b′|||, we
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have
‖b′ − b‖ =
|(1 + η)|||b′||| − |||x||||
(1 + η)|||b′|||
‖b′‖ ≤
(η2 + 2η)|||x|||
1 + η
‖b′‖
|||b′|||
≤ K(η2 + 2η).
Therefore, if we choose η small enough, we have
‖ id⊗πn(b)− id⊗πn(b
′)‖ ≤ ‖b− b′‖ ≤ K(η2 + 2η) ≤
ε
4
.
By the triangle inequality, b+ (1⊗ τ)(a) verifies (1).
To prove (2), let b ∈ K ⊗ Bn be such that |||b||| ≤ 1 and
b′ = Tϕnk,η (˚b) =
∑
06=l∈Λ2dm
al ⊗ λ
Θ
n (l) ∈ K ⊗ Bn.
Then by (8.4), we have ‖˚b − b′‖ ≤ ε
4
|||b|||. Let bˆ′ =
∑
l∈Λ2m
al ⊗ x(l) be the corresponding
element in K ⊗ Poly. Choose a′ = σΘ(bˆ′) ∈ K ⊗ B∞. Clearly, b′ and a′ are mean-zero.
Then using (8.5), we get
‖ id⊗π∞(a
′)− id⊗πn(˚b)‖ ≤ ‖ id⊗(π∞ ◦ σΘ)(bˆ′)− id⊗(πn ◦ σ
n
Θ)(bˆ
′)‖
+ ‖ id⊗(πn ◦ σ
n
Θ)(bˆ
′)− id⊗πn(˚b)‖
≤
ε
4
|||b′|||+ ‖˚b− b′‖ ≤
ε(1 + η) + ε
4
|||b|||.
If |||a′||| = 0, then a′ = 0 and a = (1 ⊗ τ)(b) verifies (2). Suppose |||a′||| 6= 0. Let
a = |||b
′|||
1+η
a′
|||a′||| . Similar to (1), using the fact that (ρ
Θ
n )
−1 is a 1 + η Lip-isometry, we get
‖a′ − a‖ ≤ K(η2 + 2η). Therefore, choosing η small enough, we get
‖ id⊗π∞(a)− id⊗π∞(a
′)‖ ≤ ‖a− a′‖ ≤ K(η2 + 2η) ≤
ε
4
.
By the triangle inequality, a + (1⊗ τ)(b) verifies (2).
(1) and (2) together with Lemma 8.1 prove the assertion. 
Remark 8.7. In Sections 4 and 5, we chose p > 2 for our estimates. Note that in the
higher-dimensional case, the choice of p depends on the dimension of the rotation algebra
and the choice of the semigroup.
Let us conclude this paper by describing the common metric space in which the Gromov–
Hausdorff distance is realized. It turns out that this metric space is the dual unit ball of
Bn-B∞ bimodule given by a derivation.
Lemma 8.8. Let δ1 and δ2 be two derivations on the C
∗-algebras A and B, respectively,
and π1 : A→ B(H), π2 : B → B(H) be two ∗-homomorphisms. Let λ > 0. Then
δ(a, b) =

δ1(a) 0 00 δ2(b) 0
0 0 λ(π1(a)− π2(b))


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is a derivation on A⊕ B with left and right actions respectively given by
̺l(a, b) =

a 0 00 b 0
0 0 π1(a)

 , ̺r(a, b) =

a 0 00 b 0
0 0 π2(b)

 .
Proof. It is a direct calculation. Let a, a′ ∈ A and b, b′ ∈ B. Then
δ[(a, b) · (a′, b′)] = δ(aa′, bb′)
=

aδ1(a′) + δ(a)a′ 0 00 bδ2(b′) + δ2(b)b′ 0
0 0 λ(π1(a)π1(a
′)− π2(b)π2(b′))

 .
This clearly coincides with ̺l(a, b)δ(a
′, b′) + δ(a, b)̺r(a
′, b′) by the definition of left and
right actions. 
Let us recall that the matrix Lip norms are given by two derivations δr and δc (see
Lemma 3.5). Let σ (resp. id) denote the left (resp. right) action of Bn on H
c
ψ ⊗ Bn as
given in (3.5). Note that σ(x∗)∗ = σ(x). Hence,
vn(x) =
(
0 δc(x∗)∗
δc(x) 0
)
is a derivation with actions given by σ˜(x) =
(
x 0
0 σ(x)
)
. The same is true for n =∞.
For a ∈ Bn and b ∈ B∞, by Lemma 8.8
δ(a, b) =

vn(a) 0 00 v∞(b) 0
0 0 1
ε
(πn(a)− π∞(b))


defines a derivation on Bn ⊕ B∞. We use the operator space
X = {δ(a, b) : a ∈ Bn, b ∈ B∞}.
Inspired by [Lat16], it is now easy to describe the Lipschitz embeddings of the state
spaces. Recall the faithful ∗-homomorphisms πn and π∞ defined as above. By abuse
of notation, let H denote the Hilbert space on which both Bn and B∞ are faithfully
represented by πn and π∞, respectively.
Theorem 8.9. The maps qn : X → (Bn, |||·|||) and q∞ : X → (B∞, |||·|||) defined by
qn(δ(a, b)) = a˚, q∞(δ(a, b)) = b˚,
respectively, are complete quotient maps. Moreover, we have
distH(q
∗
n(S(Bn)), q
∗
∞(S(B∞))) ≤ ε.
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Proof. Note that if δ(a, b) = δ(a′, b′), then δc(a) = δc(a′) and δc(b) = δc(b′). It follows that
a˚ = a˚′ and b˚ = b˚′. Hence, qn and q∞ are well-defined. By Theorem 8.6, for all a ∈ Bn
with |||a||| ≤ 1, there exists b ∈ B∞ with |||b||| ≤ 1 such that ‖π∞(a) − πn(b)‖ ≤ ε. Hence
‖δ(a, b)‖ ≤ 1. Similarly for all b ∈ B∞ with |||b||| ≤ 1, there exists a ∈ Bn with |||a||| ≤ 1
such that ‖π∞(a) − πn(b)‖ ≤ ε. Moreover, these hold in the matrix-valued case as well.
Hence qn and q∞ are complete surjections.
Let φ ∈ S(Bn) be a state. Since πn(Bn) ⊂ B(H) and πn is faithful, we can find a
Hahn–Banach extension φˆ ∈ B(H)∗ of φ. For b ∈ B∞, we may define ψ(b) = φˆ(π∞(b)).
Then we have
|q∗n(φ)(δ(a, b))− q
∗
∞(ψ)(δ(a, b))| = |φ(˚a)− ψ(˚b)|
= |φˆ(πn(˚a))− φˆ(π∞(˚b))|
≤ ε‖φˆ‖
‖πn(a)− π∞(b)‖
ε
≤ ε‖δ(a, b)‖X .
By interchanging the roles of Bn and B∞, we get distH(q
∗
n(S(Bn)), q
∗
∞(S(B∞))) ≤ ε. 
Remark 8.10. The conclusion of Theorem 8.9 can be extended to state spaces on Mr(Bn)
and Mr(B∞). However, for matrix-valued quantum compact metric spaces, some adjust-
ments are in order. We are grateful to one of the referees for emphasizing this point. In
the scalar valued case it is usually assumed that only for multiple of the identity the Lip-
schitz norm vanishes. Let A be a C∗-algebra and A a dense subalgebra of A on which the
Lip-norm ‖.‖Lip is defined. Following the Banach space tradition, we shall then consider
(A, ‖.‖Lip) as the quotient space A/N , assuming that
N = {x ∈ A : ‖x‖Lip = 0}
is a linear subspace. However, if we understand (A, ‖.‖Lip) as such a quotient space, we
no longer have an inclusion A ⊂ A, and we may no longer follow Rieffel’s definition of
compactness. This can be easily corrected. Let E(x) = φ0(x)1 be a completely positive
conditional expectation onto C1, where φ0 is a state. Then the map id−E vanishes on
C1 and hence we obtain a lift
A

id−E // A
A/N 
 // A/N
îd−E
==④④④④④④④④
In our case the map is the one sending mean-zero elements into A and A/N is the closure
of the linear span of elements not involving 1. The map E depends on the choice of φ0,
and induces the modified metric
dLip(φ, ψ) = ‖(φ− φ ◦ E)− (ψ − ψ ◦ E)‖(A/N,‖.‖Lip)∗ .
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Note however, that in the weak∗ topology the affine map T (φ) = φ− φ ◦ E = φ − φ0 is a
homeomorphism.
For matrix-valued quantum metric spaces, we expect that elements Mm ⊗ 1 ⊂ Mm(A)
have Lipschitz norm 0. And for compatible matrix-valued spaces, in an ‘ergodic situation’,
we should expect that the null space N(Mm(A)) = Mm(N(A)) = Mm⊗ 1 is exactly given
by this null space. In this situation the operator space associated to the ‘operator-Lipschitz
norm’ is the quotient space (Mm(A/N), |||.|||m), not the subspace. Here |||.|||m is the sequence
of matrix norms which define the operator space structure of A/N such that |||.|||1 = ‖.‖Lip.
Of course, we may still have another copy of (Mm(A/N), |||.|||m) insideMm(A) via the map
îd−E. Strictly speaking, without such a choice of E it is even problematic to say what it
means to restrict a state to the Lipschitz normed space A. However, (îd−E)∗ is always
well-defined in Rieffel’s setting. Thus for matrix-valued states φ, ψ ∈ (Mm(A))∗ we should
consider the Lipschitz metric
dLip(φ, ψ) = ‖(φ− E
m(φ))− (ψ −Em(ψ))‖(Mm(A/N),|||.|||m)∗ .
Here Em = (idMm ⊗E)
∗ is the adjoint of the amplification. This operator space modifica-
tion, could also serve as a model for quantum metric spaces with a non-trivial null space for
the Lipschitz norm and it seems that the ‘inclusion map’ ι : A/N → A should be part of the
given data. Note that here we have [idMm ⊗(id−E)]
∗(φ) = φ−φ◦(idMm ⊗E) = φ−E
m(φ).
Let us return to the setting of Theorem 8.9. Let E(x) = τ(x) for x ∈ Bn, n ∈ N, where
τ is the tracial state on Bn. Let q˜n = (id−E)qn : X → Bn. Using conditions (1) and (2)
in Theorem 8.6 and following the argument of Theorem 8.9, we have
distH((idMr ⊗q˜n)
∗[S(Mr(Bn))], (idMr ⊗q˜∞)
∗[S(Mr(B∞)]) ≤ ε,
where S(Mr(Bn)) denotes the state space of Mr(Bn).
Remark 8.11. For the case d = 1, we can explicitly construct the ∗-homomorphisms πn
and π∞ of Theorem 8.6; see Section 4.
Usually in the commutative case, derivations and their modules are given by vector bun-
dles and therefore they have a geometric meaning. It would be interesting to understand
the geometric interpretation of the distance estimates obtained above.
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