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CHAPTER 1
Introduction
Most of modern worlds technology is based on solid state physics and to huge parts
on semiconductor materials. These materials are very versatile since their optical and
electrical properties can be modified by doping as well as ny chemical and structural
engineering.
Albeit their optical and electrical properties are typically in focus of investigations, the
actual fabrication of these materials and their atomic arrangements are of great relevance
for current and future technologies where the scale of devices approaches the low nanometer
regime. The functionality of such devices is based on only a few atoms and their particu-
lar arrangement. With the ongoing miniaturization of electronic and electromechanical
structures the need for nano-scale and atomic-scale characterization has therefore been
increasing continuously.
Over almost one century electron microscopes have been shown to be suitable devices
to research all kinds of subjects. In particular, the transmission electron microscope
(TEM) has been capable to resolve atomic structures on a regular basis for several decades.
Nonetheless, the advent of spherical aberration correction has enabled researchers to use
TEMs and their images more quantitatively. The resolutions achievable by modern (scan-
ning) TEMs is in the order of 50 pm to 100 pm and therefore far below the binding distance
of most solids. In addition, the increasing computational power has enabled the connection
between sophisticated image simulations and precise experimental measurements.
Although the quantitative agreement between simulation and experiment is in good for
simple systems of only a few nanometer size1,2, many materials are experimentally more
challenging. In practice, bulk materials have to be thinned to thicknesses of only a few
tens of nanometers in order to be suitable for atomic resolution (S)TEM measurements.
This procedure is very critical and great care has to be taken that the properties of a thin
TEM specimen lead to the properties of the pristine bulk structure.
In this thesis several techniques have been developed, applied or extended that are con-
nected to the intrinsic challenges that these thinning procedures imply. The investigations
range from ion beam damage, to oxide layers to strain relaxations and their implications on
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various imaging techniques as well the interpretation of measurement data. Furthermore,
several aspects of practical microscopy with an aberration corrected (S)TEM have been
investigated. The effects of finite electron emitter sizes, imperfect chromaticity as well as
as their implications on data analysis are illustrated.
The inclusion of these features is shown to provide high quality agreement between ex-
periment and simulation even for complex and thick specimens. The robustness is shown
in the case of a three-dimensional structure restoration of the antiphase boundary defect
seen in gallium phosphide on silicon to nearly atomic precision.
CHAPTER 2
Physical background
2.1 Materials
The material systems investigated in this thesis are inorganic semiconductor materials that
are commonly used in various applications ranging from electronics to light emitting diodes.
Many of these semiconductor materials consists of either group-IV elements like silicon, or
are compound semiconductors made from a group-III and -V atom, respectively. These
III/V-semiconductors share almost the same crystal symmetry as IV/IV-semiconductors.
The latter is arranged in a so-called diamond structure, whereas the III/V semiconductors
crystallize predominantly in zincblende structure. The only difference between these two
structures is the basis atom set. Both can be composed from a face centered cubic lattice
that is decorated by a two atomic basis. This basis contains two identical atoms in the
diamond structure as e.g. in silicon (Si), and a group-III and group-V in zincblende as for
e.g. in gallium phosphide (GaP). The two basis atoms are shifted by one forth of the unit
cells diagonal with respect to each other.
The combination of different types of these inorganic semiconductors allows the design of
optical and electronic properties as suited for a given application. One common method
of creating complex material systems with different layer structures is the metal-organic
vapor phase epitaxy (MOVPE) where gaseous precursor molecules are injected into a
growth chamber where a heated substrate is located. The precursor molecules decompose
at the surface of the substrate and the metallic elements form crystalline layers.
Albeit this monolithic growth of complex layer structures is possible, several aspects need
to be taken into account. For one, even though the crystallographic symmetry of III/V
and IV/IV semiconductors is nearly identical, the equilibrium bond lengths of various
compounds can differ significantly. During heteroepitaxy – the growth of layers from
different materials – the epitaxial layers are usually strained due to the need of in-plane
lattice matching during growth. The mechanism of strain compensation in these systems
is typically known as tetragonal distortion since the out-of-plane direction of the initially
cubic crystal is either elongated or compressed. This distortion can be calculated from
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basic linear elastic theory as shown by Hagen et al.3. A more detailed description of
build-in strain and the boundary conditions will be given in sections 2.1.2 and 3.2 where
the methodology of strain calculation and simulation is elucidated.
Although the crystallographic appearance of III/V- and elemental semiconductors is similar
during growth, the two-atom basis of the zincblende structure can produce an antiphase
boundary (APB). This APB is a planar defect that separates two crystal phases that
terminate at either gallium or phosphorous atoms with respect to the surface silicon atoms.
2.1.1 Antiphase Domain Defect
The origin of this effect is the surface structure of the silicon surface4. As illustrated
on the left hand side of figure 2.1 the zincblende structure starts to bind with a given
type of element. In the case of a silicon monoatomic step terrace the GaP layer growth
is shifted by an atomic layer. Due to its two-atomic basis the neighboring domains have
to form P-P and Ga-Ga bonds. The phase with a majority of crystal coverage is called
mainphase whereas the minority phase is called antiphase. The two domains are separated
by a planar defect that is called antiphase boundary (APB).
Figure 2.1: The mainphase crystal of GaP is separated from the APD by the APB. The
origin of this defect is the monoatomic step on the silicon surface. The boundary contains
P-P and Ga-Ga bonds that are not present in ideal binary crystals.
Figure 2.1 shows one type of possible APB formation. Depending on the lateral extension
of the silicon terraces other geometries of APBs can occur. Previous studies5,6 show that
the exact silicon-(001) surfaces treated as described by Volz et al.7 produces terraces that
show a more complex triangular surface pattern. On these substrates the APBs form
pyramidal structures.
Since the APBs consist of a given number of wrong bonds they accumulate charge that
is dependent on the actual APD geometry and the resulting destibution of wrong bonds.
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Purely energy based DFT calculations have been carried out by Rubel et al.8 that indicate
that some APB inclination angles are more favorable than others. Providing a framework
of investigating the atomic configurations on these APBs is subject of the publication 6.1.2.
2.1.2 Elastic Theory
Since in heteroepitaxy built-in strain is almost inevitable and causes the tetragonal
distortion commonly observed3, its theoretical treatment will be introduced in the following.
The strain that typically occurs by the lattice deformation during epitaxial growth of
heterostructures is in the order of a few percent of the original lattice constant. Assuming
the case of a perfectly coherent growth without plastic crystal relaxation and the resulting
generation of defects, the linear elastic continuum theory can be applied.
The macroscopic form of the elastic theory of small elongations is known as Hooke’s law,
which relates the Force F needed to extend a spring with a given spring constant k by a
length x in a linear way:
~F = k ~x.
In the continuum elastic model that is applied to simulated elastic relaxation in the case of
thin specimens the forces are typically shear and normal forces σ that occur as a result of
bonding of atoms. The general form of the continuum elastic theory is therefore described
by a matrix equation containing the so-called elasticity tensor C and the strain ε:
~σ = C~ε
Although a TEM specimen is very thin and contains only a few tens to hundreds of atoms
along the transmission direction, it is shown that the general concept of elastic theory
can in principle be applied to nanoscale and micro structures9. Due to the different
crystallographic orientations the strain state is altered depending on the length scale of
different dimensions. In particular the thinning of TEM specimens causes an orientation
depended deformation of multilayer structures that could be observed for conventional
TEM investigations10,11.
Since only simple systems can be treated analytically the elastic relaxation of built-in strain
is carried out numerically. One of the most popular approaches for the calculation of strain
states in complex geometries is called finite elements analysis (FEA). This technique is a
numerical concept for solving systems of differential equations that is based on dividing
the geometry into finite sections of simple blocks. It can be applied to various physical
problems. These finite elements can be treated according to the relevant physical aspects
by Ansatz-functions that include the response characteristic of the element considering
the initial starting as well as boundary conditions12. The result of this treatment is a
finite set of differential equations that can be solved to produce an approximation of the
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ideal solution.
The practical implementation is discussed in more detail in section 3.2.
2.2 Transmission Electron Microscopy
In this thesis electron microscopy and in particular transmission electron microscopy (TEM)
is primarily used. The basic principle involves a electron source and and high voltage
electric field accelerating the emitted electrons towards the specimen. A complex system
of magnetic lenses and auxiliary coils are utilized to deflect and focus the electron flux
within the microscope column. A plethora of secondary signals is generated after the
specimen interaction. Depending on the desired information various detection methods
can be used to form images or spectra revealing different material properties.
At first the electron matter interaction will be discussed. Thereafter the electron optical
system and aberrations are elucidated. Finally the conventional high resolution TEM
mode as well as the scanning TEM (STEM) mode are explained.
2.2.1 Electron Matter Interaction
The interaction of high energy electrons with matter generates many different secondary
signals. It is expedient to consider this interaction independently in either the electron
particle framework or the electron wave description.
The scattering can be divided into elastic scattering (δE ≈ 0) usually with the atom
nucleus and inelastic scattering due to electron-electron interaction.
2.2.1.1 Elastic Scattering
Elastic scattering involves a negligible energy loss compared to the primary electron energy
and is caused by the interaction with the (screened) electrostatic atomic potential. This
scattering can be seen in the framework of the famous Rutherford scattering13 – where
α particles are scattered mainly by the atomic nuclei of a gold foil – since the deflection is
caused by the atomic potentials as well. The differential scattering cross-section
(
dσ
dΩ
)
is
the scattering probability (σ) per solid-angle element (Ω) and given by
( dσ
dΩ
)
Ruth
=
(
1
4pi0
Z1Z2e2
4E0
)2 1
sin4
(
ϑ
2
) ,
with Z1 and Z2 being the charge of each particle and E0 the energy of the projectile.
However, this approximation is neither including the relativistic corrections needed for high
energy electrons, the magnetic moment of the electron nor the screening of the naked atom
core potential by its shell electrons. Based upon general scattering theory the differential
scattering cross-section can be expressed in a general form including deviations from an
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ideal Coulomb interaction ( dσ
dΩ
)
θ
=
( dσ
dΩ
)
Coul
· |F (~q)|2,
with an atomic form factor F (~q) which is the Fourier Transform of the atomic charge
distribution. In practice the atomic potentials are derived from ab-initio relativistic
Hartree Fock calculations14. There are several parameterizations15–17 with the values pro-
vided by Doyle and Turner15 being considered to be among the most accurate14 especially
for the commonly used high-angle scattering. Nonetheless, more recent calculations17
show to be in better agreement with experiments than those of Doyle and Turner.
It is worth noting most methods are based on the first order perturbation approximation
(Born-approximation) which is not applicable for either heavy elements or low kinetic
energies18. A practical threshold is given by
Zvalid ≈ 137 ·
(
v
c
)
,
with the relativistic electron velocity v and the vacuum speed of light c. This criterion con-
veniently holds true for all stable elements in the case of 200 keV microscopes (Zcrit. = 95).
2.2.1.2 Diffraction
In crystals the elastic scattering is altered from the single scattering due to the periodic
arrangement of atoms. In addition to the atomic form factor – the Fourier transform
of the atomic charge distribution – the structure factor describes the shape of charge
distributions, i.e. the atom positions, in the crystal. Due to the periodic arrangement, the
structure factor shows high intensities based on the reciprocal lattice of the crystal where
the scattered wavelets are in phase and therefore causing constructive interference.
In analogy to the constructive X-ray scattering condition described by Bragg19 bright
diffraction spots (parallel illumination, TEM mode) representing the crystal lattice are
referred to as Bragg spots. The intensity of these spots is in general dependent on the
crystal orientation with respect to the impinging beam and is furthermore complicated by
the periodic occurrence of atom sites in transmission direction. In order to address this
issue systematically, the concept of an extinction length ζg for each diffraction spot can
be introduced. The extinction length describes the length where destructive interference
of diffraction from a set of lattice planes leads to the extinction of the diffraction spots.
It is worth noting that ζg is in the range of several tens of nm up to a few hundred nm
and depends on the electron energy of the impinging beam20. This effect has strong
implications for the image contrast in the conventional TEM as well as on all diffraction
techniques. Its effect is noticeable as a depth dependent intensity variation even in STEM
imaging as shown in section 4.4.
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2.2.1.3 Thermal Diffuse Scattering
Since most (S)TEM experiments are carried out at room temperature the atoms are
displaced from their equilibrium positions due to thermal vibrations. The vibration ener-
gies are expressed in terms of quantized energies called phonons. The electron-phonon
interaction energy is in the order of several meV and its impact on electron energies can
only be measured in very special (S)TEMs21.
Nonetheless, the displacement of the atoms itself results in so-called thermal diffuse scat-
tering (TDS). This displacement can be modeled as random displacement from the center
position based on a normal distribution according to the so-called Debye-Waller factor
(DWF)22 given for many material systems23. These displacements are contributing to
the scattering background especially for high angles14,24. Albeit the calculation of the
interaction of electrons with real correlated lattice vibrations is complex23 and difficult to
calculate for alloys25, the main impact on image contrast is the introduction of aforemen-
tioned TDS and is shown to be in good agreement with experiments26.
The displacements are typically incorporated in the multi-slice approach within the so-called
frozen lattice approximation that is based on independent movement according to the
DWF. Further technical aspects of this procedure are described in section 2.2.3 and 3.5.
2.2.1.4 Inelastic Scattering
The inelastic scattering spectrum can be divided into the interaction with inner and
outer shell electrons. The inner shell interactions can be identified in electron energy loss
spectroscopy (EELS) by their characteristic appearance as edges closely related to the
characteristic X-ray emission and are spread over a range of several keV energy losses
depending on the binding energy of the respective electrons. The outer shell interactions,
on the other hand, typically result in an energy loss of below 100 eV20 and are by far the
dominant inelastic scattering process of high energy electrons in matter.
The outer shell interaction is typically referred to as plasmon interaction. This scattering
with the collective (nearly-)free outer shell electrons can be described most conveniently
for metals in terms of a free electron gas of the jellium model27.
The total mean free path of inelastic scattering is typically used to measure thicknesses of
thin TEM specimens20.
2.2.2 Electron Optics
Electron optics are based on the deflection of electrons by either magnetic or electric fields.
In practice, most electron lenses for high voltage microscopes are based on electromagnetic
focusing. The main lenses are strong electromagnetic round lenses whose magnetic field
~B deflects the trajectory of the incoming electrons with velocity ~v due to the Lorentz
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force ~F :
~F = −e
(
~v × ~B
)
.
In a magnetic field the electron is therefore moving on a helical path within the pole piece.
Since the magnetic field strength is proportional to the current applied to the winding the
lenses have – in contrast to light optics – a variable focal length providing flexibility and
simple switching of operation modii.
The general conception of electron microscopes can be treated in close analogy to light
optics28. In fact, in both fields the wave properties can be neglected when considering the
optical transfer system which is large compared to the wavelength of the particle. This is
even more true for electron optics due to the much smaller wavelength of electrons. In fact,
the whole optics of the microscope can be accurately described by so-called geometrical
electron optics ignoring time dependence of propagation as well as all electron interference
effects. Even in the case of electron matter interaction the particle picture can be used
to describe a multitude of interaction properties. Nonetheless, accurate wave mechanics
always include the results of geometrical optics but are much harder to simulate and
comprehend due to the complex interference terms.
Similar to the geometric light optics the path of the electron is determined by the principle
of least action which is formulated as Fermat’s principle. It states that the light follows
the shortest optical path. In analogy to Snellius law of light optics a refractive index can
be derived for electromagnetic lenses28. It is worth noting that the refractive index for
electrons in a magnetic field is in general both inhomogenous and anisotropic and therefore
very different to the comparatively perfect glass lenses used in light optics.
With this analogy basically all concepts of geometrical light optics can be used for charged
particle optics. It was shown that all symmetrical magnetic round lenses act as convergent
lenses29. Hence, in later schematics electromagnetic lenses will be illustrated as double
convex glass lenses.
It is clear that real imaging systems are never perfect and imperfections are affecting
practical microscopy. This is in particular relevant to electron microscopes since the
inhomogeneity of the magnetic fields is much more severe than for typical glass lenses. In
the following paragraph the concept of aberrations will be introduced since its correction
is key to quantitative atomic resolution microscopy.
2.2.2.1 Aberrations
In order to describe aberration correction it is useful to elucidate the origin and typical
characteristics of magnetic lens aberrations. As shown by Busch29 an impinging electron
under a given angle is always deflected back to a point on the optical axis for a homogeneous
magnetic field of sufficient strength. This distance lz is determined by the electron rest
mass m0, the relativistic speed v, the electron charge e and the magnetic field component
10 Chapter 2 Physical background
along the optical axis Bz:
lz = τv cos γ =
2pim0v
eBz
cos γ.
Using the paraxial approximation the ideal Gaussian image plane can be introduced as
the plane where electrons with flat trajectories (small γ) are focused to:
l0 =
2pim0v
eBz
.
Deviations of this paraxial approximation can be treated by utilizing series expansions of
the angular dependence. In this simple rotational symmetric constant field a second order
Taylor expansion is suitable.
lz =
2pim0v
eBz
(
1− 12γ
2
)
The deviation ∆l = lz − l0 is called longitudinal spherical aberration and results in image
blurring at the Gaussian image plane of rS = ∆l tan γ ≈ −12 l0γ3 as illustrated in 2.2. The
spherical aberration rS is determined by a lens dependent coefficient −l0/2 as well as
a angular dependence to the power of three. The aberration is therefore classified as a
third-order aberration. This aberration was for decades the resolution limiting factor for
transmission electron microscopy, since it was intrinsic to all magnetic round lenses. Only
the invention and construction of modern aberration correctors removed the resolution
constraints by introduction additional correction lenses. More details on the corrector
design and the functioning will be given in section 2.2.2.2.
Figure 2.2: The longitudinal spherical aberration leads to a lateral blurring of the image
from P0 at the gaussian image plane P1.
It is clear that a more systematic approach is necessary to characterize the total of
aberrations in a complex lens system like a modern (S)TEM. Hereto, it is instructive to see
a magnetic lens as a black-box which processes input into output. The rules of this transfer
are subsumed by a (complex) characteristic transfer function t that affects amplitude and
phase of the impinging electron. In a general form it can be shown that the resulting wave
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Ψi(~r) can be described by a convolution of the initial wave with the transfer function in
real space. Since electrons do not get lost in a strong magnetic lens the amplitude of the
wave should not be affected. On the other hand the angular dependence of the impinging
electrons and the shape of the magnetic field lead to different path lengths through the
lens system. This path difference can be expressed as a phase difference and has the form
tL(~q) = exp
(
−2pii
λ
χ (~q)
)
in momentum space. The wave aberration function χ as well as the electron wavelength
λ determine the phase shift ω:
ω (~q) = 2pi
λ
χ (~q) .
The wave aberration function can be written as a series expansion where each term repre-
sents aberration types. Theoretically, one has to distinguish between symmetry permitted
aberrations of round lenses and parasitic aberrations due to mechanical imperfections of
magnetic lenses. In practice both coexist and either type can be resolution limiting. The
most prominent type of parasitic aberration is the twofold axial astigmatism that typically
leads to elongated imaging points.
In total the wave aberration function is distorting the initially spherical wave front of a
point source as illustrated in fig. 2.3.
Figure 2.3: The wave aberration function leads to an imperfect wave front that leads to a
image spread at P1.
It is worth noting that the further description of aberrations will only be including
so called axial aberrations. The off-axis aberrations can typically be neglected since the
typical field of view of a transmission electron microscope is much smaller than the bore of
the high resolution objective lens which leads to the the validity of the so-called isoplanatic
approximation e.g. the flatness of the geometric wave front at the image plane.
The aforementioned aberrations are also called geometrical aberrations and are coherent
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imaging errors that in principle only complicate the contrast transfer and do not reduce
information content. On the other hand, it is usually necessary to consider the effect of
incoherent aberrations as well. The most obvious of these is called chromatic aberration
and is based on the difference in focusing power with respect to the electron velocity and
hence wavelength. The consequence of this aberration is the incoherent overlap of different
image planes for slightly different velocities. The practical result is a blurring of a point
like feature and the loss of high frequency information e.g. small features.
The main factors that dominate the effect of chromatic aberration is the stability of the
high tension, the current stability of the lens and the intrinsic energy width of the electron
source. In addition, in the case of conventional broad beam illumination TEM, the sample
itself acts as a source of inelastic scattering which therefore increases the energy spread of
the exit wave.
Furthermore, the finite dimensions of the electron source introduce another contribution to
the information loss. A real electron source cannot be a perfect point source. In fact, the
image of the source consists of randomly emitted electrons that have a slightly different
divergence angle and add up incoherently at the image plane.
2.2.2.2 Aberration Correction
In this section the concept of aberration correction will be briefly illustrated. In particular
the correction of the (strictly positive) third order spherical aberration is relevant since it
is the dominant aberration that is intrinsic to all magnetic round lenses30. Nonetheless, it
is important to mention that the spherical aberration is only the limiting aberration when
parasitic aberrations are compensated and the isoplantic approximation is valid.
Albeit the spherical aberration can be reduced by increasing the electron velocity as well
as decreasing the focal length, for a broad variety of specimen types the introduction of
additional aberration corrector lenses has been shown to be most useful31,32.
Already in the early years of electron microscopy it was clear that the limiting positive
spherical aberration could be compensated by introducing multiple lenses that are not
strictly rotational symmetric33. Due to the additive characteristic of aberrations34 it is not
needed to build aberration-free lenses, but only a system with compensating aberrations.
Two lens system designs are currently commercially available. The first is based on a set
of quadrupole and octopole lenses, whereas the second utilizes hexapol (sectupol) lenses.
The microscope used in this thesis uses the latter type of aberration corrector.
It can be shown that a pair of thin hexapol lenses can introduce a combination aberration
that has a negative coefficient of spherical aberration. Alternatively, it can be shown35,36
that a single extended hexapole field can replace a set of thin magnetic lenses without
losing the negative spherical aberration. By using this additional hexapol fields the total
sum of spherical aberration in the objective lens can therefore be set to nearly zero. On the
other hand, the main effect of hexapol lenses is the introduction of (second order) threefold
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astigmatism which can be resolution limiting itself. In principle the threefold astigmatism
could be compensated by an appropriate design of the hexapol length itself. Nonetheless,
the only practical solution up to date that provides the necessary degrees of fine tuning to
compensate the threefold astigmatism as well as the residual parasitic aberrations consists
of two extended hexapol fields coupled with four round telescopic transfer lenses37. This
design ends up to be limited by a sixfold astigmatism that cannot be canceled out by this
setup. It is worth noting that the practical implications due to parasitic aberrations and
precise lens positioning are very severe and that their compensation necessitates additional
stigmation coils at various locations within the corrector. The resulting resolution of a
third-order aberration corrected microscope is therefore determined by its state of align-
ment. Only in a well aligned microscope are the fifth-order geometrical aberration as well
as the first-order chromatic aberration resolution limiting. Further details about hexapole
corrector can be found in28,36,38. Details regarding the quadrupole-octopole corrector can
be found in28,38,39.
In recent years further advances in instrumentation have lead to working fifth-order geomet-
rical aberration correctors40 as well as (combined) chromatic and geometrical aberration
correctors41,42.
2.2.2.3 Beyond Geometrical Aberrations
Albeit the geometrical third-order aberrations are in principle the limiting factor of
conventional transmission electron microscopes, its compensation moves the limitation to
other factors like incoherent chromatic aberration and higher-order geometrical aberrations.
Furthermore, the statistical significance of measurements compared to the noise becomes
increasingly relevant.
For STEM the correction of third-order spherical aberration leads to the geometrical
limiting (residual) fifth-order aberrations introduced by the corrector system. With
fifth-order aberrations of up to 2mm the resolution limit would be in the about 50 pm28
and the beneficial semi-convergence angle about 50mrad. In fact, the achievable resolutions
are in the range of 80 pm to 100 pm. This is mainly due to incoherent chromatic aberration.
The chromatic aberration introduces amplified side lobes of the electron probe. This effect
increases with the acceptance angle of the probe forming system and overcompensates
the improvement the geometrical aberration correction up to third-order introduced28.
Krivanek et al.39 show that a chromatic aberration optimized semi-convergence angle α is
given by
αchrom = 1.2
√
λ
E0
lc
,
where λ is the electron wave length, E0 its kinetic energy and lc = Cc∆E the energy length
that is formed by the coefficient of chromatic aberration and the electron source energy
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distribution ∆E. Typical values for ∆E for a Schottkey-type Field Emitter is in the range
of 1.0 eV. A high resolution electron lens has a Cc value of about 2.0mm. The resulting
typical energy lengths of about 2.0 eVmm lead to a chromatic resolution limit δchrom
δchrom = 0.51
√
λ
lC
E0
of about 81 pm with a optimized convergence angle of about 19mrad. It is noteworthy,
that this value can be improved by optimization of the field emitter biasing voltages
that reduce the effect of ∆E. For Schottky-type field-emitters the energy spread can be
reduced to values of about 0.6 eV43 leading to a beneficial semi-convergence angle of about
24.5mrad leading to a resolution of about 63 pm. In total the resolution and the effect on
overall imaging contrast is not trivial due to the interplay of geometrical and chromatic
aberrations. Whereas the geometrical aberration modified the lateral dimensions of the
electron probe, the chromatic aberration affects the axial probe spread along the beam
direction.
Additional considerations and measurements regarding this interplay are presented in
publication 6.1.5.
2.2.3 Scanning Transmission Electron Microscopy
In scanning transmission electron microscopy (STEM) the electron source is focused
as a probe onto the specimen. In order to achieve this in a controlled manner, several
condenser lenses are located after the illumination system which form the condenser lens
system. Typically the electron cross-over of a FEG is wider than the desired probe size of
a modern STEM. In order to create a finer probe the electron cross-over is projected into
a plane where a mechanical aperture is located. In the JEOL JEM-2200FS the condenser
system is set up to produce a constant acceptance angle in the aperture plane in a way
that the probe current can be changed independently. The convergence (semi-)angle α
is therefore determined by a set of mechanical apertures and matched to the aberration
correction system. This setup assures that the additional aberration correction lenses can
reliably reduce the probe spread due to geometrical lens aberrations, i.e. the dominant
spherical aberration. Since the aberration correction is a key feature of a modern STEM,
its principles are described in section 2.2.2.2. For now its effect can be seen as a reduction
of the lateral beam spread increasing the resolution of the STEM significantly.
In order to generate an image in the scanning mode, the focused electron probe is
moved across the specimen systematically and the position is correlated to the signal of a
detector. The scanning itself is carried out by a pair of magnetic deflection coils that use
a combination of tilts to translate the beam in a way that the optical axis is not tilted but
only shifted. Since the electron probe is in the range of 70 pm after aberration correction
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Figure 2.4: The electron beam is focused by the condensor lens (system) and the angular
acceptance angle is limited by an aperture. The sharply focused beam is scanned across the
specimen and the dark-field is integrated by an ADF detector. Each scan position is correlated
to a digital image pixel representing this integrated intensity value.
the resolution is in principle constant. The scanning process and in particular its sampling
causes the desired magnification of the specimen. In general the STEM is not tied to a
particular detection system. Nonetheless, it is very common to use ring shaped detectors
and utilizing annular dark-field (ADF) imaging44. Here, the integrating ring detector is
located behind the specimen in such a way that the direct beam passes though the center
hole. In combination with the projection lenses of the microscope, the (virtual) distance of
this detector can easily be set up and is commonly referred to as the camera length. It is
clear that this change of (virtual) distance enables the detection of different components
of the initial scattering distribution. In the case of high angle ADF (HAADF) a typical
collection inner angle θin is 70mrad to 100mrad with an outer angle determined by the
physical geometry of the detector. In this work a detector is used that has a ratio of 4 : 1
between the outer and the inner radius.
The final STEM image is generated by the digital synthesis of the detector measurements
triggered at every scan point. It is noteworthy, that the signal conversion of the ADF
detector includes an amplifier (gain) stage as well as an analog-to-digital conversion process.
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The raw intensities of an ADF image are therefore only represented by counts. In practice,
the amplifier gain curve is determined and the microscope is operated in the linear regime,
which enables the quantitative correlation to incident electron numbers45. Furthermore,
the detector sensitivity has to be taken into account2.
It is clear that the lateral resolution of such a system is ultimately based on the ability to
generate an extremely fine probe that is smaller than the length scale of interest. Since
magnetic round lenses are fundamentally limited by the strictly positive spherical aberration
coefficient30, the resolution of a STEM can only be improved by more sophisticated
aberration correction which is discussed in detail in section 2.2.2.2.
Image Formation The imaging process in STEM is quite different than for conventional
STEM. Nonetheless, the of electron matter interaction is – in principle – identical.
In contrast to conventional imaging on a pixelated detector (e.g. a camera) with broad
illumination, the STEM imaging is a serial process that correlates scattering with the beam
position. In this thesis the utilized STEM detector are annular detectors that collect the
total of electrons that were scattered in relatively high angles (several tens of milliradians).
The primary forward scattering cone is typically not used. This kind of dark-field imaging
is typically used due to its chemical sensitivity44.
In order to derive quantitative information from STEM ADF measurements the scattering
process is simulated using a so-called multi-slice approach14. This Ansatz is used to derive
accurate scattering distributions from samples of thick specimens by slicing the simulated
super cell into thinner sub-regions, i.e slices.
Since the electron speed is very high and the transmitted sample thickness is small, the
electron sees a rather stationary snapshot of the crystal. Hence, it is sufficient to solve
the electron wave function Ψ within the crystal using the time independent Schrödinger
equation: [
− ~
2
2m∇
2 − eV (x,y,z)
]
Ψ (x,y,z) = EΨ (x,y,z) ,
where −eV is the electrostatic potential energy of the electron, m its relativistic mass. It
can be shown14 that the equation can be simplified in the case of fast electrons, where the
main propagation direction z can be separated from the lateral interaction (xy):
∂Ψ (x,y,z)
∂ z
=
[
iλ
4pi∇
2
xy + iσV (x,y,z)
]
Ψ (x,y,z) ,
where λ is the incident electron wavelength and σ = 2pimeλ/h2 is called interaction
parameter.
Furthermore, for fast electrons the interaction potential can be treated as a projected
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potential vs along the propagation direction:
vs (x,y) =
∑
i
∫
Vi (x− xi, y − yi,z) dz. (2.1)
The individual atomic potentials Vi are derived from tabulated atom scattering factors
as described e.g. in Oelerich et al.46.
For each of these slices the transmission function ts(x,y) can be expressed in the framework
of a phase object approximation:
ts (x,y) = exp [iσvs (x,y)] .
Following this interaction, the electron propagation is calculated by applying a Fresnel
propagation p (x,y) through free space:
p (kx, ky,dz) = exp
[
−i|k|2λ dz
]
.
The total propagation through the crystal can then be calculated iteratively:
Ψs+1 (x,y) = F−1{p (kx, ky, dz)F [ts (x,y)Ψs (x,y)]},
where F is the Fourier transform (FT) and F−1 the inverse FT.
The initial probe function Ψ0 for a given scan point (xp,yp) is given by
Ψ0 (x,y,xp,yp) = BF−1 (A (kx,ky) exp [iχ (kx,ky) + 2pii (kxxp + kyyp)]) ,
where B is a normalization factor, A the aperture function and χ the phase aberration
function as introduced in chapter 2.2.2.1.
Besides this basic multi-slice algorithm, additional physical features are implemented.
One of the most relevant implementations is the modeling of thermal excitation that
cause a deviation of atom nuclei from the ideal lattice sites. In principle a full phonon
treatment of the crystal is needed to model the correlated movement of lattice atoms14,47.
Nevertheless, it can be shown26 that the complete treatment of correlated phonons can be
well approximated by the frozen lattice model especially for the case of high angle scatter-
ing that is typically measured by ADF STEM. In the frozen lattice approximation the
lattice site vibrations are modeled by a perturbation of their ideal positions base on (room
temperature) Debye-Waller factors (DWF) that are calculated for many materials23,48,49.
2.2.4 High Resolution Transmission Electron Microscopy
Alternative, to the STEM mode with a very narrowly focused beam, the (conventional)
TEM mode is utilizing a broad parallel illumination of the sample. This parallel illumi-
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nation is interacting with the specimen, and its exit wave field (EWF) is captured by
camera system.
The multi-slice formalism is valid as well, since the electron-matter interaction is identical
but only the experimental setup is changed.
The TEM mode itself can be used in different operating modes. In the following the high
resolution phase contrast mode will be introduced.
The basis of high resolution TEM is a parallel coherent illumination of the specimen.
Hereto, the source is projected onto the target, and a angle limiting condenser aperture is
used to assure an even and coherent illumination of the specimen. The condenser lenses
and the objective pre-field are controlled in a way that the convergence angle is in the low
mrad-regime.
The electron matter interaction – as described in section 2.2.1 – is analogous to the STEM
mode. The major difference comes from the image formation that is utilized. In TEM the
diffracted electrons form an image at the exit surface of the specimen. This exit wave field
is then magnified by an objective lens onto the imaging plane and further on projected
onto a detector i.e. camera.
A simplified derivation of the electron-matter interaction is called phase object approxi-
mation (POA)28 and illustrates the interaction on a qualitative level. It is noteworthy,
that more sophisticated theories include absorption i.e amplitude modulation in form of a
complex electrostatic potential28,50.
The impinging electron wave Ψ0 (~r) ≡ 1 is modulated by a weak perturbation due to
the atomic potentials that results only in phase modulation exp {−iΦ(~r)} due to the
electrostatic interaction. The projected crystal potential Φ(~r) can be formulated according
to eq. 2.1. In the first order approximation – i.e. the weak POA (WPOA)50 – the exit
wave can be written as
Ψexit (~r) = 1− iψ (~r) . (2.2)
As emphasized by eq. 2.2 the initial wave field is modulated by the (weak) crystal potential
that represents the atomic sites of the specimen. In addition, the diffracted partial beams
form a diffraction pattern in the back focal plane of the (post-)objective lens that can be
written as the Fourier-transform F of the EWF28 with the spatial frequency vector ~q as
the transformation of ~r:
Ψbfp (~q) = F [Ψexit (~r)] = Ψexit (~q) .
In a crystal the spatial frequencies that are non-zero are related to the reciprocal lattice
vectors ~g of the crystal. The periodic pattern in the imaginary part of the EWF resembles
therefore the symmetry of the transmitted crystal according to the Bragg diffraction
angles.
The wave field at the imaging plane Ψ formed by the objective lens can now be written
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in terms of the Fourier-transform of the diffraction plane convoluted with a instrument
function t:
Ψ (~r) = F−1 [Ψexit (~q) t (~q)] ,
and
Ψ (~r) = Ψexit (~r)⊗ t (~r) .
The wave field at the imaging plane can therefore – within the WPOA – be written as28:
Ψ (~r) = 1 + Φ (~r)⊗ I [t (~r)]− iΦ (~r)⊗R [t (~r)]
Since the intensity I is the absolute square of the wave function, it can be approximated
up to first-order interference terms:
I (~r) ≈ 1 + 2 (Ψ (~r)⊗ I [t (~r)]) .
The FT of I [t (~r)] is describes how spatial frequencies transmitted and is commonly
referred to as phase contrast transfer function (PCTF). This function would be frequency
independent i.e. constant in a perfect transfer system. In reality the PCTF is a complicated
function determined by various lens aberrations51. In the case of an aberration-corrected
microscope the contrast transfer function is typically tailored to provide contrast even in
focus conditions. The typical strong oscillations of the PCTF up to the information limit
are typically removed in an aberration corrected microscope.
It is noteworthy, that albeit the WPOA is qualitatively representing the electron matter
interaction in most cases the results do note agree with the measurements due to the very
strong electron matter interaction and dynamical diffraction effects. A more advanced
dynamic scattering theory can be found for example in Geuens et al.52. In addition, the
linear transfer theory is usually inappropriate to describe the strong diffraction of thick
specimens53.

CHAPTER 3
Experimental Methods
3.1 Sample Preparation
In transmission electron microscopy the specimen thickness has to be in the range of several
tens of nanometers in order to achieve atomic resolution. This is mainly due the strong
electron matter interaction and the resulting multiple scattering during the transmission.
The resulting energy loss leads to a significant loss of information and resolution.
In order to prepare samples for (S)TEM, different techniques are used depending on the
properties of the specimen. For crystalline semiconductor materials a combination of
mechanical and ion beam thinning is commonly applied. The mechanical grinding of
material has the advantage of being fast. It can be carried out precisely down to material
thicknesses in the low micro meter regime54. On the other hand, the final thinning is
extremely difficult to control with mechanical grinding alone. Although there are results
of mechanical thinning in combination with chemical etching54, a more robust technique is
the use of low energy ion beam polishing. The residual damage can be reduced by applying
shallow angles of incidence and low ion energies. The resulting sample is intended to be
free of artifacts and showing close resemblance of the pristine material.
There are two common geometries that are both used parts of this work. The first is
the called cross-section (XS) geometry where the material is prepared in such a way that
pieces of the material are glue together face-to-face by epoxy adhesive. The thinning
direction is then perpendicular to the original surface, leading to a resulting transmission
direction that shows the cross-section of the material stack under investigation.
The second geometry is called plan-view (PV) and prepared by removal of the backside of
the specimen. In the case of epitaxial growth this is typically the substrate.
Depending on the desired geometry, different preparations are beneficial. Further details
on the particular preparation type used in the respective measurements can be found in
the respective sections of the publications presented in chapter 6.
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Ion Beam Thinning In the following section the various ion beam techniques that were
used throughout the research presented in this thesis will be introduced and elucidated one
after another. Besides the main difference of broad beam argon ion thinning and focused
gallium ion beam thinning, special preparation techniques will be elaborated.
Broad Ion Beam Technique The conventional type of ion beam preparation is carried
out using a broad ion beam. In the Gatan PIPS system that was used in part for the
preparation of specimens investigated in this work, argon ions with kinetic energies between
about 1.0 keV to 6.0 keV were used. It is noteworthy, that the lateral extension of the
argon ion beam is in the order of millimeters and huge amounts of materials are typically
removed and potentially redeposited.
In order to reduce the final ion beam damage the kinetic energy is successively reduced
during the thinning process. Depending on the details of the preparation geometry55, the
final specimen geometry typically has a center hole with the regions of interest close to
its perimeter. In the case of the conventional double-sector (DS) milling the specimen
show a thickness gradient that is correlated to the initial argon incident angle. The typical
procedure is illustrated in figure 3.1. A more detailed analysis of this preparation is shown
Figure 3.1: a) The conventional cross-section preparation of hard materials like inorganic
semiconductors typically requires cutting of the initial bulk material (here: a wafer). Small
pieces are then combined face-to-face with epoxy adhesive and put into a titanium support
ring. This TEM specimen is then mechanically thinned to below about 100 microns and
carefully polished to assure homogeneous ion beam etching. b) The polished specimen is
introduced into the PIPS and etched by a broad argon ion beam from the bottom and top
side until a small hole is created.
in the corresponding publication 6.1.1.
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Focused Ion Beam Technique An alternative preparation technique uses a focused
gallium ion beam to remove material. Its spatial resolution is of several nanometers up to
a few micrometers.
The machine used in this work is a JEOL JIB-4601 that uses gallium ions accelerated
between 1.0 keV to 30.0 keV. Furthermore, the tool has an additional electron column that
is located at 53◦ with respect to the gallium column. With this dual column FIB target
site preparations of features in the nanometer regime can be carried out conveniently.
The stages of a general lift-out process is exemplary shown for a target preparation as
used for the investigations of (sub-)surface damage of broad argon ion beam preparation
is published in Belz et al.56 (Publ. 6.1.1). In general, a suitable target site is protected
by several steps of electron and/or ion beam assisted depositions in order to prevent
damage created by the gallium ion milling process itself (c.f fig. 3.2). The initial protection
layers can be applied ex-situ by sputter coating or in-situ by electron beam induced
decomposition of precursor gases. Since the electron beam assisted deposition is much
slower than the ion beam assisted deposition the latter is used to great a huge volume
of protective material that stays intact until the very last thinning steps to ensure an
adequate specimen quality. The following steps b) and c) show the lift-out process by a
manipulator transfer system. At first, the target site is cut free form surrounding material.
At second, the transfer needle is attached to the specimen by soldering of tungsten that is
created by decomposition of the tungsten precursor that is introduced to the preparation
chamber by a gas injection system as seen in b). In figure 3.2 d) the thick specimen
is soldered to a TEM compatible copper holder that is commonly referred to as a grid,
and the manipulator needle is removed and retracted. After several steps of gallium ion
beam milling the initial sample of few microns thickness is reduced to a few hundreds of
nanometers (fig. 3.2 e). The final polishing steps are carried out by a reduced ion beam
energy down to 1.0 keV, to ensure high quality surfaces and a final thickness of only a few
tens of nanometers that is needed for high resolution (S)TEM investigations.
FIB Double-Cross Section (2XS) In order to investigate the initial damage of
argon ions during the conventional broad beam thinning of multi-layer materials typically
investigated in cross-section, the FIB was used to create a cross-section of these cross-section
specimens. This double cross-section (2XS) preparation is the basis of the publication 6.1.1.
In principle the preparation is identical to the well established FIB lift-out preparation as
described above. Nonetheless, since the investigated specimen area is very small it can be
considered to be a feature of only a few hundreds of nanometer lateral extension. The
thinning is carried out symmetrically to keep the region of interest centered underneath
the protective layers. The resulting specimen can be considered to be a buried nanowire,
since two dimensions are considerably restricted to a few tens of nanometers.
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Figure 3.2: a) The target site (here: the thin edges of a conventionally prepared TEM
specimen) are coated by electron beam deposition of tungsten and a following gallium ion
deposition of additional protective layers. b, c) The target site is cut by ion beam milling and
attached to a transfer manipulator by tungsten soldering. d) The thick lamella is transferred
to a TEM compatible copper holder and e) thinned with successively reduced ion polishing
steps until a thickness of less then 50 nm is reached f). Illustration modified from 6.1.1.
FIB Plan-View Preparation In order to prepare plan-view samples for (S)TEM
investigations, in general broad ion beam thinning can be applied. Alternatively, in
order to reduces the strain bending of large thin areas and excessive amounts of material
re-deposition, the FIB target site preparation can be applied to plan-view samples as
well. Hereto, a mechanically thinned piece of the target material is attached to a modified
support ring in a way that the thin edge can be milled by the gallium ion beam (c.f.
figure 3.3 a). In order to reduce the amount of strain induced foil bending, only small
regions are thinned from the side of the substrate exclusively. Since the top surface needs
to be intact, it cannot be ion polished. Hence it has to be cleaned carefully and tilted in a
way that the incident gallium beam does not hit these regions.
Similar to the aforementioned lift-out procedure the thinning is done by reducing the
incident ion beam energy down to 1.0 keV in several steps. Albeit its not necessary to
create a hole, it is often inevitable due to the lack of thickness control in the sub-100 nm
region.
3.2 Modeling of Elastic Relaxation 25
Figure 3.3: a) The secondary electron image shows a mechanically thinned wedge of material
glued onto a copper support ring. b) After ion beam milling with successivly lower ion energies
the resulting specimen contains electron transparent regions for high resolution microscopy.
3.2 Modeling of Elastic Relaxation
The built-in strain elaborated in section 2.1 can be treated analytically only for simple
geometries and boundary conditions as shown e.g. by Hagen3. Therein, the special
geometry of infinite lateral extension is assumed which is valid for the case of the growth
process at wafer scale during MOVPE. As briefly explained in section 2.1.2 the continuum
elastic theory can be numerically solved for arbitrary structures utilizing the finite element
(FE) formalism. In this work the COMSOL Multiphysic™ Suite57 has been used to create,
solve and post-process the strain relaxation of various material systems.
In a first stage the geometry is modeled as a 3D model using computer-aided design (CAD)
tools that are available in COMSOL Multiphysic™. The geometry can be modeled as either
a wedge with a given geometric wedge angle as been used for the investigations shown in
chapter 4.1, or as a stack of blocks as been used for the investigations of uniaxial strain on
scattering distributions (Publ. 6.1.4 and 6.1.3). This modeling was initially done manually,
but has been automatized to generate geometries from parameter files that can be gener-
ated by an in-house MATLAB™-based58 software. This software provides an interface to
create multilayer systems of a large variety of multi-element compound semiconductors
of arbitrary compositions. The composition and thicknesses of these heterostructures
layers determine the elastic properties of the respective layer. The layer is treated as
a uniform homogeneous continuum with properties derived from linear interpolation of
elasticity tensor components and lattice parameters that are tabulated for binary material
systems8,59–64.
The total geometrical structure is automatically divided into finite elements that represent
(multiples) of primitive unit cells. The simulation of elastic strain state relaxation for
the CAD model is done by initializing the boundary conditions with an isotropic com-
pression/dilatation that is corresponding to the relative lattice mismatch of the deformed
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layer with its substrate layer. The parameters needed to calculate the initial mismatch
are derived from tabulated values of binary components (c.f. tab. 3.1) and their linear
interpolation according to chemical compositions. This approach is justified due to the fact
that the coherent growth of of epitaxial layers without plastic deformations is conserving
the total strain energy i.e. is elastic.
In the following the numerical solver that is provided by the COMSOL suite automatically
optimizes the system and solves the differential equations for according to the linear elastic
continuum theory. It is noteworthy, that this relaxation can be carried out using either the
isotropic material approximation that utilizes Poisson’s ratio as well as the fully anisotropic
case where the elasticity components C11, C12 and C44 are used. The latter approach is
computationally more demanding but more suitable to reality.
Depending on the type of simulation needed appropriate boundary conditions are set. The
COMSOL post-processor provides access to various results relevant to the strain relaxation.
In particular the displacement field is used to calculate the sample deformation for a given
super cell that is used in actual image formation simulations (c.f. section 3.5). For these
simulations the (deformed) continuum material model is decorated with the corresponding
atom types according to the initial compositions.
In addition to the mesoscopic strain deformation field the samples can be relaxed locally
by atomistic methods like the valence force field (VFF) approach65. This local relaxation
of impurity atoms is typically needed to reproduce the realistic static atomic displacements
(SAD) in multi-elemental compound semiconductors8,66–68. In addition, the software
provides an interface to substitute specific atoms in a systematic way and to do strain
state analysis.
Specific details about the geometries used, can be found in the corresponding sections of
the publications 6.1.1, 6.1.3 and 6.1.4.
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III V a0 ν C11 C12 C44 Source
[nm] [GPa] [GPa] [GPa]
GaN Ga N 0.45 0.35177 293 159 155 [59]
GaP Ga P 0.54505 0.30617 140.5 62 70.3 [59]
GaAs Ga As 0.56532 0.31673 122.1 56.6 60 [59]
GaSb Ga Sb 0.60959 0.3126 88.4 40.2 43.2 [59]
GaBi Ga Bi 0.633 0.30937 73 32.7 35.3 [60]
BN B N 0.36 0.18007 817.8 179.6 469.9 [61,62]
BP B P 0.4497 0.19369 358 86 196.7 [8,62]
BAs B As 0.47373 0.22404 284 82 157.9 [8,62]
BSb B Sb 0.512 0.23364 205 62.5 112.1 [60]
BBi B Bi 0.5529 0.24327 160.2 51.5 87.4 [60]
AlN Al N 0.438 0.34483 304 160 193 [59]
AlP Al P 0.54672 0.32143 133 63 61.5 [59]
AlAs Al As 0.56611 0.29933 125 53.4 54.2 [59]
AlSb Al Sb 0.61355 0.33107 87.69 43.4 40.76 [59]
AlBi Al Bi 0.646 0.33395 72.2 36.2 33.4 [60]
InN In N 0.498 0.40064 187 125 86 [59]
InP In P 0.58687 0.35687 101.1 56.1 45.6 [59]
InAs In As 0.60583 0.35202 83.2 45.2 39.5 [59]
InSb In Sb 0.647 0.35296 68.47 37.35 31.11 [59]
InBi In Bi 0.66107 0.3503 60.31 32.52 27.5 [69]
TlN Tl N 0.498 0.37079 194.3 114.5 103.2 [63]
TlP Tl P 0.58697 0.33085 107.6 53.2 53.6 [63]
TlAs Tl As 0.60583 0.33258 88.5 44.1 44.1 [63]
TlSb Tl Sb 0.64794 0.32685 69.2 33.6 34.1 [63]
TlBi Tl Bi 0.5 0.35647 54.7 30.3 26.8 [63]
SiSi Si Si 0.54312 0.28 166 64 79.6 [64]
Table 3.1: Material databases used for continuum elastic strain relaxation by COMSOL.
3.3 The Transmission Electron Microscope
In the framework of this thesis almost all measurements were carried out using a image-
and probe-corrected JEOL JEM-2200FS. This microscope is capable of being operated
in the conventional parallel beam TEM mode (section 2.2.4) as well as in the scanning
probe mode (section 2.2.3) and has spherical aberration correctors for either mode. In
addition, the microscope is equipped with an Ω-type energy filter, that can create an
energy spectrum that can be truncated or recorded depending on the requirements of the
experiment.
In the JEM-2200FS the electron source is thermally assisted field emitting gun (Schottky-
FEG). In the FEG assembly the extracted electrons are accelerated up to 200 keV with an
electron energy spread of about 1.0 eV. The resulting electron distribution is very narrow
and the de-Broglie wavelength of the emitted electrons is about 2.51 pm.
The accelerated high energy electrons are directed towards the specimen in an evacuated
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column with a residual pressure of about 10−5 to 10−6 Pa. The crossover of the initial
gun assembly is typically demagnified by the illumination system consisting of multiple so
called condenser lenses. In the case of TEM, a parallel illumination is desired, whereas a
convergent probe is formed in the STEM mode. The detection system of the STEM mode
is usually a annular dark-field detector that integrates the scattered electrons within a
given angular range. In contrast, the TEM mode uses a camera and acquires images in
parallel, whereas the STEM records images sequentially.
3.4 Strain State Analysis
The strain state of a specimen can be partially reconstructed from its projected lattice
investigated by (S)TEM techniques. It can be shown that a real space approach70 that
measures distances between image features, as well as a reciprocal wave approach called
geometrical phase analysis (GPA)71 can lead to the information about the strain state
with respect to a reference system. Nonetheless, in large scale micrographs where high
resolution information can be found, but –due to pixelation of the camera – hardly be
used for peak finding, the latter approach is more viable71. It is worth mentioning, that
with sufficiently stable conditions and sufficient scan point density both methods can be
used to measure strain by using STEM as demonstrated e.g. by Guo et al.72.
3.4.1 Geometric Phase Analysis
The GPA method is based on inverse Fourier filtering of images and processing of only
specific spatial frequencies (i.e. Bragg spots) in the further process.
Since the Bragg spots belong to specific lattice planes of the crystal (c.f. section 2.2.4) and
Hÿtch et al.71) they represent the geometric wave of lattice planes in the corresponding
real space direction ~r. The complete image I (~r) can be decomposed into a Fourier series:
I (~r) =
∑
g
Hg exp {2pii~g · ~r} ,
where Hg = Ag exp {iPg} is the Fourier component of frequency ~g with the (geometric)
phase Pg and Amplitude Ag. As shown in Hÿtch et al.? selecting a given Bragg-spot g an
image can be calculated from the (masked) complex Fourier-transform which is connected
to the geometric phase as a real function:
Bg (~r) = 2Ag (~r) cos (2pi~g · ~r + Pg)
Surrounding the Bragg condition g are spatial frequency components that contain informa-
tion about the deviations from the main (corresponding) real space distance ~r. Extending
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eq. 3.4.1 ~g 7→ ~g +∆~g results in
Bg (~r) = 2Ag (~r) cos (2pi~g · ~r + 2pi∆~g · ~r + Pg) .
It can be seen that the phase Pg (~r) = 2pi∆~g · ~r changes uniformly with the small change
∆~g of the reciprocal lattice vector ~g.
Takeing the gradient of this geometric phase leads to
5Pg (~r) = 2pi∆~g.
It can be seen that this gradient is directly proportional to the change of the corresponding
spatial frequency. By extending the analysis to multiple Bragg spots, the distortions in
various directions can be measured.
Further details can be found in the corresponding literature by Hÿtch et al.71.
The algorithm is implemented as a commercial software plugin for the microscope control
software.
3.4.2 Zero-Loss Filtered HR-TEM
In section 2.2.4 the image formation process is explained in terms of fully coherent elastic
diffraction. In reality especially thick specimens create a significant amount of inelastic
low angle scattering due to electron-electron interaction. This inelastic scattering does not
follow the coherent imaging mechanism that is providing contrast in HR-TEM. Its effect
is typically the loss of contrast and is therefore detrimental to high quality imaging.
The JEOL JEM-2200FS is therefore equipped with an Ω-type energy prism20 that is
capable of dispersing the transmitted electron beam. The energy spectrum is magnified
and projected onto a mechanical slit that physically blocks electrons with an energy loss
of typically >1 eV.
This technique is typically called zero-loss filtered (ZLF) HR-TEM.
3.5 Image Simulations
Based on the general multi-slice approach illustrated in section 2.2.3 the computation of
(S)TEM images is straight forward: At first, the material under investigation is constructed
using several in-house utility tools partly incorporated in the STEMsalabim46 package.
Depending on the particular type of investigation these so-called super cells can be relaxed
– as discussed in 3.2 – or left as a unrelaxed crystal.
In the following the simulation parameters are passed over to the STEMsalabim code lo-
cated on the highly parallelized computation cluster Marburger RechenCluster 2 (MaRC2)
where the main STEMsalabim code is located.
The original super cell is divided into various slices, and the 3D potentials are projected
30 Chapter 3 Experimental Methods
on the respective slices. The pixels in the scan grid – that is set up by the parameter file –
are treated individually and can therefore be calculated in parallel for every image point
of every frozen lattice configuration.
Typically, the individual phonon configurations are not relevant for the final image contrast.
The individual results are therefore averaged on the final stage for all phonon simulations.
For practical reasons all slices are stored and can be used for different simulated sample
thicknesses.
The angular scattering distribution is averaged radially which is most suitable to the
typical ADF detection setup used for STEM.
The partial temporal coherence and its effect on defocus are treated as defocus series as
discussed in73–75. The partial spatial coherence and its effect on the effective virtual source
size are typically treated at the final stage as a convolution with a point spread kernel74.
Further aspects of its technical implementation are described in detail in Oelerich et al46.
CHAPTER 4
Results
In this section the main results of this thesis and related publications are being elaborated.
In the first part quantification of damage layers as well as additional artifacts of TEM
specimens are presented. By carrying out the measurement and modeling of elastic relax-
ation of strained crystalline semiconductor materials, the viability of the finite elements
method is demonstrated. Thereafter the implications of amorphous layers and elastic
strain relaxation on STEM ADF image contrast are elucidated in conjunction with the
effects of focal spread and a finite source size. Finally, a scheme for three-dimensional
data retrieval from STEM HAADF images of GaP antiphase domains (APD) is presented
utilizing the previous findings.
In addition, simulation studies of gallium phosphide bismide (Ga(P,Bi)) are presented to
show implications of atomic arrangements as well as focus variations on electron channeling.
These effects are shown to have a significant role in the quantitative evaluation of STEM
ADF imaging.
4.1 (Sub-)Surface Damage
The HAADF STEM imaging mode is an invaluable tool providing information on compo-
sition due to its relatively simple elemental contrast (Z-contrast)76 (c.f. 2.2.3). However,
in reality the contrast is affected by several other factors. These aspects will be outlined
in the following and their relevance and possible compensation schemes will be elaborated.
One of the most apparent features is the damage introduced to a specimen during the
preparation process. Especially for crystalline semiconductor materials the preparation of
thin TEM specimens results in damaged surfaces due to the material removal process. In
addition to this inevitable surface damage, ion beam thinning can cause a complex geome-
try, surface roughness as well as a material dependent etching rate. Since conventional
(S)TEM measurements rely on assumptions about the material along the transmission
direction, accurate knowledge about its fundamental appearance is of great relevance to
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any quantitative (S)TEM measurement. Figure 4.1 illustrates a typical (over-)simplified
model that includes basic geometrical assumptions as for example a constant thickness
gradient. On the other hand it is clear that this model can only hold true for very gentle
and homogeneous sample preparation and is not necessarily close to the physical reality.
The complex model includes various deviations from this simplified model that need to
be considered for most material systems. In the following the surface quality will be
investigated.
Figure 4.1: Comparison between an idealized sample geometry of a typical cross-section
preparation and an more realistic model with added complexity.
Albeit ion polishing can be considered to be a more gentle approach to thinning samples
for electron microscopy than mechanical grinding alone, several aspects have to be taken
into account. One of the most decisive factors is the kinetic energy and mass of the ions
hitting the sample surface. It is clear that less energy equates to a reduction of the damage
depth but also to a significantly reduced sputtering rate. The extend and quality of such
ion beam damage caused by argon ions is elaborated in Belz et al.56. Herein, the residual
damage of a typical argon polishing energy of about 1.7 keV is investigated by creating a
cross-section of a conventional TEM specimen.
The following paragraph will describe the method used for the investigation of the residual
damage introduced by such ion beam polishing.
Since these specimens are cross-sections of semiconductor hetero-structures cross-sections
they can be referred to as as double cross-sections (2XS). The preparation of these
specimens utilizes the FIB lift-out technique and is described in more detail in section 3.1
as well as in the according publication 6.1.1. Since the 2XS-specimens show the surface
affected by the initial (original) ion beam thinning in cross-section the damage depth can
be analyzed.
A region of pure GaAs of a 2XS-specimen measured under HAADF conditions is shown
in Figure 4.2a. The protective electron beam deposited tungsten (e-tungsten) layer is on
top of the ion treated surface and the depth profile normal to this surface (red arrow) is the
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Figure 4.2: a) The high resolution ADF image of a 2XS that shows the initially thinned
surface (vertical) and the unaffected surface that was protected by an excessive epoxy layer
throught the preparation (horizontal). Their respective intensity profiles along the b) protected
GaAs material as well as c) the damaged GaAs regions indicate a significant difference of
these regions regarding crystal quality. Both profiles are shown for different acquisition angles
(from an image series) and are aligned to each other.
basis of the intensity plots shown in Figure 4.2c. In contrast an undamaged depth profile
can be retrieved from the region protected by epoxy during the whole argon ion beam
thinning (c.f. Figure 4.2b).
Both profiles are aligned with respect to the onset of crystalline contrast (0 nm mark) ,
where the negative coordinates are within the crystalline bulk and positive regions belong
to the damage and oxide region.
The thickness and basic structure of the native oxide can be derived from figure 4.2b.
Comparing the four inner detection angles in fig. 4.2b it can be seen that the LAADF
regime shows profiles with obviously different character. These profiles are dominated by
the different scattering distribution of amorphous and disordered materials in contrast
to crystalline media and are therefore less useful for the determination of the oxide layer
thickness. In the scattering regime from 73mrad onward the intensity profiles are simpler
and are therefore used to measure the oxide thickness. In these profiles two distinct regions
can be identified that are attributed to the oxide/epoxy interface and the oxide/crystal
interface. Their thickness is measured by taking the distance between their inflection
points leading to a GaAs oxide thickness of about 3.0 nm to 3.5 nm. It is noteworthy that
the transition regions are widened due to the finite thickness and a small geometrical
wedge in transmission direction. Nonetheless, since the thickness of the FIB lamella can be
estimated from the bulk crystal intensities to about 20 nm the latter effects are considered
to be of minor relevance.
This oxide layer can be considered almost inevitable for any practical measurements due
to the sample transfer in ambient air77. Nevertheless, it is worth mentioning that for some
materials wet chemical etchants54 and/or inert gas transfer can be utilized to avoid or
reduce the oxidation layer formation54.
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In contrast to the formation of a native oxide layer, the damage layer can be divided into
different regions with intermixing interfaces: The very surface is a complex oxide that
is either partially or fully formed during preparation and transfer into the microscope.
The underlying layer is also highly amorphous and can be considered to be the actual
damage layer due to ion bombardment. Its appearance is changing from fully amorphous
to partially crystalline. This can be seen in figure 4.2c where the integrated line profiles
under different ADF conditions are shown. The Z-contrast dominated HAADF profiles
(and their respective micrographs) show a less intense scattering of the amorphous damage
layer (neg. x-coordinate) that is followed by a small increase and a rapid phase-out towards
the pristine GaAs crystal. It can be seen, that for the very high ADF regime 99mrad this
initial increased level ends at about 4.0 nm below the crystalline onset. This behaviour
can be attributed to a small amount of argon implantation increasing the total scattering
power.
By comparison of the different ADF profiles it can be seen that intensity change can be
measured ranging into the crystal about 7.5 nm. This effect can be understood in terms of
increasingly rare ion cascade damage introduced by the initial sputtering process where
the GaAs matrix atoms are themselves knocking GaAs atoms from their respective lattice
sites. The crystal has therefore a disorder gradient that causes a deviation from perfect
crystalline scattering conditions. This disorder scattering is known to cause an increase in
LAADF intensities with only minor impact on very HAADF imaging78.
This is consistent with simple Monte Carlo ion stopping and transport simulations carried
out with the SRIM -Software79. Additionally,80,81 have shown by atom probe tomography
in conjunction with time-of-flight measurements that the implantation of 2.0 keV gallium
ions in silicon results in a decreasing exponential implantation profile up to an extend that
is comparable to the findings in this thesis.
In order to estimate the ion beam damage in more complex materials the analysis is
extended to the ternary GaAs-compounds gallium indium arsenide ((Ga,In)As) and gallium
nitride arsenide (Ga(N,As)). It can be seen that the penetration depth and the relative
intensity deviation due to ion implantation and damage induced disorder is material
dependent and not identical for GaAs and its ternary compounds56. Nonetheless, it is
clear that the partial amorphization and the ion implantation depths are significantly
higher then the pure amorphous surface layer. In the case of Ga(N,As) the damage layer is
also shorter than for GaAs, which can attributed to a nitrogen induced hardening effect82
as well as a reduced ion channeling power due to the intrinsic local strain and disorder
in this material system. In general it is expected that pure well aligned crystals amplify
the range of ion transport as opposed to amorphous materials as described for example in
Schaffer et al.83.
Further preparation induced artifacts are discussed in the corresponding publication 6.1.1.
Therein it is shown that there is no evidence of a strong selective quantum well etching
for neither Ga(N,As) nor (Ga,In)As with respect to the surrounding GaAs matrix when
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using the argon broad ion beam thinning procedure. Furthermore, there is no significant
variation of damage layer thickness across the same material. For further details the reader
is referred to the respective publication 6.1.1 and the images therein.
4.2 Elastic Strain Relaxation
4.2.1 Atomic Force Microscopy of Cross-Section Specimens
In addition to the aforementioned extrinsic artifacts introduced by the thinning process,
STEM measurements can also be affected by inherent properties causing deviations from
the simplified specimen model. The most pronounced artifact considered in this thesis is
the elastic relaxation of pseudomorphically grown layers. Since the built-in strain of these
layers is not restricted to the growth direction in the case of thin STEM specimens these
strained layers cause a deformation of the crystal leading to a locally varying lattice plane
bending (c.f. section 2.1.2). This deformation due to elastic strain relaxation produces
several measurable features complicating the evaluation of bulk material properties and
can therefore be considered to be measurement artifacts.
One feature of this deformation is the bulging of a strained quantum well that can be
Figure 4.3: a) The simulated topological profile for cross-sections of (Ga,In30%)(N1.5%,As)
QWs in a GaAs matrix with a thickness of 20 nm, 50 nm and 100 nm and the corresponding
AFM data are shown. The green region indicates the free surface whereas the grey regions
show embedded quantum wells. b) Illustration of the different strain contents causing the
bulging effect in different regions as shown in a).
noticed as a change in the surface topology when a cross-section of a strained layer is
investigated. This property is readily accessible by atomic force microscopy (AFM) which
can measure the height differences in the (sub-)Å regime.
Although this effect can be seen in principle already on the edges of complete wafers e.g.
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by AFM measurements84 their nearly infinite in-plane dimensions are distinctly different
from the low thickness of (S)TEM specimens. Hence, the investigations were carried out
on actual cross-section specimens prepared for high resolution (S)TEM investigations. An
additional benefit of this approach is that the surface roughness is accessible simultaneously
from AFM measurements.
The thickness dependence of the surface bulging due is demonstrated in figure 4.3a.
Therein, the AFM measurement is compared to the simulated effect for different specimen
thicknesses. From the simulation studies it is clear that the bulging effect converges to a
maximum for increasing thicknesses. This thick sample limit leads to an elevation of an
embedded quantum well region of about 0.3 nm in the case of (Ga,In30%)(N1.5%,As) that
is compressively strained by 2% with respect to the GaAs substrate.
The embedded quantum well regions are highlighted in fig. 4.3 by grey shading. Whereas
the difference between 50 nm and 100 nm thick TEM specimens shows little variation
for these embedded regions, the situation is different for the edge of the sample with its
different geometrical constraints (light green background). The simulated topology for a
100 nm thick specimen is clearly in better agreement with the experimental AFM data
then either the 20 nm or the 50 nm thick specimen. It is noteworthy, that the simulated
elevation profile has significantly less lateral spread than the AFM measurement which
can be easily explained by the much lower lateral resolution of the AFM probe which is
convoluted with the real z-profile.
These findings show that the finite elements relaxation model is in very good agreement
with experimentally derived data. Unfortunately it is apparent that the measurement of
the areas that are relevant for (S)TEM analysis are not easily accessible by AFM due to
the difficult alignment and the tiny electron transparent regions. Nonetheless, it can be
shown that the finite elements method is capable of accurately modeling the elastic strain
relaxation mechanism.
4.2.2 High Resolution Strain State Analysis
Another experimentally accessible tool for the strain state analysis is the evaluation of
HR-TEM/HR-STEM images with crystal lattice resolution. As described in chapter 3.4
the sample deformation can be calculated from the atomic lattice positions. Utilizing
the geometric phase analysis71(GPA)(c.f. 3.4.1) method the strain state of a thin TEM
specimen can be derived by measuring the difference in the lattice periodicity between a
strained region(the quantum well) and a reference system (GaAs barriers).
Figure 4.4a shows a zero-loss energy filtered conventional TEM micrograph of a
(Ga,In30%)(N1.5%,As) multi quantum well structure prepared as (2XS)-specimen. This
specimen can be considered to be a one-dimensional structure – or nanowire – and therefore
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shows a further amplified lattice deformation due to elastic relaxation.
The displacement field of a magnified region of figure 4.4a is shown color coded in figure 4.4b.
In this figure the estimated sample thickness of about 55 nm is implicitly averaged along
the transmission direction due to the projection nature of transmission microscopy.
This averaged displacement field in growth direction (left to right) is normalized to the
value of the built-in tetragonal distortion. In order to compare the experimental data three
sub-regions have been averaged to reduce the experimental fluctuations due to imperfect
imaging, local damage and thickness variations. The averages range from 58 nm to 75 nm
which illustrates the significant degree of strain relaxation in thin TEM sample geometries.
By knowing the transmitted sample thickness the complete geometry is known and can
therefore be compared to a equivalent computer model strain state analysis. Hereto, the
geometry was build according to the measurement parameters and the final strain state
was calculated according to the procedure elaborated in section 3.2. The displacement field
was further on averaged along the TEM transmission directiof n using natural interpolation
in order to provide comparable data to the experimental data.
Figure 4.4: a) Overview TEM micrograph showing a 2XS specimen. b) The (projected)
strain of several regions within a QW is shown as measured by GPA. The strain is shown
as a fraction of its value for infinitely thick samples. c) Shows the calculated values for
projected strains derived by a nanowire simulation with geometries derived from the overview
micrograph in a).
The direct comparision of fig. 4.4b and c shows a remarkable agreement between the
simulation model and the experimental data. The relative deviation between related
regions of both images is below 10%rel.. It is noteworthy, that the experimental data is
acquired over a relatively large field of view of a strained and inevitably bent specimen.
The high resolution lattice image is therefore slightly under-sampled. In addition, the
HR-TEM imaging conditions are very sensitive to thickness, tilt and orientation11 of the
specimen. It is therefore only possible to compare larger sample regions as an averaged
entity.
A similar strain measuring characterization with adaptation to HR-STEM measurements
38 Chapter 4 Results
was carried out in the framework of strain relaxation in high aspect-ratio epitaxy72. In this
publication the strain state was investigated by using HR-TEM and HR-STEM. It is shown
that the strain profile measurements are in very good agreement with well established
X-ray diffraction techniques.
These measurements show the validity of the finite elements method for calculation of
strain states for structures with lateral extensions of a few tens of nanometers for both
HR-STEM and HR-TEM. Furthermore, it is shown that the model can be used to incor-
porate material features that are known for bulk structures and be adapted to the lower
dimensionality of TEM specimens.
4.2.3 Applications of Elastic Relaxation Modeling
As a further refinement step of the relaxation technique a combination of atomistic lattices
and continuum mechanics is established. Hereto, the finite elements model is generated
from first order approximations like supporting X-ray data about the structure. The
computer model is then generated based on a-priory knowledge from these experimental
measurements. These provide layer thicknesses and average layer compositions. It is
noteworthy that this is not necessarily the case for complex compound semiconductors
since the XRD measurements usually model the total strain as well as the layer thickness
which is not uniquely possible in multinary materials.
Since the thickness determination is a very crucial parameter several techniques can be
considered. In Beyer at al.73 the through focus method is shown to accurately measure
the thickness of a sample on the scale of the probe spread. Therein, it is additionally
shown that the method is in close agreement with alternative methods like the electron
energy loss spectroscopy (EELS). Besides these techniques also HAADF measurements
have been shown to provide accurate results when combined with image simulations2,74,85
and statistical computer modeling86,87
With a geometrical thickness model the (S)TEM specimen can be modeled in three di-
mensions allowing for the strain relaxation of any built-in strain.
Since compound crystalline semiconductor materials consist of several elements the strain
can only be modeled from an average material. To overcome these limitations, the expan-
sion of the continuous relaxation model is carried out by an additional atomistic valence
force field relaxation (VFF) step. The VFF approach models local distortions due to
impurities with good accuracy66 and is used as a local refinement step for the result of
elastic strain relaxation.
Hereto, a region of the fully relaxed model is decorated with the corresponding elements
at lattice sites and the total system energy is minimized according to the VFF algorithm.
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In the following results the atomic resolution measurements of strained semiconductor
layers are elaborated. The influence of strain and lattice plane deformation on quantitative
atomic resolution STEM image intensities is investigated by simulation studies on strained
GaAs quantum wells embedded in GaP74. Therein, a simulation matrix of geometries
with 22, 37 and 74 atomic monolayers (ML) widths and 80, 184 and 376 MLs thickness
are elastically relaxed using the FE formalism. In this publication the mean square
displacement (MSD) of the atoms from the average column location is considered as the
decisive metric to connect local displacements with changes to the scattering intensities.
It is shown by profile plots that the MSD is directly correlated to the relative change of
ADF intensities. The findings are furthermore analyzed in terms of sub-lattice intensities.
We find that the relative intensity change between the simple tetragonally deformed and
the FE relaxed model is similar for both sub-lattice types and up to 8.5%rel. in the case
of high angle scattering. The difference between the (artificially) unstrained GaP/GaAs
interface is up to 15%rel.. Consequent considerations for LAADF intensities show similar
trend for the on-column positions.
In addition, the background level in between atomic columns was investigated. It was
observed that although the HAADF background is hardly affected by strain, the LAADF
background shows a significant intensity increase. This trend is similar to the findings
of66,78 for static atomic displacements due to impurity atoms.
Following the above simulations, experimental measurements of an embedded Ga(P,As65.6%)
quantum film were compared to these simulations. Hereto, the simulations where done
using the FE formalism as well as the additional VFF refinement step in order to include
the impact of static order displacement. The results are in good agreement with the strain
relaxation model and emphasize the need for strain modeling when chemical information
of interfaces is required. It is pointed out that the intensity change due to strain causes
artificial contrast implying non-existing composition gradients. It is clear, that the distinc-
tion between measurement artifacts and specimen properties need careful separation when
quantitative measurements are desired.
4.3 Atomic-Scale 3D Reconstruction of APDs in GaP on Si
by STEM
In the case of homoepitaxy or epitaxial growth of materials with a very similar lattice
constant the built-in strain is generally much lower than in most other cases. In particular
GaP and silicon have nearly identical lattice constants and are hence mismatched by only
0.356% with respect to the silicon substrate.
As described in chapter 2.1 various challenges occur due to the polar atomic basis of
zincblende materials in combination with mono- and bilayer steps of silicon-(001) surfaces.
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These APBs are defects that in general degrade electric and structural properties in
devices. They also complicate the growth of flat layers during epitaxy5,7. In order to
correlate growth conditions with APB creation and their termination formation HR-STEM
is utilized. Since classical cross-section (XS) samples usually show projections of 3D
structures, where in parts of the depth information are obscured and inaccessible. In the
case of III/V semiconductors the plan view (PV) geometry has several benefits over XS’s
since the projected lattice is cubic and elemental columns are in an simple alignment with
a large spacing.
In the GaP/Si system investigated the lateral extension of the APD is in the range of
50 nm to 100 nm which is relatively large in the framework of lattice resolved STEM.
Therefore, the thickness variation across the region of interest (ROI) as well as the ion
beam damage have to be minimized at an atomic scale. A special preparation combining
mechanical grinding and low energy FIB milling was undertaken. This method is similar
to a classical H-bar 88 XS sample preparation commonly utilized for FIB preparations but
with special precautions to ensure a minimal surface modification on the pristine GaP side
of the specimen. Most of the material is removed by fast mechanical thinning down to a
few microns thickness. The final thinning is carried out in the FIB with ion energies down
to 1.0 keV on spatially well separated locations (trenches). This technique provides many
high quality trenches of several microns width where only one side has been ion polished.
It is worth appreciating that this alone halves the total damage layer thickness. Further
details about the preparation steps can be found in the respective publication 6.1.2 as
well as in chapter 3.1.
Another important aspect beneficial for the retrieval of atomic 3D information from STEM
projections are image simulations on an absolute intensity scale. Multiple microscope
parameters that play a significant role are incorporated in order to match experimental
measurements conditions. As elucidated in publication 6.1.5 the commonly neglected
parameters in quantitative STEM image simulations are the partial temporal and spatial
coherence of the microscopes electron source as well as the amorphous layers formed due
to ion damage and oxidation. The implications on image contrast and the compensation
schemes involve the simulation of an effective probe spread in transmission direction
and the convolution of an effective source size in the lateral directions. The inclusion of
amorphous layers is difficult and is done heuristically by applying a pseudo-oxide layer
that is fully amorphized. For simplicity, this material contains only disordered GaP and
the actual oxidation configuration is neglected. More details on the quantification and
characterization of these features can be found in publication 6.1.5.
Furthermore, the effect of electron channeling on the scattering has to be accounted for in
detail. The channeling of electrons along well aligned atom columns is known to cause
a significant deviation to the scattering distribution compared to single scattering and
amorphous scattering distributions89. A further complication implied by this effect is that
the elemental decoration of lattice sites within an atomic column has significant impact
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on the scattering distribution since the scattering power is approximately proportional
to Z1 to Z2 for annular dark-field imaging1,76. This is particularly relevant in the case
of GaP where the atomic basis consists of elements with very dissimilar atomic numbers
(ZGa = 31, ZP = 15).
In order to account for these effects and the complicated scattering distribution due to
multiple scattering, a systematic forward simulation series of image intensities was carried
out. Hereto, the PV geometry was modeled up to a thickness matching the specimen
under investigation (ca. 65 nm). In the PV geometry every atomic column contains a given
amount of gallium and phosphorous atoms depending of the ratio between mainphase
(MP) and antiphase (AP). Figure 4.5 illustrates this arrangement where the MP (white
background) is stacked ontop of the AP (grey background) along the electron beam
transmission direction [001]. From left to right the MP to AP ratio increases resulting
in a gallium dominated column which represents the natural decoration of the group-III
sub-lattice.
Figure 4.5: Illustration of a cross-section of simplified APBs. The location is changed from
left to right revealing the different chemical compositions of each individual column as usually
measured along the [001] direction.
For the complete simulation a stack of total 118 super cells is needed where an artificial
APB is generated by inverting the column decoration for only one central column. The
image simulation was carried out including a finite source size, a focus spread, thermal
vibrations and amorphous pseudo-oxide layers. The respective values are determined
from previous experiments and fitted to the experimental data derived for pure GaP.
Further details are given in the respective publication 6.1.2. The product of these seven
independent focus values in addition to the 15 different phonon configurations lead to a
total of 12 390 different image simulations that are weighted and combined as elucidated
in chapter 3.5.
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For a given thickness a HAADF image according to experimental conditions is created for
Figure 4.6: The averaged intensities from all simulations of group-III and -V sub-lattice
positions with a MP/AP ratio from 0% to 100% are shown for a) a single thickness of about
35 nm and b) a set of different thicknesses.
every simulation and the column intensity for the group-III and group-V sub-lattice is then
extracted. The normalized average intensity is shown in figure 4.6a as a fraction of the
initial impinging beam plotted versus the depth within the super cell. Without an APB
the group-III column is occupied purely by gallium atoms and the group-V column purely
by phosphorous. Whereas the intensities are completely inverted in a pure antiphase
domain (APB location equals total thickness). It is noteworthy that both intensity curves
are not mirror symmetric with respect to each other which is attributed to the defocus
region (grey background) as well as the difference due to different channeling conditions.
This is particularly apparent in the case of an equal gallium/phosphorous ratio where the
total column intensity is significantly higher with gallium atoms on top of phosphorous
atoms and vice versa.
For the 3D reconstruction of the spatial extend of an APB within a crystal an accurate
thickness determination is needed. For the analysis of high magnification images a bilinear
thickness gradient is applied that is measured from the surrounding pure phases. Whereas
a local thickness is estimated by using the surrounding column intensities for images with
a larger field-of-view.
Since the graphs shown in fig. 4.6a are thickness dependent, a complete series of curves
are needed for practical considerations as illustrated in fig. 4.6b. Therein the intensity
curves are plotted for a thickness ranging from 31.6 nm to 35.4 nm.
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Figure 4.7: The reconstruction of two APBs from two HAADF images (a&d) with containing
about 22 000 and 55 000 atom columns, respectively. The reconstructed atom positions are
shown in b) and e) in plan view. The depth location of the APB ranging from 0nm to 35 nm
is color coded from blue to yellow, respectively. Another perspective on the reconstructed
volume is shown in c and f, where the mainphase atoms are removed for visual clarity.
Apart from the generation of universal lookup table for the GaP system, experimental
data extraction has been carried out. The experimental images were normalized to the
intensity of the direct beam using a known CCD conversion efficiency as well as data from
detector response measurements (c.f. Publ. 6.1.2 and therein). By doing so the simulation
and the experiment are on the same absolute intensity scale without any further relative
scaling.
The column positions are determined by peak finding using contour thresholding of
Bragg-filtered images where only a portion of the Fourier transform of an image is used
to select strong components of the lattice periodicity. This is closely connected to the
reciprocal lattice representation of a crystal structure (c.f sec. 3.4.1). This technique
equalizes the column intensity of dark and bright columns. These initial peak positions
are further refined by two-dimensional Gaussian fitting of the raw data.
Finally, after image segmentation into columns, the algorithm translates the column
intensity based on the determination of local thicknesses into the location of the APB. By
applying it to all lattice points the missing depth information is retrieved from the 2D
projection measured in the STEM.
Figure 4.7a-f show the reconstruction of two APBs from two HAADF images (a&d) with
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a very large field of view that contain about 22 000 and 55 000 columns, respectively.
Figure 4.7b and e) show the plan view of the final reconstructed image. For clarity the
mainphase component is omitted and the APB depth location is color-coded. Another
perspective on the reconstructed volume is shown in fig. 4.7c and f. Therein different
planes with specific angles can be distinguished with significant fluctuation across these
interfaces.
As described in more detail in Publ. 6.1.2 for well-sampled high magnification images the
mapping error is strongly correlated to the contrast between column and background. In
addition, it is clear that the lack of sampling for larger field-of-view images leads to a
higher error rate as well. For practical uses it is therefore needed to reduce specimen drift
in order to provide high sampling in combination with low image distortions.
As shown for the investigations of antiphase boundaries the location of scattering centers
along a column can have a significant impact on the detected intensities. In the following
section this effect will be investigated for a more isolated model system.
4.4 Effect of Depth Location of Bismuth Atoms on the
Image Contrast
In the framework of depth information in (S)TEM data, the dependence of impurity atoms
at varying depth locations on the scattering distribution were carried out for the ternary
alloy gallium phosphide bismide (Ga(P,Bi)). In this material the atomic number difference
of ZBi = 83 to ZP = 15 is extremely high. It is therefore very suitable to analyze the
(maximum) effect of (heavy) impurity atoms within a crystal with respect to their depth
location within an atomic column.
Hereto, in a systematic simulation series a Ga(P,Bi) crystal was generated with only one
bismuth atom incorporated into a phosphorous column of a GaP crystal with a thickness
of about 20 nm. Hereto, the z-coordinate of the bismuth atom was changed from top to
bottom.
From these series of super cells image simulations were carried out and the columnar
contrast was analyzed by averaging a circular area of about 50 pm diameter centered on
the bismuth containing column. This intensity value (without partial coherence effects)
plotted against the respective z-position of the bismuth atom is shown in figure 4.8. In
addition to the simulated Ga(P:1Bi) data – where only one single atom of bismuth is
added into a group-V column – the pure phosphorous column intensity (with no bismuth
atom) is shown as a reference (blue). It can be seen that the scattering intensity of the
bismuth containing column is strongly correlated to the focus of the STEM probe. This
effect causes a significant increase of intensity that is up to about three times the intensity
of a deep bismuth atom.
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Figure 4.8: a) The average intensity of a simulated phosphorous column with the addition
of a single bismuth atom is plotted over the position of this single impurity with respect to
the top surface (black). The blue line references a pure phosphorous column without bismuth
substitution. Additionally, the depth profile of the simulated electron probe is shown (orange).
Figure 4.9: a) The intensity profile with an extension of varying defocus positions for a
source with perfect coherence b) only partial coherence is shown. The pronounced ridge of
intensity with optimum defocus (as depicted in fig. 4.8 is included at around −2 nm defocus.
The simulation of the z-dependence can be extended towards the inclusion of through-fo-
cus conditions. The results of this simulation grid are shown in fig. 4.9a. The simulations
include the findings of fig. 4.8 as a profile along the −2 nm defocus position across the
data-set but in addition show another strong correlation with the electron probe z-position.
The local maxima coincide with the z-position of the bismuth atoms.
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These results show that the alteration of scattering intensities is the strongest when heavy
scattering centers are in focus conditions and/or near the top surface of a specimen. The
propagation of electrons along the column direction is hence affected by the elemental
arrangement. This effect is extremely significant in the case of heavy scatter centers like
bismuth atoms. The near surface bismuth atoms generate a scattering that is almost up
to three times the scattering power of a (typical) buried bismuth atom (c.f. fig. 4.8. From
the view-point of chemical composition analysis, this effect creates the impression of local
increase of apparent bismuth concentration although only a single atom is close to the top
surface.
Finally, simulations including the effects of partial coherence were carried out. The results
are shown in figure 4.9b and show a significant reduction of the intensity variation between
in focus and out-of-focus conditions as well as the z-dependence of the scattering intensity.
Nonetheless, the general trend is unaffected but the degree of deviation is reduced due to
the additional blurring.
In conclusion it is worth noting that the out-of-focus condition is statistically much more
likely and therefore in the case of chemical analysis much closer to the (mean) intensity
for a ternary alloy of a given composition. This confines the significance of such strong
deviations to local intensity distributions as opposed to large scale composition analyses
where the averaging removes the rarer features.
CHAPTER 5
Summary
It is illustrated that the preparation of thin specimens from bulk materials can have
significant influence on the interpretability of (S)TEM data. The results of the presented
measurements show that and the elastic strain relaxation in low dimensional structures
alters the overall strain state of the material – and hence affects strain measurements – as
well as the contrast of STEM measurements and is generally needed to be incorporated
in comparative simulation studies that involve strained structures. Furthermore, the ion
beam thinning process itself can introduce – even with relatively low energies – a serious
alteration of the surface which can affect the contrast of STEM measurements. Hence,
the correlation to thickness measurements is complicated due to the distinct difference in
scattering behaviour between (partially) amorphized surface layers in comparison with
crystalline material. Although parts of these effects cannot be avoided the inclusion
of amorphous pseudo-oxide layers in simulations has been shown to provide reasonable
agreement with the experimental data.
Furthermore, the impact of a finite electron source with limited coherence has been
investigated. It can be shown that a reproduction of experimental contrast by simulation
can only be achieved by the inclusion of an additional focus spread as well as an lateral
point spread due to partial spatial coherence.
Finally, the previous results are combined to reconstruct the three-dimensional shape of
several antiphase domains within gallium phosphide grown on silicon-(001). At first the
concept was demonstrated for a simple but highly strained interface and second for large
structures with thousands of atomic columns.
It is shown that although the contrast mechanism for annular dark-field imaging is in
principle straight forward and mathematically simple, the details of atomic resolution
microscopy are still very challenging. Realistic assumptions about the specimen properties
and the electron optics have been shown to be of great relevance for data evaluation.
It is clear that the research should be extended to the regime of low angular dark-field
imaging where strain and inelastic scattering play a even more relevant role. Furthermore,
it is of great importance to investigate the aforementioned practical aspects of damage
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layers and optical imperfections for other advanced imaging techniques like diffraction
imaging. In addition, it is worth investigating in how far through focus depth section
can be utilized to increase the reliability of structure restoration along the transmission
direction.
It is expected that the improvement of accuracy and robustness of atomic counting
techniques will greatly increase the power of a (S)TEM by providing simultaneously lateral
and depth information about arrangement and composition. Furthermore, it is clear that
the role of high performance simulations will have an even more important role in the
future.
Zusammenfassung
Es wurde gezeigt, dass die Präparation von dünnen Proben aus Volumenmaterial erhebli-
chen Einfluss auf die Interpretierbarkeit von (S)TEM Daten haben kann. Die gezeigten
Messungen legen dar, dass die elastische Relaxation von Verspannungen niedrigdimensio-
naler Strukturen den Gesamtverspannungszustand des Materials verändert, und sowohl
Verspannungsmessungen als auch den Kontrast aus STEM Messungen beeinflusst, und
daher im Allgemeinen in vergleichenden Simulationsstudien an solchen Strukturen einbezo-
gen werden muss. Weiterhin wurde gezeigt, dass die Ionenstrahldünnung selbst – auch bei
vergleichsweise niedrigen Energien – zu erheblichen Veränderungen der Oberflächen führen
und den STEM Kontrast beeinflussen kann. Daher wird auch die Messung von Probendi-
cken aufgrund der unterschiedlichen Streuverteilungen zwischen (partiell) amorphisierten
Oberflächenlagen und kristallinem Material beeinflusst. Obwohl Teile dieses Effektes nicht
vermeidbar sind, wurde gezeigt, dass die Einführungen amorpher Pseudo-Oxidlagen bei
Simulationen zu guten übereinstimmung mit dem experimentellen Daten führt.
Im Weiteren wurde der Einfluss einer Elektronenquelle mit endlicher Größe und einge-
schränkter Kohärenz untersucht. Es wurde gezeigt, dass experimenteller Kontrast durch
Simulationen reproduziert werden kann, wenn eine zusätzliche Fokusaufweitung und eine
laterale Punktaufweitung aufgrund der partiellen Kohärenz eingeführt wird.
Abschließend wurden die zuvor genannten Resultate kombiniert um die dreidimensionale
Struktur einiger Antiphasen Domänen von Galliumphosphid auf Silizium-(001) zu re-
konstruieren. Zum einen wurde das Konzept an einer einfachen jedoch hochverspannten
Grenzfläche, und zum anderen an großen Strukturen mit tausenden von Atomsäulen
demonstriert.
Es wurde gezeigt, dass auch wenn die Entstehung des ADF STEM Bildkontrasts im Prinzip
einfach ist, die Details der atomar auflösenden Mikroskopie hingegen anspruchsvoll sein
können. Es wurde dargelegt, dass realistische Annahmen der Probeneigenschaften und
der Elektronenoptik im Hinblick auf die Datenanalyse von großer Bedeutung sind. Es ist
klar, dass die Untersuchungen auf niedrigere Streuwinkel ausgedehnt werden sollten, in
denen Verspannungen und unelastische Streuung eine größere Rolle spielen. Weiterhin ist
es von großer Relevanz die zuvor genannten Aspekte der Schadschichten und optischen
Mängel auf andere Bildgebende Verfahren auszudehnen. Zusätzlich ist die Untersuchung
von Durchfokussierungstechniken zur Strukturrekonstruktion entlang der Transmissions-
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richtung eine vielversprechende Verbesserungsmöglichkeit.
Es ist zu erwarten, dass die Verbesserung der Genauigkeit und Robustheit von Techniken
zum Zählen von Atomen die Leistungsfähigkeit von (S)TEM erheblich verbessern wird, und
Zugang zu der dreidimensionalen Struktur und Komposition ermöglichen wird. Weiterhin
ist ersichtlich, dass die Rolle von Hochleistungsrechnungen zum Bildsimulation eine noch
größere Rolle in der Zukunft einnehmen wird.
CHAPTER 6
Scientific contributions
The following section lists the scientific contributions of Jürgen Belz. In the first part
the main publications that are the basis of this thesis are listed. Subsequently a list of
publications directly related to the results presented in chapter 4 is presented. The last
section will contain a list of further scientific contributions only partially related to key
results of this thesis.
6.1 Main Contributions
6.1.1 Publication 1
Citation
Direct investigation of (sub-) surface preparation artifacts in GaAs based materials by
FIB sectioning
J. Belz, A. Beyer, T. Torunski, W. Stolz , K. Volz, Ultramicroscopy 163, p.19–30, 2016, DOI:
10.1016/j.ultramic.2016.01.001.
Abstract
The introduction of preparation artifacts is almost inevitable when producing samples for
(scanning) transmission electron microscopy ((S)TEM). These artifacts can be divided in
extrinsic artifacts like damage processes and intrinsic artifacts caused by the deviations
from the volume strain state in thin elastically strained material systems. The reduction
and estimation of those effects is of great importance for the quantitative analysis of
(S)TEM images. Thus, optimized ion beam preparation conditions are investigated for
high quality samples. Therefore, the surface topology is investigated directly with atomic
force microscopy (AFM) on the actual TEM samples. Additionally, the sectioning of
Reprinted from Ultramicroscopy 163,19–30,2016, Copyright 2016, with permission from Elsevier.
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those samples by a focused ion beam (FIB) is used to investigate the damage depth profile
directly in the TEM. The AFM measurements show good quantitative agreement of sample
height modulation due to strain relaxation to finite elements simulations. Strong indications
of (sub-)surface damage by ion beams are observed. Their influence on high angle annular
dark-field (HAADF) imaging is estimated with focus on thickness determination by
absolute intensity methods. Data consolidation of AFM and TEM measurements reveals a
3.5 nm surface amorphization, negligible surface roughness on the scale of angstroms and
a sub surface damage profile in the range of up to 8.0 nm in crystalline gallium arsenide
(GaAs) and GaAs-based ternary alloys. A correction scheme for thickness evaluation of
absolute HAADF intensities is proposed and applied for GaAs based materials.
Contributions
Jürgen Belz carried out the FIB preparations, (S)TEM imaging and computer modeling
presented. Torsten Torunski realized the AFM measurement. Andreas Beyer and Jürgen
Belz designed the experiment focused on the double cross-section technique. Jürgen
Belz wrote the manuscript that was reviewed by all authors. Kerstin Volz supervised the
research and secured the funding.
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a b s t r a c t
The introduction of preparation artifacts is almost inevitable when producing samples for (scanning)
transmission electron microscopy ((S)TEM). These artifacts can be divided in extrinsic artifacts like da-
mage processes and intrinsic artifacts caused by the deviations from the volume strain state in thin
elastically strained material systems. The reduction and estimation of those effects is of great importance
for the quantitative analysis of (S)TEM images. Thus, optimized ion beam preparation conditions are
investigated for high quality samples. Therefore, the surface topology is investigated directly with atomic
force microscopy (AFM) on the actual TEM samples. Additionally, the sectioning of those samples by a
focused ion beam (FIB) is used to investigate the damage depth profile directly in the TEM. The AFM
measurements show good quantitative agreement of sample height modulation due to strain relaxation
to finite elements simulations. Strong indications of (sub-) surface damage by ion beams are observed.
Their influence on high angle annular dark field (HAADF) imaging is estimated with focus on thickness
determination by absolute intensity methods. Data consolidation of AFM and TEM measurements reveals
a 3.5 nm surface amorphization, negligible surface roughness on the scale of angstroms and a sub-sur-
face damage profile in the range of up to 8.0 nm in crystalline gallium arsenide (GaAs) and GaAs-based
ternary alloys. A correction scheme for thickness evaluation of absolute HAADF intensities is proposed
and applied for GaAs based materials.
& 2016 Elsevier B.V. All rights reserved.
1. Introduction
In the vast field of material sciences aiming for nanoscale
resolution transmission electron microscopes (TEM) have been
working horses for over 50 years. In particular the investigations
of crystalline materials like metals, semiconductors and super-
conductors have been an ongoing task for TEM. Within the last
decade the experimental instrumentation for investigations on
the nanoscale down to the atomic scale have been improved
enormously. Especially the invention and commercialization of
Cs-aberration correction for electron optics mainly used in
(scanning) (S)TEM has boosted the accuracy and reliability of
experimental data up to a level where atom counting becomes
feasible [1].
In parallel, sample preparation techniques have been improved
to avoid the inherent damaging process which is (usually) neces-
sary for the investigation of bulk materials in the TEM. The strong
electron–matter interaction implies that even with very high en-
ergy electrons the sample thickness for quantitative analysis has to
be below several hundred nanometers. In the case of high
resolution investigations the demands are even higher. In con-
ventional transmission electron microscopy simple structural
contrast can only be acquired for crystalline materials up to
thicknesses of around 15 nm. Similar demands are valid for high
accuracy measurements by high angle annular dark field (HAADF)
STEM when atomic resolution is sought [2]. Despite its incoherent
nature – providing straight forward structural images [3] – the
dynamical scattering as well as the beam divergence have to be
taken into account with increasing thickness.
Thus, especially in high resolution investigations of atomic
configurations thinning artifacts have to be considered.
Common techniques for the preparation of TEM samples from
hard bulk materials are either mechanical grinding, ion beam
thinning or most commonly the combination of both approaches.
The effects of energetic ions impinging the target material have
been investigated for many years [4–9]. Their surface damage can
most likely be recognized as full amorphization of the target ma-
terial but the dynamics of those ion–matter interactions are
known to be of respectable complexity in particular for crystalline
materials [10,11]. In contrast to the easily detectable amorphous
layers the sub-surface damage and the inclusion of ion beam
atoms as dopants can only be investigated with much effort. In the
recent years various methods like atomic probe tomography (APT)
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[12] and electron holography [13] have been applied to quantify
these effects with focus on gallium ion incorporation during fo-
cused ion beam (FIB) processing.
Especially for very thin samples the influence of the surfaces
becomes increasingly relevant and it is important to consider that
a 10 nm sample is almost exclusively consisting of surfaces. The
effects of surface damage become increasingly pronounced al-
though the absolute damage is not changed when comparing
identical samples with different thicknesses.
A suitable method to investigate the depth profile of a con-
ventional (S)TEM sample is by cross-sectioning it with the FIB
[14]. This method has been carried out and applied in various
ways and has shown to provide valuable insights. Nevertheless,
previous researches aimed at the investigation of gallium in-
corporation by FIB processing [13] as well as the resulting side-
wall damage [8,15] in FIB geometries. In addition argon milled
wedge samples were investigated with respect to the shape and
geometry by Suess et al. [16].
One aim of this work is the quantitative investigation of surface
amorphization and sub-surface damage by low kV argon ions.
Therefore we characterize the sample morphology as well as their
depth profile. It becomes apparent that the quantitative analysis of
complex material systems like semiconductor heterostructures
composed of several multinary materials require accurate knowl-
edge about the sample under investigation in order to avoid
misinterpretations due to artifacts be they extrinsic by the pre-
paration or (practically) intrinsic like the surface oxidation layers
or elastic strain relaxation of thin foils.
Much work in the field of thin film relaxation [17,18] and se-
lective material etching by ion beam bombardment [7,11,15,19]
has been carried out. Nevertheless, with improved instrumenta-
tion the need for better sample quality becomes obvious especially
when information on the (sub-) angstrom scale is sought.
Obviously, the exact sample geometry is of great interest for
such ambitious tasks and has to be considered for quantitative
investigations. An illustration of various artifacts is shown in Fig. 1.
On the left hand side of this illustration a simplified wedge sample
model with the semi-angle α is shown. On the right hand side a
more realistic model including the microscale geometry with
changing thickness and a smooth long range curvature is shown.
Further large scale effects are microscopic scratches, ion shadow-
ing effects and selective etching of different compounds. The
nano- and atomicscale roughness due to the stochastical thinning
process, amorphous damage and oxide layers and redeposition of
sputtered material is affecting the whole sample whereas for ex-
ample elastic strain relaxation with its effect on the crystalline
zone axis [20,21] and the bulging out into the vacuum at the
surface have a more localized nature. For a high precision mea-
surement of atomic compositions those effects have to be mea-
sured or estimated and if needed incorporated into modeling for
computer simulations.
Aiming for the characterization of those artifacts the qua-
ternary material (GaIn)(NAs) and its ternary constituents (GaIn)As
and Ga(NAs) provide suitable complexity and thus provide access
to most of aforementioned effects. The investigation of those
materials is furthermore of great interest in the development of
high efficiency multi junction solar cells [22] and infrared laser
diodes [23].
These material systems are studied as multilayer quantum well
structures alternating with pure gallium arsenide (GaAs) layers on
GaAs substrates epitaxially grown by metal organic vapor phase
epitaxy (MOVPE) [24]. The material system is considered to be
coherently strained which was verified by high resolution x-ray
diffraction (HRXRD) beforehand. Despite the high quality of those
layers compositional inhomogeneities are possible due to the ex-
treme non-equilibrium growth conditions applied and are topic of
current research [25,26].
Due to the great effect of dilute amounts of nitrogen on (GaIn)
As the material properties of this system are distinctly different
from the barrier material GaAs [27]. Furthermore, the amount of
different elements in this compound adds to the complexity of ion
beam etching [19,28]. Additionally, the overall material hardness is
significantly increased by the incorporation of nitrogen atoms in
the ternary compound [29].
The difference in etching rates is known for inappropriate
thinning conditions but it is assumed to be severely reduced for
low angle and low energy milling as indirectly investigated in the
TEM [30].
In contrast to this indirect method a direct approach by uti-
lizing the atomic force microscope (AFM), focused ion beam (FIB)
and TEM techniques is used in the present work. The AFM pro-
vides valuable information about the sample surface quality as
well as the elastic strain relaxation [31,32] but the material below
the very surface is not accessible. Therefore, the double cross-
section method [14] of ion beam sectioning actual TEM samples is
employed. This method allows for the investigation of (sub-) sur-
face artifacts like deep ion beam damage which was caused – in
our case – by the argon ions. This is achieved by preparing a high
quality FIB lamella from a very thin region of the TEM sample
which directly represents the cross-section of the TEM depth
profile.
2. Methods
In order to directly investigate the intrinsic and extrinsic arti-
facts of thin TEM samples several steps have to be employed.
Firstly, conventional TEM wedge samples of good quality are
produced and measured in the AFM. Secondly, the FIB lamella
from the sample cross-section has to be prepared and finally in-
vestigated in the TEM.
Therefore, this section is divided into three parts describing the
steps of investigation in chronological order.
Furthermore, we decided to omit an “in-between” investigation
of the samples in order to avoid additional (high energy) electron
beam damage and contamination of the sample surfaces.
2.1. Conventional sample preparation
In order to distinguish the geometric effect of strain relaxation
from material properties, samples containing epitaxial quantum
well (QW) structures of different composition have been grown by
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Fig. 1. Illustration of the difference between an (over-) simplified model (left) and a
more complex geometry (right) of a wedge shaped cross-section TEM sample.
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MOVPE. By doing so, lattice matching as well as straining of the
quantum wells could be achieved.
The strained multi quantum well (MQW) sample consists of
8 nm thick (GaInx)(NyAs) layers with x¼30% and y¼1.5% whereas
a lattice matched (LM) sample was grown with x¼8.0% and
y¼2.9%. Growth details can be found elsewhere [24].
The lattice matching was assured by carrying out ω/2ϑ- scans
around the (004) reflection of GaAs by HRXRD.
The TEM samples were prepared in standard cross-section
geometry with two pieces of the wafer glued face-to-face on each
other applying modest pressure in order to guarantee glue lines
usually in the order of several hundred nanometers. Small pieces
of these sandwiches were put into titanium support rings, and
ground to a final thickness of about 50 mm. In each grinding step
the grain size was successively reduced and a thickness of at least
three times the grain size of the previous step was removed in
order to guarantee the full removal of prior damage layers. The
plan parallel samples were thinned down to approximately 10–
20 mm final thickness by double side dimple grinding. The final
polishing step was carried out using 0.25 mm diamond polishing
compound. Light microscopy was used to ascertain the absence of
scratches around the center region. The low thickness ensures a
fast ion beam milling under low angles and with low initial
energies.
Traditional double sector milling was carried out in the PIPS
System (GATAN Inc.) by argon ions with energies ranging from
3.0 kV to 1.7 kV. Initially the argon ion guns were aligned to match
the height of the sample and adjusted to be centered as well as
possible. It is noteworthy, that the final polishing with 1.7 kV is not
the state-of-the-art but was long considered to be “good enough”
in the pre-aberration correction era and was chosen therefore.
The broad argon ion beam with an ion flux full width at half
magnitude (FWHM) of no better than 650 mm hits the center of the
sample under an angle of incidence of nominally 73° which is
expected to produce wedge shaped samples with a wedge semi-
angle of about this value and a center hole of several micrometers
in diameter. The final polishing steps were carried out under a
slight increase of angle in order to optimize the sputtering yield of
low kV (down to 1.7 kV) argon ions. Despite the ion current
readout of the PIPS system (0–1 mA) visual inspection with a
fluorescence screen in a dark room shows a noticeable ion flux
under appropriate pressure conditions.
This optimization was aided by empirically fitting the ion flux
to a suitable model curve and extrapolation of the total beam
current and beam width. Furthermore, sputtering rate estimations
were carried out for GaAs with the Monte Carlo simulation
“Stopping and Range of Ions in Matter” (SRIM) [28].
In addition to this optimized preparation a significantly faster
ion milling set up was used for comparison. The angle of ion in-
cidence was set to 76° and the ion energy was set to 4.5 keV.
It is expected that this kind of preparation will induce sig-
nificant preferential thinning resulting in a bad sample quality.
2.2. Surface investigation of TEM samples
After these initial preparation steps the actual measurements
were carried out in two steps:
For the direct investigation of the sample surface height pro-
files in the vicinity of the central hole of the TEM sample were
acquired by AFM (Digital Instruments NanoScope IIIa Scanning
Probe Microscope) in intermittent contact mode (“tapping mode”)
thus reducing the probability of destroying the thin TEM samples.
For the investigation and comparison of elastic strain relaxation
computer simulations are employed in order to account for the
complex geometry. In the present work the numerical relaxation
of suitable geometric models by means of finite elements (FE)
analysis is used. The sample geometry was therefore modeled and
relaxed within the COMSOL Multiphysicss suite.
The FE relaxation is based on the concept of “Vegards Rule” -
which describes a linear interpolation of material properties like
the lattice parameter from a mixture of binary materials - and the
solution of the continuum linear elastic theory which provides
comfortable access to large scale displacements as well as the local
strain state. The lattice mismatch of the composition dependent
virtual crystal (GaIn)(NAs) to GaAs is used to apply hydrostatic
pressure on the MQW layers. The TEM sample is then modeled by
applying periodic boundary conditions in the foil plane and ne-
glecting the actual wedge shape for the FE simulation, due to the
shallow wedge semi-angle of about 3°. A more pronounced wedge
shape would presumably cause a slight asymmetric strain
relaxation.
2.3. Cross-section profiles from TEM samples
The second step after the plain surface investigation is the di-
rect observation of e.g. the (sub-) surface damage introduced by
ion beam bombardment.
The samples were sectioned with a dual column FIB
(JEOL JIB-4601F) in order to create cross-sections from the actual
TEM samples.
In order to protect the top surface from damage by the gallium
ions an in-situ protective coating is applied to regions of interest
(ROI) near the center hole by electron beam induced decomposi-
tion of a metal organic tungsten precursor gas [33]. This protective
step is carried out in-situ by the scanning electron microscope
(SEM) which is furthermore essential for feedback and alignment
of the sample for FIB processing. In the following this protection
layer will be referred to as “e-tungsten”. Additionally, an initial
protective ex-situ layer by sputter coating might be considered.
Nevertheless, the adhesion to the glue line might be problematic.
Fig. 2a shows a SEM image whose perspective of 0° with re-
spect to the surface normal is similar to a low magnification TEM
image. Around the center hole of this TEM sample two protective
layers of about 20 mm2 mm lateral dimension and several hun-
dred nanometer thickness are located at the upper and lower apex
of the elliptically shaped hole. The large rectangle areas show
charging effects and carbon contamination induced by the SEM.
The thickness of the initial protection layer was chosen such
that damage from the subsequent rapid deposition of several mi-
crons of protective coating by gallium ion assisted decomposition
of a carbon (“Ga-carbon”) and a tungsten precursor gas
(“Ga-tungsten”) is unlikely. The low magnification SEM image in
Fig. 2b shows the process of coating with assistance of gallium ions
which has to be carried out under a sample tilt of 53° with respect
to the electron optic. The wafer sandwich with its titanium sup-
port ring as well as the gas injection system on the left hand side is
clearly visible. On the right hand side the micro-manipulator
needle can be seen. It is later used in the lift-out process which is
shown in Fig. 2c. The protective coating of several microns mainly
consisting of metallic tungsten shows bright contrast on top of the
greyish wafer material.
Prior to the lift-out most of the perimeter around the ROI is
removed by gallium ion milling. After soldering the almost free-
standing lamella to a manipulator needle the remaining connec-
tion to the PIPS sample is removed.
The lamella is lifted out (Fig. 2c) and carefully transferred to a
TEM compatible copper grid. Fig. 2d shows the freestanding cross-
section profile lamella which was soldered to the grid and after the
removal of the manipulator needle. The connection between both
wafer sides is provided by the protective coating and the epoxy.
Roughly following the “wedge pre-milling” procedure sug-
gested by Schaffer et al. [34] and employing an early decrease in
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ion energy down to 1.0 keV produces suitably thin lamellas of
good quality for (S)TEM investigations. The final lamella is shown
in Fig. 2e where the different layers of protective coating can be
seen. In between the topmost tungsten layer and the bottomwafer
material the dark carbon layer becomes visible. It is mainly used
for rapid growth of thick protection layers and additionally pro-
vides suitably thin amorphous regions for the alignment of the
aberration corrector which is a great use for (S)TEM investigations.
With a final thickness of only a few nanometers the SEM contrast
is reversed and all materials show strong bright contrast (nearly
independent of the material).The inset illustrates the sample
geometry presented in the introduction.
The sample thickness in transmission and the lateral geometry
were taken from quantitative comparison of absolute STEM-
HAADF intensities to multi-slice simulations [35]. This approach is
frequently used in high resolution work [36–41].
For the STEM investigation of the lamellas a Cs corrected STEM
(JEOL JEM-2200FS) is used in ADF imaging mode with different
detection ranges (“camera lengths”). The standard ADF inner de-
tector angle which is used – unless stated otherwise – is 73 mil-
liradians (mrad). This high angle ADF imaging condition is con-
sidered to predominantly reflect the atomic species because of the
high Z-dependence of the Rutherford-like scattering mechanism
(Z-contrast) [3].
Despite this dominant contrast mechanism some minor yet
important amendments have to be considered. The first is the
“Huang-like” scattering due to disorder which generally increases
the low to mid-range scatter contribution. The second mechanism
is usually called de-channeling and is commonly observed in low
order zone axis STEM-ADF images of (crystalline) strained multi-
layer structures. Due to the column bending the channeling con-
dition along atomic columns is disturbed and thus lower HAADF
intensity is observable. Both processes are somewhat com-
plementary due to their different effect on the intensity distribu-
tion over the scattering angle [42].
3. Results
In the following the results from the aforementioned surface
investigations of the heterostructure with the quaternary
(GaIn)(NAs) MQW systemwill be laid out. Furthermore, the results
of the cross-section of a heterostructure containing alternating
layers of Ga(NAs)/GaAs/(GaIn)As will be shown. The focus will be
set on the evaluation of the binary compound semiconductor
GaAs. In addition, the damage depth profile of its two ternaries
will be shown.
3.1. Surface damage and preparation
In Fig. 3a the AFM measurement of a TEM sample using the fast
ion milling set up (α¼76°, E¼4.5 keV) with a single lattice
matched (GaIn)(NAs) QW is shown. The AFM scan was carried out
over (2 mm)2 and a standard two dimensional linear background
subtraction was applied. At the very left side the amorphous epoxy
shows strong height modulation and is thus overlaid (black rec-
tangle) for better visualization. To its right a line of increased
height can be seen which is parallel to the glue line and resembles
the single QW. This elevation of several nanometers is a result of
inappropriate thinning conditions which can be easily seen from
direct comparison with Fig. 3b.
Therein an AFM area scan of a twin sample prepared under
optimized thinning conditions is shown. A tremendous increase in
surface quality was achieved and there are no surface features of
noteworthy magnitude. In particular, there is hardly any height
abnormality along the QW its position is judged from the distance
1 mμ
0.2 mm
0° 10 mμ
2 mμ
2 mμ
53°
53°
53°
53°
Ga-tungsten
Ga-carbon
e-tungsten
Fig. 2. (a) SEM image of the TEM sample after e-tungsten deposition for protective coating
prior to further (rapid) gallium assisted deposition of several microns of carbon and
tungsten. (b) A lowmagnification side view SEM image taken during the deposition of such
layers. (c) The TEM cross-section sample is shown prior to the lift-out process. The bright
tungsten protective layer on top of the wedge sample is connected to the lift-out manip-
ulator. After transfer and fixation to a copper grid the lamella is separated from the ma-
nipulator needle (d) and can be thinned to electron transparency by increasingly gentle ion
milling. (e) Finally, the protective coatings consisting of Ga-carbon (black) followed by Ga-
tungsten (bright) are revealed. The initial e-tungsten deposition cannot be seen at this scale.
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to the epoxy and indicated by a yellow dash-dotted guide to eye.
This absence of surface features actually identifying the quantum
well region is an indication of a homogenous oxidation layer of
GaAs and (GaIn)(NAs) which was experimentally verified for the
(GaIn)As/GaAs system [32].
Fig. 3c shows the AFM measurement of a strained MQW sample
which was prepared under aforementioned optimized conditions.
The height profile of the five MQWs can be seen clearly. In this
case the height profile directly reflects the elastic strain relaxation
at free surfaces. This is illustrated in Fig. 3d. The plot shows the
comparison of the AFM measurement with results from FE simu-
lations. The AFM measurement represents the average height
profile parallel to the glue line of the region between the epoxy
and the fourth strained QW (excluded). Additionally, the corre-
sponding simulated height profiles for three different sample
thicknesses are added. The error bars indicate the measured root
mean square (RMS) roughness of the surface which is about
0.1 nm and nearly constant over the whole scan area of Fig. 3c.
Considering the lateral resolution of the AFM the simulation
and the measurement are in excellent agreement (cf. Fig. 3d) thus
proving the validity of the assumed mixture model and the suit-
ability of the thinning procedure. It is noteworthy that an in-
creased bulging out at the uncapped top QW can be seen in both
the experiment and the simulation.
The thickness dependent bulging out of the strained quantum
well region rapidly converges to the infinite thickness limit and is
in good agreement with the AFM data over a rather large thickness
range.
These results of the surface investigation show that the sample
quality is excellent over a large sample area. The small RMS
roughness indicates – within the lateral precision of the AFM –
nearly atomic flatness and could be fully attributed to the oxida-
tion layer which is expected to be amorphous and thus not ne-
cessarily atomically flat.
With AFM being a surface sensitive technique of limited lateral
precision the damage cannot be fully characterized. Additionally,
everything below the very surface is not accessible with this
technique.
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Fig. 3. AFM measurements show that (a) inappropriate preparation conditions lead to a pronounced visibility of a lattice matched GaIn)(NAs) QW due to selective etching of
GaAs. (b) Optimized conditions result in nearly atomically flat surfaces without height differences between the lattice-matched QW and the surrounding material.
(c) Applying the optimized preparation to a strained MQW system shows surface height features only as a result of elastic strain relaxation. (d) The bulging out is in excellent
agreement with FE simulations approaching the thick sample limit.
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3.2. (Sub-) Surface damage in GaAs
In order to characterize the (sub-) surface sample quality after
broad argon ion beam thinning which would usually be hidden in
traditional transmission geometries, the cross-sectional FIB sam-
ple of an alternating (GaIn)As/GaAs/Ga(NAs) structure is in-
vestigated with ADF-STEM. Fig. 4a shows a low magnification
HAADF image of the left sample wedge shown in Fig. 2e. For il-
lustration purposes the initial epoxy area is overlaid by a brown
rectangle and an inset is shown to clarify the sample geometry of
the sample under investigation.
In the upper part of Fig. 4a the fully intact e-tungsten and
Ga-carbon depositions can be seen. It is noteworthy, that the in-
itially applied e-tungsten deposition was considerably thicker
when measured in the SEM/FIB. We assume that this is due to the
dynamic etching and growth process during gallium assisted
coating. On the bottom side a much thinner Ga-carbon and a Ga-
tungsten layer can be seen. These layers are probably deposited by
transmitted electrons in the SEM/FIB that reach the backside of the
TEM sample - despite the fact that the initial gallium ions are
completely stopped in the protective layers - where the sur-
rounding precursor gas can be decomposed. Owing to the thick-
ness of the sample this process is less likely than the decom-
position at the top surface. This explains the absence of a distinct
e-tungsten layer at the bottom surface. However, this is un-
problematic because these layers were always protected from the
ion beam due to its direction heading from top to bottom. Energy
dispersive x-ray spectroscopy (EDS) shows that the dark gray
“gap” region on top of the bottom surface (cf. Fig. 4a) is carbon and
tungsten containing without any significant gallium signal. It is
followed by a tungsten layer which forms after the initial contact
compound (carbon-rich) was created. The arrangement indicates
the re-deposition of material during the lamella thinning on top of
this carbon/tungsten.
As a guide to the eye the (GaIn)As quantum well and the
Ga(NAs) are emphasized by blue and yellow dot-dashed lines re-
spectively. At the former top and bottom sample surfaces a faint
bright contrast can be seen which is absent at the initial wafer
surface (right hand side, center region) that was covered by the
epoxy glue line (400 nm) during the conventional broad beam
thinning.
Fig. 4b shows line profiles averaged (width of about 10 nm)
along the three sample surfaces which are normalized to the in-
tensity plateau in the core regions of the sample. The direction and
color corresponds to the regions indicated by arrows in Fig. 4a. It
can be clearly seen from the red and blue profile that at both
surfaces hit by argon ions a significant increase of the (normalized)
HAADF intensity occurs. This effect is not seen for the scan along
the untreated (wafer) surface.
Despite the minor deviation presumably originating from
slightly different thicknesses the relative increase of the intensity
at both surfaces is about 4%. This is in strong contrast to the slight
decrease near the center (wafer) surface which was protected by
the epoxy during argon ion milling (PIPS).
Due to the coarse sampling of low magnification STEM images
smaller areas have to be investigated for quantitative evaluation to
improve the contrast localization in each pixel avoiding severe
under-sampling. Additionally, the focus of the subsequent study
will be set on the top surface because of its similarity to the lower
surface (see Fig. 4) which indicates that there are no severe arti-
facts introduced by FIB preparation and that the in-situ e-tungsten
deposition was indeed sufficient. On the contrary, the effect of an
insufficient deposition can be seen in Fig. 5. In this conventional
HRTEM micrograph the stopping power of the e-tungsten layer
was too little and therefore caused severe damage to the top side
of a similar sample clearly showing full amorphization of that area
with subsequent partial amorphization of the sample.
Nevertheless, there is certainly also damage introduced by the
gallium ions during FIB processing of well protected samples.
However, this will very likely only be nearly homogeneous side-
wall damage across the whole lamella. A minor thickness gradient
which is almost inevitable is also expected.
Fig. 6a exemplarily shows the top surface of Fig. 4a (red arrow)
at higher magnification. The dotted lines guide the eye to the onset
of crystallinity (black) and the epoxy glue line (brown).
The horizontal direction (white arrow) crosses the epoxy
coated (wafer) surface. This epoxy layer presumably prevents ar-
gon ions from hitting the sample thus it is considered to be a
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Fig. 4. The low magnification HAADF image shows the left side of a double wedge sample illustrated in the inset. The sample contains alternating ternary alloy QWs on GaAs
seperated by GaAs barriers. (a) The normalized GaAs intensity of three different regions marked with colored arrows in Fig. 4a shows a significant rise near the initial
surfaces. This is in contrast to the center profile where no rise in intensity is observerable. (For interpretation of the references to color in this figure, the reader is referred to
the web version of this article.)
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protected surface. In contrast, the surface opposed to the argon ion
guns during the conventional preparation is considered to be
damaged.
In order to acquire information on the (native) oxidation layer
the protected interface was investigated in more detail.
In Fig. 6b a HAADF image of the protected interface is shown. A
rather unsharp transition from amorphous to crystalline can be
observed which can be fully attributed to the amorphous GaAs-
Oxide [43].
An averaged line profile towards this interface is shown in
Fig. 6c. Therein the origin of the x-axis is set to the onset of atomic
column contrast for better comparability. It is noteworthy that this
position is not the GaAs intensity plateau of the bulk several
nanometers from the surfaces. This is presumably due to the in-
termixing layers of the crystalline GaAs phase (c-GaAs) and the
amorphous oxide layer (a-GaAs-ox). Further towards the epoxy
the run of the curve is less steep for about 2 nm and falls rapidly to
the epoxy level at about 4 nm.
The intensity behavior can be explained in terms of intermixing
of different rough layers. First, there is the c-GaAs/(a-GaAs-ox)
intermixing which leads to the onset of dumbbell contrast at 0 nm
and the biased plateau to the right. The second steep slope re-
sembles the intermixing of the rough (a-GaAs-ox) and the epoxy
material. Overall, judging from the inflection points of aforemen-
tioned slopes the amorphous oxide spreads over about 3.5 nm.
This value is in good agreement with conventional TEM mea-
surements of this sample (Fig. 7b) and in fair agreement with the
thickness of the native passivation oxide of the wafer material
[44].
Additionally, the crystalline material shows a small decrease in
intensity over a range of about 5 nm which can be also seen in
Fig. 4b.
For clarification of this ambiguity a series of STEM images with
different camera lengths has been acquired. The results for the
protected surface shown in Fig. 8a indicate a slight decrease in
intensity for large detector inner angles (99 and 73 mrad) and an
increase for mid and low angle detection ranges.
This might indicate a strain driven effect which is mentioned
e.g. for the a-Si/c-Si interface by Yu et al. [45].
In contrast, the normalized intensity curve of the damaged
surface (cf. Fig. 8b) shows a tremendous increase in intensity for
all scattering angles. It can be seen that the effect has a lateral
extension of about 8 nm which is similar for all but the highest
detection angle. The intensity increase ranges from about 2.5% at
99 mrad to 15% for 33 mrad and decreases to the core plateau
nearly linearly.
The absence of contrast reversals indicates a static disorder
which points to deep damage by argon ions and the creation of
lattice imperfections due to those damage cascades.
3.3. (Sub-) Surface Damage in ternary material systems
In the following the quantification of the damage induced
contrast is extended to the ternary material systems (GaIn)As and
Ga(NAs). For the sake of illustration the collage of two ADF images
of each ternary QW and the separating barrier shown in Fig. 9a is
rotated by 90° with respect to the former images. Additionally, the
ADF inner angle is chosen to 52 mrad revealing the “cloudiness” of
the damage layer. Fig. 9b–d show line scans through the quantum
well layers and the separating GaAs barrier.
The GaAs barrier shows the strongest relative increase in in-
tensity (cf. Fig. 9c) compared to the other material systems (cf.
Fig. 9b and d). Furthermore, the effect has a significantly longer
range for GaAs (8.0 nm) than for Ga(NAs) (5.5 nm) and (GaIn)As
(6.0 nm) . Despite the obvious measurement uncertainties a sig-
nificant decrease in ion straggle range can thus be assumed for the
ternary alloys. The relative intensity increase is much smaller for
the alloy systems which can be seen for any camera length in di-
rect comparison. The overall trend with respect to scattering an-
gles is the same for all material systems except for 99 mrad de-
tection angle. For this angle a significant increase can be seen only
for pure GaAs.
Additionally, there are no signs of elastic strain relaxation like
(obvious) lattice plane bending or bulging out on the surface. The
former can be explained by the STEM imaging mode which is in
fact a time series with a lateral precision dependent on the scan
unit. Thus, fine lateral displacements (in the picometer regime) are
extremely hard to quantify with scanning TEM. This is also the
case for the bulging-out effect of strained QWs at surfaces. Fur-
thermore, this effect is at maximum in the range of a few hundred
picometers for thin samples as can be seen in Fig. 2d where the
average height profile of an AFM measurement is shown.
The overall surface roughness of about 100 pm (taken from
AFM) additionally applies a strong hindrance for the direct ima-
ging of these bending effects.
It has been shown that the damage effect and the oxide have a
considerable effect on the mean intensity with respect to the ab-
solute GaAs bulk value. Furthermore, it should be noted that ad-
ditionally the atomic arrangement and the composition in these
damaged regions are presumably severely altered and thus atomic
compositional evaluation on an absolute scale might be hindered.
Thus it can be concluded that the alteration of the damaged sur-
faces might influence many if not every high resolution in-
vestigations. Especially for thin samples the ratio of (damaged)
surface areas to the undisturbed volume-material is drastically
increased which results in a pronounced impact of aforemen-
tioned damage layers.
Exemplary, influences on the HAADF thickness measurement of
GaAs will be investigated.
e-tungsten
50 nm
amorphized
Ga-carbon
Fig. 5. The HRTEM micrograph of a different sample shows the effect of high en-
ergy (30 keV) Ga ions impinging on the sample with insufficient coating during the
ion beam assisted deposition. The thin (residual) e-tungsten layer (dotted, green)
did not fully stop the incoming gallium ions which caused full material amorphi-
zation of the top surface. The gallium ions were finally stopped in the samples
causing severe damage to the crystalline regions (dotted, purple). (For interpreta-
tion of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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3.4. Effect on thickness measurements
Assuming the case of a crystalline phase with a passivation
oxide thickness measurements can give significantly different re-
sults depending on the method employed and the surface-to-vo-
lume ratio.
Measurements based on crystalline signals more or less ignore
the amorphous oxides whereas e.g. electron energy loss spectro-
scopy (EELS) measurements account for the total transmitted vo-
lume. As stated in Beyer et al. [46] the thickness values derived
from through-focal HAADF-STEM are systematically lower than
those derived by EELS which presumably reflects this trend. Thus,
for the estimation of thickness from mean HAADF intensities two
main effects have to be considered. First, the finite thickness of the
native oxide layer and second, the extension of the surface- as well
as the deep damage.
In order to quantify these effects we first consider the impact of
an oxide layer on the mean intensity in the conventional STEM-
ADF setup. Therefore, we measure the intensity profile towards
the GaAs surfaces which can be translated into the total ADF in-
tensity of usual ADF-measurements. In the case of perfect c-GaAs
the thickness can be related to the total collected intensity (con-
sidering the full beam propagation in the sample and the detection
system as well as the beam current). On the other hand, the in-
terpretation of this mean intensity ignores any a-GaAs or an
a-GaAs-oxide (presumably ‐a Ga O2 3). From simulation studies it
can be seen, that a fully disordered a-GaAs does not scatter as
strongly as c-GaAs into high angles presumably due to the missing
channeling effect. Furthermore, the oxide is much more complex
due to its low-Z component and the different density in addition
to its amorphous state. Hence, a realistic simulation study is hard
to carry out. Instead the intensity profile of the presented double-
cross sections can be used to derive the necessary data.
From the integration towards the protected surface (cf. Fig. 6b)
the intensity of the pure oxide layer can be determined and this
intensity can be recalculated in a c-GaAs intensity equivalent.
This excess intensity with respect to the pure c-GaAs phase
would result in a correction of the TEM sample thickness (usual
transmission geometry) of about 22.1 nm (each surface)
whereas the real physical thickness of the oxide is about 7.0 nm
(23.5 nm). Therefore, the sample thickness would be under-
estimated by a constant thickness of about 2.8 nm if the surface
damage was completely neglected.
It is noteworthy, that in addition to this a thickness measure-
ment by position averaged convergent electron beam diffraction
would presumably provide only the c-GaAs thickness.
When considering the line profile towards the c-GaAs/a-GaAs-ox
interface (cf. Fig. 6c) the drop of intensity might be attributed to a
strain driven de-channeling [20,42]. In this case the asymmetric
loss of intensity would not contribute to the mean intensity in the
conventional sample geometry. This might be illustrated in terms
of shear stress which causes a local tilt from the STEM optic axis in
Fig. 6. The HAADF image of the upper surface near the epoxy shows two distinctly
different types of surfaces namely a protected GaAs profile and a damaged surface.
Dotted lines are added to guide the eye to the onset of crystallinity (black) and the
onset of the epoxy glue line (brown). (a) The protected surface at a higher mag-
nification shows a fading atomic column contrast near the amorphous/crystalline
interface. (b) The normalized HAADF intensity over the position relative to the
onset of atomic contrast shows a steady decrease with several stages due to layer
intermixing of the c-GaAs and a-GaAs-ox as well as the a-GaAs-ox and the epoxy.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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thin TEM foils. This shear component would be absent in the
normal transmission setup except for the edges of the material
under investigation. Additionally, the systematic error would be
almost negligible compared to ignoring the oxide.
Finally, the excess intensity caused by the ion beam damage is
an additional source of error.
Comparing the first 3.5 nm of the protected and the damaged
surface (cf. Fig. 6a) reveals a significant difference. Whereas the
excess intensity (from the oxide) equals to about 2.1 nm c-GaAs
intensity for the protected surface the excess intensity of the da-
maged surface equals to 3.3 nm c-GaAs. Hence, these layers are
mainly heavily disordered GaAs with some contributions from an
oxide layer.
In general, the cumulative effect of damage and oxide has a
TEM specimen thickness dependence due to the overlap of da-
maged regions of constant thickness and the changing TEM spe-
cimen thickness. Hence, an error estimation has to be made for
every given thickness. With decreasing physical sample thickness
the constant thickness damage/oxide layer becomes increasingly
relevant which leads to huge relative errors when using mean
HAADF intensities for thickness evaluations.
For example, a measured intensity equal to 10 nm would be
wrong by þ10% giving a (damage) corrected thickness of about
9 nm. Additionally, the c-GaAs volume would just be about 3 nm
due to the a-GaAs layer. These estimates of course change when
HAADF imaging is not performed at “standard” angles but at lower
detector inner angles, where the contrast is more sensitive to
static atomic displacements.
4. Discussion
The increase of HAADF intensity close to TEM specimen sur-
faces is attributed to the argon ion beam damage of the surfaces
during conventional broad ion beam sample thinning. The contrast
mechanism proposed is the local static atomic displacement [47]
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Fig. 7. (a) The HRTEM micrograph of the protected GaAs surface shows good agreement with the ADF-STEM observations indicating an interconnection between the pure
crystal and the oxide. (b) The line profile along the interface reveals an approximately 3.2 nm thick oxidation layer.
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Fig. 8. (a) The normalized HAADF intensity of the protected intensity over the position is plotted for different detection (inner-) angles. An angle dependant contrast is
observable between the high angle regime and the mid angle regime. (b) The normalized HAADF intesity of the damaged intensity over the position is plotted for different
detection (inner-) angles. The curve shows significant deviations from the line profile along the unprotected surface without contrast reversals near the interface.
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(with respect to pure materials). These displacements are pre-
sumably caused by ion impact damage cascades which introduce
crystal disorder and/or alloy fluctuations. In addition, argon ion
incorporation and point defect creation are possible. The overlay of
those effects is complex because of their unknown contributions
to the overall signal but leads to an intensity increase especially for
small and medium detection angles with a linear decreasing
magnitude from the very surface towards the inner sample
region.
The amorphous layer thickness of 3.5 nm is in good agreement
with the proposed fully amorphous layers from SRIM simulations
giving an amorphization range of 3.5 nm and an ion straggle of
2.1 nm (for the material system investigated here). It is a well-
known effect that the ion range for crystalline materials is severely
underestimated by the plain SRIM due to the ion channeling of
charged particles in periodic structures. This effect is well known
for electrons [48] and for ions [49] and in the latter case increases
the direct and indirect damage range in crystals.
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Fig. 9. (a) A collage from two mid angle STEM images shows the GaAs barrier separating two different ternary compound QWs. The arrows indicate line scans towards the
surface into the volume material. The cloudy contrast near the surface can be readily seen. (b)–(d) The normalized HAADF intensity of the damage depth profiles over the
position is plotted for different detection (inner-) angles. The curves are set to match the associated region in (a). The range of ambigous contrast increase is lower for the
ternary materials than for pure GaAs. The magnitude of the normalized signal rises with decreasing scattering angle for all cases but is strongest for the c-GaAs material.
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The apparent decrease of the ion straggle range in the ternary
compound materials might be attributed to the internal disorder
of a random alloy and the different binding energies with respect
to the pure GaAs which is highly ordered.
Another possible explanation could be the strain caused by the
adhesion of the protective coatings. Despite the fact that HAADF-
STEM is very sensitive to changes in the atomic number (Z-con-
trast), strain causes a bending of atomic columns in thin samples
and thus acts as a source of de-channeling from the low index
zone axis condition usually applied.
Nevertheless, neither in low magnification nor in high magni-
fication images did the contrast at the surfaces change with
moderate tilting, which strongly favors the damage layer scenario.
Furthermore, nearly the same intensity increase can be seen for
the top and bottom surface where – as described before – the
adhering compound is obviously very different.
Finally, the cloudiness of the near surface areas cannot be ex-
plained by long range strain fields and thus strongly favor the dis-
crete damage scenario with statistically distributed damage cascades.
Both, the amorphous surface and the gradually decreasing sub-
surface damage have influence on (S)TEM imaging. The impact of
these effects is very much depending on the sample thickness and
was investigated for ADF-STEM elsewhere [50–55]. The role of
amorphous surface layers on conventional HRTEM imaging was
investigated for Boothroyd et al. [56–58] and is considered to be a
significant contribution to the deviation between simulated and
measured contrast levels (“Stobbs factor”).
Because of the presumably complex damage mechanisms
during ion beam thinning a complete modeling of the actual
(gradually) degraded surface layers is very challenging and beyond
the scope of this work. Nevertheless, the sub-surface damage
could be considered as a disordered crystal and first order cor-
rections to image evaluations might be derived from such an ap-
proach. Additionally, simulation studies [42,59] and experimental
studies on disorder are found in the literature [40,41,60].
5. Conclusions
It could be shown that a combination of surface sensitive
measurements like AFM and a novel cross-section FIB/TEM ap-
proach are able to quantify most of the artifacts associated with
STEM specimen preparation. Especially the (sub-) surface damage
from ion beam thinning is of great magnitude and reaches down
to about 11.5 nm below the (final) surface even for considerably
low argon ion energies. Its effect is readily seen as a diffuse cloudy
dot-like contrast modulation in HAADF STEM images which in-
dicates a local disordering without full amorphization. It is worth
mentioning that this effect can be observed by conventional TEM
samples as well, if inappropriate thinning conditions are applied.
Its effect on the HAADF intensity is evaluated for ternary alloys
and pure GaAs for various scattering angles. The results indicate a
material dependence on the ion damage range without showing
significant selective etching.
Additional effects like oxide layer thickness, selective etching,
surface roughness and elastic deformation can in principle be in-
vestigated but are hindered by the comparatively large amount of
damage to the initial surfaces.
The systematic error introduced due to these intensity changes
by damage and oxidation is estimated for GaAs proposing a sys-
tematic correction scheme which can be applied with relative ease
and subsequent to a conventional sample investigation.
Finally, it is shown that despite the optimized preparation
which produces almost atomically flat surfaces without significant
selective etching the damage below the final surface is completely
hidden but of considerable magnitude.
It is noteworthy that the FIB sectioning technique of cross-
section TEM samples might help to clarify ambiguities in con-
ventional (S)TEM measurements when precise modeling is
needed.
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A B S T R A C T
In order to overcome the limitations of silicon-based electronics, the integration of optically active III–V com-
pounds is a promising approach. Nonetheless, their integration is far from trivial and control as well as un-
derstanding of corresponding growth kinetics, and in particular the occurrence and termination of antiphase
defects, is of great relevance. In this work, we focus on the three-dimensional reconstruction of such boundaries
in gallium phosphide from single scanning transmission electron microscopy images. In the high angle annular
dark-field imaging mode, the appearance of these antiphase boundaries is strongly determined by the chemical
composition of each atomic column and reflects the ratio of transmitted anti- to mainphase. Therefore it is
possible to translate measured intensities to the depth location of these boundaries by utilizing simulation data.
The necessary spatial resolution for these column-by-column mappings is achieved via electron optical aber-
ration correction within the microscope. Hence, the complete 3D orientation of these defects can be measured at
atomic resolution and correlated to growth parameters. Finally, we present a method to reconstruct large areas
from well sampled images and retrieve information about complex embedded nanoscale structures at the atomic
scale.
1. Introduction
Silicon-based semiconductor devices are extremely wide spread and
– even up to now – almost inevitable when thinking of the near-future
development in computer technology (Wang et al., 2017). The research
is branched into several different technologically relevant directions
ranging from improved channel materials for transistors to the direct
monolithic integration of III–V lasers on silicon for data transmission
(del Alamo, 2011; Desplanque et al., 2012; Liebich et al., 2011).
Nonetheless, it is well known that the monolithic integration of
III–V materials into silicon is challenging and antiphase domains
(APDs) can be formed during heteroepitaxy of polar materials on
nonpolar layers due to monoatomic surface steps. Although the re-
duction and suppression of APDs for the interesting and equally im-
portant gallium phosphide (GaP) on silicon has seen great progress,
their occurrence is still a severe issue and can affect the performance of
many devices adversely due to local strain and charge effects (Beyer
et al., 2012, 2011; Desplanque et al., 2012; Feifel et al., 2017; Kroemer,
1987; Kunert et al., 2008; Németh et al., 2008; Volz et al., 2011).
Therefore, a detailed understanding of their formation, appearance and
ultimately termination is of great relevance to the integration of III–V
optoelectronic materials onto exact silicon as it is used in the current
complementary metal–oxide–semiconductor (CMOS) based technology.
Up to now, the detailed bonding characteristics within such anti-
phase boundaries (APBs) are not well understood. Although theoretical
investigations have been carried out for a limited number of interfaces
like GaAs/Ge and GaP/Si, experimental atomic resolution studies by
Beyer et al. show the occurrence of more complex geometries than in-
itially anticipated (Beyer et al., 2013; Cho and Carter, 2001; Rubel and
Baranovskii, 2009). Due to this complex situation, the effects of APBs
on many devices need careful modelling for example by atomistic si-
mulations like density functional theory (DFT) where the resulting
charge distribution is dependent on the actual geometry. Hence, the
actual geometry of these APBs is important due to the charge accu-
mulated by wrong bonds.
In order to resolve the structure of APDs with atomic resolution we
use quantitative high angle annular dark-field (HAADF) scanning
transmission electron microscopy (STEM). While other techniques like
(S)TEM (tilt-series) electron tomography (Midgley, 2003; Midgley and
Weyland, 2003) or atomic probe tomography (APT) (Kelly and Miller,
2007; Seidman, 2007) provide a reasonable resolution with an accuracy
of up to 1 nm (and even below for APT), the lateral resolution of
aberration corrected STEM is in the sub-Ångstrom regime. This is in
particular aiding the determination of complex binding geometries as
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seen for extended structural defects like APBs.
Another common disadvantage of many tomography methods is
that the reconstruction relies on the acquisition of multiple images
taken under different conditions and usually implies a difficult sample
preparation. The latter point makes these tomography techniques im-
practical if either the region of interest is not representing the majority
of the material or hard to find during the process of preparation.
On the other hand, quantitative STEM investigations have come a
long way since the term “Z-Contrast” was coined in the early 90s of the
last century (Pennycook and Jesson, 1991). The advance of instruments
in the field of electron microscopy, especially the advent of commer-
cialized aberration correctors for TEM and STEM, opened the doors for
quantitative sub-Ångstrom microscopy on a daily basis (Haider et al.,
1998; Krivanek et al., 1997; Uhlemann and Haider, 1998). Since then,
quantifying the HAADF signal on an absolute scale at atomic resolution
has become increasingly popular.
While there are many occasions where STEM measurements with
qualitative match to simulations are already sufficient, the demand for
quantitative match to simulations has led to a more detailed under-
standing of (S)TEM contrast in terms of thermal diffuse scattering
(Howie, 2004; Loane et al., 1991), inelastic scattering (Allen et al.,
2015; Bleloch et al., 1994; Mkhoyan et al., 2008), as well as the de-
velopment of various implementations of image simulation algorithms
like the STEMsalabim code (Oelerich et al., 2017) used in this work. A
comprehensive list of image simulation software can be found in
(Oelerich et al., 2017). In addition, the characterization of experimental
equipment has led to remarkable agreement between experiment and
simulation (Beyer et al., 2016a; Jones et al., 2014; LeBeau et al., 2008,
2010; Martinez et al., 2014). Especially the confocal nature of the STEM
technique has been shown to truly deliver 3D information on a nearly
atomic scale (Alania et al., 2016; Gonnissen et al., 2016; Muller et al.,
2004). Nonetheless, even single STEM HAADF images can be used on
their own to retrieve three-dimensional data in many cases as will be
shown in this manuscript.
Since STEM images are generally projections of 3D entities, a direct
interpretation of such images demands specific knowledge about the
sample under investigation. Conventionally, in analytical STEM mea-
surements local material compositions can be derived by considering
the TEM sample geometry as being either flat or wedge shaped. On the
other hand, by considering a-priori knowledge about the sample
chemistry measured intensities can be used to retrieve geometrical
structures on the atomic scale. In particular, it is possible to derive the
evolution of the APB with respect to one of the surfaces of a STEM
specimen. This becomes clear when one considers the case of GaP on
silicon where the constituents are known but the geometry of the
crystal defect is to be investigated. Since the HAADF STEM signal is
related to the atomic number Z, one can directly correlate the scattering
strength to a chemical composition. This is in particular applicable in
the case of GaP since the pure GaP mainphase (MP) is separated from
the pure GaP antiphase (AP) only by their inner interface (APB). The
compositional transition from the MP to the AP is illustrated in Fig. 1a,
as cross-section along the [−110] direction. Due to the polar basis of
GaP, single steps of the silicon substrate cause the creation of APBs. In
contrast to the simplistic illustration in Fig. 1a the actual geometry of
APBs is rather complex but can be considered to be monotonously
changing from the MP to the AP as can be seen from previous experi-
mental results (Beyer et al., 2012; Volz et al., 2011). Generally, a single
crystal column seen in transmission can contain different fractions of
MP and AP. Here, the boundary can be considered within every single
column independently. Connecting these single column boundaries re-
sults in the overall appearance of the APB. This situation is illustrated in
Fig. 1b where a cross-section along the [100] direction shows the
chemical transition from MP to AP on a single column with an in-
creasing fraction of the AP (gray shaded). On an atomic scale, this
corresponds to a changing group-III and group-V sub-lattice decoration
from gallium (Ga) to phosphorous (P) and from P to Ga respectively.
Since this behavior is identical for any shape of the overall APB, the
composition of each column can be used to map the z coordinate of the
APB.
Seen along a low order zone axis like [001] as in the case of a plan-
view (PV) investigation the atoms are aligned in columns along the z
direction. The imaging plane of the microscope is therefore the xy
plane.
2. Material and method
For the recording of high quality STEM measurements, several
prerequisites were carried out in order to reduce the effects of beam
damage and bending for a sufficiently large field of view. In the fol-
lowing, the preparation procedure will be explained and the STEM ADF
measurements will be elucidated.
Fig. 1. (a) Cross-section view illustrating the origin of the antiphase defect (simplified) seen along [−110]. (b) The APB (magenta) divides the MP from the AP
resulting in a varying ratio of Ga to P in each column.
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2.1. Sample preparation
An about 65 nm thick layer of GaP epitaxially grown on silicon
(001) was prepared for PV investigations using mechanical pre-thinning
with the Allied MultiPrep™ Polishing System. The grinding procedure was
carried out while introducing a small angle that guarantees a thin re-
gion of interest as well as a thick supporting region for easy handling.
For the final thinning steps, a dual column focused ion beam machine
(JEOL JIB-4601F) was used to remove the backside material leading to
thicknesses in the nanometer range. In order to create high quality
regions, a 30 kV Ga+ beam was used to etch several “windows” into the
sample with an angle approximately compensating the residual wedge
angle of 2° introduced by the mechanical grinding steps. The notion
behind this is to reduce the thickness gradient and the resulting defocus
variations in the later STEM measurements. The windowing procedure
is aimed to stabilize the regions of interest by reducing scrolling and
bending effects due to the intrinsic strain energy of this material system.
These initial regions are further thinned by using successively reduced
ion beam energies down to the last polishing step with only 1 kV ac-
celeration voltage therefore reducing excessive damage.
2.2. Image acquisition
The STEM investigations were carried out with a JEOL JEM-2200FS
image and probe corrected microscope operated at 200 kV using an-
nular dark-field (ADF) imaging. Using a semi-convergence angle of
24mrad, the geometrical probe correction leads to a sub-Ångstrom
sized electron probe with a current of about 25 pA. In order to acquire a
strong chemical contrast the HAADF regime in the range from 86 to
344mrad is chosen for image evaluation (Pennycook and Jesson,
1991). In addition, the low angle ADF (LAADF) regime of 35–140mrad
is used for detection, orientation and visualization of APBs due to strain
and disorder contrast (Beyer et al., 2017a; Grillo et al., 2008, 2011). For
the purpose of quantitative high resolution HAADF investigations, the
experimental micrographs were normalized to the intensity of the direct
beam imaged onto an Ultrascan 1000XP CCD camera following an ap-
proach similar to He and Li (2014). Hereto, a “detector scan “has been
used to account for the inhomogeneous response of the ADF (He and Li,
2014; LeBeau et al., 2008). It is noteworthy that the electron scattering
in STEM is affected by the transfer system after the interaction with a
sample especially when TEM image correctors are present (Krause
et al., 2016). Hence we deactivated the strong lenses in the image
corrector in the case of STEM imaging.
In order to assure close to ideal imaging conditions, the measure-
ments were carried out soon after a complete corrector alignment and
with manual fine tuning of low order aberrations using the Ronchigram
method. Furthermore, the defocus was set to provide the maximum
contrast by using a through-focus sweep as described for example in
Beyer et al. (2016a,b). This leads to a defocus value of about −2 nm
with respect to the top surface.
For a robust quantitative chemical analysis of single columns,
HAADF imaging is used in the following high magnification measure-
ments. In order to overcome the challenges imposed by the relatively
low intensity scattered into high angles, the signal-to-noise ratio has to
be increased. This is especially relevant for the dark P columns which
are merely above the background level and often hardly visible (Beyer
et al., 2016a). We therefore utilized the Smart Align tool for the regis-
tration and scan noise correction of 32 high resolution images rapidly
captured one after another (Jones et al., 2015). These 512×512 px²
images were recorded with a pixel dwell time of 3 μs each resulting in a
frame time of about 32× 1 s. The rapid acquisition leads to a highly
efficient image registration due to reduced drift effects and only small
low residual noise (Jones and Nellist, 2013). After careful inspection of
the pair registration between images, the individual recordings have
been averaged into one single high quality STEM image.
After transferring the sample into the microscope, the sample is
aligned along the [001] direction. Utilizing the aforementioned LAADF
imaging, the boundary separating the MP and the AP can be recognized
in STEM images at low magnification if a sufficient sampling is chosen
(Fig. 2a). It is noteworthy that for most of the sample the resulting
thickness is less than 65 nm. Therefore, the complete sample is con-
sisting of pure GaP since the silicon has been removed from the back-
side.
Upon closer inspection, it can be seen that the basic shape of the
boundary is generally triangular or “needle-shaped” pointing towards
the [110] direction. The orthogonal [−110] direction can be seen to be
the predominant direction of the triangle basis. The shape of the APB
can be shown to be closely related to the silicon surface during the
metalorganic vapour phase epitaxy (MOVPE) growth as shown by Volz
et al. (2011). These findings are also in agreement with earlier findings
of Beyer et al. using conventional TEM dark-field techniques (Beyer
et al., 2012).
With increasing magnification, it can be seen that the APBs show
abrupt and continuous transition regions indicating different lattice
plane orientations. This fact can easily be appreciated as illustrated in
Fig. 2b where the high resolution image taken from a region sig-
nificantly thinner than those of in Fig. 2a is shown. For visualization
purposes, the “{200}-Bragg-filtered” inverse Fourier transform is shown
as it highlights the intensity irregularity at the APB. In this “virtual
dark-field” image one can see different dark fading regions with an
extension over several nanometers, as well as very abrupt transitions
(dashed frame, white). These abrupt boundaries are located on {110}-
planes and run perpendicular to the imaging plane along the electron
beam direction.
Fig. 2. (a) STEM image from a PV sample at low magnification showing the approximate alignment of the APB defect with the silicon surface steps. (b) For a better
illustration the higher magnification image of a region of (a) is shown as the inverse Fourier transform of a {200} Bragg filtered HRSTEM micrograph.
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The dashed region of Fig. 2b recorded at higher magnification by
using high angle ADF for an increased chemical contrast is shown in
Fig. 3. In this image, the phase separating boundary can be readily seen
in the center, where the initial group-III sub-lattice decoration by (ex-
clusively) Ga atoms (IIIGa) switches from the MP region to the AP region
(IIIP) partly within a single atom plane. Analogously, also the group-V
sub-lattice decoration is inverted (VP → VGa). It is worth mentioning
that albeit the choice of defining the group-III sub-lattice might seem
arbitrary, the MP is known from the overview images by comparing the
area ratio.
As a guide to the eye, color markers are set at Ga (red) and P (blue)
columns and the magnification of an elementary (projected) unit cell is
shown as an inset. The green lines enclose a part of the two adjacent
crystal planes that form the {110} boundary. In this region, the sub-
lattice decoration with Ga and P is overlaid by the corresponding color
code highlighting the abrupt interface consisting of a multitude of Ga-
Ga and P-P wrong bonds.
Upon closer inspection of the boundary shown in Fig. 3, it can be
seen that the “simple” {110}-dominated boundary shows signs of
contrast irregularities on the right hand side, as well as on the left hand
side. In order to investigate this kind of APB in detail, such “fading
contrasts” have been analysed with the aid of image simulations. With
these the shape of the APB can be ultimately reconstructed by quanti-
tatively mapping the column composition using HAADF intensities.
The transcription from STEM HAADF column intensities to actual
chemical column compositions and therefore ultimately the depth po-
sition of the APB, is carried out by a series of image simulations. A
detailed description is given in the following section.
2.3. Image simulations
For the reconstruction of 3D information, the scattered intensity has
to be connected to the column decoration and ultimately the depth
position of the APB where the column decoration becomes inverted. In
order to account for every column decoration of the transition from one
to the other phase, multiple supercells were created where the atomic
column decoration is inverted at different heights therefore creating
different chemical compositions of that particular atomic column (cf.
Fig. 1b).
Image simulations were carried out for all of these 118 supercells
(maximum GaP thickness of 65 nm) utilizing our new high performance
cluster computer implementation of STEMsalabim (Oelerich et al.,
2017) based on the so called multislice method (Kirkland, 2010) and
the frozen lattice approximation (Loane et al., 1991) finished within a
few days on the Marburg Computation Cluster MaRC2. It is worth
noting that once the simulations are carried out for a given material
system for all thicknesses up to the thickness of interest, the simulations
do not need to be carried out again unless microscope parameters are
significantly altered.
In order to reduce the self-interference of the simulated probe, the
lateral extension of the supercell was chosen to be 5×5 unit cells (UCs)
where only the innermost unit cell was used for image simulation. The
k-space was sampled by 982×982 px² for each of the real space image
points (22×22 px²). The microscope parameters where chosen to
match our aberration corrected JEOL JEM-2200FS with a probe con-
vergence semi angle of 24 mrad at 200 keV. The defocus value was set
to be−2 nm measured from the top surface and the residual 5th order
spherical aberration was set to 2 mm. Further geometric aberrations
were neglected in the image simulations. However, the chromatic
aberration was modeled as described in Beyer et al. (2016a,b) as a
weighted sum of differently focused probes and reflects the character-
istics of the aforementioned microscope. Each defocus contains a set of
15 phonon configurations leading to 105 independent configurations in
order to stabilize the intensity variation for low sample thicknesses on
single columns. The real space sampling was chosen to have a density of
40 px nm−1 sufficiently sampling the simulation data. In order to ac-
count for the experimental sampling density ranging from 30 to 140
px nm−1, the simulation data has been rescaled accordingly.
3. Data processing
3.1. Experimental data
In order to match the experimental recordings with the simulated
data, several image data processing steps were carried out. At first, the
experimental sampling was determined and the image normalization to
the direct electron beam as described earlier was applied. We therefore
show high resolution images in units of the fraction of the impinging
electron flux (cf. Fig. 3a). In the following, the peak positions are de-
termined by a combination of Fourier filtering and contour thresh-
olding. As a follow up, the atomic on-column positions (“peaks”) are
refined by fitting a two-dimensional paraboloid to every peak in order
to increase the accuracy of position determination.
Despite the experimental counter-measurements, a small residual
thickness gradient is almost inevitable and can be usually observed as
an intensity gradient across the micrographs. In order to account for its
effect, we apply a two dimensional model compensating the sample
wedge angles. Hereto, we use the mean average image intensity to si-
mulation data of pure GaP since the mean intensity of pure GaP is di-
rectly correlated to the thickness of the transmitted crystal. This in-
tensity is then approximated by a bi-linear fit mapping the simulated
thickness (c.f. Fig. 3b) to local column positions. It is worth mentioning
that the field-of-view in our images usually is large enough to record the
two phases of GaP. Alternatively, the intensity of the local “unit cell
Fig. 3. (a) Shows the intensity normalized
HAADF image of a {110} dominated boundary.
Over a short segment the boundary is appar-
ently almost perfectly located on the {110}
plane, whereas the shape is deviating from
those planes on both sides of the micrograph.
The experimental thickness in nm across the
image is shown in (b). Here a bi-linear ap-
proximation is used to interpolate the local
thickness for each column position.
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equivalent environment” surrounding each atomic column can be used
to account for more localized thickness variations and is applied for the
large field of view images evaluated in the latter part of this work.
3.2. Reconstruction procedure
As elucidated before, the actual image contrast in experimental
images is usually worse than the one of simulations due to effects like
limited temporal and spatial coherence, as well as residual aberrations,
vibrations and small defocusing errors. Another source of discrepancy
between simulations and experiment is the occurrence of amorphous
layers by either the native oxidization or the thinning procedure itself.
In this study, we treated the amorphous layer as a constant background
level and implicitly include its effect in the (effective) source size value.
We consider the amorphous background to be 2 nm for the top layer
(derived from cross section images) where the original oxidized sample
surface is located and another 3.5 nm for the lower surface where ion
milling was carried out. Since the actual composition of the oxide and
damaged layer are generally unknown, we consider amorphous GaP as
a reasonable substitute. A detailed description of the generation of these
amorphous layers and their impact on the image contrast can be found
in Beyer et al. (2016a).
Additionally, a two dimensional Lorentzian distribution accounting
for the finite source size is found to be suitable for accurately matching
the experimental data measured at our JEOL JEM-2200FS (Beyer et al.,
2016a,b). Following this approach, only a minor additional blurring has
to be applied to fit the experimental with the simulation contrast.
Hereto, a small region in the pure mainphase is periodically averaged
and used to measure the column shape and hence the probe shape. The
experimental intensity profile of such an averaged unit cell is shown in
Fig. 4a. The best match between experiment and simulation can be
found for a total combined blurring σtotal of 61 pm for e.g. the image (cf.
Fig. 4a). It can be seen that the levels for bright Ga columns and the
(very) dark P columns are well reproduced. Additionally, the simulated
intensities for thicknesses of± 4 atoms (± 2 nm) around the optimum
are shown as red shading.
Since the column intensity is a two-dimensional quantity, the
background substracted on-column contrast between Ga and P columns
with respect to the average limiting radius has been analysed as de-
picted in Fig. 4b. Herein, the contrast is normalized to the maximum
value (i.e. peak intensity ratio). It can be seen that the experimental
column contrast is matching the simulated contrast over the full range
of possible “column radii” therefore strongly underlining the accuracy
of the model proposed by Beyer et al. (2016a). It is worth mentioning
that these graphs are very sensitive to changes of amorphous layer
thicknesses and changes in the PSF and hence very useful to match
experimental conditions with simulation data.
After the optimum point spread function is found, the simulation
data is blurred accordingly and the data extraction can be carried out.
3.3. Data extraction from experiment and simulation
Since the column shape is fitted accurately the further treatment of
data extraction does not highly depend on the integration radius around
a particular atomic column, as long as simulation and experiment are
treated identically. For the purpose of chemical investigations, we focus
on large non-overlapping integration radii close to the nearest neigh-
bour (NN) distance in order to increase the robustness against noise.
The data extraction is carried out automatically for the whole si-
mulation data ensemble and the column intensities are extracted ana-
logously to the experimental data. This procedure leads to curves
translating the intensity of either group-III or group-V columns to the
depth location of the APB. As an example Fig. 5a shows the resulting
curve derived from the simulated images. Herein, for each simulation
the averaged column intensity (red and blue circles respectively) is
plotted.
Since the position of the domain inversion (APB) is known for the
simulated sample database, the measured intensity can be directly re-
lated (black dashed lines, as a guide to the eye). Upon closer inspection,
one can see that these curves can be divided into distinct regimes. For
about the first 7 nm – 10 nm, the slopes of both curves are steeper. This
is indicating that the domain inversion is influencing the image for-
mation the most for the regions with the phase inversion focus. It is
noteworthy that although both curves are more pronounced in this
region, the initially darker group-V sub-lattice is almost twice as re-
sponsive to compositional changes than the already bright Ga
Fig. 4. (a) A line profile over the averaged unit cell in the reference mainphase domain of GaP is shown experimentally (blue), as well as a proper contrast matched
simulation (red). (b) Alternatively, the (normalized) column contrast is evaluated using two dimensional circular masks of different sizes. It is clearly seen that the
experiment is well represented by the simulated curves when proper parameters for the PSF and amorphous layers are used. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article).
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dominated group-III column. On the other hand, if the domain inver-
sion takes place far underneath the top surface, the intensity change of
the group-V column becomes very low. The opposite is the case for the
initial group-III sub-lattice, where the decrease is continuously pro-
gressive even for very deep positions of the APB. It is noteworthy, that
the column intensities is depending on whether the MP or the AP is
transmitted first as can be seen for the case of 50% Ga and 50% P (c.f.
Fig. 5a). This issue can be accounted for by taken good care of the
sample orientation in the microscope which is in particular easy for a
PV geometry used in this work. In combination with the knowledge that
the APB forms due to single steps at the silicon interface, the APB depth
can be determined uniquely.
Taking into account the different thicknesses within the experi-
mental image, a complete set of curves is calculated (Fig. 5b). Herein, it
is clearly seen that the thicker the crystal the stronger the scattering
power. This effect is very significant especially considering the low
slopes for the initial group-V lattice. This amplifies the relevance of
carefully measuring and correctly accounting for local thicknesses.
After processing the stack of simulated images as described above,
the mapping from intensities into APB location value becomes straight
forward as long as the local thickness is considered. Fig. 6a shows the
position of the APB measured from the top surface in nanometers. It is
clearly seen that the anticipated APB for the MP is – per definition –
close to zero. In contrast, the MP is almost perfectly set to the local
thickness value in terms of APB position. It is worth mentioning that
neither scaling nor data fitting is applied. The image is the direct
mapping from column intensity to best matching APB position. The
only constraint is the thickness value associated to each column. The
same image region is shown for visualization as a 3D model (Fig. 6b)
with aspect ratios of 1:1:3 for x:y:z. Herein, a thickness gradient from
Fig. 5. (a) The on-column intensities of both a initially Ga containing group-III and a P containing group-V column extracted from a simulation database are shown
for a specific thickness. With an increasing AP/MP ratio the intensity changes gradually towards a full inversion (100% AP). It is noteworthy that the turning point is
not identical due to channeling effects. (b) The corresponding array of curves for all relevant thicknesses is needed for the mapping of APB locations in an actual
micrograph due to thickness variations. (For interpretation of the references to color in the text, the reader is referred to the web version of this article).
Fig. 6. (a) After the calculation APB positions from experimental intensities their value can be shown color-coded. In addition, the boundary can be illustrated as a 3D
entity effectively suppressing the visibility of the mainphase domain (b). (For interpretation of the references to color in the text, the reader is referred to the web
version of this article).
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the top right to the bottom left edge can be anticipated. Taking a look to
the blueish MP region, the measurement error due to image intensity
variations can be recognized.
In addition, one can notice a slight broadening of the {110}-
boundary of about three lattice planes directly at the interface.
Considerations about this finding and the scope of validity and accuracy
will be discussed in more detail in the following section.
Besides this initial high magnification benchmarking with fast ac-
quisition and stack alignment, we applied the analysis scheme to
images showing APBs on a much larger scale.
Fig. 7a and d shows high resolution micrographs with (4096 px)²
and a sampling of about 100 px nm−1 and 140 px nm−1 respectively
providing an imaging field of view of about (43 nm)2 and (32 nm)2
respectively. Both images were acquired with a dwell time of about 1 μs
reducing the image drift as well as possible.
The first STEM HAADF image shows a part of a bigger APD enclosed
by a {110} boundary and a kinked boundary on the top right hand side.
Mapping the estimated APB location for all∼22,000 columns is carried
out in such a way that a valid zinc blende crystal is generated. Using the
Open Visualization Tool (OVITO) a 3D file is rendered and shown in PV
perspective (Fig. 7b). Herein, the APB height value is additionally color-
coded with a maximum APB position corresponding to the pure AP
region (yellow region) with a thickness of about 32 nm (Stukowski,
2009).
Besides the previously discussed straight {110}-boundary, the
second boundary is approximately parallel to the [1-10] direction with
a small slope in [110] direction. The resulting angle shown in Fig. 7c
indicates an approximate stepwise increase of the APB position from
low to high. The angle between the interface plane and the APB is about
81° and appears to be consisting of strong {110} components. The
overall resulting APB plane is highlighted by a semi-transparent guide
to the eye (dark frame).The second image (cf. Fig. 7d) shows a clearly
more complex course of the APB. In this image, it is obviously hard to
estimate the transition behavior of the two phases only by eye. After
mapping the calculated APB positions to the 55,000 atomic columns of
a 3D crystal model, it is already possible to anticipate two distinct
features of this particular APB (cf. Fig. 7e). Firstly, a clearly abrupt
transition region is noticeable where a strong amount of {110} planes
form the APB. In contrast to this straight APB course there are two
regions showing a similar inclination towards the sample surface (cf.
Fig. 7f). The left region shows a main angle of about 52°. A similar angle
of about 53° is found at the region at the upper right hand side of the
image. Besides these material features, it is worth mentioning that two
scan distortions cause erratic mapping seen as horizontal lines in
Fig. 7e.
4. Discussion
As mentioned before, the buried interface between the AP and the
MP can be remarkably well reconstructed. Nonetheless, some irregu-
larities are striking and will be discussed in the following.
At first, it is seen in Fig. 6a that there are several single columns
significantly deviating from the respective base level of either the AP or
MP domain. Their values are in the order of 10 nm therefore con-
siderably high. Although some of the features near the interface might
be actual features, the vast majority is located in the “bulk” parts of the
phases. In order to identify the erratic mappings more carefully, the
corresponding sublattices haven been separated (Fig. 8a, d) and sta-
tistically evaluated (Fig. 8b, c, e, f).
The reconstruction from group-V column positions only (Fig. 8a)
(defined with respect to the MP) and from group-III columns (Fig. 8d)
respectively, shows a very visual cause of the aforementioned mapping
errors. While in Fig. 8a the MP group-V columns are occupied by the
dark P atoms (VP), the AP is decorated by Ga (VGa). An analogue
Fig. 7. (a, d) High resolution HAADF STEM micrographs showing different APB boundaries under rapid acquisition conditions over a moderately large field of view.
(b, e) Reconstructed 3D models of (a) and (d) respectively, are shown with additional supportive color coding of the calculated APB position. The models are
furthermore mapped into a rigid zinc blende structure. These 3D structures are shown with perspective (c, f) and contain several kinked interfaces. (For interpretation
of the references to color in the text, the reader is referred to the web version of this article).
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situation holds true for the group-III sub-lattice where the MP group-III
sub-lattice (IIIGa) is almost without any outliers. In contrast, the AP
domain shows a significant fluctuation (Fig. 8e). We can therefore
conclude that the sub-lattice reconstructions of regions where P is lo-
cated is deviating the most. To estimate the magnitude of this error in
the pure phases, we calculated the distribution of the deviation with
respect to the anticipated true APB value. Hence, the denoted values for
the AP region are measured as deviation from the full thickness value
(Fig. 8b, c), while the MP regions are deviating from the zero value
(Fig. 8e, f). Due to the small numbers, all histograms show the deviation
(abscissa) measured in the number of deviating atoms. The conversion
is easily carried out since the projected column increases by one atom
every unit cell spacing.
These histograms clearly show that the deviation is the highest for
where the column intensity is low. On the other hand, it is seen in
Fig. 6a that the “mapping curve” on its own shows no such trend. The
fact that the slope steepness is significantly lower for the blue curve
(VXY) than for the red curve (IIIXY) has no apparent effect on the ac-
curacy of the reconstruction procedure. On the contrary, it is clearly
shown that the experimental contrast between column and background
is the most crucial aspect. In fact, it is not surprising that the mapping
becomes erratic when the column intensity comes down to the very
level of the background.
It is worth mentioning that this kind of analysis is not fully ac-
counting for all deviations that affect the reconstruction. Firstly, the
way the error estimation is carried out is causing a high peak at the
“correct” APB location which is caused by the constraints of the ana-
lysis. Since the thickness estimation is approximating the specimen with
linear gradients there is additional error included. This thickness lim-
itation leads to a clipping most prominent in Fig. 8e causing a strong
peak around zero. Alternatively, negative APB positions could be used
which is equally artificial. Nonetheless, it is quite clear that a broader
error distribution must be appreciated for all cases and in particular
those of (dark) P dominated columns.
Albeit the rather simple appearance of the {110}-boundary, it is the
extreme case in terms of a benchmarking sample due to several aspects.
Firstly, the mapping of dark atoms due to high APB values is shown to
be affected the strongest. Secondly, the projected bond strain in these
APBs is the highest, since the strain caused by the so called Ga-Ga and
P-P “wrong bonds” at the very interface of both phases has a maximum
component orthogonal to the electron trajectory in the microscope.
Therefore, the distortion of the columnar arrangement has the highest
impact on the on-column intensities since these are shifted from their
ideal crystal positions the most (Beyer et al., 2017b). Hence, the {110}-
boundary is the worst case scenario in terms of accuracy. The influence
of column bending can be noticed – even in these HAADF images
(Grillo, 2009) – as a discrepancy between the estimated APB position
mapped from the group-III and group-V sub-lattices (cf. Fig. 6a) at the
very interface. It should be mentioned that the actual modelling of such
bond strain is not trivial. Whereas accurate DFT calculations can be
carried out for small periodic supercells the elastic relaxation of the
actual supercells used in this work is unfeasible due to their size and a
simple derivation of empirical potentials (i.e. Keating VFF) for such
strongly charged wrong bonds is challenging, too. In addition it is clear
from the findings of this work that the situation of actual APB formation
can be much more complex. The actual strain therefore depends on the
existing structure and could be best modelled as a iterative refinement
using e.g. results derived from our technique.
Alternatively, there is the possibility although generally neglected
that the interface structure is affected by selective etching during the
sample preparation.
Deviating from these more ideal imaging conditions into the regime
Fig. 8. (a, d) The lattice columns are split into the respective sub lattices (III and V) and the calculated APB position in [nm] is color coded. (b–c) Show the deviation
from the respective pure phase for group V lattice sites and group-III lattice sites (e, f), respectively.
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of higher noise as for the images shown in Fig. 7a and d, we can gen-
erally see a trend to higher fluctuation on a per column basis. This is
presumably due to the unfavorable signal-to-noise ratio compared to
aligned stack averages. In addition, it is obvious that experimental
challenges like any kind of scan noise and drift have larger relevance if
the acquisition time is generally higher. Nonetheless, we can show that
with careful interpretation the data derived from such a reconstruction
is still very valuable. The easiest approach to improve the image quality
would presumably to balance the increase in dwell time at the cost of
sample drift.
Regarding the experimental findings of the APD formation in GaP
on exact Si(001), we can see a significant contribution of {110}
boundaries, as well as various different kinked planes. These findings
are in good agreement with the calculations of Rubel et al. where the
{110}-boundaries are shown to be the most energetically favorable
configuration (Rubel and Baranovskii, 2009). Nevertheless, judging
from the relatively small subset presented in this manuscript there is no
clear preference for a specific inclined lattice facet. It is also worth
mentioning that this result agrees with a thermally driven APB forma-
tion corresponding to high growth temperatures without a specific
preference of resulting lattice planes.
As a final remark, we want to point out that albeit comprehensive
measurements have been taken in order to reduce the effects of amor-
phous damage layers caused by oxidation and ion beam milling their
effects are modelled in a very simplistic way. The details of these layers
are beyond the scope of this work, but are highlighted elsewhere (Belz
et al., 2016). In addition, as seen in Fig. 5b the thickness mapping is a
very crucial process and a linear model (although reasonable) might be
oversimplifying the situation. As a further refinement, we find that local
(gliding) averaging is a useful tool for measuring the thickness varia-
tions more accurately on an atomic scale.
In total, we show that the reconstruction is generally precise and the
sources of error as e.g. the lack of contrast with respect to the back-
ground level as well as the saturation effect seen for thick samples can
be identified and treated correspondingly.
5. Conclusion
We have shown that the atomic scale 3D reconstruction of APDs by
means of quantitative HAADF STEM measurements is not only feasible
but remarkably accurate as benchmarked for the reconstruction error in
both phases under ideal imaging conditions (cf. Figs. 6,8). The pre-
sented approach is capable of doing so by using only a single HAADF
image with or without stack averaging and the chemical simplicity of
the binary material GaP. As elaborated before, no scaling or fitting is
applied except of an additional blurring of the simulated images in
order to match the experimental on-column contrast for both sub-lattice
sites. It is noteworthy that this additional blur is strongly related to the
finite source size which is not explicitly included in our current multi-
slice simulations. In addition, we find that the handling of the experi-
mental thickness is a decisive factor and show that a bi-linear inter-
polation, as well as a local averaging approach provide accurate results
for a field of view of at least (42 nm)2.
Various APBs were successfully reconstructed up to about 35 nm by
means of quantitative HAADF measurements in combination with a set
of frozen lattice multi-slice simulations proofing the principle of this
particular reconstruction technique for general APB planes.
We anticipate that the method can be used for various other ma-
terial systems and tasks like e.g. the characterisation of structural de-
fects in crystals, facetting of nanoparticles and determination of na-
nostructures. In addition, we expect that the depth information can
most easily be retrieved if a large atomic contrast between the con-
stituents is existing.
Nonetheless, the possibilities for application of such reconstructions
are manifold and only the test case of GaP APBs is shown in this study.
As a future improvement, especially for materials with less contrast,
the inclusion of through-focus series can be considered as the shift of
focus emphasizes the scattering response to some degree.
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Summary
The surfaces of thin transmission electron microscopy
(TEM) specimens of strained heterostructures can relax. The
resulting bending of the lattice planes significantly influences
high-angleannulardark field (HAADF)measurements.We in-
vestigate the impact by evaluating the intensities measured at
theatomiccolumnsaswellas theirpositions inhigh-resolution
HAADF images. In addition, the consequences in the diffrac-
tion plane will be addressed by simulated position averaged
convergent beam electron diffraction (PACBED) patterns.
The experimental column intensities and positions acquired
from a strained Ga(P,As) quantum well (QW) embedded in a
in a GaP matrix agree very well with frozen phonon contrast
simulations, if the surface relaxation is taken into account by
finite element relaxation. Neglecting the surface relaxation
theAs content of the QWcan be significantly underestimated.
Taking theeffects intoaccountcorrectly,we find that the lower
interface of the investigated Ga(P,As) QW is atomically abrupt
whereas the upper one is smeared out.
Introduction
Aberration corrected scanning transmission electron mi-
croscopy (STEM)hasbecomeanessentialmethod in the field of
materials science (Nellist et al., 2004;Krivanek et al., 2010). In
particular, the high-angle annular dark field (HAADF) tech-
nique was proven to be a valuable tool in addressing com-
plex heterostructures due to the easily interpretable Z contrast
(Pennycook, 1989). Such heterostructures consist of various
materials and therefore are usually strained (Tan et al., 2016;
Wang et al., 2016; Xu et al., 2016).
When an electron transparent transmission electron mi-
croscopy (TEM) sample is prepared from such a strained
Correspondence to: Andreas Beyer, Materials Science Center and Faculty of Physics,
Philipps-Universita¨t Marburg, Hans-Meerweinstraße 6, 35032Marburg, Germany.
Tel +49 6421 28 25704; fax +49 6421 28935; e-mail: andreas.beyer@physik.
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heterostructure, the strain partially relaxes at the free surface
(Gibson & Treacy, 1984; Treacy et al., 1985; De Caro et al.,
1995). This leads to a deformation at the surface and more
importantly, a bending of the lattice planes. The strength of
the bending depends on the sample geometry, that is the sam-
ple thickness and the widths of the constituent layers (Treacy
et al., 1985). The finite element (FE) formalism can be used
to model the displacement fields for a given sample geome-
try (Rosenauer et al., 2006; De Caro et al., 1997). The mistilt
angle of the lattice planeswith respect to perfect zone axis con-
ditions can serve as a measure for the strength of the lattice
planebending (Grillo, 2009) aswell as the lateralmean square
displacement M of the atomic columns. The value Mi for the
i -th column is determined via:
Mi =
N∑
k=1
(xk − x¯i )2
N
+
N∑
k = 1
(yk − y¯i )2
N
, (1)
where x¯iand y¯i are themean x and y coordinates of the respec-
tive atomic column, xk and xk are the coordinates of the k-th
atom in this column and N denotes the number of atoms in
this column.
This bending significantly influences the intensity in con-
ventional high-resolution (HR) TEM imaging (De Caro et al.,
1997) aswell as the positions of the atomic columns in theHR
image, which influences strain mapping of strained quantum
wells (Bierwolf et al., 1993; Jouneau et al., 1994; Walther
et al., 1995; Tillmann et al., 2000) and islands (Tillmann
et al., 1996). Because the atoms along a column are no longer
perfectly aligned, the channelling conditions change and the
HAADF intensity will be influenced as well (Grillo, 2009).
More to the point, the dechannelling effect of the electrons
(Amali et al., 1997; Perovic et al., 1993; Cowley & Huang,
1992; Huang, 1947; Grillo, 2009) leads to a clear intensity
deterioration at a strained interface (Yu et al., 2004; Beyer
et al., 2017; Grillo, 2009). The intensity change observed in
simulated HAADF images across a strained GaP/GaAs inter-
faceperfectlycorrelateswith the lateraldisplacementM (Beyer
et al., 2017). This can impede the characterisation of a sample,
C© 2017 The Authors
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because the intensity change introduced by the surface relax-
ation can easily be misinterpreted as change of the chemical
composition.
Often, the effect of surface relaxation is counter-balanced
by averaging the intensity of an atomic column over a cer-
tain area, for example the Voronoi cell of each column, and
therefore attributing the dechannelled intensity back to the
respective column (Rosenauer et al., 2011; E et al., 2013).
However, because surface relaxation not only leads to a redis-
tribution of the intensity in real space but also in reciprocal
space, some intensity is scattered into lower angles. There-
fore, even applying an averaging approach, intensity dips at
the interface are observed (Grieb et al., 2012), which could
be compensated by combining measurements with different
angular scattering ranges (Grieb et al., 2013).
However, all averagingapproachesmayhide some informa-
tion, which was present in atomic resolution HAADF images.
Especially for materials consisting of elements with different
properties, for example covalent radius or electronegativity,
the introduced displacements of the atoms and the result-
ing change in intensity of the atomic columns are important.
The correct treatment of the surface relaxation effects allows
the investigation of the interfaces in more complex materials,
where such additional static atomic displacements (SADs) are
present, for example Ga(N,As) in GaP, (Ga,In)(N,As) in GaAs
(Grieb et al.,2014)or (Ga,In)N inGaN(Rosenauer et al.,2011).
Recentlyweexamined the effects of surface relaxation theoret-
ically by simulated atomic resolution HAADF and low-angle
annular dark field (LAADF) images (Beyer et al., 2017).
Here we use the example of Ga(P,As) quantumwells (QWs)
embedded in GaP to visualise these effects in experiments. We
will show the influence of surface relaxation in real space
by investigating the atomic column intensities as well as
their positions in HAADF measurements. The impact on the
scattering distribution in reciprocal space will be discussed
via simulated position averaged convergent beam electron
diffraction (PACBED) patterns. Furthermore, we will discuss
the implications of the surface relaxation for different (S)TEM
methods. We will show that the contrast simulations, taking
into account the bending of the lattice planes, resemble the
experiment very well.
Experimental
Ga(P,As) multi-QWs were grown via metalorganic vapour
phase epitaxy (MOVPE) on GaP(100) substrate. The layer
width of 11.7 nm and the As content of 65.5% were deter-
mined by modelling the 400 X-ray diffraction (XRD) rock-
ing curves acquired in a Panalytical X′Pert Pro system
(PANalytical GmbH, Kassel-Waldau, Germany). The elas-
tic constants and lattice parameters used were taken from
(Vurgaftman et al., 2001).
The TEM specimens were prepared by mechanical polish-
ing utilising an Allied MULTIPREP system (Allied High Tech
Products, Inc., Rancho Dominguez, California, United States).
The crystallographic [001] direction was chosen as viewing
direction. Subsequent argon ion milling was carried out in a
GATAN PIPS (Gatan, Pleasanton, California, United States)
until electron transparencywas achieved. Hereby, the voltage
was progressively reduced from 5 kV to a final value of 1.2 kV
tominimise amorphous surface layers and damage of the thin
specimens.
HAADF measurements were carried out in a double CS-
corrected JEOL JEM 2200FS (JEOL [Germany] GmbH Freising,
Germany) operating at 200 kV. An annular detector range
from 73 to 174 mrad and a probe semiconvergence angle of
24 mrad were used. Series of 20 individual images were ac-
quired and aligned nonrigidly using the Smart-Align software
(Jones et al., 2015) to improve the signal-to-noise ratio. The
image intensity was normalised to the intensity of the imping-
ing beam applying the approach described in (He & Li, 2014).
The TEM sample thickness was determined to be 22 nm by
comparing the normalised intensity in reference regions suffi-
ciently far away (>20 nm) from the bent QW with adequate
image simulations, as successfully performed for example in
Beyer et al. (2016b).
In order to account for the effect of surface relaxation, super
cells modelling the sample geometrywere created and relaxed
via FE applying linear elastic theory. In these cells abrupt in-
terfaces between barrier and QW were assumed. Within the
QW the two different elements present on the group V sublat-
tice, that is P and As, were distributed randomly. Due to the
discrete number of atoms in the super cell, the As content is
65.9% instead of the 65.5%, which was determined via XRD.
Additional SADs, caused by the two different elements, were
taken into account by a subsequent valence force field (VFF)
relaxation (Keating, 1966). A model of the central part of the
surface relaxed super cell is shown in Figure 1(A). Periodic
boundary conditions were applied along the y axis, whereas
the cell was allowed to expand along the x and z directions.
For the given sample geometry this results in a bulging out
of the QW of z 0.35 nm and a mistilt α 10 mrad of the
formerly straight lattice planes. In the righthalf of Figure1(A),
the calculated displacements were multiplied by a factor of 5
for better visualisation. Because the sample thickness (22 nm)
and the QW width (12 nm) are in a similar range, the sur-
face relaxation is very prominent, as predicted for this case
(Treacy et al., 1985).The lateral mean square displacement
of each lattice plane was calculated according to Eq. (1).
The variation of the displacement across the QW is drawn in
Figure 1(B). In the centre of the QW the lateral displacement is
zero, because the forces of the two opposing interfaces cancel
out.Across the interfaces thedisplacements rise toamaximum
of6 × 10−4 nm2 at a distance of 4 nm away from the re-
spective interface. Far away from the interfaces (>10 nm) the
displacements decrease to zero again, which cannot be seen
in the smaller section shown here. For the purely tetragonally
distorted super cell, periodic boundary conditionswereapplied
C© 2017 The Authors
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Fig. 1. Model of the surface relaxed super cell (A). In the right half of the
image, the calculated displacements are multiplied by a factor of 5 for
visualisation purposes. The derived displacements across the quantum
well calculated according to Eq. (1) are drawn in (B).
along y and z, only expansion along the x axis was allowed.
Both constructed super cells, a purely tetragonally distorted
one as well as an additionally surface relaxed one, served as
input formultislice simulations.To this end,weused the frozen
phonon approach implemented in the STEMsalabim package
(Oelerich et al., 2017). Hereby, 7 different defoci with 10 in-
dependent phonon configurations were calculated to account
for chromatic aberration and thermal diffuse scattering. The
simulated imageswere convoluted by a Lorentzian source dis-
tribution with a width of 45 pm. Performing this simulation
procedure,anearlyperfectagreementbetweensimulationand
experiment could be achieved for GaP (Beyer et al., 2016a).
Theoretical PACBED patterns were derived by averaging 400
simulated CBED patterns from one unit cell of the respective
super cell.
Results
Here, we will illustrate the occurring effects using an exper-
imental HAADF image. We will show that the experimental
features are also found in the simulated images with good
quantitative agreement. A quantitative comparison between
simulation and experiment will be carried out for the inten-
sities as well as the strain. In addition, we will discuss the
scattering redistribution in the reciprocal space.
Figure 2 shows a high-resolution HAADF image of the
Ga(P,As) QW grown on GaP substrate. The [100] growth di-
rection is oriented along the x axis and the electron beam
transmits through the sample along the z axis, that is the crys-
tallographic [001] direction. The As containing layer can be
identified by its brighter contrastwith respect to the surround-
ing GaP barriers due to its larger mean atomic number. The
centre of the QW was tilted into zone axis condition utilising
the convergent diffraction pattern. It is worth noting that the
orientation alignment has to be carried out carefully, because
the bending of the lattice planes results in apparent changes
of the sampleorientationacross the fieldofview.ATEMsample
thickness of 22 nmwas derived by comparing the experimen-
tal intensity of the GaP barrier to thickness dependent frozen
phonon simulations. At a sufficiently large distance from the
QW (>10 nm), the Ga columns appear nearly circular sym-
metric with some residual astigmatism and the image exhibits
a high contrast, which can be seen in more detail in the en-
larged section shown in Figure 2(B) and in false colour in
Figure 2(C), where the low-intensity features are better visi-
ble. The positions of the group III and V atomic columns are
marked by circles. Due to the lower scattering power, the P
atomic columns are barely visible. Two positions situated hor-
izontally between two group III or two group V columns are
marked by BIII and BV, respectively. In this part of the image
BIII and BV appear equivalent. In contrast to this region, the
Ga columns in the direct vicinity of the interface (<3 nm)
appear blurred and elongated along the x direction. In com-
bination with the aforementioned residual astigmatism, the
atomic columns appear slightly inclined with respect to the x
axis.An enlarged viewof aunit cell from this region is depicted
on a greyscale and in false colour in Figures 2(D) and (E), re-
spectively. The 4-fold symmetry seems to be broken and the
BIII and BV positions are no longer equivalent. Taking a closer
look at the QW itself reveals that the atomic columns appear
blurred close to the upper and the lower interface,whereas the
central part appears sharp. This change in the image contrast
across the interface (i.e. sharp at a large distance from the QW
(>10 nm)⇔ blurred at the interface⇔ sharp in the centre
of the QW) follows the variations in displacements which are
expected across the structure (c.f. Fig. 1B).
However, in the experimental image it is not possible to
prove that the changing image contrast and the elongated lat-
ticeplanesare introducedby the latticeplanebending,because
the surface relaxationwill always be present. Complementary
simulations, however, allow this because both purely tetrag-
onally distorted and surface relaxed structures can be used as
inputs. For illustration a model of the surface relaxed super
cell is shown in Figure 1(A).
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Fig. 2. Experimental high-resolution HAADF image of Ga(P,As) quantum well framed by GaP in [001] projection (A). A unit cell of the undistorted
region far away (>10 nm) from the interface is shown in (B). The same section is shown in false colour in (C). An analogous region close to the interface
is shown in greyscale and false colour in (D) and (E), respectively. The positions of the group III and V atomic columns are marked by circles. In addition,
the positions that are situated horizontally between two group III or two group V columns are marked by BIII and BV, respectively
Fig. 3. Simulated HAADF images derived from a purely tetragonally distorted and the additionally surface relaxed super cell are shown in (A) and (B),
respectively. Enlarged regions from both images are depicted in greyscale and false colour in (C) and (D) and (E) and (F), respectively. The positions of
the group III and V atomic columns are marked by circles. In addition, the positions that are situated horizontally between two group III or two group V
columns are marked by BIII and BV, respectively
The simulated images derived from the purely tetragonally
distorted and the surface relaxed cell with a sample thickness
of 22 nm are shown in Figures 3(A) and (B), respectively.
The white rectangle in Figure 3(A) indicates the simulated
region, the simulations were mirrored vertically and repeated
along the y axis for better resemblance of the experimental
data.
Comparing Figures 3(A) and (B), the reduced contrast in
the latter becomes obvious. This can be seen in more de-
tail in the enlarged unit cells shown in Figures 3(C) and (E)
and the corresponding false colour images in Figures 3(D)
and (F). Again, the positions which are situated horizon-
tally between two group III or two group V columns are
marked by BIII and BV, respectively. Although the atomic
columnsof thepurely tetragonallydistortedcell inFigures3(C)
and (D) appear perfectly round, the columns of the surface re-
laxed cell inFigures3(E) and (F) appear significantly elongated
along the x direction. The two different background positions
BIII and BV show different intensity. Comparing the simula-
tions of Figure3 to the experimental data presented in Figure2
yields a very good qualitative agreement.
In the following, the simulationandexperimentwill be com-
pared quantitatively using intensity profiles across the QW.
Figure 4 depicts the respective profiles for the different posi-
tions within a unit cell, that is the group III atomic columns
(Fig. 4A), the group V atomic columns (Fig. 4B) and the back-
ground positions in between the columns (Fig. 4C). The inten-
sity value of each atomic column is derived by averaging the
intensity across a circular region with a diameter of 25 pm
around the column centre, to compensate for inaccuracies in
the determination of the peak centres. The size of the averag-
ing circles is indicated by dashed circles depicted for example
in Figure 3(D). Subsequently the intensity of a lattice plane is
derived by averaging the intensities of the associated atomic
columns. The shaded area indicates the standard deviation of
the intensity across the atomic columns of a lattice plane.
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Fig. 4. The red lines indicate the experimental intensity profiles across
the quantumwell derived at the positions of the group III atomic columns
(A), the group V atomic columns (B) and the background positions in
between the columns (C). The simulated intensities for the surface relaxed
case are drawn as a solid black lines. The simulated intensity derived from
the purely tetragonally distorted cell is drawn as dashed black line for
comparison.
The intensity profiles of the group III sublattice in
Figure 4(A) illustrate the influence of the lattice plane bend-
ing best, because the lattice sites are occupied by Ga only
throughout the whole structure. Because the chemical com-
positionremainsconstantacross theQW,thechanges in inten-
sity are caused by the plane bending mainly. We find that the
simulated intensity derived from the surface relaxed super cell
(solid black line) is up to 20% reduced compared to the inten-
sity derived from the purely tetragonally distorted cell (dashed
black line). The maximum deviation can be found in the bar-
rier,10nmaway fromthecentreof theQW,where theatoms
are displaced the most (c.f. Fig. 1B). The displaced atoms lead
to dechannelling of the electron beam (Huang, 1947; Cowley
&Huang, 1992; Perovic et al., 1993;Amali et al., 1997;Grillo,
2009) and accordingly to a reduced HAADF intensity at the
positions of the atomic columns (Yu et al., 2004; Grillo, 2009;
Beyer et al., 2017).Additionally, thedisplacedatomic columns
lead to increased Huang scattering into low angles (Huang,
1947; Cowley & Huang, 1992). The influence of the surface
relaxation on the angular dependence of the scatteringwill be
discussed in more detail below. The experimental curve (red
line) closely resembles surface relaxed simulation (solid black
line). The lack of correspondence between the experiment and
the simulation at the upper interface is not caused by missing
factors in the simulation but actual properties of the sample
and will be discussed later.
The simulated intensity of the group V sublattice derived
from the purely tetragonally distorted super cell (dashed
black line in Fig. 4B) nearly resembles a box profile. The
slight intensity variations within the QW region are due to
the fact that the chemical composition fluctuates around the
mean As content of 65.9%. The right y axis indicates the
corresponding As concentration. For reasons of simplicity a
linear dependence of the intensity on the composition was as-
sumed, which has shown to be valid for thin samples (Van
Aert et al., 2009). In contrast, the profile derived from the
surface relaxed super cell (solid black line in Fig. 4B) signif-
icantly differs from a box profile. Close to the interfaces the
intensity is clearly reduced because of the displaced atomic
columns. The resulting intensity gradient could be misin-
terpreted as a composition gradient. According to the right
y axis an As content of only 50% would be present at the
interface.We emphasise that there are procedures to partially
compensate for the observed intensity loss, for example the
probe integrated scattering cross sections (PICS) approach
(E et al., 2013). Nevertheless, in this manuscript we want
to highlight the influences of the surface relaxation. As stated
in the introductory section, averaging approaches can fail for
materials, in which additional SADs are present, for example
Ga(N,As).
Also on the group V sublattice, the profile derived from
the surface relaxed super cell (solid black line) resembles the
experimental curve (red line)verywellandshowssomesample
related deviations at the upper interface.
The intensity in thebackground is strongly influencedbythe
surface relaxation as well (Fig. 4C). The intensity of the purely
tetragonally distorted simulation (dashed black line) follows a
box profile following the different amounts of thermal diffuse
scattering inGaPandGa(P,As).The surface relaxationand the
resulting bent lattice planes break the 4-fold symmetry, there-
fore there are two different intensity values of the background
depending on whether there are two neighbouring Ga or P
atomic columns along the x direction (compare e.g. Fig. 2F).
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This manifests as intensity oscillations in the simulated back-
ground profile (solid black line) as well as the experimental
profile (red line). Additionally, a slight intensity increase is
observable at the edges of the QW in the simulation as well as
in the experiment.
In general there is a very good agreement between the ex-
periment and the simulations taking into account the lattice
plane bending for all three observed positions. However, some
distinct discrepancies can be found. First, a small intensity
gradient is present in the experimental profiles, which is due
to the wedge shape that is caused by the sample preparation.
Second, at the upper interface the experimental profile is less
steep than the simulation, where an abrupt composition pro-
file was assumed. Thismight be caused by the thickness gradi-
ent and a corresponding asymmetric surface relaxation. How-
ever, we think that the change in thickness (<2 nm across
the>25 nm field of view) is not sufficient to significantly alter
the intensity profiles. This means that the upper interface is
not atomically abrupt but intermixed. Both factors contribute
to the notable asymmetry of the experimental profiles. It is
worth noting that this asymmetry was not retrieved by the
XRD measurements, where also a prefect box-like profile was
assumed. Assuming a composition gradient in the simulated
XRD profile could improve the fit to the experimental data.
The surface relaxation may not only influence the HAADF
intensities, but also the positions of the atomic columns. The
magnitude of this effect is investigated in the following.
To this end, the positions of the atomic columns in the sim-
ulated datawere derived directly from the respective super cell
by omitting the z coordinate and averaging the x and y coor-
dinates of the atoms belonging to one atomic column. In the
case of the experimental images, the corresponding positions
were determined via the Peak Pairs software (Galindo et al.,
2007).
In each case the distances to the four next neighbour
columns were determined, averaged and split into the com-
ponents along the x and y axis, respectively. The distances
were calibrated using the 4 0 0 spots in the FFT of the GaP
region below the QW. We decided to only use the spots along
the x direction because this is the fast scan direction in the
experimental images which is less influenced by sample drift
and scan distortions (Grieb et al., 2012). The resulting curves
utilising the positions of the group III and the group V atomic
columnare shown in Figures 5(A) and (B), respectively.As ex-
pected thedetermined lattice constants are almost identical for
both sublattices, therefore we will discuss the observations on
the basis of the group III lattice only. The right y axis indicates
theAs content,whichwas derived by combiningVegard’s law
with the tetragonal distortion due to pseudomorphic growth.
In analogy to the previous intensity evaluation, the lattice
constant evaluation of the purely tetragonally distorted sim-
ulation (dashed black line in Fig. 5A) nearly follows a box
profile. The lattice constant of 0.57 nm in the QW is in good
agreement with the values derived from the XRD measure-
Fig.5. Variationof theout-of-plane latticeconstantacross theQWderived
from the group III (A) and group V (B) atomic column positions of the
experimental image (red lines) and the surface relaxed simulation (solid
black lines). The values derived from the purely tetragonally distorted cell
are drawn as dashed black lines. The corresponding evaluation of the
in-plane lattice constant is shown in (C).
ment. The small indents before and after the QW are caused
by atom displacements at the interface due to the VFF relax-
ation, which was carried out for all simulated super cells, to
account for the SADs introduced by the mixture of As and
P atoms on the group V sublattice.
The lattice constants derived from the surface relaxed cell
(solid black curve) are significantly altered. The previously
observed dip at the interfaces becomes more pronounced.
Additionally, the lattice constant in the centre of the QW is
drastically reduced. This is due to the fact that a fraction of
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the strain energy stored in the system is relaxed due to the
additional free surface. Similar to the case of the intensity
evaluation this change can be misinterpreted as a change of
composition. According to the right y axis, the As content in
thecentreof theQWwouldbearound50%insteadof theactual
content of 65.9%. Again, the agreement between experiment
(red curve) and surface relaxed simulation (solid black curve)
is very good except for the upper interface. As discussed for the
intensity curves, this discrepancy is caused by the intermixed
upper interface.
Weemphasise that the standarddeviationof the experimen-
tal lattice constant is in the range of 15 pm, which is rather
high compared to the difference in lattice constant between
GaP and Ga(P,As), which is around 25 pm. The accuracy
could be improved by increasing the sampling in the images to
improve peak finding and by averaging over a larger number
of images to reduce the impact of drift and scan distortions.
Recently, accuracies in the range of 1% were reported in the
determination of lattice constants via STEM (Yankovich et al.,
2014; Jones et al., 2017). Here we did not add error bars to
the graphs to retain clarity. As stated before, the evaluation
of the out-of-plane lattice constant using the group V lattice
(Fig. 5B) leads to similar results.
The analogue evaluation of the perpendicular y direction is
shown in Figure 5(C). As expected for pseudomorphic growth,
the in-plane lattice constant remains constant across the QW.
In the simulations the absolute value is 0.545 nm, that is that
of the GaP substrate. The value derived from the experiment
is reduced by 8 pm which is most likely caused by a com-
pression of the y axis due to sample drift. To compensate for
this the image could be rectified or the effect of drift could be
reducedby intentionally varying the fast scandirectionduring
the STEM measurements (Sang & LeBeau, 2014; Jones et al.,
2015). However, this small discrepancy is not important in
our case, because the lattice constant along y is constant over
the field of view.
After discussing the influences of the surface relaxation in
the real space we finally address the reciprocal space as well.
We do this via simulated PACBED patterns. The simulated
patterns derived from a unit cell of the purely tetragonally
distorted and a unit cell of the surface relaxed super cell for a
specimen thickness of 22 nm are depicted in Figure 6(A) (top
and bottom halves, respectively). The angular range is from
0 to 300 mrad. The bright field disc with a radius of 24 mrad
is distinctly visible in the centre as well as the Kikuchi bands
expected from the [001] crystal orientation. Comparing the
two simulations, it becomes apparent that the surface relaxed
PACBED (bottom) is blurred with respect to the purely tetrag-
onally distorted one (top). Because the bending of the lattice
planes induced by the surface relaxation is not isotropic, the
PACBED pattern is no longer 4-fold symmetric. This can be
seen faintly at the bright field disc as well as at the first-order
Laue zone (FOLZ). The FOLZ is clearly visibly as a bright ring
in the lower segment of the surface relaxed pattern (high-
Fig.6. SimulatedPACBEDpatternsderived fromoneunit cell of thepurely
tetragonally distorted (top) and the surface relaxed (bottom) super cell (A).
The difference between the two simulations is shown in false colour in (B).
The black line represents the radial average of the difference.
lightedbywhitearrow),whereas it vanishes in the left segment
of the pattern (highlighted by dark arrow). The observable
asymmetry between the left and right half of the pattern
could be used in experiments to judge whether significant
lattice plane bending is present. This break of symmetry
can also be very important for differential phase contrast
(DPC) measurements, because the effects caused by the sur-
face relaxation can be misinterpreted as electric fields at the
interface.
The blurring of the pattern becomes even more obvious
in the difference plot, which is shown in false colour in
Figure 6(B). The difference values IDiff were derived via IDiff =
(ISurf − ITetra)/ISurf, where ISurf and ITetra are the intensities from
the surface relaxed and the purely tetragonally distorted sim-
ulation, respectively. The broadening of the Kikuchi bands is
clearly visible by the red edges and blue centre of each band.
The horizontal bands do not show up in the difference plot at
all which implies they are not affected by the surface relax-
ation. Because periodic boundary conditions still apply along
the y direction, no lattice plane bending is present. In the cen-
tre of the pattern an increased intensity is observable. This
is caused by additional Huang scattering (Huang, 1947) and
agrees well with the ‘expansion of the diffraction pattern’ for
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example observed at dislocations (Cowley & Huang, 1992).
The asymmetry of the pattern can be seen in the difference
plot as well.
The radial average across the difference plot is shown as
black line in Fig. 6(B). Most prominently the increased inten-
sity at lowscatteringangles is visible. InLAADF images,where
this angular region is detected, the increased intensity leads to
a bright line at the strained interfaces (Grillo et al., 2011; Grieb
et al., 2012; Beyer et al., 2017). Additionally, the reduced in-
tensity at FOLZ is visible in the radial average as well. So far
we only addressed the reciprocal space via simulations, how-
ever, our theoretical findings could be compared to nanobeam
diffraction experiments (Mu¨ller-Caspary et al., 2015) or to ac-
tual CBED patterns acquired across the strained QW due to
the recent developments in the field of fast pixelated detectors
(Chen et al., 2016).
In summary, there is a significant influence of the surface
bendingonthedifferentSTEMmeasurementspresented.There
are several possibilities to address these effects and minimise
their impact. First, an optimum sample thickness can be cho-
sen according to the QW width (Treacy et al., 1985; Beyer
et al., 2017). Fora fixed samplegeometry, adequate evaluation
schemes have to be applied, which attribute the dechannelled
intensity back to the respective atomic column, for example
the PICS approach (E et al., 2013), or make use of measure-
ments with different angular scattering ranges (Grieb et al.,
2013). Last but not least, the expected displacements can be
modelled, for example by FE, to decide whether the surface
relaxation will be crucial and to localise the distorted regions.
Moreover, the displacement fields can be used to compensate
the deteriorated intensity or to create super cells which reflect
the actual sample geometry (Rosenauer et al., 2006; Beyer
et al., 2017).
Conclusion
The surface relaxation of thin TEM specimens of commensu-
rately strained heterostructures leads to a bending of the lat-
tice planes. In HRHAADFmeasurements the intensities of the
atomic columns are decreased wherever bending is present.
In the case of a compressively strained QW, the distances of
the atomic columns in the quantum well are reduced by the
relaxation in comparison to the purely tetragonally distorted
crystal. FE can be used to model the bending. The simulated
HAADF images of a Ga(P,As) QW embedded in GaP are in
good agreement with the experiments. Ignoring the effect of
surface relaxation can lead to misinterpretation of data. Tak-
ing it into account, we find that the lower interface of the
investigated sample is atomically abrupt, whereas the upper
one is smearedout.ThesimulatedPACBEDpatternsverify that
the surface relaxation leads to additional scattering into low
angles. Moreover, the Kikuchi bands belonging to bent planes
broaden and the 4-fold symmetry is broken. The latter effect
can be utilised to detect the presence of lattice plane bending.
The occurring effects can be accounted for by the appropriate
choice of the sample geometry and the evaluation schemes or
by the modelling of the surface relaxation.
Acknowledgements
Thisworkwas supportedby theGermanResearchFoundation
(GRK 1782: ‘Functionalization of Semiconductors’ and SFB
1083: ‘Structure and Dynamics of Internal Interfaces’).
References
Van Aert, S., Verbeeck, J., Erni, R., Bals, S., Luysberg, M., van Dyck, D.
& van Tendeloo, G. (2009). Quantitative atomic resolution mapping
using high-angle annular dark field scanning transmission electron
microscopy.Ultramicroscopy 109, 1236–1244.
Amali, A., Rez, P. & Cowley, J.M. (1997). High angle annular dark field
imaging of stacking faults.Micron 28, 89–94.
Beyer, A., Belz, J., Knaub, N., Jandieri, K. & Volz, K. (2016a). Influence
of spatial and temporal coherences on atomic resolution high angle
annular dark field imaging.Ultramicroscopy 169, 1–10.
Beyer,A., Duschek, L., Belz, J., Oelerich, J.O., Jandieri, K.&Volz, K. (2017).
Influence of surface relaxation of strained layers on atomic resolution
ADF imaging.Ultramicroscopy 181, 8–16.
Beyer, A., Straubinger, R., Belz, J. & Volz, K. (2016b). Local sample thick-
ness determination via scanning transmission electronmicroscopy de-
focus series. J. Microsc. 262, 171–177.
Bierwolf, R., Hohenstein, M., Phillipp, F., Brandt, O., Crook, G.E. & Ploog,
K. (1993). Direct measurement of local lattice distortions in strained
layer structures by H R E M.Ultramicroscopy 49, 273–285.
DeCaro,L.,Giuffrida,A.,Carlino,E.&Tapfer,L. (1995).Elastic stress relax-
ation inHRTEM specimens of strained semiconductor heterostructures
and its influence on the image contrast.Microsc.Microanal.Microstruct.
6, 465–472.
DeCaro,L.,Giuffrida,A.,Carlino,E.&Tapfer,L. (1997).Effectsof theelastic
stress relaxation on theHRTEM image contrast of strained heterostruc-
tures. Acta Crystallographica Sect. A Found. Crystallogr. 53, 168–174.
Chen, Z., Weyland, M., Ercius, P. et al. (2016). Practical aspects of diffrac-
tive imaging using an atomic-scale coherent electron probe. Ultrami-
croscopy 169, 107–121.
Cowley, J.M. & Huang, Y. (1992). De-channelling contrast in annular
dark-field STEM.Ultramicroscopy 40, 171–180.
E, H., MacArthur, K.E., Pennycook, T.J., Okunishi, E., D’Alfonso, A.J.,
Lugg,N.R.,Allen, L.J.&Nellist, P.D. (2013).Probe integrated scattering
cross sections in theanalysis of atomic resolutionHAADFSTEMimages.
Ultramicroscopy 133, 109–119.
Galindo, P.L., Kret, S., Sanchez, A.M. et al. (2007). The Peak Pairs algo-
rithm for strain mapping from HRTEM images. Ultramicroscopy 107,
1186–1193.
Gibson, J.M. & Treacy, M.M.J. (1984). The effect of elastic relaxation on
the local structure of lattice-modulated thin films. Ultramicroscopy 14,
345–349.
Grieb, T., Mu¨ller, K., Cadel, E., Beyer, A., Schowalter, M., Talbot, E., Volz,
K. & Rosenauer, A. (2014). Simultaneous quantification of indium
and nitrogen concentration in InGaNAs using HAADF-STEM.Microsc.
Microanal. 20, 1740–1752.
C© 2017 The Authors
Journal of Microscopy C© 2017 Royal Microscopical Society, 268, 239–247
SURFACE RELAXATION OF STRAINED GA(P,AS) 247
Grieb, T., Mu¨ller, K., Fritz, R., Grillo, V., Schowalter, M., Volz, K. & Rose-
nauer, A. (2013). Quantitative chemical evaluation of dilute GaNAs
using ADF STEM: avoiding surface strain induced artifacts. Ultrami-
croscopy 129, 1–9.
Grieb, T., Mu¨ller, K., Fritz, R., Schowalter, M., Neugebohrn, N., Knaub,
N., Volz, K. & Rosenauer, A. (2012). Determination of the chemical
composition of GaNAs using STEM HAADF imaging and STEM strain
state analysis.Ultramicroscopy 117, 15–23.
Grillo, V. (2009). The effect of surface strain relaxation on HAADF imag-
ing.Ultramicroscopy 109, 1453–1464.
Grillo, V., Mueller, K., Volz, K., Glas, F., Grieb, T. & Rosenauer, A. (2011).
Strain, composition and disorder in ADF imaging of semiconductors. J.
Phys.: Conf. Ser. 326, 1–10.
He, D.S. & Li, Z.Y. (2014). A practical approach to quantify the ADF
detector in STEM. J. Phys.: Conf. Ser. 522, 1–4.
Huang, K. (1947). X-ray reflexions from dilute solid solutions. Proc. R.
Soc. A: Mathemat., Phys. Eng. Sci. 190, 102–117.
Jones, L., Wenner, S., Nord, M., Ninive, P.H., Løvvik, O.M., Holmestad,
R. & Nellist, P.D. (2017). Optimising multi-frame ADF-STEM for high-
precision atomic-resolution strain mapping. Ultramicroscopy 179, 57–
62.
Jones, L., Yang,H., Pennycook, T.J.,Marshall,M.S.J., VanAert, S., Brown-
ing, N.D., Castell, M.R. & Nellist, P.D. (2015). Smart Align—a new tool
for robust non-rigid registration of scanning microscope data. Adv.
Struct. Chem. Imag. 1, 1–16.
Jouneau, P.H., Tardot, A., Feuillet, G., Mariette, H. & Cibert, J. (1994).
Strain mapping of ultrathin epitaxial ZnTe andMnTe layers embedded
in CdTe. J. Appl. Phys. 75, 7310–7316.
Keating, P.N. (1966). Effect of invariance requirements on the elastic
strain energy of crystals with application to the diamond structure.
Phys. Rev. 145, 637–645.
Krivanek, O.L., Chisholm, M.F., Nicolosi, V. et al. (2010). Atom-by-atom
structural and chemical analysis by annular dark-field electron mi-
croscopy.Nature 464, 571–574.
Mu¨ller-Caspary, K., Oelsner, A. & Potapov, P. (2015). Two-dimensional
strain mapping in semiconductors by nano-beam electron diffraction
employing a delay-line detector. Appl. Phys. Lett. 107, 1–4.
Nellist, P.D., Chisholm, M.F., Dellby, N. et al. (2004). Direct sub-
angstrom imaging of a crystal lattice. Science (New York, N.Y.) 305,
1741.
Oelerich, J.O., Duschek, L., Belz, J., Beyer, A., Baranovskii, S.D. & Volz, K.
(2017). STEMsalabim: a high-performance computing cluster friendly
code for scanning transmission electronmicroscopy image simulations
of thin specimens.Ultramicroscopy 177, 91–96.
Pennycook, S.J. (1989). Z-contrast stem for materials science. Ultrami-
croscopy 30, 58–69.
Perovic, D.D., Rossouw, C.J. & Howie, A. (1993). Imaging elastic strains
in high-angle annular dark field scanning transmission electron mi-
croscopy.Ultramicroscopy 52, 353–359.
Rosenauer, A., Gerthsen, D. & Potin, V. (2006). Strain state analysis
of InGaN/GaN – sources of error and optimized imaging conditions.
Physica Status Solidi (a) 203, 176–184.
Rosenauer, A., Mehrtens, T., Mu¨ller, K. et al. (2011). Composition map-
ping in InGaN by scanning transmission electronmicroscopy.Ultrami-
croscopy 111, 1316–1327.
Sang,X.&LeBeau, J.M. (2014).Revolvingscanning transmissionelectron
microscopy: correctingsampledrift distortionwithoutpriorknowledge.
Ultramicroscopy 138, 28–35.
Tan, H., Furlan, A., Li, W. et al. (2016). Highly efficient hybrid polymer
and amorphous silicon multijunction solar cells with effective optical
management. Adv. Mater. 28, 2170–2177.
Tillmann, K., Lentzen,M. &Rosenfeld, R. (2000). Impact of column bend-
ing in high-resolution transmission electron microscopy on the strain
evaluation of GaAs/InAs/GaAs heterostructures. Ultramicroscopy 83,
111–128.
Tillmann, K., Thust, A., Lentzen, M. et al. (1996). Determination of seg-
regation, elastic strain and thin-foil relaxation in InxGa-1-x As islands
on GaAs(001) by high resolution transmission electron microscopy.
Philos. Magaz. Lett. 74, 309–315.
Treacy, M.M.J., Gibson, J.M. & Howie, A. (1985). On elastic relax-
ation and long wavelength microstructures in spinodally decom-
posed InxGa1−x.AsyP1−y epitaxial layers. Philos. Magaz. A. 51, 389–
417.
Vurgaftman, I., Meyer, J.R. &Ram-Mohan, L.R. (2001). Band parameters
for III–V compound semiconductors and their alloys. J. Appl. Phys. 89,
5815–5875.
Walther, T., Boothroyd, C.B. & Humphreys, C.J. (1995). Strain relax-
ation induced local crystal tilts at Si/SiGe interfaces in cross-sectional
transmission electronmicroscope specimens. Inst. Phys. Conf. Ser. 146,
11–16.
Wang, N., Cheng, L., Ge, R. et al. (2016). Perovskite light-emitting diodes
based on solution-processed self-organized multiple quantum wells.
Nat. Phot. 10, 699–704.
Xu, Q., Ji, Y., Krut, D.D., Ermer, J.H. & Escarra,M.D. (2016). Transmissive
concentrator multijunction solar cells with over 47% in-band power
conversion efficiency. Appl. Phys. Lett. 109, 1–4.
Yankovich, A.B., Berkels, B., Dahmen, W. et al. (2014). Picometre-
precisionanalysisof scanningtransmissionelectronmicroscopy images
of platinum nanocatalysts. Nat. Commun. 5. http://www.nature.com/
doifinder/10.1038/ncomms5155
Yu, Z., Muller, D.A. & Silcox, J. (2004). Study of strain fields at a-Si/c-Si
interface. J. Appl. Phys. 95, 3362–3371.
C© 2017 The Authors
Journal of Microscopy C© 2017 Royal Microscopical Society, 268, 239–247
86 Chapter 6 Scientific contributions
6.1.4 Publication 4
Citation
Influence of surface relaxation of strained layers on atomic resolution ADF imaging
A. Beyer, L. Duschek, J. Belz, J.O. Oelerich, K. Jandieri, K. Volz, Journal of mi-
croscopy 181, p8–16, 2017, DOI: 10.1016/j.ultramic.2017.04.019
Abstract
Surface relaxation of thin transmission electron microscopy(TEM) specimens of strained
layers results in severe bending of lattice planes. This bending significantly displaces atoms
from their ideal channeling positions which has a strong impact on the measured annular
dark-field (ADF) intensity.
With the example of GaAs quantum wells (QW) embedded in a GaP barrier, we model the
resulting displacements by elastic theory using the finite element (FE) formalism. Relaxed
and unrelaxed super cells served as input for state of the art frozen phonon simulation of
atomic resolution ADF images.
We systematically investigate the dependencies on the samples geometric parameters, i.e.
QW width and TEM sample thickness, by evaluating the simulated intensities at the
atomic columns positions as well as at the background positions in between. Depending
on the geometry the ADF intensity can be affected in a range several nm from the actual
interface.
Moreover, we investigate the influence of surface relaxation on the angular distribution
of the scattered intensity. At high scattering angles we observe an intensity reduction at
the interface as well as in the GaP barrier due to de-channeling. The amount of intensity
reduction at an atomic column is directly proportional to its mean square displacement
. On the contrary we find clearly increased intensity at low angles caused by additional
diffuse scattering. We discuss the implications for quantitative evaluations as well as
strategies to compensate for the reduced intensities.
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a b s t r a c t 
Surface relaxation of thin transmission electron microscopy (TEM) specimens of strained layers results in 
a severe bending of lattice planes. This bending significantly displaces atoms from their ideal channeling 
positions which has a strong impact on the measured annular dark field (ADF) intensity. 
With the example of GaAs quantum wells (QW) embedded in a GaP barrier, we model the resulting 
displacements by elastic theory using the finite element (FE) formalism. Relaxed and unrelaxed super 
cells served as input for state of the art frozen phonon simulation of atomic resolution ADF images. 
We systematically investigate the dependencies on the sample ´s geometric parameters, i.e. QW width 
and TEM sample thickness, by evaluating the simulated intensities at the atomic column ´s positions as 
well as at the background positions in between. Depending on the geometry the ADF intensity can be 
affected in a range several nm from the actual interface. 
Moreover, we investigate the influence of the surface relaxation on the angular distribution of the 
scattered intensity. At high scattering angles we observe an intensity reduction at the interface as well 
as in the GaP barrier due to de-channeling. The amount of intensity reduction at an atomic column is 
directly proportional to its mean square displacement. On the contrary we find a clearly increased in- 
tensity at low angles caused by additional diffuse scattering. We discuss the implications for quantitative 
evaluations as well as strategies to compensate for the reduced intensities. 
© 2017 Elsevier B.V. All rights reserved. 
1. Introduction 
Modern devices often consist of multilayer structures, see e.g. 
[1–3] . Therefore, interfaces between different materials become in- 
creasingly important as their actual structure and chemical compo- 
sition can determine the physical properties and efficiency of de- 
vices. 
Aberration corrected high angle annular dark field (HAADF) 
scanning transmission electron microscopy (STEM) has become one 
of the leading techniques in the investigation of nanoscale materi- 
als [4,5] , since a spatial resolution below one Angstrom is feasible. 
Moreover, quantitative agreement between simulation and experi- 
ment can be achieved if all decisive parameters are taken into ac- 
count [6] . The dominant factors are the sensitivity of the annular 
dark field (ADF) detector [7,8] , the partial spatial [9,10] and tempo- 
ral coherences [6,11] and artefacts introduced by the sample prepa- 
ration, e.g. amorphous layers [12] . 
∗ Corresponding author. 
E-mail address: andreas.beyer@physik.uni-marburg.de (A. Beyer). 
At the interface of two materials additional challenges arise, 
as the lattice constants of the two materials forming the inter- 
face are commonly different. This is particularly relevant in the 
case of heteroepitaxy. In the special case of cubic materials, pseu- 
domorphic growth takes places and the lattice mismatch results 
in the well-known tetragonal distortion, as long as a critical layer 
thickness is not exceeded. When a thin transmission electron mi- 
croscopy (TEM) sample of a strained heterostructure is prepared, 
the stress can be relieved elastically, due to the additional free 
surface [13,14] . Depending on the lattice mismatch and the elas- 
tic constants, this results in the deformation of the TEM sample 
and the bending of the previously straight lattice planes [15] . This 
effect can be modeled by elastic theory [16] . Utilizing finite ele- 
ment (FE) calculations this model can be used to calculate the de- 
formation fields occurring for actual sample geometries [13,16,17] . 
The tremendous effect of the bent lattice planes on conventional 
high resolution (HR) TEM imaging was studied e.g. in [13,16,18] . Al- 
though STEM, and especially high angle ADF, are regarded as less 
sensitive towards strain compared to conventional TEM, a distinct 
intensity deterioration at strained interfaces was found for uncor- 
rected STEM microscopy [15,19] and explained by a de-channeling 
effect of the electrons [15,20–23] . Therefore, composition profiles 
http://dx.doi.org/10.1016/j.ultramic.2017.04.019 
0304-3991/© 2017 Elsevier B.V. All rights reserved. 
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across interfaces and the actual interface structure cannot be deter- 
mined straight forwardly. An accepted scheme to encounter this ef- 
fect in HAADF measurements is to sum the scattered intensity over 
a certain lateral area e.g. the Voronoi cells of the atomic columns 
[24] like in the probe integrated scattering cross sections (PICS) 
method [25] . This method attributes the intensity scattered away 
from the atomic columns back to the column positions and there- 
fore partially compensates for the effect of de-channeling. 
In this paper we systematically study the influence of the lat- 
tice plane bending on simulated atomic resolution ADF images. To 
this end we intentionally choose evaluation schemes to visualize 
the occurring effects, i.e. evaluating the column intensities rather 
than Voronoi averaged intensities. To model the surface relaxation, 
we use super cells of heterostructures that are relaxed via an FE 
method using linear elastic theory. In addition, the actual inter- 
faces are relaxed using Valence Force Field (VFF) [26] routine, min- 
imizing the total energy of the cell. The resulting cells are then 
used as input for STEM multislice simulations. As material system 
we choose a 2 dimensional GaAs quantum well (QW) embedded in 
a GaP matrix. Yet the relaxation procedure could also be adapted 
for non-planar structures like e.g. embedded quantum dots. 
We choose this system for the simplicity of having two bi- 
nary constituents with fixed compositions. Therefore, no additional 
static atomic displacements (SADs) resulting from different prop- 
erties of the constituents are expected and we can focus on the 
macroscopic relaxation rather than elemental distribution, because 
the whole group III sublattice is occupied by Ga atoms only. Addi- 
tionally, the lattice mismatch between GaP and GaAs is 3.7%, which 
is a rather high value for actual pseudomorphically grown layers. 
Nevertheless, thin pseudomorphic layers can indeed be success- 
fully grown [27] . A profound understanding of the occurring ef- 
fects on the basis of this simple model system allows to address 
the interfaces in more complex materials, where additional SADs 
are present, like e.g. Ga(NAs) in GaP, (GaIn)(NAs) in GaAs [28] or 
(GaIn)N in GaN [24] . 
Since the elastic surface relaxation is a geometrical effect, we 
will systematically vary the geometrical parameters, i.e. the QW 
width and the sample thickness. In order to quantify the effect 
on actual imaging we will vary the angular detection range re- 
sembling high and low angle ADF measurements. Finally, we will 
propose conditions allowing for the quantification of the chemical 
composition across the interface of a strained heterostructure at 
the atomic scale. 
2. Materials and methods 
In this study several super cells with different geometries were 
created. The structure of the super cells is exemplarily depicted in 
Fig. 1 and will be described in the following. The two materials 
considered, GaP and GaAs, crystallize in zinc blende structure and 
therefore exhibit cubic symmetry. At first a GaP layer with a width 
of 376 monolayers (ML) (i.e. ∼50 nm) along the “growth” direction 
x was created. Please note that here we regard group III and group 
V as individual ML, which might differ from the literature where 
often the bilayer of GaP is regarded as one ML. Since the absolute 
lengths in nm will change due to the subsequent relaxation, we 
will stick to monolayers as a length scale, which simplifies com- 
paring data derived from relaxed and unrelaxed cells, respectively. 
On top of this virtual GaP substrate, a GaAs QW with a width w 
of either 22, 37 or 74 ML is created, which translates to a width 
of approximately 3, 5 and 10 nm, respectively. The QW is followed 
by another 376 ML of GaP. One has to keep in mind that the Ga 
columns at the interface have neighboring P columns as well as 
As columns and therefore could be ambiguously attributed to the 
GaP or to the GaAs layer. For reasons of consistency we define the 
first As containing layer in x direction as the start of the quan- 
Fig. 1. Structural model of an unrelaxed GaP/GaAs heterostructure a). The direction 
of the electron beam is z. The same super cell after FE relaxation neglecting and 
allowing surface relaxation is shown in b) and c), respectively. For a better visual- 
ization of the effects, the displacement of the atoms is multiplied by a factor of 5. 
The bending of lattice planes is quantified via the mean square displacement de- 
picted in d). The shaded red area indicates the position of the quantum well. The 
slight asymmetry is caused by the free top surface in positive x direction. (For in- 
terpretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.) 
tum well and the first Ga layer which has neighboring P as end of 
the well. The thickness t with respect to the electron beam (along 
z-direction) is varied for all of the three above mentioned struc- 
tures with the chosen values of 80, 184 and 376 ML (approximately 
10, 25 and 50 nm). In addition, the y-direction is constructed to 
be periodic, therefore infinite in extension. This resembles the thin 
foil geometry of an actual TEM sample in cross-sectional measure- 
ments. The crystallographic directions of the cubic system are cho- 
sen to coincide with the reference system, therefore the epitaxial 
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growth direction [100] is along the x-direction. The z-direction is 
transmitted by the electron beam and is identical to the [001] di- 
rection of the zinc blende crystal. For one structure the crystallo- 
graphic [011] direction was chosen as viewing direction, to investi- 
gate the influence of the zone axis on the observed effects. 
These initial super cells are relaxed in a two-step process. At 
first, the geometry is created as a continuous medium. The to- 
tal structure is divided in smaller regions which are the basis for 
FE calculations solving the equations of linear elastic theory [16] . 
Since only complete pseudomorphic growth is considered, plas- 
tic deformation is neglected. The GaAs layer is set up in a con- 
dition of hydrostatic pressure, according to the lattice mismatch 
resulting from the free lattice constants. This procedure results in 
the well-known tetragonal distortion in epitaxial heterostructures 
when both x- and y-directions are nearly infinite (see Fig. 1 b)). 
Since the super cells are designed to be finite in both growth 
and transmission direction as well as periodic in y-direction the 
appropriate boundary conditions are chosen. It is noteworthy, that 
the x-direction is not considered to be periodic but fixed to the 
substrate and free at the top surface. 
After relaxation of the initial stress due to the applied hydro- 
static pressure the structure deforms according to the boundary 
conditions and the elastic properties which introduced in a fully 
anisotropic manner and taken from [29] . In a second step, a super 
cell with actual atom decoration is created and the displacement 
field due to relaxation is applied. This atomistic super cell is then 
refined using a VFF approach using the mesoscopic deformation 
as starting parameters. We have observed excellent agreement be- 
tween the simulated surface deformation and experimental atomic 
force microscopy measurements in the case of (GaIn)(NAs) on GaAs 
[30] . 
To reduce the time needed for the relaxation, highly optimized 
molecular dynamics/energy minimization codes (such as LAMMPS 
[31] ) could be used. To this end the Keating potential used in VFF 
has to be implemented like it was done e.g. in [32] . 
In addition to the GaP/GaAs heterostructures, hypothetical 
structures were created, where the GaP was replaced by GaAs 
while retaining the lattice constant of GaP. These structures serve 
as a reference to separate between the influence of the chemical 
composition and the lattice plane bending on the ADF intensity. 
The derived relaxed as well as unrelaxed super cells served as 
input for ADF STEM multislice simulations in the frozen phonon 
(FP) approach [33] utilizing the STEMsalabim software [34] . This 
software package is based on the multislice code of Kirkland 
[35] and is optimized to perform well on highly parallelized com- 
puting clusters. Since the effect of elastic surface relaxation is 
of considerable length, as will be shown in detail in the next 
section, the image simulation of large areas is mandatory and 
the use of efficient simulation software inevitable. The simula- 
tion parameters were chosen to model a probe C S -corrected JEOL 
JEM 2200FS microscope operating at 200 kV. A convergence semi- 
angle of 24 mrad was set and residual geometric aberrations of 
f = −2 nm, C S = 2 μm and C 5 = 5 mm were assumed. The angular 
detection range of the ADF detector was varied systematically. For 
each sample geometry a defocus series consisting of 7 weighted 
defoci centered on the optimum defocus was calculated to model 
the effect of chromatic aberration [6] . For each defocus 10 indi- 
vidual phonon configurations were averaged. In each configura- 
tion, the atoms were randomly displaced with mean square dis- 
placements of 6.36 ×10 -05 nm 2 and 7.73 ×10 -5 nm 2 for P and As 
and 7.17 ×10 -5 nm 2 and 9.09 ×10 -5 nm 2 for Ga in GaP and GaAs, 
respectively, according to their Debye-Waller factors from [36] . A 
Lorentzian source distribution with a width of 38 pm was ap- 
plied to the simulations according to [37] modeling the effect of 
spatial incoherence. Considering these parameters, 2 dimensional 
quantitative agreement between simulation and experiment was 
achieved [37] . This allows the extraction of meaningful data from 
the simulation at each position, e.g. at the position of the atomic 
columns and the regions in between. 
3. Results 
We will start with an introduction of the observable effects and 
the used nomenclature. For an exemplarily chosen combination of 
QW width w and TEM sample thickness t we will demonstrate the 
influence of lattice plane bending on HR STEM images of strained 
interfaces and discuss the impact on the angular dependence of 
the scattering process. We will systematically investigate the influ- 
ence of the sample ´s geometric properties, i.e. w and t on the sur- 
face relaxation and the resulting ADF images. On a final stage we 
will derive parameters which enable the quantification of strained 
interfaces. 
Fig. 1 a) shows a structural model of the initial QW struc- 
ture with a width of w = 36 ML, without any relaxation method 
applied. The TEM sample thickness with respect to the imping- 
ing electron beam is t = 36 ML. This is rather thin for an actual 
TEM sample but can be readily created by low energy ion milling 
[38] and serves the illustration of the occurring effects. The tetrag- 
onally distorted super cell depicted in Fig. 1 b) was retrieved by 
applying periodic boundary conditions along y and z, whereas the 
cell was allowed to relax along x. For a better visualization of the 
effect, the displacement of the atoms is multiplied by a factor of 5. 
The additional surface relaxation of the thin TEM sample was ac- 
counted for by allowing the FE relaxation along x and z and retain- 
ing the periodicity along the y direction only. The resulting super 
cell is drawn in Fig . 1 c). Again the displacement of the atoms is 
multiplied by a factor of 5 for visualization purposes. With mean 
square atom displacements in the range of 10 -4 nm -2 , the magni- 
tude of the surface relaxation is rather large. For comparison, the 
maximum displacements caused by phonons at room temperature 
is 9.09 ×1 0 -5 nm -2 for As. Due to the additional free surface the 
QW expands along the z direction. This bulging was investigated 
e.g. [39,40] and directly measured via atomic force microscopy 
(AFM) in [30] . At this stage we want to note that in the case of 
tensile strained materials, analogously an indentation is formed at 
the free surface. 
The fact that the lattice planes are no longer perfectly aligned 
with respect to the impinging electron beam but are bent, is more 
important for the imaging in TEM than the deformation of the sur- 
face along the z axis . One bent lattice plane in the left GaP barrier 
is highlighted with a black line in Fig. 1 c). The center part of the 
QW remains straight as the strain of the two opposite interfaces 
compensates. Moreover, a reduction of the elongation along the x 
axis can be observed, which results from the relaxation at the ad- 
ditional free surface. The magnitude of the lattice plane bending 
can be quantified via the resulting mistilt angle as done e.g. in [15] , 
or via the lateral mean square displacement M of each atomic col- 
umn. The value M i for the i - th column is determined via: 
M i = 
N ∑ 
k =1 
( x k − x i ) 2 
N 
+ 
N ∑ 
k =1 
( y k − y i ) 2 
N 
, (1) 
where x i and y i are the mean x and y coordinates of the respec- 
tive atomic column and N denotes the number of atoms in this 
column. It is noteworthy that any displacement along the z axis 
is not taken into account here. Moreover, the second y dependent 
sum is zero in the case of surface relaxation due to the periodic 
boundary conditions along this direction, whereas in the case of 
non-planar structures like quantum dots the sum will be non-zero. 
The course of the displacements across the QW of this example 
structure is drawn in Fig. 1 d). The red shaded area indicates the 
position of the QW. The origin of the x axis is chosen at the lower 
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interface of the QW. Here and in the following, the shaded area 
around the curve denotes the standard deviation calculated for the 
lattice planes along the y direction. In the GaP barrier on the left 
hand side M has values in the order of 10 -9 nm 2 which is in the or- 
der of the numerical noise. Towards the interface, M increases by 5 
orders of magnitude to a maximum value of 1.7 ×10 -4 nm 2 , yield- 
ing a displacement of 13 pm. As the deformation is compensated 
for the QW center, M drops to zero and rises near the upper in- 
terface. Besides a slight asymmetry, caused by the free top surface 
in positive x direction, the mean displacement is analogous to the 
lower surface. It is worth noting that the static atomic displace- 
ments (SADs) introduced by the lattice plane bending are compa- 
rable to those of substitutional atoms like N introduced in GaAs, 
which are ∼30 pm for a single Ga-N bond and ∼9 pm for a TEM 
sample containing 3% of N [41,42] . The SADs resulting from this 
change of composition also have been shown to have a significant 
effect on TEM and STEM imaging [41,43] . 
In the following we will investigate the effect of the aforemen- 
tioned bending on ADF imaging. Therefore, we create super cells 
consisting of t = 184 ML ( ∼25 nm) in z direction and a QW layer 
width w = 38 ML. Besides the surface relaxed super cell, we model 
a purely tetragonally distorted QW layer. The resulting HAADF im- 
age of the tetragonally distorted super cell is shown in Fig. 2 a). 
To model HAADF imaging conditions the simulated intensity was 
integrated over an angular range of 74-174 mrad. To minimize the 
calculation effort, the actual width of the simulated region in y di- 
rection was one unit cell, as marked by the dashed rectangle in 
Fig. 2 a). The simulated image was repeated periodically along the 
y-axis for presentation afterwards. To further reduce the simula- 
tion time, the GaP barrier on the right hand side was omitted, as 
the effects which are studied are anyhow almost symmetrical (cf. 
Fig. 1 d)). 
The analogue simulations for the surface relaxed super cell 
can be found in Fig. 2 b). Both images are aligned to each other 
with respect to the lower interface. Qualitatively the images look 
very similar, even on a common intensity scale. Hence, the sig- 
nificant influence of the relaxation on the intensity will be high- 
lighted via the following quantitative evaluation. To this end the 
group III lattice and the group V lattice will be evaluated sepa- 
rately. The corresponding intensity profiles were derived by aver- 
aging the intensity in a circle with a diameter of 25 pm ( = 2.9 pix- 
els) around each atomic column. We decided for this averaging ap- 
proach rather than a summing approach, like e.g. the frequently 
used PICS method [25] , because the intensity averaged around the 
column positions is more sensitive with respect to the tilted lattice 
planes. For the determination of the chemical composition across 
an interface this sensitivity is commonly regarded as a disadvan- 
tage, but for our study it is actually advantageous, since the ef- 
fect of bending shall be investigated and the chemical composi- 
tion is fixed anyways. The understanding of the bending in this 
model system allows to address interfaces in more complex mate- 
rials, where additional SADs, e.g. induced by Nitrogen, are present. 
However, it should be noted that the circular averaging approach is 
more sensitive to the actual aberrations, especially the probe size. 
To account for this, reasonable values for an aberration corrected 
STEM were assumed [37] . The evaluation analogue to Fig. 2 but 
applying the PICS procedure is shown in Fig. S3 to allow the com- 
parison of our results to others from the literature. As expected the 
effect of the lattice plane bending is partially compensated for in 
the PICS approach. 
Additionally to the group III positions ( Fig. 2 c)) and the group 
V positions ( Fig. 2 d)), the positions between the atomic columns, 
i.e. the background (BG) positions, are evaluated ( Fig. 2 e)). The re- 
spective positions are marked in the unit cell shown as inset in 
Fig. 2 c). From a simple point of view one would not expect that 
the QW is visible in the intensity profile of the group III lattice 
Fig. 2. Simulated ADF images of a tetragonally distorted a) and surface relaxed su- 
per cell b) in high angle regime (74-174 mrad). The intensity profiles of the group 
III sublattice positions are drawn in c) for the tetragonally distorted (broken red 
line) and relaxed (solid dark red line) super cell. Analogous graphs for the group V 
sublattice and the background positions are drawn in d) and e), respectively. (For 
interpretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.) 
( Fig. 2 c)), since the sublattice is occupied exclusively by Ga atoms 
throughout the entire heterostructure. However, the QW is clearly 
visible in the profile derived from the tetragonally distorted super 
cell (broken red line) by its higher intensity. This contrast can be 
caused by several reasons, i.e. the different interatomic distances 
of GaP and GaAs, the different Debye-Waller factors of Ga in GaP 
and GaAs and most prominently by the increased background in- 
tensity caused by the neighboring heavy columns. This “cross-talk”
could be removed by background subtraction [44,45] or deconvolu- 
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tion [46] . Here we stick to the raw data as the influence of surface 
relaxation should be investigated. It is worth noting at this stage 
that even at the tetragonally distorted interface the STEM intensity 
does not switch digitally between the one of GaP and GaAs un- 
der realistic imaging conditions. Rather a transition over 4 ML (2 
group III + 2 group V) is observable. This is caused by the finite 
probe size due to residual geometric aberrations as well as chro- 
matic aberration and the finite source size. Additionally, broaden- 
ing of the beam within the ∼25 nm thick sample smears out the 
intensity profile. This highlights the necessity of adequate image 
simulations for the quantitative interpretation of experimental im- 
ages. 
For comparison, the corresponding profile for the surface re- 
laxed super cell is drawn as solid dark red line in addition to the 
unrelaxed profile in Fig. 2 c). The influence on the intensity is rather 
significant. The intensity in the GaP barrier is reduced by approx- 
imately 15%. Moreover, an intensity gradient across the QW is ob- 
servable, ending in the same intensity for relaxed and unrelaxed 
profiles directly at the center. The intensity reduction occurs due 
to the displaced atomic columns and the resulting de-channelling 
[20,21] as will be investigated quantitatively later on. The analogue 
evaluation for the group V sublattice is shown in Fig. 2 d). The dif- 
ference between the intensity from the tetragonally distorted (bro- 
ken blue line) and the surface relaxed (solid dark blue line) cell 
is most prominent in the region of the QW, where the intensity 
decreases by approximately 9%. This is of particular importance 
as the intensity gradient could be misinterpreted as a change in 
chemical composition across the QW. In contrast to the group III 
sublattice, the group V intensities in the GaP barrier seem to be 
rather unaffected by the relaxation. This is most likely due to the 
already very low intensity of the P columns. Dependent on the 
imaging conditions and the sample thickness the P intensity rises 
above the background level or not [37] . We assume that the ef- 
fect of the lattice plane bending on the group V intensities will 
be more distinct in materials where there is not such a big dif- 
ference in atomic numbers, e.g. (GaIn)As in GaAs. This assumption 
was verified exemplarily by evaluating a virtual structure, where 
the P atoms in GaP were replaced by As retaining the displacement 
field of GaAs in GaP (cf. Fig. S1). 
The intensity evaluation of the background positions is shown 
in Fig. 2 e). Here, the QW is clearly visible due to its increased in- 
tensity in the profile derived from the tetragonally distorted su- 
per cell (broken green line). This intensity rise ( ∼1% of the im- 
pinging beam) is caused by the additional TDS of the heavy As 
columns, in analogy to the evaluation of the group III sublattice. 
The first thing that catches the eye in the corresponding relaxed 
profile (solid dark green line) is the intensity undulation in the GaP 
barrier. This reveals a different intensity depending on whether 
the position is situated between two group-III (B III ) or two group- 
V atoms (B V ) in growth direction x, which can be seen in more 
detail in the false color plot of a magnified unit cell shown as 
inset in Fig. 2 c). This can be explained by the different amount 
of intensity de-channeled from the bent group III and group V 
atomic columns, respectively. The intensity at the B III positions is 
significantly increased, as intensity from the neighboring bent Ga 
columns is present. In contrast to that, the intensity of the B V po- 
sitions is rather unaffected and the shape of the profile is retained. 
This can be understood since the intensity from the neighboring 
P columns is very low. For the virtual GaAs/GaAs structure the in- 
tensity on both background positions is increased and the intensity 
undulation between B III and B V is reduced drastically (cf. Fig. S1). 
All in all, the total intensity is reduced resulting in the dark 
contrast at the interface in non-atomically resolved images as de- 
scribed e.g. in [15] . 
The quantitative correlation between intensity reduction and 
displacements M will be investigated in the following. To this end, 
Fig. 3. Intensity difference of the relaxed and unrelaxed super cell for the group III 
sublattice (red line). The corresponding mean square displacement M of the atomic 
columns is drawn as black line. The shaded red area indicates the position of the 
quantum well. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 
we will use the group III columns because here the effect of the 
lattice plane bending can be seen most clearly. We have plotted 
the intensity difference derived from the relaxed and unrelaxed su- 
per cell (I unrelaxed -I relaxed )/I unrelaxed as red line in Fig. 3 as a quanti- 
tative measure for the impact of the lattice plane bending. The plot 
illustrates the course of the intensity discussed above, i.e. a de- 
creased intensity in the barrier and a gradient across the QW. We 
want to note here that the maximum intensity change of around 
17% is located in the GaP barrier at x = −34 ML which is several 
nm away from the actual interface. This has strong implications 
for experiments, as these regions are often used as a reference as 
will be discussed in Section 3.2 . 
We want to emphasize that in our simulations a finite source 
size and chromatic aberration were taken into account. In case of 
fully coherent simulations neglecting these effects, the influence 
of the lattice plane bending on the intensity is even more se- 
vere, which can be seen in the corresponding evaluation shown in 
Fig. S2. The intensity ratio is increased by a factor of 2.9 resulting 
in the unrelaxed intensity being up to 60% higher than relaxed one. 
Therefore, the discussed effects will be even more important for 
the next generation of aberration corrected microscopes. The pro- 
file of the atoms´displacements across the heterostructure is drawn 
as black line in Fig. 3 . This curve exhibits the same shape as the in- 
tensity ratio, with a distinct maximum of 4.4 ×10 -4 nm 2 (i.e. 21 pm 
displacement) in the barrier at x = −34 ML and zero displacement 
at x = 18 ML, i.e. the center of the QW. The two curves correlate 
perfectly with a proportionality factor c of 3 .4 × 10 4 %/nm 2 , which 
was derived by dividing the red curve by the black one. In other 
words a displacement of 10 pm will result in an intensity change 
of 3.4% and to change the intensity by 1% the column has to be 
displaced by 5 pm. As mentioned before the effect is more pro- 
nounced in the coherent simulation, where a proportionality of 
c III coh = 9.9 × 10 4 %/nm 2 was found. A similar correlation was found 
for the group V sublattice in coherent simulations, in which the P 
intensity rises above the background level in GaP and in the virtual 
GaAs/GaAs heterostructure (cf. Fig. S1). 
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Fig. 4. Angular dependence of the scattered intensity for the tetragonally distorted 
(black data points) and surface relaxed super cell (red data points). Please read left 
y axis. The differences are drawn for the whole cell (blue line) and the lattice planes 
exhibiting the highest (red line) and lowest (green line) displacements, respectively. 
Please read right y axis. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
With the knowledge of this proportionality constant, simu- 
lations neglecting the effect of lattice plane bending could be 
adapted or experimental images could be corrected to compensate 
for the bending effects. This is particularly beneficial as the nec- 
essary FE simulations are computationally cheap, whereas FP ADF 
multislice simulations are very demanding, see e.g. [47] . In order to 
give a measure for the relevant timescales, we choose the largest 
heterostructure considered in this study, i.e. a 360 ML thick sample 
containing an 80 ML thick GaAs QW. While the FE relaxation of the 
super cell was done in minutes, the HAADF simulation took 42 h 
on 256 cores for one defocus and full set of phonons. The speed of 
the relaxation can be further increased, if efficient parallel energy 
minimization codes like LAMMPS are used. Moreover, the strength 
and the range of the lattice plane bending strongly depends on the 
actual sample geometry (see chapter 3.2), therefore, more or less 
each STEM measurement of a strained interface has to be simu- 
lated independently, which makes a systematic compensation ap- 
proach on basis of the FE relaxation even more favorable. 
However, the exact value of the proportionality constant c de- 
pends on the applied imaging conditions, especially the used de- 
tector range, as well as sample parameters. A systematic study of 
the influencing factors is, however, beyond the scope of this work 
and will be performed in the future. 
The remaining question, where the “missing” intensity is going 
to will be answered in the following. 
3.1. Angular dependence 
Already before we highlighted the similar magnitude of the 
atom displacements caused by the surface relaxation and caused 
by the incorporation of elements with different covalent radii, e.g. 
N in GaAs. For Ga(NAs) it has been shown that the consideration 
of the SADs induced by N is essential for the explanations of con- 
trast reversals [41] . Due to the increased diffuse Huang scattering 
[22,23] , low angle ADF (LAADF) measurements can be used to de- 
tect even small amounts of N in GaAs [48] . Therefore, one can ex- 
pect a significant angular dependence in the case of surface relax- 
ation, too. 
To investigate this, the scattered intensity is drawn against the 
scattering angle in Fig. 4 . The angular ranges used for retrieving 
the images in Fig. 2 (HAADF) and 5 (LAADF), respectively, are high- 
lighted by grey rectangles. The reference curve derived from the 
tetragonally distorted super cell is represented by the black data 
points (read left y axis). The corresponding dependence derived 
from the surface relaxed super cell is represented by red data 
points. Both curves run parallel for most angles, they only differ 
at two distinct angular ranges. This can be seen in more detail in 
the difference plots shown in the lower part of Fig. 4 . The blue 
curve depicts the intensity difference, i.e. (I relaxed -I unrelaxed )/I relaxed , 
derived from the whole super cell. The right y axis quantifies the 
deviation in percent. At low angles ( ∼25-50 mrad) the intensity 
of the relaxed cell is increased significantly by around 50%. The 
bent (disordered) lattice planes result in additional diffuse Huang 
scattering. Additionally, a drop of intensity is visible at around 
100 mrad, which is the region of the first order Laue zone (FOLZ). 
This reduction is not surprising as the disorder is expected to 
smear out the Bragg reflections. To underpin that this intensity 
change is caused by the bent lattice planes, the analogue differ- 
ence plots are drawn for the most distorted plane only (red line) 
and the undistorted plane in the center of the QW (green line). In- 
deed, the intensity difference is severe ( ∼100% at low angles) for 
the bent plane and almost negligible at the undistorted one. 
To summarize the angular dependence briefly, intensity at high 
scattering angles is reduced by de-channeling caused by the dis- 
placements, whereas the intensity at lower angles is increased due 
to diffuse Huang scattering [22,23] . 
The consequences of this angular dependence for ADF imaging 
using different angular ranges, i.e. different camera lengths, is sum- 
marized in Figs. 2 and 5 . In analogy to Fig. 2 , the simulated images 
of the tetragonally distorted as well as the surface relaxed super 
cell are depicted for the LAADF regime (35–140 mrad) in Fig. 5 a) 
and b), respectively. We choose this angular region because recent 
studies show quantitative agreement between FP simulations and 
experimental data for scattering angles above 35 mrad, whereas for 
lower angles significant discrepancies were observed [49] . The in- 
fluence of the lattice bending on the intensity will be quantified 
via the intensity profiles depicted in Fig. 5 c)-e). Despite the ex- 
pectable change of the intensity scale, the intensity profiles ex- 
tracted from the unrelaxed super cell (broken lines) look similar 
to the ones derived at high scattering angles (compare Fig. 2 ), i.e. 
a nearly abrupt intensity transition from GaP to GaAs is visible. 
However, the intensity profiles derived from the relaxed super cells 
(dark solid lines) drastically differ from the ones of the unrelaxed 
cell as well as from the analogue profiles derived at high scatter- 
ing angles (compare Fig. 2 ). For explanatory reasons we will detail 
the differences on the basis of the background intensity depicted in 
Fig. 5 e) at first. The intensity is clearly increased at the positions at 
which the lattice planes are strongly bent. This results in an inten- 
sity curve in the shape of the letter M, which is complementary to 
the shape observed at high scattering angles. Once more an undu- 
lation of the intensity is observable in the GaP caused by the large 
Z difference of Ga and P. This distinct BG intensity also overlays the 
profiles of group III ( Fig. 5 c)) and V ( Fig. 5 d)) and partially compen- 
sates for the intensity loss on the column positions. The intensity 
increase observed at the background positions is even higher for 
lower scattering angles. Assuming for example an angular detector 
range from 30-120 mrad, the background intensity becomes dom- 
inating leading to the M-shape being observable on the group III 
and V sublattices as well. In total, at low scattering angles an in- 
tensity increase is observable at the interfaces like already shown 
in for uncorrected STEM measurements [41,48] . 
3.2. Variation of geometrical parameters 
As already stated before, the lattice plane bending drastically 
complicates the derivation of quantitative data from strained inter- 
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Fig. 5. Simulated ADF images of a tetragonally distorted a) and surface relaxed su- 
per cell b) in low angle regime (35-140 mrad). The intensity profiles of the group 
III sublattice positions are drawn in c) for the tetragonally distorted (broken red 
line) and relaxed (solid dark red line) super cell. Analogous graphs for the group V 
sublattice and the background positions are drawn in d) and e), respectively. (For 
interpretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.) 
faces. At the previously discussed example structure, the maximum 
distortion was situated several nm away from the actual interface. 
In the following we will study how this depends on the sample ge- 
ometric properties, namely QW width w (along x = [100] direction) 
and TEM sample thickness t (along z = [001] direction). 
The results from 9 different sample geometries are summarized 
in Fig. 6 . The QW width w increases from left to right from 22 
to 37 and 74 ML. The position of the QW is marked by the red 
shaded area. Analogously the values for t increase from top to bot- 
tom, from 80 to 184 and 375 MLs, respectively. Like in the previ- 
ous chapters we will look at the simulated STEM intensity on the 
group III column across the interface (red lines, read right y axis) 
as well as the mean square displacement for each corresponding 
atom column (black lines, read left y axis) in the following. To be 
able to compare samples with different thicknesses, the intensi- 
ties are normalized to the intensities of pure GaP with the corre- 
sponding thickness, following the equation I norm = ( I-I GaP )/I GaP . The 
mean square displacements for the different super cells are drawn 
on a common y scale which is determined by the highest values 
present, i.e. the values for the thickest sample and the widest QW 
( Fig. 6 i)). In this super cell the maximum total strain energy which 
is proportional to w × t is accumulated. 
For all super cells displayed, there is a perfect correlation be- 
tween the displacements and the change of intensity: Firstly, the 
x position of the maximum displacement coincides with the maxi- 
mum intensity drop. Secondly, the higher the displacement values, 
the more severe the intensity reduction. The quality of the cor- 
relation is highlighted exemplarily by the blue graph in Fig. 6 e), 
which represents the intensity difference caused by the relaxation, 
i.e. (I unrelaxed -I relaxed )/I unrelaxed in analogy to Fig. 3 . Moreover, there 
are several other interesting trends visible, which will be discussed 
on the basis of the displacements first. 
At a fixed TEM sample thickness (e.g. Fig. 6 a)-c)), the thinner 
the QW, the smaller the maximum displacement. In addition, the 
x position of the maximum shifts away from the actual interface 
which may be explained by a compensation effect of the opposing 
interfaces. 
Another observation is that for thicker TEM samples (e.g. from 
c) to f) and i)), the displacement field shifts away from the inter- 
face and broadens. For example in cell i), the maximum of the dis- 
placement is at x = -75 ML and it is still present at x = -250 ML. The 
long range of the displacement field again points out the neces- 
sity of large super cells and highly parallelized STEM simulations. 
For the two thicker QWs, also the magnitude of the displacement 
rises with increasing TEM sample thickness. This is not apparent 
for the thinnest QW (a), d) and g)), most likely due to a compen- 
sation of the effects of the opposing interfaces. It is worth noting 
that the degree of surface relaxation is reduced if the sample is 
thinned along [011] instead of [001]. A comparison between the 
two zone axes for a sample geometry comparable to the one eval- 
uate in Fig. 6 a) can be found in Fig. S4. A disadvantage of the [011] 
zone axis is that the distance between the group III and V atomic 
columns is smaller in this projection, therefore cross talk is more 
likely. 
Finally, the two main consequences of the plane bending for 
ADF measurements will be highlighted briefly. Firstly, whenever 
the displacement field significantly reaches into the QW (see e.g. 
Fig. 6 i)), the shape of the intensity curve is significantly altered 
from a box profile. If not accounted for, this can lead to a misinter- 
pretation in terms of chemical composition. This means a thicker 
sample may be more favorable because the intensity drop is 
shifted into the barrier. Secondly, the bending significantly reaches 
into the barrier. This is of special importance as these regions of- 
ten serve as reference for e.g. sample orientation, determining the 
chemical composition of the QW or during strain mapping, as they 
are regarded as undisturbed. For both problems, the computation- 
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Fig. 6. Systematic variation of the sample ´s geometric properties. The quantum well width w increases from left to right, whereas the TEM sample thickness increases from 
top to bottom. The displacements of the atomic columns are drawn as black lines (read left y axis). The normalized group III intensities are drawn as red lines (read right y 
axis). The shaded red area indicates the position of the quantum well. The blue curve in e) represents the intensity difference between the surface relaxed and tetragonally 
distorted super cell. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
ally cheap FE relaxation can be used to localize the distorted re- 
gions, find undisturbed ones or on a final stage even to correct 
“spoiled” data. Anyhow, for real samples, some additional factors 
have to be considered. Firstly, any additionally present SADs (e.g. 
introduced by substitutional atoms) superimpose the effect of lat- 
tice bending giving rise to additional de-channeling. But since in 
our approach the FE and the VFF relaxations are performed consec- 
utively, both effects may be differentiated from one another. Sec- 
ondly, for heterostructures in which the chemical composition fluc- 
tuates the composition will influence the bending and the bending 
will influence the determination of the composition. This means, 
the problem has to be solved self-consistently. In this case, the av- 
erage composition will be a good starting point for the simulation 
of the bending. The average composition can be determined from 
unbent regions, e. g. the center part of the QW. 
4. Conclusions 
Lattice plane bending significantly influences ADF images of 
strained interfaces. This impedes an accurate orientation of the 
sample, the quantitative evaluation of intensities as well as strain 
mapping. 
Where and how much sample is bent can be estimated from FE 
relaxation of adequate super cells. FP simulations reveal a reduced 
intensity in HAADF images caused by de-channeling of electrons 
from the atomic column positions. Simultaneously, additional dif- 
fuse scattering takes place at the bent lattice planes resulting in an 
increased intensity at low scattering angles. Simulations neglecting 
the influence of chromatic aberration reveal that the discussed ef- 
fects will be even more important for the next generation of aber- 
ration corrected microscopes. 
The intensity reduction of an atomic column in HAADF mea- 
surements is directly proportional to its mean square displace- 
ment. The computationally cheap FE relaxation can be used to lo- 
calize the distorted regions and on a final stage even to correct the 
reduced intensity, whereby a quantitative evaluation of the chemi- 
cal composition across the interface becomes feasible. 
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a b s t r a c t
Aberration-corrected (scanning) transmission electron microscopy ((S)TEM) has become a widely used
technique when information on the chemical composition is sought on an atomic scale. To extract the
desired information, complementary simulations of the scattering process are inevitable. Often the
partial spatial and temporal coherences are neglected in the simulations, although they can have a huge
influence on the high resolution images.
With the example of binary gallium phosphide (GaP) we elucidate the influence of the source size
and shape as well as the chromatic aberration on the high angle annular dark field (HAADF) intensity. We
achieve a very good quantitative agreement between the frozen phonon simulation and experiment for
different sample thicknesses when a Lorentzian source distribution is assumed and the effect of the
chromatic aberration is considered. Additionally the influence of amorphous layers introduced by the
preparation of the TEM samples is discussed.
Taking into account these parameters, the intensity in the whole unit cell of GaP, i.e. at the positions
of the different atomic columns and in the region between them, is described correctly. With the
knowledge of the decisive parameters, the determination of the chemical composition of more complex,
multinary materials becomes feasible.
& 2016 Elsevier B.V. All rights reserved.
1. Introduction
Modern semiconductor devices are usually built from complex
compound materials. In the field of III/V semiconductors the bin-
ary materials GaN, GaP and GaAs are alloyed with one or more
additional elements from the group III or V of the periodic table to
meet the demands of the respective application. For example
(GaIn)N, Ga(NAsP) and (GaIn)(NAs) can be used for LED, Laser and
solar cell applications, respectively [1–5].
In all these materials the exact control of the chemical com-
position on each sublattice is crucial to achieve the desired func-
tionality. Hence, adequate methods to determine the composition
are needed, as e.g. conventionally used X-ray diffraction alone is
not applicable anymore for materials consisting of more than three
constituents. Moreover, its lateral resolution is limited and local
fluctuations in composition cannot be detected.
In this task, (scanning) transmission electron microscopy ((S)
TEM) has proven as a valuable tool to deliver the desired in-
formation. Due to the intuitive interpretation in terms of Z con-
trast, the high angle annular dark field (HAADF) technique is
frequently applied [6]. In the last decade sub-angstrom resolution
became possible due to the introduction of aberration correctors
[7,8]. Nevertheless, the absolute composition of a sample is not
always derivable directly in both low and high resolution imaging.
This makes an adequate simulation of the scattering process in-
evitable. Here the multi slice algorithm in the frozen phonon (FP)
approximation has shown to reproduce the experimental data
very accurately [9].
By normalizing the experimental data to intensity of the im-
pinging beam, e.g. via a detector scan [10], it is possible to compare
simulations and experiment on the same intensity scale. Taking
into account the sensitivity of the used detector quantitative re-
sults could be derived for various material systems [11–13].
Nevertheless, when high resolution information is sought,
some additional challenges need to be faced. Depending on the
studied specimen and its thickness, cross scattering from neigh-
boring columns occurs and the measured HAADF intensity does
not necessarily reflect the chemical composition at a certain po-
sition [14,15]. Moreover, amorphous layers due to sample pre-
paration become increasingly important in the thin samples in-
vestigated in high-resolution STEM (HRSTEM) [16].
Most importantly, the resolution and especially the contrast are
higher in the simulated than in the experimental data, even if the
present geometric aberrations are included. This discrepancy is
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caused by the partial spatial and temporal coherence of the elec-
trons. The partial temporal coherence is mainly caused by the
chromatic aberration and energy spread of the electrons in the
TEM [17]. The influence of the chromatic aberration on the STEM
has been investigated for example in [18,19].
The spatial coherence is related to the source size [20], i.e. the
fact that the real electron source is not a point like emitter but has
a finite dimension. The effect of the partial spatial coherence can
be treated by convoluting the simulated images with an effective
source distribution; see e.g. [21–23]. The shape of the source dis-
tribution is discussed controversially in the literature, as Gaussian,
Lorentzian or combinations of both are used [21,24]. Nevertheless,
the exact shape can have a huge impact on the appearance of the
HAADF images and the application of a wrong distribution can
lead to a wrong quantification of the chemical composition at an
atomic scale.
If all the influencing parameters are accounted for in the si-
mulation, the question remains how to compare simulated and
experimental results with each other? Often only qualitative
comparisons are carried out or intensity profiles are compared to
simulations. In other approaches, some of the spatially resolved
information available in a HRSTEM image is neglected by aver-
aging the experimental intensity over a certain region, e.g. the
Voronoi cell of an atomic column [25–27].
In this contribution we present a method to derive quantitative
two-dimensional data, i.e. a representative unit cell of the in-
vestigated crystal, from experimental images, which can be com-
pared to complementary simulations. We show the influence of
the chromatic aberration and the choice of the source distribution
on the simulated HAADF intensity. By comparing simulated and
experimental data quantitatively for different sample thicknesses
we deduce which source distribution has to be applied to the si-
mulations to reproduce the experimental data correctly. Further-
more, we investigate how the presence of amorphous layers due
to sample preparation affects the drawn conclusions. Although the
influences of temporal coherence, spatial coherence and amor-
phous layers on STEM investigations have been investigated in-
dividually before, the interplay of these effects has not been stu-
died yet. With the correct consideration of all of them we achieve
excellent agreement throughout the whole two-dimensional unit
cell.
We chose binary GaP as model material because of its in-
herently fixed stoichiometric composition. Moreover, because of
the relative big difference in atomic number of the two con-
stituents, the contrast within a unit cell is higher than for mate-
rials consisting of elements with similar atomic number like for
example GaAs. Therefore, assumptions in the simulation can be
checked and amended.
The conclusions drawn from the simple GaP system can then be
used for future evaluation of more complex ternary or multinary
materials.
2. Material and methods
Commercially available GaP wafers (Crystec) were used for this
study. Electron transparent samples were prepared by conven-
tional mechanical grinding and consecutive argon ion milling
using the Gatan PIPS. The incident angle of the ions was chosen to
4° for bottom and top side, resulting in a wedge-shaped sample.
The final ion energy was reduced to 1.7 kV in order to minimize
the thickness of the amorphous layers at the sample surfaces in-
troduced by the ion bombardment. Please note that the final ion
energy of 1.7 kV is not suitable to create a sample fully free from
amorphous layers, this energy was rather chosen to create a layer
with a defined thickness to investigate its influence on the HAADF
intensity. A more detailed description of the applied sample pre-
paration and the resulting (sub-) surface damage is given in [28].
The GaP [010] zone axis was chosen as viewing direction because
in this projection the group III and group V sub-lattice exhibit the
largest spatial separation of around 0.19 nm.
The STEM investigation was carried out in a double CS-cor-
rected JEOL JEM 2200FS operating at 200 kV. A condenser aperture
of 24 mrad and a detector range of 73–173 mrad were chosen for
the HAADF measurements. Atomic-resolution image series were
acquired at different positions of the sample exhibiting different
TEM sample thicknesses. The individual images of the series were
aligned non-rigidly utilizing the ‘Smart align’-software [29] in or-
der to reduce the influence of experimental noise and scan dis-
tortions on the images. The aligned images were normalized with
respect to the impinging beam following the approach described
in [30] to be able to compare experiment and simulation on an
absolute intensity scale. The radial sensitivity of the used HAADF
detector was determined via a detector scan [10] and taken into
account.
Complementary image simulations were carried out utilizing
the frozen phonon approximation of the STEMSIM code [31]. A
residual spherical aberration of 2 mm was measured during the
experiments with the help of the corrector software and taken
into account in the simulations. A value of 5 mm was assumed for
the fifth order spherical aberration coefficient C5. Additionally the
influence of the chromatic aberration was taken into account by
summing over a simulated defocus series with 7 different defocus
values. The weight of each defocus was determined by a Gaussian
function with a full width half maximum (FWHM) of ∆zCC , which is
connected to the chromatic aberration coefficient CC by [18]
( )∆ = ( )z
dE
E
log2C 2 2 .
1CC c 0
For the JEOL JEM 2200FS microscope with a CC of 1.5 mm and a
dE of 0.42 eV follows a ∆zCC of 7.5 nm at 200 kV acceleration
voltage. For each defocus 10 phonon configurations were used. The
total number of 70 phonon configurations showed to be a good
trade-off between the convergence of the HAADF intensity and the
simulation time.
The supercell for the intensity simulations consisted of
55 GaP unit cells in the x-y-plane and 92 unit cells in the z di-
rection corresponding to a final thickness of approximately 50 nm.
Additionally, the intensity of amorphous GaP was simulated.
Here a supercell of the same dimensions as for crystalline case was
derived by the software to simulate the atomic packing in Ideal
Amorphous Solids (IAS) [32–34]. This software generates the
spherical amorphous structure that satisfies the basic require-
ments for amorphous solids. It contains none of the elements of
symmetry such as mirror, rotation or glide and retains the stoi-
chiometry. The density of amorphous material was adjusted by
uniform deformation of IAS sphere and was chosen to 4.94 1022
atoms/cm3, i.e. the same value as for the crystalline GaP. Finally,
the supercell of desired rectangular geometry was cut from gen-
erated IAS sphere. More realistic models for amorphous layers
require very complicated and time-consumable calculations in
frames of Molecular Dynamic (MD) simulations [35]. Furthermore,
the resulting structure is extremely sensitive to the initial condi-
tions such as the initial temperature and the quenching rate. We
believe that the theory of IAS is a sufficient approach for adequate
theoretical interpretation of STEM images obtained in our ex-
perimental studies. Experimental and simulated data were com-
pared utilizing MATLAB scripts as will be discussed in the result
sections.
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3. Results
This manuscript is organized as follows: with the example of
the simulated thickness dependent HAADF intensity we demon-
strate why it is important to apply the correct source distribution
to the simulations and why GaP is the adequate material to de-
termine it. In the next step an experimental HAADF measurement
of GaP is presented. On its basis we will show how quantitative
data from the images were obtained, which can be compared to
simulations. By performing this comparison for different sample
thicknesses we derive the correct simulation parameters to
achieve an optimum agreement between simulation and experi-
ment. Applying these parameters even the small intensities within
the GaP unit cell, i.e. the P columns and the background, are de-
scribed correctly and one can make use of the whole available
data.
Even if all geometric aberrations are included in a simulation
correctly, the observed experimental resolution is worse than in
the simulation. The recognized reason for this discrepancy is the
partial spatial coherence, also referred to as the source size, which
can be taken into account by convoluting the simulated data with
an effective source distribution. Nevertheless, its shape is dis-
cussed controversially in the literature [21,24]. Most commonly a
symmetrical two-dimensional Gaussian distribution, given by
= ( )σ σ− −
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
S e , 2G
x y
2 2
2 2
is used to convolute the simulation. Here x and y are the spatial
coordinates and s describes the width of the distribution. Besides
this simple Gaussian assumption, also a Lorentzian distributions of
the form
( )
σ
σ
=
+ + ( )
S
x y
.
3
L
2 2 2 3/2
is possible and also a combination of both has been discussed
[21,24]. In the following we apply the two pure distributions, i.e.
Gaussian and Lorentzian, to investigate the influence on the si-
mulated HAADF intensity of GaP. Exemplary profiles of the source
distributions are drawn in Fig. 1(a). The width s was chosen ar-
bitrarily as 55 pm for both distributions. The convolution is per-
formed via a multiplication in the Fourier space which is equiva-
lent but computationally less expense. The individual source dis-
tributions were normalized to keep the mean value of the simu-
lation unaffected, which was shown mathematically e.g. in [36].
The simulated thickness dependence of the HAADF intensity
for the two different source distributions is summarized in Fig. 1
(b). A ball and stick model of the GaP unit cell is shown as an inset.
The Ga atoms are represented by red circles while the P atoms are
represented by black ones. The position between the atoms, where
the background intensity is derived, is marked by a blue cross. The
colors of the thickness dependent intensity curves for the different
positions in the unit cell are chosen according to the same color
scheme. The different source distributions can be distinguished by
their line styles, i.e. Gaussian distribution is shown as solid line
and Lorentzian as dashed line. As stated before, the mean intensity
of the whole unit cell (represented by the green curves) is in-
dependent from the applied source distribution and the curves
overlap perfectly for the individual source shapes. A similar be-
havior can be observed for the intensity at the position of the Ga
columns (red curves), which is nearly independent from the as-
sumed source distribution. However, the lower intensities, i.e. at
the background positions (blue curves) and at the P columns
(black curves) are affected by the different source distributions. In
the case of the group-V positions, the intensity assuming a Lor-
entzian distribution (dashed line) is significantly higher than the
intensity assuming Gaussian one (solid line). This is most likely
caused by the different amount of intensity that is transferred
from the neighboring Ga columns to the P columns. While the
Gaussian distribution drops to zero quite fast, the Lorentzian dis-
tribution has much wider tails which affect the neighboring
P columns, as can be seen in the profiles presented in Fig. 1(a). To
demonstrate the impact of this different behavior, the ratio of
group V to background intensity for the individual distributions is
drawn in (c), the line styles are kept the same as in (a) and (b). In
this representation values above 1 mean that P column is brighter
than the background and therefore is visible, whereas values be-
low 1 mean that the P column is invisible.
The thickness dependencies of both curves are similar. The high
ratio values at thin samples may be caused by the very small
background intensity at these thicknesses, where almost no dif-
fuse scattering takes place. For larger thicknesses the ratio in-
creases again monotonically, as the intensity on the group-V col-
umn positions increases stronger with the thickness than the in-
tensity on the background positions, presumably due to the
channeling conditions.
Besides this similar course, the two curves have a significant
horizontal offset to each other, which has a severe effect on the
visibility of the P columns. Applying a Lorentzian distribution the
P columns are visible for all sample thicknesses. In contrast to that
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Fig. 1. One-dimensional profiles through the two-dimensional Gaussian (solid line) and Lorentzian (dashed line) source distributions with a fixed width of 55 pm (a). For
comparison the inter-atomic distance of GaP is marked by red dotted lines. The simulated thickness dependencies for the two source distributions are shown in (b), i.e.
Gaussian (solid line), Lorentzian (dashed line). The group III intensities (red curves) and the mean intensities (green curves) exhibit no significant difference and overlap for
the individual source shapes. The lower intensities, i.e. at the group V (black curves) and the background positions (blue curves) are significantly affected by the different
source distributions. For a clearer visualization the ratio of group V to background is drawn in (c). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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the P columns remain invisible for most of the thicknesses in the
Gaussian case. For a mixed source distribution, which is omitted
here for reasons of clarity, it depends very strongly on the sample
thickness whether P atoms are visible or not.
It is worth noting that in these simulations the effect of chro-
matic aberrationwas already taken into account. Neglecting CC, the
discussed trends are even more pronounced because of the in-
creased contrast [18,19]. For the data shown in Fig. 1 the width of
the distributions was arbitrarily chosen to 55 pm. If this value is
lowered the two curves shift upwards to visibility. When s is in-
creased, the curves shift downwards and the P column remains
invisible.
The described effect may be minor for binary materials which
have a smaller difference in atomic number like e.g. GaAs and even
less pronounced for materials in diamond structure like Si, where
both sublattices are occupied by the same element. In these cases
the amount of intensity transferred from one sublattice to the
other cancels out.
Nevertheless, as soon as a ternary/multinary material is stu-
died, the choice of the right source distribution is important if
quantitative information on atomic resolution is aimed for. Keep-
ing for example GaP as host material, especially in the case of a
partially occupied group V sublattice, like e.g. Ga(PAs) or Ga(NP),
the determination of the chemical composition from HAADF
imaging is not possible, unless the correct source distribution is
applied.
Summarizing the conclusions drawn from Fig. 1, we think GaP
with its combination of heavy and light scatterers is the adequate
material to investigate which source distribution is the correct
one.
The intensity data presented in Fig. 1 were derived from three
representative positions of the unit cell only. For a more thorough
comparison the whole cell should be evaluated. In two dimensions
the actual shape of source distribution may have a significant in-
fluence on the appearance of the atomic columns. In the simula-
tions the two-dimensional data is directly assessable. In the fol-
lowing we will exemplarily show the procedure how quantitative
two-dimensional data can be derived from one experimental im-
age. The other experimental data presented later on in this
manuscript are derived in the same manner.
Fig. 2(a) depicts a representative HAADF image of a GaP crystal
in [010]-projection. The presented image is an average of 7 in-
dividual images which were non-rigidly aligned with respect to
each other in order to improve the signal-to-noise ratio. The
sample thickness at this region is (19.570.5) nm. An exemplary
unit cell is marked by the white frame and shown in higher
magnification as an inset. The bright Ga atoms are clearly visible
while the P columns are only fairly visible.
The whole image consists of 830 individual group-III columns,
which were averaged as described in [37] to achieve a mean unit
cell which is representative for the whole field of view. In the
averaged unit cell, depicted in (b), the P columns are clearly visible
due to the further increased signal-to-noise ratio. Additionally, this
averaging procedure provides the spatially resolved standard de-
viation of the intensity (STDI), i.e. the variation of the intensity at
each position (x, y) within the 830 unit cells, which is depicted in
(c). Please note that in this graph the intensity values are multi-
plied by a factor of ten to keep the intensity scale of the other
images. The STDI exhibits a donut-like shape caused by an in-
creased variance in a ring centered on the Ga-column positions.
This could be caused by an imperfect alignment of the individual
unit cells. However, this potential reason was excluded by evalu-
ating simulated images in the same manner. In this case the de-
termined STDI does not exhibit this donut shape and its amplitude
is significantly reduced to about 108 which is in the same order
of magnitude as the numeric noise. Therefore, we assume that the
width of the atomic columns in the experimental image changes
due to scan distortions or a change of astigmatism over the field of
view. In order to minimize this effect we can exploit the fourfold
symmetry of the investigated GaP by rotating each individual unit
cell in the experimental image in steps of 90° and average over the
four orientations. It has to be noted that this procedure could re-
sult in artefacts if non-rotational symmetric aberrations, e.g. as-
tigmatism, are present to a huge extend. In the experimental data
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unit cell (red curve) and the additionally rotation averaged unit cell (black curve)
show no significant difference, the standard deviation is clearly reduced in the
latter case. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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presented here this is not the case. This averaging approach is
similar to the ones proposed in [38,39] for complete images rather
than the sub images which are utilized here. The analogue figures
applying this fourfold rotational averaging are depicted in (d) and
(e), this time the intensity values in (e) had to be multiplied by
twenty to keep the intensity scale of the other images. The aver-
aged image in (e) shows no obvious difference to the not rotated
image in (b), only a slightly reduced background yielding in a
better visibility of the P columns is observable. Nevertheless there
is a major effect on the STDI. In comparison to (c) its amplitude is
reduced by nearly a factor of two and there is no apparent donut
shape. Now the STDI has its maximum value at group-III columns,
which is most likely caused by the small changes in sample
thickness.
The red and black dotted lines in (b–e) mark the positions of
the intensity profiles across the diagonal of the unit cell, which are
shown in (f).The shaded areas represent the standard deviation. As
already discussed in the two-dimensional representation, the
profiles of the averaged unit cell (red curve) and the additionally
rotation averaged unit cell (black curve) show no significant dif-
ference, but the STDI is significantly reduced in the latter case. The
remaining STDI is most likely caused by the aforementioned local
thickness inhomogeneties, amorphous layers introduced during
the sample preparation and experimental noise. Due to the highly
increased signal-to-noise ratio, the averaged unit cell can be used
to derive important quantities from the measured sample. Besides
the pure intensity that will be used further on in this manuscript,
e.g. the width of the atomic columns or the inter-atomic distances
can be measured, if the lateral dimensions are calibrated correctly.
The clear visibility of the P columns in the thin sample and the
shape of the column are already a hint that the actual source
distribution is a Lorentzian rather than a Gaussian one. Never-
theless, to definitely answer the question, which source distribu-
tion is the appropriate one, a quantitative comparison of the ex-
perimental and simulated data will be performed for different
sample thicknesses in the following.
The results of this comparison are summarized in Fig. 3. In the
first row the experimental unit cells, which were derived by the
procedure described before, are depicted. The sample thicknesses t
of the investigated regions was determined to be (19.570.5) nm
(a) and (28.270.5) nm (b), respectively. These values were derived
by comparing the mean intensities of (2.3370.03) % and
(3.2070.03) %, which are independent from the actual source
distribution, to the thickness dependent simulations shown in
Fig. 1(b). This method was verified to lead to correct thickness
values for the used microscope utilizing different methods and
sample materials [28,37,40].
Comparing the two experimental unit cells it becomes obvious
that the P columns are visible at the different thicknesses, more-
over, the relative intensity of the P columns increases and they
become visible more clearly with increasing thickness. This is in
agreement with the simulations shown in Fig. 1(b), where the Ga
intensity saturates, whereas the P intensity increases in a linear
manner with respect to the thickness, due to the difference in
absorption of the different columns [6].
The simulated unit cells using different simulation parameters
are shown in the leftmost column ((c), (f), (i), and (l)). The in-
tensity is given in percent of the impinging beam for the simulated
as well as the experimental data. The simulated data is shown for
the thin sample only for reasons of clarity; moreover, the images
would look very similar when they are drawn in their individual
intensity scale.
The respective differences between simulated intensity ISim and
experimental intensity IExp are shown color coded normalized to
the experimental intensity in the center of the figure. Hence, the
units of the intensity scale are given in percent deviation from the
experimental data. The color limits of the deviation are chosen
symmetrically around zero. In the applied color scheme blue
corresponds to the case that the simulated intensity is higher than
the experimental one, whereas red indicates that the simulated
intensity is too low. The red numbers represent the absolute dif-
ference ∆absolute of simulation and experiment in fractions of the
impinging beam given by
( )∆ = ∑ ( ) − ( )
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where x and y are the pixels in the image ranging from 1 to Nx and
Ny, respectively. The blue numbers represent the relative differ-
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intensity IExp
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It is important to distinguish between these two values because
∆absolute strongly depends on the high intensities, i.e. strong scat-
terers which are in this case the Ga columns. Taking its value to
determine the goodness of the agreement between simulation and
experiment could lead to very good agreement on the Ga columns
but a poor resemblance of the low intensities, in this case the
P columns. Therefore we decided to choose ∆relative as a figure of
merit and minimize ∆relative rather than ∆absolute.
In the second row of Fig. 3(c–e) the comparison between the
experiments and the simulations, including the residual geometric
aberrations as determined by the corrector software prior to the
measurements, is shown for the different thicknesses. As dis-
cussed several times before, the simulations exhibit a significantly
higher contrast than the experimental data. The intensity at the
positions of the atomic columns is up to twice as high in the si-
mulation as in the experiment, whereas the intensity at the
background is significantly lower as can be seen by the blue and
yellow colors in the difference plots, respectively. Interestingly the
deviations become smaller for the thicker sample, which may be
caused by the spreading of the beam within the sample which
increases with sample thickness.
In addition to the geometric aberrations, the chromatic aber-
ration was taken into account in the third row of Fig. 3(f–h). As
expected the contrast is decreased, the maximum for example is
reduced by around 20% which is in agreement with [18,19]. This
results in the reduction of ∆relative and ∆absolute for both investigated
thicknesses. Nevertheless, the discrepancy is still rather high, be-
cause the tremendous effect of the spatial coherence is neglected.
The spatial coherence was taken into account by applying a
Gaussian source distribution in the fourth row of Fig. 3(i–k). The
width parameter s was varied to achieve the minimum ∆relative
according to Eq. (5). The resulting value of s is shown in the in-
dividual plots. For both thicknesses the differences ∆relative and∆absolute become significantly smaller and the intensity scale is the
same for simulation and experiment leading to a qualitative
agreement. Nevertheless, the quantitative comparison shows
some distinct differences.
The difference is especially high at the positions of the group-V
sublattice. In contrast to the experimental data (a), the P columns
are not visible at all in the simulation of the thin sample (i), for the
higher sample thickness P becomes more visible in accordance with
Fig. 1, resulting in a slight reduction of∆relative for the thicker sample.
Here ∆relative was chosen as a criterion to determine the optimum s,
hence the resulting s is slightly wider than the experimental
column width to compensate for the missing intensity on group-V
sublattice. If ∆absolute was chosen as criterion instead the poor re-
presentation of the P columns would become even worse.
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The last row of Fig. 3(l–n) depicts the analogue evaluation uti-
lizing a Lorentzian source distribution. No difference can be seen
between the experimental (a) and simulated unit cell (l) with the
naked eye. The good agreement is underpinned by the difference
images. In contrast to the Gaussian case even the difference at the
group-V sublattice is very low. The discrepancy ∆relative for the thin
and the thick sample (n) is below 2% which is rather small, given
that the STDI is higher. Moreover, the discrepancy is especially high
in a ring around the group-III columns where also the experimental
STDI has its maximum (compare Fig. 2(c)).
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Fig. 3. Comparison of simulation and experiment: The first row ((a) and (b)) depicts the experimental unit cells for the two investigated thicknesses. For reasons of clarity,
the corresponding simulated unit cells are shown for the thin sample only in the leftmost column. The individual images represent the simulation including geometric
aberrations (c), additionally taking into account the chromatic aberration (f) and applying the source distribution as a Gaussian (i) and a Lorentzian (l). The grayscale is given
in percent of the impinging beam. The corresponding differences between simulation and experiment normalized to the experimental intensity are shown color coded in
(d) and (e), (g) and (h), (j) and (k) and (m) and (n), respectively. The units of the intensity scale are given in percent deviation and are chosen symmetrically around zero. The
red numbers represent the absolute error in fractions of the impinging beamwhile the blue ones represent the relative error which is normalized to the intensity. The width
of the distribution yielding the best agreement between simulation and experiment is indicated in the individual plots. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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The analogue data utilizing a combination of Gaussian and
Lorentzian source distribution are not shown for reasons of clarity.
Nevertheless, as this distribution is a mixture of the two pre-
viously discussed cases, the results show an intermediate behavior.
The intensity at the group-V positions is significantly under-
estimated in the simulations, but not as drastic as in the Gaussian
case. With a maximum ∆relative of 3.2% the discrepancy is quite low
for both thicknesses.
The main conclusions from Fig. 3 shall be recapitulated briefly:
the application of a source distribution is inevitable to match the
simulated intensity and the experimental one. On the absolute
intensity scale the choice of the distribution seems irrelevant as
the discrepancy ∆absolute is below 0.13% of the impinging beam for
all investigated distributions and sample thicknesses. Considering
the relative discrepancy ∆relative it becomes obvious that especially
for thin samples, the intensity at the P column is significantly
underestimated for all source distributions but the Lorentzian one.
This is not a cosmetic issue only but will lead to significant errors
when determining the chemical composition of a ternary material.
Our findings are in agreement with the ones from Maunders et al.
[41], where a source distribution with extended tails was found
rather than a Gaussian distribution. It is worth noting that when
neglecting the chromatic aberration, the above discussion for the
different source distributions remains valid, but the respective
optimum s of the distributions need to be adjusted because the
chromatic aberration already leads to a small widening [18]. Ad-
ditionally the values for ∆absolute and ∆relative are significantly higher
without taking into account the chromatic aberration. The con-
sideration of the sensitivity of the used HAADF detector also has
no impact on the choice of the most suitable source distribution.
When the sensitivity is applied to the simulations, the agreement
between simulation and experiment is slightly improved and the
values of s for which the best agreement is achieved are slightly
increased by around 3 pm.
To minimize the discrepancy between simulation and experi-
ment s was treated as a fitting parameter. Therefore, the optimum
s is different for each source distribution, which is caused by the
specific shape of the respective distribution. Additionally, for a
fixed distribution the values for s differ for the different thick-
nesses, which is unexpected. The source distribution and its width
should not change as the decisive parameters are fixed above the
sample plane. Nevertheless, a trend is observable, the thinner the
sample the bigger is the s which has to be applied. In other words,
for thin samples the experimental column width is too wide and a
wider source distribution has to be applied to the simulations to
match the experimental data. Hence a source of beam spreading
may has been neglected in the simulations so far. The potential
reasons for this will be discussed in the following.
On the one hand the relative thickness variation is higher for
thin samples, due to the wedge shape caused by the sample pre-
paration. The resulting change in intensity and effective defocus
due to the different heights of the sample surface with respect to
the electron beam could lead to a widening of the atomic columns
in the experimental images. But the STDI does not change sig-
nificantly for the different sample thicknesses, therefore we do not
think this is the decisive factor. On the other hand, the presence of
amorphous layers introduced by the ion milling during TEM
sample preparation may significantly influence the measured in-
tensity for thin samples. The influence of such layers was studied
in more detail e.g. in [16].
To investigate the impact of these amorphous layers on the
HAADF intensity in this manuscript, the theoretical structure of
amorphous GaP was determined utilizing the IAS software [32–
34]. The structures found were used as input for STEM intensity
simulations. The derived thickness dependent HAADF intensity of
amorphous GaP is shown in Fig. 4. The axes were kept the same
like in Fig. 1 to allow easy comparability. As expected, the amor-
phous GaP exhibits a smaller intensity than crystalline GaP, pre-
sumably due to the missing channelling effect in the disordered
structure. The inset shows a simulated image of amorphous GaP
with a thickness of 7 nm, the lateral dimensions correspond to the
size of a unit cell of crystalline GaP. In analogy to Fig. 1a Lorentzian
source distribution with s¼55 pm was applied to the simulated
image. In this image the spread of intensity is much smaller than
for crystalline GaP. Nevertheless, some intensity maxima are visi-
ble which are most likely caused by several atoms which are
aligned along the beam path by chance. An intensity distribution
like this could be the reason for the cloudy contrast which is
faintly observable in the experimental image shown in Fig. 1(a).
Even though the intensity of amorphous GaP is rather small, its
influence becomes notable for thin TEM samples. Moreover, the
layer may change the relative intensities within a unit cell sig-
nificantly and cause dechanneling. Therefore, amorphous layers
need to be taken into account in the simulation, if they are present.
To treat the influence of the amorphous layers on the total
HAADF intensity, supercells consisting of crystalline and amor-
phous material have to be created and used for intensity simula-
tions, as it was done e.g. in [16]. There it was found that the
amorphous layers result in an additional beam spread. Moreover
the HAADF intensity showed to be sensitive to the set defocus
value. Therefore, the defocus has to be set to the crystalline part of
the supercell to achieve optimum contrast in the simulated ima-
ges. To create a supercell which reproduces the structure of our
investigated sample, the right fractions of crystalline and amor-
phous material have to be determined. We assume a 7 nm thick
(23.5 nm at bottom and top surface) amorphous layer because
this reflects the actual width of the layer we observed in a pre-
vious study for GaAs under the very same preparation conditions
by cutting a cross section of a prepared sample with the help of a
focused ion beam (FIB) [28]. Moreover, this size is in line with the
TEM observations for Silicon [42]. An equivalent thickness of
amorphous GaP leads to a HAADF intensity of 0.61%. If we assume
that the experimental intensity is a simple sum of crystalline and
amorphous contributions, the formerly derived integral thickness
Fig. 4. Simulated thickness dependent HAADF intensity of amorphous GaP. The
axes are chosen according to Fig. 1 for better comparability. A region corresponding
to an unit cell of crystalline GaP with a thickness of 7 nm is shown as inset.
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of the thin sample (19.5 nm) has to be corrected to a crystalline
thickness of only 14.2 nm. Accordingly, the crystalline fraction of
the thick sample is reduced from 28 nm to only 23 nm.
In Fig. 5 the simulated HAADF images resulting from this su-
percell are shown for the different source distributions in (a) and
(d), respectively. The depicted unit cells are an average of a si-
mulation with a larger field of view of 55 unit cells, which was
averaged in analogy to the experimental images depicted in Fig. 2.
Although the previous findings suggest the source distribution to
be a Lorentzian one, it still makes sense to check whether the
presence of amorphous layers could change the previous conclu-
sions, i.e. due to the additional beam spread.
The according difference plots show a clearly reduced ∆relative
and ∆absolute for the Gaussian (b) and the Lorentzian case (e) com-
pared to the analogue plots neglecting the amorphous layers
(Fig. 3(j) and (m)). The values of s which have been applied are
shown in the individual plots. The improved fit for the Gaussian
distribution could be explained by the fact that the amorphous
layer lifts intensity uniformly, which has a similar effect as the
extended wings of the Lorentzian distribution. Nevertheless, the
best match is still achieved with the pure Lorentzian distribution,
because only when this is applied the intensity on the P columns is
well reproduced. This becomes very obvious in the line profiles
acquired in a 45° angle across the unit cells, which are shown in
the rightmost column of Fig. 5. In the Gaussian case (c) the ex-
perimental curve (black) and the simulated one (red) are in quite
good agreement, except for the group V positions, where the ex-
perimental intensity is significantly higher. The shaded area
around each plot corresponds to the STDI of the data. Please note
that now the simulated curves exhibit a finite STDI as well, due to
the averaging over the 55 unit cells.
For the pure Lorentzian distribution, simulation and experi-
ment agree within the error bars for the whole intensity profile (f).
Small discrepancies are visible only at the positions where the
STDI is increased nevertheless, i.e. at the central group III atom.
More important than the observed improved fit, when the amor-
phous layers are taken into account, is the effect on the values of s,
for which this best fit is achieved. As the background of the si-
mulated intensity is lifted by the amorphous layers, the s which
has to be applied to reproduce the experiment is much smaller in
both source distributions compared to the case without the
amorphous layers (see Fig. 3). Moreover the values of 48 pm and
37 pm for the Gaussian and Lorentzian type, respectively, agree
better to the corresponding values of the thicker sample depicted
in Fig. 3.
To ensure that the effect of the amorphous layer actually is
smaller for the thicker sample, as stated before, the analogue
evaluation for this sample is shown in Fig. 6. Considering the
Lorentzian distribution in fact the change in s which is occurs
when the amorphous layer is accounted for is smaller but still
observable (thin sample: 46 pm-37 pm, thick sample: 40 pm-
34 pm). Similar is true for the Gaussian case. In presence of the
amorphous layer, the resulting s for thin and thick sample differ
by less than 3 pm for both source shapes, which is in margin of
error.
We conclude that a Lorentzian distribution with a width of
approximately 36 pm has to be applied to simulated data in order
to reproduce the experimental data. Applying the right source
distribution, the whole unit cell will be described correctly and can
be used to gain valuable information. These findings will be used
in future to be able to evaluate the chemical composition of
ternary/multinary materials like Ga(PAs) on each sublattice.
Moreover, our findings once more show the influence of the
sample preparation on the experimental HAADF images. To allow
an unambiguous evaluation of thin samples, the thickness of the
amorphous layers introduced by the preparation has to be re-
duced. Therefore the final milling energy has to be reduced below
1.7 KeV or other preparation techniques which do not involve ion
milling have to be applied.
Fig. 5. Influence of amorphous layers: Simulated unit cells of 14.2 nm crystalline GaP sandwiched between two 3.5 nm thick amorphous GaP layers assuming Gaussian
(a) and Lorentzian (d) source distribution. The corresponding differences are shown in (b) and (e), respectively. The intensity profiles depicted in (c) and (f) highlight that the
best fit still is achieved for the Lorentzian distribution. The experimental curves are drawn in black and the simulated ones in red. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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4. Summary
In modern multinary semiconductor materials the exact con-
trol of the chemical composition on each sublattice is crucial to
achieve the desired functionality. Aberration-corrected STEM has
proven as a valuable tool to provide information on the atomic
scale. Nevertheless, partial spatial and temporal coherences can
have a tremendous impact on the atomic resolution images and
may hamper the analysis of the chemical composition. We chose
GaP due to the high difference in atomic number of its con-
stituents to visualize the individual effects in experimental and
simulated images.
By quantitatively comparing experimental and simulated
HAADF data for different thicknesses, we have shown that by ap-
plying a Lorentzian shaped source distribution, the experimental
data are reproduced best. Compared to the effect of spatial co-
herence the effect of temporal coherence is minor. It was shown
that for thin samples amorphous layers introduced by the sample
preparation influence the HAADF intensity. Taking into account
these amorphous layers, the width of the source distribution could
be determined to approximately 36 pm. Applying the right source
distribution, the intensity in the whole GaP unit cell is described
correctly. With this knowledge the determination of the chemical
composition of more complex, multinary materials becomes
feasible.
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