The learnability of the class of letter-counts of regular languages (semilinear sets) and other 
Introduction
We consider the problems of learning the letter-counts of regular languages (semilinear sets) and other related classes of subsets of N d , from randomly generated examples in polynomial time. We settle a host of learnability questions for a variety of representation classes for languages within this general domain, with respect to the distribution-free learning model introduced by Valiant [Val84, Val85] , the \PAC (Probably Approximately Correct) learning model," up to complexity theoretic assumptions of varying degrees. The PAC-learning model was originally introduced in the context of boolean concept learning, and has subsequently been generalized for arbitrary concepts and languages by Blumer, Ehrenfeucht, Haussler and Warmuth [BEHW89] . The learnability criterion in this paradigm demands only that the learner arrive at an approximately correct answer with high condence. The learner is required to do so, however, in time polynomial in the parameters quantifying the accuracy and condence and other relevant parameters of the size of learning problem, and it must do so irrespective of the (unknown) distribution by which the examples are generated.
To answer such learnability questions, we use the notion of reducibility among learning problems recently introduced by Pitt and Warmuth [PW90] called \prediction preserving reducibility," and a special case thereof. The basic property of the prediction preserving reducibility is that if a class of representations A is reducible to another class B and B is learnable, then A is also learnable. We exhibit reductions both in the positive and negative directions, namely by reducing the learning problem in question to an easy problem or reducing an apparently hard problem to the one of interest. On the positive side, we show that the class of semilinear sets of dimension 1 and 2 is learnable, when the integers are encoded in unary. In a companion paper [Abe91] , we also show that the entire class of commutative deterministic nite-state automata over an alphabet of arbitrary (constant) size is learnable.
On the neutral to negative side, we show that the learning (or more precisely prediction) problem for semilinear sets as well as that for a class of subsets of Z d much simpler than semilinear sets, with respect to the binary encoding of integers, is as hard as the learning problem for DNF (the class of boolean formulas in disjunctive normal form). Here, we again use the notion of prediction preserving reducibility. The learning problem for both of these classes remains as hard as that for DNF even with respect to the unary encoding of integers, if the learning algorithm is required to run in time polynomial in the dimension d in addition to the other parameters. Our positive result is accompanied by an intractability result indicating that the polynomial time learning algorithm we exhibit for this problem is in fact an approximation algorithm for an NP-hard optimization problem. We also show that the number of examples required for this algorithm is within a polynomial of the information-theoretic optimal.
The present work represents an interesting class of innite concepts for which the questions of learnability in Valiant's model have been nearly completely settled. In doing so, we demonstrate how various proof techniques recently developed by Pitt and Valiant [PV88] , Blumer et al. [BEHW89] , and Pitt and Warmuth [PW90] can be fruitfully applied in the context of formal languages. We note that a number of ecient learning algorithms which make use of more powerful learning protocols such as membership and equivalence queries for formal languages have recently been discovered. (See, for example, [Ang87b, Ang87a] .) The present work diers from this body of work in that we assume no source of information aside from randomly generated examples. That is, the Parikh-image [Par61] of a regular set is always a semilinear set, and for an arbitrary semilinear set, there exists a regular set whose Parikh-image equals that set. In this paper, we consider various questions of learnability of these representations for semilinear subsets of N d obtained by varying a number of parameters within the general paradigm of PAC-learning. We also discuss its relationship to learnability questions for a number of other related classes of concept (or language) representations. 2 We summarize below the results presented in this paper. With respect to the unary encoding of integers, we show that the entire class of SLB, for dimensions 1 and 2, is polynomially PAC-learnable. We prove this result by exhibiting a prediction preserving reduction from this class to a proper subclass of it called \2-SLB," or the subclass of SLB with each linear basis containing exactly two generators, for which we can directly exhibit a PAClearning algorithm. Since d-dimensional semilinear sets are the sets of letter counts of regular sets over a d-letter alphabet, this result implies that a certain class of representations of commutative regular sets of alphabet size at most 2 is polynomially PAC-learnable. In a companion paper [Abe91] , we strengthen this result by showing that in fact the class of commutative regular sets is a signicantly smaller class of languages than the class of inverse Parikh-images of unrestricted semilinear sets, and that the class of commutative deterministic nite state automata (or CDFA) is indeed polynomially PAC-learnable for an arbitrary but constant alphabet size d. ( The running time is exponential in d. ) We can show this result essentially by exhibiting a prediction preserving reduction from CDFA over any d-letter alphabet to the class of nite unions of d-dimensional Cartesian products of one-letter CDFAs. 3 Both 2-SLB and the nite unions of d-dimensional Cartesian products of one-letter CDFAs are what we term here \polynomially generable natural union classes (PGNU)." These classes serve as the \basis case" of our reductions, since it can be shown that any PGNU is PAC-learnable, by a relatively straightforward application of the work of Blumer et al. [BEHW89] and an approximation algorithm for the weighted set cover problem due to Chvatal [Chv79] . More precisely, we show that for a PGNU we can obtain an Occam algorithm, that is, a polynomial time algorithm which, given an input sample, always outputs a consistent hypothesis whose size is approximately minimum (within a polynomial of the absolute minimum) and less than linear in the sample size (number of examples). Our results are, more precisely, that the class of unary representations for 2-dimensional semilinear sets is properly learnable by an Occam algorithm 4 , whereas the class of d-letter CDFAs is 1 They also are the class of letter counts of context free languages. 2 In the present context, the terms concepts and languages are used interchangeably to mean subsets of some xed domain.
3 In [Abe91] , the PAC-learnability for CDFA is stated as a corollary to the learnability result for CDFA in the mistake bound model. The learnability result is not proved using a prediction preserving reduction in that paper.
4 A class of concept representations is properly learnable if it can be learned by an algorithm whose hypothesis space is identical to the target class. 6 learnable by an Occam algorithm, in terms of the class of nite unions of d-dimensional Cartesian products of one-letter CDFAs.
We complement our positive results with negative results of varying sorts which, in addition to being of interest on their own, provide specic reasons to suspect that signicantly stronger positive results for this and related classes may be dicult to obtain. First, we show that the corresponding \minimum consistent concept representation" problem (nding a minimum hypothesis consistent with a given sample from a given class of concept representations) for 1-dimensional SLB is strongly NP-complete, and hence also strongly NP-complete for 2-dimensional SLB. Obtaining an approximately minimum consistent hypothesis, therefore, is the best we can reasonably expect to do in polynomial time. Second, we show that the Vapnik-Chervonenkis dimension of successive subclasses of semilinear sets of bounded size s, where \size" is taken to mean the size in unary of the concept representations in question, grows at least as fast as (
. It follows therefore that the lower bound on the number of examples required for PAC-learning is also at best order of
, by a result of Ehrenfeucht et al. [EHKV89] . Finally using prediction preserving reducibility, we show that the prediction problem 5 for linear sets encoded in binary is at least as hard as that for DNF (boolean formulas in Disjunctive Normal Form) { a central open problem in the eld. Furthermore, similar results are shown to hold for a class of subsets of Z d which is signicantly simpler than semilinear sets.
Our hardness result on the minimum consistent concept representation problem for SLB in unary is a non-approximability result. More specically, it cannot be approximated within any guaranteed constant factor less than 2 in polynomial time, unless P = NP. We also show a related result using a proof technique due to Pitt and Valiant [PV88] : The class of SLBs that are unions of a bounded number, say k, of linear bases (\k-fold SLB') is not properly polynomially PAC-learnable unless RP = NP.
The result that the class of linear sets encoded in binary is as hard to predict as DNF is not surprising, as we have also shown that even the \evaluation problem" for linear sets in binary is NP-complete [Abe87] . It was noted by Manfred Warmuth [War] , however, that the predictionpreserving reduction exhibited to prove this result can be extended to show that the prediction problem for linear sets in unary is also as hard as that for DNF, if one considers the dimension of the class to be a variable (\variable dimension'). The class of concepts for which we show the analogous results is the submodules of Z d , the learning problem of which has been investigated by Helmbold, Sloan and Warmuth [HSW92] . Linear sets and modules are algebraically closely related. A linear set is a nitely generated semigroup under addition with a constant oset, while a module is indeed a nitely generated module under addition and subtraction. The former is a much more complicated class of concepts, however, both computationally and learning-theoretically. The evaluation problem for linear sets (in binary) is NP-complete as we have just mentioned, and the Vapnik-Chervonenkis dimension grows nearly linearly even with the unary encoding. The evaluation problem for modules is eciently solvable in polynomial time, and the Vapnik-Chervonenkis dimension grows logarithmically with respect to the unary encoding [HSW92] . Helmbold, Sloan and Warmuth show that not only is the class of submodules of Z d encoded in binary eciently learnable, but so is the class of \nested dierences" of members of this class [HSW90] . In contrast, we show that the prediction problem for the class of nite unions of modules (which we call \semi-modules') is also as hard as that for DNF, for xed dimensions in binary, or variable dimensions in unary. These results together draw up a nearly complete characterization of learnability of the concept classes in question, as summarized in the tables in Figures 1 and 2 . In these tables, \Thm x.y" indicates that the result is stated in Theorem x.y, and \Cor x.y" indicates that the result is stated in Corollary x.y. \ DNF" indicates that DNF is prediction-preserving reducible to it. \[HSW92]" indicates a result by Helmbold et al., and \*" an extension by Manfred Warmuth. The positive results for modules are due to Helmbold, Sloan and Warmuth [HSW92] , as indicated. The rest of this paper is organized as follows. We rst give precise denitions of the learnability models employed in this paper, and of all the concept (or language) classes and their representation classes considered in this paper in Section 3. We also review some proof techniques in the theory of PAC learning developed by Blumer et al. [BEHW89] , Pitt and Valiant [PV88] , and Pitt and Warmuth [PW90] , in Section 4. We then present the information theoretic lower bounds on the number of examples required for PAC-learning the classes of languages in question in Section 5. In Section 6, we prove the polynomial PAC-learnability of semilinear basis sets of dimension 1 and 2 encoded in unary. In Section 7, we reduce the prediction problem for DNF to various prediction problems for these language classes. Finally in Section 8, we present the proof of NP-completeness of the minimum consistent concept representation problem for 1-dimensional SLB in unary, as well as the hardness of proper learnability of k-fold-SLB in unary.
Preliminaries

Notation
Most of the notation used in this paper follows standard conventions. We let N denote the set of natural numbers, N + the set of all positive integers, and Z the set of all integers. For any set X, we let jjXjj denote the cardinality of X, X d the d-fold Cartesian product of X, and 2 X the power set of X. For any sets X and Y , we let X4Y denote the symmetric dierence between the two 8 sets. An alphabet is any nite set. A string over an alphabet 6 is a nite sequence of elements of 6. We let 6 3 denote the set of all nite strings over 6; i.e., 6 3 = S n2N 6 n . For any string w, we let jwj denote the length of w, that is, jwj = n if w 2 6 n . For any n 2 N, we let [n] denote the nite set f0; 1;:::; ng. We let 6 [n] denote the set of all strings over 6 of length at most n, i.e., 6 We are interested in the probably approximately correct (PAC) learnability from randomly generated examples of countably innite concept classes, essentially in the sense of Valiant [Val84] . In adapting Valiant's original formulation of learnability of boolean concepts to innite domains, a question arises as to exactly which parameters quantifying the complexity of the learning problem should be included in the arguments to the polynomial of sample complexity.
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In Valiant's formulation of learnability of boolean concepts, the sample complexity was allowed to depend polynomially (and at most polynomially) on the number of boolean variables, which could be thought of as either the length of examples (assignments), or the \dimension" of the domain under consideration. In an innite domain, such as 6 3 , it is arguable whether the sample complexity should be allowed to polynomially depend on the (maximum) length of examples seen. In particular, we adopt the exact formulation of \polynomial learnability with respect to concept complexity" of Blumer et al. [BEHW89] in our consideration of Z d with respect to the unary encoding (Version I). The sample complexity is allowed to depend only on the target concept complexity and not on the example lengths in this formulation. For Z d with the binary encoding, we employ the version of polynomial learnability in which sample complexity is allowed to polynomially depend on the length of the longest example seen (Version II), following the formulation of \predictability" of Pitt and Warmuth [PW90] . This distinction is important because the prediction problem with respect to the unary encoding becomes trivial if the sample complexity is allowed to depend polynomially on the length of the examples [Pit] . For Z d , with respect to both the unary and binary encodings, we also consider the variant (called \variable dimension") in which the sample and computational complexity must be bounded above by a polynomial in the dimension d of Z d , in addition to the other parameters (Versions III/IV). Below, we review the denition of \polynomial PAC-learnability," and give precisely those variants of it we mentioned above.
Concepts to be learned are assumed to be subsets of some domain X. The examples are assumed to be drawn from X with respect to some unknown distribution over X. We let D X denote, in general, the set of all distributions over X. We assume the \functional" model of a learning algorithm, as opposed to the \oracle" model. That is, a learning algorithm for a class C of concepts implements a function f : S C ! H, where S C is the set of all nite labeled samples 8 for some concept in C and H is some class of concept representations (c.f. [HKLW91] ). Thus input to a learner in the functional model is a labeled sample only, whereas in the oracle model a learner is given additional parameters quantifying the complexity of the target function and optionally that of the domain (c.f. [PV88] ). An output of a learning algorithm is called a hypothesis.
Denition 3.1 Fix a domain X. A class of concept representations over X is a set of words R over a xed alphabet, with an implicit representation mapping c R : R ! 2 X . We let R denote the class of concepts represented by R, that is, R = fc R (g) : g 2 Rg, and dene the size (or complexity) of a concept as the length of a minimum representation for it. That is, we dene size : R ! N + by size(C) = minfjgj : g 2 R^c R (g) = Cg. We let R s = fr 2 R : jrj sg and R s = fC 2 R : size(C) sg. Denition 3.2 A learning algorithm A is said to achieve (;)-performance for concept C with respect to distribution P over X with sample size m, if and only if A's output on a sample labeled with respect to C of size m, randomly generated according to P , is a representation h in some concept representation class (hypothesis class) H such that P x2c H (h)4C P (x) with probability at least 1 0 . Denition 3.3 Fix a domain X. A class of concept representations R over X is said to be polynomially PAC-learnable (with respect to concept complexity) in terms of H if and only if there exist a learning algorithm A : S R ! H running in time polynomial in the total sample length, and a polynomial q such that for all ; > 0, s 2 N + , for an arbitrary concept C 2 R s , and an arbitrary distribution P 2 D X , whenever sample size m exceeds q( 01 ; 01 ; s), A achieves (;)-performance for concept C with respect to distribution P with sample size m. Denition 3.4 Fix a domain X. Let X be stratied into subdomains X n of dimension n; i.e. X = S n2N + X n . A class of concept representations R over X is said to be polynomially PAClearnable (with respect to concept complexity and domain dimension) in terms of H if and only if there exists a learning algorithm A : S R ! H and a polynomial q such that for all ; > 0, s; n 2 N + , for an arbitrary concept C 2 R s , and an arbitrary distribution P 2 D Xn , whenever sample size m exceeds q( 01 ; 01 ; s; n), A achieves (; )-performance for concept C with respect to distribution P with sample size m.
Two versions of PAC-predictability (with respect to concept complexity and domain dimension, or with respect to concept complexity only) are dened analogously. The only dierence from PAClearnability is that a prediction algorithm receives a nite sample and a single unlabeled example, and it is to predict the label of that example and therefore need not explicitly output a hypothesis (c.f. [PW90] ). That prediction is then required to be correct with probability at least 10 whenever the sample size is large enough.
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Also if R is polynomially PAC-learnable in terms of R itself, then we say that R is properly polynomially PAC-learnable, in either of the two versions.
All of the models of learnability employed in this paper are obtained from either Denition 3.3 or Denition 3.4, by specifying parameters left unspecied in these denitions, such as the domain X and size function. The domain we consider is either N d or Z d for some dimension d, and the concept representations have integers in them as well. Thus depending on whether the integers in the domain instances as well as those in the concept representations are encoded in binary or unary, we can get dierent learnability models. It is also optional whether to consider the dimension d as the domain dimension, or the word length n as the domain dimension. Out of all possible instantiations of the above two denitions, we consider the following four.
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In the denitions to follow, we let 6 1 denote unary alphabet f0g, and 6 2 binary alphabet f0;1g. Let X be (6 3 ) 3 and let X n be (6 3 ) n in Denition 3.4. 6 is either 6 1 or 6 2 . Integers in R are encoded in unary if 6 1 is used for instances, and in binary if 6 2 is used. The related subsets of N d mentioned in Section 1, modules and semi-modules, are dened in an analogous way. A module is the set of values assumed by a linear integral formula of the same form without the oset; i.e. c 1 1ṽ 1 + 1 11 + c l 1ṽ l , as the c i vary over the integers, instead of the natural numbers. A semi-module is a nite union of modules.
We let the pair consisting of the oset vector and the set of generators, i.e. B = hṽ 0 ; fṽ 1 ; :::;ṽ l gi, represent the linear set T = fṽ 0 + c 1 1ṽ 1 + 11 1 + c l 1ṽ l : c i 2 Ng, and write for readability oset(B) and generators(B) to meanṽ 0 and fṽ 1 ; :::;ṽ l g, respectively. We write 11 L(B) for the set \generated by" B, namely T . We then let a nite set of such pairs represent a semilinear set. Similarly, we let any nite set of generators represent the module generated by it, and a nite set of generator sets represent the union of the modules generated by each of the generator sets. Below we formally dene these classes of concept representations. 
We introduce notation to specify the dimensionality of a concept representation class, an upper bound on the concept representation size, the encoding used for integers, and whether the dimension is variable or not. 
Proof Techniques in the Theory of PAC-learnability
The proof techniques used in this paper are either direct applications of, or extensions of what have appeared in the recent computational learning theory literature. In this section, we review the key proof techniques in the theory of PAC-learning which we make use of in the present paper, and summarize the extensions and modications we have made in order to apply them in the present context. This section should also serve as a quick introduction to the essential ideas in the theory of PAC-learning, as we make use of a large variety of techniques.
Proving Lower Bounds with the Vapnik-Chervonenkis Dimension
Blumer et al. related the polynomial PAC learnability of classes of concepts to a combinatorial measure of complexity of concept classes called`Vapnik-Chervonenkis dimension' (or`VC-dimension' for short). We review the denition of VC-dimension below, following Blumer et al. [BEHW89] .
Denition 4.1 Given a concept class C 2 X and a nite subset S of the domain X, we let 5 C (S) denote the set fS \ C : C 2 Cg. Denition 4.2 A nite subset S of the domain X is said to be shattered by a concept class C if and only if 5 C (S) = 2 S , or equivalently, for every subset T of S, there exists a concept C in C which`cuts it out of S', i.e. C \ S = T .
Denition 4.3 The VC-dimension of a concept class C, written V Cdim(C), is dened as V Cdim(C) = supfjjSjj : S X and S is shattered by Cg. In other words, V Cdim(C) is the maximum cardinality of any nite subset S of X that is shattered by C if a maximum exists, and is innite otherwise.
Blumer et al. almost completely characterized the sample complexity of PAC-learning a class of concepts in terms of VC-dimension, by giving both an upper bound and a lower bound [BEHW89] . Here we repeat a somewhat improved lower bound due to Ehrenfuecht et al. [EHKV89] . ).
Proving Learnability by Exhibiting an Occam Algorithm
We show our positive learnability result by exhibiting what is known as an \Occam algorithm" [BEHW89] . A learning algorithm is said to be an Occam algorithm if it is an approximation algorithm for the \minimum consistent concept representation problem," satisfying the condition that the size of the output representation depends less than linearly in the sample size. Here, a concept representation is said to be consistent with a given sample, if it labels all of the examples in the sample correctly. A concept representation is a \minimum consistent representation" to an input sample, if it is a representation with the minimum size among all representations that are consistent with the sample, in a given class of representations. Blumer et al. showed that an Occam algorithm is necessarily a polynomial PAC learning algorithm. In some sense, this result can be interpreted as stating that data compression leads to ecient learning. We now give the denition of length-based Occam Algorithms, which is a special case of the more general denition of dimension-based Occam algorithms, since we do not require the full generality in this paper. [Hau89] has also shown similar negative results for concepts in a \structured domain." Pitt and Valiant's argument, which appears in the proof of Theorem 3.1 and a few other theorems in their paper, goes roughly as follows. Suppose we wish to prove the non proper-learnability of a representation class R. First, a transformation of instances of an NP-hard problem, say L, to labeled samples is exhibited, which transforms every positive instance of L to a sample for which there is a consistent concept in R and every negative instance to one for which there is not. Now suppose that R is properly polynomially PAC-learnable by a learning algorithm, A. Then, run A on a large enough sample redrawn according to the uniform distribution from the sample obtained by the above transformation, with set to less than 1 m , where m is the size of the sample, and to a half. Since A is assumed to be a PAC-learning algorithm, its output is a member of R which is (1 0 ) accurate according to the uniform distribution over the sample, and hence is consistent with it. We can thus solve the original NP-hard problem in random polynomial time, using A. Hence, under the assumption that RP, the class of problems accepted in random polynomial time, is properly contained in NP, it follows that R is not properly polynomially learnable. 13 One point that is worth noting in the above argument is that the transformation needs to be able to calculate how large is \a large enough sample." Since the presumed polynomial sample complexity upper bound depends on the target concept complexity, the transformation needs to know, in eect, (an upper bound on) the size of a minimum consistent concept representation to the constructed sample, when one exists. We make this explicit in the following lemma, following a couple of denitions. (This was implicit in Pitt and Valiant's paper, because all three classes which they showed to be hard to properly learn { k-term-DNF, boolean threshold functions, and -formulas { are`poly-sized,' i.e. the size of any concept in the class is bounded by a polynomial in n, and hence this was a mute point.) is not properly polynomially PAC-learnable provided that RP 6 = NP.
1. x 2 L. 2. There exists f 2 R which is consistent with (x), and size(f) q(size(x)). 13 Here, RP is the class of decision problems for which there is a polynomial time randomized algorithm which outputs \yes" with probability at least a half on any positive instance, and never outputs \yes" on any negative instance. We say that such an algorithm probabilistically accepts the problem. Clearly, P RP NP and there has been overwhelming circumstantial evidence that the inclusion of RP in NP is indeed proper.
4.4 Prediction Preserving Reducibility
Prediction preserving reducibility was introduced by Pitt and Warmuth [PW90] as a means of relating the computational complexity of various prediction problems. The idea is that when a prediction problem A is reducible to another prediction problem B, the implication is that \If B is predictable in polynomial time, then so is A." 14 In contrast to the usual many-one reductions between two languages, a prediction preserving reduction between two prediction problems consists of two mappings; the concept mapping f and the example mapping g. These two mappings, roughly speaking, together preserve the membership relations in the two domains, i.e. x 2 C if and only if f(x) 2 g(C). The idea is that given two mappings f and g from problem A to problem B with the above property, a prediction algorithm for B can be used to construct a prediction algorithm for A. Such an algorithm rst maps by f the examples it obtains from an unknown concept C in A to examples in the domain of B, which will be for g(C) by virtue of the fact that the membership relation is preserved by f and g. It then uses the prediction algorithm for B to get a prediction for the test example t by feeding the example f(t) to it. Such a prediction is guaranteed to be probabilistically good with respect to its agreement with the membership relation`f(t) 2 g(C).' It follows that its prediction will be good with respect to the membership relation`t 2 C' as well, again by the required properties of f and g. Note here that although we need f to be polynomial time computable, g does not even have to be computable.
We now proceed to give the original denition of prediction preserving reducibility as in Pitt and Warmuth [PW90] . We also repeat, without proof, a key lemma [PW90] which veries that the prediction preserving reducibility as dened below indeed has its claimed property.
Denition 4.7 (Prediction Preserving Reducibility) Let A and B be concept representation classes over domains 6 3 A and 6 3 B , respectively. We say that A reduces to B, written A B, if and only if there exist two mappings: f : 6 3 A 2N2N ! 6 3 B (\example mapping') and g : A2N2N ! B (\concept mapping') and polynomials t and q such that 1. 8s; n 2 N 8r 2 A s 8w 2 6
[n]
A w 2 c A (C) i f(w; s; n) 2 c B (g(r;s; n)).
f is computable in time t(n; s).
3. g is \poly blow-up" in n and s; that is, 8s; n 2 N 8r 2 A s size(g(r; s; n)) q(s; n). Lemma 4.4 (Pitt and Warmuth) For all prediction problems A and B, if A B and B is polynomially PAC-predictable (with respect to concept complexity and domain dimension), then A is also polynomially PAC-predictable (with respect to concept complexity and domain dimension).
As we consider two dierent versions of PAC-learnability in this paper, we need to generalize Pitt and Warmuth's original denition in [PW90] slightly. Below we state the other version of prediction preserving reducibility used in this paper, one which preserves predictability with respect to concept complexity { version 2. 2. f is computable in time t(n; s).
3. g is \poly blow-up" in s; that is, 8r 2 A s size(g(r; s)) q(s). It is straightforward to show the analogue of Lemma 4.4, namely that the second version of prediction preserving reducibility dened above preserves predictability with respect to concept complexity.
Lemma 4.5 For all prediction problems A and B: If A 2 B and B is polynomially PAC-predictable with respect to concept complexity, then A is also polynomially PAC-predictable with respect to concept complexity.
In this paper, we actually use a special case of this latter version of prediction preserving reducibility in which the example mapping is restricted to the identity mapping. This is nothing but a language equivalent representation mapping with at most polynomial expansion in size. We call this special case \Poly Blow-up Normal Form," and write A nf B to mean that B is a poly-blowup normal form for A. 
Vapnik-Chervonenkis Dimensions of Semilinear Sets in Unary
We characterize up to a constant factor the Vapnik-Chervonenkis dimension 15 (or VC-dimension for short) of LB(1; unary) s , namely the class of one dimensional linear bases of size up to s with respect to the unary encoding of integers, and those of LB(d; unary) s and SLB(d; unary) s of arbitrary dimension d within at most p s factor. We thereby establish a lower bound for the sample complexity of any learning algorithm for these classes by a result of Ehrenfeucht et al. [EHKV89] . For the denition of VC-dimension and the characterization of sample complexity for PAC-learning in terms of VC-dimension, see the article [BEHW89] . The lower bound of Theorem 5.1(2) follows from the lower bound of Theorem 5.1(1), and the upper bound from the above fact that the VC-dimension of a concept class is bounded above by the logarithm of the cardinality of the class. In this section we will prove that the entire class of semilinear sets encoded in unary of dimensions 1 and 2 is polynomially learnable. We state this formally:
Theorem 6.1 SLB(d, unary) is polynomially PAC-learnable with respect to concept complexity for d = 1;2. That is, for d = 1;2, there exists a PAC-learning algorithm for d-dimensional semilinear sets, which runs in time polynomial in the sample length (with integers encoded in unary), and sample complexity polynomial in the concept complexity (with integers encoded in unary), and independent of word length.
The cases for dimension 3 and higher is an open problem to the best of the author's knowledge. The signicance of this result lies in the fact that we were able to show the learnability of the entire class of SLB, if only for a restricted range of dimensions, without placing an explicit bound on the number of generators.
Proof of Theorem 6.1
To prove Theorem 6.1, we rst prove a general lemma (Lemma 6.1) stating that whenever a concept class is what we call a polynomially generable natural union class, it is polynomially PAC-learnable with respect to concept complexity. This is shown by exhibiting an Occam algorithm for an arbitrary polynomially generable natural union class. We then show the key lemma (Lemma 6.3) that for dimension d = 1; 2, the restricted subclass 2-SLB(d, unary) (obtained by restricting each linear basis to contain at most two generators.) is a poly blow-up normal form for the entire class SLB(d, unary). It is easily veried that 2-SLB(d, unary) is a polynomially generable natural union class (Corollary 6.1) and hence is polynomially PAC-learnable by Lemma 6.1. Hence, it follows from Lemma 4.6 that the entire class is also polynomially PAC-learnable.
We begin by dening the notion of \natural union class" of a given concept representation class. This denition is motivated by a result of Blumer et al. [BEHW89] that, by using a greedy approximation algorithm for the set cover problem, one can construct an Occam algorithm for the class of nite unions of simple concepts, when the complexity of any nite union is taken to be the number of simple concepts in the union. Here we generalize this idea to the case in which the concept representations in the union themselves have complexity measures associated with them, and the complexity of the union is the sum total of the complexity measures of the representations in the union. In this case, we say that the class is a polynomially generable natural union class, or a PGNU.
We appeal to the performance guarantee (due to Chvatal [Chv79] ) for a greedy approximation algorithm for the weighted set cover problem in order to obtain an Occam Algorithm for an arbitrary PGNU.
Lemma 6.1 If NUC(A) is polynomially generable, then NUC(A) is polynomially PAC-learnable with respect to concept complexity.
Proof of Lemma 6.1
We restate the weighted set cover problem below.
WEIGHTED-SET-COVER(WSC)
INSTANCE: hX; Y i where X is a nite set and Y is a set of triples, each of which consists of an index, a subset of X, and its weight (a natural number). NOTATION: We let I denote the set of all rst coordinates (i.e. indexes) appearing in Y . We let d denote the \denotation function" mapping each index to the subset of X it is tripled with, and w denote the \weight function" mapping each index to its weight. Here we assume that Y contains a \cover" of X, that is, S i2I d(i) = X. PROBLEM: Find a subset of I which is a set-cover of X with a minimum total weight, that is, nd J I with the following properties:
(ii) 8J 0 I if S j2J 0 d(j) = X; then P j 0 2J 0 w(j 0 ) P j2J w(j).
Lemma 6.2 (Chvatal) There is an algorithm WSC such that given an arbitrary instance hX; Y i of WEIGHTED-SET-COVER with jXj = n, always outputs J such that 1. J I.
2. J is a cover for X; i.e.
S j2J d(j) = X:
3. If J 3 is a minimum weight set cover for hX; Y i, then P j2J w(j) log(n + 1) P j2J 3 w(j). Let NUC(R) be polynomially generable, and let f 2 NUC(R). Given a sample S for c(f), we generate in polynomial time M R containing as a subset a minimum consistent natural union for S. We can then run Chvatal's approximation algorithm WSC on the instance: hS We can obtain such an instance in polynomial time because the evaluation problem for NUC(R) is polynomial time solvable. By the performance guarantee on WSC, its output is a member of NUC(R) which is consistent with S and whose size is at most log(m+1) times the size of a minimum consistent natural union, where m is the input sample size. Hence, this gives us an Occam algorithm for NUC(R) with range size linear in concept complexity and logarithmic in sample size. Q.E.D.
Corollary 6.1 2-SLB(d,unary) for any xed d 2 N + is a PGNU, and hence is polynomially PAClearnable with respect to concept complexity. That is, there exists a PAC-learning algorithm for 2-SLB(d,unary) which runs in time polynomial in the sample length (with integers encoded in unary), with sample complexity polynomial in the concept complexity (with integers encoded in unary), exponential in d, and independent of word length. . This set of 2-SLBs contains as a subset a minimum consistent 2-SLB for S, and it is clear that such a set can be generated in time polynomial in the sample size, with respect to the unary encodings of integers (and exponential in d). Q.E.D. Now we are left to establish the following \poly blow-up" normal form lemma. The intuitive reason why this lemma holds is that a linear set is ultimately periodic. For analogy let us rst consider the 1-dimensional case. A 1-dimensional linear set looks very complicated close to 0. However, past a certain point called the conductor [NW72] , it becomes very simple; i.e. an integer is in the set if and only if it is expressible as the sum of the oset and some multiple of the greatest common divisor of all of the generators of its basis. Furthermore, the conductor of any linear set is polynomially bounded in the size of its basis.
In the 2-dimensional case, the exact analogue of the \conducting" phenomenon does not happen. A slightly weaker phenomenon does happen, however, which suces for our present purpose. A 2-dimensional linear set is also complicated around the origin (0,0), but if one goes suciently (polynomially) far from it, then a point is in the set if and only if it is expressible as the sum of a linear combination of some xed pair of vectors and one of a polynomially bounded set of polynomially small oset vectors. In other words, each linear set is equivalent to a semilinear set consisting of polynomially many linear sets, each of which has a basis with two generator vectors. The rst key fact for showing this is the following. Given an arbitrary pair of vectors, sayṽ 1 andṽ 2 , and any vector, sayṽ, in between 17 them, there is a multiple ofṽ, which is bounded by a xed polynomial in size(ṽ 1 ) and size(ṽ 2 ), which is expressible as a linear integral combination of v 1 andṽ 2 . Thus, given an arbitrary set of generator vectors, the two vectors that are \rightmost" and \leftmost" among them can express every suciently large multiple of every other vector in the set as their linear combination. We state this as a lemma below. We wish to nd integral solutions n 2 N andũ 2 N d to the following matrix equation, making certain that n is \small. Q.E.D.
Lemma 6.5 Let an arbitrary 2-dimensional linear basis B = hṽ 0 ; fṽ 1 ; :::;ṽ k gi 2 LB(2; unary) be given, with size(B) = s. We assume without loss of generality thatṽ 1 is the \rightmost" one, andṽ 2 is the \leftmost" one amongṽ 1 throughṽ k , i.e. cosṽ 1 = maxfcosṽ i : 1 i kg and cosṽ 2 = minfcosṽ i : 1 i kg. Now if we let A = (ṽ 1 ;ṽ 2 ), then the semilinear basis set B dened as B = fhṽ 0 + y 3ṽ3 + 11 1 + y kṽk , fṽ 1 ;ṽ 2 g i : y 3 ; :::; y k 2 [det A]g satises the following:
2. size(B) = O(p(s)) for some xed polynomial p, independent of the choice of B.
Proof of Lemma 6.5
As the statement of the lemma already assumes, given an arbitrary set of 2-dimensional generator vectors, say V = fṽ 1 ; :::;ṽ k g, one can always pick the \rightmost" one and the \leftmost" one, sayṽ 1 andṽ 2 . 18 Now, let A = [ṽ 1 ;ṽ 2 ]. We can assume that detA 6 = 0 because otherwise it would mean that all vectors in V lie in the same line, and the situation would reduce to the 1-dimensional case. Furthermore, any other vectorṽ i in V is \in between"ṽ 1 andṽ 2 , or formally det A 1 (ṽ i ) det A > 0 and det A 2 (ṽ i ) det A > 0. Hence, for any i > 2, A andṽ i satisfy both of the two conditions in Lemma 6.4. Thus it follows that for any i > 2, if we let n = jdet Aj (which equals det A sinceṽ 2 is to the right ofṽ 1 and hence detA is positive) then there existsũ i 2 N 2 such that A 1ũ i = nṽ i . Using this fact, we can show that any linear combinationw of vectors in V is expressible as 6 n i=1 c iṽi , where all of the integral constants c i , except for c 1 and c 2 , are less than n = j detAj, which is of order (size(V )) 2 . For supposew = P n i=1 c iṽi and for some j > 2, c j n.
Then, c j = n 1 n + n 2 for some n 1 ; n 2 2 N with n 2 < n. But from the foregoing observation, we can write nṽ j as a linear combination ofṽ 1 andṽ 2 , i.e. , which is clearly bounded by a polynomial in size(V ), we must also have that jjOjj is polynomially bounded in size(V ), even though there are n k dierent ways to express them, which is not bounded by a polynomial of a xed degree since k varies. Hence, B consists of polynomially many polynomially sized bases. Q.E.D.
In the 1-dimensional case, the same argument applies to show that any linear combination of B = fb 1 ; :::; b k g can be expressed as the sum of a xed b j and an oset of the form P k i=3 c i 1b i with c i n for every i for some constant n 2 N. It just so turns out that such a set will exhaust all multiples of the greatest common divisor of B beyond the conductor.
Prediction Preserving Reductions from DNF
In this section, we present the reductions from the prediction problem for DNF to a number of prediction problems for semilinear basis sets and related representation classes. We note that the version of prediction preserving reduction used in this section is the rst version, i.e. with respect to both domain dimension and concept complexity. We note that in each of the reductions to be exhibited in the sections to follow, no use is made of the variable \oset" (available for LB and SLB only), i.e. it is always the zero vector. We therefore abbreviate the linear basis h0;Bi by the set of generators B in the expositions below.
Reduction to SMB(d,binary)
We rst note the fact that there exists a function h that takes n 2 N as an argument and outputs a set of 2n distinct primes, which is computable in time polynomial in n. This is an immediate corollary to the fact that the number of primes less than or equal to n is of order n log n { in fact 2( n log n ) { (the \Prime Number Theorem'), and the fact that primality checking can be done in pseudo-polynomial time.
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These 2n primes are then \associated with" the 2n literals there are for n variables: We map any assignment w to the product of the primes associated with those n literals made true by the assignment, say f(w). (For simplicity, we omit other parameters to f for now.) We then map any term T to the product of the primes associated with all the literals in it, g(T ). The crucial observation is that g(T ) divides f(w) if and only if T is a subset of the set of literals made true by w. Thus, f(w) is in the set (either the linear set or the module) generated by fg(T)g if and only if w satises T . It follows immediately then that if A is a DNF formula, then f(w) is generated by ffg(T)g : T 2 Ag if and only if w satises at least one of the terms in A.
Proof of Theorem 7.1
We give the proof that DNF SMB(1; binary). The proof for an arbitrary dimension can be obtained by replacing every integer x 2 Z in the reduction we exhibit by hx;0; :::; 0i 2 Z k . If n is the number of variables, then we let X 1 ,...,X n denote the n variables, and :X 1 ,...,:X n their respective negations, and L n denote the set of these 2n literals. If w is an assignment to n variables, then it is a string of 0's and 1's of length n. w i = 1 indicates that w assigns X i \true" and w i = 0 \false."
T is a term if it is a subset of L n . 20 An assignment w makes true a literal if = X i for some i and w i = 1, or if = :X i and w i = 0. A term T is satised by an assignment w if and only if w makes true every literal in it, and we write w j = T . We also make use of the following notation: If w is an assignment to n variables, we let IND(w) denote the set fi : w i = 1g [ fn + i : w i = 0g. If T is a term, then IND(T ) = find() : 2 T g, where ind(X i ) = i and ind(:X i ) = n +i. Note that w j = T if and only if IND(T ) IND(w). As we noted earlier, we make use of the fact there exists an algorithm which takes an integer n as input and outputs an ordered set of 2n distinct primes in time polynomial in n. We x one such (deterministic) algorithm and let h denote the function computed by that algorithm. We let h(n) denote the ordered set output by h on n, and h(n) i the i-th smallest element of h(n). Finally we write a j b to mean a divides b.
We dene example mapping f and concept mapping g as follows.
f In the above, the third to last equivalence, i.e.,
follows from the Unique Factorization Theorem and the fact that h(n) i are all distinct primes.
Proof of (2) f(w; s; n) is a product of n primes, all of which are among the output of h on n, which is polynomial time computable, and hence are polynomially long in n, say p(n). Any product of n p(n)-bit integers is at most n 1 p(n)-bit long and can be computed in time polynomial in n.
Proof of (3) g(A; s; n) is a set of s integers, each of which is a product of at most n primes among h(n). Thus, as in (2), g(A; s; n) is polynomially long in n and s. Q.E.D.
Reduction to LB(d,binary)
The idea is similar to the proof of the previous theorem in that we want to express the notion that just in case IND(T ) is a subset of IND(w), f(w) is generated by some set of generators which include the generator corresponding to T . But here, since we do not have available nite unions which directly corresponded to the top-level disjunction in the previous case, we have to express the disjunction at the same time. So, we will design our f and g so that just in case there is some term T in A such that IND(T ) is a subset of IND(w), we have some linear combination of generators (rather than a multiple of a single generator) that equals f(w), but otherwise not.
We use the idea of \bit maps" in our reduction. The integers that are yielded both by the example mapping and the concept mapping all have a bit-map representation of the form in Figure 5(a) . This map has 2n elds each of q(n)-bits, where q is some polynomial, plus the most signicant eld (MSF). The 2n elds correspond to the 2n literals, say, X 1 , ..., X n , :X 1 , ..., :X n , in that order from the right. We say for any integer x < 2 q(n) that \a eld contains x" to mean that the eld has the binary representation for x, padded with leading zeros. For any assignment or term , we let IND(; 1) denote the characteristic function for IND(), that is, IND(; i) = 1 if i 2 IND() and 0 otherwise.
Example mapping f maps an assignment w to an integer whose bit representation is as in Figure 5 (b) { each i-th eld in the rst 2n elds contains IND(w; i), that is, it contains 1 if i 2 IND(w) and zero otherwise, and the most signicant eld has (the binary representation of) 2n 0 1. Concept mapping g maps any DNF A to the union of the set fg 0 (T) : T 2 Ag and the set of \extra" numbers, E(n) = fe 1 ; :::; e 2n g, which will be used for padding. g 0 maps a term T to an integer whose bit representation is as in Figure 5 (c) { each i-th eld contains 1 if i 2 IND(T ) and 0 otherwise, and the MSF has 2m 0 1 (in binary), where we let m denote the number of literals in T , i.e. m = jjTjj. The \extra" generators also have the same format: E(n) is the set of 2n integers e 1 ,...,e 2n where each e i has the bit representation in Figure 5 (d) { e i has 2 in its MSF, and 0's everywhere except in the i-th eld where it has 1. Formally, f and g are dened as follows. We choose the polynomial q to be q(n) = 2n. As we will show in detail, q grows quickly enough to ensure that there be no \carries" across distinct elds, when generating the bitmap for f(w; n; s) by adding bitmaps in g(A; s; n). The key claim is that f(w; s; n) is generated by g(A; s; n) if and only if w satises A. We give an intuitive argument below.
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Suppose that w satises A. Then there is some term T in A that is satised by w. Then IND(T ) is a subset of IND(w). Thus, including g 0 (T) in a sum will put 1's in exactly m = jjTjj elds where there are 1's in the corresponding elds of f(w). Now, the rest of the elds in f(w) which contain 1's can be handled by adding exactly one e j for each j-th eld in which f(w) has 1 but g 0 (T) does not; in exactly n 0 m elds. Now, the most signicant eld sums up to the sum of 2m 0 1, which comes from g 0 (T), and 2(n 0 m) which come from the n 0 m many e j 's. Hence the MSF of the sum equals (2m 0 1) + 2(n 0 m) = 2n 0 1, which is exactly the MSF of f(w). Hence f(w) is generated by g(A).
Suppose on the other hand that f(w) is generated by g(A). First we must observe that there can be no \carries" across elds. This is because each generator contains in its MSF a number no smaller than 1, and thus if any sum were to equal f(w), then the number of \copies" of generators in that sum cannot exceed 2n 0 1, and our choice of q(n) = 2n ensures that there be no carries (since 2n 0 1 < 2 2n for all n 2 N + ). Hence the MSF of any sum must equal the sum of the MSF's of all of its summands, and the i-th eld of any sum must equal the sum of the i-th elds of all of its summands, for any i. Given the above, it is easy to check that there need be at least one copy of a generator from g(A) in any sum S that equals f(w). For suppose otherwise; i.e. that all of the summands in S are e i 's. Then, by the fact that there are no carries, the only way that exactly n of the rst 2n elds in S contain 1's (as f(w) does) is to add n many e i 's (and in fact all of fe i : i 2 IND(w)g ). But then this implies that the MSF of S equals 2n, and hence S does not equal f(w). This contradicts our hypothesis, and hence we conclude that there is at least one generator of the form g 0 (T) in S. By the fact that there are no carries, g 0 (T) cannot have 1 in a eld in which f(w) does not have 1. Thus it follows that IND(T ) must be a subset of IND(w), and hence w satises T .
Finally, it is easily veried that f is computable in time polynomial in n and s, and that g is poly blow-up in n and s.
Reduction to SMB(variable, unary)
The reduction is similar to the one in the proof of Theorem 7.1, but with a twist. Here, instead of the 2n primes that were associated with the 2n literals for n variables in the previous case, we use 2n-dimensional unit vectors (whose components are all zero except exactly one) for the same purpose. In essence, we use the variable dimension at hand to express 2n independent components which, in the previous case, we used primes for. What we mean by the \twist" is the following: In We map any assignment w to the sum of the unit vectors associated with exactly those n literals made false by the assignment, and call this f(w). (Again for simplicity, we omit other parameters to f for now.) Recall that in the previous reduction we mapped w to the product of all the primes for those literals made true by the assignment. We then map any term T to the set of generators consisting of the associated unit vectors for all the literals not in T , denoted g 0 (T). The crucial fact is that g 0 (T) can generate f(w) as an integral linear combination of its elements if and only if g 0 (T) contains the vectors for all literals made false by w, or T contains no literals that are made false by w. Thus, f(w) is in the module generated by g 0 (T) if and only if w satises T . Hence if A is a DNF formula, then f(w) is in the semi-module generated by fg 0 (T) : T 2 Ag if and only if w satises at least one of the terms in A.
Proof of Theorem 7.3
We formally dene the mappings f and g in the following. We introduce the notation \NIND(1)" as a short hand for the \complement" of IND (1) The reduction is identical to the one in the proof of Theorem 7.2, except for the fact that the 2n elds and MSF of bit maps in the previous case are replaced by 2n independent dimensions. Namely, we dene our f and g as follows.
f Recall that the \independence" of the 2n elds in the proof of Theorem 7.2, namely that there be no carries, required an argument. Since the independence of the 2n dimensions is automatically assured here, the proof that f and g dened above give us a prediction preserving reduction from DNF to LB(variable, unary) essentially parallels the rest (i.e. other than the part that ensures that there be no carries) of the proof of Theorem 7.2.
NP-completeness of the Minimum Consistent Concept Problem
The results in this section concern the problem of nding a consistent concept (representation) for a given labeled sample, satisfying a certain minimality constraint. (Recall that a concept (representation) is said to be consistent with a sample, if it labels all the examples in the sample correctly.) The \minimum consistent concept problem" has its historical origin in Gold's proof of NP-completeness of the minimum consistent DFA problem [Gol78] . A number of authors have since strengthened this result in various ways [Ang78, PW89] . We dene this as an optimization problem below.
MCC(R; measure)
for a class R of concept representations with associated measure measure on them to be minimized; INSTANCE: A nite labeled sample S. PROBLEM: Find r in R which is consistent with S, and measure(r) = minfmeasure(f) : f 2 R and f is consistent with Sg. For example, MCC(SLB(d,unary), size) is the problem of nding a minimum size d-dimensional SLB consistent with the input sample in time polynomial in the size in unary of a minimum consistent SLB and the total length of the sample encoded in unary. MCC(SLB(variable,binary), cardinality) is the problem of nding a d-dimensional SLB with a minimum number of linear bases in it which is consistent with the input sample in time polynomial in dimension d, the size in binary of a minimum consistent SLB, and the total length of the sample encoded in binary. We say that A is an approximation algorithm for MCC(R, measure) with a guaranteed factor of K, if for any input sample S for a concept represented by some member of R, A's output g is consistent with S and measure(g) K 1 minfmeasure(f) : f 2 R and f is consistent with S)g. Notice that the problem that is shown to be NP-hard in Theorem 8.1 is exactly the problem which the Occam algorithm exhibited in the proof of Theorem 6.1 approximately solves. More precisely, the Occam algorithm approximates MCC(SLB(d, unary), size), for d = 1; 2, within a guaranteed approximation factor of O(log m) where m is the input sample size. Theorem 6.1 shows that it is NP-hard to approximate this problem within any guaranteed factor less than 2.
By Lemma 4.3, our proof of Theorem 8.2 implies that the subclasses of SLB with a bounded \cardinality" (k-fold-SLB) are not properly polynomially learnable (for k 3), provided that RP 6 = NP. We will rst give the proof of Theorem 8.2 and then show how this proof can be modied to prove Theorem 8.1.
k-fold SLB is hard to properly learn
What we show in this section is that for any d the class of d-dimensional k-fold semilinear basis sets is not properly polynomially learnable for each k 3 with respect to the unary encoding of integers, under the assumption that the probabilistic polynomial time acceptable class of languages (RP) is properly contained in the nondeterministic polynomial time acceptable class (NP). This result is particularly interesting in light of the result in Section 6 that the entire class of semilinear basis sets (of dimension 1 or 2) is polynomially learnable: Each k-fold-SLB is clearly learnable, if the learner is allowed to conjecture any semilinear basis set, i.e. k-fold-SLB is learnable in terms of SLB. Restricting the conjecture space to exactly the set of representations to be learned can sometimes put a computational burden on the learner. Other examples of this phenomenon have been observed by a number of authors, including Pitt and Valiant [PV88] and Haussler [Hau89] in the paradigm of PAC-learnability, and Osherson and Weinstein [OW82, OSW86] in the context of eective identiability in the limit.
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Our result is most closely related to Pitt and Valiant's result that k-term-DNF (the class of boolean formulas in disjunctive normal form with at most k terms) is not properly polynomially learnable, but is learnable in terms of k-CNF (formulas in conjunctive normal form with at most k literals in each clause). In fact, our proof of the hardness of proper-learning reduces the same NP-complete problem (Graph-k-colorability) as theirs does. The main signicance of our result is that we have shown the domain of natural numbers in the unary encoding to be rich enough to admit a reduction of a similar character to theirs. Lemma 8.1 in the following proof is the key to this fact.
Proof of Theorem 8.2 22 \Identication in the limit' is the classic learning paradigm due to Gold [Gol67] .
We exhibit a polynomial time transformation from instances of the NP-complete Graph-kColorability (GkC) to nite samples such that there exists a 1-dimensional k-fold semilinear set consistent with the resulting sample, if and only if the original graph is k-colorable. Furthermore, the transformation will be such that whenever there is a k-fold semilinear set consistent with the sample produced by it, there is one whose size is polynomially bounded. A similar transformation is obtained for any dimension d by replacing every x 2 N in the sample for the 1-dimensional case by hx;0; :::; 0i 2 N d .
We begin by formally dening the transformation, where we assume the existence of a fast algorithm which, given integer n as input, outputs an ordered set T n of n integers satisfying a certain set of conditions, which we will make explicit in Lemma 8.1.
The Transformation
Given an arbitrary graph G = hV; Ei, where jjV jj = n and E V 2 V , assume without loss of generality that V = fv i : i = 1; :::; ng. Let T n = ft i : i = 1; :::; ng be the ordered set of n integers to be specied in (the proof of ) Lemma 8. (1) jjSjj = O(max(T n )) = O(q(n)) (2) length(S) = O((q(n)) 2 ) (3) S is generable from G in time polynomial in size(G) (4) S is consistent, i.e. there is no x such that both hx; 0i and hx; +i are in S. Claim 8.1 (1) and (2) follow straightforwardly from property (1) of T n . Claim 8.1 (3) essentially follows from the fact that T n is computable in time polynomial in n, by Lemma 8.1. To see that Claim 8.1 (4) holds, note that the only way an inconsistency can arise is either to have some t i +t j equal some t k or to have some t j + (t j 0 t i ) equal some t k . The rst case is ruled out by property (2)(b) and the second by property (3)(a) of T n .
Proof of Lemma 8.1
First note that (3)(a) in fact follows from (2)(a), because if there were x; y; z 2 T n such that y + (y 0 x) = z, then we would have x + z = y + y, which contradicts (2)(a). Note also that (2)(b) follows from (3) (b) given that 0 = 2 T n : Suppose for contradiction that there exist x; y; z 2 T n such that x + y z, then since all of them are positive, x < z. Then by (3)(b), z < z + (z 0 x) < x + y z, which is a contradiction. Thus, we need only be concerned with (1), (2)(a), 2(c) and 3(b). Furthermore, if we can show that a set of n integers, say S n , with properties (1) and (2)(a) can be generated in polynomial time, then we can obtain T n by adding 21max(S n )+1 to each member of S n so that (2)(c) and (3)(b) are satised. We can do this because property (2)(a) is preserved under any translation of the set by a constant oset.
We are left to verify that S n can indeed be computed from n in polynomial time. We dene S n = fs 1 ; :::; s n g recursively.
Initial
Step Let S 1 = f0g and S 2 1 = f0g. Recursive Step Let S i = fs i g [ S i01 where s i = minfx 2 N : x > max(S i01 )^(8y 2 S i01 8z 2 S 2 i01 ; x + y 6 = z)g. Let S 2 i = fs k + s l : s k ; s l 2 S i g. It is easy to see that for each n, S n satises property (2)(a). For suppose otherwise, then for some s i ; s j ; s k ; s l 2 S n such that fs i ; s j g 6 = fs k ; s l g we have s i + s j = s k + s l . Pick the maximum index among i; j; k and l, say l. Then all of i; j; k are strictly less than l, for if i = l (respectively, if j = l) then that would imply j = k (respectively, i = k) and the two sets are identical, and if k = l then we would have to have i = j = k = l for the set equality to hold because s l is maximal. Thus, at stage l, s k 2 S l01 , and s i + s j 2 S 2 l01 . So, letting y = s k and z = s i + s j in the minimization clause, this would have rejected s l as an x satisfying the condition. This is a contradiction. It is straightforward to verify that all the members of S n are bounded by a xed polynomial in n (in fact n 4 ), and that S n can be computed in time polynomial in n (at most O(n 4 1 log n)). Q.E.D. Now we establish the following key lemma.
Lemma 8.2 There is a polynomial q such that the following two conditions are equivalent:
(1) G is k-colorable.
(2) There is a k-fold semilinear set consistent with S whose size is at most q(size(G)). (IV 's consist only of the members of T n , the only way to generate t i + t j would be to have it as the sum of two (or more) members of T n , and by properties (2)(a) and (2)(c), no other two members of T n sum to t i + t j . As for (III), recall that S 0 1 = fx : x < max(T n )^x 6 2 T n g. By property (2)(b) of T n , the sum of any two (or more) elements of T n exceeds the maximum of T n , and hence exceeds any x 2 S 0 1 . Hence, no L(B l ) can contain any member of S 0 1 . To verify (IV), recall that S 0 2 = ft j + (t j 0 t i ) : i; j n^t i < t j g. None of S 0 2 can be generated by any of B l , because each B l only contains integers in T n , and by properties (3)(a) and (3)(b) of T n , for any i; j, t j +(t j 0t i ) neither equals any member of T n , nor the sum of any two (or more) members of T n . Finally, the size of SLB fB i : i 2 [k 0 1]g is at most the sum of all the vertex numbers for G ( P n i+1 t i ) and hence is bounded by a polynomial in the size of G by Lemma 8.1 (1).
(2) ) (1) Suppose B = fB 0 ; :::; B k01 g is a k-fold semilinear basis set consistent with S = (G). We show that the function : V ! [k 0 1] dened as follows is a k-coloring of G.
(v j ) = minfi : t j 2 ](B i )g (5) Intuitively we color each node v j with one (in fact the \rst" one) of the bases which contain the number t j representing it. We must verify the following two properties of so dened.
( We need to show that if (v i ; v j ) 2 E, then (v i ) 6 = (v j ). Suppose otherwise, and let (v i ; v j ) in E be such that (v i ) = (v j ) = a. Then, clearly t i 2 ](B a ) and t j 2 ](B a ). But then this implies that t i + t j 2 L(B a ) and hence t i + t j 2 L(B), which contradicts the fact that L(B) \ S 0 0 = . 2 Using the above transformation, we can now show that the approximation problem for MCC( SLB(1; unary), cardinality) within a guaranteed approximation factor of 2 0 , where is some positive constant, is as hard as the problem of approximating GC with the same guaranteed approximation factor of 20, which is known to be hard unless P = NP [GJ79] , completing the proof of Theorem 8.2. We will repeat Garey and Johnson's non-approximability theorem for the graph coloring problem for reference. k l (2 0 )k Suppose that there exists a polynomial time approximation algorithm, say A, for MCC(SLB (1; unary), cardinality) with a guaranteed approximation factor of 2 0 . We will construct an approximation algorithm B for GC with the same guaranteed approximation factor of 20. Given a graph G, which is k colorable but not k 01 colorable, B rst obtains a sample S = (G) using the above transformation. By Lemma 8.2, there exists a k-fold-SLB of size at most p(size(G)) where p is some polynomial, which is consistent with S, but no such (k 0 1)-fold-SLB exists. Feed A with the sample S and let B be the SLB output by A. B then outputs jjBjj as its answer to the graph colorability problem. By the performance guarantee on A, n = jjBjj satises n k(2 0 ). Since G was an arbitrary graph, B is an approximation algorithm for GC with a guaranteed approximation factor of 2 0 . Q.E.D.
Minimum-Size Consistent Concept Problem for SLB is NP-hard
We modify the above transformation to prove Theorem 8.1 as follows: In order to refute approximability of MCC(SLB(1;unary), size) within a guaranteed factor of 2 0 for any > 0, we add to every example in the sample a constant oset a > max(T n ), which depends on and n and is to be specied later, include a in the positive sample, and include 2a and all natural numbers less than a in the negative sample. Formally, the new sample S a is dened as S a = S a;i = fhx + a; 0i : hx; 0i 2 S 0 i g; i = 1;2; 3: First we note that if some linear basis B consistent with S a generates fa + x : x 2 Ag for some subset A of T n then we must have either of the following two cases.
(i) B's oset equals a. Its generators must contain A. We say that such a B is of`type 1' and write type(B; 1).
(ii) B's oset does not equal a. If its oset is 0 then its generators contain fa + x : x 2 Ag because it cannot contain a as a generator to respect h2a; 0i in S 0 a . Otherwise, the oset must equal one of the members of fa + x : x 2 Ag. In this case, A has to be a singleton, because no member of fa + x : x 2 Ag can be generated using any other member of fa + x : x 2 Ag as the oset, in order to respect S 0 a;2 . In either of these cases, we say that such a B is of`type 2,' and write type(B; 2). The crucial fact is that since all the required properties of T n of Lemma 8.1 are preserved under positive translation, by a in this case, essentially the same argument as before applies, if all of the linear bases in question are of type 1: Namely, there is a k-fold-SLB all of whose bases are of type 1 consistent with S a if and only if the original graph G is k-colorable. Using this fact, we can verify the following \gap" lemma. Lemma 8.3 Let S a be the sample obtained as above from an arbitrary graph G, and B a minimal consistent SLB for it. Then we have:
(1) If G is k-colorable, then size(B) ( P x2Tn x) + k 1 a.
(2) If G is not k-colorable, then size(B) ( P x2Tn x) + (k + 1) 1 a.
Proof of Lemma 8.3 If the graph G is k-colorable, then it follows essentially from the proof of Lemma 8.2 that there is a k-fold semilinear basis set consistent with S a , such that each of its linear bases is of type 1, and hence has size k 1 a + P x2T n x. Suppose on the other hand that G is not k-colorable, and let B = fB i : i = 1;:::; lg be a minimum consistent SLB for S a and let Q i = L(B i ) \ fa + t i : t i 2 T n g. Now let I = fi l : type(B i ; 1)g, J = fi l : type(B i ; 2)g, and R = [ i2J Q i . Then, observe that each a + t j generated by a basis of type 2 adds a + t j to size(B), and each basis of type 1 adds the sum of a and its generators to size(B). Hence we have: size(B) ( X x2Tn x) + a 1 (jjIjj + jjRjj)
We claim that we must have jjIjj + jjRjj k + 1. For suppose otherwise, i.e. jjIjj + jjRjj k. Then dene B 0 = fB i : i 2 Ig [ fha;fx 0 agi : x 2 Rg. Note that (i) all of the bases in B 0 are of type 1, (ii) jjBjj k, and (iii) B 0 is consistent with S a . Hence it follows that G must be k-colorable, contradicting our hypothesis. Thus, we have shown that jjIjj+jjRjj k +1, and hence size(B) P x2Tn x + a 1 (k + 1). 2 Using the above transformation, we can show that any approximation algorithm for MCC(SLB (1; unary), size) with a guaranteed approximation factor of 2 0 can be used to approximate GC within 2 0 2 . Suppose that A is an approximation algorithm for MCC(SLB(1;unary), size) with a guaranteed factor of 2 0 . We will construct an algorithm, say B, which is an approximation algorithm for GC within 2 0 2 . Let G be an input graph to B, and let k be the least integer such that G is k colorable. B constructs sample S a = (G) using the above transformation with a set to 2p(n) , where we let p(n) denote P x2Tn x, when T n is dened using the particular procedure exhibited in the proof of Lemma 8.1. (Note that p(n) is bounded above by some polynomial.) B then feeds S a to A and obtains an SLB B. Let s be the size of B. Finally B outputs l = s0p(n) a as its \guess" for the number of colors needed to color G.
By Lemma 8.3 and the performance guarantee on A, we have: p(n) + k 1 a s (2 0 )(p(n) + k 1 a)
From the left hand side of (9), we have: l = s 0 p(n) a k (10) From the right hand side of (9), we have: 
Since we chose a to be 2 ) (15) Finally, putting together (10) and (15), we obtain the desired inequalities, k l k(2 0
2 ) which guarantees that B is indeed an approximation algorithm for GC within a guaranteed factor of 2 0 
