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Abstract—In our Software Defined Radio SDR project
we aim at combining two different types of standards,
Bluetooth and HiperLAN/2 on one common hard-
ware platform. Goal of our project is to generate
knowledge about designing the front end of an SDR
system (from the antenna signal to the channel bit
stream) where especially an approach from both ana-
log and digital perspective is essential.
Bluetooth uses Gaussian Frequency Shift Keying
(GFSK) as modulation technique. As QAM and
GFSK signal can be demodulated by using the same
type of algorithms, the outer receiver of HiperLAN/2
can be used as a Bluetooth demodulator.
So, whereas most commercial Bluetooth chips are low
cost and inflexible, in our project flexibility and re-use
of hardware is important. It is for that reason that a
part of the channel selection and demodulation will
be done in the digital domain.
The choice of the demodulation algorithm determines
the channel selection requirements (better demodula-
tion algorithms require less SNR). This work analyzes
the performance of several Bluetooth (GFSK) demod-
ulation and decision algorithms using single bit deci-
sion. A simulation model was built to measure the
performance of these algorithms. In our simulation
model, low-IF or zero-IF Bluetooth signals are sam-
pled with 80 MHz to get a realistic setting. The syn-
chronization word in the Bluetooth packet is used for
bit synchronization.
To obtain a BER (Bit Error Rate) of 0.1%, speci-
fied by the Bluetooth standard, the best combination
of demodulation and decision algorithm requires an
SNR of about 15 dB.
Ongoing research focusses on several subjects: multi-
bit decision, advanced demodulation algorithms
(such as (adaptive) decision feedback equalizers) and
bit-synchronization algorithms.
keywords: software-defined radio (SDR), Bluetooth,
GFSK, demodulator.
I. INTRODUCTION
In our Software Defined Radio (SDR) project [1] we are
focussing on the the front end of an SDR system (from
antenna signal to the channel bit stream). Furthermore,
our SDR design should be feasible within a few years, so
power consumption is an important issue.
The vehicle of our project is a notebook to which we add
the SDR functionality. This has three advantages. First,
we can use the processing capabilities of the general pur-
pose processor for digital signal processing. Second, in
comparison to SDR for mobile phones, our demonstra-
tor can consume much more power (in the order of 1
W). Third, a notebook is very suited for demonstration
purposes. In order to generate knowledge about SDR
systems we decided to implement (for our demonstrator)
two standards on one common platform: HiperLAN/2
and Bluetooth.
Whereas Bluetooth is a low-cost, low data-rate standard
(”1-dollar chip”), HiperLAN/2 is a high-speed wireless
LAN standard (up to 54 Mbit/s). Consequently, as the
application of the two standards is completely different,
the technical parameters are also different. Bluetooth [2]
uses the Gaussian Frequency Shift Keying (GFSK) mod-
ulation technique in the 2.4 GHz band and HiperLAN/2
[3] on the other hand uses Orthogonal Frequency Divi-
sion Multiplexing (OFDM) in the 5 GHz band. In this
modulation technique, basically n baseband Quadrature
Amplitude Modulation (QAM) symbols are translated to
time signals by performing an inverse FFT. The n com-
plex modulated carriers created by the inverse FFT are
up converted and transmitted. At the receiver the inverse
process takes place. So the receiver can roughly be di-
vided into two parts, an inner receiver and an outer re-
ceiver. The inner receiver performs the FFT and the outer
receiver is a QAM demodulator.
Two functions in the digital part of the SDR front end
can be distinguished [4]: channel selection and demodu-
lation. As HiperLAN/2 is a high-speed wireless standard,
it is expected that this standard will require more process-
ing power than Bluetooth. So, whereas most commercial
Bluetooth chips are low-cost and inflexible, in our project
flexibility and re-use of hardware is important. Therefore
we aim to use the (digital) HiperLAN/2 hardware for (a
part of the) channel selection and demodulation of Blue-
tooth signals.
This paper will discuss several demodulation algorithms
for Bluetooth GFSK signals. In order to evaluate the
performance of the algorithms, a Bluetooth simulation
model has been built. In this model, Bluetooth pack-
ets are generated and transmitted and demodulated by
different demodulation algorithms. First this paper will
discuss the Bluetooth GFSK modulation technique. The
demodulator can be split up into two parts, the demod-
ulator and the decision function. The demodulator con-
verts the incoming GFSK signal into a Non-Return-to-
Zero (NRZ) signal. As we want to use the HiperLAN/2
hardware (with a fast AD converter) for our Bluetooth re-
ceiver, we can use for the decision function more samples
per symbol.
The Bluetooth standard requires a maximum Bit Error
Rate (BER) of 10−3. So the performance of the differ-
ent demodulation and decision algorithms is evaluated by
looking at the required Signal to Noise Ratio (SNR) for a
BER of 10−3. In literature [5] we found an SNR value of
21 dB for a BER of 10−3. By using more advanced algo-
rithms, described in this paper, this value can be lowered
significantly. The performance of these algorithms s dis-
cussed in the results section. Finally some conclusions
will be drawn.
II. BLUETOOTH GFSK MODULATION
In normal continuous phase Frequency Shift Keying
(FSK) a ’0’ is represented by an harmonic signal with
frequency f0 and a ’1’ by frequency f1, both per inter-
val of T s. Continuous FSK uses an Voltage-Controlled
Oscillator (VCO) that is driven by the bit signal. In this
implementation no phase shifts occur between bit transi-
tions, which explains the name continuous phase FSK.
However due to the binary nature of the input signal,
fast frequency transitions occur and therefore results in
a large bandwidth [6]. It is for that reason that GFSK
uses a Gaussian pre-modulation filter.
Fig. 1 shows a GFSK modulator. First the bits are con-
verted to signal elements. A ’0’ is being represented by
a signal with value -1 and a ’1’ by a signal with value
1, each with a duration of T seconds. The filter out-
put is then connected to an Voltage Controlled Oscillator
(VCO) that translates the amplitude of the filtered bits
into an frequency shift. In Fig. 2, the effect of the Gaus-
sian filter is shown. The Gaussian filter reduces the band-
width of the input signal of the VCO. This reduces also
the bandwidth of the output signal and therefore GFSK is
more spectrum efficient compared to normal Frequency
Shift Keying (FSK) at the cost of an increased BER, al-
though the noise is also reduced by the smaller band [7].
For FSK signals with a modulation index, h = 0.3 in an
Additive White Gaussian Noise (AWGN) channel, the
Fig. 1. GFSK modulator
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Fig. 2. Time signal before and after the Gaussian filter
required SNR for a BER of 0.1% is about 12.5 dB [8].
The Gaussian pre-modulation filter, however, removes
higher frequencies of the modulating signal (as can be
seen in Fig. 2). This reduces the bandwidth of the VCO
output signal but also reduces the bit energy which has
a negative effect on the BER. In our literature search for
GFSK demodulation we did not find an analytical rela-
tion between the BER and SNR reported. However most
designers assume 21 dB [5].
In Bluetooth systems, the modulation index h may vary
between 0.28 and 0.35 [2]. The modulation index h is
defined as:
h =
2fd
R
= 2fdT (1)
where fd is the frequency deviation, R the bitrate and
T the symbol time [9]. The frequency deviation (fd) is
the maximum frequency shift with respect to the carrier
frequency, if a ’0’ or ’1’ is being transmitted.
For Bluetooth signals fd may vary between 0.140 and
0.175 MHz (according to Eq. 1). Fig. 3(a) shows the
power spectrum of a Bluetooth signal at 2 MHz with an
fd = 0.175 and Fig. 3(b) shows the power spectrum
for fd = 0.140. As expected, the power spectrum of
Fig. 3(a) is a little wider and more flat than the one of
Fig. 3(b). Visual inspection of both figures shows that
the signal strength has dropped approximately 40 dB at
the border of the channel (nominal channel width = 1
MHz [2]). Due to the relative small modulation index of
Bluetooth GFSK, the signal energy is concentrated in a
small band.
Fig. 4(a) shows the power spectrum of two neighboring
channel (one with center frequency 2 MHz and the other
at 3 MHz) for fd = 0.175. As expected, visual inspec-
tion of the curve shows that both channels are very well
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(b) Power spectrum of a GFSK signal with fd = 0.140
Fig. 3. Power spectrum of a GFSK signal
separated, although a lower fd (see Fig. 4(b)) results in
lower co-channel interference (more channel separation).
III. DEMODULATION OF GFSK SIGNALS
The demodulation part of digital communication signals
can be divided into two parts:
• demodulator
• decision block
The demodulation function converts the incoming GFSK
signal into a NRZ signal. This can been seen as the digi-
tal equivalent of an analog demodulator. The second part,
the decision block determines which bit was transmitted.
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(a) Power spectrum of two neighboring GFSK channels with
fd = 0.175
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(b) Power spectrum of two neighboring GFSK channels with
fd = 0.140
Fig. 4. Power spectrum of two neighboring GFSK chan-
nels
A. Demodulation algorithms
As FM signals cannot be demodulated directly [10], sev-
eral types of indirect FSK demodulation methods exists
[11]:
• FM-to-AM conversion, also called FM discriminator
• Phase-shift discrimination
• Zero-crossing detection
• Frequency feedback
According to [12], the FM-to-AM conversion or FM dis-
criminator allows the implementation for low-cost radio
units, which is essential for Bluetooth units. It seems
therefore appropriate to research the ”cheapest” demod-
ulator algorithm first. The second type of method we
investigated is the phase-shift discrimination method.
Fig. 5. FM-to-AM-conversion block with time delay τ
Both methods will be described shortly. The two other
methods, zero-crossing detection and frequency feed-
back have not been researched.
A.1 FM discriminator. Goal of the FM discriminator
method is to translate a frequency shift into an ampli-
tude change. A possible implementation is to use a time-
delayed version of the incoming (low Intermediate Fre-
quency (IF)) signal, see Fig. 5. This time-delayed signal
is multiplied with the original, (not time-delayed) signal.
The output of the FM-to-AM-conversion block with time
delay τ depends on phase (φ(τ)), which is the phase dif-
ference between the original and time-delayed signal:
Vout = A(t) cos(2pif + θ) ∗ cos(2pif + θ + φ(τ)) (2)
=
1
2
A(t)(cos(φ(τ)) + cos(4pif + 2θ + φ(τ)))[V ]
where A(t) is the amplitude, f the frequency of the in-
coming signal, θ the initial phase and φ(τ) the phase shift
caused by the time delay.
If a low-pass filter is used after the FM-to-AM-
conversion block, the second term is assumed to be elim-
inated. So the output depends solely on τ . The time
delay τ is chosen in such a manner that it will produce
for the central frequency, fc, a phase shift of pi/2, so
Vout = 0. If f1 = fc + fd is being transmitted the phase
shift will be more than pi/2 and Vout will be negative. For
f0 = fc − fd the corresponding output will be positive.
In order to retrieve the original bit sequence an inverter
has to be placed after the FM discriminator.
For Bluetooth signals the modulation index may vary be-
tween 0.28 and 0.35 [2]. For our experiments we use the
middle of the two values: h = 0.315. The frequency de-
viation fd (Eq. (1) equals 0.1575. As we want a phase
shift of pi/2 for fc, the time delay must be:
τ =
1
4fc
(3)
Furthermore, for a digital implementation with sample
frequency of 80 MHz , we want τ to be an exact multiply
of the sample time (in this case 180 µs). There are several
possible values for the time delay τ . In general a larger
time delay has a larger amplitude at the output. On the
other hand a larger time delay degrades the performance
Fig. 6. Phase-shift discriminator
of the FM discriminator because the relation between the
signal and the time-delayed signal becomes less.
In this paper we chose the time delay to be 10 sample
times (= 10 ∗ 180 = 0.125 µs). The center frequency
should, in this case, be 14∗0.125 = 2 MHz.
A.2 Phase-shift discrimination. The phase-shift dis-
crimination is, according to [10], a better demodulation
method than the FM discriminator method because this
method utilizes only the phase of the signal, the ampli-
tude is not used. In the previous method however ampli-
tude variations of the incoming GFSK signal are directly
passed trough the output (Eq. (2). A limiter could be used
to overcome this problem.
Fig. 6 shows a phase-shift discriminator. The first step
is to down convert the incoming IF signal (Eq. (4)) to a
complex Base Band (BB) signal (Eq. (5)).
s(t) = A(t)cos(2pifc+∆ω
∫ t
−∞
m(τ)δτ)+n1(t) (4)
where A(t) is the amplitude, fc the carrier frequency, ∆ω
the deviation constant, m(t) the Gaussian filtered mes-
sage bit at time t and n(t) noise.
s′(t) = A(t)cos(∆ω
∫ t
−∞
m(τ)δτ) + n′(t) (5)
The two paths, In-phase (I) and Quadrature (Q) path, are
low-passed filtered to eliminate the high frequency prod-
ucts caused by mixing. Then the phase is extracted by the
arctan block (Eq. (6)). In order to retrieve the NRZ sig-
nal, the output of the arctan block has to be differentiated
(Eq. (7)).
s′′(t) = ∆ω
∫ t
−∞
m(τ)δτ + n′′(t) (6)
s′′′(t) = m(t) + n′′′(t) (7)
B. Decision algorithms
This section describes two decision algorithms that have
been investigated:
Fig. 7. Top view of simulation system
• the integrate-and-dump (IaD) algorithm
• the decision feed-forward and feed-back (DFF-DFE)
algorithm (non-adaptive)
The first algorithm, the integrate-and-dump algorithm
sums all samples of one bit period and decides on the
output of the sum whether the incoming bit is an ’0’ or
’1’. So the algorithm does not take into account the in-
fluence of the Gaussian filter.
The second algorithm is more advanced and eliminates
the influence of the Gaussian filter. For signals in the
800 MHz - 6 GHz band the maximum delay spread is 120
ns [13]. The Gaussian filter has an impulse response of
about 3 bit times (= 3000 ns). So the dominant distortion
is caused by the Gaussian filter. We assume that multi-
path fading can be neglected. Therefore we can use the
shape of the Gaussian filter to calculate and correct the
influence of the previous detected bit on the samples of
the current bit. Furthermore we can estimate the value of
the future bit and calculate its influence on the samples
of the current bit. After correction we can use the shape
of the Gaussian filter for a matched filter to achieve best
performance. This algorithm can be represented by the
following pseudo code:
EstimateNextBit();
for i = 1 to NrSamplesPerBit
CorrectedCurrentSample = CurrentSample;
- InfluencePreviousBit - InfluenceNextBit;
end;
CurrentBit = MatchedFilter(CurrentSamples);
IV. SIMULATION MODEL
This section discusses the Bluetooth simulation model
we used to evaluate the different GFSK demodulation al-
gorithms. Whereas our previous simulation model [14]
was transmitting bits continuously, this model is packet
based. Fig. 7 shows the top view of the simulation model.
The transmitter creates so-called DH5 packets that are
the longest packets in Bluetooth [2] (with an payload of
2712 bits). Then, the packet is transmitted according the
Bluetooth specs using a carrier frequency of 2 MHz.
To get realistic performances we assumed that the Blue-
tooth signal was sampled with a sample rate of 80 MHz.
Noise is added and the distorted signal is filtered by an
512-taps Finite Impulse Response (FIR) bandpass filter
which has a 1 MHz bandwidth with center frequency of
Fig. 8. Receiver architecture
2 MHz. The relation between SNR and EbN0 (bit energy
divided by the power spectral densinsity N0) is:
SNR =
EbR
N0B
=
Eb
N0
(8)
where SNR is Signal-to-Noise Ratio, Eb the bit energy,
N0 the power spectral density, R the bit rate and B the
bandwidth.
So the SNR is in our case equal to EbN0 because the band-
width B is equal to 1R . In our simulation model we
measured the bit energy by integrating the power spec-
tral density function (of 800000 points) from 1.5 to 2.5
MHz. The measured energy was 0.249 µJ. In our simu-
lations we used this value for calculating the noise floor
at a particular SNR.
In the receiver (Fig. 8) the signal demodulated by the FM
or phase-shift discriminator. After demodulation the sig-
nal is down-converted with an factor n (in our simulations
80 and 10). So if n = 80, there is 1 sample per symbol
and if n = 10, there are 8 samples per symbol. Finally,
the decision block determines which bit was transmitted
bits and the BER can be calculated. Bit synchronization
is achieved by correlating the synchronization word of
the packet with the incoming sample stream.
In our model the receiver receives 80 Mega Samples
Per Second (MSPS) and after the demodulator this data
stream has to be down sampled to 1 MSPS or 8 MSPS.
However, down sampling is a time-variant process. In
our simulation we choose an zero offset in down sam-
pling. In the case of 8 MSPS this means that the samples
1, 11, 21, 31, . . . are taken of our simulation stream. This
is a worst case scenario because the DFF-DFE algorithm
assumes an symmetric sampled NRZ signal. For our 1
MSPS bitstream we used the samples 31, 111, 191, . . .
(derived from the 8 MSPS data stream), which is also
not the optimal sample moment (40, 120, 200, . . . ).
V. RESULTS
To evaluate the different demodulation algorithms and
decision algorithms we performed the following tests:
1 sample per symbol:
• FM-discr. and the IaD algorithm
• FM-discr. and the DFF-DFE algorithm
• Phase-shift discr. and the IaD algorithm
• Phase-shift discr. and the DFF-DFE algorithm
8 samples per symbol:
• FM-discr. and the IaD algorithm
• FM-discr. and the DFF-DFE algorithm
• Phase-shift discr. and the IaD algorithm
• Phase-shift discr. and the DFF-DFE algorithm
Fig. 9 shows the results of the performance of the dif-
ferent algorithms for 1 sample per symbol and Fig. 10
for 8 samples per symbol. For each EbN0 value we have
simulated 199 packet (which is equal to 539688 bits).
In Fig. 9 we see that there is a negligible difference be-
tween the IaD algorithm and DFF-DFE algorithm. For
both demodulation algorithms the IaD and DFF-DFE al-
gorithm achieve the same performance. Probably the
DFF-DFE algorithm has too little information to perform
better than a simple IaD algorithm. On the other hand we
see that the choice between the two demodulation algo-
rithms matters. The performance of the phase-shift dis-
criminator algorithm is compared with the FM discrimi-
nator algorithm about 1.5 dB better. To achieve an BER
of 0.1% the phase shift discriminator needs about 14.8
dB and the FM discriminator needs about 16.7 dB.
In Fig. 10 the results are a quite different. In this pic-
ture, for 8 samples per bit, the choice of the decision
algorithm has most influence on the performance. The
IaD algorithm performs about 1.5 dB worse compared
with the DFF-DFE algorithm. The Inter-Symbol Inter-
ference (ISI) caused by the Gaussian filter has especially,
at the samples at the border of the symbol period, large
influence. So it is assumed that the performance of the
IaD algorithm is affected by this ISI. For both demodula-
tion algorithms, the performance of the IaD algorithm is
about equal to the performance of the FM discriminator
in Fig. 9. However the performance of the DFF-DFE al-
gorithm is much better. The best performance is achieved
with the phase-shift discriminator algorithm, about 14.8
dB is required for a BER of 0.1%. Especially the per-
formance of the FM discriminator algorithm with DFF-
DFE algorithm has improved significantly. So it looks
like the DFF-DFE algorithm can compensate for the per-
formance loss caused by the FM discriminator algorithm.
VI. CONCLUSIONS
In this paper we have analyzed two implementations
of an FSK demodulation algorithm, the FM discrimi-
nator algorithm and the phase-shift discriminator algo-
rithm, for the use in Bluetooth systems. Furthermore
we have analyzed two decision algorithms, an integrate-
and-dump algorithm and a non-adaptive decision feed-
forward and feed-back (DFF-DFE) algorithm. The per-
formance, achieved by all of these algorithms, is much
better than the 21 dB found in literature [5].
Two scenarios were investigated, a scenario in which 1
sample per symbol was used and another in which 8 sam-
ples per symbol were used. The best combination of de-
modulation and decision algorithms requires a SNR of
about 14.8 dB for a BER of 10−3. The best performance
is achieved when the phase-shift discriminator algorithm
is used in combination with the DFF-DFE algorithm with
8 samples per bit. A performance loss of about 0.5 dB
occurs when only 1 sample per bit is used.
The FM discriminator algorithm on the other hand has in
the case of 1 sample per bit, a 1.5 dB performance loss
compared with the phase shift discriminator. In this case
about 16.7 dB is required for a BER of 0.1%. However
in the case of 8 samples per bit and the DFF-DFE algo-
rithm, the performance difference between the FM and
phase-shift discriminator has almost vanished (about 0.1
dB difference left).
In the case of 8 samples per bit the integrate-and-dump
algorithm performs less compared with the 1 sample
per bit scenario. It is assumed that the performance of
the integrate-and-dump algorithm degrades, because the
Gaussian filter alters the shape of the NRZ signal signifi-
cantly (especially the samples at the border of the symbol
period).
Not only performance counts, the complexity of the al-
gorithm is also an important issue. The phase-shift dis-
criminator, for example, is more complex, due to the arc-
tan function than the FM discriminator. For the decision
algorithms the same applies, the DFF-DFE algorithm is
more complex than the integrate-and-dump algorithm.
Furthermore more samples per symbol require also more
processing power. So there exists a trade-off between
demodulation/decision algorithms and the channel selec-
tion. Simple Bluetooth demodulators will require more
SNR i.e. channel selection than more complex demodu-
lators.
For FSK signals with a modulation index, h = 0.3, in
an Additive White Gaussian Noise (AWGN) channel, the
required SNR for a BER of 0.1% is about 12.5 dB [8]
(plotted in Fig. 9 and Fig. 10). In this paper the best
combination of demodulation and decision algorithm re-
quires about 14.8 dB. It is assumed that the Gaussian fil-
ter causes this degradation in performance. For example
the Gaussian filter lowers the output value of for exam-
ple the ’1’ in the ’010’-sequence. So the amplitude of
the output signal becomes lower. However the bit energy
remains the same, the Gaussian filter only spreads the bit
energy over multiple bit times. So the performance loss
of the Gaussian filter could be compensated if advanced
algorithms are used, such as multi-bit detection. Also
it is expected that adaptive Decision Feedback Equaliz-
ers [15] and matched filters with a tapped delay line [16]
could perform better than the algorithms investigated in
this paper.
For further research we investigate the following ques-
tions: What is the influence of the pre-detection filter?
What is the performance gain, if demodulating algo-
rithms are used, which use more than 1 symbol period
for making a decision which symbol has been received?
What is the performance of adaptive demodulation algo-
rithms?
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