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Resum  		Actualment,	 les	 aplicacions	 que	 basen	 el	 seu	 funcionament	 en	 el	 processament	 d'imatges	requereixen	d'un	gran	nivell	de	còmput.	Tot	i	que	al	llarg	del	temps	s'han	desenvolupat	diversos	algoritmes	 per	 intentar	 extreure	 el	 màxim	 rendiment	 als	 processadors,	 aquests	 no	 tenen	capacitat	 suficient	 per	 assumir	 aquests	 requeriments.	 No	 obstant,	 en	 la	 majoria	 d'aquestes	aplicacions	la	part	de	processament	d'imatge	és	altament	paral·lelitzable.	Per	aquest	motiu,	una	bona	 opció	 pot	 ser	 dedicar	 un	 hardware	 específic	 per	 a	 que	 s'encarregui	 d'aquesta	 tasca.	 En	aquest	projecte	es	presenta	una	sol·lució	hardware	basada	en	la	integració	d'una	FPGA	amb	un	processador,	per	accelerar	una	aplicació	de	detecció	facial.	Concretament,	s'utilitzarà	una	placa	ZedBoard	amb	una	Zynq	7000.			Glossari:	Processament	d'imatges,	Detecció	Facial,	Arquitectures	paral·leles,	Acceleració,	FPGA			Nowadays,	 applications	 that	 base	 their	 operation	 in	 image	 processing	 require	 a	 high	 level	 of	computing.	 Although	 over	 the	 years	 several	 algorithms	 have	 been	 developed	 to	 attempt	 to	extract	 the	 maximum	 performance	 of	 the	 processors,	 they	 do	 not	 have	 enough	 capacity	 to	assume	 these	 requirements.	 However,	 in	 most	 of	 these	 applications	 the	 image	 processing	 is	highly	parallelisable.	For	this	reason,	a	good	option	may	be	to	dedicate	to	a	specific	hardware	to	take	charge	of	this	task.	This	project	provides	a	hardware-based	solution	to	integrate	an	FPGA	with	a	processor	to	accelerate	a	face	detection	application.	Specifically,	a	ZedBoard	board	with	a	Zynq	7000	will	be	used.					Glossary:	Image	Processing,	Face	Detection,	Parallel	Architectures,	Acceleration,	FPGA	
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1.	Introducció		 	 	 	L’acceleració	d’una	aplicació	bàsicament	 s’entén	 com	una	optimització	en	el	 temps	d’execució	d’aquesta.	 Mitjançant	 tècniques	 software,	 com	 per	 exemple	 fer	 inlining	 de	 funcions,	 agrupar	bucles	o	accedir	a	estructures	de	dades	en	forma	de	blocking	es	pot	aconseguir,	però	sempre	té	una	certa	limitació:	el	hardware	usat.		 	 	 		 	 	 	 	 	Aquest	projecte	neix	perquè	una	empresa	està	interessada	a	millorar	la	qualitat	d'un	dels	seus	productes	pel	que	fa	a	temps	d'execució.	L'empresa	es	diu	Herta	Security	[1],	i	es	dedica	a	oferir	solucions	software	de	seguretat	i	vigilància.	El	producte	a	millorar	és	una	aplicació	que	permet	detectar	 cares	 humanes	 en	 una	 imatge,	 per	 més	 tard	 poder-les	 analitzar,	 anomenada	 Face	Detection.	Com	es	tracta	d'una	acceleració	de	processament	d'imatge,	es	va	considerar	que	era	una	bona	oportunitat	d'integrar	una	FPGA	(de	l’anglès	Field	Programmable	Gate	Array),	 ja	que	es	tracta	d'un	hardware	òptim	per	a	aquest	propòsit.		 	 	 	 	 	La	 realització	 d'aquest	 projecte	 es	 durà	 a	 terme	 a	 l'empresa	 BSC	 (Barcelona	 Supercomputing	
Center)	 [2]	 i	 forma	part	d’un	altre	més	gran	anomenat	AXIOM	 [3].	AXIOM	(de	 les	 sigles	Agile,	
eXtensible,	 fast	 I/O	Module)	 és	 un	 projecte	 europeu	 finançat	 on	 el	 BSC	 participa	 i	 investiga	 la	creació	d'un	nou	hardware	enfocat	a	HPC	(High	Performance	Computing)	amb	una	alta	eficiència	energètica.		A	continuació	s'indiquen	les	parts	interessades	pel	desenvolupament	d'aquest	projecte:		
● El	director	i	codirector	del	projecte,	 i	 l'estudiant	que	el	realitzarà.	A	part	de	garantir	la	finalització	 d'aquest	 projecte	 en	 el	 termini	 indicat,	 també	 han	 de	 vetllar	 per	 la	 seva	qualitat.	
● BSC,	l’empresa	on	es	desenvoluparà	el	projecte	i	que	participa	en	el	projecte	AXIOM	
● AXIOM,	 un	 projecte	 europeu	 que	 componen	 diverses	 institucions	 i	 universitats	 per	 a	estudiar	les	millores	que	poden	incorporar	en	els	sistemes	actuals	les	FPGA	
● Herta	Security,	l'empresa	propietària	del	codi	de	l'aplicació,	i	que	requereix	una	millora	en	el	seu	temps	execució.	
● La	 població,	 ja	 que	 millorant	 aquesta	 aplicació	 pot	 suposar	 una	 millora	 en	 la	 seva	qualitat	de	vida,	ja	sigui	personal	o	en	seguretat.		 	 	 	 	 		 	 	 	 	 		 	 	 	 		 	 	 		 	 			 	 	 		 	 		
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2.	Planificació	i	gestió	del	projecte	2.1	Estat	de	l’art	 		 		 		 	 	 	 	 	El	processament	d'imatges	i,	en	concret,	la	detecció	facial	s'utilitza	actualment	en	molts	camps.	La	 podem	 trobar	 en	 circuits	 de	 càmeres	 de	 vigilància,	 bioinformàtica,	 realitat	 augmentada,	domòtica	o	 entreteniment.	 Per	 aquesta	 raó	hi	 ha	un	 gran	ventall	 d’implementacions	 software	pel	processament	d’imatges.		 	 	 	 	 	 	 	No	 obstant	 això,	 aquestes	 solucions	 software	 han	 quedat	 obsoletes	 per	 si	 soles.	 En	 moltes	aplicacions	la	detecció	es	produeix	en	sistemes	que	són	de	temps	real,	i	amb	el	pas	del	temps	les	resolucions	i	la	qualitat	de	les	imatges	s'han	vist	incrementades.	Aquestes	característiques	han	comportat	una	capacitat	de	còmput	massa	elevada.	Inclús	en	optimitzacions	amb	OpenCV	(una	biblioteca	 d'Intel	 de	 visió	 artificial	 i	 altament	 eficient)	 que	 exploten	 les	 funcionalitats	 dels	multiprocessadors	no	s'ha	aconseguit	extreure	un	rendiment	prou	bo,	arribant	a	frame	rates	de	1,78	FPS	(frames	per	second)	[4]	[5].		 	 	 		 	 	 	 	 	Per	aquest	motiu,	 es	van	analitzar	diferents	 implementacions	de	detecció	 facial,	 com	el	Viola-	Jones	Face	Detection	[6],	un	dels	algoritmes	de	detecció	més	estès.	Dels	resultats	es	va	observar	que	 aquests	 tipus	 d'implementacions	 són	 altament	 paral·lelitzables,	 i	 que	 es	 pot	 utilitzar	
hardware	 addicional	 per	 integrar	 el	 sistema	 i	 accelerar	 el	 seu	 processament	 [7].	 Aquest	
hardware	ha	de	poder	ser	reconfigurable,	ja	que	els	algoritmes	a	utilitzar	varien	segons	el	tipus	d'imatge	a	processar,	 i	per	 tant	els	ASIC	(de	 l'anglès	Application	Specific	 Integrated	Circuit)	no	són	una	bona	elecció.		 	 	 	 	 	Actualment	hi	ha	dues	tecnologies	que	dominen	el	mercat.	Per	una	part,	es	troben	sistemes	amb	microprocessadors	 que	 utilitzen	 les	 GPUs	 (Graphics	 Processing	 Unit)	 per	 a	 realitzar	 aquesta	acceleració.	Per	l'altra,	les	solucions	on	l'encarregada	de	l'acceleració	la	duu	a	terme	una	FPGA.	Totes	dues	opcions	són	vàlides,	però	cada	una	té	aspectes	a	favor	i	aspectes	en	contra.		 	 	 	 	 	Mentre	 que	 les	 implementacions	 amb	 GPUs	 es	 basen	 únicament	 en	 software,	 transparents	 a	l'arquitectura,	 les	 realitzades	 amb	 FPGA	 requereixen	 un	 gran	 coneixement	 en	 aspectes	
hardware	tals	com	restriccions	en	tamany	de	memòria	o	temporals;	però	aquest	nivell	de	detall	també	permet	modelar	un	disseny	completament	adaptat	als	nostres	requeriments,	i	especificar	cada	part	del	hardware.	Pel	que	fa	a	costos,	les	GPUs	són	més	eficients	en	relació	a	capacitat	de	còmput	/	preu	de	compra,	però	les	FPGA	són	millors	en	l'energia	que	necessiten	per	computar	[8],	a	més	d'adaptar-se	al	codi	a	executar,	inclosos	els	salts	(els	salts	en	codi	en	GPU	normalment	redueixen	el	seu	rendiment).		 	 	 	 	 	Les	FPGA	són	una	 tecnologia	pràcticament	nova:	van	sorgir	a	 la	meitat	dels	anys	80	com	una	evolució	 de	 les	 memòries	 PROM	 (Programmable	 Read-Only	 Memory)	 i	 els	 dispositius	 PLD	(Programmable	 Logic	 Devices).	 La	 seva	 principal	 característica	 era	 tenir	 la	 capacitat	 de	reprogramar	la	circuiteria	lògica	mitjançant	les	portes	lògiques	disponibles	[9].		 	 	 	 	 		 	
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Amb	el	pas	dels	anys	i	els	avenços	deguts	a	l’explotació	tecnològica,	la	complexitat	de	les	FPGA	ha	crescut	notablement	(com	tot	el	hardware	en	general),	així	com	el	seu	potencial.	Si	bé	a	l’inici	el	seu	ús	no	estava	molt	estès,	actualment	es	poden	trobar	en	quasi	qualsevol	sistema:	Centres	de	Processament	de	Dades,	Aeroespacial,	Medicina,	Seguretat,	Telecomunicacions...	[10]	[11]		 	 	 	 	 	Tenint	en	compte	que	aquest	projecte	forma	part	del	projecte	AXIOM,	on	es	busca	un	hardware	de	baix	consum	energètic,	 s'ha	decidit	utilitzar	una	FPGA.	Aquesta	solució	consta	d'una	major	eficiència	energètica	que	les	GPUs,	i	el	seu	alt	nivell	de	paral·lelisme	la	fa	òptima	pel	problema	que	es	planteja.		2.2	Formulació	del	problema	 	 	 	 	 	 	 	En	aquest	 projecte	 es	 parteix	 d’una	 aplicació	 anomenada	Face	Detection	que	pertany	 a	Herta	Security,	una	empresa	que	es	dedica	a	oferir	solucions	software	de	seguretat	 i	vigilància,	 i	que	està	interessada	a	millorar	la	qualitat	del	seu	producte.	Aquesta	aplicació	permet	detectar	cares	humanes	 en	 una	 imatge,	 per	 més	 tard	 poder-les	 analitzar.	 L’objectiu	 d’aquest	 projecte	 és	accelerar-la,	 aconseguir	 que	 sigui	 més	 ràpida,	 mantenint	 els	 mateixos	 resultats,	 amb	 un	
hardware	específic,	implementat	en	una	FPGA,	per	una	part	de	l'aplicació.		 	 	 	 	 	Una	 FPGA	 és	 un	 circuit	 integrat	 reprogramable	 que	 conté	 blocs	 de	 lògica	 que	 es	 poden	configurar	amb	un	llenguatge	de	descripció	de	hardware.	D’aquesta	manera,	es	pot	dedicar	una	tasca	concreta	a	la	FPGA,	i	modificar-la	quan	es	desitgi.	A	més,	els	blocs	lògics	poden	treballar	de	forma	independent,	permetent	així	una	execució	paral·lela,	que	es	tradueix	en	una	millora	en	el	temps	d’execució	[9].		 	 	 	 	 	En	concret,	 s’utilitzarà	 un	model	de	FPGA	Zynq	SoC	 (System	on	Chip)	de	 l’empresa	Xilinx,	 i	 es	caracteritzarà	l’aplicació	per	a	poder	després	utilitzar-la	sota	un	model	de	programació	paral·lel	i	heterogeni.		2.3	Abast	 	 	 	Per	 començar,	 s’analitzarà	el	 codi	de	 l’aplicació	en	 el	 seu	entorn	normal	 (x86,	Ubuntu	15.10),	amb	 un	 exhaustiu	 profiling	 que	 permeti	 detectar	 quines	 parts	 requereixen	 més	 temps	d’execució,	així	com	altres	aspectes	com	la	quantitat	de	memòria	requerida,	el	nombre	de	crides	a	 funcions	o	 la	quantitat	d’I/O.	Aquest	estudi	 serà	molt	 important	per	determinar	 com	es	pot	usar	 la	 FPGA	 per	 incrementar	 el	 rendiment.	 De	 la	 mateixa	 manera,	 s’analitzarà	 la	 FPGA	disponible	per	extreure	les	seves	característiques.		 	 	 	 	 	Un	cop	detectats	els	punts	claus,	es	pensaran	diverses	estratègies	d’incloure	la	tasca	estudiada	en	 la	 FPGA,	 i	 s’implementaran;	 primer	 en	 l’entorn	 x86	 per	 comprovar	 el	 seu	 correcte	funcionament,	 i	més	 tard	utilitzant	una	eina	de	descripció	de	hardware	per	a	establir-la	en	 la	FPGA.		 	 	 	 	 		 	
	Acceleració	d’una	aplicació	de		 	 	 detecció	facial	mitjançant	FPGA		
 9 
Per	últim,	es	realitzaran	un	conjunt	de	proves	amb	la	FPGA	per	cada	estratègia,	i	es	determinarà	quina	és	la	que	dóna	un	millor	rendiment	en	el	temps	d’execució	respecte	a	l’original.	A	més,	es	tractarà	d’optimitzar	aquella	part	de	l’aplicació	que	no	s’executarà	en	la	FPGA,	per	a	aconseguir	el	màxim	SpeedUp.			2.4	Possibles	obstacles	i	solucions		 	 	 	 	 	2.4.1	Limitacions	de	Memòria	de	les	FPGA		 	 	 	Com	la	memòria	interna	(Block	RAM)	de	la	FPGA	és	limitada,	és	possible	que	algunes	maneres	d’enfocar	 la	part	de	 l’aplicació	a	accelerar	en	 la	FPGA	no	siguin	viables	per	 temes	d’espai.	Per	això,	es	farà	un	examen	exhaustiu	primer	de	tot	per	determinar	els	requeriments	de	cada	una.	En	concret,	es	consideraran	els	següents	punts:	 	 	 	 	 	
● Tenir	la	informació	necessària	de	les	mides	màximes	de	les	memòries	que	es	necessiten	en	la	implementació.	
● Decidir	si	el	disseny	de	hardware	ha	de	treballar	a	blocs,	i	per	tant	pugui	funcionar	amb	mides	diferents	d’entrada.	
● Decidir	 si	 és	 possible	 un	disseny	que	 es	 pugui	 parametritzar	 i	 sintetitzar	 cada	 vegada	per	a	que	s’ajusti	a	l’entrada	de	dades.		 	 	 	 		 	 	2.4.2	Diferents	precisions	en	els	càlculs	En	 el	 moment	 d’integrar	 i	 utilitzar	 la	 FPGA,	 el	 rendiment	 pot	 ser	 òptim	 però	 els	 resultats	incorrectes	respecte	a	l’original,	degut	a	faltes	de	precisió	per	exemple.	Per	aquest	motiu,	abans	d’incloure	 cada	 tasca	 en	 la	 FPGA	es	 comprovarà	 el	 seu	 correcte	 funcionament	 en	 entorn	 x86,	arquitectura	SMP	(Symmetric	Multi-Processing).	També	es	valorarà	si	aquesta	diferència	en	els	resultats	és	crítica,	o	si	bé	no	suposa	un	problema	pel	funcionament	de	l’aplicació.	 	 	2.4.3	Inexperiència	amb	el	software/hardware	El	llenguatge	de	descripció	de	hardware	sovint	crea	confusions,	ja	que	només	s’utilitza	quan	es	necessita	 configurar	 un	 dispositiu,	 i	 treballa	 a	 un	 nivell	 molt	 baix.	 Per	 contra,	 la	 majoria	 de	llenguatges	usats	no	han	de	tenir	en	compte	aspectes	com	la	freqüència	del	rellotge,	el	bitrate,	el	nombre	de	canals	d’I/O....	Mitjançant	reunions	 i	consultes	amb	el	 tutor	 i	cercant	 informació	es	resoldrà	aquest	obstacle.	 	 	 	 	 	2.4.4	Dependència	de	l'entrada	de	dades	 	 	 	En	finalitzar	el	projecte	podria	ocórrer	que	els	resultats	només	fossin	correctes	per	les	imatges	de	prova	inicials.	Per	evitar-ho,	s’implementaran	una	sèrie	d’scripts	amb	diferents	imatges	per	validar	el	resultat	final.			
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2.5	Metodologia	i	rigor		 	 	 	 	 	Per	desenvolupar	aquest	projecte	s’ha	de	tenir	en	compte	el	temps	del	què	es	disposa	(4	mesos),	el	qual	 implica	que	 s’ha	de	 seguir	una	metodologia	prou	àgil	per	assolir-lo.	Per	 aquest	motiu,	s’ha	decidit	seguir	una	metodologia	SCRUM	[13]	i	avançar	el	projecte	en	petits	passos	però	cada	un	d’una	 forma	 efectiva	 i	 ràpida.	 A	més,	 això	 permetrà	 tenir	 una	 visió	molt	 actual	 de	 la	 seva	situació,	i	evitar	possibles	errors	futurs	que	fossin	difícils	de	localitzar.		 	 	 	 	 	Per	no	desviar-se	de	la	ruta	del	projecte,	es	faran	reunions	amb	el	director	cada	vegada	que	s’hi	progressi,	de	manera	que	existeixi	un	feedback	constant	sobre	el	seu	estat,	i	es	puguin	plantejar	noves	direccions	sobre	aquest.	A	part,	mensualment	es	realitzaran	reunions	amb	el	grup	AXIOM	per	posar	en	comú	els	avenços	i	poder	comunicar	possibles	dubtes.		2.5.1	Eines	de	desenvolupament	 	 	 	 	A	causa	del	fet	que	el	codi	no	és	open	source,	s’utilitzarà	Google	Drive	per	guardar	cada	canvi	en	el	projecte,	de	manera	que	només	sigui	accessible	per	mi	i	les	persones	autoritzades.		 	 	 	 	 	Pel	que	fa	a	eines	de	descripció	de	hardware,	s’utilitzarà	el	software	Vivado	HLS	(versió	2016.2	64-bit)	 i	 SDSoC	 (versió	2016.2	64-bit),	 ambdues	de	Xilinx,	 les	quals	ofereixen	mecanismes	de	gran	potencial	per	poder	configurar	les	FPGA.	També	es	necessitaran	eines	de	connexió	amb	la	placa,	com	Minicom,	una	aplicació	que	permet	llegir	de	sèrie.	 	 	 	 	 	2.5.2	Mètodes	de	validació	 	 	 	 	Per	 realitzar	 un	 seguiment	 del	 correcte	 avanç	 del	 projecte,	 es	 concertaran	 reunions	 amb	 el	director	 periòdicament,	 així	 com	 les	 reunions	 del	 grup	AXIOM.	A	més,	 es	 podran	 tenir	 com	 a	referència	les	imatges	d’exemple	d’entrada,	per	comprovar	en	qualsevol	moment	si	els	resultats	obtinguts	són	vàlids.		2.6	Planificació	temporal	 	 	2.6.1	Duració	del	projecte	 	 	 	 	 	 	 	El	 temps	 estimat	 per	 la	 realització	 d’aquest	 projecte	 és	 de	 4	 mesos,	 corresponent	 al	quadrimestre	de	primavera	2016	-	2017	(febrer	2017	-	juny	2017).	Es	durà	a	terme	seguint	una	planificació	temporal	dissenyada	per	assolir	tots	els	objectius	dins	del	termini	marcat,	tot	i	que	en	algunes	fases	del	projecte	poden	sorgir	 imprevistos	o	modificacions	que	en	facin	desviar	el	seu	compliment.	Per	aquest	motiu	també	s’ha	dissenyat	un	pla	d’acció	per	a	poder-los	corregir.				 	
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2.6.2	Recursos	 	 	 	 	 	Per	desenvolupar	el	projecte	correctament	s’utilitzaran	els	següents	recursos:		
• Hardware	 	 	 	- Placa	ZedBoard	amb	FPGA	Zynq	SoC	integrada.	- Ordinador	personal	MacBook	Pro.	
• Software	- SDSoC	(versió	2015.4	64-bit),	entorn	de	compilació	de	software	i	hardware	que	integra	Vivado,	Vivado	HLS	i	un	sistema	eclipse	per	a	editar	i	anotar	el	codi	C.	- Vivado	 HLS	 (versió	 2015.4	 64-bit),	 programa	 per	 la	 configuració	 de	hardware.	- Vivado	(versió	2015.4),	programa	per	la	configuració	de	hardware.	- Minicom,	eina	que	permet	comunicar-se	de	forma	sèrie	a	la	placa.	- Model	 OmpSs:	 compilador	 font	 a	 font	 Mercurium	 i	 llibreria	 de	 runtime	Nanos++.	 Tots	 dos	 són	 necessaris	 per	 a	 poder	 utilitzar	 el	 model	 de	programació	paral·lela	OmpSs.	- Gprof,	eina	que	permet	fer	profiling	d’una	aplicació.	- Oprof,	eina	que	permet	fer	profiling	d’una	aplicació,	més	complet	que	gprof.	- Make,	eina	per	generar	executables	automàticament.	- El	codi	del	programa	Face	Detection.	- Gedit,	editor	de	text.	- Microsoft	Word,	programa	per	escriure	documents.	- Adobe	Acrobat	Reader,	un	visualitzador	de	PDFs.	- Google	Drive,	eina	per	guardar	arxius	i	crear	documents	en	el	cloud.	- Racó	de	la	FIB,	plataforma	per	veure	l’estat	del	projecte	i	modificar-lo.	- Atenea	de	la	UPC,	plataforma	pel	seguiment	de	l’assignatura	GEP.	- Humans	- El	desenvolupador	del	projecte	(l’estudiant).	- El	director	i	codirector	del	projecte,	que	en	faran	un	seguiment	i	ajudaran	a	l’estudiant			 	
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2.6.3	Descripció	de	les	fases	A	 continuació	 s’especifiquen	 el	 conjunt	 de	 fases	 i	 tasques	 que	 les	 componen	 que	 es	 duran	 a	terme	en	aquest	projecte,	ordenades	cronològicament.	
Planificació	del	projecte	Aquesta	etapa	es	correspon	amb	les	6	entregues	de	 l’assignatura	GEP	(Gestió	de	Projectes).	El	seu	objectiu	és	definir,	planificar	i	gestionar	el	projecte,	i	inclou	els	següents	aspectes:	
• Definició	de	l’abast	i	contextualització	(24,5	hores)	
• Planificació	temporal	(8,25	hores)	
• Gestió	econòmica	i	sostenibilitat	(9,25	hores)	
• Presentació	preliminar	(6,25	hores)	
• Plec	de	condicions	(12,5	hores)	
• Presentació	oral	i	document	final	(18,25	hores)	El	 temps	 total	 de	 dedicació	 a	 aquesta	 tasca	 és	 de	 79	 hores,	 i	 els	 recursos	 necessaris	 són	 un	ordinador,	l’Adobe	Acrobat	Reader,	l’Atenea	de	la	UPC,	el	Google	Drive	i	el	Microsoft	Word.	
Estudi	inicial	Pel	 desenvolupament	 d’aquest	 projecte	 s’usaran	 unes	 eines	 de	 descripció	 de	 hardware	 que	normalment	són	desconegudes	si	no	s’hi	ha	treballat	prèviament.	Per	això,	abans	de	començar	se	 cercarà	 informació	 sobre	 el	 seu	 funcionament	 i	 es	 realitzaran	 un	 seguit	 de	 proves	 amb	programes	d’exemple	per	acostumar-s’hi.			Per	 altra	 banda,	 també	 es	 necessitarà	 conèixer	 les	 característiques	 de	 la	 FPGA	 que	 s’usarà.	Aquest	 estudi	 permetrà	 saber	 com	 es	 pot	 configurar	 per	 explotar-la	 i	 treure-li	 el	 màxim	rendiment.			També	es	farà	un	estudi	en	profunditat	del	codi	del	programa.	Es	mirarà	quins	són	els	passos	de	la	 seva	 execució,	 quines	 estructures	 de	 dades	 utilitza	 i	 es	 farà	 un	 profiling	 per	 treure’n	informació	 rellevant	 (e.g.	 nombre	 de	 crides	 a	 sistema,	 nombre	 d’accessos	 a	 memòria,	 temps	d’execució	de	les	funcions…).			A	 partir	 d’aquesta	 anàlisi	 s’extrauran	 les	 diferents	 conclusions	 per	 contemplar	 com	 es	 pot	utilitzar	 la	FPGA,	 tenint	en	compte	 les	seves	propietats.	S’identificaran	 fragments	de	codi	amb	entitat	suficient	per	a	ser	tasques	i	poder	ser	executades	en	paral·lel.			El	temps	estimat	per	aquesta	tasca	és	de	60	hores,	i	els	recursos	necessaris	seran	un	ordinador,	la	FPGA	Zynq	SoC,	 els	programes	SDSoC	 i	Vivado	HLS,	 eines	de	profiling	 com	gprof	 i	 oprofile,	l’editor	gedit,	el	Google	Drive	i	el	codi	del	programa	Face	detection.		
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Desenvolupament	de	les	estratègies	Un	cop	es	tingui	clar	quina	part	del	codi	s’accelerarà	en	la	FPGA,	es	pensaran	diverses	maneres	d’implementar-les.	 Aquestes	 poden	 variar	 depenent	 del	 volum	 de	 dades	 que	 s’utilitzi,	 com	s’accediran	a	elles,	quines	seran	les	seves	sortides…			Per	 evitar	 problemes	 posteriors,	 aquestes	 estratègies	 s’implementaran	 primer	 de	 tot	 en	 un	entorn	 d’un	 processador	 de	 caràcter	 general	 com	 un	 ordinador	 compatible	 x86.	 Així,	 es	 pot	validar	 que	 el	 software	 és	 correcte,	 i	 que	 si	 en	 pròximes	 etapes	 els	 resultats	 no	 fossin	 els	esperats,	no	seria	degut	a	un	codi	defectuós,	més	difícil	de	depurar	en	hardware.			Per	acabar,	cada	una	d’aquestes	estratègies	s’adaptarà	als	requeriments	de	la	FPGA	mitjançant	Vivado	 HLS,	 que	 és	 un	 framework	 de	 compilació	 de	 llenguatge	 d'alt	 nivell	 a	 llenguatge	 de	descripció	de	hardware	 i	 síntesi	 cap	a	una	FPGA.	En	una	segona	part,	 integrarem	aquest	codi,	desenvolupat	 a	 Vivado	 HLS,	 a	 una	 aplicació	 amb	 anotacions	 OmpSs.	 OmpSs	 és	 un	 model	 de	programació	basat	en	 tasques	 i	per	a	sistemes	heterogenis	que	suporta	 l'execució/acceleració	de	tasques	en	les	FPGAs.			El	 temps	 estimat	 per	 aquesta	 tasca	 és	 de	 300	 hores,	 i	 els	 recursos	 necessaris	 seran	 un	ordinador,	els	programes	Vivado	i	Vivado	HLS,	el	model	de	programació	OmpSs,	l’editor	gedit	i	el	Google	Drive.	
Integració	de	la	FPGA	En	aquesta	etapa	s’executarà	el	codi	modificat	amb	les	diferents	versions	implementades	en	el	punt	anterior	en	la	FPGA.	Es	comprovarà	si	els	resultats	obtinguts	són	correctes,	i	en	cas	de	no	ser-ho	s’analitzarà	on	es	troben	els	errors.	A	més,	es	guardaran	dades	de	cada	execució	com	el	temps	 total,	 el	 temps	 dedicat	 només	 a	 la	 part	 accelerada	 en	 la	 FPGA,	 el	 nombre	 d’accessos	 a	memòria,	com	està	distribuïda	la	memòria,	recursos	utilitzats	de	la	FPGA,	etc.			El	temps	estimat	per	aquesta	tasca	és	de	30	hores,	i	els	recursos	necessaris	seran	un	ordinador,	l’eina	de	connexió	amb	la	placa	Minicom,	l’editor	gedit,	la	FPGA	Zynq	SoC	i	el	Google	Drive.	
Millores	A	partir	dels	resultats	extrets	en	les	execucions	en	la	FPGA,	s’escolliran	aquelles	estratègies	on	el	temps	d’execució	sigui	el	més	òptim,	 i	s’aplicaran	millores	conscients	de	l’arquitectura	de	la	FPGA	(que	en	la	fase	2.2	Estudi	inicial	s’ha	estudiat).			Aquestes	millores,	per	una	banda,	es	poden	aplicar	en	el	codi,	i	centrar-se	a	reduir	les	fallades	de	memòria,	 paral·lelitzar	 alguns	 càlculs	 o	 eliminar	possibles	dependències.	 Per	 l’altra,	 es	 poden	realitzar	en	la	configuració	que	es	faci	de	la	FPGA,	com	el	temps	de	cicle,	el	nivell	de	pipelining	o	el	nombre	de	blocs	lògics	a	utilitzar.				 	
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Per	 últim,	 es	 comprovarà	 que	 amb	 aquestes	 optimitzacions	 els	 resultats	 continuen	 sent	correctes,	i	es	verificarà	quina	millora	en	el	rendiment	ofereixen.		El	temps	estimat	per	aquesta	tasca	és	de	60	hores,	i	els	recursos	necessaris	seran	un	ordinador,		l’editor	 gedit,	 els	 programes	 Vivado	 i	 Vivado	 HLS,	 el	 model	 de	 programació	 OmpSs,	 la	 FPGA	Zynq	SoC	i	el	Google	Drive.	
Etapa	final	Per	acabar,	el	projecte	conclourà	amb	la	redacció	definitiva	de	la	memòria	i	la	preparació	de	la	presentació	davant	del	tribunal.			El	temps	estimat	per	aquesta	tasca	és	de	50	hores,	i	els	recursos	necessaris	seran	un	ordinador,		l’Adobe	Acrobat	Reader,	el	Racó	de	la	FIB	i	el	Google	Drive.	2.6.4	Temps	estimat	per	fase	En	la	següent	taula	s’indica	el	temps	estimat	per	cada	fase.		Id	 Fase	 Estimació	de	temps	(en	hores)	1	 Planificació	del	projecte	 79	2	 Estudi	inicial	 60	3	 Desenvolupament	de	les	estratègies	 300	4	 Integració	de	la	FPGA	 30	5	 Millores	 60	6	 Etapa	Final	 50			 Total	 579	
Taula	1:	Estimació	del	temps	per	cada	fase			En	l'annex	1	s'indica,	mitjançant	un	diagrama	de	Gantt,	la	duració	en	el	temps	de	cada	fase.			
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2.6.5	Explicitació	de	les	dependències	En	la	següent	figura	es	mostren	les	dependències	entre	les	fases.		
	
Figura	1:	Graf	de	dependències	entre	les	fases	2.6.6	Eventuals	desviacions	i	pla	d’acció	Com	 s'ha	 indicat	 en	 l'apartat	 anterior,	 s’utilitzarà	 una	metodologia	SCRUM.	 Aquest	mètode	 és	dinàmic	 i	 permet	 revisar	 i	 modificar	 la	 planificació	 inicial	 del	 projecte	 si	 es	 produeixen	desviacions.	 Com	 en	 la	 planificació	 temporal	 les	 hores	 són	 aproximades,	 poden	 ocórrer	 dues	situacions:	
● Una	tasca	dura	menys	temps	del	planificat.	Això	no	suposarà	cap	problema,	i	s’iniciarà	la	següent	tasca	immediatament.	
● Una	 tasca	 dura	 més	 temps	 del	 planificat.	 En	 aquest	 cas	 s’haurà	 d’allargar	 la	 tasca	 i	començar	la	següent	quan	es	finalitzi,	ja	que	una	tasca	depèn	de	l’anterior	pel	seu	inici.	No	obstant	això,	si	aquesta	tasca	és	Optimitzacions	conscients	de	l’arquitectura,	o	aquesta	encara	no	s’ha	començat,	 i	 el	 termini	és	molt	proper,	 es	decidirà	 si	deixar-la	en	 l’estat	que	es	trobi	i	no	completar-la.		Aquestes	 possibles	 desviacions	 no	 afectarien	 el	 consum	 de	 recursos.	 Per	 validar	 l’estat	 del	projecte	en	tot	moment,	es	realitzaran	reunions	periòdiques	amb	el	director	i	mensuals	amb	el	grup	 AXIOM.	 Amb	 aquesta	 planificació	 s’assegura	 la	 finalització	 del	 projecte	 en	 el	 temps	establert.	
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2.7	Gestió	econòmica	El	desenvolupament	de	qualsevol	projecte	requereix	un	pla	per	gestionar	correctament	els	seus	costos.	 En	 la	 fase	 de	 planificació	 s'han	 de	 realitzar	 estimacions	 segons	 els	 recursos	 que	s'utilitzaran	i	possibles	imprevistos	i,	encara	que	poden	ser	diferents	dels	costos	reals,	és	un	bon	full	de	ruta	a	seguir.	2.7.1	Identificació	i	estimació	dels	costos	Les	 fases	 indicades	 en	 el	 diagrama	 de	 Gantt	 tenen	 costos	 de	 recursos	 humans,	 hardware,	
software	 i	 indirectes.	A	 continuació	 es	detallen	 cada	un	per	 separat	 i	 finalment	 s'agrupen	per	estimar	el	pressupost	final.	
Recursos	humans	En	 el	 projecte	 seran	 necessaris	 quatre	 rols	 per	 a	 les	 diferents	 tasques	 a	 desenvolupar.	 No	obstant	això,	serà	una	única	persona,	l'enginyer	informàtic,	el	responsable	d'assumir-los	tots.	El	preu	per	hora,	per	tant,	serà	el	mateix	en	tots	els	casos,	corresponent	a	8	€/h.			En	la	Taula	2	es	mostra	el	nombre	d'hores	estimades	a	dedicar	a	cada	rol	i	el	cost	total	estimat	per	a	 cada	un.	Per	un	major	detall,	 en	 la	Taula	3	 s'indiquen	 les	 tasques	assignades	 i	hores	de	dedicació	estimades.		
	Rol	 Hores	estimades	 Cost	estimat	(€)	
Cap	de	projecte	 129	 1032	Dissenyador	 30	 240	Programador	 350	 2600	Tester	 70	 560	
Total	 579	 4432	
Taula	2:	Hores	i	costs	estimats	per	a	cada	rol											
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	Fase	 Hores	estimades	 Recursos Cost estimat (€) 
Planificació	del	projecte	 79	 	 632	Definició	de	l’abast	i	contextualització	 24.5	 Cap	de	projecte	 196	Planificació	temporal	 8.25	 Cap	de	projecte	 66	Gestió	econòmica	i	sostenibilitat	 9.25	 Cap	de	projecte	 74	Presentació	preliminar	 6.25	 Cap	de	projecte	 50	
Plec de condicions 12.5	 Cap	de	projecte	 100	
Presentació oral i 
document final 18.25	 Cap	de	projecte	 146	
Estudi	inicial	 60	 	 480	Familiarització	amb	l’entorn	 12	 Programador	 96	Familiarització	amb	el	
hardware	 8	 Programador	 64	Anàlisi	del	codi	 40	 Programador	 320	
Desenvolupament	de	les	
estratègies	 300	 	 2400	Disseny	de	les	estratègies	 30	 Dissenyador	 240	Implementació	de	les	estratègies	en	x86	 180	 Programador	 1440	Test	 20	 Tester	 160	Implementació	de	les	estratègies	en	Vivado	HLS	 30	 Programador	 240	Integració	de	les	estratègies	amb	OmpSs	 40	 Programador	 320	
Integració	de	la	FPGA	 30	 	 240	Execució	en	la	FPGA	 20	 Tester	 160	Anàlisi	de	resultats	 10	 Tester	 80	
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Taula	3:	Hores	i	costs	estimats	i	assignacions	per	a	cada	tasca		
Hardware	Per	aquest	projecte	només	seran	necessaris	dos	dispositius:	un	ordinador	personal	i	una	FPGA.	En	la	Taula	4	s'indiquen	els	seus	preus	i	amortitzacions.		
Dispositiu	 Preu	(€)	 Vida	útil	(anys)	
Amortització	
(€)	MacBook	Pro	2.7	GHz	 1299	 7	 62,28	Placa	ZedBoard	 0	 5	 0	
Taula	4:	Preu,	vida	útil	i	amortització	del	hardware		Per	l'estimació	de	l'ordinador	personal	s'ha	considerat	el	coeficient	lineal	màxim	d'amortització	publicat	 al	 BOE-A-2004-14600	 pel	 Govern	 d’Espanya.	 Aquest	 correspon	 a	 un	 25%	durant	 un	període	 màxim	 de	 8	 anys,	 considerant	 una	 jornada	 de	 8	 h	 diàries.	 Tenint	 en	 compte	 que	 la	nostra	jornada	és	de	4	hores	i	que	el	temps	dedicat	al	projecte	serà	d'uns	140	dies,	el	càlcul	de	l’amortització	és	el	següent:	(1299	*	0.25	*140*4)/(8*365)	=	62.28	€			Pel	que	 fa	a	 la	placa	ZedBoard,	el	 seu	preu	real	és	de	445	€,	però	es	 tracta	d'una	donació	del	
Xilinx	University	Program,	i	per	tant	el	seu	cost	és	de	0	€.	
Software	i	llicències	Les	eines	i	programari	que	s'usaran	en	el	projecte	són	gairebé	totes	Open-Source	 i	a	cost	zero.	Altres,	com	Google	Drive	o	Gantter		ofereixen	funcionalitats	suficients	pels	requeriments	en	les	seves	versions	gratuïtes.					
Millores	 60	 	 480	Optimitzacions	conscients	de	l’arquitectura	 40	 Programador	 320	Anàlisi	de	resultats	i	test	 20	 Tester	 160	
Etapa	final	 50h	 	 400	Redacció	de	la	memòria	 35	 Cap	de	projecte	 280	Presentació	oral	del	projecte	 15	 Cap	de	projecte	 120	
Total	 579	 	 4432	
	Acceleració	d’una	aplicació	de		 	 	 detecció	facial	mitjançant	FPGA		
 19 
No	obstant	això,	els	programes	SDSoc,	Vivado	i	Vivado	HLS	necessiten	una	llicència	de	Xilinx	per	poder-se	usar.	El	preu	d'aquesta	és	de	3277	€,	però	també	és	una	donació	del	Xilinx	University	
Program.	 Pel	 que	 fa	 al	 programa	Microsoft	Word,	 tampoc	 té	 cost	 ja	 que	 s'utilitzen	 llicències	disponibles	en	el	conveni	UPC	-	Microsoft.			
Altres	costos	A	 part	 dels	 costos	 directes	 esmentats,	 s'han	 de	 tenir	 en	 compte	 altres	 costos	 que	 també	influeixen	en	la	gestió	econòmica.	
● Costos	 indirectes.	 Aquests	 es	 divideixen	 en	 el	 consum	 elèctric	 i	 l'accés	 a	 internet.	 El	primer	 suposa	 una	 despesa	 de	 28	€,	 considerant	 un	 consum	d'1	Kwh/dia	 i	 una	 tarifa	elèctrica	contractada	de	0.2	€/KWh.	El	segon	suposa	una	despesa	de	103.56	€,	ja	que	la	quota	d'accés	a	 internet	contractada	és	de	45	€/mes	 i	 la	 jornada	és	de	4	hores	durant	140	dies.	
● Contingència.	 Per	 poder	 cobrir	 durant	 el	 projecte	 possibles	 despeses	 no	 previstes	 es	reservarà	una	part	relativa	del	pressupost.	En	concret,	un	15%	de	 la	suma	dels	costos	directes	i	indirectes,	el	que	suposa	693.88	€.	
● Imprevistos.	 Un	 problema	 significatiu	 durant	 el	 desenvolupament	 del	 projecte	 seria	l'avaria	d'algun	dels	dos	dispositius,	tot	i	que	la	probabilitat	és	baixa.	Pel	que	fa	a	la	placa	ZedBoard	 no	 ens	 hem	 de	 preocupar,	 ja	 que	 es	 pot	 reemplaçar	 per	 una	 altra	 de	 la	donació.	 No	 obstant,	 per	 l'ordinador	 personal	 considerarem	 un	 risc	 d'un	 10%,	 el	 que	suposa	una	partida	de	0.1	*	1299	=	129,9	€.	
Pressupost	final	Finalment	en	la	Taula	5	s'agrupen	tots	els	costs	calculats	per	determinar	el	pressupost	final.		
Concepte	 Cost	(€)	Recursos	humans	 4432	Hardware	 62.28	Software	 0	Indirectes	 131.56	Contingència	 693.88	Imprevistos	 129.9	
Total	 5450	
Taula	5:	Pressupost	final		2.7.2	Control	de	gestió	Per	comprovar	que	els	recursos	utilitzats	durant	el	projecte	s'adapten	al	pressupost	planificat	es	durà	a	terme	un	control.	Per	una	part,	en	les	reunions	setmanals	amb	el	director	es	parlarà	sobre	 les	 hores	 dedicades	 a	 la	 tasca	 que	 s'estigui	 desenvolupant	 en	 aquell	 moment.	 Per	 una	altra,	en	finalitzar	cada	fase	es	realitzarà	una	anàlisi	per	determinar	les	hores	reals	dedicades	i	comparar-les	amb	 les	estimades.	Si	 la	diferència	és	molt	notable	s'intentarà	esbrinar	a	què	és	degut,	 i	 com	 es	 pot	 solucionar	 perquè	 no	 torni	 a	 ocórrer.	 També	 es	 podrà	 recalcular	 el	pressupost	per	adaptar-lo	a	les	següents	fases.	
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		En	 la	 finalització	 del	 projecte,	 un	 cop	 ja	 s'hagin	 utilitzat	 tots	 els	 recursos,	 s'observarà	 si	 el	pressupost	calculat	va	ser	coherent,	i	en	cas	que	es	quedés	curt	es	podria	destinar	la	partida	a	contingències	a	cobrir	les	despeses.		Per	calcular	les	desviacions	que	puguin	aparèixer	s'utilitzaran	els	següents	indicadors:	
● Desviament	de	mà	d'obra	en	preu	=	(cost	estimat	-	cost	real)	*	consum	d'hores	reals	
● Desviament	 de	 realització	 d'una	 tasca	 en	 preu	 =	 (cost	 estimat	 -	 cost	 real)	 *	 consum	d'hores	reals	
● Desviament	 de	 realització	 d'una	 tasca	 en	 consum	=	 (consum	estimat	 -	 consum	 real)	 *	cost	real	
● Desviament	total	de	la	realització	de	les	tasques	en	consum	=	consum	estimat	-	consum	real	
● Desviament	total	del	pressupost	=	cost	estimat	pressupost	-		cost	real	pressupost 	
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2.8	Sostenibilitat	A	continuació	s'explica	l'estudi	sobre	sostenibilitat	que	s'ha	fet	sobre	el	projecte.	En	la	Taula	6	es	mostra	la	matriu	de	sostenibilitat,	i	en	els	següents	apartats	es	justifica	cada	aspecte.			 	 PPP	 Vida	útil	Ambiental	 Consum	del	disseny	 Petjada	ecològica	8	:	10	 15	:	20	Econòmic	 Factura	 Pla	de	viabilitat	8	:	10	 10	:	20	Social	 Impacte	personal	 Impacte	social	9	:	10	 16	:	20	Rang	sostenibilitat	 25/30	 41/60	66/90	
Taula	6:	Matriu	de	sostenibilitat	2.8.1	Dimensió	ambiental	Llevat	de	la	placa	ZedBoard	que	s'ha	hagut	de	fabricar,	ja	es	disposaven	de	la	resta	de	recursos	necessaris	abans	de	la	realització	d'aquest	projecte.	A	més,	molt	d'ells	són	recursos	software,	els	quals	no	comporten	cap	 impacte	mediambiental.	S'ha	de	 tenir	en	compte	el	consum	energètic	que	 suposen	 els	 dispositius,	 tot	 i	 que	 l'ordinador	 personal	 s'hagués	 utilitzat	 de	 la	 mateixa	manera	sense	la	realització	d'aquest	TFG,	i	la	proporció	de	temps	en	què	s'ha	de	treballar	amb	la	placa	és	baixa	comparada	amb	el	temps	total	del	projecte.			En	la	seva	vida	útil,	l'ús	de	la	placa	ZedBoard	comportarà	una	reducció	en	el	consum	energètic.	Aquesta	 incorpora	 un	 processador	 ARM	 i	 una	 FPGA,	 tots	 dos	 dissenyats	 per	 a	 consums	molt	baixos,	més	que	els	processadors	de	caràcter	general	i	GPUs.	Aquest	és	un	dels	punts	forts	de	les	FPGA,	i	la	idea	de	combinar	FPGA+ARM	és	que	el	seu	energy	efficiency	és	molt	millor	que	altres	solucions	hardware.			Pel	que	fa	a	la	petjada	ecològica,	a	part	del	consum	energètic,	aquest	projecte	no	reduirà	l'ús	de	cap	 recurs;	 el	 que	 suposarà	 serà	 un	 canvi	 en	 el	hardware	 usat.	 No	 hi	 ha	materials	 físics	 com	paper	o	altres	tecnologies	implicades.	A	més,	un	cop	acabada	la	vida	útil		del	projecte	es	podria	reutilitzar	la	placa	per	a	un	altre	de	qualsevol	tipus,	ja	que	és	reprogramable.		2.8.2	Dimensió	econòmica	Per	avaluar	la	viabilitat	econòmica	del	projecte	s'ha	realitzat	un	estudi	per	estimar	els	costs	que	comportarà	cada	tasca,	 tenint	en	compte	recursos	humans,	hardware	 i	software.	A	més,	també	s'han	 tingut	 en	 compte	 altres	 costs	 indirectes	 que	 poden	 influir	 en	 el	 seu	 desenvolupament.	Tanmateix,	el	pressupost	d'aquest	projecte	es	podria	reduir	si	la	persona	que	exerceix	el	rol	de	programador	ja	tingués	experiència	amb	l'entorn	de	treball	i,	per	tant,	no	caldria	una	dedicació	de	temps	en	la	seva	familiarització.			
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En	el	mercat	hi	ha	moltes	solucions	software	per	la	detecció	de	cares	humanes,	una	d'elles	per	exemple	és	la	del	programa	d'aquest	projecte.	Però	el	que	aquest	projecte	pot	aportar	al	mercat	és	una	millora	qualitativa	respecte	a	les	altres:	si	bé	primer	de	tot	s'ha	de	comprar	la	placa,	 la	seva	reducció	en	el	temps	d'execució	pot	atreure	a	molts	clients	que	busquin	un	producte	més	acurat,	augmentant	així	les	vendes.			A	més,	com	s'ha	indicat	en	altres	apartats,	el	projecte	forma	part	d'un	altre	més	gran	anomenat	AXIOM,	un	projecte	europeu	finançat	on	el	BSC	hi	participa	i	investiga.	2.8.3	Dimensió	social	Personalment,	 la	 realització	 d'aquest	 projecte	 m'aporta	 una	 experiència	 a	 l'hora	 de	 treballar	amb	arquitectures	que	fins	al	moment	m'eren	desconegudes.	El	fet	d'haver	de	cercar	informació	i	documentació		i	d'haver	de	configurar	aspectes	informàtics	a	un	nivell	lògic	molt	baix	permet	tenir	una	 idea	clara	del	procés	d'investigació,	 i	poder	aplicar	aquells	conceptes	que	s'han	anat	adquirint	al	llarg	de	la	carrera.			Aquest	 projecte	 pot	 millorar	 la	 seguretat	 de	 les	 persones	 sense	 que	 es	 donin	 compte.	Actualment	hi	ha	circuits	de	vigilància	en	molts	espais	públics	(i	també	privats),	però	molts	cops	la	seva	única	funció	és	gravar	vídeo.	El	que	aporta	aquest	estudi	és	una	detecció	de	les	cares	que	apareixen,	d'una	forma	ràpida,	per	a	poder-les	processar	i	comparar	en	una	següent	etapa,	i	així	evitar,	per	exemple,	possibles	atacs	terroristes.	També	es	podria	enfocar	des	del	punt	de	vista	de	domòtica	i	adaptabilitat	dels	sistemes	a	les	necessitats	de	cada	persona.									 	 			 	 	 	 		 	 	 		 	 			 	 	 	 		
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3.	Entorn	de	treball	En	 aquest	 apartat	 s’expliquen	 les	 principals	 eines	 que	 s’han	 utilitzat	 per	 desenvolupar	 el	projecte.	3.1	Aplicació	FaceDetection	L’aplicació	 en	 la	 qual	 es	 basa	 tot	 el	 projecte	 es	diu	FaceDetection	 i	 pertany	 a	 l’empresa	Herta	
Security.	 La	 seva	 distribució	 pública	 està	 prohibida,	 però	Herta	 Security	 l’ha	 cedit	 al	 projecte	europeu	 AXIOM	 per	 tal	 d’ajudar	 en	 el	 seu	 desenvolupament.	 Amb	 el	 fi	 d’accelerar-la	 amb	 la	FPGA,	s’ha	hagut	d’estudiar	la	seva	configuració	i	el	seu	funcionament.		En	 un	 context	 real,	 l’aplicació	 s’utilitzarà	 en	 càmeres	 de	 videovigilància.	 Per	 tant,	 rebrà	 com	entrada	 una	 imatge,	 que	 serà	 d’alta	 definició	 amb	 una	 resolució	 de	 1920X1080	 píxels.	 La	quantitat	d’imatges	que	rebrà	per	segon,	és	a	dir,	els	 fps	 (Frames	Per	Second),	dependrà	de	 la	velocitat	del	processament	d’aquestes.	Això	implica	que	reduir	el	temps	d’execució	de	l’aplicació	millorarà	la	qualitat	de	la	vigilància.		Les	cares	que	poden	haver-hi	en	una	imatge	poden	tenir	diferents	tamanys.	Un	exemple	pot	ser	la	proximitat	de	les	cares	a	la	càmera:	com	més	pròximes	es	trobin,	més	grans	es	visualitzaran.	Per	aquest	motiu,	l’aplicació	elabora	un	escalat	previ	de	la	imatge	d’entrada	abans	de	processar-la.	En	concret,	elabora	20	escalats,	cadascun	amb	una	major	reducció	de	la	imatge	que	l’anterior.			Cada	 cop	 que	 s’escala	 la	 imatge	 d’entrada	 l’aplicació	 la	 processa	 en	 busca	 de	 cares.	 Aquest	processament	es	basa	en	realitzar	un	escàner	per	tota	 la	 imatge	escalada,	cercant	patrons	que	defineixen	 la	 forma	 d’una	 cara	 humana.	 La	 detecció	 d’una	 cara	 es	 mostra	 finalment	 amb	 un	requadre	que	 la	delimita.	D’acord	amb	Herta	Security,	 s’ha	establert	que	es	detectaran,	 com	a	màxim,	1000	cares	entre	totes	les	escales	per	cada	imatge	d’entrada.	A	més,	la	mateixa	empresa	ha	 informat	 que	 l’aplicació,	 en	 algunes	 ocasions,	 no	 detecta	 algunes	 cares,	 i	 que	 en	 altres	 en	detecta	 on	 no	 n’hi	 ha.	 No	 obstant	 això,	 aquest	 projecte	 no	 busca	 millorar	 la	 precisió	 dels	resultats,	sinó	accelerar	els	que	s’obtenen.			
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Com	a	joc	de	prova,	s’ha	utilitzat	la	següent	imatge	(Figura	2)	on	hi	apareix	un	grup	de	persones	i	algunes	es	troben	més	properes	que	altres:	
	
Figura	2:	Imatge	de	prova	d’entrada	per	a	l’aplicació	FaceDetection		La	sortida	de	l’aplicació	FaceDetection	per	a	aquesta	imatge	és	la	següent	(Figura	3):	
	
Figura	3:	Sortida	de	l’aplicació	FaceDetection	per	a	la	imatge	de	prova		Com	es	pot	observar,	 l’aplicació	detecta	 les	 cares	de	 les	persones	que	apareixen	en	 la	 imatge,	però	no	de	totes.	A	més,	en	la	part	inferior	s’observen	alguns	requadres	de	detecció	on	no	hi	ha	cap	cara	humana.		
	Acceleració	d’una	aplicació	de		 	 	 detecció	facial	mitjançant	FPGA		
 25 
L’aplicació	està	programada	en	C++	i	formada	per	diversos	fitxers	de	codi	font	i	capçalera.	Entre	ells,	es	destaquen	els	fitxers	 lbp_cpu_face_detector.cpp	 i	det_lbp_data.cpp.	Mentre	que	el	primer	inclou	les	funcions	que	escalen	la	imatge	i	que	la	processen,	el	segon	conté	matrius	de	dades	que	s’utilitzen	per	comparar	i	determinar	si	en	una	regió	de	la	imatge	s’hi	troba	una	cara	humana.	3.2	Zynq-7000	El	hardware	que	s’ha	elegit	per	accelerar	l’aplicació	FaceDetection	és	un	xip	de	la	família	Zynq-7000	AP	SoC	(All	Programmable	System	on	Chip)[14].	Aquest	chip	es	troba	en	diferents	plaques,	però	 en	 aquest	 projecte	 s’ha	 decidit	 utilitzar	 la	 placa	 ZedBoard[15]	 amb	 una	 Zynq	 XC7Z020	(Figura	4).	L’arquitectura	d’aquest	xip	està	formada	per	dues	parts:	per	una	banda,	el	Sistema	de	Processament	(en	anglès	PS,	Processing	System),	que	inclou	2	processadors	ARM	Cortex-A9;	per	l’altra,	la	Lògica	Programable	(en	anglès	PL,	Programmable	Logic),	que	inclou	la	FPGA.		
	
Figura	4:	Placa	ZedBoard	amb	Zynq	XC7Z020		Pel	que	fa	al	Sistema	de	Processament,	aquest	conté	2	processadors	ARM	Cortex-A9	que	poden	treballar	a	una	freqüència	de	667MHz.	Aquests	processadors	disposen	de	2	nivells	de	memòria	caché;	un	primer	nivell	 independent	de	32	KB	de	dades	 i	32	KB	de	d’instruccions,	 i	 un	 segon	nivell	compartit	de	512	KB.	A	més,	inclou	memòria	On-Chip	de	256	KB,	interfícies	per	accedir	a	memòries	 DDR3	 (d’1	 GB	 d’espai	 d’adreces)	 i	 SRAM	 i	 les	 interconnexions	 necessàries	 per	connectar-se	amb	la	Lògica	Programable	i	els	perifèrics	exteriors.					
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Pel	que	fa	a	la	Lògica	Programable,	la	seva	arquitectura	es	basa	en	un	conjunt	de	cel·les	lògiques	que	es	poden	programar.	Aquestes,	a	la	vegada,	s’agrupen	i	formen	el	que	es	coneix	com	Blocs	de	 Lògica	 Configurable	 (en	 anglès	 CLB,	 Configurable	 Logic	 Blocks).	 Els	 CLBs	 consisteixen	 en	LUTs	 (Look	Up	 Tables),	 que	 inclouen	 les	 possibles	 sortides	 per	 totes	 les	 dades	 d’entrada	 que	s’esperen,	 Flip-Flops	 (registres)	 i	 Adders	 (sumadors).	 A	 més,	 la	 Lògica	 Programable	 també	incorpora	 altres	 blocs,	 com	el	 de	memòria	 (BRAM),	 el	 de	processament	digital	 del	 senyal	 (en	anglès	 DSP,	Digital	 Signal	 Processor)	 i	 el	 d’entrada/sortida	 (Input/Output).	 En	 la	 Figura	 5	 es	mostra	un	esquema	d’aquesta	arquitectura:		
	
Figura	5:	Arquitectura	de	la	Lògica	Programable		En	 concret,	 la	 Zynq	 XC7Z020	 compte	 amb	 85.000	 cel·les	 lògiques	 programables,	 i	 es	 poden	configurar	fins	a	53.200	LUTs,	106.400	Flip-Flops	i	220	DSPs.	En	termes	de	memòria,	disposa	de	140	BRAMs	de	36	Kb,	amb	un	capacitat	total	de	4,9	Mb.		En	 la	 Figura	 6	 es	 mostra	 l’arquitectura	 de	 la	 família	 Zynq-7000,	 amb	 el	 Sistema	 de	Processament,	la	Lògica	Programable	i	les	interconnexions.				
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Figura	6:	Arquitectura	de	la	família	AP	SoC	Zynq-7000.	
En	la	part	superior	el	Sistema	de	Processament,	en	la	part	inferior	la	Lògica	Programable	3.3	Vivado	i	Vivado	HLS	Per	 configurar	 la	 FPGA	 de	 la	 Zynq-7000	 s’ha	 utilitzat	 el	 paquet	 de	 programes	 Vivado	 Design	Suite[16]	de	 l’empresa	Xilinx.	D’aquest	paquet,	 els	programes	amb	què	més	s’ha	 treballat	han	estat	Vivado	High-Level	Synthesis[17]	i	el	propi	Vivado.		Per	 una	 part,	 Vivado	 HLS	 és	 un	 compilador	 de	 C,	 C++	 i	 System	 C	 orientat	 als	 dispositius	 de	Xilinx.	Millora	la	productivitat	de	tot	el	procés,	ja	que	accelera	la	creació	del	model	que	engloba	tot	 el	 codi,	 el	 que	 es	 coneix	 com	 IP.	Aquest	model	 es	 pot	 adaptar	 d’una	 forma	més	 íntegra	 al	dispositiu	 que	 s’utilitzarà	 mitjançant	 directives	 o	 pragmes,	 les	 quals	 permeten,	 per	 exemple,	distribuir	 la	memòria	 entre	 les	 diferents	BRAMs,	modificar	 l’execució	 dels	 bucles	 o	 indicar	 el	tipus	de	bus	que	utilitzaran	els	paràmetres	de	la	funció.					
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Vivado	HLS	també	mostra	informació	important	sobre	els	recursos	utilitzats	pel	model	i	la	seva	execució.	 Aspectes	 com	quantitat	 de	memòria	 requerida,	 registres	 o	 LUTs	 s’han	d’adaptar	 als	recursos	 que	 el	 dispositiu	 escollit	 disposa,	 i	 determinaran	 la	 seva	 viabilitat.	 A	 més,	 poder	observar	 com	s’executa	el	 codi	 a	 través	dels	 cicles	ajuda	a	modificar-lo	per	obtenir	un	menor	temps	d’execució.		
	
Figura	7:	Vivado	HLS.	Informe	d’estimació	de	recursos	(esquerra)	i	execució	del	codi	a	través	dels	cicles	(dreta)		Per	l’altra,	Vivado	permet	crear	dissenys	HDL	(Hardware	Description	Language),	sintetitzar-los	i	analitzar-los.	Aquests	dissenys	es	basen	en	la	integració	i	connexió	de	diferents	IPs,	ja	siguin	de	la	 biblioteca	 d’IPs	 que	 ofereix	 Xilinx	 o	 de	 IPs	 generades	 en	 Vivado	 HLS,	 les	 quals	 es	 poden	exportar.	Vivado,	a	més,	ofereix	 la	possibilitat	de	modificar	paràmetres	Hardware	del	disseny,	tals	 com	 bitrates,	 freqüències	 de	 rellotge	 o	 interconnexió	 entre	 les	 diferents	 IPs.	 Finalment,	permet	generar	un	bitstream,	que	serà	el	binari	que	s’executarà	en	la	FPGA.		
	
Figura	8:	Entorn	gràfic	de	Vivado 
	Acceleració	d’una	aplicació	de		 	 	 detecció	facial	mitjançant	FPGA		
 29 
3.4	OmpSs	programming	model	Per	 últim,	 s’ha	 integrat	 l’aplicació	 FaceDetection	 en	 la	 Zynq	 XC7Z020	 amb	 el	 model	 de	programació	OmpSs.	Desenvolupat	en	el	BSC,	OmpSs	té	com	a	objectiu	integrar	característiques	del	model	de	programació	StarSs	(també	desenvolupat	en	el	BSC)	alhora	que	estén	OpenMP	amb	noves	 directives.	 Basat	 en	 la	 creació	 de	 tasques,	 busca	 suportar	 execucions	 paral·leles	asíncrones	i	heterogènies.		Com	 en	 OpenMP,	 en	 OmpSs	 s’assignen	 dependències	 de	 dades	 entre	 diferents	 tasques	 del	programa	per	aconseguir	una	paral·lelització	asíncrona.	Aquestes	dependències	s’indiquen	en	la	directiva	task	 i	poden	ser	d’entrada	(in),	sortida	(out)	o	entrada/sortida	(inout),	creant	així	un	graf	 de	 dependències	 en	 temps	 d’execució.	 OmpSs	 estén	 aquesta	 directiva	 amb	 una	 nova	clàusula,	concurrent,	que	permet	l’execució	concurrent	de	tasques.	La	directiva	taskwait,	per	la	seva	part,	 també	s’estén	amb	 la	 clàusula	on,	permetent	que	només	s’hagi	d’esperar	a	aquelles	tasques	que	produeixin	dades	output	en	les	variables	indicades.		Les	execucions	heterogènies,	és	a	dir,	execucions	que	es	duen	a	terme	en	diferents	dispositius	a	la	vegada,	s’aconsegueixen	amb	una	nova	directiva:	target.	Amb	aquesta	directiva	es	pot	especificar	on	s’executarà	una	tasca	d’OmpSs,	per	exemple	en	OpenCL,	SMP	o	CUDA.	D’aquesta	manera,	es	podrà	indicar	fàcilment	quina	regió	de	codi	s’haurà	d’executar	en	la	FPGA.		El	model	de	programació	OmpSs	el	constitueixen	fonamentalment	Mercurium	[18]	i	Nanos++	[19].	Per	una	part,	Mercurium	és	un	compilador	source-to-source	que	s’encarrega	de	transformar	les	directives	d’OmpSs	en	codi	que	compleixi	el	seu	propòsit.	Per	l’altra,	Nanos++	és	una	biblioteca	runtime	per	a	l’administració	d’execucions	paral·leles,	com	poden	ser	creacions	de	tasques,	transferències	de	dades	i	sincronitzacions.	
 En	l’annex	2	es	mostra	un	exemple	senzill	d’utilització	d’OmpSs.	El	programa	a	paral·lelitzar	realitza	multiplicacions	en	un	vector,	i	l’objectiu	és	que	aquesta	tasca	s’executi	de	forma	heterogènia	en	una	FPGA.	
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4.	Anàlisi	de	l'Aplicació	Per	 integrar	 la	 FPGA	 en	 l’execució,	 primer	 s’ha	 de	 dur	 a	 terme	 una	 anàlisi	 de	 l’aplicació	
FaceDetection.	D’aquesta	manera	es	podrà	determinar	quines	regions	del	codi	són	candidates	a	ser	accelerades,	així	com	els	seus	requeriments	i	quins	paràmetres	necessiten.		El	guany	que	es	podrà	obtenir	pel	que	fa	a	temps	d’execució	(SpeedUp)	es	pot	analitzar	aplicant	la	 llei	d’Amdahl[20].	Aquesta	 llei	estableix	que	el	guany	en	rendiment	que	ofereix	una	millora	està	 limitat	 per	 la	 fracció	 de	 temps	 que	 s’utilitza	 i	 el	 guany	 que	 comporta.	 En	 la	 Figura	 9	 es	mostra	l’explicació	gràfica	i	la	fòrmula	matemàtica:		
 
Figura	9:	Llei	d’Amdahl.	Explicació	gràfica	(esquerra)	i	fòrmula	matemàtica	(dreta)	4.1	Profiling	a	la	part	ARM	de	la	Zynq	El	profiling	de	l’aplicació	FaceDetection	s’ha	elaborat	utilitzant	només	els	processadors	ARM	de	la	Zynq	i	el	joc	de	proves	subministrat	per	Herta	Security.	En	la	seva	compilació	s’ha	passat	com	a	paràmetre	el	flag	-O3	per	indicar	que	realitzi	totes	les	optimitzacions	possibles.	Primer	de	tot	s’ha	 buscat	 el	 temps	 total	 d’execució,	 i	 després	 les	 funcions	 i	 línies	 de	 codi	 que	 ocupen	més	temps.		Amb	l’eina	/usr/bin/time	s’ha	obtingut	el	temps	total	en	una	execució	de	l’aplicació.	El	resultat	es	mostra	en	la	Figura	10:		
 
Figura	10:	Sortida	de	/usr/bin/time	per	a	l’aplicació	FaceDetection	
	Com	 es	 pot	 veure,	 el	 temps	 total	 d’execució	 és	 de	 940	 mil·lisegons.	 Aquest	 serà	 el	 punt	 de	partida	en	el	que	es	basarà	el	projecte	per	aconseguir	el	major	SpeedUp	possible.	
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A	continuació,	s’han	determinat	quines	funcions	del	codi	requerien	més	temps	d’execució.	Per	a	tal	 fi,	 s’han	 usat	 les	 eines	 gprof[21]	 i	 oprofile[22].	 Aquestes	 eines	 permeten	 fer	 profiling	 de	programes	 i	 analitzar	 quines	 regions	 ocupen	 més	 temps.	 A	 més,	 oprofile	 també	 proporciona	altra	informació	relacionada	amb	accessos	a	memòria,	falles	de	TLB	o	codi	en	assemblador.	Les	sortides	de	gprof	i	oprofile	es	mostren	en	les	Figures	11	i	12,	respectivament:	
 
 
Figura	11:	Sortida	de	gprof	per	a	l’aplicació	FaceDetection	
 
 
Figura	12:	Sortida	de	oprofile	per	a	l’aplicació	FaceDetection	
 Gràcies	 a	 aquestes	 eines	 es	 pot	 observar	 que	 les	 funcions	 AcceleratedFaceDetection	 i	
BilinearResize	 són	 les	 que	 requereixen	 més	 temps	 en	 l’aplicació	 FaceDetection	 (56.52%	 i	43.48%,	respectivament).	En	altres	paraules,	són	el	coll	d’ampolla	en	la	seva	execució,	i	hauran	de	ser	optimitzades	per	a	poder	aconseguir	un	SpeedUp.	Totes	dues	funcions	s’encarreguen	de	processar	 la	 imatge	 d’entrada:	BilinearResize	 l’escala	 per	 als	 possibles	 tamanys	 de	 cares	 que	puguin	 haver-hi,	 i	 AcceleratedFaceDetection	 l’analitza	 en	 busca	 de	 cares.	 Per	 tant,	 no	 és	d’estranyar	que	siguin	les	que	necessitin	més	temps,	ja	que	com	s’havia	comentat	prèviament,	el	processament	d’imatges	no	acostuma	a	ser	trivial.		No	 obstant,	 l’empresa	 Herta	 Security	 ha	 decidit	 optimitzar	 la	 funció	 BilinearResize	 utilitzant	GPU.	 Un	 dels	 seus	 pròxims	 objectius	 és	 aconseguir	 una	 única	 imatge	 composta	 per	 tots	 els	escalats	 de	 la	 imatge	 d'entrada,	 de	 manera	 que	 només	 s'hauria	 de	 cridar	 a	 la	 funció	
AcceleratedFaceDetection	 un	 únic	 cop.	 Per	 tant,	 s’ha	 escollit	 AcceleratedFaceDetection	 com	 a	funció	a	accelerar	en	la	FPGA.	Aplicant	la	llei	d’Amdahl,	el	SpeedUp	ideal	que	es	podria	obtenir,	considerant	una	millora	de	∞	en	aquesta	funció,	és	el	següent:		
	Per	 tant,	 el	 màxim	 guany	 que	 es	 podrà	 obtenir	 en	 l’aplicació	 FaceDetection	 si	 s’optimitza	 la	funció	AcceleratedFaceDetection	serà	de	2.3.	
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4.2	Estudi	dels	requeriments	de	memòria	de	l'accelerador	Un	 dels	 aspectes	 més	 importants	 a	 l’hora	 de	 dissenyar	 un	 accelerador	 per	 a	 la	 FPGA	 és	 la	memòria	que	s’usarà.	Com	la	BRAM	que	disposen	les	FPGA	acostumen	a	ser	limitades,	el	disseny	ha	de	ser	conscient	dels	accessos	a	memòria	perquè	sigui	viable.	Per	això,	primer	s’ha	analitzat	la	funció	a	accelerar	(AcceleratedFaceDetection)	per	determinar	els	seus	requeriments.		La	funció	realitza	un	escàner	per	tota	la	imatge;	parteix	d’un	punt,	i	va	analitzant	els	punts	del	voltant	per	comprovar	si	es	troba	en	una	cara.	Cada	punt	que	s’analitza	obté	una	puntuació,	que	en	 el	 codi	 s’anomena	 score,	 que	 indica	 la	 possibilitat	 que	 aquell	 punt	 es	 tracti	 d’una	 cara.	Finalment,	 l’score	 es	 compara	 amb	 un	 llindar	 que	 pot	 fixar	 l’usuari,	 anomenat	 threshold,	 per	establir	si	en	aquella	part	de	la	imatge	s’hi	troba	una	cara.	Per	tant,	el	threshold	defineix	el	grau	de	precisió	que	tindrà	l’aplicació.	En	aquest	cas,	el	seu	valor	està	fixat	a	30.		Les	principals	estructures	de	dades	que	requereix	la	funció	són	vectors.	Per	una	part,	el	vector	on	 s’emmagatzema	 la	 imatge	 a	 analitzar;	 per	 l’altra,	 els	 vectors	 que	 s’utilitzen	 durant	 la	 seva	execució	per	dur	a	terme	l’anàlisi.	A	més,	també	s’utilitza	un	vector	per	guardar	les	cares	que	es	van	detectant.		El	vector	on	s’emmagatzema	la	imatge	a	analitzar	es	declara	de	la	següent	manera	(Figura	13):		
	
Figura	13:	Vector	frame	on	s’emmagatzema	la	imatge		Com	s’ha	indicat	en	punts	anteriors,	l’aplicació	està	pensada	per	a	rebre	imatges	d’alta	definició	amb	una	 resolució	de	1920X1080	píxels.	Això	 implica	que	aquest	vector	 tindrà	un	 tamany	de	1920	x	1080	=	2.073.600	posicions.	No	obstant,	la	funció	AcceleratedFaceDetection	rep	aquesta	imatge	reduïda	per	un	factor	d’escala,	on	la	primera	vegada	que	la	rep	és	quan	la	imatge	és	més	gran,	 amb	un	 escalat	 de	 0,6.	 Per	 tant,	 el	 tamany	màxim	 a	 considerar	 per	 aquest	 vector	 és	 de	(1920	x	0,6)	x	(1080	x	0,6)	x	sizeof(unsigned	char)	=	746.496	bytes.		Els	vectors	que	s’utilitzen	durant	l’anàlisi	estan	declarats	de	la	següent	manera	(Figura	14):		
	
	
Figura	14:	Declaració	dels	vectors	usats	en	l’anàlisi	(amunt)	i	els	seus	tamanys	(avall)				
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Cada	un	d’ells	conté	dades	preestablertes	per	Herta	Security	per	poder	detectar	si	en	una	regió	de	la	imatge	s’hi	troba	una	cara:	
● DET_LBP_FILTERS:	s’utilitza	per	recórrer	la	imatge	durant	el	seu	processament.	El	seu	tamany	és	de	1000	x	4	x	sizeof(char)	=	4.000	bytes.	
● DET_LBP_THS:	s’utilitza	per	comparar,	en	una	part	de	la	funció,	l’score	acumulat	amb	el	
threshold.	El	seu	tamany	és	de	94	x	sizeof(float)	=	376	bytes.	
● DET_LBP_ALPHAS:	s’utilitza	per	determinar	l’score	del	punt	analitzat.	El	seu	tamany	és	de	1000	x	256	x	sizeof(float)	=	1.024.000	bytes.		Per	 últim,	 s’ha	 de	 considerar	 el	 vector	 on	 es	 guardaran	 les	 deteccions	 facials	 que	 es	 vagin	realitzant.	Aquest	vector	conté	elements	de	la	classe	Detection,	que	indiquen	les	coordenades	on	es	troben	les	cares	detectades.	Els	atributs	d’aquesta	classe	són	els	següents	(Figura	15):		
	
Figura	15:	Atributs	de	la	classe	Detection		Tal	 com	 s’ha	 acordat	 amb	 Herta	 Security,	 per	 a	 cada	 imatge	 d’entrada	 es	 detectaran	 com	 a	màxim	1000	cares.	Per	tant,	el	tamany	màxim	d’aquest	vector	serà	de	1000	x	sizeof(Detection)	=	1000	x	24	bytes	=	24.000	bytes.		Per	 resumir,	en	 la	Taula	7	es	mostren	 les	estructures	de	dades	de	 la	 funció	 junt	amb	els	 seus	tamanys.		 Nom	 Tipus	 Tamany	màxim	(KBytes)	scaledFrame	 unsigned	char	 746,496	DET_LBP_FILTERS	 char	 4	DET_LBP_THS	 float	 0,376	DET_LBP_ALPHAS	 float	 1.024	faces	 Detection	 24	
TOTAL	 	 1.798,872	
Taula	7:	Estructures	de	dades	requerides	per	la	funció	AcceleratedFaceDetection		Com	 es	 pot	 veure,	 la	 memòria	 total	 requerida	 per	 la	 funció	 és	 molt	 superior	 a	 la	 BRAM	disponible	en	la	FPGA	(4,9	Mb,	equivalent	a	612,5	KBytes).	Per	aquest	motiu	una	còpia	completa	d’aquestes	dades	no	és	viable	i	s’han	de	buscar	altres	alternatives.			
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Si	 s’estudia	 més	 en	 detall	 la	 funció,	 es	 pot	 observar	 que	 l’anàlisi	 de	 cada	 regió	 de	 la	 imatge	d’entrada	està	formada	per	dos	bucles.	El	primer	s’encarrega	de	realitzar	un	filtratge	inicial	per	decidir	si	hi	ha	suficients	indicis	per	seguir	analitzant	la	regió.	En	cas	afirmatiu,	s’executa	tot	el	segon	bucle	per	determinar	si	finalment	es	tracta	d’una	cara	humana.	En	la	figura	16	es	mostra	un	pseudocodi	d’aquesta	funció:		 Bucle_x:						Bucle_y:											Bucle_primer_filtratge:																Anàlisi	inicial	de	les	regions	de	la	imatge											Fi											Bucle_segon_filtratge:																Anàlisi	de	les	regions	de	la	imatge	que	han	superat	el	filtre																Recull	de	les	deteccions											Fi						Fi	Fi	Retorn	amb	les	deteccions	
Figura	16:	Pseudocodi	de	la	funció	AcceleratedFaceDetection		El	primer	bucle	de	filtratge	només	s’executa	94	vegades	com	a	màxim	(ja	que	pot	sortir	abans),	mentre	 que	 el	 segon	 bucle	 s’executa	 906	 vegades	 sempre.	 Això	 influeix	 en	 la	 quantitat	 de	memòria	 que	 necessiten	 cadascun,	 ja	 que	 el	 segon	 ha	 de	 recórrer	 més	 posicions	 de	 les	estructures	de	dades.	En	la	Taula	8	es	mostren	els	tamanys	requerits	per	cada	bucle:		
Nom	 Primer	bucle	 Segon	bucle	Posicions	 Tamany	màxim	(KBytes)	 Posicions	 Tamany	màxim	(KBytes)	scaledFrame	 746.496	 746,496	 746.496	 746,496	DET_LBP_FILTERS	 376	 0,376	 3624	 3,624	DET_LBP_THS	 94	 0,376	 0	 0	DET_LBP_ALPHAS	 24.064	 96,256	 231.936	 927,744	
TOTAL	 771.029	 843,504	 982.056	 1.677,864	
Taula	8:	Estructures	de	dades	requerides	per	cada	bucle	de	la	funció	AcceleratedFaceDetection	
	Com	s’observa,	el	segon	bucle	necessita	gairebé	el	doble	de	memòria	que	el	primer	per	poder	executar-se.	Tot	i	això,	la	quantitat	de	memòria	que	necessita	el	primer	encara	no	és	viable	per	la	quantitat	de	BRAM	que	la	FPGA	disposa.	El	principal	coll	d’ampolla	és	el	vector	scaledFrame,	amb	746,496	KBytes.	En	la	Taula	9	es	mostren	els	diferents	tamanys	d’aquest	vector	per	cada	una	de	les	crides,	junt	amb	l’escalat	aplicat:		
	Acceleració	d’una	aplicació	de		 	 	 detecció	facial	mitjançant	FPGA		
 35 
Nº	crida	 Escala	 Tamany	d’scaledFrame	(KBytes)	1	 0.6	 746,496	2	 0.5261	 573,680	3	 0.461302	 440,730	4	 0.404485	 338,336	5	 0.354666	 260,440	6	 0.310983	 199,995	7	 0.27268	 153,762	8	 0.239095	 118,422	9	 0.209646	 90,852	10	 0.183825	 69,696	11	 0.161184	 53,766	12	 0.141331	 41,192	13	 0.123924	 31,521	14	 0.108661	 24,336	15	 0.0952773	 18,564	16	 0.0835423	 14,400	17	 0.0732527	 11,060	18	 0.0642304	 8,487	19	 0.0563194	 6,480	20	 0.0493827	 4,982	
Taula	9:	Escalat	i	tamany	del	vector	on	es	guarda	la	imatge	per	a	cada	crida	a	la	funció	AcceleratedFaceDetection	
	La	 taula	 indica,	per	a	 l’execució	del	primer	bucle,	els	 tamanys	del	vector	scaledFrame	que	són	factibles	de	cabre	en	la	BRAM	(en	verd)	i	els	que	no	(en	vermell).	Tot	 i	que	sumant	només	els	tamanys	 dels	 vectors	 del	 fitxer	 det_lbp_data	 es	 disposarien	 de	 515,492	 KBytes	 per	 poder	guardar	la	imatge	escalada,	no	és	fins	la	cinquena	crida,	amb	un	tamany	de	260,440	KBytes,	que	això	és	viable.	
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4.3	Estudi	de	les	entrades	i	sortides	necessàries	en	l’accelerador	La	capçalera	de	la	funció	AcceleratedFaceDetection	es	mostra	en	la	Figura	17:		
	
Figura	17:	Capçalera	de	la	funció	AcceleratedFaceDetection		Els	 paràmetres	 d’entrada	 que	 rep	 són	 la	 imatge	 escalada	 (scaledFrame)	 i	 les	 variables	necessàries	per	recórrer	la	imatge	i	dur	a	terme	la	seva	anàlisi.	Com	a	paràmetre	de	sortida,	la	funció	 retorna	 un	 vector	 de	 la	 classe	 Detection	 on	 s’emmagatzemen	 les	 coordenades	 de	 la	imatge	 on	 s’han	detectat	 cares	 humanes.	 Cal	 recordar	 que	 aquest	 vector	 com	a	màxim	 tindrà	1000	 elements,	 ja	 que	 entre	 totes	 les	 escales	 aplicades	 es	 poden	detectar	 un	màxim	de	 1000	cares.		Les	 estructures	 de	 dades	 comentades	 en	 l’apartat	 anterior,	 excepte	 el	 vector	 scaledFrame,	s’obtenen	d’un	altre	fitxer,	anomenat	det_lbp_data,	mitjançant	un	 include.	Aquestes	estructures	de	dades	s’hauran	de	tenir	en	compte	en	el	moment	d’integrar	la	FPGA	en	l’execució,	ja	que	és	l’usuari	el	que	explicita	quines	dades	guardar	en	la	seva	BRAM.	
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5.	Disseny	dels	acceleradors	FaceDetection	En	aquest	apartat	s’explicaran	en	detall	les	diferents	versions	que	s’han	dissenyat	per	integrar	la	funció	AcceleratedFaceDetection	en	la	FPGA.	Per	a	tal	fi,	s’han	tingut	en	compte	dos	aspectes:	la	càrrega	de	treball	(workload)	que	comporta	cada	un	dels	dos	bucles	que	la	formen,	i	les	dues	maneres	amb	les	quals	es	pot	accedir	a	memòria	des	de	la	FPGA.		En	la	secció	anterior	s’ha	observat	que	aquesta	funció	està	formada	per	dos	bucles:	un	primer	de	filtratge	 i	 un	 segon	 d’anàlisi	 complet.	 Per	 temes	 de	 memòria,	 cap	 dels	 dos	 es	 pot	 encabir	directament	 en	 la	 BRAM	 de	 la	 FPGA,	 i	 s’han	 de	 cercar	 alternatives.	 No	 obstant,	 a	 part	 de	 la	memòria	 requerida	 per	 cada	 un,	 també	 és	 important	 considerar	 quantes	 vegades	 s’executa	cadascun,	i	el	temps	que	requereixen.	D’aquesta	manera,	es	podrà	tenir	un	estudi	més	exhaustiu	de	la	funció	i	ajudarà	a	trobar	el	millor	disseny.		Instrumentant	 el	 codi,	 s’ha	 extret	 quantes	 vegades	 s’executa	 cada	 un	 dels	 dos	 bucles	 de	 la	funció,	 i	 quins	 són	 els	 seus	 temps	 totals	 d’execució.	 Aquests	 resultats	 s’han	 obtingut	 passant	com	a	imatge	d’entrada	la	imatge	de	prova	indicada	en	l’apartat	3.1	Aplicació	FaceDetection,	i	es	mostren	en	la	Taula	10:		 	 Primer	bucle	 Segon	bucle	Nombre	d’execucions	 651.646	 2.027	Proporció	d’execucions	respecte	les	execucions	totals	 100	%	 3,11	%	Temps	total	d’execució	(ms)	 490	 60	Proporció	respecte	el	temps	total	d’execució	 52,13%	 6,4%	
Taula	10:	Nombre	d’execucions	i	temps	total	dels	dos	bucles	de	la	funció	AcceleratedFaceDetection		Com	es	pot	observar,	el	primer	bucle	de	filtratge	s’executa	moltes	més	vegades	que	el	segon.	Tot	i	 que	 el	 segon	 bucle	 ha	 de	 recórrer	 completament	 els	 vectors	 del	 fitxer	 det_lbp_data,	 la	proporció	de	vegades	que	s’executa	respecte	 les	execucions	totals	ocasiona	que	només	tardi	6	ms.	 En	 canvi,	 el	 primer	bucle	no	 accedeix	 a	 tantes	posicions	dels	 vectors,	 però	 com	 s’executa	sempre,	la	seva	execució	acaba	suposant	un	52,13%	del	temps	total.		Si	s’estudia	més	en	detall	el	primer	bucle,	es	poden	extreure	conclusions	molt	útils	a	 l’hora	de	realitzar	els	dissenys	i	analitzar-los.	Aquest	bucle,	a	diferència	del	segon,	s’executa	com	a	màxim	durant	 94	 iteracions,	 amb	 la	 possibilitat	 de	 sortir	 en	 qualsevol	moment	 si	 considera	 que	 a	 la	regió	de	la	imatge	que	s’està	analitzant	no	s’hi	troba	cap	cara.	Aquest	fet	provoca	que	s’hagi	de	tenir	en	compte	quantes	 iteracions	reals	s’acaben	executant,	 i	condiciona	el	segon	bucle.	En	 la	Taula	11	es	mostra	l’anàlisi	que	s’ha	fet	per	a	les	iteracions	del	primer	bucle:			
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Nombre	d’iteracions	màximes	 651.646	x	94	Nombre	d’iteracions	reals	 1.430.423	Proporció	 2,34	%	
Taula	11:	Proporció	d’iteracion	executades	respecte	el	màxim	per	al	primer	bucle	de	filtratge		Com	es	pot	apreciar,	el	nombre	d’iteracions	reals	que	s’acaben	executant	en	el	primer	bucle	és	molt	 inferior	 al	 nombre	màxim	a	què	 es	podria	 arribar.	Això	 és	degut	 al	 fet	 que	hi	 ha	moltes	parts	de	la	imatge	on	no	hi	ha	cares,	i	aquestes	regions	es	filtren	ràpidament.	Per	tant,	aquesta	proporció	 depèn	 de	 la	 imatge	 d’entrada,	 i	 del	 nombre	 de	 cares	 que	 aquesta	 contingui.	 No	obstant,	l’empresa	Herta	Security	va	comunicar	que	en	tots	els	casos,	sigui	quina	sigui	la	imatge	que	s’analitzi,	aquesta	proporció	sempre	és	molt	baixa,	i	que	l’obtinguda	en	aquest	estudi	es	pot	usar	com	a	referència.		Per	altra	banda,	prèviament	s’ha	indicat	que	la	FPGA	copia	les	dades	necessàries	en	la	BRAM	i	després	 accedeix	 a	 aquesta.	 Tanmateix,	 també	 té	 la	 possibilitat	 d’accedir	 remotament	 a	 la	memòria	externa	de	 la	placa.	D’aquesta	manera,	 s’evita	el	problema	d’excés	de	memòria,	 tot	 i	que	aquest	tipus	d’accés	comporta	alguns	inconvenients.		A	l’accedir	directament	a	la	memòria	de	la	placa	no	es	consumeix	temps	en	fer	còpies.	Però,	per	banda,	els	accessos	a	estructures	de	dades	són	més	costosos,	 ja	que	físicament	aquestes	dades	es	 troben	 més	 allunyades	 que	 la	 BRAM.	 En	 accessos	 seqüencials,	 però,	 s’ha	 observat	 que	 el	rendiment	és	acceptable.	En	 la	Taula	12	s’indiquen	els	 tipus	d’accessos	de	 cada	estructura	de	dades:		
Nom Tipus d’accés 
scaledFrame Aleatori 
DET_LBP_FILTERS Seqüencial 
DET_LBP_THS Seqüencial 
DET_LBP_ALPHAS Aleatori 
faces Seqüencial 
Taula	12:	Tipus	d’accessos	de	les	estructures	de	dades	usades	en	la	funció	AcceleratedFaceDetection		Tot	i	això,	el	fet	de	realitzar	les	còpies	en	la	BRAM	comporta	un	overhead	implícit.	Aquest	cost	és	igual	 al	 nombre	 de	 posicions	 que	 es	 copien	 de	 les	 estructures	 de	 dades,	 i	 sovint	 és	 prou	significant	per	a	tenir-lo	en	compte	i	intentar	optimitzar-lo.	Per	exemple,	una	tècnica	que	es	pot	aplicar	és	fer	només	la	còpia	de	les	dades	que	no	es	tinguin.	Aquesta	tècnica	és	útil	quan	s’ha	de	cridar	 vàries	 vegades	 a	 un	 accelerador	 de	 la	 FPGA	 amb	 unes	 dades	 constants;	 en	 la	 primera	crida	 es	 faran	 les	 còpies	 necessàries,	 però	 en	 les	 següents	 no	 caldrà	 fer-les	 perquè	 ja	 es	disposaran	prèviament.	A	més,	cal	mencionar	que	cada	bloc	RAM	està	limitat	2	ports	de	lectura,	el	que	provoca	que	en	un	cicle	determinat	només	es	puguin	fer	2	lectures	en	cada	un.	
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L’accés	a	les	dades,	 ja	sigui	en	forma	de	còpia	a	la	BRAM	o	remotament	a	memòria	externa,	es	configura	 en	 un	mòdul	 a	 part	 dintre	 de	 la	 FPGA.	 Aquest	mòdul,	 anomenat	wrapper,	 rep	 unes	adreces	de	l’execució	SMP	i	les	processa	perquè	hi	pugui	accedir.	Per	a	tal	fi,	en	l’execució	SMP	aquestes	 dades	 han	 d’estar	 ubicades	 en	 memòria	 de	 sistema,	 sent	 això	 responsabilitat	 del	programador.	Seguidament,	el	wrapper	realitza	les	còpies	cap	a	la	BRAM,	o	declara	punters	que	apunten	a	aquelles	adreces	per	a	que	s’hi	pugui	accedir	remotament.		Les	adreces	s'envien	conjuntament	al	wrapper	pel	port	d'Stream	d'entrada	una	única	vegada.	A	continuació,	el	wrapper	pot	accedir	a	les	dades	d'aquestes	adreces,	ja	sigui	en	forma	de	còpia	o	remotament,	 mitjançant	 el	 protocol	 M_AXI.	 Un	 cop	 la	 FPGA	 ha	 finalitzat	 la	 seva	 execució,	 el	
wrapper	ho	indica	amb	una	interrupció	pel	port	d'Stream	de	sortida.	En	la	figura	18	es	mostra	una	representació	gràfica:		
	
Figura	18:	Representació	gràfica	de	SMP	+	FPGA										
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A	continuació	s’indiquen	cada	una	de	 les	propostes	de	disseny.	En	aquest	apartat	 l'estudi	s'ha	centrat	 a	 encabir,	 considerant	 els	 recursos	 disponibles,	 els	 acceleradors	 en	 la	 FPGA,	 sense	aplicar	 cap	 mena	 d'optimització.	 Els	 resultats	 que	 es	 mostren	 de	 Vivado	 HLS	 se	 centren	únicament	en	la	primera	crida	que	es	fa	a	la	funció,	ja	que	és	la	més	costosa	per	tenir	la	imatge	de	major	tamany	(cas	pitjor).	Instrumentant	el	codi,	s’ha	observat	que	en	els	processadors	ARM	Cortex-A9	el	primer	bucle	d’aquesta	crida	tarda	160	ms,	mentre	que	el	segon	tarda	10	ms.	Tot	i	això,	aquests	 resultats	es	podran	extrapolar	quan	es	 tingui	una	 imatge	composta	amb	 tots	els	escalats	 i	 només	 s’hagi	 de	 fer	 una	única	 crida.	 Els	 càlculs	 del	 temps	 estimat	per	 cada	disseny	s’han	fet	considerant	una	freqüència	de	100	MHz,	i	en	els	casos	que	ha	estat	viable,	també	amb	200	MHz.	5.1	Disseny	1	Una	primera	aproximació	per	integrar	la	funció	AcceleratedFaceDetection	en	la	FPGA	és	ometre	les	còpies	cap	a	la	BRAM.	Els	accessos	es	fan,	per	tant,	de	forma	remota	a	la	memòria	de	la	placa.	En	la	Figura	19	es	mostra	gràficament	una	execució	d’aquest	disseny:		
	
Figura	19:	Execució	gràfica	del	disseny	1	
	Un	 cop	 s’ha	 d’executar	 la	 funció	AcceleratedFaceDetection,	 l’execució	 passa	 a	 efectuar-se	 dels	processadors	ARM	Cortex-A9	(en	SMP)	a	la	FPGA.	El	wrapper	només	s’encarrega	de	traduir	les	adreces	que	rep	per	a	que	siguin	accessibles	 interiorment	des	de	 la	FPGA.	Tots	els	accessos	a	estructures	 de	dades	 que	 es	 facin	 a	 partir	 d’aquí,	 ja	 siguin	de	 lectura	 o	 escriptura,	 hauran	de	comunicar-se	cap	a	l’exterior.		El	 fet	 de	 no	 haver	 de	 fer	 còpies	 elimina	 l’overhead	 d’aquestes,	 però	 en	 suposa	 un	 altre.	 Cada	accés	a	dades	implica	una	comunicació	amb	l’exterior	que	es	tradueix	en	temps	d’espera.	A	més,	
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com	 s’encapsula	 la	 funció	 sencera,	 s’ha	 d’accedir	 a	 les	 estructures	 de	 dades	 per	 complet.	 El	consum	de	recursos	de	Vivado	HLS	es	mostra	en	la	figura	20:		
	
Figura	20:	Report	de	Vivado	HLS	de	recursos	utilitzats	pel	disseny	1		En	aquest	tipus	de	report,	Vivado	HLS	indica	la	utilització	de	cada	un	dels	recursos	que	ofereix	la	FPGA	 per	 part	 de	 l’accelerador,	 així	 com	 el	 tant	 per	 cent	 respecte	 els	 disponibles	 (línia	
Available).	Aquests	recursos	es	divideixen	en	quatre:		
● BRAM_18K:	es	refereix	a	la	memòria	BRAM	de	la	FPGA.	Té	un	màxim	de	280	blocs.	
● DSP48E:	de	 les	 sigles	Digital	 Signal	Processor,	 el	 seu	propòsit	 és	processar	 els	 senyals	digitals	 que	 rep,	 però	 també	 s’utilitzen	 per	 realitzar	multiplicacions	 i	 divisions.	 Té	 un	màxim	de	220.	
● FF:	 de	 les	 sigles	 Flip-Flop,	 consisteix	 bàsicament	 en	 registres.	 El	 seu	 màxim	 és	 de	106.400.	
● LUT:	de	les	sigles	Look	Up	Table,	fa	referència	a	la	quantitat	de	taules	LUT	que	pot	tenir	el	disseny.	El	seu	màxim	és	de	53.200.		Com	 s’observa,	 les	 BRAMs	 estan	 inutilitzades	 (0%).	 En	 la	 Figura	 21	 es	 mostra	 la	 latència	dividida	per	cada	un	dels	dos	bucles:		
	
Figura	21:	Report	de	Vivado	HLS	de	latència	dels	bucles	pel	disseny	1				
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En	aquest	 tipus	de	report,	Vivado	HLS	permet	 identificar	els	bucles	amb	noms	(columna	Loop	
Name).	Per	cada	un,	mostra	la	latència	mínima	i	màxima	que	s’aconseguiria	(columna	Latency)	depenent	del	nombre	mínim	 i	màxim	d’iteracions	que	 s’executaran	 (columna	Trip	Count).	Les	columnes	restants	s’explicaran	en	detall	més	endavant.		Tenint	en	compte	 les	 latències,	el	 temps	de	cicle	 i	 les	proporcions	d’execucions	calculades	per	cada	bucle	es	pot	estimar	el	temps	d’execució:		
Latència	real	accelerador	= 552×300×((4654×0,234) + (42582×0,311)) = 2.373.385.493 𝑐𝑖𝑐𝑙𝑒𝑠 
Temps	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎×𝑇𝑒𝑚𝑝𝑠 𝑐𝑖𝑐𝑙𝑒 = 2.373.385.493 × 10 × 10!! = 23.733,9 𝑚𝑠	5.2	Disseny	2	En	 aquest	 disseny	 es	 copien	 les	 posicions	 necessàries	 dels	 vectors	 del	 fitxer	det_lbp_data	 pel	primer	 bucle,	 i	 les	 posicions	del	 vector	 scaledFrame	 viables	 per	 la	BRAM.	 Les	 altres	 dades,	 ja	siguin	 les	 del	 segon	 bucle	 o	 les	 posicions	 restants	 del	 vector	 scaledFrame,	 s’accedeixen	remotament	a	memòria	externa.			Per	a	tal	fi,	s’ha	hagut	de	modificar	el	codi	de	la	funció	AcceleratedFaceDetection.	L’anàlisi	de	la	imatge	es	divideix	en	dues	parts:	una	part	on	la	imatge	és	accessible	des	de	la	BRAM,	i	una	altra	on	 s’ha	 d’accedir	 remotament	 a	 memòria	 externa.	 En	 tots	 dos	 casos,	 els	 vectors	 del	 fitxer	
det_lbp_data	 són	 accessibles	 des	 de	 la	 BRAM	 en	 el	 bucle	 de	 filtratge.	 El	 pseudocodi	 i	 una	execució	gràfica	d’aquest	disseny	es	mostren	en	les	figures	22	i	23,	respectivament:		 Bucle_x:						Bucle_y1:											Bucle_primer_filtratge	(BRAM:	scaledFrame	+	vectors	det_lbp_data,	remot:	-	):																Anàlisi	de	les	regions	de	la	imatge											Fi											Bucle_segon_filtratge	(BRAM:	scaledFrame,	remot:	vectors	det_lbp_data	):																Anàlisi	de	les	regions	de	la	imatge	que	han	superat	el	filtre																Recull	de	les	deteccions											Fi						Fi						Bucle_y2:											Bucle_primer_filtratge	(BRAM:	vectors	det_lbp_data,	remot:	scaledFrame	):																Anàlisi	de	les	regions	de	la	imatge	accedides	remotament											Fi											Bucle_segon_filtratge	(BRAM:	-,	remot:	scaledFrame	+	vectors	det_lbp_data	):																Anàlisi	de	les	regions	de	la	imatge	que	han	superat	el	filtre																Recull	de	les	deteccions											Fi						Fi	Fi	Retorn	amb	les	deteccions	
Figura	22:	Pseudocodi	del	disseny	2			
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Figura	23:	Execució	gràfica	del	disseny	2	
 El	consum	de	recursos	de	Vivado	HLS	es	mostra	en	la	figura	24: 
 
 
Figura	24:	Report	de	Vivado	HLS	de	recursos	utilitzats	pel	disseny	2	
	A	diferència	del	disseny	1,	 en	aquest	 les	 còpies	que	es	 realitzen	s’han	de	 tenir	en	compte	per	estimar	 la	 latència	 final	 de	 l’accelerador.	 En	 les	 figures	 25	 i	 26	 es	mostren	 les	 estructures	 de	dades	que	s’han	copiat	a	la	BRAM	i	la	latència	per	a	cada	bucle,	respectivament:	
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Figura	25:	Report	de	Vivado	HLS	de	memòria	utilitzada	pel	disseny	2	
 
 
Figura	26:	Report	de	Vivado	HLS	de	latència	dels	bucles	pel	disseny	2 	Tenint	en	compte	 les	 latències,	el	 temps	de	cicle	 i	 les	proporcions	d’execucions	calculades	per	cada	bucle	es	pot	estimar	el	temps	d’execució:		
Latència	còpies	= 291.554 𝑐𝑖𝑐𝑙𝑒𝑠 
Latència	 real	 accelerador	 = 552 ∗ ((87 ∗ (2089 ∗ 0,234 + 31710 ∗ 0,311)) + (213 ∗ (3229 ∗ 0,234 + 42582 ∗
0,311))) = 2.142.976.926 𝑐𝑖𝑐𝑙𝑒𝑠		
Latència	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑐𝑜𝑝𝑖𝑒𝑠 + 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑟𝑒𝑎𝑙 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑑𝑜𝑟 = 2.143.268.480 𝑐𝑖𝑐𝑙𝑒𝑠	
Temps	𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑥 𝑇𝑒𝑚𝑝𝑠 𝑐𝑖𝑐𝑙𝑒 = 2.143.268.480 𝑥 10 𝑥 10!! = 21.432,7 𝑚𝑠	5.3	Disseny	3	En	 aquest	 disseny	 només	 s’accelera	 el	 primer	 bucle	 de	 filtratge	 de	 la	 funció	
AcceleratedFaceDetection;	el	segon	bucle	es	continua	executant	en	SMP	dins	dels	processadors	ARM	Cortex-A9.	 Les	 posicions	 necessàries	 dels	 vectors	 del	 fitxer	det_lbp_data	 es	 copien	 en	 la	BRAM,	 ja	 que	 els	 seus	 tamanys	 són	 viables.	 Del	 vector	 scaledFrame,	 no	 obstant,	 es	 copien	aquelles	posicions	que	caben	en	la	BRAM;	les	altres,	s’accedeixen	remotament.		Per	 implementar	 aquest	 disseny	 s’ha	 creat	 una	 nova	 funció	 que	 només	 executa	 el	 bucle	 de	filtratge,	 amb	 dues	 parts:	 una	 primera	 on	 analitza	 les	 regions	 de	 la	 imatge	 que	 s’han	 pogut	guardar	 a	 la	 BRAM,	 i	 una	 segona	 on	 analitza	 la	 resta	 de	 la	 imatge	 remotament.	 El	 retorn	d’aquesta	funció	és	un	vector	amb	les	coordenades	d’aquelles	regions	que	hagin	superat	el	filtre,	per	 a	 poder	 ser	 analitzades	 en	 profunditat	 en	 el	 segon	 bucle.	 El	 pseudocodi	 i	 una	 execució	gràfica	d’aquest	disseny	es	mostren	en	les	figures	27	i	28,	respectivament:		
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Bucle_x:						Bucle_y1:											Bucle_primer_filtratge:																Anàlisi	de	les	regions	de	la	imatge	accedides	a	BRAM																Recull	de	les	coordenades	que	han	superat	el	filtre											Fi						Fi						Bucle_y2:											Bucle_primer_filtratge:																Anàlisi	de	les	regions	de	la	imatge	accedides	remotament																Recull	de	les	coordenades	que	han	superat	el	filtre											Fi						Fi	Fi	Retorn	amb	les	coordenades	de	les	regions	de	la	imatge	que	han	superat	el	filtre	
Figura	27:	Pseudocodi	del	disseny	3		
	
	
Figura	28:	Execució	gràfica	del	disseny	3	
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El	codi	d’aquest	accelerador	s’ha	extret	de	 la	 funció	original,	però	s’han	hagut	d’aplicar	alguns	canvis.	Per	una	part,	l’anàlisi	de	la	imatge	s’ha	dividit	en	dues	fases:	una	primera	que	accedeix	a	posicions	 de	 la	 imatge	 disponibles	 en	 la	 BRAM,	 i	 una	 segona	 on	 hi	 accedeix	 remotament	 a	memòria	 externa.	 Per	 l’altra,	 l’accelerador	 retorna	 coordenades	 (x,y)	 i	 l’score	 obtingut	 per	aquelles	 regions	 de	 la	 imatge	 que	 han	 superat	 el	 filtre.	 Un	 cop	 ha	 acabat	 la	 seva	 execució	 i	retorna,	en	SMP	s’ha	d’acabar	d’analitzar	completament	aquelles	regions	candidates	a	detectar-hi	cares.	El	consum	de	recursos	de	Vivado	HLS	es	mostra	en	la	figura	29:		
 
 
Figura	29:	Report	de	Vivado	HLS	de	recursos	utilitzats	pel	disseny	3	
	En	la	figura	30	es	mostren	les	estructures	de	dades	que	s’han	copiat	a	la	BRAM,	i	en	les	figures	31	i	32	les	latències	amb	les	dues	freqüències	per	a	cada	bucle:	
 
 
Figura	30:	Report	de	Vivado	HLS	de	memòria	utilitzada	pel	disseny	3 
 
	
Figura	31:	Report	de	Vivado	HLS	de	latència	dels	bucles	amb	freqüència	100	MHz	pel	disseny	3	
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Figura	32:	Report	de	Vivado	HLS	de	latència	dels	bucles	amb	freqüència	200	MHz	pel	disseny	3	
	Tenint	en	compte	 les	 latències,	el	 temps	de	cicle	 i	 les	proporcions	d’execucions	calculades	per	cada	bucle	es	pot	estimar	el	temps	d’execució:	 	
Latència	còpies	= 289.558 𝑐𝑖𝑐𝑙𝑒𝑠 
f	=	100	MHz	
Latència	real	accelerador	= 552 ∗ ((87 ∗ 2089 ∗ 0,234) + (213 ∗ 3229 ∗ 0,234)) = 112.314.160 𝑐𝑖𝑐𝑙𝑒𝑠 
Latència	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑐ò𝑝𝑖𝑒𝑠 + 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑟𝑒𝑎𝑙 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑑𝑜𝑟 = 112.603.718 𝑐𝑖𝑐𝑙𝑒𝑠	
Temps	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑥 𝑇𝑒𝑚𝑝𝑠 𝑐𝑖𝑐𝑙𝑒 + 𝑇𝑒𝑚𝑝𝑠 𝑠𝑒𝑔𝑜𝑛 𝑏𝑢𝑐𝑙𝑒 (𝑆𝑀𝑃) = 112.603.718 𝑥 10 𝑥 10!! + 10 = 1.136,04 𝑚𝑠		
f	=	200	MHz	
Latència	real	accelerador	= 552 ∗ ((87 ∗ 3229 ∗ 0,234) + (213 ∗ 4369 ∗ 0,234)) = 156.489.616 𝑐𝑖𝑐𝑙𝑒𝑠 
Latència	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑐ò𝑝𝑖𝑒𝑠 + 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑟𝑒𝑎𝑙 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑑𝑜𝑟 = 156.779.174 𝑐𝑖𝑐𝑙𝑒𝑠	
Temps	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑥 𝑇𝑒𝑚𝑝𝑠 𝑐𝑖𝑐𝑙𝑒 + 𝑇𝑒𝑚𝑝𝑠 𝑠𝑒𝑔𝑜𝑛 𝑏𝑢𝑐𝑙𝑒 (𝑆𝑀𝑃) = 156.779.174  𝑥 5 𝑥 10!! + 10 = 793,9 𝑚𝑠						
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5.4	Disseny	4	Finalment,	 aquest	 disseny	 només	 accelera	 el	 primer	 bucle	 de	 filtratge	 i	 no	 realitza	 cap	 accés	remot	a	memòria	externa.	En	la	Figura	31	es	mostra	gràficament	una	execució	d’aquest	disseny:		
	
Figura	33:	Execució	gràfica	del	disseny	4	
	Aquest	 disseny	 s’ha	 basat	 en	 la	 Taula	 9,	 on	 es	 mostren	 els	 diferents	 tamanys	 del	 vector	
scaledFrame	 per	 a	 cada	 una	 de	 les	 crides	 a	 la	 funció	 AcceleratedFaceDetection.	 Com	 en	 les	primeres	4	crides	aquest	vector	és	massa	gran,	s’ha	optat	per	dividir-lo	en	parts	més	petites	 i	cridar	a	la	funció	vàries	vegades	fins	que	s’analitzi	la	imatge	en	complet.	En	conseqüència,	s’ha	hagut	d’afegir	una	funció	en	l’execució	SMP	per	a	que	realitzi	aquestes	crides	amb	blocking.	En	la	taula	13	es	mostren	les	dades	relatives	a	blocking	per	a	cada	una	de	les	4	primeres	crides:											
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Nº	Crida	 Escala	 Tamany	d’scaledFrame	(KBytes)	 Nombre	de	blocs	 Tamany	de	cada	bloc	1	 0,6	 746,496	 4	 243.073	2	 0,5261	 573,680	 3	 242.063	3	 0,461302	 440,730	 2	 253.996	4	 0,404485	 338,336	 2	 207.193	
Taula	13:	Dades	relatives	a	blocking	per	a	cada	una	de	les	4	primeres	crides	a	la	funció	AcceleratedFaceDetection		D’aquesta	forma	s’aconsegueix	que	l’accelerador	sempre	utilitzi	dades	disponibles	a	la	BRAM.	El	consum	de	recursos	de	Vivado	HLS	es	mostra	en	la	figura	34:	
	
	
Figura	34:	Report	de	Vivado	HLS	de	recursos	utilitzats	pel	disseny	4		En	la	figura	35	es	mostra	les	estructures	de	dades	que	s’han	copiat	a	la	BRAM:		
	
Figura	35:	Report	de	Vivado	HLS	de	memòria	utilitzada	pel	disseny	4			
	Acceleració	d’una	aplicació	de		 	 	 detecció	facial	mitjançant	FPGA		
 50 
Com	s’ha	indicat	prèviament,	per	dur	a	terme	l’estudi	amb	Vivado	HLS	s’ha	analitzat	el	cas	on	la	imatge	és	més	gran,	referent	a	la	primera	crida	a	la	funció	AcceleratedFaceDetection.	En	aquest	cas,	 la	 totalitat	 de	 la	 imatge	 és	 de	 746496	 posicions,	 i	 s’ha	 dividit	 en	 4	 blocs.	 No	 obstant,	 el	tamany	dels	blocs	no	són	iguals:	el	primer	té	un	rang	de	186.624	posicions,	mentre	que	en	els	altres	en	tenen	243.073.	Això	provoca	que	l’anàlisi	del	primer	bloc	tingui	una	menor	latència,	tot	i	que	en	els	quatre	casos	es	copia	el	mateix	tamany	de	dades,	com	es	pot	observar	en	la	figura	36:	 	
	
Figura	36:	Report	de	Vivado	HLS	de	dades	copiades	per	la	funció	blocking	pel	disseny	4		Com	es	pot	 apreciar,	 sempre	es	 copia	un	 tamany	 fixe	de	260.440	posicions,	 tot	 i	 que	després	s’accedeixin	a	menys.	També	es	pot	veure	que	les	còpies	posteriors	només	es	fan	per	aquelles	crides	 que	 necessiten	més	 d’un	 bloc	 (Trip	 Count	 =	 0).	 En	 les	 següents	 figures	 es	mostren	 les	latències	 dels	 bucles	 per	 a	 la	 primera	 crida	 i	 per	 a	 les	 restants,	 depenent	 de	 la	 freqüència	utilitzada:			
	Figura	37:Report	de	Vivado	HLS	de	latència	dels	bucles	de	la	primera	crida	amb	freqüència	100	MHz	pel	disseny	4		
	Figura	38:Report	de	Vivado	HLS	de	latència	dels	bucles	de	la	primera	crida	amb	freqüència	200	MHz	pel	disseny	4		
	
Figura	39:	Report	de	Vivado	HLS	de	latència	dels	bucles	de	les	crides	restants	amb	freqüència	100	MHz	pel	disseny	4	
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Figura	40:	Report	de	Vivado	HLS	de	latència	dels	bucles	de	les	crides	restants	amb	freqüència	200	MHz	pel	disseny	4		Tenint	en	compte	 les	 latències,	el	 temps	de	cicle	 i	 les	proporcions	d’execucions	calculades	per	cada	bucle	es	pot	estimar	el	temps	d’execució:		
Latència	copies	inicials	= 27.203 𝑐𝑖𝑐𝑙𝑒𝑠 
Latència	còpies	totals	scaledFrame	= 260440   4 = 1.041.760 𝑐𝑖𝑐𝑙𝑒𝑠 
Latència	real	accelerador	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑐𝑟𝑖𝑑𝑎 1 + 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑐𝑟𝑖𝑑𝑒𝑠 [2,3,4]		
f	=	100	MHz	
Latència	crida	1	= 552×57×2089×0,234 = 15.380.422 𝑐𝑖𝑐𝑙𝑒𝑠 
Latència	crides	[2,3,4]	= 3×552×81×2089×0,234 = 65.569.165 𝑐𝑖𝑐𝑙𝑒𝑠 
Latència	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑐ò𝑝𝑖𝑒𝑠 + 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑟𝑒𝑎𝑙 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑑𝑜𝑟 = 82.018.550 𝑐𝑖𝑐𝑙𝑒𝑠	
Temps	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑥 𝑇𝑒𝑚𝑝𝑠 𝑐𝑖𝑐𝑙𝑒 + 𝑇𝑒𝑚𝑝𝑠 𝑠𝑒𝑔𝑜𝑛 𝑏𝑢𝑐𝑙𝑒 (𝑆𝑀𝑃) = 82.018.550 𝑥 10 𝑥 10!! + 10 = 830,2 𝑚𝑠		
f	=	200	MHz	
Latència	crida	1	= 552×57×3229×0,234 = 23.773.758 𝑐𝑖𝑐𝑙𝑒𝑠 
Latència	crides	[2,3,4]	= 3×552×81×3229×0,234 = 101.351.284 𝑐𝑖𝑐𝑙𝑒𝑠 
Latència	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑐ò𝑝𝑖𝑒𝑠 + 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑟𝑒𝑎𝑙 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑑𝑜𝑟 = 126.194.005 𝑐𝑖𝑐𝑙𝑒𝑠	
Temps	= 𝐿𝑎𝑡è𝑛𝑐𝑖𝑎 𝑥 𝑇𝑒𝑚𝑝𝑠 𝑐𝑖𝑐𝑙𝑒 + 𝑇𝑒𝑚𝑝𝑠 𝑠𝑒𝑔𝑜𝑛 𝑏𝑢𝑐𝑙𝑒 (𝑆𝑀𝑃) = 126.194.005 𝑥 5 𝑥 10!! + 10 = 641 𝑚𝑠		
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5.5	Resum	de	dissenys	Per	 resumir,	 per	 a	 cada	 accelerador	 es	mostra,	 en	 la	 taula	14,	 els	 tipus	d'accessos	per	 a	 cada	estructura	de	dades,	i	en	la	taula	15	els	temps	d'execució	estimats	per	Vivado	HLS:		 	 Disseny	1	 Disseny	2	 Disseny	3	 Disseny	4	
Estructura	de	dades	 Primer	bucle	 Segon	bucle	 Primer	bucle	 Segon	bucle	 Primer	bucle	 Primer	bucle	scaledFrame	 Remot	 Remot	 Remot	/	Còpia	BRAM	 Remot	/	Còpia	BRAM	 Remot	/	Còpia	BRAM	 Còpia	BRAM	DET_LBP_FILTERS	 Remot	 Remot	 Còpia	BRAM	 Remot	 Còpia	BRAM	 Còpia	BRAM	DET_LBP_THS	 Remot	 Remot	 Còpia	BRAM	 Remot	 Còpia	BRAM	 Còpia	BRAM	DET_LBP_ALPHAS	 Remot	 Remot	 Còpia	BRAM	 Remot	 Còpia	BRAM	 Còpia	BRAM	
Taula	14:	Tipus	d'accesos	a	cada	estructura	de	dades	per	a	cada	accelerador		Nº	Disseny	 Temps	(ms)	
Original	 170		 (f	=	100	MHz)	 (f	=	200	MHz)	1	 23.733,9	 -	2	 21.432,7	 -	3	 1.136,04	 739,9	4	 830,2	 641	
Taula	15:	Temps	d'execució	estimats	per	a	cada	accelerador	per	Vivado	HLS		
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6.	Optimitzacions	dels	acceleradors	Un	cop	s’han	implementat	tots	els	dissenys	i	s’han	generat	els	projectes	de	Vivado,	s’han	buscat	optimitzacions	 conscients	de	 l’arquitectura.	Aquestes	optimitzacions,	 tant	 en	 software	 com	en	
hardware,	s’han	dut	a	terme	en	Vivado	HLS.		Gràcies	 als	 reports	 que	 ofereix	 Vivado	 HLS,	 es	 pot	 extreure	 informació	 de	 l’execució	 dels	dissenys	 que	 pot	 ser	molt	 útil	 per	millorar	 parts	 del	 codi.	 En	 termes	més	 específics,	 permet	observar	 quants	 cicles	 necessita	 cada	 línia	 del	 codi,	 i	 com	 es	 formen	 les	 dependències	 amb	operacions	anteriors.	Així,	es	pot	modificar	el	codi	per	intentar	reduir	latències	i	dependències.	En	termes	més	generals,	permet	observar	informació	de	bucles,	com	les	seves	latències,	nombre	d’iteracions	o	temps	d’espera	entre	iteracions.	6.1	Optimitzacions	software	El	 codi	 original	 de	 la	 funció	 AcceleratedFaceDetection	 està	 pensat	 per	 a	 que	 sigui	 fàcilment	comprensible,	 però	 al	 mateix	 temps	 això	 provoca	 que	 no	 sigui	 molt	 eficient.	 Aspectes	 com	accessos	 a	 dades,	 dependències	 o	 operacions	 s’han	 optimitzat	 per	 aconseguir	 un	 millor	rendiment.	A	continuació	s’expliquen	cada	una	de	les	parts.	6.1.1	Accessos	als	vectors	del	fitxer	det_lbp_data	En	les	figures	41,	42	i	43	es	mostren	com	s’accedeixen	als	vectors	del	 fitxer	det_lbp_data	en	el	codi	original:		
 
 
Figura	41:	Accessos	al	vector	DET_LBP_FILTERS	en	el	codi	original	
 
 
Figura	42:	Accés	al	vector	DET_LBP_ALPHAS	en	el	codi	original	
	
 
Figura	43:	Accés	al	vector	DET_LBP_THS	en	el	codi	original	
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En	especial,	el	processament	que	es	duu	a	terme	per	accedir	al	vector	DET_LBP_FILTERS	és	molt	costós.	Per	una	part,	la	primera	línia	crea	una	dependència	amb	les	3	següents	amb	la	variable	
filter,	ja	que	la	necessiten	per	realitzar	les	seves	operacions.	Per	l’altra,	la	segona	línia	combina	accessos	a	memòria	amb	càlculs	matemàtics	que,	com	en	la	quarta	línia,	realitza	multiplicacions,	una	 de	 les	 operacions	més	 costoses	 pel	 que	 fa	 a	 temps	 d’execució.	 Tot	 això	 produeix	 un	 coll	d’ampolla,	 ja	 que	 aquestes	 variables	 són	 demanades	 seguidament	 i	 no	 estan	 disponibles	 fins	passats	uns	cicles.		Per	solucionar	aquest	problema	s’ha	aplicat	la	tècnica	anomenada	memoization.	Aquesta	tècnica	consisteix	 en	 guardar	 prèviament	 en	 memòria	 resultats	 d’operacions	 que	 sempre	 tenen	 la	mateixa	 sortida.	 D’aquesta	 manera,	 en	 comptes	 d’haver	 de	 fer	 els	 accessos	 al	 vector	
DET_LBP_FILTERS	i	realitzar	els	càlculs,	es	fan	accessos	a	estructures	de	dades	que	ja	contenen	aquests	resultats.	A	més,	s’han	canviat	tots	els	accessos	directes	a	vectors	per	l’ús	de	punters.	En	les	figures	44,	45	i	46	es	poden	veure	aquests	canvis: 
 
 
Figura	44:	Accessos	optimitzats	al	vector	DET_LBP_FILTERS	
 
 
Figura	45:	Accés	optimitzat	al	vector	DET_LBP_ALPHAS 
 
 
Figura	46:	Accés	optimitzat	al	vector	DET_LBP_THS	
 Les	declaracions	i	els	increments	d’aquests	punters	es	mostren	en	les	figures	47	i	48:		
 
Figura	47:	Declaracions	dels	punters	que	accedeixen	al	vector	DET_LBP_FILTERS	
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Figura	48:	Declaracions	dels	punters	que	accedeixen	als	vectors	DET_LBP_THS	i	DET_LBP_ALPHAS	
 Gràcies	a	 l’anàlisi	 gràfica	per	 cicles	que	ofereix	Vivado	HLS	es	pot	observar	el	 guany	obtingut	amb	 aquestes	 modificacions.	 En	 la	 figura	 49	 es	 mostren	 els	 cicles	 que	 es	 necessitaven	 per	accedir	al	vector	DET_LBP_FILTERS	originalment,	 i	en	 la	 figura	50	els	que	es	necessiten	per	 la	versió	 optimitzada.	 La	 primera	 operació	 i	 l’última	 es	 corresponen	 amb	 el	 primer	 i	 últim	processament	relacionat	amb	aquest	vector.		
	
Figura	49:	Cicles	requerits	per	accedir	al	vector	DET_LBP_FILTERS	en	la	versió	original	
 
 
Figura	50:	Cicles	requerits	per	accedir	al	vector	DET_LBP_FILTERS	en	la	versió	optimitzada	
 Com	es	pot	observar,	el	nombre	de	cicles	passa	10	a	4.	Els	cicles	requerits	per	accedir	als	vectors	
DET_LBP_ALPHAS	i	DET_LBP_THS,	per	la	seva	part,	es	mantenen	iguals.	
	Acceleració	d’una	aplicació	de		 	 	 detecció	facial	mitjançant	FPGA		
 56 
6.1.2	Anàlisi	del	contorn	d’un	punt	En	 el	 moment	 d’analitzar	 el	 contorn	 d’un	 punt	 concret	 de	 la	 imatge,	 es	 miren	 8	 posicions	diferents	 d’aquesta	 i	 es	 processen,	 agrupant	 cada	 resultat	 en	 una	 variable	 anomenada	 bp.	Aquesta	anàlisi	es	mostra	en	la	figura	51. 
 
 
Figura	51:	Anàlisi	original	del	contorn	d’un	punt	
	No	obstant,	aquesta	implementació	crea	dependències	entre	cada	accés;	la	posició	on	apunta	el	punter	 pn	 es	 calcula	 seqüencialment.	 Per	 millorar	 el	 rendiment	 i	 eliminar	 aquestes	dependències,	 s’ha	 implementat	 d’una	 altra	 manera	 on	 les	 posicions	 del	 punter	 es	 calculen	prèviament	de	forma	paral·lela,	seguidament	es	realitzen	els	accessos	i	finalment	s’agrupen	tots	els	 resultats	 en	 la	 variable	 bp	 amb	 una	 OR.	 En	 la	 figura	 52	 es	 mostra	 aquesta	 nova	implementació:	
 
 
Figura	52:	Anàlisi	optimitzat	del	contorn	d’un	punt	
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Amb	 l’anàlisi	 gràfica	 de	 Vivado	 HLS	 es	 pot	 observar	 el	 guany	 obtingut.	 En	 la	 figura	 53	 es	mostren	 els	 cicles	 que	 es	 requerien	 en	 la	 versió	 original	 per	 dur	 a	 terme	 aquesta	 anàlisi	 del	contorn,	 i	en	 la	 figura	54	els	que	es	necessiten	en	la	versió	optimitzada.	La	primera	operació	 i	l’última	es	corresponen	amb	el	primer	i	últim	processament	relacionat	amb	aquesta	anàlisi.	
 
 
Figura	53:	Cicles	requerits	per	analitzar	el	contorn	d’un	punt	en	la	versió	original 
 
 
Figura	54:	Cicles	requerits	per	analitzar	el	contorn	d’un	punt	en	la	versió	optimitzada	
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Mentre	que	en	la	versió	original	es	necessitaven	8	cicles,	en	la	versió	optimitzada	es	necessiten	6.	A	més,	en	l’execució	cicle	a	cicle	de	la	nova	versió	es	pot	apreciar	com	hi	ha	un	major	grau	de	paral·lelisme	i	connexió	entre	cada	un	dels	accessos.	També	queda	clar	la	limitació	de	2	ports	de	lectura,	ja	que	en	cada	cicle	com	a	màxim	es	produeixen	2	accessos.	6.2	Optimitzacions	hardware	Per	 explotar	 al	 màxim	 el	 paral·lelisme	 que	 ofereix	 la	 FPGA	 no	 és	 suficient	 amb	 aplicar	optimitzacions	 basades	 en	 software.	 Vivado	HLS	 ofereix	 la	 possibilitat	 d’inserir	 directives	 (en	anglès	pragmes)	per	a	configurar	aspectes	com	la	distribució	de	les	dades,	l’execució	dels	bucles	o	 l’inlining	 de	 funcions.	A	 continuació	 es	mostren	 les	 opcions	que	 s’han	 tingut	 en	 compte	per	trobar	la	millor	optimització	dels	dissenys.	Cada	una	d'elles	s'ha	analitzat	independentment	i	els	resultats	 que	 es	mostren	 estan	 relacionats	únicament	 amb	 l'optimització	que	 s'està	 explicant,	basant-se	en	el	disseny	4.	6.2.1	Includes	per	evitar	còpies	Algunes	 de	 les	 estructures	 de	 dades	 que	 s’utilitzen	 en	 els	 dissenys	 sempre	 són	 constants	 i	invariables,	 i	 els	 seus	 tamanys	 són	 factibles	per	 la	BRAM.	En	els	dissenys	originals	 sempre	es	feia	 còpia	 d’aquestes	 dades,	 el	 que	 provocava	 un	 overhead.	 Una	 solució	 per	 evitar	 aquestes	còpies	és	configurar	 la	BRAM	per	a	què	 ja	disposi	 inicialment	d’aquestes	dades	mitjançant	un	
include.			Per	exemple,	el	vector	DET_LBP_ALPHAS	és	sempre	del	mateix	tamany	(24.064	posicions)	i	amb	els	mateixos	valors.	Si	s’inclou	amb	un	include	no	serà	necessari	realitzar	la	còpia	i	es	reduiran	24.064	cicles	d’overhead.	6.2.2	Reducció	del	tamany	de	còpies	En	els	dissenys	originals	les	còpies	que	es	feien	de	la	imatge	escalada	sempre	eren	del	mateix	tamany:	260.440	posicions.	Aquest	tamany	és	correcte	si	es	pretén	fer	les	mateixes	còpies	per	a	totes	les	crides	a	l’accelerador,	però	és	molt	poc	òptim.	Per	una	part,	el	tamany	de	cada	bloc	quan	es	fa	blocking	és	inferior	a	aquest.	Per	l’altra,	a	partir	de	la	crida	6	el	tamany	de	la	imatge	escalada	es	va	reduint	considerablement.	Bàsicament,	s’estan	copiant	dades	que	no	s’usaran.		Per	millorar	aquest	aspecte	s’ha	canviat	la	forma	com	es	fan	les	còpies	de	la	imatge	escalada.	El	
wrapper,	en	comptes	d’encarregar-se	de	copiar	la	imatge	a	la	BRAM,	només	rep	l'adreça	de	memòria	on	es	troba	i	l’envia	al	kernel.	Aquest,	en	el	moment	que	s’executa,	busca	en	un	vector	creat	prèviament	quantes	posicions	de	la	imatge	ha	de	copiar,	depenent	del	seu	nombre	de	crida.	Així,	només	copia	les	posicions	de	la	imatge	que	necessita,	evitant	un	overhead	innecessari.	
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6.2.3	Distribució	de	les	dades	en	les	BRAMs	En	 el	 moment	 d’accedir	 a	 una	 estructura	 de	 dades,	 si	 aquesta	 es	 troba	 emmagatzemada	únicament	en	un	bloc	RAM	només	es	podran	realitzar	2	accessos	simultanis	en	cada	cicle.	Això	és	degut	a	la	restricció	de	disposar	només	de	2	ports	de	lectura	per	cada	BRAM.	Per	exemple,	pel	codi	de	la	figura	55,	on	s’accedeix	a	4	posicions	d’un	vector,	s’obté	l’execució	de	la	figura	56:		 	
Figura	55:	Codi	d’exemple	on	s’accedeixen	a	4	posicions	d’un	vector	
 
 
Figura	56:	Execució	original	de	Vivado	HLS	pel	codi	de	la	figura	X	
	Vivado	 HLS	 ofereix	 una	 directiva	 que	 permet	 distribuir	 les	 estructures	 de	 dades	 entre	 les	diferents	 BRAMs.	 D’aquesta	 manera,	 les	 dades	 poden	 estar	 emmagatzemades	 en	 diverses	BRAMs	 i	 es	poden	accedir	a	 cada	una	d’elles	de	 forma	paral·lela,	 sempre	amb	un	màxim	de	2	accessos	per	cada	BRAM.	Aquesta	directiva	s’anomena	array_partition	i	té	les	següents	opcions	de	distribució:		
● Block:	particiona	l’estructura	de	dades	en	blocs	consecutius.	
● Cyclic:	 particiona	 l’estructura	 de	 dades	 en	 blocs	 entrellaçant	 les	 posicions	 segons	 un	factor.	
● Complete:	 descompon	 l’estructura	 de	 dades	 en	 elements	 individuals,	 normalment	registres.		Així,	 si	 a	 l’estructura	 de	 dades	 de	 la	 figura	 55	 s’aplica	 aquesta	 directiva	 (figura	 7),	 s’obté	l’execució	de	la	figura	58:		
	
Figura	57:	Aplicació	de	la	directiva	array_partition		
 
Figura	58:	Execució	optimitzada	de	Vivado	HLS	pel	codi	de	la	figura	X	
	Com	es	pot	observar,	després	d’aplicar	la	directiva	les	dades	es	troben	en	dues	BRAMs	diferents	i	es	poden	accedir	als	4	elements	en	paral·lel.		
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6.2.4	Unroll	de	bucles	Una	 altra	 tècnica	 que	 es	 pot	 aplicar	 per	 reduir	 latències	 de	 bucles	 és	 fer	unrolling	 d’aquests.	L’unrolling	consisteix	en	agrupar	diverses	iteracions	d’un	bucle,	de	manera	que	es	redueixen	les	instruccions	 que	 controlen	 el	 bucle.	 Així,	 s’aconsegueix	 evitar	 comprovacions	 de	 sortida	 del	bucle,	i	es	poden	executar	paral·lelament	instruccions	de	diferents	iteracions.		Per	il·lustrar-ho,	es	pot	analitzar	el	bucle	que	forma	el	disseny	4.	La	figura	37	es	torna	a	mostrar	a	continuació:		
	
Figura	37:	Report	de	Vivado	HLS	de	latència	dels	bucles	de	la	primera	crida	pel	disseny	4		En	Vivado	HLS	s’utilitza	la	directiva	unroll	per	indicar	que	es	vol	fer	unroll	d’un	bucle.	Aquesta	directiva	 permet	 passar	 com	 a	 paràmetre	 un	 valor	 per	 indicar	 quantes	 iteracions	 es	 volen	agrupar	a	la	vegada.	En	cas	de	no	passar	cap	valor,	es	duu	a	terme	un	unroll	complet.	En	la	figura	59	es	mostra	l’aplicació	d’aquesta	directiva	en	el	bucle	de	filtratge,	i	en	la	figura	60	el	report	de	Vivado	HLS:		
	
Figura	59:	Aplicació	de	la	directiva	unroll	
	
	
Figura	60:	Report	de	Vivado	HLS	de	latència	dels	bucles	amb	unroll	de	la	primera	crida	pel	disseny	4	
 Com	es	pot	observar,	al	fer	unroll	complet	del	bucle	de	filtratge	Vivado	HLS	ja	no	el	mostra	en	el	
report,	sinó	que	l’agrupa	amb	el	bucle	y.	La	latència	total	passa	de	65.823.792	a	56.258.736	cicles	en	aquest	cas.						
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6.2.5 Pipeline de bucles Si	no	s’indica	res,	les	iteracions	dels	bucles	s’executen	seqüencialment,	una	després	de	l’altra.	No	obstant,	 normalment	 aquestes	 iteracions	 poden	 començar	 a	 executar-se	 abans	 que	 finalitzi	l’anterior.	 Aquesta	 forma	 d’executar-se,	 però,	 ha	 de	 complir	 les	 dependències	 que	 hi	 puguin	haver	entre	les	diferents	iteracions,	així	com	utilització	de	recursos	en	un	cicle	determinat.	Com	en	el	cas	anterior,	es	pot	analitzar	el	bucle	que	forma	el	disseny	4.		
	
Figura	37:	Report	de	Vivado	HLS	de	latència	dels	bucles	de	la	primera	crida	pel	disseny	4		Com	es	pot	veure,	la	columna	Pipelined	indica	que	no	s’han	fet	pipeline	dels	bucles.	La	columna	
Initation	 Interval	 indica	 els	 cicles	 de	 marge	 entre	 dues	 iteracions	 consecutives	 (target	 es	refereix	al	marge	que	l’usuari	havia	indicat,	i	achieved	al	marge	real	aconseguit).	Si	s’intenta	fer	
pipeline	del	bucle	de	filtratge	amb	un	Initation	Interval	d'1	cicle	(figura	61),	s’obté	el	report	de	la	figura	62:		
	
Figura	61:	Aplicació	de	la	directiva	PIPELINE		
	
Figura	62:	Report	de	Vivado	HLS	de	latència	dels	bucles	amb	pipeline	de	la	primera	crida	pel	disseny	4	
	Tal	com	està	 implementat	el	codi,	Vivado	HLS	no	pot	 fer	pipeline	del	bucle	de	 filtratge	perquè	aquest	conté	una	condició	de	sortida	asíncrona,	un	break.	En	la	figura	63	es	mostra	aquesta	part:			
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Figura	63:	Condició	de	sortida	asíncrona	en	el	bucle	de	filtratge	
 Com	 la	 condició	 d’aquest	 break	 es	 determina	 en	 temps	 d’execució,	 Vivado	 HLS	 no	 pot	 fer	
pipeline	del	bucle.	Si	s’efectués	hi	hauria	iteracions	posteriors		que	ja	s’estarien	executant,	quan	no	haurien	d’haver	començat.	Una	possible	solució	per	evitar	aquest	problema	es	mostra	en	la	figura	64:		
	
Figura	64:	Condició	de	sortida	adaptada	en	el	bucle	de	filtratge	
	Aquesta	implementació	obliga	a	executar	les	94	iteracions	del	bucle	de	filtratge,	però	permet	fer	
pipeline.	En	la	figura	65	es	mostra	el	report	obtingut:		
	
Figura	65:	Report	de	Vivado	HLS	de	latència	dels	bucles	amb	pipeline	optimitzat	de	la	primera	crida	pel	disseny	4		D’aquesta	manera,	Vivado	HLS	 ja	pot	 fer	pipeline	del	bucle	de	 filtratge,	com	es	veu	en	 l’última	columna,	 i	 la	 latència	 total	 passa	 de	 65.823.792	 a	 15.387.000	 cicles.	 No	 obstant,	 el	 Initation	
Interval	 aconseguit	 ha	 estat	 de	 5	 cicles	 degut	 a	 que	 s’accedeix	 vàries	 vegades	 a	 la	 imatge	escalada	i	això	podria	provocar	conflictes	entre	iteracions	amb	la	BRAM.	
 6.1.3	Inclusió	d'un	tercer	bucle	de	filtratge	En	l'estudi	que	s'ha	fet	prèviament	del	primer	bucle	de	filtratge,	s'ha	observat	que	realment	només	s'acaben	executant	un	2,34%	de	les	iteracions	que	es	podrien	realitzar.	Això	significa	que,	en	mitja,	cada	cop	que	s'executa	aquest	bucle,	de	les	94	iteracions	possibles	només	s'executen	unes	3.	Aquesta	informació	pot	ser	útil	per	modelar	els	dissenys	i	basar	les	seves	implementacions	en	els	resultats	que	s'obtinguin	de	les	execucions	de	l'aplicació.			 	
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D'aquesta	manera,	es	podria	dividir	el	bucle	de	filtratge	en	dues	parts:	una	primera	més	petita	on	s'executessin	les	iteracions	que	es	duen	a	terme	sempre,	i	una	segona	on	s'acabés	de	fer	el	primer	filtratge	completament.	La	primera	part	acostumaria	a	tenir	poques	iteracions,	ja	que	les	imatges	solen	tenir	moltes	regions	sense	cares,	per	exemple	edificis	o	paisatges,	que	es	filtren	ràpidament.	Un	pseudocodi	es	mostra	en	la	figura	66:		 Bucle_x:						Bucle_y:											Bucle_primera_part_primer_filtratge:																Anàlisi	de	les	regions	de	la	imatge																Recull	de	les	coordenades	que	han	superat	el	filtre											Fi											Bucle_segona_part_primer_filtratge:																Anàlisi	de	les	regions	de	la	imatge	que	han	superat	el	primer	filtre																Recull	de	les	coordenades	que	han	superat	el	filtre											Fi						Fi	Fi	Retorn	amb	les	coordenades	de	les	regions	de	la	imatge	que	han	superat	els	dos	filtres	
Figura	66:	Pseudocodi	de	la	implementació	amb	un	tercer	bucle	de	filtratge		Aquest	tercer	bucle	de	filtratge,	al	tenir	molt	poques	iteracions,	serà	òptim	per	a	executar-se	en	la	part	hardware,	ja	que	amb	l'aplicació	de	directives	es	podrà	obtenir	un	gran	paral·lelisme.	En	la	figura	67	es	mostra	el	report	obtingut:		
	
Figura	67:	Report	de	Vivado	HLS	de	latència	dels	bucles	amb	el	tercer	bucle	de	la	primera	crida	pel	disseny	4	
	Així,	 la	primera	part	del	bucle	de	 filtratge	 (amb	3	 iteracions)	 s'executaria	 sempre,	 i	 la	 segona	part	 com	a	màxim	3	vegades.	El	nombre	d'iteracions	de	 la	primera	part	 és	un	paràmetre	que	depèn	 de	 la	 quantitat	 de	 cares	 esperades.	 Així,	 si	 s'utilitzés	 l'aplicació	 en	 una	 càmera	 de	vigilància	 d'un	 camp	 de	 futbol	 (on	 hi	 ha	moltes	 persones)	 el	 valor	 d'aquest	 paràmetre	 seria	major	que	si	s'utilitzés	en	una	d'una	porteria	d'un	edifici.	6.2.6	Inlining	de	funcions	Per	 últim,	 Vivado	HLS	 permet	 fer	 inlining	 de	 funcions	 per	 a	 reduir	 latències.	 Aquesta	 tècnica	consisteix	 en	 substituir	 les	 crides	 a	 funcions	 pel	 codi	 de	 la	 funció	 en	 si,	 conseguint	 que	 les	optimitzacions	també	s'apliquin	a	aquesta.	Vivado	HLS	ofereix	una	directiva,	anomenada	inline,	per	 a	 aquest	 propòsit,	 però	 també	 l’aplica	 automàticament	 si	 considera	 que	 pot	 afavorir	 a	l’execució	de	l’accelerador.	
	Acceleració	d’una	aplicació	de		 	 	 detecció	facial	mitjançant	FPGA		
 64 
7.	Anàlisi	de	resultats	Finalment,	 en	 aquest	 apartat	 es	 compararan	 les	 millors	 versions	 de	 cada	 disseny	 després	d’aplicar	 les	 optimitzacions	 adients.	 Primer	 es	 començarà	 mostrant	 els	 temps	 d’execució,	després	com	aquest	pot	canviar	segons	variació	de	paràmetres,	i	per	últim	els	recursos	utilitzats	per	cada	accelerador.		7.1	Temps	d'execució	i	comparativa	dels	acceleradors	En	les	figures	68	i	69	es	mostren	gràfiques	dels	temps	d’execució	per	a	cada	accelerador.	Per	a	cada	 un,	 s’indica	 el	 temps	 original	 de	 la	 crida,	 el	 temps	 obtingut	 amb	 l’accelerador	 original	(naive)	i	el	temps	obtingut	amb	l’accelerador	després	d’aplicar	les	millors	optimitzacions.	Com	els	dos	primers	dissenys	tenen	un	temps	d'execució	molt	alt,	s'ha	cregut	convenient	separar-los	dels	dissenys	3	i	4.		
	
Figura	68:	Gràfica	del	temps	d'execució	pels	dissenys	1	i	2	
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Figura	69:	Gràfica	del	temps	d'execució	pels	dissenys	3	i	4			Com	es	pot	observar,	cada	accelerador	és	millor	que	l’anterior.	Això	és	degut,	bàsicament,	al	fet	que	l’accés	remot	és	més	costós	que	l’accés	en	BRAM.	El	disseny	4	és	el	que	s’executa	més	ràpid	perquè	és	l’únic	que	obté	totes	les	dades	de	la	BRAM.	A	més,	el	overhead	que	suposa	haver	de	fer	els	blocs	per	fer	les	crides	a	blocking	només	penalitza	en	les	4	primeres	crides	a	la	funció.	Les	crides	restants	ja	tenen	un	tamany	d’imatge	escalada	suficient	per	ser	encabides	en	la	BRAM,	i	la	seva	execució	seria	més	ràpida.	Finalment,	es	pot	determinar	que	l'SpeedUp	aconseguit	respecte	la	versió	original	és	de	6,07%.		7.2	Temps	d'execució	segons	variació	de	paràmetres	En	l’optimització	consistent	en	afegir	un	tercer	bucle	de	filtratge,	el	nombre	d’iteracions	que	ha	d’executar	 aquest	 bucle	 pot	 variar.	 Això	 és	 degut	 al	 fet	 que,	 segons	 com	 és	 la	 imatge,	 la	proporció	 d’iteracions	 executades	 pot	 ser	 diferent.	 Si	 la	 imatge	 que	 es	 rep	 és	 d’un	 lloc	concorregut,	aquesta	proporció	augmentarà,	i	si	és	d’un	lloc	on	s’espera	només	rebre	una	cara	(per	obrir	la	porta	de	la	casa	d’algú,	per	exemple)	aquesta	proporció	disminuirà.			Per	 aquest	 motiu,	 s’ha	 cregut	 convenient	 representar	 gràficament	 l’impacte	 en	 el	 temps	d’execució	 d’aquesta	 proporció.	 Tenint	 en	 compte	 on	 es	 pot	 utilitzar	 aquesta	 aplicació,	 s’han	considerat	3	casos:	el	portal	d’una	casa	 (proporció	=	1%),	una	estació	de	metro	més	o	menys	concorreguda	 (proporció	 =	 7%)	 i	 un	 estadi	 de	 futbol	 (proporció	 =	 15%).	 En	 la	 figura	 X	 es	mostra,	amb	el	millor	disseny	(4),	la	variació	en	temps	d’aquests	casos:		
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Figura	70:	Gràfica	del	temps	d'execució	del	disseny	4	en	funció	de	la	proporció	d'iteracions	7.3	Recursos	utilitzats	per	cada	accelerador	Per	acabar,	a	part	del	temps	d’execució,	també	s’han	de	comprobar	els	recursos	hardware	de	la	FPGA	que	utilitza	cada	un	dels	acceleradors;	per	a	que	siguin	viables,	aquests	no	han	d’excedir	els	màxims	de	què	disposa	la	placa,	en	especial	la	memòria.	Aquesta	informació	la	proporciona	Vivado	HLS	i	es	mostren	en	les	figures	71,	72,	73	i	74	per	a	cada	accelerador:			
	
Figura	71:	Report	de	Vivado	HLS	pel	disseny	1	més	òptim			 				
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Figura	72:	Report	de	Vivado	HLS	pel	disseny	2	més	òptim		
	
Figura	73:	Report	de	Vivado	HLS	pel	disseny	3	més	òptim		
	
Figura	74:	Report	de	Vivado	HLS	pel	disseny	4	més	òptim	
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8.	Conclusions	Amb	l'estudi	que	s'ha	dut	a	terme	en	el	desenvolupament	d'aquest	projecte,	s'han	adquirit	nous	coneixements,	i	també	s'han	consolidat	els	estudiats	al	llarg	de	la	carrera.	A	títol	personal,	a	més,	ha	servit	per	treballar	des	de	dins	en	un	projecte	europeu,	i	aprendre	a	gestionar-ne.		A	diferència	d'altres	aplicacions,	la	complexitat	del	processament	d'imatges	no	resideix	en	grans	càlculs	matemàtics	ni	en	operacions	molt	 costoses.	Més	aviat,	es	basa	en	operacions	senzilles,	però	molt	nombroses;	el	processament	s'ha	de	realitzar	en	tota	la	imatge,	píxel	per	píxel.	A	més,	les	restriccions	encara	són	més	estrictes	si	s'utilitza	en	sistemes	de	 temps	real,	on	 la	velocitat	dels	resultats	és	un	aspecte	molt	 important.	No	obstant	això,	aquests	càlculs	tenen	l'avantatge	de	que	són	força	paral·lelitzables.		És	aquesta	àmplia	paral·lelització	la	que	converteix	a	les	FPGA	en	molt	bones	candidates,	degut	a	l'arquitectura	que	les	formen.	Els	diferents	blocs	lògics	poden	treballar	de	forma	independent,	i	realitzar	càlculs	de	forma	paral·lela.	Les	GPU,	per	la	seva	part,	també	compleixen	amb	aquest	propòsit	i	es	poden	utilitzar,	però	tenen	la	desavantatge	de	que	consumeixen	més	energia.	Com	aquest	projecte	es	troba	dins	del	projecte	AXIOM,	la	solució	que	se	cercava	havia	de	ser	de	baix	consum.		Tot	i	això,	les	FPGA	tenen	certes	limitacions	pel	que	fa	a	recursos	i	eines	de	desenvolupament.	Per	 una	 banda,	 no	 disposen	 de	 molta	 memòria,	 i	 normalment	 només	 es	 poden	 utilitzar	 per	accelerar	 regions	 de	 codi,	 però	 no	 una	 aplicació	 completament.	 Inclús	 així,	 aquestes	 regions	poden	necessitar	més	memòria	de	la	disponible,	i	s'han	de	cercar	altres	maneres	d'accelerar-la,	per	 exemple	 amb	 la	 tècnica	 de	 blocking.	 Per	 l'altra,	 actualment	 els	 programes	 que	 permeten	modelar	i	configurar	les	FPGA	no	estan	del	tot	consolidats.	Tot	i	que	s'està	investigant	i	creant	noves	plataformes,	 com	per	 exemple	 el	model	de	programació	OmpSs,	 la	 seva	 implementació	encara	no	és	tan	simple	com	ho	són	les	GPU.		Per	 últim,	 personalment	 aquest	 projecte	 m'ha	 servit	 per	 integrar	 diferents	 coneixements.	Alguns	d'aquests	els	he	adquirit	durant	 la	carrera,	en	especial	en	 l'especialitat	d'enginyeria	de	computadors,	i	estan	relacionats	amb	aspectes	com	arquitectura	de	computadors,	paral·lelisme,	
profiling,	optimització	d'aplicacions	o	sistemes	operatius.	No	obstant,	també	n'he	après	d'altres	relatius	 a	 compilacions	 per	 arquitectures	 diferents	 (cross	 compiler),	 estudi	 de	 viabilitat	 d'una	aplicació	per	a	una	FPGA	o	altres	formes	d'aplicar	paral·lelisme	que	no	havia	vist	en	el	grau.	A	més,	també	m'ha	permès	treballar	des	de	dins	en	el	desenvolupament	d'un	projecte	més	gran,	AXIOM,	i	començar	a	entrar	en	el	món	laboral.			
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Annex	1:	Diagrama	de	Gantt	
 
 
Figura	75:	Diagrama	de	Gantt		
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Annex	2:	Integració	en	FPGA	del	programa	vector_mult	mitjançant	OmpSs	El	codi	original	del	programa	vector_mult	és	el	que	es	mostra	en	la	figura	X:		
	Figura	X:	Codi	original	del	programa	vector_mult		L'objectiu	és	millorar	el	seu	temps	d'execució	mitjançant	l'acceleració	de	la	funció	vector_mult.	En	concret,	es	busca	accelerar-la	en	una	FPGA	utilitzant	el	model	de	programació	OmpSs.		OmpSs	 es	 basa	 en	 la	 creació	 de	 tasques.	 En	 la	 seva	 creació	 s'ha	 d'indicar	 on	 es	 vol	 executar,	quines	dades	ha	de	copiar	 i	quines	dependències	té	amb	altres	tasques.	En	aquest	cas,	es	crea	una	tasca	que	engloba	la	funció	vector_mult,	i	se	li	indica	que	s'executi	en	FPGA	amb	la	directiva	
device.	Les	dades	d'entrada	que	necessita	aquesta	funció	són	els	vectors	vect_a	i	vect_b,		mentre	que	 les	dades	de	 sortida	 seran	 les	del	vector	vect_c;	 tots	3	vectors	 tenen	el	mateix	 tamany,	n.	
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Finalment,	 amb	 la	 directiva	 copy_deps	 s'indica	 que	 faci	 la	 còpia	 en	 la	 BRAM	 de	 la	 FPGA	d'aquestes	dades.	En	la	figura	X	es	mostra	el	codi	final	amb	OmpSs:		
	Figura	X:	Codi	del	programa	vector_mult	integrat	amb	OmpSs			
