This paper is concerned with the problem of low rank plus sparse matrix decomposition for big data applications. Most of the existing decomposition algorithms are not applicable in high dimensional settings for two main reasons. First, they need the whole data to extract the low-rank/sparse components; second, they are based on an optimization problem whose dimensionality is equal to the dimension of the given data. In this paper, we present a randomized decomposition algorithm which exploits the low dimensional geometry of the low rank matrix to reduce the complexity. The low rank plus sparse matrix decomposition problem is reformulated as a columns-rows subspace learning problem. It is shown that when the columns/rows subspace of the low rank matrix is incoherent with the standard basis, the columns/rows subspace can be learned from a small random subset of the columns/rows of the given data matrix. Thus, the high dimensional decomposition problem is converted to a subspace learning problem (which is a low dimensional optimization problem) and it uses a small random subset of the data rather than the whole big data matrix. We derive sufficient conditions, which are no more stringent than those for existing methods, to ensure exact decomposition with high probability.
I. INTRODUCTION
Suppose we are given a data matrix D ∈ R N1×N2 , which can be expressed as
where L is a low rank matrix and S is a sparse matrix with arbitrary magnitude. Neither the rows/columns subspace of the low rank matrix nor the pattern of the non-zero elements of the sparse matrix are available. There are many important applications in which the data under study can be naturally modeled using the aforementioned decomposition. For example, in surveillance systems we may be interested in identifying activity or detecting a moving object in a surveillance video. It has been observed that a matrix formed from the frames of a video consists of a low rank matrix corresponding to the stationary scene (foreground) plus a sparse matrix for the moving object or the underlying activity. Other applications of this decomposition were also studied in [1] , [2] .
In [2] , the decomposition problem was investigated and it was shown that under some conditions the following convex algorithm can exactly recover the low rank and sparse components min L,Ŝ λ Ŝ 1 + L * subject toL +Ŝ = D.
(2)
In (2), L 1 is the 1 -norm of the matrixL which is given by
and L * is the nuclear norm ofL which is the sum of its singular values. The 1 -norm is used as surrogate for the number of nonzero entries [12] , [38] of the sparse matrix and the nuclear norm is used as a surrogate for the rank of the low rank matrix [32] , [47] . In this algorithm, λ determines the trade-off between the sparse and low rank components. It was shown in [1] that when the low rank matrix is not sparse and the non-zero elements of the sparse matrix are diffused, the algorithm (2) can yield the exact low rank and sparse components. Although the algorithm (2) is convex, its computation complexity is intolerable. To efficiently solve the optimization problem (2) , some iterative algorithms were proposed [23] , [53] . Nevertheless, these algorithms are computationally prohibitive and pose significant memory challenges in high dimensional settings as they require using the whole data.
Randomized techniques are used to effectively deal with high dimensional data. For example, random projection has been widely used as an effective tool for data independent dimensionaility reduction [8] , [14] , [38] , [42] . It has been observed that the computational complexity of many data-analysis/signalprocessing tasks can be effectively reduced by projecting the data/signal into a low dimensional subspace wherein the problem can be efficiently solved [8] , [42] . It was shown that projecting the data/signal into a random low dimensional subspace that is sufficiently large can preserve the essential information (such as the dimension of data subspace or distance between data clusters) with overwhelming probability [14] , [35] , [36] , [42] , [46] . Random projection techniques are also used to process high dimensional low rank matrices. In this context, the randomized algorithms are used to efficiently identify the subspace that captures most of the action of the given low rank matrix [14] . In this paper, we use the randomized technique to learn the low dimensional columns/rows subspace of the low rank matrix from a small random subset of the given big data matrix. In our problem, there is no direct access to the low rank matrix, thus we selects the columns uniformly at random.
Herein, the low rank plus sparse matrix decomposition problem is reformulated as a columns-rows subspace learning problem. This approach is shown to significantly reduce the dimensionality of the resulting optimization problem. If we want to calculate the low rank matrix or the sparse matrix directly, the resulting optimization problem is defined over an N 1 × N 2 dimensional space, where N 1 and N 2 denote the number of rows and columns of the data matrix, respectively. In the proposed approach, the low dimensional geometry of the low rank matrix is exploited to reduce complexity. First, the columns subspace of the low rank matrix is computed. Although we have reduced the dimensionality of the optimization problem from N 1 × N 2 to a subspace learning, we are still faced with the challenge of dealing with a high dimensional data matrix. Therefore, we use a random sampling technique to learn the columns subspace from a small random subset of the given data matrix. We show that when the rows subspace of the low rank matrix is incoherent with the standard basis, the columns subspace can be learned from a small random subset of the columns of the given data matrix. Second, the row space of the low rank matrix is calculated using a similar approach. In this step, the row space is learned from a random subset of the rows of the given data matrix. Once the row and column spaces are identified, we proceed to calculate the low rank and sparse matrix. In summary, the decomposition problem is turned into a two-subspace learning problem. In each subspace learning phase, we exploit the low dimensional geometry of the low rank matrix to use the random sampling technique instead of working with the whole data matrix.
To the best of our knowledge, the decomposition problem is reformulated as a subspace learning problem here for the first time. This enables substantial complexity reduction for high dimensional settings by devising a randomized algorithm to carry out the operations in lower dimensional spaces without losing information.
The rest of this paper is organised as follows: In the next section, the background of low rank plus sparse matrix decomposition problem and some randomized techniques are reviewed. In Section III, the proposed randomized decomposition algorithm is explained and the main result of this paper is presented in form of a theorem. Section IV contains the mathematical analysis of the proposed algorithm. In section February 3, 2015 DRAFT V, the complexity of the proposed algorithm is compared with the existing approaches and we it is shown that the proposed approach can substantially reduce the complexity. In addition, all the proofs are deferred to the appendix section.
A. Notation
We use bold-face upper-case letters to denote matrices and bold-face lower-case letters to denote vectors. For a matrix L, L is the spectral norm of L , L F is its Frobenius norm and L ∞ is the infinity norm of L which equal to the maximum absolute value of its elements. For two subset A and B, A ∩ B is their intersection. In an N -dimensional space, e i is the i th vector of the standard basis of an N -dimensional space(i.e., the i th element of e i is equal to one and all the other elements are equal to zero).
II. BACKGROUND AND RELATED WORK

A. Low Rank Plus Sparse Matrix Decomposition
In the standard low rank plus sparse matrix decomposition problem, there are no prior information about the column/row space of the low rank matrix nor the pattern or magnitude of the non-zero elements of the sparse matrix. The low rank plus sparse matrix decomposition problem is generally an ill-posed problem [1] . In many scenarios, the decomposition into a low rank and sparse components is not unique.
There are two main identifiability issues [1] , [2] , namely, when the low rank matrix is very sparse and/or when the sparse matrix is very low rank. We briefly describe a clarifying example from [1] to provide some intuition into the essence of these identifiability issues. Let L = UΣV T be the Singular Value Decomposition (SVD) of L. The matrix U ∈ R N1×r is the matrix of left singular vectors, V ∈ R N1×r is the matrix of right singular vectors and the diagonal matrix Σ contains the singular values. The subspace T (L) is defined as the subspace of all matrices whose columns (or rows) subspace is equal to the columns (or rows) subspace of L. In addition, let subspace Ω(S) be defined as the subspace of all matrices that have the same support (the pattern of the non-zero elements) of S. Suppose that in addition to the data matrix D, the subspaces T (L) and Ω(S) are also given. Given this information, the question is whether we can uniquely recover the low rank and sparse components. It is not hard to show that given this information we have a unique decomposition if
where 0 is the zero vector. It was shown in [1] that if the columns and rows subspaces of the low rank matrix do not contain sparse vectors (i.e., the rows and columns subspace are not aligned with the February 3, 2015 DRAFT standard basis) and the non-zero elements of the sparse matrix are sufficiently diffused, to say that the non-zero elements are not concentrated in few columns or rows, then condition (4) is satisfied. More
where deg(.) is the maximum number of non-zero elements per row/column, then condition (4) is satisfied [1] . To gain some insight into the meaning of (5), note that a small projection of the standard basis onto the rows and columns subspace implies that these subspaces are not aligned with the standard axes.
Therefore, the generated matrix cannot be a sparse matrix. As we will see, this incoherency continues to play an important role in our approach. In particular, we exploit the rows/columns subspace incoherency together with their low dimensionality to reduce complexity. Also, a small degree deg(S) implies that the non-zero elements of the sparse matrix do not concentrate in any row or column. Therefore, they must be diffused forcing the sparse matrix to be a high rank matrix. Accordingly, If condition (5) is satisfied and the subspaces T (L) and Ω(S) are given, exact decomposition is guaranteed. Furthermore, in [1] it was shown that if we have the tighter condition
then the convex algorithm (2) extracts the correct low rank and sparse matrices given only the knowledge of the data matrix D.
Therefore, it is essential to ensure that the columns and rows subspace of the low rank matrix are incoherent with the standard basis. For the low rank matrix L with rank r, the incoherence condition is typically defined through the requirements [1] , [2] 
for some parameter µ that bounds the projection of the standard basis {e i } onto the columns and rows subspaces. The smaller the value of µ, the lesser the subspaces are aligned with the standard basis. Other useful measures for the coherency of subspaces are given in [3] as,
and
When some elements of the orthonormal basis of a subspace are too large, the subspace is coherent with the standard vectors. Actually, it is easy to show that max (γ(V), γ(U)) ≤ √ µ.
In [2] , other sufficient conditions for exact recovery using the convex algorithm (2) were derived.
There, the sparsity pattern of the sparse matrix is selected uniformly at random to ensure that the sparse matrix is not a low rank matrix with overwhelming probability. In this model, each element of the sparse matrix can be non-zero independently with a constant probability. The benefit of using the random model for the sparse matrix is that their analysis allows for up to a constant fraction of the sparse matrix entries to be non-zero, whereas the allowed number of non-zero elements in the analysis of [1] decrease as a function of the matrix dimensions. In this paper, we also use the Bernoulli model for the sparsity pattern of the sparse matrix. The following lemma states the main result of [2] .
Lemma 1 ( Adapted from [2] ). Suppose the low rank matrix L obeys (7-9) and the support set of S follows the Bernoulli model with parameter ρ. The algorithm (2) with λ = 1 √ N1 yields the exact decomposition with probability at least 1 − c 1 N 1 −10 provided that
where ρ s , c 1 and ρ r are numerical constants.
The optimization problem in (2) is convex and can be solved using standard existing techniques such as interior point methods [1] . Although these methods have fast convergence rates, their usage is limited to small-size problems due to the high complexity of computing a step direction. Based on iterative thresholding algorithms for 1 -norm minimization [49] , [51] and the iterative shrinking algorithm for nuclear norm minimization [44] , a family of iterative algorithms for solving the optimization problem
(2) were proposed [23] , [53] . However, they inherit the drawback of the algorithm (2) as they require working with the whole data. For example, the algorithm in [23] , which is one of the best known iterative algorithms, requires computing the SVD of an N 1 × N 2 matrix in each iteration. In contrast to (2) which aims to directly find the low-rank/sparse matrix, in this paper we reformulate the optimization problem in terms of the columns and rows subspace of the low rank matrix. Thus, the N 1 × N 2 dimensional optimization problem is transformed to small-size subspace learning problems.
B. Random Sampling, Random Projection
In many applications, the given data is a big matrix and it may not be possible to perform the mathematical operations on the whole data or to even store it in the working memory. Hence, it is useful to exploit the low dimensional structure that is inherent to much of the existing high dimensional data. For example, when the given data is a low rank matrix, the columns/rows of the given matrix lie in a low dimensional subspace. Such structures naturally lend themselves to efficient computations by leveraging randomized algorithms whereby the data may be projected to random lower dimensional spaces without losing the essential information [14] , [35] , [42] , [46] .
In many applications, we are interested in finding a low dimensional subspace which captures the action of the low rank matrix. For instance, this subspace can be used to find the desired low rank factorization [14] . There are interesting approaches to use random projections in order to find the low dimensional subspace. Suppose we wish to find a k-dimensional subspace, which is the best k-dimensional approximation of the columns subspace of the matrix A ∈ R N1×N2 . This subspace can be found using the following least-square cost function [14] min
where B ∈ R N1×k contains an orthonormal basis for the k-dimensional subspace. The optimal solution of (13) is the first k left singular vectors of the matrix A. However, when the given data is a high dimensional matrix, it may not be possible to calculate the SVD. An interesting method is to calculate a set of random linear combinations of the columns of the given data matrix as
where {w i } are random vectors drawn from some probability distribution. With high probability, the random vectors form a linearly independent set and no linear combination falls in the Null space of A. As a result, if the rank of A is greater than or equal to k, the vectors in the set {y i } are also linearly independent. Thus, we just need to orthonormalize them to obtain the matrix B. Interesting recent results have shown the effectiveness of this approach. It is shown in [14] (Theorem 1.1) that if q > k random combinations are calculated to obtain an N 1 × q orthonormal matrix B, then with overwhelming probability
where ω k+1 is the (k + 1) th singular vector of A. Thus, if rank(A) ≤ k, then B has the same columns subspace of A with high probability. Actually in (14) , the row space of the matrix A is projected into a random q-dimensional subspace. Thus, if the dimension of the rows subspace is not changed through projection into the random subspace, the columns subspace of the new matrix is equal to the columns subspace of A.
Another randomized approach for computing the columns subspace is random column selection [24] - [27] , [14] . It is easy to show that when the rank of the matrix is equal to k, there is a subset of the columns with k elements that span the columns subspace of the matrix. More generally, it was shown [14] , [55] that every
where † denotes the pseudoinverse, and A (k) is the best rank-k approximation of A. However, selecting the best sub-matrix is generally NP-hard. Several randomized algorithms were proposed in the literature for optimal column selection. These methods are usually two-step algorithms. In the first step a small subset of the columns are selected randomly according to a judiciously-chosen probability distribution [14] , which usually depends on the squared Euclidean norms of the columns [26] or the information in the right singular vectors [24] . In the second step (the deterministic stage), a deterministic column-selection procedure is adopted to select and return exactly k columns from the set of columns selected in the first step [14] .
In the low rank plus sparse matrix decomposition problem and robust principle component analysis problem (low rank plus column sparse outlier matrix [15] ), the low rank matrix structure enables the use of randomized techniques. Recently, randomized techniques were used in these problems to extract low complexity decomposition algorithms. For instance, [7] proposes an iterative algorithm similar to the other iterative algorithms to solve (2) . However, this algorithm uses a randomized method [56] instead of SVD to accelerate the algorithms since SVD is computationally expensive in high dimensional settings.
In [8] , a randomized outlier detector is proposed for the low rank plus column sparse matrix problem.
There, it is assumed that the columns of the column sparse matrix (outlier matrix) do not lie in the columns subspace of the low rank matrix. Hence, a low complexity method is proposed to localize the non-zero columns of the outlier matrix. This Algorithm utilizes two randomized techniques. First, data is embedded in a random low dimension subspace to reduce the dimension of the columns. Second, the random column selection technique is used for learning the columns subspace of the projected low rank matrix. Using the learned columns subspace, the outlier columns are easily identified.
In this paper, we propose a two-step algorithm for the low rank plus sparse matrix decomposition. The N 1 × N 2 dimensional decomposition algorithm is reformulated as a two-subspace learning problem. In February 3, 2015 DRAFT the first step, the columns subspace of the low rank matrix is learned. To learn the columns subspace, we use random column selection to avoid working with the whole data. The columns subspace is a low dimensional subspace, which can be obtained from a small subset of the columns of the low rank matrix. Most of the existing randomized column selection algorithms choose the columns according to a probability distribution. This probability distribution is calculated using the given low rank matrix [14] , [26] . In our problem, there are two main differences with the conventional random column selection problem. First, in the low rank plus sparse matrix decomposition problem, we do not have direct access to the low rank matrix to compute the probability distribution for the column selection step. Second, it is not important for us to choose a subset with a specific cardinality. The only concern is that the selected columns of the low rank matrix span the columns subspace of the low rank matrix. We will show that when the rows subspace of the low rank matrix is not aligned with the standard basis, the columns subspace can be learned from a small random subset of the given data matrix. In this step, we use the convex algorithm (2) to extract the low rank component of the matrix of the selected columns, and the columns subspace is obtained from this low rank matrix. In the next step, we learn the rows subspace from a randomly selected subset of the rows of the given data matrix. We will show that when the column subspace of the low rank matrix is incoherent with the standard basis, the rows subspace can be learned from a small randomly chosen subset of the rows of the given data matrix D. In this step, we use an 1 -norm minimization algorithm to learn the row space. We will show that when the Bernoulli parameter of the sparsity pattern of the sparse matrix is sufficiently small, the proposed algorithm can exactly obtain the rows subspace with high probability.
In summary, based on two ideas we develop a decomposition algorithm which is applicable for high dimensional data. First, we turn the decomposition algorithm to a subspace learning problem. Second, we exploit the incoherency and low dimensionality of the columns and rows subspace of the low rank matrix to learn these subspaces from a small random subset of the columns/rows of the given data matrix.
III. PROPOSED APPROACH
We propose a randomized decomposition algorithm which computes the low rank matrix in two steps.
Once we have identified the low rank matrix, it is straightforward to obtain the sparse matrix from (1).
Let us rewrite (1) as
where Q = ΣV. The matrix Q ∈ R r×N2 is a full row rank matrix which contains the expansion of the columns of L over the orthonormal basis U. For simplicity, we refer to U and Q as the column space and row space, respectively. The (20) is applied to the sampled columns D s1 .
Column space calculation:
The column space is found as the columns subspace of the calculated low rank component.
Second
Step (Row Space Learning)
1. Row sampling: Matrix S 2 samples m 2 rows of the given data matrix uniformly at random.
Row space learning:
The convex algorithm (23) is applied to the sampled rows to find the row space.
Output
The proposed algorithm consists of two main steps. The first step aims to learn the column space of L, which is a low dimensional subspace. Fundamentally, it can be learned from a small subset of the columns of L. However, since we do not have direct access to the low rank matrix, a random subset of the columns of the data matrix D is first selected. Hence, the matrix of sampled columns D s1 can be written as
where S 1 ∈ R N2×m1 selects the appropriate columns and m 1 is the number of selected columns. We will show (lemma 3) that if the rows subspace of the low rank matrix is incoherent with the standard basis, we guarantee that a small subset of the columns of the low rank matrix can span the columns subspace of L with high probability. It should be remembered that incoherence is a necessary requirement for identifiability as previously described. The matrix of selected columns can be written as
where L s1 and S s1 are its low rank and sparse components, respectively. In other words, S s1 and L s1 are the sampled columns of S and L, respectively. To decompose D s1 to its low rank and sparse components, the following optimization problem is solved
Thus, the columns subspace of the low rank matrix can be found by calculating the columns subspace of L s1 . In the next section (lemma 4), we provide a sufficient condition to guarantee that (20) returns the exact low rank and sparse components.
Now suppose that (20) decomposes D s1 to its exact components and that the column space has been correctly identified. Without loss of generality, we can use U as an orthonormal basis for the learned column space. In the next step, the row space is learned. In this step, we exploit the sparsity of the matrix S to find the row space as solution to the following optimization problem
When the given data matrix D is high dimensional, it is hard to work with the whole data matrix due to computational complexity, as well as storage limitations. The rows subspace of the low rank matrix is a low dimensional subspace. We will show that (lemma 8) akin to the column space learning, the row space can be learned from a small random subset of the rows of the given data matrix. Therefore, first a random subset of the rows of the given data matrix is chosen. Accordingly, the matrix of the sampled rows D s2 can be written as
where S 2 ∈ R N1×m2 selects the appropriate rows and m 2 is the number of selected rows. We will prove that if the columns subspace of the low rank matrix is incoherent with the standard basis (which was a necessary condition for identifiability in the low rank plus sparse matrix decomposition problem), a small random subset of the rows of L can span the rows subspace of L. Therefore, the optimization problem (21) is simplified to
We will show (lemma 7, lemma 8) that the optimization problem (23) is equivalent to a sparse vector recovery problem and further show that it yields the correct row space with high probability provided that m 2 is sufficiently large. Accordingly, the row space is learned from a small random subset of the rows of the given data matrix. Finally, we can have the low rank and the sparse matrix as
where U o is the learned column space and Q o is the learned row space.
In this algorithm, we make two assumptions to simplify the analysis. We assume that the support set of S follows the Bernoulli model. In addition, we assume that the columns subspace of the low rank matrix is sampled from the random orthogonal model [4] . In other words, the columns of U are selected uniformly at random among all families of r orthonormal vectors. In the next section, the proposed method is analyzed and the performance guarantees are derived. We can state the main result of this paper as the following theorem.
Theorem 2 (Main Result). Suppose the columns subspace of the low rank matrix is sampled from the random orthogonal model, the rows subspace obeys (11) and the support set of S follows the Bernoulli model with parameter ρ. If for any small δ > 0,
, c 2 and c 3 are constant numbers and β can be any real number greater that one, then the proposed algorithm yields the exact decomposition with probability at least (1 − 5δ − c 8 N −3 1 ).
IV. ALGORITHM ANALYSIS
In this section, we provide a mathematical analysis of Theorem 2. First, we provide a sufficient condition to ensure that the columns subspace of L s1 is equal to the column subspace of L. Then, sufficient conditions for the column space learning algorithm (20) are established. Afterwards, we show how the row space learning problem in (21) and (23) can be reformulated as a sparse vector recovery problem. Finally, we derive a sufficient condition for the number of randomly sampled rows to guarantee that (23) yields the exact row space.
A. Random Column Sampling
The columns subspace of L is a low dimensional subspace. Thus, as in randomized algorithms, we may be able to learn this subspace from a small random subset of the given big data matrix. However, first we need to ensure that the columns subspace of L s1 is equal to the column subspace of L. In other words, the rank of L s1 should be equal to the rank of L. In the low rank plus sparse matrix decomposition problem, we have not direct access to the low rank matrix to be able to use the existing column sampling algorithm. For instance, [26] selects the columns using a probability distribution computed based on the 2 -norm of the columns. Also, [24] computes the probability distribution using the right singular vectors of the low rank matrix. In the proposed algorithm, we select the columns uniformly at random.
When the low rank matrix is column sparse (i.e., many columns are zero), we may not be able to preserve the columns subspace of the low rank matrix using a small random subset of the columns. If the rows subspace of the low rank matrix is aligned with the standard basis, the low rank matrix is a column sparse matrix [15] . However, as discussed earlier, the rows and columns subspace of the low rank matrix should be incoherent with the standard basis to avert issues with identifiability. Thus, the rows subspace incoherency plays a dual role in our approach for identifiability and sampling. The following theorem established a sufficient condition to ensure that the columns subspace of the sampled matrix is not changed.
Lemma 3. Suppose m 1 columns are sampled uniformly at random from the matrix L with rank r. If
then the selected columns of the matrix L span the columns subspace of L with probability at least δ) where c 2 and c 3 are numerical constants.
Thus, if (27) is satisfied, the columns subspace of L s1 is equal to the columns subspace of L with high probability. According to (27) , when the rows subspace of the low rank matrix is incoherent with the standard basis, a small random subset of the columns can span the columns subspace.
B. Columns Space Learning
We use the convex algorithm (20) to decompose the matrix of the selected columns D s1 to its low rank and sparse components. Thus, it is essential to ensure that (20) yields the exact low rank and sparse components. The following lemma states the sufficient conditions to guarantee that (20) yields the exact components.
Lemma 4. Suppose the columns subspace of L is sampled from the random orthogonal model, the rows subspace obeys (11) , the columns subspace of L s1 is equal to the columns subspace of L and the support set of S follows the Bernoulli model with parameter ρ. If
then (20) yields the exact decomposition with probability at least 1 − c 8 N −3
and c 7 , c 8 and c 9 are constant numbers.
C. Random Row Sampling
In the second step, the row space is learned from a random subset of the rows of D. Similar to the column sampling, first we have to ensure that the sampled rows of L span the rows subspace of the low rank matrix. In other words, the rank of S T 2 L is equal to the rank of L. To derive a condition similar to (27) , we need to first bound the elements of U.
Lemma 5 (adapted from lemma 2.2 of [4] ). If the orthonormal matrix U follows the random orthogonal model, then
Consequently, we can conclude that
Based on the lemma 3, the following corollary states a sufficient condition on the number of sampled rows to guarantee that the sampled rows of the low rank matrix span the rows subspace of L with high probability.
Corollary 6. Suppose m 2 rows are sampled uniformly at random from the matrix L with rank r and suppose the columns subspace of L is sampled from the random orthogonal model. If
then the selected rows of the matrix L span the rows subspace of L with probability at least (1−δ−3rN −7 1 ) where c 2 and c 3 are numerical constants.
According to (33) , a small random subset of the rows can span the rows subspace of L.
D. Row Space Learning
Suppose that L s2 and S s2 are the low rank and sparse components of D s2 , respectively. The following lemma states that the row space learning algorithm (23) is equivalent to a sparse vector recovery algorithm.
Lemma 7. (Inspired by [17] ) Suppose that the column space was correctly computed in the first step, and that L s2 = U s2 Σ s2 V T s2 is the compact SVD decomposition of the matrix of sampled rows D s2 = S T 2 D. Then, the optimization problem (23) is equivalent to the following optimization problem
where U ⊥ s2 ∈ R m2×(m2−r) is an orthonormal basis for the complement subspace which is orthogonal to U s2 . This means that, if S o s2 is the optimal solution to (34) and Q o is the optimal solution of (23), then
The optimization problem (34) can be rewritten as
whereŜ i s2 and D i s2 are the i th columns ofŜ s2 and D i s2 , respectively. Hence, (34) consists of N 2 independent sparse vector recovery problems. Thus, it is enough to derive the sufficient condition for a sparse vector recovery problem. Therefore, we analyze the following sparse vector recovery problem:
where D i is the i th column of the matrix D s2 .
According to (37) , the sparse vector is recovered from a set of orthogonal projections. This problem is investigated in [3] .
If we assume that U is sampled from the random orthogonal model, then we can model U s2 as a random subset of U c s2 . Therefore, we can use the main result of [3] to establish a sufficient condition ensuring that (23) yields the exact row space. The following lemma states the sufficient condition for the exact row space learning.
Lemma 8. Suppose that the rows subspace of L s2 is equal to the rows subspace of L. The row space learning algorithm (23) yields the exact row space with probability at least (1 − 3δ) provided that
where κ = log(N1) r , c 5 and c 6 are constant number and β can be any number greater than one.
E. Proposed Decomposition Algorithm Performance Guarantee
The proposed decomposition algorithm yields the exact decomposition if:
1. The sampled columns of the low rank matrix span the the columns subspace of L.
2. The algorithm (20) decompose D s1 to its correct low rank and sparse components.
3. The sampled rows of the low rank matrix span the rows subspace of L.
4. The algorithm (23) yields the correct row space.
Therefore, according to lemma 3, lemma 4, corollary 6 and lemma 8, the probability of unsuccessful decomposition (of the proposed algorithm) can be bound as follows
Therefore, if (27) , (28) , (29) , (33) and (38) are satisfied, the proposed decomposition algorithm yields the exact decomposition with probability at least 1 − 5δ − c 8 N −3 1 . This proves the theorem 2.
V. COMPLEXITY
In this section, the complexity of the proposed method is investigated. In the proposed method, The N 1 × N 2 dimensional decomposition problem is turned to two low dimensional subspace learning problems.
In each subspace learning algorithm, a small random subset of the given data matrix is required. These techniques can substantially accelerate the decomposition algorithm and enable the decomposition of big data matrices that may be even hard to store or save them in the working memory.
To evaluate the speed of the proposed approach, we compare its running time with the algorithm (2) . In this comparison, we use the augmented Lagrange multiplier (ALM) algorithm [2] , [23] to solve the optimization problem (2) and the column space learning optimization problem (20) in our algorithm.
ALM is an iterative algorithm that involves an SVD operation in each iteration. In the proposed algorithm, we calculate the compact SVD decomposition of an N 1 × m 1 matrix, which is significantly faster than the SVD decomposition of an N 1 × N 2 matrix when N 2 m 1 . The 
Similarly, D φ (X) is defined as the singular value thresholding operator given by
Algorithm 2 Solving the convex problem (2) with the ALM algorithm [23] , [53] Initialize:
The row space learning algorithm (23) consists of N 2 r-dimensional linear optimization problems. We use the 1 -magic routine [57] to solve the convex row space learning problem. Table 1 shows the running time of the proposed method and the running time of (2). In this comparison, the rank of the low rank matrix is equal to 5. The low rank matrix is generated as a product L = U r Q r where U r ∈ R N1×r and Q r ∈ R r×N2 . The elements of U r and Q r are sampled independently from a standard normal N (0, 1) distribution. We generate the sparse matrix as a product S = 50 (
where denotes the Hadamard product. The matrix E 1 follows the Bernoulli model. Each element of E 1 is equal to zero with probability 0.98 and equal to one with probability 0.02. The entries of E 2 are independently sampled from a uniform distribution on [0,1] and E 3 is a matrix with independent Bernoulli ±1 entries. One can observe that the proposed method is extremely faster that (2) . For example, when the N 1 = N 2 = 10 4 , the proposed algorithm is around 5000 times faster than (2) . In the last two rows of table 1, the algorithm (2) is not applicable because we run out of memory for these dimensions. However, the proposed method just needs a small random subset of the columns and rows of the data. Thus, only a small subset of the columns and rows need to be saved on the working memory, while keeping the full-scale data on the hard drive. In this simulation, we hold the rank and the sparsity parameter ρ fixed and just increase the data matrix dimension. Thus, we used 100 random sampled columns/rows in all the cases. In the proposed method, the decomposition problem is broken into two subspace learning problems.
Therefore, any prior information about these subspaces can be easily accounted for in the decomposition algorithm. Also, any additional structural constraints of the row space can be naturally incorporated in the row space learning optimization problem (23) .
In practice, we may often have such prior information about the column/row space. For example, an interesting application of the low rank plus sparse matrix decomposition is for detecting a moving object in a stationary background. In [2] , an experimental study showed that the algorithm (2) can successfully distinguish the moving object from the stationary background. The stationary background is modeled as a low rank matrix. However, videos are typically high dimensional objects and standard algorithms may be quite slow for such applications. Our algorithm is a good candidate for such a problem as it reduces the dimensionality effectively. However, the decomposition problem can be further simplified by leveraging prior information about the stationary background. We know that the background does not change or we can construct the background with some pre-known dictionary. For example, consider the video introduced in [61] , which was also used in [2] . Multiple frames of the stationary background are illustrated in Fig. 1 . Thus, we can simply form the columns subspace of the low rank matrix using these frames which can describe the stationary background in different states. Thus, we just need to learn the rows subspace because the columns subspace can be learned from some training images (frames). This idea can effectively accelerate the decomposition algorithm when we deal with a video data matrix since the length of the columns is much longer than the lengths of rows (number of frames). Therefore, the row space learning problem is much simpler than the column space learning problem. Fig. 2 shows that the proposed method successfully decomposes the video into the background and the moving objects (in the used video, the frames have resolution 160 × 128). In this simulation, we form the data matrix with 30 frames of the video. The running time of the proposed method is less than ten seconds while it takes almost an hour if we use the algorithm (2) [2] . In this simulation, we use 500 random rows in the row space learning algorithm (23) .
In the proposed method, the necessary number of sampled columns/rows is mostly a function of the rank of the low rank matrix and sparsity of the sparse matrix. Fig. 3 shows the phase transition plots for different numbers of randomly sampled rows/columns. In this simulation, the data is a 500 × 500 matrix.
For each (m 1 , m 2 ), we generate 10 random problems. A trial is considered successful if the recovered low rank matrix satisfies L−Lo F L F ≤ 5 × 10 −4 . One can see that if the rank or the sparsity parameter ρ are increased, the required number of sampled columns/rows increases. Fig. 3 shows that when the sparsity parameter is increased to 0.3, the proposed algorithm almost cannot yield correct decomposition. Actually, in this case the matrix S is not a sparse matrix.
It is interesting to note that the required number of sampled columns/rows is almost independent of the dimension of the given data matrix. For example, Fig. 4 shows the phase transition plots for three different data matrix dimensions. In this simulation, the rank and the sparsity parameter ρ are held fixed.
We can see that the required number of sampled columns/rows is almost invariant to the data dimension.
APPENDIX
Proof of Lemma 3
The selected columns of the low rank matrix can be written as
Using the compact SVD of L, (41) can be rewriten as
Therefore, to show that the columns subspace of L s1 is equal to that of L, it suffices to show that the matrix V T S 1 is a full rank matrix. The matrix S 1 selects m 1 rows of V uniformly at random. Therefore, using Theorem 2 in [3] , if
then, the matrix V T S 1 satisfies the following inequality:
with probability at least (1 − δ), where c 2 ,c 3 are numerical constants [3] . Accordingly, if σ 1 and σ r denote the largest and smallest singular values of S T 1 V, respectively, then
Therefore, the singular values of the matrix V T S 1 are greater than m1 2N2 . Accordingly, the matrix V T S 1 is a full rank matrix.
Proof of lemma 4
The sampled columns are written as
First, we investigate the coherency of the new low rank matrix L s1 . Define P S T 1 V as the projection matrix onto the columns subspace of S T 1 V which is equal to the rows subspace of L s1 . Therefore, the projection of the standard basis onto the rows subspace of L s1 can be written as
where
is the projection matrix onto the columns subspace of S T 1 V. The first inequality follows the fact that {S 1 e i } m1 i=1 is a subset of {e j } N2 j=1 . The second inequality follows from the Cauchy-Schwarz inequality and the third inequality follows from (11) and (45) .
Using lemma 2.2 of [4] , there exists numerical constants c 7 , c 8 such that
with probability at least 1 − c 8 N −3 1 and µ p = c7 max(r,log N1) r .
In addition, we need to find a bound similar to (9) for the new low rank matrix L s1 . Let
be the SVD decomposition of L s1 . Define
where U i s1 is the i th column of U s1 and V i s1 is the i th column of V s1 . Due to the random orthogonal model of the columns subspace, H has the same distribution as
where { i } is an independent Rademacher sequence. Based on Hoeffding's inequality [43] , conditioned on U s1 and V s1 we have
Using lemma IV.3
with probability at least 1 − 3N −8 1 . Therefore, we can bound h 2 ij as
Using (47), (53) can be rewritten as
Choose t = τ γ(V) √ r √ N1m1 for some constant τ . Thus, the unconditional form of (51) can be written as
for some numerical constant ζ. Setting τ = ζ log N 1 where ζ is a sufficiently large numerical constant
gives
for come constant number c 9 since (52) should be satisfied for rN 1 random variables.
Therefore, according to lemma 1, if
then, the convex algorithm (20) yields the exact decomposition with probability at least
Proof of lemma 8
According to (1) , the matrix of the sampled rows can be written as
Let L s2 = U s2 Σ s2 V T s2 be the compact SVD decomposition of L s2 and let L s2 = U c s2 Σ c s2 (V c s2 ) T be the complete SVD. According to lemma 7, we should provide the sufficient conditions for the following sparse vector recovery problem:
where S i s2 is the i th column of S s2 and U ⊥ s2 is the last (m 2 − r) columns of U c s2 which are orthogonal to U s2 . The columns subspace of S s2 obeys the random orthogonal model. Thus, U ⊥ s2 can be modeled as a random subset of U c s2 . According to the result of [3] , if we assume that the sign of the non-zero elements of S i s2 are uniformly random, then the optimal point of (64) is S i s2 with probability at least (1 − δ) provided that is the l 0 -norm of S i s2 which is equal to the number of nonzero elements of S i s2 . In this paper, we do not assume that the sign of the non-zero elements of the sparse matrix S is random. However, according to theorem 2.3 of [2] (de-randomization technique) if the locations of the nonzero entries of S follow the Bernoulli model with parameter 2ρ, and the signs of S are uniformly random and if (64) yields the exact solution with high probability, then it is also exact with at least the same probability for the model in which the signs are fixed and the locations follow the Bernoulli model with parameter ρ [2] . Therefore, it is enough to provide the sufficient condition for the exact recovery of a random sign sparse vector with Bernoulli parameter 2ρ.
First, we provide the sufficient conditions to guarantee that Now, we find the sufficient number of randomly sampled rows, m 2 , to guarantee that (66) is satisfied with high probability. It is obvious that m 2 < N 1 . Define κ = log(N1) r . Therefore, it suffices to show that:
with high probability, where c 6 = 20c 4 . Suppose that ρ ≤ 1 βr c 6 κ log N1 δ + 1
where β is a real number greater than one. Let p z be the probability that an element of S i s2 is equal to zero. Therefore we have:
Let F (n z , m 2 , p z ) be the Bernoulli cumulative distribution function where m 2 is the number of trials and n z is the number of successes (here this represents the number of zero elements).
To prove that (68) is satisfied with probability at least (1 − δ), it is enough to show that the number of zero elements of S i s2 is less than
with probability at most δ. It is equivalent to show that
where k z = m 2 1 − 1 r(c6κ log N 1 δ +1) . When the probability parameter of Bernoulli distribution (here p z ) is close to one and kz m2 < p z , we can bound the Bernoulli cumulative distribution tightly [58] as follow: 
then (64) returns the exact sparse vector with probability at least 1 − 3δ. The factor 0.5 in the numerator of the right hand side of the first equation of (76) is due to the de-randomization technique [2] to provide the guarantee for the fixed sign case.
To prove that (23) extracts the row space correctly, we need to ensure that (64) recovers all the columns of S s2 correctly. The probability that we will not calculate S s2 correctly is less that the summation of the fail probability for all the columns. Therefore, if ρ ≤ 0.5 rβ c 6 κ log N1N2 δ + 1
then, the algorithm (23) correctly identifies the row space with probability at least (1 − 3δ).
