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ORTHONORMAL BASES FOR α-MODULATION SPACES
MORTEN NIELSEN
ABSTRACT. We construct an orthonormal basis for the family of bi-variate α-modulation
spaces. The construction is based on local trigonometric bases, and the basis elements
are closely related to so-called brushlets. As an application, we show that m-term non-
linear approximationwith the system in an α-modulation space can be completely char-
acterized.
1. INTRODUCTION
The α-modulation spacesMs,αp,q(R
d), α ∈ [0, 1], form a parameterized family of smooth-
ness spaces defined on Rd that include the Besov and modulation spaces as special
cases, corresponding to α = 1 and α = 0, respectively. The spaces are built from
the same type of scheme arising from different segmentations of the frequency space.
The α-parameter determines the nature of the segmentation. For example, the Besov
spaces (α = 1) correspond to a dyadic segmentation of the frequency space, while the
modulation spaces (α = 0) correspond to a uniform covering. The intermediate cases
correspond to “polynomial type” segmentations of the frequency space.
The α-modulation spaces were introduced by Gro¨bner [17] , and it was pointed out
by Feichtinger and Gro¨bner [12,13] that Besov and modulation spaces are special cases
of an abstract construction, the so-called decomposition type Banach spaces. The cov-
erings giving rise to α-modulation spaces have also been considered by Pa¨iva¨rinta and
Somersalo in [25] as a tool to study pseudo-differential operators.
In this paper themain focus is on discrete representation of functions in α-modulation
spaces relative to a basis. The connection between abstract notions of smoothness and
properties of discrete representations is very important in applicable harmonic anal-
ysis. The guiding principle is often that smoothness should be characterized by (or
at least imply) some decay or sparseness of an associated discrete expansion. A well-
known example is provided by wavelets, for which it is known (see [23]) that suitable
sparseness of a wavelet expansion is equivalent to smoothness measured in a Besov
space. Sparse representations of functions are useful for e.g. compression purposes.
For example, wavelets have been successfully applied to compress sound signals and
images contained in a suitable Besov space, see [9, 10].
The main contribution of the present paper is to offer a construction of an orthonor-
mal basis for bi-variate α-modulation spaces. Our construction is actually the first ex-
ample of a non-redundant representation system formultivariate α-modulation spaces.
The orthonormal basis is constructed using a carefully calibrated tensor product ap-
proach based on so-called univariate brushlet systems. Brushlets are the image of a
2000Mathematics Subject Classification. 41A17, 42B35 & 42C15.
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nonlinear approximation.
1
ORTHONORMAL BASES FOR α-MODULATION SPACES 2
local trigonometric basis under the Fourier transform, and such systems were intro-
duced by Laeng [21]. Later Coifman and Meyer [22] used brushlets as a tool for image
compression. In [5], Borup and Nielsen used the freedom to choose the frequency lo-
calization of a brushlet system to construct (orthonormal) unconditional brushlet bases
for the univariate α-modulation spaces. Using the orthonormal basis for bi-variate α-
modulation spaces, we give a characterization of the bi-variate α-modulation spaces
in terms a sparseness condition on the expansion coefficients, and we also identify
the α-modulation spaces as approximation spaces associated with nonlinear m-term
approximation.
Redundant frames for α-modulation spaces have been considered in a number of
papers. Fornasier has studied Gabor-type Banach frames for univariate α-modulation
spaces in [14]. Banach frames for univariate α-modulation spaces in the context of
(generalized) coorbit theory has been studied by Dahlke et al. in [8]. Non-tight frames
for multivariate α-modulation spaces were considered by Borup and Nielsen in [3],
and more recently, an improved construction yielding tight frames was introduced
in [6] where tight frames for more general decomposition type smoothness spaces are
also considered.
The structure of the paper is as follows. In Section 2 we give the precise definition
of univariate brushlets. These functions will serve as building blocks for the bi-variate
construction. The main contribution of this paper can be found in Section 3 where
our construction of bi-variate brushlet bases with flexible frequency properties is pre-
sented. We use a tensor product construction based on subsystems extracted from a
sequence of univariate brushlet bases. This somewhat complicated approach is needed
in order to obtain the right shape of the system in the frequency plane while retaining
orthonormality. In Section 4, we give the precise definition of the α-modulation spaces
and show how to adapt the bases from Section 3 to form unconditional bases for the
α-modulation spaces. We also give a discrete characterization of the norm in the α-
modulation spaces using the orthonormal basis. Section 5 contains an application to
nonlinear approximation. We prove that the orthonormal basis (properly normalized)
forms a so-called greedy basis for certain α-modulation spaces, and it is also show that
the α-modulation spaces can be completely characterized in terms of nonlinear m-term
approximation with the basis. Finally, there is an appendix where two of the more
technical proof can be found.
2. ORTHONORMAL BRUSHLET SYSTEMS
In this section we introduce the brushlet orthonormal bases for L2(R). The univari-
ate systems will then be used to carefully construct bi-variate brushlet bases that form
unconditional bases for the family of α-modulation spaces.
Throughout the paper, we let fˆ (ξ) = F ( f )(ξ) := (2pi)−d/2
∫
Rd
f (x)e−ix·ξ dx, f ∈
L2(R
d), denote the Fourier transform.
2.1. Brushlet systems. Let us introduce the univariate brushlets. Each brushlet basis
is associated with a partition of the frequency axis. The partition can be chosen with
almost no restrictions, but in order to have good properties of the associated basis
we need to impose some growth conditions on the partition. We have the following
definition.
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Definition 2.1. A family I of intervals is called a disjoint covering of R if it consists of
a countable set of pairwise disjoint half-open intervals I = [αI , α
′
I), αI < α
′
I , such that
∪I∈I I = R. If, furthermore, each interval in I has a unique adjacent interval in I to the
left and to the right, and there exists a constant A > 1 such that
(2.1) A−1 ≤
|I|
|I ′|
≤ A, for all adjacent I, I ′ ∈ I,
we call I a moderate disjoint covering of R.
Given a moderate disjoint covering I of R, assign to each interval I ∈ I a cutoff
radius ε I > 0 at the left endpoint and a cutoff radius ε
′
I > 0 at the right endpoint,
satisfying
(2.2)

(i) ε′I = ε I ′ whenever α
′
I = αI ′
(ii) ε I + ε
′
I ≤ |I|
(iii) ε I ≥ c|I|,
with c > 0 independent of I.
We are now ready to define the brushlet system. For each I ∈ I, we will construct a
smooth bell function localized in a neighborhood of this interval. Take a non-negative
ramp function ρ ∈ C∞(R) satisfying
(2.3) ρ(ξ) =
{
0 for ξ ≤ −1,
1 for ξ ≥ 1,
with the property that
(2.4) ρ(ξ)2 + ρ(−ξ)2 = 1 for all ξ ∈ R.
Define for each I = [αI , α
′
I) ∈ I the bell function
(2.5) bI(ξ) := ρ
(
ξ − αI
ε I
)
ρ
(
α′I − ξ
ε′I
)
.
Notice that supp(bI) ⊂ [αI − ε I , α
′
I + ε
′
I ] and bI(ξ) = 1 for ξ ∈ [αI + ε I , α
′
I − ε
′
I ]. Now
the set of local cosine functions
(2.6) wˆn,I(ξ) =
√
2
|I|
bI(ξ) cos
(
pi
(
n+ 12
)ξ − αI
|I|
)
, n ∈ N0, I ∈ I,
constitute an orthonormal basis for L2(R), see e.g. [1]. We call the collection {wn,I : I ∈
I, n ∈ N0} a brushlet system. The brushlets also have an explicit representation in the
time domain. Define the set of central bell functions {gI}I∈I by
(2.7) gˆI(ξ) := ρ
(
|I|
ε I
ξ
)
ρ
(
|I|
ε′I
(1− ξ)
)
,
such that bI(ξ) = gˆI
(
|I|−1(ξ − αI)
)
, and let for notational convenience
en,I :=
pi
(
n + 12
)
|I|
, I ∈ I, n ∈ N0.
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Then,
(2.8) wn,I(x) =
√
|I|
2
eiαIx
{
gI
(
|I|(x + en,I)
)
+ gI
(
|I|(x− en,I)
)}
.
By a straight forward calculation it can be verified (see [2]) that for r ≥ 1 there exists
a constant C := C(r) < ∞, independent of I ∈ I, such that
(2.9) |gI(x)| ≤ C(1 + |x|)
−r.
Thus a brushletwn,I essentially consists of twowell localized humps at the points±en,I.
Given a bell function bI , define an operator PI : L2(R) → L2(R) by
(2.10) P̂I f (ξ) := bI(ξ)
[
bI(ξ) fˆ (ξ) + bI(2αI − ξ) fˆ (2αI − ξ)− bI(2α
′
I − ξ) fˆ (2α
′
I − ξ)
]
.
It can be verified thatPI is an orthogonal projection, mapping L2(R) onto span{wn,I : n ∈
N0}. In Section 3, we will need some of the finer properties of the operator given by
(2.10). Let us list properties here, and refer the reader to [18, Chap. 1] for a more de-
tailed discussion of the properties of local trigonometric bases.
Suppose I = [αI , α
′
I) and J = [αJ , α
′
J) are two adjacent compatible intervals (i.e.,
α′I = αJ and ε
′
I = ε J ). Then it holds true that
(2.11) P̂I f (ξ) + P̂J f (ξ) = fˆ (ξ), ξ ∈ [αI + ε I , α
′
J − ε
′
J ], f ∈ L2(R).
We can verify (2.11) using the fact that bI ≡ 1 on [αI + ε I , α
′
I − ε
′
I ] and that bJ ≡ 1 on
[αJ + ε J , α
′
J − ε
′
J ], together with the fact that
supp
(
bI(·)bI(2αI − ·)
)
⊆ [αI − ε I , αI + ε I ]
and
supp
(
bI(·)bI(2α
′
I − ·)
)
⊆ [α′I − ε
′
I , α
′
I + ε
′
I ].
For ξ ∈ [α′I − ε
′
I , αJ + ε J ] we notice that
P̂I f (ξ) + P̂J f (ξ) = [b
2
I (ξ) + b
2
J (ξ)(ξ)] fˆ (ξ)
+ bJ(ξ)bJ (2α
′ − ξ) fˆ (2α′ − ξ)− bI(ξ)bI (2α
′ − ξ) fˆ (2α′ − ξ).(2.12)
We can then conclude that (2.11) holds true using the following facts (see [18, Chap. 1])
bI(ξ) = bJ(2α
′
I − ξ), bJ(ξ) = bI(2α
′
J − ξ), for ξ ∈ [α
′
I − ε
′
I , αJ + ε J ],
and
b2I (ξ) + b
2
J (ξ) = 1, for ξ ∈ [αI + ε I , α
′
J − ε
′
J ].
Moreover, PI + PJ = PI∪J with the ε-values ε I and ε
′
J for I ∪ J.
Finally, for a rectangle Q = I × J ⊂ R2 with I = [αI , α
′
I) and J = [αJ , α
′
J), we
define PQ = PI ⊗ PJ . Clearly, PQ is a projection operator PQ : L2(R
2) → span{wi,I ⊗
wj,J : i, j ∈ N0}. Notice that,
(2.13) PQ = SQ
[
(Id+RαI − Rα′I )⊗ (Id+RαJ − Rα
′
J
)
]
SQ,
where ŜQ f := bQ fˆ , with bQ := bI ⊗ bJ , and Ra f (x) := e
i2a f (−x), x, a ∈ R.
ORTHONORMAL BASES FOR α-MODULATION SPACES 5
3. BI-VARIATE BRUSHLET BASES
The naive way to construct bi-variate brushlet bases from univariate brushlets is to
use a simple tensor product approach. This will indeed give us a basis for L2(R
2),
but the time-frequency properties of the resulting system are not desirable for our pur-
poses. In the frequency plane we end upwith long “skinny” elements that are not com-
patible with the structure of isotropic smoothness spaces such as α-modulation spaces.
The same problem occurs when we use tensor products of orthonormal wavelets. We
end up with so-called hyperbolic bi-variate wavelet systems that do no offer a charac-
terizations of isotropic smoothness spaces.
Here we follow a different path. We still use a tensor product construction, but we
modify the construction by carefully keeping track of the shape of the system in the
frequency plane by extracting subsystems from a sequence of brushlet bases.
To keep the notation manageable, we consider only the bi-variate case, but the reader
should notice that the basic idea behind the construction can be adapted to the general
multivariate case.
3.1. A sequence of brushlets. To get the bi-variate construction off the ground we be-
gin by construction a sequence of univariate brushlet systems. The univariate systems
are not complete, but the idea is to carefully “glue” them together later to create the
wanted bi-variate system.
Let n ≥ 2 and fix β ≥ 1. We create a brushlet system living on the frequency interval
[−(n+ 1)β, (n+ 1)β] subdivided into n+ 3 intervals. Since our goal is to fit the systems
together later for different values of n, we divide [−(n + 1)β, (n + 1)β] carefully by
putting knots the points ±(n− 1)β and ±nβ. The “inner” interval
[−(n− 1)β, (n− 1)β]
is then divided into n− 1 intervals of equal length, see Figure 1.
FIGURE 1. Brushlet partition at level n.
Notice that the length of each of the n+ 3 subintervals is of the order nβ−1 uniformly
in n. We denote by Ink , k = 1, . . . , n + 3, the n + 3 subintervals intervals, taken se-
quentially from the left to the right. Next we define the ε-values at the breakpoints
needed for the brushlet system. We fix γ := γ(β) sufficiently small (see below for de-
tails). Define the corresponding ε-values at the breakpoints as follows: at ±nβ we use
ε = γnβ−1 and at ±(n + 1)β we use ε = γ(n + 1)β−1. At the remaining breakpoints we
use ε = γ(n− 1)β−1. The basic estimate
3−β ≤
(
n− 1
n+ 1
)β
≤ 1, n ≥ 2,
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can be used to verify that γ = β163
−β is sufficiently small to work for all n. We now
create the associated orthonormal brushlet system
Wn :=
n+3⋃
i=1
{wk,Ini }k∈N0 ,
numbered from the left to the right so that wn1,In1
is associated with the frequency in-
terval In1 = [−(n + 1)
β,−nβ] and wk,Inn+3 is associated with the frequency interval
Inn+3 = [n
β, (n + 1)β].
Remark 3.1. Notice that the construction ensures that the functions on level n associated
with the extremal frequency intervals In1 and I
n
n+3 are all contained in the orthonormal
system on level n + 1. So, in particular, the functions wj,In+11
and wk,In1 , j, k ∈ N0, from
adjacent levels are orthogonal. The same holds true for wj,In+1n+4
and wk,Inn+3 , j, k ∈ N0.
3.2. Bi-variate brushlets. We now define a orthonormal bivariate system living on the
rectangular frequency “annulus” An defined by the eight points±((n+ 1)β ,±(n+ 1)β)
and ±(nβ ,±nβ). We use the the system Wn = ∪n+3i=1 {wk,Ini }k∈N0 for the construction.
Let
(3.1) An := En1 ∪ E
n
2 ∪ E
n
3 ∪ E
n
4 ,
where
En1 :=
{
ω I×J
(j,k)
(x, y) := wj,I(x)wk,J(y)
}
(j,k)∈N20,I×J∈P
n
1
, Pn1 := {I
n
1 × I
n
i }
n+3
i=1 ,
En2 :=
{
ω I×J
(j,k)
(x, y) := wj,I(x)wk,J(y)
}
(j,k)∈N20,I×J∈P
n
2
, Pn2 := {I
n
i × I
n
n+3}
n+3
i=2 ,
En3 :=
{
ω I×J
(j,k)
(x, y) := wj,I(x)wk,J(y)
}
(j,k)∈N20,I×J∈P
n
3
, Pn3 := {I
n
n+3× I
n
i }
n+2
i=1 ,
En4 :=
{
ω
I×J
(j,k)
(x, y) := wj,I(x)wk,J(y)
}
(j,k)∈N20,I×J∈P
n
4
, Pn4 := {I
n
i × I
n
1 }
n+2
i=2 .
The following figure illustrates the frequency content of each family Eni .
FIGURE 2. The frequency content of Eni , i = 1, . . . , 4.
We observe that the system An splits naturally into 4n+ 8 subsystems each associated
with a distinct frequency support rectangle from Pn = Pn1 ∪ · · ·P
n
4 , providing a natural
partition of the annulus An. We will use the condensed notation An = {ω
Q
k }Q∈Pn,k∈N20
extensively. We also observe that An is an orthonormal system in L2(R
2), which fol-
lows by direct inspection using thatWn is an orthonormal system in L2(R).
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To complete the picture, we denote by {wk,[−1,1)}k∈N0 the “low-pass” brushlet sys-
tem associated with [−1, 1) with ε values γ, and we define
A1 :=
⋃
j,k∈N0
{
ω
[−1,1)×[−1,1]
(j,k)
:= wj,[−1,1)(x)wk,[−1,1)(y)
}
.
We are now ready to define the full bivariate system by taking the union of all the sets
An. The full system is defined by
(3.2) W(β) :=
∞⋃
n=1
An.
We let
P = [−1, 1]2 ∪
( ∞⋃
n=2
P
n
)
denote the collection of all elementary frequency rectangles associated with W(β).
Hence, we can write W(β) =
⋃
Q∈P{ω
Q
k }k∈N20
. For Q ∈ P, we let PQ denote the
orthogonal projection onto span({ωQk }k∈N20
) given by (2.13), i.e.,
(3.3) PQ f = ∑
k∈N20
〈 f ,ωQk 〉ω
Q
k .
Notice how the frequency content of the sets An cover the whole frequency plane in-
dicating that the construction is reasonable and will give us a complete orthonormal
system. Let us state and prove the most fundamental property ofW(β).
Proposition 3.2. The systemW(β) defined by (3.2) is an orthonormal basis for L2(R
2).
Proof. Let us first verify that the system is orthonormal. Recall that each An is an
orthonormal system. It follows from Remark 3.1 that the system An is orthogonal
to An+1, n ≥ 2. Moreover, Am and An have disjoint frequency support whenever
|m− n| ≥ 2. Finally, we notice that A2 is orthogonal to {ω
[0,1)2
k }k∈N20
due to their con-
struction (the univariate brushlets have the same ε-value at the breakpoints ±1). We
conclude thatW(β) is orthonormal.
The slightly more involved part is to verify that W(β) is complete in L2(R
2). Ob-
serve that the frequency properties of the systemW(β) ensure that for f ∈ L2(R
2) and
ξ ∈ R2, ∑Q∈F P̂Q f (ξ) contains at most four non-zero terms, which can easily be used
to deduce that ∑Q PQ converges strongly to a bounded operator on L2(R
2). Hence, it
suffices to prove that
(3.4) ∑
Q∈P
P̂Qs = sˆ
for functions s from a suitable dense subset of L2(R
2). Since finite linear combinations
of separable functions are dense in L2(R
2), we just need to verify (3.4) for a separable
function s(x, y) = g(x)h(y) with g, h ∈ L2(R).
The sum (3.4) is local in nature, and first we consider it pointwise on a rectangle of
the form
RnV := [−(1− γ)(n + 1)
β,−(1− γ)nβ]× [−(1− γ)(n + 1)β, (1− γ)(n + 1)β],
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with n ≥ 3 fixed. This will restrict the analysis to a vertical frequency strip associated
with the systems An−1 and An, see Figure 3.
FIGURE 3. A local interpretation of the sum (3.4). It is advantageous to
factor the terms so we can do the summation “vertically” or “horizon-
tally”.
For ξ = (ξ1, ξ2) ∈ R
n
V , we have
∑
Q
P̂Qs(ξ) = ∑
Q∈F:Q∩RnV 6=∅
P̂Qs(ξ).
We let PIni denote the L2(R)-orthogonal projection onto span({wj,I
n
i
}j∈N0). We now
use (2.12) repeatedly, together with the fact that by construction, PIn2 = PIn−11
and
PInn+2 = PIn−1n+2
, to obtain
∑
Q∈F:Q∩RnV 6=∅
P̂Qs(ξ) = P̂In1 g(ξ1)
n+3
∑
i=1
P̂Ini h(ξ2) + P̂In−11
g(ξ1)×
( n+2
∑
i=1
P̂In−1i
h(ξ2) + P̂In1 h(ξ2) + P̂I
n
n+3
h(ξ2)
)
= P̂In1 g(ξ1)hˆ(ξ2) + P̂In−11
g(ξ1)hˆ(ξ2)
= gˆ(ξ1)hˆ(ξ2).
The same argument can be used to verify (3.4) on the horizontal rectangle
RnH := [−(1− γ)(n + 1)
β, (1− γ)(n + 1)β]× [(1+ γ)nβ, (1− γ)(n + 1)β],
and on the “mirrored” rectangle
R˜nV := [(1 + γ)n
β, (1− γ)(n + 1)β]× [−(1− γ)(n + 1)β, (1− γ)(n + 1)β],
together with
R˜nH := [−(1− γ)(n + 1)
β, (1− γ)(n + 1)β]× [−(1− γ)(n + 1)β,−(1+ γ)nβ].
We now let n vary to cover the whole plane, where we make the remark that a similar
argument as above works where the low-pass system A1 meets A2. Consequently, we
conclude that (3.4) holds true everywhere for s = g · h. Hence, (3.4) holds true on a
dense subset of L2(R
2) and we deduce thatW(β) is indeed complete in L2(R
2). 
ORTHONORMAL BASES FOR α-MODULATION SPACES 9
4. ORTHONORMAL BASES FOR α-MODULATION SPACES
Now we have a familyW(β) of orthonormal bases for L2(R
2) with time-frequency
properties that can be “tuned” using the parameter β ≥ 1. Our claim is that these bases
are well-suited to analyze the family of α-modulation spaces. In this section, we give
the precise definition of the α-modulation spaces, and we show that by selecting the
appropriate β value relative to α, W(β) will form an unconditional basis for the full
range of α-modulation spaces defined on R2.
The α-modulation spaces are defined by a parameter α, belonging to the interval
[0, 1]. This parameter determines a segmentation of the frequency plane from which
the spaces are built. Thus, we need to define “nice” partitions of the frequency space.
We should also point out that α-modulation can be considered on any Rd, and the
discussion below is restricted to d = 2 only because our basis from Section 3.2 is bi-
variate.
Let B(c, r) ⊂ R2 denote the open disc with center c and radius r, and let 〈x〉 :=
(1+ |x|2)1/2.
Definition 4.1. A countable set Q of subsets Q ⊂ R2 is called an admissible covering
if R2 = ∪Q∈QQ and there exists n0 < ∞ such that #{Q
′ ∈ Q : Q ∩ Q′ 6= ∅} ≤ n0 for
all Q ∈ Q. Let
rQ = sup{r ∈ R : B(cr, r) ⊂ Q for some cr ∈ R
2},
RQ = inf{R ∈ R : Q ⊂ B(cR, R) for some cR ∈ R
2}
denote respectively the radius of the inscribed and circumscribed disc of Q ∈ Q. An
admissible covering is called an α-covering, 0 ≤ α ≤ 1, of R2 if |Q| ≍ 〈x〉αd (uniformly)
for all x ∈ Q and for all Q ∈ Q, and there exists a constant K ≥ 1 such that RQ/rQ ≤ K
for all Q ∈ Q.
We also need partitions of unity compatible with the covers from Definition 4.1.
Definition 4.2. Given p ∈ (0,∞] and an α-coveringQ of R2. A corresponding bounded
admissible partition of unity of order p (p-BAPU) {ψQ}Q∈Q is a family of functions
satisfying
• supp(ψQ) ⊂ Q
• ∑Q∈Q ψQ(ξ) = 1
• supQ |Q|
1/ p˜−1‖F−1ψQ‖L p˜ < ∞, p˜ := min(1, p).
Remark 4.3. It is proved in [6] that an α-covering with a corresponding p-BAPU actually
exist for every α ∈ [0, 1] and p > 0.
ForQ ∈ Q define themultiplier ψQ(D) f := F
−1(ψQF f ), f ∈ L2(R
2). By [26, Propo-
sition 1.5.1], the conditions in Definition 4.2 ensure that ψQ(D) extends to a bounded
operator on the bandlimited functions in Lp(R2), 0 < p ≤ ∞, uniformly in Q ∈ Q.
We have the following definition of the α-modulation spaces.
Definition 4.4. Given 0 < p, q ≤ ∞, s ∈ R, and 0 ≤ α ≤ 1, letQ be an α-covering of R2
for which there exists a p-BAPU Ψ. Then we define the α-modulation space, Ms,αp,q(R
2) as
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the set of distributions f ∈ S′(R2) satisfying
(4.1) ‖ f‖Ms,αp,q :=
(
∑
Q∈Q
〈ξQ〉
qs
∥∥ψQ(D) f∥∥qLp
)1/q
< ∞,
with {ξQ}Q∈Q a sequence satisfying ξQ ∈ Q. For q = ∞ we have the usual change of
the sum to sup over Q ∈ Q.
It is easy to see that (4.1) defines a quasi-norm (or a norm if p, q ≥ 1) on Ms,αp,q(R
2)
and that two different sequences {ξQ}Q∈Q give equivalent norms. It it also known that
two different p-BAPUs give rise to equivalent norms, see [3]. The definition is given
for the full range of p and q, extending Gro¨bner’s original definition in [17].
It can be proved that Ms,αp,q(R
2) is a quasi-Banach space, and that
S(R2) →֒ Ms,αp,q(R
2) →֒ S(R2)′,
see [5]. Moreover, if p, q < ∞, S(R2) is dense in Ms,αp,q(R
2).
4.1. Bi-variate brushlet bases for α-modulation spaces. Now we consider a charac-
terization of Ms,αp,q(R
2) using the system W(β). First we have to choose the right β,
given α ∈ [0, 1). This is easy, we just notice that any rectangle contained in Pn has area
O(n2(β−1)) while for Q ∈ Pn, and ξ ∈ Q, we have 〈ξ〉 ≍ nβ. We have n2(β−1) ≍ n2βα
exactly when β = 1/(1 − α). It is to be expected that we cannot define β for α = 1,
since α = 1 corresponds to a dyadic covering of R2 while the covering associated with
W(β) is always of “polynomial” type. The choice β = 1/(1− α) leads to the following
characterization.
Proposition 4.5. Given α ∈ [0, 1), 0 < p, q ≤ ∞, and s ∈ R. Let β = 1/(1 − α), and
consider the associated systemW(β) = {ωQk }Q∈P,k. For any f ∈ M
s,α
p,q(R
2) we have
(4.2) ‖ f‖Ms,αp,q(R2) ≍
(
∑
Q∈P
〈ξQ〉
qs‖PQ f‖
q
Lp
)1/q
,
where PQ is the projection given by (3.3), and ξQ ∈ Q.
The proof of Proposition 4.5 is similar to the proof of Theorem 3.1 in [3], and it has
been included in Appendix A for the sake of completeness. In the following Lemma
we estimate the Lp-norm of the projection PQ f in terms of the associated Fourier coef-
ficients of f relative to {ωQk }k.
Lemma 4.6. With the same assumptions as in Proposition 4.5, suppose f ∈ L2(R
2), Q ∈ P,
and p ∈ (0,∞]. Then PQ f ∈ Lp(R
2) if and only if {〈 f ,ωQk 〉}k∈N20
∈ ℓp. In fact, if one of
these conditions are satisfied we have
(4.3) ‖PQ f‖Lp(R2) ≍ |Q|
1
2−
1
p
(
∑
k∈N20
|〈 f ,ωQk 〉|
p
)1/p
, 0 < p < ∞,
with equivalence independent of Q. When p = ∞ the sum in (4.3) is changed to sup over
k ∈ N20.
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The proof Lemma 4.6 can be found in Appendix A. We can now combine Lemma
4.6 and Proposition 4.5 to derive our main result on properties of the systemW(β) in
Ms,αp,q(R
2).
Theorem 4.7. Given 0 < p, q ≤ ∞, s ∈ R, and 0 ≤ α < 1. For the systemW(β) = {ωQk }
with β = 1/(1− α), we have the characterization
(4.4) ‖ f‖Ms,αp,q(R2) ≍
( ∞
∑
n=1
∑
Q∈Pn
(
∑
k∈N20
(
n
1
1−α (s+α−
2α
p )|〈 f ,ωQk 〉|
)p)q/p)1/q
.
Moreover, for 1 ≤ p, q < ∞,W(β) constitutes an unconditional basis for Ms,αp,q(R
2).
Proof. The norm characterization follows at once by combining Lemma 4.6 and Propo-
sition 4.5, using the facts that for ξQ ∈ Q, 〈ξQ〉
2α ≍ |Q| uniformly in Q ∈ P, and
for Q ∈ Pn, 〈ξQ〉 ≍ n
β = n1/(1−α). The claim that the system form an unconditional
basis when p, q ≥ 1 follows easily from the fact that Ms,αp,q(R
2) is a Banach space, and
that finite expansions inW(β) have uniquely determined coefficients giving us a norm
characterization of such expansions using (4.4). 
Theorem 4.7 shows that W(β) induces a natural isomorphism between Ms,αp,q(R
2)
and the sequence space ms,αp,q given by
Definition 4.8. Given 0 < p, q ≤ ∞, s ∈ R, and 0 ≤ α < 1, we define the space ms,αp,q as
the set of coefficients c = {cQk }k∈N20,Q∈P
⊂ C satisfying
‖c‖ms,αp,q :=
( ∞
∑
n=1
∑
Q∈Pn
(
∑
k∈N20
(
n
1
1−α (s+α−
2α
p )|cQk |
)p)q/p)1/q
< ∞.
5. AN APPLICATION TO NONLINEAR APPROXIMATION
In this final section we consider m-term nonlinear approximation withW(β) in cer-
tain α-modulation spaces.
Let us first point out why it is important to have access to a non-redundant repre-
sentation system when it comes to m-term nonlinear approximation. Approximation
with redundant systems in multivariate α-modulation spaces have been studied in a
number of papers, see [3, 6]. The ultimate goal is to characterize the approximation
class Aγ that (roughly) contain the elements in Ms,αp,q for which m-term approximation
converges at the rate O(m−γ), see Definition 5.2 for the precise statement. However,
the earlier results have only been concerned with so-called direct or Jackson estimates.
A direct estimate makes it possible to identify a certain set contained in the approxi-
mation class, so we obtain a “minimum size” estimate of the approximation class. But
it may happen that the class is larger than this one-sided estimate indicates. What has
been missing from the picture are so-called inverse or Bernstein estimates providing a
“maximum size” estimate of the approximation class. Such estimates have been out of
reach for the simple reason that the frames considered are redundant. It might well be
that a Bernstein estimate exists for the redundant frames from [3,6,8,14], but at present
it is not known how to prove such estimates. However, for our non-redundant basis
such technical difficulties disappear and below we derive a complete characterization
of m-term nonlinear approximation with theW(β).
ORTHONORMAL BASES FOR α-MODULATION SPACES 12
Recent results [16,20] have shown that to characterize nonlinear m-term approxima-
tion with elements from a Schauder basis from a Banach space, it is advantageous to
deal with so-called greedy bases. Below we demonstrate that a properly normalized
version ofW(β) form greedy bases for the α-modulation spaces, and from this fact we
deduce several direct and inverse estimates for nonlinear m-term approximation with
W(β).
First, let us define a greedy basis as introduced by Konyagin and Temlyakov [20]. A
greedy basis in a Banach space is an unconditional basis that also satisfies the so-called
democracy condition.
Definition 5.1. A system {gk}k∈N in a (quasi-)Banach space X is called democratic if
there exists a constant C > 0 such that∥∥∥∑
k∈I
gk
∥∥∥
X
≤ C
∥∥∥∑
k∈J
gk
∥∥∥
X
,
for any two finite sets of indices I and J with the same cardinality, #I = #J.
Let us fix α ∈ (0, 1), and as before, we put β = 1/(1 − α). For 0 < p < ∞, we
consider the system W(β) = {ωQk }, and the associated normalized system W˜(β) =
{ω˜Qk } defined by
ω˜Qk =
ω
Q
k
‖ωQk ‖Ms,αp,p(R2)
, Q ∈ P, k ∈ N20.
Observe that by Theorem 4.7,
(5.1) ‖ f‖Ms,αp,p(R2) ≍
(
∑
Q∈P
∑
k∈N20
|〈 f , ω˜Qk 〉|
p
)1/p
.
Thus, for a finite subset Λ ⊂ P ×N20, we have the uniform estimate
(5.2)
∥∥∥∥ ∑
(Q,k)∈Λ
ω˜
Q
k
∥∥∥∥
Ms,αp,p(R2)
≍ (#Λ)1/p ,
which shows that {ω˜Qk }Q,k is a democratic and unconditional (i.e., a greedy) basis for
Ms,αp,p(R
2) provided p, q ≥ 1.
Let us introduce some notation that will be needed to explore nonlinear approxima-
tion with brushlet bases. Let D = {gk}k∈N be a Schauder basis in a Banach space X.
We consider the collection of all possible m-term expansions with elements from D:
Σm(D) :=
{
∑
i∈Λ
cigi
∣∣∣ ci ∈ C, #Λ ≤ m}.
The error of the best m-term approximation to an element f ∈ X is then
σm( f ,D)X := inf
fm∈Σm(D)
‖ f − fm‖X.
Let us introduce the approximation classes Aγq(X,D) associated with D. The ap-
proximation classes Aγq(X,D) is an important for the study of m-term approximation
using D, and it (essentially) consists of the elements f for which σ( f ,D) = O(n−γ).
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Definition 5.2 (Approximation spaces). The approximation spaceAγq(X,D) is defined
by
| f |Aγq(X,D) :=
( ∞
∑
m=1
(
mγσm( f ,D)X
)q 1
m
)1/q
< ∞,
and (quasi)normed by ‖ f‖Aγq(X,D) = ‖ f‖X + | f |A
γ
q(X,D)
for 0 < q,γ < ∞, with the ℓq
norm replaced by the sup-norm, when q = ∞.
We also need to define smoothness spaces in order to characterize the approximation
spaces. We give the definition in an abstract setting, but later in this section (Proposi-
tion 5.4) it is proved that the smoothness spaces corresponding to brushlet systems can
be identified with certain α-modulation spaces.
For τ ∈ (0,∞) and s ∈ (0,∞], we let Kτs(D,M) denote the set
closX
{
f ∈ X | ∃Λ ⊂ N, #Λ < ∞, f = ∑
k∈Λ
ckgk, ‖{ck}‖ℓτ,s ≤ M
}
,
where ℓτ,s is the Lorentz sequence norm with primary parameter τ and secondary
parameter s, see [11]. Then we define
(5.3) Kτs(X,D) :=
⋃
M>0
Kτs(D,M),
with
‖ f‖Kτs(X,D) = inf{M : f ∈ K
τ
s(D,M)}.
For a democratic basis D = {gk}k∈N in X, we define ϕ(n) :=
∥∥∑nk=1 gk∥∥X. The
following theorem was proved (independently) in [16] and [19].
Theorem 5.3. Assume D is a greedy basis for a Banach space X with ϕ(n) ≍ n1/p. Then
Aγq(X,D) = K
τ
q(X,D), τ
−1 = γ + p−1, γ > 0,
with equivalent norms.
One problem with Theorem 5.3 is the we are restricted to the Banach space case,
which in our setup means that p, q ≥ 1. However, Theorem 5.3 has recently been ex-
tended to the quasi-Banach space case by Garrigo´s Herna´ndez [15] under the assump-
tion that the dictionary D induces an isomorphism with a suitable discrete Triebel-
Lizorkin sequence space. This is indeed the case here where (5.1) shows that W(β)
induces an isomorphism between Ms,αp,p(R
2) and ℓp.
We can thus apply Theorem 5.3 and its extension in [15] toW(β), using the estimate
(5.2), to obtain the first complete characterization of nonlinear approximation classes
associated with a bi-variate α-modulation space.
Theorem 5.4. For α ∈ (0, 1), 0 < p, q < ∞ and s ∈ R, we let β = 1/(1− α) and consider
the system D := W˜(β) normalized in Ms,αp,p(R
2). We have the characterization
Aγq
(
Ms,αp,p(R
2),D
)
= Kτq
(
Ms,αp,p(R
2),D
)
, τ−1 = γ + p−1, γ > 0, 0 < q ≤ ∞,
with equivalent norms. Moreover, for τ > 0,
Kττ
(
Ms,αp,p(R
2),D
)
= M
ρ,α
τ,τ(R
2), with ρ =
2α
τ
−
2α
p
+ s.
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Proof. The first part of the Proposition follows at once from Theorem 5.3 and the esti-
mate (5.2). The proof of the second claim reduces to getting the normalization right.
We use the fact that for Q ∈ P, ‖ωQk ‖Ms,αp,p(R2) ≍ |Q|
s
2α +1/2−1/p, which can easily be de-
duced from Theorem 4.7. Again using Theorem 4.7, we deduce the following equation
for ρ,
|Q|(
ρ
2α +1/2−1/τ)−(
s
2α +1/2−1/p) = |Q|0,
from which we obtain ρ = 2ατ −
2α
p + s. 
APPENDIX A. TECHNICAL PROOFS
We have postponed two technical proof to this appendix. First we give a proof of
Proposition 4.5.
Proof of Proposition 4.5. Let Ψ be a p-BAPU subordinate to an α-covering Q. Take f ∈
Ms,αp,q(R
2). Then,
PQ f = ∑
Q′∈AQ
PQ(ψQ′(D) f ), Q ∈ P,
in S ′(R2), where AQ is the collection of Q
′ ∈ Q with supp(bQ) ∩Q
′ 6= ∅. It is known
(see [6])
sup
Q∈P
#AQ ≤ dA < ∞.
Using (2.5) we have that ‖F−1bQ‖Lp ≤ Cp|Q|
1−1/p, for 0 < p ≤ ∞. We have
ψQ′(D) f ∈ Lp, 0 < p ≤ ∞, so for any Q
′ ∈ Q, Proposition 1.5.1 in [26] implies
‖PQ f‖Lp ≤ C|Q|
1/ p˜−1‖F−1bQ‖L p˜ ∑
Q′∈AQ
‖ψQ′(D) f‖Lp (p˜ := min(1, p))
≤ C′ ∑
Q′∈AQ
‖ψQ′(D) f‖Lp
with C′ independent of Q. Clearly, 〈ξQ〉 ≍ 〈ξQ′ 〉 for any ξQ ∈ Q, ξQ′ ∈ Q
′, when
Q′ ∈ AQ. Hence
(A.1) 〈ξQ〉
s‖PQ f‖Lp ≤ C
′ ∑
Q′∈AQ
〈ξQ′〉
s‖ψQ′(D) f‖Lp for 0 < p ≤ ∞,
with C′ independent of Q. Suppose 0 < q ≤ 1, then
∑
Q∈P
(
∑
Q′∈AQ
〈ξQ′〉
s‖ψQ′(D) f‖Lp
)q
= ∑
Q∈P
(
∑
Q′∈Q
1AQ(Q
′)〈ξQ′ 〉
s‖ψQ′(D) f‖Lp
)q
≤ ∑
Q′∈Q
∑
Q∈P
(
1AQ(Q
′)〈ξQ′ 〉
s‖ψQ′(D) f‖Lp
)q
,
where 1AQ(Q
′) = 1 for Q′ ∈ AQ and 0 for Q
′ ∈ Q \ AQ. Since 1AQ(Q
′) = 1AQ′ (Q), for
any Q ∈ P and Q′ ∈ Q, this gives
∑
Q∈P
(
∑
Q′∈AQ
〈ξQ′〉
s‖ψQ′(D) f‖Lp
)q
≤ dA ∑
Q′∈P
〈ξQ′〉
qs‖ψQ′(D) f‖
q
Lp
.
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Likewise, for q = ∞,
sup
Q∈P
∑
Q′∈AQ
〈ξQ′〉
s‖ψQ′(D) f‖Lp ≤ dA sup
Q∈P
sup
Q′∈AQ
〈ξQ′ 〉
s‖ψQ′(D) f‖Lp
= dA sup
Q′∈Q
〈ξQ′〉
s‖ψQ′(D) f‖Lp .
For 1 < q < ∞, Ho¨lder’s inequality with 1 = 1/q + 1/q′ implies
∑
Q∈P
(
∑
Q′∈AQ
〈ξQ′〉
s‖ψQ′(D) f‖Lp
)q
≤ ∑
Q∈P
(
∑
Q′∈Q
(1AQ(Q
′))q
′
)q/q′(
∑
Q∈P
(
1AQ(Q
′)〈ξQ′ 〉
s‖ψQ′(D) f‖Lp
)q)
≤ d
q−1
A ∑
Q∈P
∑
Q′∈Q
1AQ(Q
′)
(
〈ξQ′〉
s‖ψQ′(D) f‖Lp
)q
≤ dA ∑
Q′∈Q
〈ξQ′〉
qs‖ψQ′(D) f‖
q
Lp
.
The lower bound in (4.2) now follows by combining the above estimates with the in-
equality (A.1). The upper bound can be proved in a similar fashion. 
We conclude by proving Lemma 4.6.
Proof of Lemma 4.6. From (2.9) we notice that there is a constant K such that for every I,
‖gI‖Lp(R) ≤ K. This estimate, together with the representation (2.8), imply that
(A.2) sup
x∈R2
∑
k∈N20
|ωQk (x)|
p ≤ C|Q|
p
2 and sup
k∈N20
‖ωQk ‖
p
Lp
≤ C′|Q|
p
2−1.
Suppose p ≤ 1. Let c be the center of the rectangle Q. Notice that supp
(
F (PQ fω
Q
k )
)
⊂
Q˜, where Q˜ is the rectangle with center c and twice the side lengths compared to Q.
We have (see e.g. [26, p. 18])
∑
k∈N20
|〈 f ,ωQk 〉|
p = ∑
k∈N20
|〈PQ f ,ω
Q
k 〉|
p ≤ ∑
k∈N20
(∫
R2
∣∣eix·cPQ f (x)ωQk (x)∣∣ dx)p
≤ C|Q|1−p ∑
k∈N20
∫
R2
|PQ f (x)|
p|ωQk (x)|
p dx ≤ C′|Q|1−
p
2 ‖PQ f‖
p
Lp(R2)
.
Likewise,
‖PQ f‖
p
Lp
≤ ∑
n∈N20
|〈 f ,wn,Q〉|
p‖wn,Q‖
p
Lp
≤ C|Q|
p
2−1 ∑
n∈N20
|〈 f ,wn,Q〉|
p.
For 1 < p < ∞ the lemma follows using the two estimates (A.2) for p = 1, together
with Ho¨lder’s inequality (see e.g. [23, §2.5]). The case p = ∞ is trivial. 
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