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Abstract
Cusp Singularity in Nonlinear Dynamical Systems
Chengeng Wei
Robert Gilmore Supervisor, Ph.D
In three dimensional dissipative dynamical systems with one stretching and one
squeezing direction, chaos is often generated by stretching and folding processes. In
a well-defined limit of high dissipation, the fold singularity A2 (logistic map) provides
the backbone describing formation of a Smale horseshoe. In four dimensions with two
stretching and one squeezing directions, and in the same well-defined limit, the cusp
singularity A3 (cusp map) provides the backbone for processes creating chaos. Just as
features of the logistic map, such as period doubling cascades and systematically sized
windows, enable experimentalists to recognize the presence of three dimensional chaotic
flows, the typical features of the cusp map will enable experimentalists to recognize
the presence of higher dimensional flows with more than one unstable direction. In
this work the systematic organization of “windows” associated with the cusp map is
described and analyzed.

1Chapter 1: INTRODUCTION
1.1 Background
The properties of three dimensional dynamical systems which generate strange attrac-
tors are by now reasonably well understood [1]. We review the situation briefly for a
chaotic dynamical system in R3 which generates a strange attractor of Lyapunov di-
mension 2+, 0 <  < 1, embedded in a torus in R2×S1. This includes all periodically
driven two dimensional nonlinear oscillators as well as autonomous systems such as the
Ro¨ssler equations [2].
The results are summarized in Fig. 1 [3]. The intersection of the strange attractor
with a Poincare´ section α = const., 0 ≤ α < 2pi, has dimension 1 + . The intersection
can be regarded as being contained in a long, thin rectangle. The flow maps the
rectangle back to itself, generating some sort of horseshoe. Under the flow, the rectangle
is continuously deformed and mapped back to itself by processes which often take the
following form:
(x, y) stretch−→ (x, y + sx2)
return ↑ ↓ squeeze
Ta +R(θ)(δx, y + x2)
affine←− (rx, y + x2)
In this expression, the rectangle of initial conditions is first deformed by stretching. In
this deformation the parameter s is increased from 0 to +1. The second deformation is
a squeeze, in which the parameter r is decreased from +1 to some small value, δ, which
has an interpretation as the Jacobian of the map. The final affine transformation is a
linear map defined by a rotation and a displacement. The return map is
(
x
y
)′
=
(
a1
a2
)
+
(
cos θ − sin θ
sin θ cos θ
)(
δx
y + x2
)
(1.1)
which is the generalized He´non map. By setting a2 = 0 and θ = pi/2, we can go back
2to the original He´non map [7]
x′ = a1 − (y + x2)
y′ = δx (1.2)
The Birman-Williams theorem [8, 9] allows us to project the 2 +  dimensional
strange attractor to a two dimensional branched manifold. The intersection of this
branched manifold with a Poincare´ section is typically a one dimensional curve, repre-
sented as a straight line segment along the x axis in Fig. 1. Under the flow α→ α+2pi,
this line segment is stretched, squeezed, and mapped back to itself as follows:
(x, 0) stretch−→ (x, sx2)
return ↑ ↓ squeeze
(a1, 0) +R(pi/2)(0, x2)
affine←− (rx, x2)
The return map is the logistic map
x′ = a1 − x2 (1.3)
This is obtained from map (1.1) by setting y = 0, δ = 0, a2 = 0, and θ = pi/2. The
return map (1.3) exhibits a fold singularity A2, while the Henon-like return map (1.1)
is invertible (δ 6= 0), and has no singularity.
The Birman-Williams theorem plays an important role in the classification of low
(2 + ) dimensional strange attractors because it guarantees that the attractor can be
projected down to a two dimensional branched manifold without disturbing the topolog-
ical organization of the unstable periodic orbits in the attractor. This organization, as
determined by the linking numbers and relative rotation rates of the unstable periodic
orbits (UPOs) [1, 10], is then used to uniquely identify the structure of the branched
manifold, to classify the original strange attractor, and to determine the stretching
and squeezing mechanisms which generate the strange attractor and organize all the
unstable periodic orbits in it in a unique way.
In dimensions greater than three, periodic orbits ‘fall apart.’ They are not rigidly
organized, so the topological analysis program described in [1] is not applicable. In
order to extend the classification theory of strange attractors to higher dimensions, we
3must find a more powerful tool than that provided by the Birman-Williams theorem
and unstable periodic orbits.
The appropriate tool seems to be the singularity structure embedded in the flow.
We illustrate the basic idea [3] for a flow in R3×S1 which generates a strange attractor
with Lyapunov exponents λ1 > λ2 > λ3 = 0 > λ4, λ1 + λ2 + λ3 + λ4 < 0 and
Lyapunov dimension dL = 3 + , where 0 <  = (λ1 + λ2)/|λ4| < 1. We use methods
from the Birman-Williams theorem to project the 3 +  dimensional strange attractor
along the stable direction down to a three dimensional manifold with singularities.
The intersection of this manifold with a Poincare´ section α = const. is typically a two
dimensional manifold, shown as a piece of the x-y plane in Fig. 2. Under the flow,
R2 is mapped back to R2. The projected flow generates entropy; therefore the map is
noninvertible. This means that the return map must possess a singularity. Whitney [5]
has shown that the only local singularities of maps R2 → R2 are the fold (A2) and the
cusp (A3). The fold has been discussed above, and describes the invertible Henon-like
map (1.1) and the noninvertible logistic map (1.3).
We follow the procedure presented above for constructing an invertible map based
on the cusp singularity, and obtain the singular map as a limit of the invertible map.
An invertible map of a thin slab to itself based on the cusp is given by
(x, y, z) stretch−→ (x, y, z + s(x3 + xy))
return ↑ ↓ squeeze
Ta +R(θ)(δx, y, z + x3 + xy)
affine←− (rx, y, z + (x3 + xy))
Here R(θ) ∈ SO(3). The noninvertible return map based on this invertible map is
obtained by setting z = 0, δ = 0, and a3 = 0. It is given explicitly by
(
x
y
)′
=
(
a1
a2
)
+
(
cos θ − sin θ
sin θ cos θ
)(
y
x3 + xy
)
(1.4)
The Birman-William projection of the original flow is equivalent to taking the limit
δ → 0 in the invertible mapping above.
4x
y
(x,0)
project
squeeze
inject
stretch
affine
return
)2(0,y=x
)2(x,y=x
Figure 1: Stretching and squeezing in R2 × S1. The line segment represents the inter-
section of a two dimentional branched manifold with a Poincare section. It is deformed
by stretching and folding, and then mapped back to the original line segment. The
return map exhibits a fold (A2) singularity.
project
squeeze
y
x
y
z
z
x
y
(0,y,z=x
inject
stretch (x,y,z=x
(x,y,0)
affine
return
3
3
+xy)
+xy)
Figure 2: Stretching and squeezing in R3 × S1. The plane section represents the
intersection of a three dimensional manifold with singularities with a Poincare section.
It is deformed by stretching and folding, and then mapped back to the original plane
section. The return map exhibits a cusp (A3) singularity
51.2 General Discussion
We study the cusp map
x′ = a1 + y
y′ = a2 + x3 + xy
(1.5)
which is parameterized by the two real control parameters, a1 and a2. The (x, y) plane
and the (a1, a2) plane are called the phase space and the parameter space, respectively.
Given a control parameter point (a1, a2), iterations of map (1.5) from any point of
the phase space noted as (x0, y0) can be expressed as
(
x0
y0
)
→
(
x1
y1
)
→ · · · →
(
xn
yn
)
→ · · · (1.6)
where→ is the shorthand for the map iteration. Generated by these iterations, the set
of phase points, (x0, y0),(x1, y1),. . ., (xn, yn),. . .. make up an orbit of the map. (x0, y0)
is called the initial point, or the seed of the orbit.
Understanding the qualities of these orbits, particularly how they change with the
change of the control parameters (a1, a2) is important to understanding the dynamics
of the map.
1.2.1 Attractor
The orbits of the map are determined not only by the control parameters but also
by their initial points. So, there are an infinite number of different orbits in principle.
Exploring every one of them is impractical and unnecessary. Instead, most of the atten-
tion is focused on the limit set of the orbits, which is approached after infinite numbers
of iterations. Now we can introduce an important concept of nonlinear dynamics: the
attractor which is a limit set of orbits. An attractor is stable, invariant and irreducible
under the map. “Stable” means the neighbor points of an attractor will be attracted to
it by iteration of the map. “Invariant” means any point of an attractor will be mapped
to another point of it. “Irreducible” means that no subset of the attractor is invariant
under the map.
For the benefit of computer simulations, an attractor is also a convenient subject
to explore. Usually after a transient of a few hundred of iterations, a phase point’s
6trajectory will outline the attractor in such an accurate way that more acccurate results
can not be obtained due computer limitations.
Boundness: When all the points of a attractor are within a finite distance from
the origin of the phase plane, it is called a bounded attractor, otherwise it is called
an attractor at infinity. Due to the cubic term in the second equation of the cusp
map (1.5), any phase point far enough from the origin will escape to infinity. Only
certain control parameter values support bounded attractors, since when |a1|+ |a2| is
very large, the point at infinity will be the only attractor of the map.
Periodicity: If an attractor consists of only a finite set of points, say (x1, y1),(x2, y2),
. . ., (xn, yn), where n is a finite integer, it is called a period-n attractor. The concept
of periodicity is not confined to the attractor. In the phase plane n different points are
called a period-n orbit if they are mapped to each other cyclically. It will be further
called a stable period-n orbit, if the neighboring points are attracted to it under the
operation of the map. Otherwise it is called an unstable period-n orbit, or UPO in
short. A period-1 orbit is also called a fixed point of the map since it will never change
its position.
A nonperiodic attractor possesses an infinite number of phase points. Two typical
types of nonperiodic attractor are a torus attractor and a strange attractor. They are
quite different.
On the torus attractor, the phase points will jump around in a fixed direction,
either clockwise or anticlockwise. The order between phase points will remain. It is
like rotating the whole torus a certain angle through each iteration. The dynamics
on the torus attractor is equivalent to a cirle map, which is one dimensional and well
understood.
Strange attractor is a unique phenomenon of nonlinear dynamics. The most well
known fact of strange attractors is that its phase points’ long-range future is unpre-
dictable. In other words, the system is extremely sensitive to initial conditions. No
matter how close two phase points initially are, they will move apart under the opera-
tion of the map. The most famous example of this is that long-time weather forecasting
7is impossible due to the nonlinearity of the weather system. This is quite different from
the common experience in traditional dynamics, that two states will stay together if
their initial conditions are close enough.
A strange attractor is also called a chaotic attractor, and this is why in many cases
a nonlinear system is referred to as a chaotic system.
1.2.2 Bifurcation and Evolution
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Figure 3: (a) The bifurcation graph, x vs. a1, when the control parameter point is
scanned along the line a1 +a2 = 0.53 in control parameter space. (b) All the attractors
in phase space created during the scan are shown. The period-1 orbit disappears into
a series of circles of increasing radii (Hopf bifurcation), which eventually get distorted
beyond recognition.
For the nonlinear map 1.5, different control parameters will support different attrac-
8tors. When control parameters change, the attractor’s location and size will change,
and more importantly, the basic type of attractor could change also: for example, from
period-1 attractor to period-2 attractor, or from periodic attractor to non-periodic at-
tractor, etc. This kind of fundamental change is called a bifurcation. It is critical
to understand the evolution of the attractor with the change of control parameters,
especially how does a complicated attractor grow from a simple one?
A typical way to explore the bifurcations and evolution of an attractor is to do a
scan on the control parameter plane and plot the phase coordinates of corresponding
attractor vs. the control parameter values of the scan. Since both phase space and
control parameter space are two dimensional, only one of the x, y coordinates will be
use for the vertical axis and one of the a1, a2 control parameters for the horizontal axis.
The resulting two dimensional graph is called the bifurcation diagram of the scan.
An example: The scan path is the straight line a1 + a2 = 0.53. The bifurcation
diagram along this path is shown in Fig. 3(a) where the vertical and horizontal axes
are x and a1, respectively. To be more specific, only the range 0.9 < a1 < 2.15 of
the scan path appears in Fig. 3(a), since there is no bounded attractor outside of this
range.
This bifurcation diagram can be split in two parts. On the left, 0.9 < a1 < 1.45,
there is always a period-1 attractor. On the right, 1.45 < a1 < 2.15, the attractors are
nonperiodic except for some periodic windows. Among them, the period-5 window is
the largest. Also the attractor becomes larger at least in the x-direction, as a1 increases
from 1.45 to 2.15.
The most obvious bifurcation happens at a1 ∼ 1.45, where the attractor changes
from period-1 to nonperiodic. However there is no way to tell from Fig. 3(a), what
kind of nonperiodic attractor occurs since the bifurcation diagram does not include the
information about the y-dimension in the phase space. To overcome this, Fig. 3(b)
shows all the bounded attractors which occur along the scan path. Although many
attractors for different control parameters overlap together, it still shows clearly, after
the bifurcation at a1 ∼ 1.45, the period-1 attractor initially becomes a torus attrac-
tor. This kind of bifurcation is called a Hopf bifurcation. This is a very important
9bifurcation in the cusp map and will be studied in detail later.
1.2.3 Control Parameter Plane
(−1,1) (15,5)
(11,−31)
saddle node bifurcation
scanning path
The boundary between the regions 
with light shading and dark shading
is the Hopf bifurcation curve of the
stable fixed points.
period doubling bifurcation
a
a
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2
Figure 4: The region with light shading shows the control parameters with a stable
fixed point. This region is computed analytically. The region with dark shading shows
control parameters at which other bounded attractors exist. The right hand boundary
is determined numerically.
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Figure 5: Low period resonant tongues with the p/q = 2/7, 1/4, 2/9, 1/5. All tongues
are anchored to the primary Hopf bifurcation curve of the period one attractor at 12 t =
cos(2pip/q). The bifurcation diagram along the scanning path is shown in Fig. 3(a).
In subsection 1.2.2, a scan in the control parameter plane was used to explore the
bifurcation and evolution of the attractor. However, there are infinite scan paths in
the control parameter space, which is two dimensional. To get a more complete picture
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about the dependency of the attractor on the control parameters, a1 and a2, it is
better to resolve the (a1, a2) plane into different regions which support different types
of attractors. Subsection 1.2.1 categorized attractors based on their boundness and
periodicity. Correspondingly, the structure in the control parameter plane depends on
these qualities.
There is only a limited area in the control plane which supports bounded attractors.
This area is shown in Fig. 4. In this figure, the region with the light shading supports
a period one attractor. The region with dark shading supports all other bounded
attractors. The dashed line is the scan path used as an example in subsection 1.2.2.
The bifurcation diagram in Fig. 3(a) only shows the range 0.9 < a1 < 2.15 of the
scan path, because only this part of the scan path produces a bounded attractor. The
bifurcation point of the period-1 attractor, a1 ∼ 1.45, is the crossing point of scan path
with the boundary line between the region of period-1 attractor (light shading) and
the region of the other attractor (dark shading).
The control parameter plane can also be resolved in regions that support periodic
attractors. Fig. 5 shows several regions of periodic attractors. Each region has a specific
period, namely, period-1, 4, 5, 7, 9. In fact, only part of the period-1 region is shown,
while the whole period-1 region is shown as the light shading area in Fig. 4. Again,
the dashed line is the example scan path in subsection 1.2.2. The scan cuts through
the period-1 region and the period-5 region. This explains naturally the period-1
window and period-5 window of the bifurcation diagram in Fig. 3(a). Similarly, other
windows in the bifurcation diagram must come about as the scan path crosses through
the corrsponding periodic regions, although not all such regions have been plotted in
Fig. 5.
Obviously, the structure in the control parameter space is crucial to the dynamical
system. It provides a complete picture of the relation between the control parameters
and the attractors. The bifurcations and evolution of the attractor along scan paths can
be much better understood and predicted after drawing these paths upon the structure
of control parameter plane.
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1.3 Strategy and Outline
The cusp map is a very complex map. To build up the systematic knowledge of its
behavior, to devise a clear and useful strategy is important. A good analogy is the
construction of a high building, The classic strategy is the use of a frame of reinforcing
bars. The benefit of reinforced bars is that they are easy to handle and form the main
skeleton of the building. After setting up the frame of reinforcing bars, the rest of the
task becomes straightforward by directly filling of concrete around them.
The periodic orbits are the ’reinforcing bars’ of the cusp map. Compared to the
nonperiodic attractors, the periodic orbits are simpler and can be studied extensively.
The different kinds of periodic attractors are related to each other and can be well orga-
nized. Meanwhile, knowledge of periodic orbits is necessary to understand nonperiodic
attractors.
Therefore the systematic study of the characteristics of the periodic attrators and
the dependency on the control parameters is critical. More specificlly, understanding
the structure of periodic regions in the control parameter plane will be the central task
of this work. Fig. 5 shows several periodic regions. A careful observation will reveal
some phenomena and raise some questions.
• Each of the stable periodic regions is a finite region surrounded by several con-
tinous curves. They are called the bifurcation curves of the periodic attractor,
since the periodic orbit is no longer an attractor after the control parameter point
passes outside of the periodic region. Then it is natural to ask how many types of
bifurcation curves exist for any periodic region and what exactly happens during
the bifurcations.
• The periodic regions appear to be related to each other and organized together.
For example, the period-4, 5, 7, 9 regions are all attached to a single edge of the
period-1 region. Also, the arrangement of period-4, 5, 7, 9 regions obeys certain
regularities.
• Different regions look different. Some are more complicated, such as period-4
region, some are simpler, such as the period-1 region. The question is: can we
12
resolve these regions even further into finer structure and have a clear way to
understand and classify their complexity?
After studying periodic attractors in a detailed and systematic way, we will have a
good understanding of the above phenomena and good answers to the above questions.
More importantly, it will be a solid step in the right direction for solving nonlinear
dynamics system with a cusp singularity. The following is an outline of the work
presented in the remaining chapters.
Chapter 2 focuses on the basic properties of periodic orbits. A local analysis is
given based on the Jacobian matrix of the periodic orbits. The magnitude and the
phase angle of the Jacobian matrix’s eigenvalues classify periodic orbits into (un)stable
node, (un)stable focus and saddle. Three types of bifurcations exist for periodic orbits,
namely, saddle node bifurcations, period doubling bifurcations and Hopf bifurcations.
We find a primary series of Hopf-Arnol’d resonant tongues characterized by rational
fractions p/q, 0 ≤ p/q ≤ 1/2. As another name of the period-q region, p/q tongue, also
provides information about the winding number. All except the 13 tongue are attached
at their apex to the primary Hopf bifurcation curve. Their organization follows the
Farey tree structure [11] [12].
Chapter 3 focuses on the period-1 orbits, also called the fixed points of map. These
are determined analytically. We provide parametric representations for the saddle node
bifurcation curves, the period doubling curves, and the Hopf bifurcation curves which
bound the triangular shaped region in control parameter space which supports a stable
fixed point. The internal structure of the period-1 region is also discussed.
Chapter 4 investigates individually several representative tongues (periodic regions)
with higher period. Each of them is bounded by local bifurcation curves, which are
obtained numerically. To explore the internal difference between tongues, two types
of special curves inside the tongue, 0 curve and eq curve, are plotted numerically.
Each tongue is further divided into subregions of four different types. A convention of
notations to label the vertex of the tongues and their subregion is introduced.
Chapter 5 is an extensive study of the internal structure of tongues. This decides
how the different subregions fit together and make up a tongue. Although several
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specific tongues are used as examples, the discussion in this section is general for any
tongue. First, cartoons are introduced to show the internal structure clearly. After this
four different types of subregions are discussed one by one. Results are given about their
edges and vertices. Also, some restrictive rules about how these subregions fit together
are introduced. Then three types of internal vertices of subregions are investigated in
detail. They play an important role in determining the internal structure of tongues.
Finally, the basic building blocks of tongues are defined based on the distribution of
these internal vertices. The classification of a tongue’s internal structure is due to the
combination of these building blocks. For any tongue, there are only two types of join
between building blocks: ’strong’ join and ’weak’ join.
Chapter 6 is about the parity within tongues. The parity of a tongue’s edges and
internal curves is defined. They are closely related to the similarity of the ending points
of curves. Specifically, a curve is even (odd) if its two ends are like (unlike) each other.
Some rules of constraint are developed with the help of geometric relations among the
curves and points of the tongue. Any tongue can be categorized into even type or odd
type, depending on the parity of the number of the tongue’s 00 points, which is one of
the three possible internal vertex types of any subregion.
Chapter 7 is the conclusion. We summarize our major results. We also compare
the behavior exhibited by the cusp map with the behavior of the more familiar fold
(logistic) map. Finally we point out the direction of figure work.
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Chapter 2: BASIC PROPERTIES
2.1 Local Analysis
When n points in the phase space, (x1, y1), (x2, y2), ..., (xn, yn), are mapped to each
other cyclically by map (1.5), these points are called a period-n orbit. This can be
denoted as (
x1
y1
)
→
(
x2
y2
)
→ · · · →
(
xn
yn
)
→
(
x1
y1
)
,
where → is the shorthand for the map iteration.
Assuming (x1 + δx1, y1 + δy1) is a point in the vicinity of (x1, y1), it will be mapped
to a point close to (x2, y2), denoted as (x2 + δx2, y2 + δy2). Putting these coordinates
into map (1.5), we have
x2 + δx2 = a1 + (y1 + δy1)
y2 + δy2 = a2 + (x1 + δx1)3 + (x1 + δx1)(y1 + δy1)
(2.1)
Knowing x2 = a1 +y1, y2 = a2 +x31 +x1y1 and δx1, δy1 are small, after Taylor expansion
and dropping higher order terms than δx1, δy1, we have(
δx2
δy2
)
=
(
0 1
3x21 + y1 x1
)(
δx1
δy1
)
.
Using the same procedure for all the points of the period-n orbit, we have(
δxn
δyn
)
= Jn−1
(
δxn−1
δyn−1
)
= · · · = Jn−1 · · ·J2
(
δx2
δy2
)
= Jn−1 · · ·J2J1
(
δx1
δy1
)
where
Ji =
(
0 1
3x2i + yi xi
)
, i = 1, 2, 3 . . .
is the Jacobian matrix of the phase point (xi, yi). The n-th iteration brings the phase
point back to the vicinity of (x1, y1) with a linear transformation of (δx1, δy1),(
x1 + δxn
y1 + δyn
)
n iterations−→
(
x1
y1
)
+ J
(
δx1
δy1
)
, (2.2)
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where
J = JnJn−1 · · ·J2J1. (2.3)
J is called the local Jacobian matrix of the period-n orbit. The local characteristics of
the period-n orbit are determined by the two eigenvalues of J ,
λ1,2 =
1
2
tr(J)±
√(
1
2
tr(J)
)2
− det(J) (2.4)
where tr(J) and det(J) are the trace and determinant of J , respectively. We define
∆(J) = (
1
2
tr(J))2 − det(J), (2.5)
From Eqn. (2.4), the sign of ∆(J) decides if the two J eigenvalues are pure real or not.
From now on, the rest of this subsection will present a complete discussion of three
cases of ∆(J), greater than, smaller than and equal to zero. Within each case, the
periodic orbits will be further classified based on their detailed local properties.
1. ∆(J) < 0
From Eqn. (2.5), we have det(J) = (12tr(J))
2 −∆(J) > 0 in this case. The two
eigenvalues are complex and conjugate to each other,
λ1,2 =
√
det(J) exp(±iφ(J)) (2.6)
Where
cos(φ(J)) = tr(J)/2 det(J). (2.7)
The neighbor points rotate around the periodic orbit with increment φ(J) for
each n iterations. The periodic orbit is called a φ(J) periodic focus.
The magnitudes of the two eigenvalues are the same, |λ1| = |λ2| =
√
det(J). It
decides the stability of the periodic orbit.
o det(J) < 1
the neighbor points are attracted spirally to the periodic orbit, called a
stable periodic focus.
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o det(J) > 1
the neighbor points are repelled spirally from the periodic orbit, called an
unstable periodic focus.
2. ∆(J) > 0
The two eigenvalue are real and not equal to each other (λ1 > λ2). The analysis
of local behavior of the periodic orbit is a combination of one dimensional analysis
on the two eigenvector’s directions, or eigen-directions.
The magnitudes of the eigenvalues decides the stability of the periodic orbit.
o |λ1| < 1, |λ2| < 1
the neighbor points are attracted to the periodic orbit, called a stable peri-
odic node.
o |λ1| > 1, |λ2| > 1,
the neighbor points are repelled from the periodic orbit, called an unstable
periodic node.
o |λ1| > 1, |λ2| < 1 or |λ1| < 1, |λ2| > 1,
the neighbor points are repelled in one direction and attracted in another
direction. The periodic orbit is called a periodic saddle.
The signs of the eigenvalues decide the flip behavior of the periodic orbit.
o λ1 > 0, λ2 > 0
the neighbor points flip on neither eigen-directions of the periodic orbit,
called a ++ periodic node(saddle).
o λ1 > 0, λ2 < 0,
the neighbor points flip on only one eigen direction of the periodic orbit,
called a +−, or single flip, periodic node(saddle).
o λ1 < 0, λ2 < 0,
the neighbor points flip on both eigen-directions of the periodic orbit, called
a −−, or double flip, periodic node(saddle).
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3. ∆(J) = 0
The two eigenvalues are real and equal to each other. This is the boundary case
between the periodic focus and the periodic node. So the periodic orbit can be
called either a degenerate node or a focus. However φ(J) can only be 0 or pi,
depending on whether the two degenerate eigenvalues are positive or negative.
Considering the magnitude and the sign of the eigenvalues, we list below four
cases corresponding to four different types of periodic orbits.
o 1 < λ1 = λ2
Unstable degenerate ++ node, or unstable 0 periodic focus.
o 0 < λ1 = λ2 < 1
Stable degenerate ++ node, or stable 0 periodic focus.
o −1 < λ1 = λ2 < 0,
Stable degenerate −− node, or stable pi periodic focus.
o λ1 = λ2 < −1,
Unstable degenerate −− node, or unstable pi periodic focus.
2.2 Stable Periodic Orbits and Bifurcations
Among the different types of periodic orbits mentioned above, the stable periodic focus
and the stable periodic node are also called periodic attractors. When both eigenvalues
of J have magnitude smaller than 1, the periodic orbit is an attractor of the map
because neighboring points of the periodic orbit will converge to the periodic orbit
under iterations of the map.
In the control parameter space, only certain points support the existence of the
stable period-n orbit where n is an integer. The region consisting of these points is
called the stable period-n parameter region. As point (a1, a2) moves within the region,
the corresponding stable period-n orbit changes its position in the phase space, also
the eigenvalues of J change. If the point (a1, a2) moves out of the region, the period-n
orbit loses either its existence or its stability. This is called a bifurcation of the stable
period-n orbit.
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Figure 6: The stable period-1 parameter region surrounded by saddle node bifurcation
curve, period doubling bifurcation curve, and Hopf bifurcation curve.
When (a1, a2) point is on the region’s boundary where the bifurcation happens, the
period-n orbit exists with at last one eigenvalue’s magnitude equals to 1. There are
three cases:
1. λ1 = 1 or λ2 = 1, saddle node bifurcation happens.
The stable period-n node and a period-n saddle meet and annihilate each other
in the phase space.
2. λ1 = −1 or λ2 = −1, period doubling bifurcation happens.
The stable period-n node loses its stability in the direction related to the eigen-
value which equals −1. A period 2n orbit is involved by meeting the period-n
orbit in the phase space.
3. λ1,2 = exp(±iφ), Hopf bifurcation happens.
The stable period-n focus becomes an unstable period-n focus. n stable tori are
created and encircle the unstable period-n focus.
The above discussion can be demonstrated by the case of period-1. Fig. 6 shows the
(a1, a2) plane. The region enclosed by curves AB, AC and BC is the stable period-1
region, i.e. if the control parameter point is inside the region, the map (1.5) has a stable
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Figure 7: Three types of local bifurcations (a) Repeat of Fig. 6, showing bifurcation
paths. (b) Saddle node bifurcation (path S). (c) Period doubling bifurcation (path P).
(d) Hopf bifurcation (path H).
period-1 orbit. When the control parameter point is on AC, one of the J eigenvalues of
the period-1 orbit is 1, and AC is called the saddle node bifurcation curve. When the
control parameter point is on AB, one of the J eigenvalues of the period-1 orbit is −1,
and AB is called the period doubling bifurcation curve. When the control parameter
point is on BC, the two J eigenvalues of the period-1 orbit are exp(±iφ), and BC is
called the Hopf bifurcation curve (these bifurcation curves are derived analytically in
section 3.2). The three intersections (A,B,C) support the period-1 orbits with the
following J eigenvalues:
λ1,2(JA) = 1, −1;
λ1,2(JB) = −1, −1;
λ1,2(JC) = 1, 1.
(2.8)
Fig. 7 shows the bifurcation graphs when the control parameter point moves out
of the stable period-1 region through different paths and crosses different bifurcation
curves. Fig. 7(a) is an enlargement of Fig. 6. Three scanning paths (dotted lines)
intersect the boundary at points: S (saddle node bifurcation), P (period doubling
bifurcation) and H (Hopf bifurcation). In Fig. 7(b), a stable period-1 orbit (solid
line) and an unstable period 1 orbit (dashed line) meet and annihilate each other. In
Fig. 7(c), the stable period-1 orbit (solid line) runs into an unstable period 2 orbit and
becomes a period-1 saddle (dashed line). In Fig. 7(d), the stable period-1 orbit (solid
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Figure 8: O is the unstable period-1 focus, Pn, Pn+1 are two points on the torus and
Pn → Pn+1 under map (1.5).
line) loses its stability to a torus and becomes an unstable period-1 focus (dashed line).
Under the map, a torus is an invariant set with a unstable period-1 focus in the
middle of it. Since the points on the torus jump around the focus, it is equivalent to the
iteration of an angle, φn → φn+1, shown in Fig. 8. O is the unstable period-1 focus, Pn,
Pn+1 are two points on the torus and Pn → Pn+1 under map (1.5). OH is the horizontal
reference line for the rotation angle, then φn = 6 HOPn and φn+1 = 6 HOPn+1. To
describe the rotation of the torus, the winding number is defined as
w = lim
n→∞
φn − φ0
n
(2.9)
For reasons of convenience, the frequency ratio, fr, is defined from winding number as,
fr =
w
2pi
. (2.10)
The winding number is related to φ(J), which is the phase angle of the complex eigen-
values of the focus (λ1,2 =
√
det(J) exp(±iφ(J))). Particularly when the control pa-
rameter point is close to the Hopf bifurcation curve, the size of the torus is small and
w ' φ(J). In Fig. 6, as the control parameter point moves parallel and close to the
Hopf bifurcation curve from end C to end B, the w value of the torus increases from
0 to pi, so does the φ(J) value of the related focus . This is consistent with Eq. (2.8).
Accordingly, fr ranges from 0 to 1/2 on the real axis. When fr is rational, denoted
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as a irreducible fraction p/q, any point on the torus will converge to a stable period-q
orbit. This is called a resonance frequency. On the contrary, if fr is irrational, the
torus is called a quasi-periodic orbit, as it can not settle down to any finite period orbit.
2.3 Resonant Tongues
On the Hopf bifurcation curve of period-n, a point in the control parameter plane is
called the p/q Hopf point, if the φ(J) value of the related period-n focus is 2pip/q.
There is a stable period-n∗q region originating from every Hopf p/q point. This region
of the parameter space is called the p/q resonant tongue, or simply p/q tongue of the
period-q orbit.
For the case of Hopf bifurcation from period-1, which is also called primary Hopf
bifurcation, Fig. 9 presents several low period resonant tongues with p/q = 1/3, 2/7,
1/4, 2/9, 1/5, 1/6 in the (a1, a2) plane. In fact, the tongues with p/q = 3/7, 2/5,
3/8, 1/7, 1/8 are also plotted. However they are hardly discerned because of being too
thin and too close to the primary Hopf bifurcation curve. A similar difficulty will be
experienced with other tongues if their p/q value is too big, i.e. > 1/3, or too small,
i.e. < 1/6. To have a clear perspective of all the tongues, a variable transformation of
(a1, a2) has been used. Denoted as (t1, d1), the new control parameter pair are the trace
and the determinant of the Jocabian matrix of the fixed point of map (1.5), respectively
. In the parameter region we are studying here, there is a one to one, continuous
correspondence between (t1, d1) and (a1, a2) under the transformation. Independent of
this parameter change, all the dynamical properties of map (1.5) remain the same.
Fig. 10 is a re-plot of Fig. 9 in (t1, d1) plane. The primary Hopf bifurcation curve
becomes a horizontal line with d1 = −1,−2 < t1 < 2. The resonant tongues line
up from left to right with a decreasing p/q value. All tongues but the 1/3 tongue
are ’anchored’ to the primary Hopf bifurcation curve at the p/q Hopf point where
t1 = 2 cos(2pip/q). In the last statement the word, anchored, is in quotes since most
of the tongues do not really touch the Hopf curve in Fig. 9 (numerically). The reason
for the phenomenon is that close to the Hopf curve those tongues become extremely
thin and the precision of the numerical computation is not high enough to produce
them. For all tongues (except 1/3) the two boundaries emanating from the primary
22
0 2 4 6 8 10
−15
−10
−5
0
a
a2
1
1/3
2/7 1/4
1/5 1/6
2/9
2/5
Figure 9: Low period resonant tongues with p/q = 1/3, 2/7, 1/4, 2/9, 1/5, 1/6.
The tongues with p/q = 3/7, 2/5, 3/8, 1/7, 1/8 are also plotted. However they are
hardly distinguished because of being too thin. All but the 0/1 tongue are generated
numerically.
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Figure 10: Low period resonant tongues in the (t1, d1) plane with p/q = 3/7, 2/5, 3/8,
1/3, 2/7, 1/4, 2/9, 1/5, 1/6, 1/7, 1/8. t1, d1 are the trace and the determinant of the
Jocabian matrix of the fixed point of map (1.5). All but the 1/3 tongue are anchored
to the primary Hopf bifurcation curve of the stable period-1 region (0/1 tongue).
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Hopf bifurcation curve are initially saddle node bifurcation curves. They are the fold
curves for the saddle node bifurcations which create the frequency resonance (or mode
locking) region. They approach the Hopf curve with an interior angle which approaches
zero asymptotically with a (q − 2)/2 power law behavior [13].
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Figure 11: Saddle node bifurcation near the primary Hopf curve explored by a horizon-
tal scan across the 1/5 tongue in the (t1, d1) plane , 0.52 < t1 < 0.58, d1 = −1.2. (a)
Bifurcation graph in (t1, x) plane, (b) attractors in (x, y) plane. Solid lines and dashed
lines are the trails of the stable period-5 and unstable period-5 orbits, respectively. The
sample size of each torus is 1000 points. The density distributions of the sample points
on different tori are different. Closer to the saddle node bifurcation, the less uniform
the density distribution is and more points gather around the period-5 orbit.
Saddle node bifurcations near the primary Hopf curve are explored by a horizontal
scan across the 1/5 tongue in the (t1, d1) plane , 0.52 < t1 < 0.58, d1 = −1.2. Fig 11 (a)
is the bifurcation graph in the (t1, x) plane. 0.52 < t1 < 0.535 and 0.564 < t1 < 0.58
are parameter intervals of torus. Between them, 0.535 < t1 < 0.564, is the parameter
24
interval of period-5 orbit. Fig 11 (b) shows all the attractors in the same (x, y) plane.
Although overlap occurs, it still gives a good picture of how the attractor evolves in
the phase space with the scan of the control parameter point.
For reasons of clarity, only five tori are shown on the left of the 1/5 tongue and five
tori on the right also. The sample size of each torus is 1000 points. The small sample
size has the benefit that the density of the iteration points on the tori is naturally
demonstrated in Fig. 11 (b). Because the corresponding control parameter is adjacent
to the 1/5 resonant tongue, the winding numbers of the tori are close to 152pi. The
iteration points on the tori aggregate to five sub-regions where the stable period-5
node and the period-5 saddle will be created through the saddle node bifurcation at
the ends of the periodic window.
In Fig. 11 (b), the solid lines and the dashed lines indicate the stable period-5 orbit
and the unstable period-5 orbit, respectively. For fixed t1 value within (0.538, 0.566),
the five points of the stable period-5 orbit and that of the unstable period-5 orbit
appear alternately in the phase space. As t1 increases through 0.538, a saddle node
bifurcation creates a pair of stable (solid) and unstable (dashed) period-5 orbit, and
as t1 passes through 0.566, an inverse saddle node bifurcation destroys these pair of
orbits.
Near the Hopf curve, similar phenomena as mentioned above should happen in
the parameter scan across any other resonant tongue except for the 1/3 tongue which
has only one saddle node bifurcation curve. In Fig. 10, as tongues spread away from
the Hopf bifurcation, new bifurcation curves appear other than the initial saddle node
curves. Frequently different tongues overlap with each other. This indicates the co-
existence of the different stable period orbits, such as period-1 and period-3, period-5
and period-6, period-5 and period-9.
The 0/1 tongue will be described using analytical methods in chapter 3. Some
example tongues with higher periods than one will be investigated in detail one by one
in chapter 4 mainly via the means of numerical computation. The internal structure
and parity of tongues will be studied in chapter 5 and chapter 6, respectively. These
two sections are general and can be applied to any tongue.
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Chapter 3: PERIOD ONE
As the simplest periodic orbit, the period-1 orbit or fixed point follows the discussions
in chapter 2. Analytic results are available about the locations of the fixed points of
the map (1.5), their stabilities, and their bifurcations.
3.1 Fixed Points
The fixed points of the map (1.5) are determined from solutions of the cubic equation
x3 + x2 − (a1 + 1)x+ (a1 + a2) = 0 (3.1)
This cubic equation has either one or three real roots. The real solutions are the x
coordinates of the fixed points. The corresponding y coordinates are y = x− a1. The
regions in the (a1, a2) control parameter plane describing one and three fixed points are
separated by two fold curves in a standard cusp catastrophe [6], as shown in Fig. 12.
A parametric representation of the fold curves is given in Eq. 3.6 below.
In Fig. 12, as the control parameter point scans from left to right along the dotted
straight line, the number of the fixed points changes due to saddle node bifurcations.
The corresponding bifurcation graph is plotted in Fig. 13. Initially, there is only one
fixed point (the upper dashed line). The saddle node bifurcation at point ’S’ yields
two more fixed points (the solid line and the lower dashed line). Then the interior
fixed point moves closer to the upper exterior fixed point. Eventually they collide with
and annihilate each other in an inverse saddle node bifurcation (point ’R’). The lower
exterior fixed point is the only fixed point left.
When there are three real fixed points, they are colinear. The two outer fixed
points are never stable; the inner fixed point is stable under a limited range of control
parameter values. When a bounded attractor exists, the two outer fixed points lie in
the basin boundary.
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Figure 12: Forming a cusp at point (−4/3, 37/27), two saddle node bifurcation curves
(in solid line) divide the (a1, a2) plane into two regions: control parameter points inside
the cusp support three fixed points, control parameter points outside the cusp support
only one fixed point. The dotted straight line from point (0,−5) to point (2, 2) is a
scan path. Its bifurcation graph is in Fig. 13. Intersections, ‘S’ and ‘R’, are the control
parameter points where saddle node bifurcation occurs along the scan path.
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Figure 13: The bifurcation graph of the scan path in Fig. 12. Two dashed lines represent
the two exterior fixed points. The solid lind represents the interior fixed point. ’S’
and ’R’ label the occurrences of a saddle node bifurcation and an inverse saddle node
bifurcation, respectively.
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3.2 Bifurcation Sets
Three types of bifurcations involving period one fixed points occur: saddle node bifur-
cations, period doubling bifurcations, and Hopf bifurcations. The bifurcation sets for
these bifurcations of the map (1.5) are sketched in Fig. 14. We study these bifurcation
sets by studying the linearized stability matrix M
(
xf + δxf
yf + δyf
)′
=
(
xf
yf
)
+M
(
δxf
δyf
)
M =
[
0 1
3x2f + yf xf
]
(3.2)
The eigenvalues of the stability matrix are
λ± =
1
2
tr(M)±
√(
1
2
tr(M)
)2
− det(M) (3.3)
where tr(M) = xf and det(M) = −(3x2f + yf ).
3.2.1 Saddle Node Bifurcations
These occur when one of the eigenvalues is λ1 = +1. The second eigenvalue is λ2 =
tr(M)−1. We now construct a parametric representation for the coordinates (xsn, ysn)
of the degenerate critical points at the saddle node bifurcation, and the two fold curves
(a1, a2) on which this degeneracy occurs. Set t = tr(M) = xsn. Then from
λ1 = 1 =
1
2
t+
√
(
1
2
t)2 + (3x2sn + ysn) (3.4)
we easily determine
xsn = t
ysn = 1− t− 3t2 (3.5)
The parametric representation for the fold lines is
a1 = xsn − ysn → 3t2 + 2t− 1
a2 = ysn − x3sn − xsnysn → 2t3 − 2t2 − 2t+ 1 (3.6)
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dash line: period double bifurcation
(−1,1)
(15,5)
dotted line: Hopf bifurcation
solid line: saddle node bifurcation
a2
1a
(−4/3,37/27)
Figure 14: Locus of fixed point’s local bifurcations in (a1, a2). The saddle node bifurca-
tion locus consists of two fold curves joined at the cusp point (a1, a2) = (−4/3, 37/27).
The period doubling bifurcation locus consists of two fold curves joined at the cusp
point (a1, a2) = (−1, 1), which is on the upper saddle node bifurcation curve. The
Hopf bifurcation curve has no cusp. It ends at the point (a1, a2) = (15, 5) on the upper
saddle node bifurcation curve and the point (a1, a2) = (11,−31) on the lower period
doubling bifurcation curve.
The cusp occurs when da1/dt = 0 and da2/dt = 0 can simultaneously be satisfied. This
occurs for t = −13 . At the cusp (xsn, ysn) = (−13 , 1) and (a1, a2) = (−4/3, 37/27). The
lower fold line is parameterized by −∞ < t < −13 , the upper fold by −13 < t < +∞.
The second eigenvalue of the degenerate fixed points at the saddle node bifurcation is
λ2 = t−1. Since |λ2| < 1 for 0 < t < 2, the saddle node bifurcation involves an unstable
node and a saddle for t < 0 and 2 < t, and a saddle and stable node for 0 < t < 2.
Thus, the segment of the upper fold line between (a1, a2) = (−1, 1) (at t = 0) and
(15, 5) (at t = 2) involves creation of a stable node. The second eigenvalue increases
from −1 at (a1, a2) = (−1, 1) to +1 at (15, 5). The segment of the upper fold curve
to the right of (15, 5) involves creation of a saddle and an unstable node with λ2 > 1.
The remainder of the upper fold line, between (a1, a2) = (−1, 1) and (−4/3, 37/27),
and the entire lower fold curve involves creation of a saddle and an unstable node with
λ2 < −1.
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3.2.2 Period Doubling Bifurcations
These occur when one of the eigenvalues is λ1 = −1. The second eigenvalue is λ2 =
tr(M)+1. A parametric representation for the coordinates (xpd, ypd) at which a period
doubling bifurcation takes place is
xpd = t
ypd = 1 + t− 3t2 (3.7)
The parametric representation for the fold lines is
a1 = 3t2 − 1
a2 = 2t3 − 4t2 + 1 (3.8)
A cusp occurs at t = 0, for which (a1, a2) = (−1, 1). This cusp occurs on the upper
branch of the saddle node bifurcation curve, at the change of stability (unstable node
→ stable node) described above. At this point, both fixed points have eigenvalues
(λ1, λ2) = (+1,−1). The upper fold curve for the period doubling bifurcation describes
the exterior fixed point and is parameterized by 0 < t < +∞. Along this segment the
second eigenvalue obeys λ2 = 1 + t > 1, so the fixed point is unstable along this fold
line. The lower fold curve describes the interior fixed point and is parameterized by
−∞ < t < 0. The second eigenvalue satisfies |λ2| < 1 in the range −2 < t < 0. The
lower fold curve for period doubling bifurcations describes a stable (|λ2| < 1) period
doubling bifurcation between the cusp at (a1, a2) = (−1, 1) and the point (11,−31).
3.2.3 Hopf Bifurcations
These occur from the stable fixed point when |12tr(M)| < 1 and det(M) = 1. A
parametric representation is given by
xh = t − 2 ≤ t ≤ +2
yh = −1− 3t2 (3.9)
and
a1 = 3t2 + t+ 1
a2 = 2t3 − 3t2 + t− 1 (3.10)
This curve has no cusp. The two ends of this Hopf bifurcation set are anchored at the
points (a1, a2) = (15, 5) (t = +2) on the upper branch of the saddle node bifurcation
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Figure 15: The internal structure of the stable period-1 region in (t1, d1) space. It is
divided into four subregions, ++,+−,−− and the focus region. The dashed lines are
the 2/5, 1/3, 1/4, 1/5, 1/7 curves.
curve at the change of stability, and at (a1, a2) = (11,−31) (t = −2) on the lower
branch of the period doubling fold curve at its change of stability.
3.3 Stable Period-1 Region (0/1 tongue)
Stable periodic regions in the parameter space are bounded by the bifurcation curves.
When the control parameter point is inside the stable period-n region, there exists a
stable period-n orbit, whose two eigenvalues both have magnitude smaller than 1.
Following the discussion underneath Eq. (2.4), the stable periodic orbit is a node
or a focus according to whether the J eigenvalues are real or not. The stable periodic
nodes are further separated into the stable ++ node, stable +− node and stable −−
node with zero, one and two negative real J eigenvalues, respectively.
The stable focus is specified as the stable φ2pi focus, where φ is the angle of the
complex J eigenvalues, see Eq. (2.6). φ2pi is also called the frequency ratio, fr, of the
focus.
The stable periodic region in the parameter space is divided up into different sub-
regions supporting different types of the stable periodic orbits, namely, the stable ++
region, the stable +− region, the stable −− region and the stable focus region.
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Fig. 15 shows the internal structure of the stable period-1 region in (t1, d1) space.
The region itself is an isosceles triangle, whose left, right and bottom sides are the
period doubling, saddle node and Hopf bifurcation curves of the stable period-1 orbit.
The top, left and right vertices of the triangle are called the 11¯, 1¯1¯ and 11 points of the
stable periodic region since the J eigenvalues of the supported period orbit are (1,-1),
(-1,-1), (1,1) respectively. They are the points ‘A’, ’B’ and ’C’ in Fig. 7 which shows
the stable period-1 region in the (a1, a2) plane.
Arching from 1¯1¯ point and 11 point, the solid parabola separates the triangle into
the stable node region and the stable focus region. The parabola is called the eq curve
since control parameter points on the curve support the period-1 orbit with two equal
real J eigenvalues. Tangent with the eq curve at its apex, the horizontal solid line
divides the stable node region into the ++, +− and −− regions. This line is called
the 0 curve since control parameter points on the curve support the period-1 orbit
with one null J eigenvalue. The 0 curve includes two segments, the 0+ segment and
the 0− segment, whose other J eigenvalue is positive and negative respectively. The
intersection of the 0 curve and the saddle node curve is called the 10 point since the
J eigenvalues are (1, 0). The intersection of the 0 curve and the saddle node curve is
called the 01¯ point since the J eigenvalues are (0,−1).
The saddle node bifurcation curve is also called the 1 curve because one of its J
eigenvalues remains equal to 1. Meanwhile, the other J eigenvalue could be positive or
negative. Correspondingly, the saddle node bifurcation curve has two types of segments,
called the 1+ segment and the 1− segment. They are joined at the 10 point. In the
case of period doubling bifurcation curve (also call the 1¯ curve), the 1¯+ segment and
the 1¯− segment are defined similarly and join each other at the 01¯ point.
The tangent point between the eq curve and the 0 curve is called the 00 point
since both related J eigenvalues are null. The 00 point separates the eq curve into
two segments, −eq part from the 1¯1¯ point to the 00 point has negative degenerate J
eigenvalues and +eq part from the 00 point to the 11 point has positive degenerate J
eigenvalues. Spraying from the 00 point onto the Hopf bifurcation curve, the six dashed
lines in the stable focus region are the 2/5, 1/3, 2/7, 1/4, 1/5, 1/6 curves. In fact, the
whole stable focus region is paved by the different fr curve successively, where fr
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increases from 0 to 1/2 continuously. As the control parameter point moves along any
fr curve from the 00 point to the fr Hopf point, the magnitude of the J eigenvalues of
the related stable focus increases from 0 to 1 with the same angle, 2pifr. The resonant
tongues (except 1/3) are attached from the Hopf ends of the rational, fr = p/q, focus
curves, as shown Fig. 10.
The definitions of these special curves and special points based on the J eigenvalue
are suitable to any other stable periodic region.
When the control parameter point goes out of the stable periodic region, the corre-
sponding stable periodic orbit either loses its existence through a saddle node bifurca-
tion, or loses its stability through a period doubling bifurcation or a Hopf bifurcation
and becomes an unstable periodic orbit. As long as it exists, stable or not, the J matrix
of the periodic orbit is always well defined, so based on the J eigenvalues, the defini-
tions of the above special curves are suitable outside of the stable periodic region. This
is called the unstable part of the special curve if the part is outside the stable periodic
region. For example, in Fig. 15 those dashed lines are the stable focus curves. They
extend across the Hopf bifurcation curve and become unstable focus curves with the
same fr values and the increasing magnitudes of the conjugate J eigenvalues greater
than 1.
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Chapter 4: HIGHER PERIOD
4.1 2/5 Tongue
Fig. 16 shows the internal structure of the primary 2/5 tongue in (t1, d1) space. It is
bounded by 5 bifurcation edges. The top vertex is the 11 point of the period-5 domain,
which is also the 2/5 Hopf point of the stable period-1 region, see Fig. 10. Two saddle
node edges emanate from this point until two 11¯ points where two period doubling
bifurcation edges start. The bottom of the tongue is the Hopf bifurcation curve which
meets the above two period doubling bifurcation edges separately at two 1¯1¯ points on
the left and right.
Inside the tongue there exist two 00 points. They separate the eq curve into three
segments, left 1¯1¯ point to left 00 point to right 00 point to right 1¯1¯ point. Correspond-
ingly the two degenerate J eigenvalues increase from −1 to 0 to a positive maximum
value then decrease back to 0 to −1.
There are two 0 curves crossing each other. This intersection has a null J eigenvalue
and a positive eigenvalue. It is called the X point. (In other cases, the non zero
eigenvalue could be negative, and the intersection will be called X¯ point.)
One 0 curve starts from the 10 point on the left saddle node edge, is tangent with
the eq curve at the right 00 point and ends at the 01¯ point on the right period doubling
edge. The other 0 curve follows a similar itinerary except from the right side of the
tongue to the left side of the tongue. While one J eigenvalue remains null, the other
decreases monotonically from 1 to −1.
These two 0 curves divide up the tongue in four parts. The top quarter is the
stable ++ region. The left and right quarters are the stable +− regions. The bottom
quarter is further divided by the eq curve into four different regions. Two thin stable
−− regions and a tiny stable ++ region sit around on the top of a big stable focus
region with several dashed focus curves shown as examples. The X point and two 00
points of the tongue are the three vertices of that tiny ++ region.
The focus curves start from one 00 point and end at the other 00 point. From the
34
11
10 10
11
01
11
11
01
11
_
_
_
_
_
_
_
_
3/7 141
.1 /
 36
0
1/3
3/7
00
X00
++
+−
+−
t
d
1
1
Figure 16: The internal structure of the primary 2/5 tongue in (t1, d1) space. The
notations for the special points indicate the corresponding J eigenvalues except the X
point is the intersection of the two 0 curves. The dashed lines are the focus curves with
fr. The top ++ region and the left and right +− regions are marked. The central tiny
triangular region is another ++ region with the X point and the two 00 points as its
vertices. The two thin regions each with three vertices, the 00 point, the 01¯ point and
the 1¯1¯ point, are the −− regions on the left and right of the focus region.
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+eq to −eq curve, the fr value of the focus curves increases from 0 to 1/2. For each
focus curve, the magnitude of the complex J eigenvalue increases from 0 to a maximum
value, MmJ , and then decreases back to 0. This MmJ value decides the number of
intersections between the focus curve and the Hopf bifurcation curve. There are three
cases:
o fr < 141.1/360, MmJ < 1, zero intersections.
o fr = 141.1/360, MmJ = 1, one intersection.
o fr > 141.1/360, MmJ > 1, two intersections.
Related to this, the fr value on the Hopf bifurcation curve goes down from 1/2
to 141.1/360 then back up to 1/2. In the other words, only Hopf points with 1/2 >
fr > 141.1/360 occur. This extreme fr value, 141.1/360, is called the floor cut-off fr
of the Hopf bifurcation curve. By comparison, the Hopf bifurcation curve of the stable
period-1 possesses the full spectrum of fr value (0 < fr < 1/2) without the cut-off
phenomenon, see Fig. 15. The fraction fr varies from 0 to 1/2 in that case. It usually
varies monotonically, but this is not always necessary. Also different from the stable-1
region, the 2/5 tongue demonstrates some kind of left-right symmetry for the internal
structure with double 00 points.
However, the structure is the same in the neighborhood of all the 00 points (one in
Fig. 15 and two in Fig. 16). Four different regions, ++,+−,−− and focus, surround
the 00 point. Emanating from the 00 point, the 0 curve and the eq curve are the
borders between these regions. The ++ region touches the −− region only at the 00
point. The +− region touches the focus region also only at the 00 point where they
are tangent.
4.2 1/5 Tongue
Fig. 17 shows the internal structure of the primary 1/5 tongue in (t1, d1) space. The
apex is the only 11 point of the tongue. Then sequentially, the 10, 11¯, 01¯ and 1¯1¯ points
appear pair by pair on the left and right sides of the tongue. One X point and two 00
points sit in the middle of the tongue. This distribution of the special points is as same
as that in the 2/5 tongue case. Fixed by these special points, the internal structures
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Figure 17: The internal structure of the primary 1/5 tongue in (t1, d1) space. It is as
same as 2/5 tongue. For details see the caption of Fig. 16
of the two tongue are also the same, except that the Hopf bifurcation curve of the 1/5
tongue has a different floor cut-off fr value (106/360) from that of the 2/5 tongue.
Close attention needs to be paid during the observation of the 1/5 tongue by the
naked eyes. First, although the left or right side of the tongue’s boundary consists
of two different bifurcation curves, saddle node and period doubling, it looks like a
smooth curve (comparing the 1/5 tongue in Fig. 17). The reason is that the slopes of
these two bifurcation curves at their join, the 11¯ point, are very close. Second, the two
−− regions are too thin to identify clearly. The reason is that the three edges of the
region (the −eq curve, the 0− curve and the period doubling curve) are almost parallel
to each other. However, the three vertices (the 00 point, the 01¯ point and the 1¯1¯ point)
are helpful to indicate the existence of the −− regions.
These special points are important to a tongue, because they are the joins of those
special curves which form the skeleton of the internal structure.
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Figure 18: The internal structure of the primary 3/7 tongue in (t1, d1) space. Among
the four stable node regions around the X point, the left and right are the +− regions.
The rest are the ++ regions. The edges of the marked ++ region include parts of the
two 0 curves (from the X point to the lower left and lower right 10 points), parts of
the left and right saddle node bifurcation curves (from the two lower 10 points to the
two bottom 11 points) and the entire eq curve (from the left 11 to the right 11 point).
This ++ region separates the focus region from the other stable node regions. While
sticking to the two bottom 11 points, it becomes very thin. The reason is that the 0
curves, the saddle node bifurcation curves and the eq curve become very close to each
other although the 10 and 11 points are the only locations they meet each other. Three
stable focus curves (fr = 1/6, 1/5, 76/360) are plotted in dashed lines.
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4.3 3/7 Tongue
Fig. 18 shows the primary 3/7 tongue in (t1, d1) space. It has a triangular shape with
three 11 points as its vertices. Both left and right edges of the tongue are pure saddle
node bifurcation curves. Each of them has two 10 points, which divide the 1 curve into
one 1 negative segment and two 1 positive segments.
Inside, the tongue is separated by the eq curve into the stable node region and the
stable focus region. The node region is further partitioned into four sub-regions by two
0 curves crossing each other at the X point. The top quarter is the stable ++ region.
The left and right quarters are the stable +− region. The entire bottom quarter is the
stable ++ region without further division, because the eq curve touches neither of the
0 curves and there is no 00 point. Both 0 curves are pure 0+ curve since the non-zero
J eigenvalue remains positive.
With two lower 11 points as its ends, the eq curve is a pure +eq curve since the
two degenerate J eigenvalues remain positive. It is also the fr = 0 focus curve. The
1/6, 1/5 and 76/360 curves are plotted also. For each focus curve, the magnitude of
the complex J eigenvalue has a minimum value, mmJ . This mmJ value decides the
number of intersections between the focus curve and the Hopf bifurcation curve. There
are three cases:
o fr > 77.64/360, mmJ < 1, zero intersections.
o fr = 77.64/360, mmJ = 1, one intersection.
o fr < 77.64/360, mmJ < 1, two intersections.
Related to this, the fr value on the Hopf bifurcation curve goes from 0 to 77.64/360
then back down to 0. In the other words, only Hopf points with 0 < fr < 77.64/360
show up. This extreme fr value, 77.64/360, is called the roof cut-off fr of the Hopf
bifurcation curve. The 77.64/360 curve is tangent with the Hopf bifurcation curve from
outside.
Both the 3/7 tongue and the 2/5 tongue have the left-right symmetry for the internal
structures and the frequency spectrum on the Hopf bifurcation curve. However the 2/5
tongue has two 00 points, two period doubling bifurcation curves, two −eq segments
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Figure 19: The internal structure of the primary 2/7 tongue in (t1, d1) space. Under
the two crossing 0 curves, the 00 point separates the −eq curve on the left and the +eq
curve on the right. Having the 00, 1¯1¯ and 01¯ as its vertices, the thin region between
the left +− region and the focus region is the only −− region of the tongue. Above
the +eq curve, the center ++ region extends all the way down to the right bottom 11
point. The current numerical computation indicates that the 1/4 focus curve, the 0
curve and the +eq curve do not meet together except at the 00 point of the tongue.
Three stable focus curves (fr = 1/3, 2/7, 1/4) are shown with dashed lines.
and two −− stable regions, the 3/7 tongue has none of them. In the case of the 2/5
tongue, only the high frequency part of the spectrum shows up on the Hopf curve with
a floor cut-off fr value. All the focus curves with a smaller fr than that value are
inside the tongue above the Hopf curve, so they are pure stable focus curves. On the
contrary, in the case of the 3/7 tongue, only the high frequency part of the spectrum
shows up on the Hopf curve with a roof cut-off fr value. All the focus curves with a
greater fr than that value are outside of the tongue below the Hopf curve, so they are
pure unstable focus curves.
4.4 2/7 Tongue
Fig. 19 shows the internal structure of the primary 2/7 tongue in (t1, d1) space. Similar
to the 1/5 and 3/7 tongues, it has a triangular shape with two crossing 0 lines inside.
The bottom edge is the Hopf bifurcation curve. However, a close check discloses that
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the internal structure of the 2/7 tongue is different from that of both the 1/5 tongue
and the 3/7 tongue. Without the left-right symmetry, it has features of both. Like the
the 1/5 tongue, the 2/7 tongue has both saddle node and period doubling bifurcation
curves as the left edge of the tongue, the 1¯1¯ point as the left bottom vertex of the
tongue, one 00 point creating different focus curves with fr from 0 to 1/2 and one −−
region. Like the 3/7 tongue, the right part of the 2/7 tongue has only the saddle node
bifurcation curve as the right edge of the tongue, the 11 point as the right bottom
vertex of the tongue, no 00 point and no −− region.
The −eq curve (00 to 1¯1¯) separates the −− region from the focus region. The −eq
curve (00 to 11) separates the ++ region from the focus region. Except the unique
00 point, the 1/4 focus curve, the 0 curve and the +eq curve seem to meet again on
the right part of the tongue. The current numerical computation indicates that they
are just very close to each other and both J eigenvalues at that neighborhood are very
close to zero.
The asymmetry of the tongue guarantees the presence of the full fr spectrum (0
to 1/2) on the hopf bifurcation curve (1¯1¯ to 11).
4.5 1/7 Tongue
Fig. 20 shows the internal structure of the primary 1/7 tongue in (t1, d1) space. For
this tongue, left-right symmetry exists. Both left and right edges of the tongue are pure
saddle node bifurcation curves from the top 11 point to the left and right bottom 11¯
points, respectively. There are three 10 points on each saddle node bifuraction curve.
Between the two 11¯ points, the bottom edge of the tongue is a pure period doubling
bifurcation curve with two 01¯ points on it.
There are four 0 curves inside the tongue. The upper pair cross each other at the
X point surrounded by two ++ regions and two +− regions. Starting from a 10 point
on the edge of the tongue and ending at another 10 point on the opposite edge of the
tongue, these two 0 curves have no 00 point. It is the same case as the 3/7 tongue.
The lower pair of the 0 curves cross at the X¯ point surrounded by two −− regions and
two +− regions. Starting from a 10 point on the side edge and ending at the 01¯ point
on the bottom edge of the tongue, each of the 0 curves has a 00 point.
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Figure 20: This is a fat deformation of the orginal thin 1/7 tongue (see Fig. 10) through
a one to one point transformation to show a better picture of the internal structure.
Among the four parts created by the upper pair of 0 curves, only the ++ with the
largest area is labeled. This ++ region branches and stretches all the way down to
the two 00 points. The focus region is completely surrounded by the ++ region and a
−− region created by the X¯ point. Three stable focus curves (fr = 1/4, 1/6, 1/9) are
plotted as dashed lines.
42
Tangent with the two lower 0 curves, the closed eq curve consists of two parts. The
arc above the 00 point is the +eq curve separating the focus region from the −− region.
The arc below the 00 point is the −eq curve separating the focus region from the ++
region. Emerging from the 00 points, the focus curves go from +eq curve to −eq curve
with a continuously increasing fr value from 0 to 1/2.
The whole focus region is inside the tongue without intersection with the boundary
of the tongue. Consequently, there is no Hopf bifurcation for the 1/7 tongue. This
is quite different from all the other tongues discussed already. The upper half of the
1/7 has the same structure as that of the 3/7 tongue (compare Figs. 20 and 18). The
X¯ point just blocks the way those focus curves stick out of the tongue and lose their
stability. This is another new scenario of a tongue’s evolution.
4.6 1/4 Tongue
Fig. 21 shows the internal structure of the primary 1/4 tongue in (t1, d1) space. From
the apex 11 point of the tongue, the left edge consists of a saddle node curve and period
doubling curve joined at a 11¯ point, the right edge is a pure saddle node curve. The
bottom edge has two Hopf curves separated by saddle node and period doubling curves.
Inside the tongue, there are four 0 curves. The right two cross at the unique X
point of the tongue. With a gentle slope, the far left one starts from a 10 point on the
saddle node curve of the left edge and stops at the 01¯ point on the period doubling
curve of the left edge. The last 0 curve goes through the tongue steeply from a 10
point on the left edge to another 10 point on the bottom edge. This 0 curve cuts the
tongue in two parts. With one 00 point and no X (or X¯) points, the left part has
internal structure similar to the 0/1 tongue (see Fig. 15). By contrast, with one 00
point and one X point, the right part has internal structure similar to the 2/7 tongue
(see Fig. 19).
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Figure 21: The internal structure of the primary 1/4 tongue in (t1, d1) space. In the
left focus region, the stable 1/3, 1/4 and 1/6 focus curves are plotted as dashed lines.
In the right focus region, the stable 2/5, 1/3 and 1/4 focus curves are plotted as dashed
lines.
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Chapter 5: INTERNAL STRUCTURE
The boundary of each tongue consists of three types of bifurcation curves: saddle-
node(SN), period-double(PD) and Hopf(HF) curves. The internal area of a tongue is
divided into four types of subregions, ++,+−,−− and fr subregions, based on the
details of the two J eigenvalues of the corresponding periodic orbit. These subregions
are separated from each other by 0 curves and eq curves. How these subregions are
connected together is crucial for understanding the structure of a tongue.
In this section the tongue’s internal structures will be studied extensively. First, to
highlight the tongue’s structures, cartoons of tongues will be plotted in section 5.1. A
tongue’s basic features will be presented in section 5.2. Then the subregions of each
tongue and their internal vertices will be studied in sections 5.3 and 5.4, respectively.
The qualities of these elements are independent of the specific tongues. On the other
hand, some features of a tongue’s internal structure are understood based on the anal-
ysis of these elements. In section 5.5, the relation between the X, X¯, 00 points and the
internal structure of a tongue will be discussed. The basic building blocks of tongues
will be identified. The classification of a tongue’s internal structure is based on the
combination of these building blocks.
5.1 Cartoons of Tongues
In chapter 4, a group of the tongues was investigated one by one. The border and
internal curves of every tongue were plotted. The computations were numerical, not
analytical. Some subregions were too tiny or too thin to be observed by the naked eye.
To overcome this, tongues can be transformed into simple cartoons, without changing
anything about the internal structure. In these cartoons (Figs. 22 to 26), different
types of curves are drawn in different styles as described in the captions. Following
the convention in chapter 4, a point on the control parameter plane is labeled by its
two J eigenvalues if to do so is succinct, particularly when both of them are integers.
For instance, if 0,−1 are the two J eigenvalues of the corresponding periodic orbit,
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the point is labeled as a 01¯ point. Also for reasons of conciseness, the minus sign of a
negative eigenvalue is put on top instead of in front.
All the vertices of subregions, except the X and X¯ points, have very simple integer J
eigenvalues, namely 1, 0 or −1. There are six combinations for picking two J eigenvalues
from these three integers. Five of them, the 11, 1¯1¯, 11¯, 10 and 01¯ points, are on the
border of tongues, since at last one J eigenvalue’s magnitude equals 1. With two zero
eigenvalues, 00 point lives in the interior of tongues. The X and X¯ points are different
from other vertices mentioned above. Besides one zero eigenvalue, the other one is
non-integer, either positive (the X point) or negative (the X¯ point). Like the 00 point,
both the X and X¯ points are inside tongues. The detailed discussion of them will be
given in section 5.4.
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Figure 22 : Cartoon of 1/5 tongue and 2/5 tongue
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Figure 24 : Cartoon of 2/7 tongue
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Figure 26 : Cartoon of 1/4 tongue
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5.2 Basic Features
The initial part of the primary tongues are the same. Attached to the Hopf curve of
the period-1 tongue, the starting point is the apex 11 point. Two saddle node curves
emerge from this point and form the initial left and right boundary of the tongue.
Inside the tongue, two crossing 0 curves appear first. They cut through the tongue
from side to side and have specific names, initial 0 curves of the tongue, to distinguish
from other possible 0 curves which may appear later. The crossing point of the two
initial 0 curves is always an X point instead of an X¯ point.
There are four intersections between these two 0 curves and the boundary curves.
The upper two intersections are always 10 points. From the apex 11 to these two
points, one J eigenvalue decreases from 1 to 0, the other remains 1 (saddle node curve)
For the lower intersections, there are three cases:
1. both 10 points (3/7, 1/7 tongues);
2. one 10 point, one 01¯ point (1/4, 2/7 tongues);
3. both 01¯ points (2/5, 1/5 tongues).
The 2/7 tongue (Fig. 24) provides a demonstration about how the types of lower in-
tersections affect the boundry between them and the corresponding upper intersections,
which are always 10 points.
Right side boundary of the 2/7 tongue:
The lower intersection is a 10 point and there is no other special point in the
middle, the boundary between it and the upper intersection (also a 10 point), is
a pure saddle node curve. While the larger J eigenvalue remains 1, the other J
eigenvalue decreases from 0 to a negative minimum and then goes back to 0.
Left side boundary of the 2/7 tongue:
The lower intersection is 01¯. Between it and the upper intersection (a 10 point),
there exists a 11¯ point on the boundary. From the 10 point to the 11¯ point, the
boundary is still a saddle node curve, with the larger J eigenvalue remaining 1
and the other eigenvalue decreases from 0 to −1.
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From the 11¯ point to the 01¯ point, the boundary is a period doubling curve, with
the smaller J eigenvalue remaining −1 and the other eigenvalue decreases from 1
to 0. So 11¯ is the joining point of the saddle node curve and the period doubling
curve.
The simplest situation is that the two initial 0 curves are the only two 0 curves of
the tongue (3/7, 2/5, 2/7, 1/5 tongues). They divide the tongue into four parts. The
top part is the ++ rhombus, which has four vertices: the apex 11 point, the initial X
point and two 10 points. The left and right parts are two +− regions. According to the
discussion in the previous paragraph, each +− region could have either three vertices
(10, 10 and X) or four vertices (10, 11¯, 01¯ and X). Under the two initial 0 curves is
the bottom of the tongue which will be further partitioned into different subregions,
depending on the tongue. In the bottom of the tongue, the eq curve will separate the
node regions from the focus region and meet the boundary at two bottom vertices of
the tongue. The boundary between these two vertices is the Hopf bifurcation curve.
The situation becomes more complex if more than two 0 curves exist. Due to the
initial two 0 curves, the top ++ region remains the same. The left and right +− regions
still exist, however other 0 curves could be used to separate them from the bottom of
the tongue.
The 1/4 tongue has two additional 0 curves. While both of them have no intersec-
tion with first two 0 curves, only one of them has a 00 point. The one without a 00
point cuts the tongue into two areas. The right area has the same internal structure
as the 2/7 tongue. The left area has the same internal structure as the stable period-1
region. The 1/7 tongue has two more 0 curves besides the two initial 0 curves. Crossing
at an X¯ point, both of them have a 00 point. Through the two 00 points, the closed
eq curve surrounds the fr subregion of the tongue, which has no Hopf curve.
The above is a straightforward description of tongues, the facts about subregions,
curves and points are presented from the top to the bottom of tongues. Both similarities
and differences exist between tongues. However, a systematic analysis is necessary to
understand the tongues better. The internal structure of tongues is all about how the
different subregions can be organized to form a tongue. Those special curves are the
borders of subregions. Those special points are the vertices of subregions. They are
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closely related to each other. In every tongue, the number of the internal vertices, X, X¯
and 00 point is much smaller than the number of the subregions. The internal vertices
are crucial for the tiling of subregions.
There are several kinds of basic building blocks for the construction of tongues.
For instance, with two crossing 0 curves and no 00 point, the top of the 1/7 tongue is
exactly same as the 3/7 tongue. Both of them have two ++ subregions and two +−
subregions around an X point. Therefore this structure, with the X point as its core,
does appear in different tongues and can be treat as a basic building block. Similarly,
there are other types of basic blocks. The important thing is that the internal structure
of a tongue can be resolved into these basic blocks.
The following subsections of this section will focus attention to the details of the
subregions and their internal vertices, the basic building blocks, and the formation of
tongues from them or their union.
5.3 Subregions of Tongue
To have a detailed discussion, the explicit formula of the two J eigenvalues is presented
as,
r1 =
1
2
tr(J) +
√(
1
2
tr(J)
)2
− det(J) (5.1)
and
r2 =
1
2
tr(J)−
√(
1
2
tr(J)
)2
− det(J) (5.2)
where J is the local Jacobian matrix of the corresponding periodic orbit. The above
two equations show clearly that r1 ≥ r2 if they are real numbers and r1 = r∗2 if they
are complex numbers.
|r1| < 1, |r2| < 1 are satisfied for all control points inside tongue, since the cor-
responding periodic orbits are stable. More information about r1 and r2 is used to
partition tongues into four types of subregions: ++,+−,−− and fr subregions. For
each type, there exists a group of inequality conditions which limit the possible r1, r2
values to a finite two dimensional area. The types of subregion’s edges can be indicated
by changing one inequality condition to an equality condition. Similarly, switching two
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inequality conditions to equality conditions will fix the values of r1, r2 and give the
vertices of the subregion. However it is not true for the X and X¯ points. The details
about the four subregions are presented individually in the following four subsections.
5.3.1 ++ Subregion
Both J eigenvalues are real and positive,
1 > r1 > r2 > 0. (5.3)
a) Edges:
Three types of edges exist for ++ subregion. They can be obtained by turning any one
of the three greater signs (>) in inequality (5.3) to an equality sign:
1 = r1 > r2 > 0, positive SN segment;
1 > r1 = r2 > 0, positive eq segment;
1 > r1 > r2 = 0, positive 0 segment.
b) Vertices
Four types of vertices exist for ++ subregion: 11, 00, 10 and X points. The first three
are obtained naturally by changing two greater signs (>) in inequality (5.3) to equality
signs:
1 = r1 = r2 > 0, 11 point;
1 > r1 = r2 = 0, 00 point;
1 = r1 > r2 = 0, 10 point.
The X point is different from others. Only the third greater sign (>) in inequality (5.3)
changes to an equality sign:
1 < r1(X) < r2(X) = 0.
As the intersection of two positive 0 segments, the greater J eigenvalue of an X point,
r1(X), is a positive number smaller than one. Section 5.4 gives a more detailed discus-
sion about the X point.
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5.3.2 −− Subregion
The discussion of −− subregion is parallel to that of ++ subregion after replacing
“positive” with “negative”. Both J eigenvalues in a −− subregion are real and negative,
0 > r1 > r2 > −1. (5.4)
a) Edges:
Three types of edges exist for the −− subregion. They can be obtained by saturating
any one of the three inequalities in (5.4):
0 > r1 > r2 = −1, negative PD segment;
0 > r1 = r2 > −1, negative eq segment;
0 = r1 > r2 > −1, negative 0 segment.
b) Vertices
Four types of vertices exist for a −− subregion: 1¯¯1, 00, 01¯ and X points. The first three
are obtained by saturating any two of the three inequalities in (5.4):
0 > r1 = r2 = −1, 1¯1¯ point;
0 = r1 = r2 > −1, 00 point;
0 = r1 > r2 = −1, 01¯ point.
The X¯ point is different from others. Only the third greater sign (>) in inequality (5.4)
changes to an equality sign:
0 = r1(X) > r2(X) > −1.
As the intersection of two negative 0 segments, the smaller J eigenvalue of an X¯ point,
r2(X¯), is a negative number greater than minus one. Section 5.4 gives a more detailed
discussion about the X¯ point.
5.3.3 +− Subregion
Both J eigenvalues are real, r1 is positive, r1 is negative,
1 > r1 > 0 > r2 > −1. (5.5)
a) Edges:
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Four types of edges exist for any +− subregion. They can be obtained by saturating
any one of the four inequalities in (5.5):
1 > r1 > 0 > r2 = −1, positive PD segment;
1 > r1 > 0 = r2 > −1, positive 0 segment;
1 > r1 = 0 > r2 > −1, negative 0 segment;
1 = r1 > 0 > r2 > −1, negative SN segment.
b) Vertices
With four greater signs in inequality (5.5), six combinations exist by changing two
greater signs to equality sign. However only four of them bring up the vertices’s types
for +− subregion. The remaining two are not possible.
1 > r1 = 0 > r2 = −1, 01¯ point;
1 = r1 > 0 > r2 = −1, 11¯ point;
1 = r1 > 0 = r2 > −1, 10 point;
1 > r1 = 0 = r2 > −1, 00 point;
1 > r1 > 0 = r2 = −1, impossible;
1 = r1 = 0 > r2 > −1, impossible.
Additionally, the X point and/or the X¯ point can also be the vertex of a +− region.
Again, the details are given in section 5.4.
5.3.4 fr Subregion
Both J eigenvalues are complex and conjugate to each other
r1 = reiφ, r2 = re−iφ (5.6)
where r, φ are the modulus and the argument of r1, respectively. Inside the fr subre-
gion, the following conditions are satisfied:
pi > φ > 0 (5.7)
and
1 > r > 0. (5.8)
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Similar to the discussion about the other three types of subregions, ++,−− and +−,
the edges and vertices of fr subregion will be explored by turning one or two greater
signs in conditions (5.7) and (5.8) to equality signs. Since (r, φ) are the polar coordi-
nates, Eqs (5.6) need to be used for most of the discussion.
a) Edges:
φ = pi (r1 = r2 < 0), negative eq segment;
φ = 0 (r1 = r2 > 0), positive eq segment;
r = 1, (|r1| = |r2| = 1), HF curve.
b) Vertices:
r = 1, φ = pi, 1¯1¯ point;
r = 1, φ = 0, 11 point;
r = 0, 00 point.
As the above shows, a 00 point is special considering only one equality condition is
needed. This is because when r = 0, r1 = r2 = 0 no matter what the value of φ is.
5.3.5 Summary
Subsections 5.3.1 to 5.3.4 focused one by one on the details of the four subregions that
any tongue can have. The two J eigenvalues were used to derive the possible edges
and vertices each tongue can have. In this subsection, the relations between subregions
and edges (vertices) will be presented from the viewpoint of edges (vertices). Some
constraint rules describing how different types of subregions are tiled together will
come up naturally.
In Table 1, the left column lists all nine types of edges that can exist, the right
column gives their corresponding subregions. The nine edge types can be grouped into
two categories. The top five are also the boundary of tongue. They can bound only
one type of subregion. It is no surprise since only one side of these edges is within the
tongue. The bottom four types of edge live inside of a tongue, each of them is shared
by two different subregions.
A careful check of table 1 shows that no edge can be shared by a ++ subregion
and a −− subregion. This thing is also true of +− subregions and fr subregions.
55
Table 1 : Possible subregions of different segment types
segment possible subregions
positive SN ++
negative SN +−
positive PD +−
negative PD −−
HF fr
positive 0 ++,+−
negative 0 −−,+−
positive eq ++, fr
negative eq −−, fr
Therefore, the following two constraints exist for any tongue:
++ subregion and −− subregion can not be put together side by side;
+− subregion and fr subregion can not be put together side by side.
Table 2 : Possible subregions of different vertex types
vertex possible subregions
11 ++, fr
1¯1¯ −−, fr
11¯ +−
10 ++,+−
01¯ −−,+−
00 ++,−−,+−, fr
X ++,+−
X¯ −−,+−
In Table 2, the left column lists all eight types of vertices, the right column gives
their corresponding subregions. The top five vertices reside on the border of the tongue.
The bottom three are internal vertices. They play a central role describing how subre-
gions can join together and make up the tongue.
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The most important information in Table 2 is that as the only common vertex of
all the four types of subregions,
00 point is the only location where ++,+−,−− and fr subregions can meet to-
gether.
The details of the internal vertices’s neighborhoods and how they relate to the
structure of tongue will be the content of the next two sections.
5.4 Internal Vertices of a Subregions
The X, X¯ and 00 points are the special points inside tongues. They are the only
internal vertices of the subregions. While combinations of them decide the internal
structure of different tongues, their local properties are uniquely determined.
5.4.1 X,X¯ Points
++
+- +-
++
+- +-
_
X
--
--
X
(a) (b)
Control parameter plane Control parameter plane
Figure 27: (a) The neighborhood of the X point is divided up by two positive 0
segments into two ++ subregions and two +− subregions. (b) The neighborhood of
the X¯ point is divided up by two negative 0 segments into two −− subregion and two
+− subregions.
Both X and X¯ points are the intersections of two 0 curves, so they all have a
zero J eigenvalue. It is the other J eigenvalue that distinguishes these two types of
intersections. The non-zero J eigenvalue of an X point is positive and that of an X¯
point is negative. From Eqs. 5.1 and 5.2, r1 ≥ r2. Therefore the above can be expressed
as
r1(X) > r2(X) = 0
r2(X¯) < r1(X¯) = 0
(5.9)
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Figure 28: The r2 function surface of two control parameters. The two thin lines
crossing at the saddle point are the r2 = 0 contours of the curved surface. Their
projections on the control parameter plane are two 0 curves crossing at X point, which
is the projection of saddle point. Sectors I, III and sectors II, IV are ++ type and +−
type, respectively. This graph can be used for the X¯ case after labeling the vertical
axis as r1 and the projection of the saddle point as X¯.
Fig. 27 (a) shows the X point and its neighborhood, which is cut into two ++
subregions and two +− subregions by two positive 0 segments. This indicates that one
of the two J eigenvalues will remain positive everywhere, and the other one will flip its
sign from subregion to subregion. Apparently, r1 is the one remaining positive, since
r1 ≥ r2. Considering a control parameter point ′P ′ in the vicinity of X, the assumption
of continuity gives,
r1(P ) ∼= r1(X) > 0
r2(P ) ∼= r2(X) = 0 (5.10)
When the P point moves around the X point in a close loop, r1(P ) will remain positive
all the time. However r2(P ) will change its sign each time P passes a 0 segment.
To have a better perspective about this behavior, r2 is plotted as the function of
two control parameters in Fig. 28. The function surface has the shape of saddle. The
saddle point’s projection on the control parameter plane is the X point. The contour
lines of r2 = 0 are plotted on the function surface in solid, or short dashed, thin line
style. Crossing at the saddle point, the r2 = 0 contours cut the horse saddle into four
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parts, two with r2 > 0 and two with r2 < 0. The projections of them on the control
parameter plane are sectors I, II, III and IV. It is not hard to figure out that sectors I,
III are subregions of ++ type and sectors II, IV are subregions of +− type.
The X¯ point and its neighborhood are shown in Fig. 27 (b). The detailediscussion
is parallel to the X case, except that r1 switches back and forth between positive
and negative values from subregion to subregion, and r2 remain negative all the time.
Figs. 28 can also be used in the X¯ case to exhibit r1 as the function of two control
parameters. The only changes required are that the vertical axis should be r1, and the
projection of the saddle point on the control parameter plane should be X¯.
5.4.2 00 Point
With two zero J eigenvalues, a 00 point is the tangent point between eq curve and 0
curve, which cut its neighborhood into four different subregions: ++, +−, −− and fr
(Fig. 29). To be more specific, both the 0 curve and the eq curve are divided by the
00 point into left and right segments. The detail of the two J eigenvalues on them are
listed as,
left 0 segment: r1 = 0 > r2;
right 0 segment: r1 > 0 = r2;
left eq segment: 0 > r1 = r2;
right eq segment: r1 = r2 > 0.
While a 00 point is the joining point of the four different special segments and
four different subregions, continuity must be maintained. At first look, this special
point and its neighborhood seem difficult to comprehend. However as discussed in the
following, with the help of a three dimension graph about the J eigenvalues, it turns
out quite natural and forward straight.
Fig. 30 shows r1 and r2 together as the functions of two control parameters in the
whole neighborhood of a 00 point. Attention is easily drawn to the multiplicity of
function surfaces in the figure. While two function surfaces exist in most of the region,
there is a small region showing only one surface. This is due to the complexity of the
two J eigenvalues.
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Control parameter plane
Figure 29: The neighborhood of the 00 point is divided up by a 0 curve and an eq curve
into four parts: ++, +−, −− and fr subregions.
1. When r1 and r2 are real, they live in two individual surfaces. The r1 sheet is
above the r2 sheet since r1 > r2.
2. When r1 and r2 are not real, only the real part of the complex value is plotted.
Because they are conjugate to each other, Re(r1) = Re(r2) share a single surface.
The boundary between the above two cases is where r1 = r2 and the two sheets meet
each other. The projection of this boundary on the control parameter plane is the eq
curve.
The r1 = 0 contour is the thin solid horizontal line on the r1 surface. The r2 = 0
contour is the thin dashed horizontal line on the r2 surface. They join at a special
point where r1 = 0 and r2 = 0. Naturally, the projection of this point on the control
parameter plane is the 00 point as shown in Fig. 30. Meanwhile, the two contours just
mentioned are projected to the 0 curve on the control parameter plane.
Fig. 30 also shows clearly the specific areas on the function surfaces, which are
projected to the ++,+−,−− and fr subregions, respectively.
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Figure 30: The r1 and r2 function surfaces of two control parameters. Two different
sheets exist for r1 and r2 when they are real. These two sheets join on a curve where
r1 = r2. On the other side of the curve, r1 and r2 are complex and conjugate, a single
sheet shows the equal real parts of r1 and r2. The projection on the control parameter
plane gives the exactly same result as Fig. 29.
5.5 Structure of Tongues
The internal structure of a tongue is determined by how they are divided into four
types of subregions: ++,+−,−− and fr. Except for the equivalence between the 1/5
tongue and the 2/5 tongue, all the tongues investigated so far have different internal
structures. Two of them, 1/4 and 1/7, look more complicated than others. Although
not exactly the same, tongues could have partial similarity between them, for instance,
the top half of the 1/7 tongue is the same as the 3/7 tongue. This suggests that there
should exist some building blocks. The diversity of tongues comes from the different
combinations of these building blocks, whose internal structures are relatively simple
and fixed. The basic subregions, ++,+−,−− and fr, are not good candidates because
they are too simple to be very helpful. The right choices should be the typical unions
of them. In this section the X, X¯ and 00 points are used to find these building blocks
naturally. After that, the internal structures of tongues can be better understood.
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5.5.1 Internal Vertices and Structure
As the vertices of subregions inside tongues, the X, X¯ and 00 points play the central
role in understanding the makeup of tongues. Their basic properties are restated here:
X: the intersection of two positive 0 segments, which cut its neighborhood into two
++ regions and two +− regions.
X¯: the intersection of two negative 0 segments, which cut its neighborhood into two
−− regions and two +− regions.
00: the intersection of a 0 curve and an eq curve, which cut its neighborhood into
four different regions, ++,+−,−− and fr.
If two tongues have different numbers of X, X¯ or 00 points, they will definitely
have different internal structure. This is shown by every cartoon, from Figs. 22 to 26.
On the other hand, two tongues with the same numbers of X, X¯ and 00 points do
not necessarily have the same internal structure. For instance, both the 2/5 tongue
(Fig. 22) and the 1/4 tongue (Fig. 26) have one X point and two 00 points, however
they are quite different. Obviously, the internal structure of a tongue is determined
not only by the numbers of X, X¯ and 00 points but also by their distribution.
The internal vertices can be grouped into clusters in such a way that, within a
cluster, all the points are linked by 0 curves, and there is no 0 curve connection between
different clusters. These clusters are the cores of the basic building blocks which consist
of the subregions around them. Then a tongue’s internal structure will be resolved into
two levels, structures of individual building blocks and combinations of them. These
two levels are independent of each other and can be discussed separately. This is the
genuine benefit of having basic building blocks.
5.5.2 Building Blocks
In this subsection, the basic building blocks of tongues will be identified according to
the specifications in the end of section 5.5.1.
Among the tongues investigated already, the 3/7, 2/7, 2/5 and 1/5 tongues all have
two 0 curves crossing each other at an X point. Depending on the case, there are zero
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(Fig. 23), one (Fig. 24) or two (Fig. 22) 00 points inside. They all link together with
the X point by one or more 0 curves, therefore there is only one building block for
these four tongues. In other words, they can be called the single block tongues. For
the purpose of finding basic building blocks, three of them are identified:
X: With one X point and no 00 point, the block is built with two ++ subregions, two
+− subregions and one fr subregion as shown in Fig. 23. It possesses left-right
symmetry. The 3/7 tongue is a example of this type of block.
00X: With one X point and one 00 point, the block is built with two ++ subregions,
two +− subregions, one −− subregion and one fr subregion as shown in Fig. 24.
It possesses no left-right symmetry. The 2/7 tongue is a example of this type of
block.
00X00: With one X point and two 00 points, the block is built with two ++ subregions,
two +− subregions, two −− subregions and one fr subregion as shown in Fig. 22.
It possesses left-right symmetry. The 1/5 and 2/5 tongues are examples of this
type of block.
The 1/7 tongue (see Fig. 25) has four 0 curves. The top pair and the bottom pair are
separated from each other, and they cross at an X point and an X¯ point, respectively.
The tongue has two 00 points sitting on the two bottom 0 curves. Therefore the four
internal vertices are grouped into two individual clusters, the top one includes only an
X point, the bottom one owns an X¯ point and two 00 points. Correspondingly, the
tongue is made up by two basic building blocks. On the top is the X block, which was
discussed above. On the bottom is a new type of block:
00X¯00: With one X¯ point and two 00 points, the block is composed of two −− subregions,
two +− subregions, two ++ subregions and one fr subregion as shown in lower
part of Fig. 25. It possesses left-right symmetry.
The 1/4 tongue (see Fig. 26) has one X point and two 00 points. They form two
individual clusters. The right one includes an X point and a 00 point linked by two
0 curves crossing each other. Its corresponding building block is 00X type described
above. With a single 00 point, the left cluster indicates a new type of building block,
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00: having a 00 point as its unique internal vertex, the block is composed of one ++
subregion, one +− subregion, one −− subregion and one fr subregion as shown
in left part of Fig. 26.
By now, five basic building blocks have been identified from the tongues investigated
already. They are expected to appear in other tongues also. There should exist some
new building blocks in certain tongues. However, the important thing is that resolving
tongues into the level of building blocks is the right way to understand the tongue’s
structures. After this, the similarities and differences among tongues can be analysed
in a organized way.
5.5.3 Unions of Building Blocks
In subsection 5.5.2, the details of each known building block were discussed. This
subsection will focus on how two building blocks join together. Having a double block
structure, the 1/7 tongue and the 1/4 tongue are two good cases to study.
The 1/7 tongue (Fig. 25) has an X block on the top and a 00X¯00 block on the
bottom. They join together by sharing the ++ subregion and the fr subregion in the
middle of the tongue. By contrast, in the 1/4 tongue (Fig. 26), the 00 block on the
left and the 00X block on the right are clearly separated by a vertical 0 curve, which
possesses neither an X point nor a 00 point. Therefore the two building blocks of the
1/4 tongue have no common subregion, the only thing they share is the boundary curve
between them. The above gives the two typical types of joins between building blocks,
1. strong join: two blocks have common subregions.
2. weak join: two blocks have no common subregion.
This classification of unions betweens block is exclusive. There is no other type. To
be convenient, the strong and weak joins can be label as ’•’ and ’|’, respectively. Then
the two double block tongues can be expressed as follows,
00 | 00X for 1/4 tongue,
X • 00X¯00 for 1/7 tongue.
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The above method of expression shows the detail of the tongue’s structure, the
numbers of X, X¯ and 00 points, the basic building blocks and how they join together.
It is analogous to molecular formula in biological chemistry: a set of symbols is used
to show the elements that a molecule is made of. In the case of tongues, there are
three ’atoms’: X, X¯ and 00. The basic building blocks of a tongue are equivalent to
functional groups of atoms in a biological molecule. Different groups in molecules are
tied together by covalent (strong) bonds or noncovalent (weak) bonds.
Similar to the molecular formula, the tongue formula introduced in this section
provides an important way to understand and express the composition of tongues.
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Chapter 6: PARITY
Tongues can exhibit symmetry and parity. First the parity of tongue’s curves will
be discussed individually. Then some rules of constraint will be explored from the
perspective of parity.
6.1 Edges of Tongues and Their End Points
A stable periodic tongue could have three types of edges (SN curve, PD curve and HF
curve) and three types of vertices (11 point, 11¯ point and 1¯1¯ point). For each type, an
edge can only have two types of vertices as its ending points. For instance, 11 point, 11¯
point are the only two possible ends for SN edge. In other words, 1¯1¯ point is prohibited
to be the end of SN edge since one J eigenvalue must be 1. Table 3 is the summary
of all three edge types. For each of them, there are three combinations from the two
possible ending points. The following is a detailed discussion.
Table 3 : Possible ending points of different edge types
edge type possible vertex types
SN 11, 11¯
PD 11¯, 1¯1¯
HF 11, 1¯1¯
6.1.1 SN Edge
When the control parameter point moves from end to end, the greater one of the two
J eigenvalues stays equal to 1, the smaller one changes continuously. According to
the sign of the smaller eigenvalue, SN edge is divided up into positive segments and
negative segments. With 10 as the separating point, these two kinds of segments appear
alternatively due to the continuity.
1. Both ends are 11 points.
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Unless smaller J eigenvalue is always positive, there are 10 points and negative
segments on the edge. Because both ends of the edge are 11 points, any negative
segment is within the edge and has two 10 points as its own ends. The total
number of the 10 points on the SN edge is twice that of the negative segments.
Therefore with the left right symmetry, this type of SN edge must have an even
number of 10 points.
2. Both ends are 11¯ points.
Unless smaller J eigenvalue is always negative, there are 10 points and positive
segments on the edge. Because both ends of the edge are 11¯ points, any positive
segment is within the edge and has two 10 points as its own ends. The total
number of the 10 points on the SN edge is twice that of the positive segments.
Therefore with the left right symmetry, this type of SN edge must have an even
number of 10 points.
3. One end is 11 point and the other is 11¯ point.
The smaller J eigenvalue is positive close to the 11 end and negative close to the
11¯ end. Correspondingly, there are a positive segment and a negative segment
on the two ends of the SN edge. With 11 point as one end, this positive segment
has a 10 point as the other end. All the other positive segments are within the
edge and have two 10 points as their ends. The total number of the 10 points on
the SN edge is one less than the twice of that of the positive segments. Therefore
without the left right symmetry, this type of SN edge must have an odd number
of 10 points.
6.1.2 PD Edge
When the control parameter point moves from end to end, the smaller one of the two
J eigenvalues remains equal to 1¯, the greater one changes continuously. The discussion
of the positive and negative segments on PD edge is parallel to that on SN edge. The
only difference is that 01¯ is the separating point between the adjacent segments. Only
the main results are listed here.
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1. Both ends are 1¯1¯ points. With the left right symmetry, the edge possesses an
even number of 01¯ points.
2. Both ends are 11¯ points. With the left right symmetry, the edge possesses an
even number of 01¯ points.
3. One end is a 11 point and the other is a 11¯ point. Without the left right symmetry
the edge possesses an odd number of 01¯ points.
6.1.3 HF Edge
The two J eigenvalue are complex and conjugate to each other. When the control
parameter point moves from end to end, their magnitude remains equal to 1, the phase
angle φ(J) (see Eq. (2.6)) and fr = φ(J)/2pi change continuously. The eigenvalues of
the possible end (11 or 1¯1¯) are equal to each other. They can be treated as a pair of
conjugate complex numbers with the following phase angles and fr values:
φ(11) = 0, fr(11) = 0; (6.1)
φ(1¯1¯) = pi, fr(1¯1¯) = 1/2. (6.2)
1. Both ends are 11 points.
There exists a maximum fr value (MmJ) on the HF edge. With the left right
symmetry, the fr value increases from 0 to MmJ and then goes back to 0.
2. Both ends are 1¯1¯ points.
There exists a minimum fr value (mmJ) on the HF edge. With the left right
symmetry, the fr value decreases from 1/2 to mmJ and then goes back to 1/2.
3. One end is 11 point and the other is 1¯1¯ point.
There is no extremum inside the HF edge. Without the left right symmetry, the
fr value increases monotonically from 0 to 1/2.
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6.1.4 Parity
In the above discussion of SN, PD, and HF edges, every type of edge has three cases.
The first and second cases have the same type of ending points. On the contrary, the
third cases have the different types of ending points.
An edge is called an even (odd) edge if its two ending points are like (unlike). The
even edges have an even number of 10 points, or 01¯ points or extreme fr value. The
odd edges have odd number of 10 points, or 01¯ points or no extreme fr value.
Organized through the combination of the three types of vertices, Table 4 summa-
rizes the correspondence between the vertices and edges. It also shows the even-odd
classification of the edges.
Table 4: All combinations of three types of vertices and the related edge types. The
table is symmetric along the diagonal because it is the same combinations above and
under the diagonal. The edge types on the diagonal are even due to the same type of
vertices; The edge types off the diagonal are odd due to the different types of vertices;
11 11¯ 1¯1¯
11 even SN, HF odd SN odd HF
11¯ odd SN even SN, PD odd PD
1¯1¯ odd HF odd PD even PD, HF
6.2 Internal Curves of Tongues
A tongue can be partitioned into the node regions and the focus regions by the eq curves,
on which the two J eigenvalues are equal. A node region can be further partitioned into
++,−− and +− node regions by the 0 curves, on which one of the real J eigenvalues
is always equal to zero. Similar to SN and PD edges, the eq curve and the 0 curve can
also be divided up into positive segments and negative segments based on the signs of
the J eigenvalues. A 00 point is the join between positive and negative segments on
both eq and 0 curves. Additionally, 00 points are the only locations where the eq curve
and the 0 curve touch each other.
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The eq curves could be open (see Figs 22, 23, 24 and 26) or closed (see Fig. 25).
When eq curve is open, 11 vertex and 1¯1¯ vertex are the two possible ending points. An
open eq curve is called even (odd) if it has two like (unlike) ends, both 11 points or
both 1¯1¯ points (one 11 point and one 1¯1¯ point). All the 0 curves in the tongues already
investigated are open. A 10 point on the SN edge and 01¯ point on the PD edge are
two possible type of ends. The 0 curve with two like(unlike) ends is called even(odd) 0
curve. Following similar arguments about SN edges and PD edges in section 6.1, any
open internal partition curve, either eq curve or 0 curve, will have even (odd) number
of 00 points, if it is even (odd).
The only closed internal partition curve seen so far is the eq curve in the 1/7 tongue
(see Fig. 20). It has two 00 points. They separate the closed eq curve into a positive
segment (the upper arc) and a negative segment (the lower arc).
For any closed eq curve that might exist inside another tongue, the positive segments
and the negative segments appear alternatively around the curve due to continuity.
Because of the closed nature of the curve, the number of the positive segments is equal
to that of the negative segments and the number of 00 points on the curve is even. In
short, all the closed eq curves are even.
6.3 Rules of Constraint Regarding Parity
For any tongue, there are three types of edges (SN, PD and HF curves discussed in
section 6.1) and two types of internal curves (0 and eq curves discussed in section 6.2).
Each of them has two possible kinds of end points. A curve is called even (odd) if its
two ends are like (unlike).
Linking together and forming the basic frame of a tongue, these special curves and
points have to follow some some rules of constraint due to the parity.
As presented in the rest of this section, these constraints are about the total numbers
of different points and curves, which will be denoted as n(00), n(10), n(01¯), n(SN),
n(PD), n(HF ), n(eq) and n(0). To be more specific, even curves and odd curves will
be counted separately in most cases. For example, n(odd SN) is the total number of
odd SN edges of a tongue.
Subsection 6.3.1 is about the constraints obtained by the fact that the boundary of a
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tongue is closed loop. Subsection 6.3.2 utilizes the relations between points and curves.
Section 6.4 is a summary of these rules and discussion about the relation between 00
points and the parity of tongue.
6.3.1 Boundary of Tongue
The boundary of tongue is a closed loop of bifurcation curves linked together head to
tail.
We can pick any vertex of a tongue as the starting point and do a round trip along
the boundary. During the journey, two J eigenvalues will go up and down or stay the
same for a while. However when we get back to the starting point, both J eigenvalues
will return to their initial values.
Before converting the above observation into certain constraints on the numbers of
bifurcation curves on tongue’s boundary, we need reiterate some knowledge about the
three different bifurcation curves from section 6.1 as follows.
• On SN edge, the bigger J eigenvalue (r1) remains equal to one and the smaller
J eigenvalue (r2) has various values. Hence the parity of SN edge is determined
by whether the r2 values of its two ends are same or not.
• On PD edge, r1 changes while r2 is always minus one. Hence the parity of SN
edge is determined by whether the r1 values of its two ends are same or not.
• On HF edge, both r1 and r2 change their values, while they keep conjugate to
each other. The r1, r2 values of two ends of the HF edge are either both the
same, or both different. These two cases have the odd parity and the even parity,
respectively.
Now we can discuss what happen to r1 and r2 around the boundary of tongue. Let us
focus on r1 first. 11, 11¯ and 11¯ are the only three vertex types of tongue (see Table 3
or Table 4). So the value of r2 can only be one and minus one on each vertex. As the
control point moves from vertex to vertex, r1 either remains the same or changes its
sign, all depending on the bifurcation edge between them. From the knowledge listed
above, if the edge is odd PD or odd HF , r1 will flip its sign; if the edge is even PD,
even HF and SN (even or odd), r1 will remain the same. Completing the round trip
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on the boundary of tongue, r2 will return to its original value, so the number of flip
experienced by r2 should be even. Correspondingly, the total number of odd PD edges
and HF edges must be even, or
n(odd PD) + n(odd HF ) = 2l1, where l1 = 0, 1, 2... (6.3)
A similar discussion can be applied to r2 except that, the sign of r2 will be flipped only
by odd SN and odd HF since r2 is a constant on PD edge, odd or even. Therefore,
the total number of odd SN edges and HF edges must be even, or
n(odd SN) + n(odd HF ) = 2l2, where l2 = 0, 1, 2... (6.4)
After adding Eqs (6.3) and (6.4) together and moving the term of n(odd HF ) to the
right, we have,
n(odd SN) + n(odd PD) = 2l1 + 2l2 − 2n(odd HF ) = even. (6.5)
In other words, the total number of odd SN edge and odd PD edge is also even. These
three constraints about odd edges of tongues can be synthesized into the following
statement,
the numbers of odd SN , odd PD and odd HF edges of a tongue are either all
even, or all odd.
6.3.2 Sign-Flip Point
Except for the HF edge, the other four curves, SN,PD, 0 and eq, have two real J
eigenvalues. They all can be divided into positive and negative segments by some kind
of sign-flip points, 10 on SN edge, 01¯ on PD edge and 00 on 0 and eq curves. As
discussed in sections 6.1 and 6.2, any curve of these four types has even (odd) number
of sign-flip points if it is even (odd).
As an example, we now focus on SN edge and its sign-flip point 10 to find the
constraint between the total numbers of them around any tongue. Denoting ne,i(i =
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1 . . . n(even SN)) as the numbers of 10 points on even SN edges and no,i(i = 1 . . . n(odd SN)
as that on odd SN edge, we have following equation about the number of the 10 points
of any tongue
n(10) =
∑
i=1...n(even SN)
ne,i +
∑
i=1...n(odd SN)
no,i, (6.6)
since all 10 points are on SN edges, even or odd. Being the number of sign-flip point
on even (odd) SN edges, every ne,i(no,i) are even (odd), so the second sum in the right
side of Eq (6.6) are always even. It implies that the parity of n(10) depends only on
the first term, which is the sum of a bunch of odd numbers. Furthermore, n(10) and
n(odd SN) must be even or odd at the same time. This constraint can be expressed
as
n(odd SN) + n(10) = 2l3, where l3 = 0, 1, 2 . . . . (6.7)
Similar relations exists between other curves and their sign-flip points,
n(odd PD) + n(01¯) = 2l4, where l4 = 0, 1, 2 . . . , (6.8)
n(odd eq) + n(00) = 2l5, where l5 = 0, 1, 2 . . . , (6.9)
n(odd 0) + n(00) = 2l6, where l6 = 0, 1, 2 . . . . (6.10)
The above four equations can be generalized into the following single statement,
The number of odd curves of certain type is odd (even) if and only if the number
of its sign-flip point is odd (even).
A 00 point is the sign-flip point for both a 0 curve and an eq curve. It can be used
for connecting the number of odd 0 curves with that of odd eq curve. After adding
Eqs. (6.9) and (6.10) together and moving the term of n(00) to the right, we have
n(odd eq) + n(odd 0) = 2l5 + 2l6 − 2n(00), (6.11)
which means that the number of odd eq curves and that of odd 0 curves must have the
same parity.
10 points and 01¯ points are the sign-flip points of SN edges and PD edges respec-
tively, meanwhile they are also the ending points of 0 curves. Therefore they can be
used to connect SN,PD and 0 curves together.
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Three cases exist about the ending points of 0 curves: both 10, both 01¯ and one
10 one 01¯. The first two belong to even 0 curves, the last one to odd 0 curves. The
number of them on a tongue can be denoted as n1(even 0), n1¯(even 0) and n(odd 0),
respectively. Therefore
n(10) = n(odd 0) + 2n1(even 0), (6.12)
n(01¯) = n(odd 0) + 2n1¯(even 0) (6.13)
The above two equations imply that any tongue’s numbers of 10 points, 01¯ points and
odd 0 curves have the same parity.
6.4 Parity and Number of 00 Points
Parity is transitive: if n1, n2 have the same parity and n2, n3 have the same parity, then
n1, n3 also have the same parity. Therefore all the individual parities shared among
the numbers of different tongue elements in sections 6.3.1 and 6.3.2 can be combined
into one single statement,
In any tongue, n(00), n(10), n(01¯), n(odd SN), n(odd PD), n(odd HF ), n(odd eq)
and n(odd 0) all have the same parity.
Table 5: In Figs 22 to 26, the number of points can be obtained by counting them
directly. The odd curves, which have two different end points, need be identified first
before counting.
tongue 0/1 2/7 3/7 2/5 1/5 1/4 1/7
n(00) 1 1 0 2 2 2 2
n(10) 1 3 4 2 2 6 6
n(01¯) 1 1 0 2 2 2 2
n(odd eq) 1 1 0 0 0 2 0
n(odd 0) 1 1 0 0 0 2 2
n(odd SN) 1 1 0 2 2 2 2
n(odd PD) 1 1 0 2 2 2 0
n(odd HF ) 1 1 0 0 0 2 0
While true for any tongue, the above rule of parity can be illustrated for the specific
tongues studied. Table 5 presents the numbers of all the elements mentioned in the
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above statement. The column under any tongue will contain all even, or all odd integers.
There are no exceptions.
By now, it makes sense to define the parity of a tongue by the parity of these
numbers. Since the parities of these numbers are the same, any of them can used to
determine the parity of tongue. However the number of 00 points, n(00), is the most
convenient one because, sitting in the middle of tongue, it is very easy to identify, and
its order is usually quite small. In Table 5 the only two odd tongues are the 0/1 and
2/7 tongues. Both of them have one 00 point.
Chapter 5 shows that 00 points play a critical role for understanding the internal
structure of tongue, so it is no surprise that the parity of a tongue can be determined by
the number of 00 points. However the other two internal vertices of tongue’s subregions,
the X and X¯ points have nothing to do with the parity while they are also important
for the internal structure of a tongue. The explanation for this difference is that X, X¯
points have an even quality and 00 points have an odd quality. This can be shown by
local arguments (see section 5.4). For example, with two ++ subregions and two +−
subregions around it, X has a symmetrical neighborhood. In section 5.5, tongues and
internal vertices are analogous to molecules and atoms. Considering the parity, we can
further say that 00 is an odd ’atom’ and X, X¯ are even ’atoms’.
While tongues with the same number of 00 points have the same parity, the details
about how the parity is realized are determined by the distribution of 00 points. For
example, both the 1/7 and 1/4 tongues have two 00 points, so they are both even
tongues. However their distributions of 00 points are quite different. In the 1/7 tongue,
two 00 points are in one basic building block (00X¯00) and the other building block (X)
has no 00 point. Contrarily, each of the two building blocks in 1/4 tongue has a 00
point.
To have more a formal discussion, we can define the parity of a basic building block
by the number of its 00 points. Then the 1/7 tongue can be described as an even
tongue with two even blocks, and 1/4 tongue as an even tongue with two odd blocks.
In summery, the discussion of this section shows that 00 points play the central role
in tongue’s symmetry and parity.
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Chapter 7: CONCLUSION
7.1 Review of Main Results
The dynamics of the cusp map is mainly about the characteristics of the attractor and
the change with the control parameters. As the basis and the skeleton of dynamics,
the structure of periodic regions (tongues) in the control parameter plane is the major
target of this work. Here, ’structure’ has twofold implications as discussed below.
Macroscopic structure: The control parameter plane is resolved into different tongues
supporting different periodic attractors. Specifically, how tongues are related to each
other and how they are distributed and organized in the control parameter plane define
the macroscopic structure. They can be analyzed at different levels.
The primary structure consists of the period-1 region (0/1 tongue) and a series of
primary Arnol’d resonant tongues emanating from the Hopf bifurcation of the period-
1 attractor and characterized by rational fractions p/q. All except the 13 tongue are
attached at their apex to the Hopf bifurcation curve of the 0/1 tongue. Similarly, the
Hopf bifurcation curves of the primary tongues will yield their own series of Arnol’d
resonant tongues, which are called the secondary tongues. They makeup the secondary
structure of the control parameter plane. A similar scenario can continue again and
again, which resolves the control parameter plane in more and more detailed level.
In short, there exists a tree structure of all kinds of resonant tongues. The root
of the tree is the 0/1 tongue. The different levels of the tree are linked together by
Hopf bifurcation curves. However, this tree does not possess the quality of a strict self-
similarity because of the existence of a large variety of tongue types. Correspondingly,
the situations of Hopf bifurcation curves could be very different in different tongues.
First, tongues can have different number of Hopf bifurcation curves. Among the
examples studied already, 0/1, 1/5, 2/5, 2/7, 3/7 tongues all have one Hopf curve, the
1/4 tongue has two Hopf curves and the 1/7 has no Hopf bifurcation curve at all.
Second, even two tongues having the same number of Hopf bifurcation curves, could
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have different structures. How the phase angle of the J eigenvalue, φ(J), changes from
end to end along the Hopf bifurcation curve, yields three cases.
1. odd:
φ(J) increases monotonically from 0 to pi. Every rational fraction, p/q, between
0/1 to 1/2 supports a resonant tongue characterized as a p/q tongue. The Hopf
bifurcation curve yields a full spectrum of Arnol’d resonant tongues.
2. lower even:
φ(J) increases from 0 to a maximum, 2pi frmax, then goes back to 0. Only
those resonant tongues corresponding to a rational fraction between 0/1 and
frmax show up on the Hopf bifurcation curve. In other words, with a roof cut-off
frequency, frmax, only the lower part of the spectrum of Arnol’d resonant tongues
exist. These p/q tongues occur in pairs.
3. upper even:
φ(J) decreases from pi to a minimum, 2pi frmin, then goes back to pi. Only
those resonant tongues corresponding to a rational fraction between frmin and
1/2 show up on the Hopf bifurcation curve. In other words, with a floor cut-off
frequency, frmin, only the lower part of the spectrum of Arnol’d resonant tongues
exist. They also show up in pairs
It is also worth to mention the occurrences of overlap between certain tongues,
i.e. the 1/5 tongue and the 1/6 tongue (see Fig. 10). This multi-stability explains
the phenomenon of hysteresis: the behavior of a dynamical system depends on initial
conditions.
Microscopic structure: This stems from the description how each individual tongue
is resolved into four different types of subregions, namely ++,+−,−− and fr subre-
gions. The internal structure is mainly determined by the internal vertices of subre-
gions, since they are the only place where different subregions are pieced together. We
find by now three such internal points, labeled as X, X¯ and 00 points. The structure
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around each of them is fixed. There are always two ++ subregions and two +− subre-
gions around X points, two −− subregions and two +− subregions around X¯ points.
00 point is the only point where the four different types of subregion meet together.
The structure of each tongue can be understand as the union of different basic
building blocks. Several typical basic building blocks have been identified from tongues
studied as examples. For any tongue, there are only two types of join between building
blocks: ’strong’ join and ’weak’ join. With the help of the concept of basic building
blocks, we develop a method which can clearly express the internal structure of tongues
into symbolic representations. They are very similar to molecular formulas in chemistry.
From the viewpoint of parity, all tongues can be classified into two categories, odd
tongues and even tongues. The parity of a tongue is decided by the number of 00
points. The number of many elements of a tongue, such as the bifurcation curves,
internal curves, and flip points of them are regulated by the parity of the tongue.
The macroscopic structure and microscopic structure are related to each other
closely. How the tree of resonant tongues grows level by level mainly depends on
the situation of each tongue’s Hopf bifurcation curves, such as their number and par-
ity. On the other hand the number of 00 points inside a tongue sets a strong constraint
on the tongue’s Hopf bifurcation curves: the number of odd Hopf bifurcation curves
must be odd (even), if the number of 00 points is odd (even).
In summary, three special points, X points, X¯ points and particularly 00 points
determine the internal structure of tongue and further affect the whole structure of the
control parameter plane. Therefore, they are the ’core’ of the dynamics.
So far, the work described in this thesis focused on the map (1.5). It is a special
case of the general cusp map (1.4) with θ = 0. However major results remain true to
other θ values except that the tree of tongues in the control parameter plane will turn
by a corresponding angle.
7.2 Direction of Future Work
The logistic map x′ = a−x2 has played a major role in understanding chaotic behavior
of noninvertible maps of the interval to itself R1 → R1. This knowledge has helped us
to understand chaotic behavior of invertible flows in R3, particularly those in R3 which
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generate chaotic behavior through a Smale horseshoe stretch and fold type mechanism.
The more dissipative the flow (λ1 > λ2 = 0 > λ3, dL = 2 + λ1/|λ3| → 2), the closer its
route to chaos resembles that exhibited by the logistic map.
The fold singularity (A2 : x→ x′ = x2) is the simplest in a long and well understood
family of singular maps [6, 3]. The next singularity in this list is the cusp (A3), whose
normal form can be taken as (x → x′ = x3 + xy, y → y′ = y). This is a singular
map of the plane to itself R2 → R2. The fold describes many of the properties of
flows with one unstable and one stable direction (c.f., Fig. 1). By analogy, we can
expect that the cusp describes many of the properties of flows in R4 with two unstable
and one stable direction (λ1 > λ2 > λ3 = 0 > λ4 and λ1 + λ2 + λ3 + λ4 < 0). This
expectation is supported by the Birman-Williams projection (c.f., Fig. 2). For this
reason, understanding the chaotic behavior generated by the cusp map will lead to a
better understanding of the types of chaotic behavior which can be exhibited by four
dimensional flows with two unstable and one stable flow directions.
This work is only the start point of a larger plan, understanding nonlinear dynamical
systems with a cusp singularity. To fill the space between this initial work and the final
goal gives direction to future work. The following gives a list of the major steps we
need to accomplish in the future.
• Nonperiodic attractor.
This work did a systematic study on the periodic attractor. It provides a founda-
tion to explore the nonperiodic attractors, especially the chaotic attractors which
are the most complicated, yet the most interesting objects of nonlinear systems.
• 3D invertible cusp map.
The 2D cusp map (1.5) is the limit of a 3D invertible cusp map, which is the real
return map of the Poincare´ section of the corresponding flow. Like the relation
between the Logistic map and Henon map, 3D invertible cusp map should share
many features of its 2D limit.
• 4D differential system.
The Logistic map occurs naturally in the study of 3D ordinary differential equa-
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tions. For example, the Ro¨ssler equations [2] provide a simple 3D differential
system with the fold singularity.
Related 4D ordinary differential equations .
• Experiments showing cusp singularity.
By now, there are many experimental phenomena that can be explained based
on the knowledge of nonlinear system with a fold singularity.
We now need an experiment that can show the existence of a cusp singularity in
the real system. This will help combine the theoretical study with the experi-
mental study.
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