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In this paper we canonically represent the isomorphism classes of all rings whose additive group is a direct sum of two infinite cyclic groups by a system of 4 by 2 matrices whose elements are rational integers. It is then shown how the canonical forms can be used to solve other problems relating to these rings. The results obtained are (1) that any integral domain in this class of rings is isomorphic to a quadratic extension of a subring of the integers, (2) the complete survey of rings in the class under study which are decomposable as a direct sum, and (3) the complete survey of rings in this class which are decomposable as an ordered product which is not a direct sum. The paper concludes with a description of other problems which can be solved by means of the canonical matrices using routine calculations.
Let {u 3 } f and {u 2 } be infinite cyclic groups. Multiplication in a ring, G, whose additive group is {u^ φ {u 2 } is determined by a matrix: where u i -u j = g^^ + g ij2 u 2 , ί,j -1, 2, and the g ijk are integers. If G is associative, then the equality:
holds for i, j, k, p = 1, 2 (see [1] ). We consider the set of matrices of the above from which represent associative rings and reduce them to a system of canonical forms which represent the isomorphism classes of the rings. Our main tool in performing this reduction is the following result, which is a special case of the main result appearing in [7] , and also a special case of a theorem of Beaumont (see Theorem 5 in [2] Proof. A. Let G be a noncommutative ring with multiplication given by the matrix (# 4j7c ), so that we must have either g m Φ g 211 or #122 Φ #2i2. The associativity conditions are: Hence every noncommutative ring on a direct sum of two infinite cyclic groups is isomorphic to a ring whose multiplication coefficients are given by member of N ± U N 2 . We show next that no two of these can represent isomorphic rings. Hence no two members of N λ U N 2 can represent the coefficients of isomorphic rings. It is elementary to verify that the cofficients given by the matrices N^x) and N 2 (x) satisfy the associativity conditions. B. Let G be a commutative ring with multiplication given by the matrix (g ijk ), so that we must have g m = g 2ίl and g 122 = g 212 . The associativity conditions reduce to:
We first show that G must be isomorphic to a ring with coefficients given by a matrix of the form C (x, y, z) . We have three cases to consider. so that and A n2 = (/ 221 , and we may apply the transformation of Case 2 to the matrix (h ijk ).
Thus we have shown that every commutative ring is isomorphic to a ring with multiplication coeίScients given by a matrix of the form C (x, y, z) . Again, it is elementary to see that every matrix of the form C(x, y, z) represents the multiplication coefficients of an associative ring. We now assume that the ring G has coefficients given by C(x, y, z) for our final reduction to canonical form. There are three cases to consider. Hence every commutative ring on a direct sum of two infinite cyclic groups is isomorphic to a ring whose multiplication coefficients are given by a member of d U C 2 U C 3 . Since no member of N 2 (J iV 2 can represent a ring which is isomorphic to any member of C x U C 2 U C 3 , the proof of the theorem will be completed by showing that no two members of C x U C 2 U C 3 can represent isomorphic rings. In the follow- 2 )?/, so that either 6 = 0, or k = 0, or δ = k = 1, x -y. In any case, we obtain 2 = w.
Hence no two members of C λ U C 2 U C 3 can represent the coefficients of isomorphic rings, and the proof of the theorem is complete.
We conclude this section by remarking that the algebra types (see [3] , page 61) of the rings can be determined from the canonical forms. Types I, II, III, IV, and V refer to [3] , page 97: (i) Any ring represented by a member of i VΊ has algebra type II.
(ii) Any ring represented by a member of N 2 has algebra type III.
(iii) Any ring represented by a member of C x has algebra type V if z > 0 and nil algebra type if z -0.
(iv) Any ring represented by a member of C 2 has algebra type I.
(v) Any ring represented by C 3 with x 2 + Ayz -0 has algebra type IV.
(vi) Any ring represented by C 3 with x 2 + 4yz -v 2 Φ 0 has type jβ 0 i? (semi-simple type).
(vii) Any ring represented by C 3 with x 2 + 4^/2 not the square of an integer has quadratic field type.
This last result is a corollary of the first result in the following section. Rings in different classes from the above list are not quasiisomorphic, since quasi-isomorphic rings have the same algebra type.
3* Relationship to known rings. Let C(r) denote the ring whose additive group is the infinite cyclic group {u}, with multiplication defined by uu = ru. Since C(r) and C(s) are isomorphic if and only if r 2 = s 2 , we may assume r ^ 0. Also, if r > 0, then C(r) is isomorphic to the subring of the integers generated by r and C(0) is the zero ring with infinite cyclic additive group. If C(r) and C(s) are two of these rings (not necessarily distinct), then the direct sum and the ordered product (see [6] ) are rings whose additive group is the direct sum of two infinite cyclic groups. If a is a root of a quadratic equation which is irreducible over the ring of integers, then the subring of the field of complex numbers generated by a and C(r), r > 0, considered as a subring of the ring of integers, will have the direct sum of two infinite cyclic groups as its additive group, if and only if a is a zero of a quadratic polynomial, irreducible over the integers, of the form X 2 + nX + m, where n, m are integers. In this section we shall use the canonical forms which were obtained in the previous section to express the rings of the three types mentioned above.
Our first result is the following, which shows that any integral domain whose additive group is the direct sum of two infinite cyclic groups is isomorphic to a quadratic extension of a subring of the integers. It is a refinement of a special case of a theorem by Beaumont and Wisner (Theorem 3, in [4] (x, y, z) is isomorphic to the subring of the complex numbers generated by C(y) and α, where a 2 -xa -yz -0. (x, y, z) is not an integral domain.
(2) implies (3): It is easy to verify that the correspondence au Λ + bu 2 -> aa + by is the required isomorphism.
Since it is evident that (3) implies (1), the proof of the theorem is complete.
Our theorem on the canonical forms and the above theorem may be combined to yield the following:
COROLLARY. For rational integers x, y, and z, let a^x, y, z) and a 2 (x, y, z) denote the zeros of the polynomial a 2 -xa -yz, let D (x, y, z) 
denote the subring of the complex numbers which is generated by the subring C(y) of the rational integers and a^x, y, z) and let D -{D(x, y,z): 0 ^ x <Ξ y, y Φ 0, and x 2 + Ayz not the square of a rational integer}. Then every subring of the complex numbers which is generated by a subring of the rational integers and a zero of a monic quadratic polynomial which is irreducible over the ring of rational integers is isomorphic to a member of D and no two distinct members of D are isomorphic.
Turning next to the problem of decomposability, we first note that if a ring whose additive group is the direct sum of two infinite cyclic groups decomposes as the direct sum of two ideals, then the additive groups of the direct summands must be cyclic, and hence the ring must be commutative. Since an integral domain cannot decompose, we need only consider the rings C x (0, 0, z), C 2 (x, 0, z) and those rings C B (x, y, z) for which x 2 + Ayz -v 2 for some rational integer, v. The following result therefore gives a survey of the docomposable rings on a direct sum of two infinite cyclic groups: C 2 (x, 0, z) , then we must have u 1 (au 1 + δ^2) = αara x + azu 2 -aru 1 + bru 1 for some r. This implies ax -αr, αz = δr, so that either a = r -0, or αδ =£ 0, a; = r, and α£ = &#. As before, C 2 (x, 0, 2) cannot decompose as the sum of two ideals of the form {cu 2 }, and two ideals of the form {au x + bu 2 ) with ah Φ 0 will not be disjoint because of the condition az ~ bx. But if we suppose C 2 (x, 0, z) decomposes as the sum of {au λ + bu 2 } and {cu 2 } then we must have u x -kau λ for some k, so that α 2 -1 and ^ -ahx, contrary to the condition 0g^ x/2 < a;. -a(v -x, 2y) = c(v + x, 2y), v -x -b(v -x, 2y) and v + a? --d(^ + a?, 2^/), and finally
{> -a;, 22/) (v + x, 2y) and hence, since 7/ > 0, v ^ 0, we must have ad -be --1. Conversely, if we assume (v -x, 2y)(v + a?, 2#) ~Avy, let 2^/ = α(v -a;, 2^/) = c (v + x, 2y), v -a; = b(v -x, 2y) and v + x --d(v + ^, 2τ/), and it is easy to check that ad -be --1 and C 3 (a;, ^/, z) = {α^ + δ^2} φ {c^ + d^2}.
The problem of decomposability as an ordered product of two subrings of the integers is somewhat simpler. If C(r) and C(s) are two subrings of the integers, and an ordered product C(r)(<)C(s) is not a ring direct sum, then it is easy to verify that it is a ring with additive group which is a direct sum of two infinite cyclic groups if s ^ t < 2^/. Thus the ordered product is isomorphic to a ring of the form C 3 (x, y, z) , with z -ex + Λ/. Conversely, the matrix ί ~ -. j may be applied to the ring C 3 (x, y, ex + c 2 y) to obtain the ordered product C(\ x + 2cy \)(<)C(y 4* Concluding remarks. By using the canonical forms for the rings on a direct sum of two infinite cyclic groups, many other problems involving these rings may be solved by straightforward elementary calculations. We conclude the present paper by indicating some of these results, omitting the calculations.
A. A complete survey of nonzero idempotents is as follows: (α) The elements of the form u x + bu 2 are left identities in N λ (1) and right identities in N 2 (l). (b) u t is idempotent in C 2 (l, 0, 0), but not an identity, (c) u 2 is the identity in C z (x, 1, z) . (d) u x is idempotent in C 3 (l, y, 0) and -u x + u 2 is idempotent in C 8 (l, 1, 0); neither is an identity.
B. Since the additive group of any subring is either cyclic or is the direct sum of two infinite cyclic groups, we can find all subrings by calculating the images of isomorphisms on C(r) or members of C 1 U C 2 U C 3 U N λ U N 2 into the given ring. The subrings which are found may be tested directly to determine whether they are ideals. It can be shown, for example, that the class of rings C^O, 0, z), with z > 0, have the property that each is isomorphic to an ideal of any other member of the class. Other classes of rings in C 2 (j C 3 also have this property.
C. It can be easily shown for any ring on a direct sum of two infinite cyclic groups, using the canonical forms, that the prime radical, the Jacobson radical, and the McCoy radical coincide ( [5] , pages 69, 112, 132, respectively), and hence they may be calculated as the maximal images of isomorphisms of C(0) and CΊ(O, 0, z) into the given ring, these being the only nilpotent rings with additive group either infinite cyclic or a direct sum of two infinite cyclic groups.
D. If a correspondence between any two of the rings is designated by Ui --> a il u ί + a i2 u 2i it is easy to determine the set of 2 by 2 matrices (a iά ) which represent homomorphisms between the rings. The set of endomorphisms of a given ring can also be determined in this way, as well as the group of automorphisms. The automorphisms, for example, are as follows:
(a) For N ± or N 2 : isomorphic to the multiplicative group of matrices of the form (^ Λ where b is an integer and cf = 1. (x, y,z) ,0 < x < y: the identity.
