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I. INTRODUCTION 
The motivation of this dissertation comes through the observation 
that the limiting state probabilities of a semi-Markov process combine 
occupancy rate information and waiting time information in a certain 
straightforward way. It is found that this natural balancing of rate 
information and waiting time information works, rather generally, for 
processes which are "extensions" of semi-Markov processes, to be 
called "delay processes" in this dissertation. Semi-Markov processes 
are themselves generalizations of Markov processes. Therefore, this 
dissertation consists of chapters that deal successively with Markov 
processes, semi-Markov processes and delay processes. 
A stochastic process t E T} is a collection of possibly 
correlated random variables X^ . One often interprets t as time, and 
X^  as the "state s of the process at time t," s £ S. The set T of 
times often is imagined as beginning at seme initial reference time, 
so that T is taken as a half-infinite collection, either of real 
numbers, in which case T = LO,OO), or nonnegative integers, in which 
case T = N; {0,1,2,3,...}, Also, in this dissertation only countable 
state spaces S will be considered. Any realization fs^ l of X^  is 
called a sample path. 
In Chapter ii, we start with some review of Markov chains and 
Markov processes. For a Markov chain, T = N. Further, the prob­
ability that the chain is in any future state, given a particular past 
2 
State history and the present state, does not depend functionally 
on the past state history but only on the present state. This 
"Markovian property" may be expressed as 
= 31*0 = ^ 0' = H Vl = ^ n-l' \ 
= P^ j(n). 
A further specialization eliminates the functional dependence of 
p^ j(n) on n, in which case the Markov chain is called "homogeneous," 
Certain properties of such "homogeneous Markov chains" are reviewed 
in Chapter II; these include the classification of states, limiting 
behavior of Markov chains, and ergodicity. 
A Markov process is a stochastic process which also has the 
Markovian property, that is, the conditional probability of any 
future state, given the present and the past history, only depends on 
the present state; but here T = [0,oo). AS for Markov chains, if the 
conditional probability of a future state is functionally independent 
of time, then the Markov process is called homogeneous. Section A 
of chapter II discusses ergodicity of homogeneous Markov processes, 
construction of an embedded Markov chain from a Markov process, and 
the limiting state probabilities of homogeneous Markov processes. The 
3 
latter are further studied in Section B of the same chapter. This 
section discusses the "algebraic equivalence" of three available 
methods for deriving the limiting distributions of finite state space 
homogeneous Markov processes. The methods considered are; the 
"derivative method," "Laplace transform method," and "time averaging 
method." It is shown that the three methods in effect lead to the 
same linear equation system for the limiting distribution, the system 
possessing a unique solution. 
For a Markov process the waiting time between successive 
states is exponentially distributed, with the parameter of the 
exponential distribution a function only of the state of origin J^ , 
and not of the state of destination More general processes, 
called semi-Markov processes, discussed in Chapter ill, allows the 
waiting time to have a distribution that is neither necessarily 
exponential nor necessarily functionally independent of the state 
Semi-Markov processes possess "embedded Markov chains" entirely 
analogous to the embedded Markov chains of Markov processes, it is, 
therefore, not surprising that a semi-Markov process can be viewed 
as constructed from a two-dimensional stochastic process 
where is a Markov chain and [w^ } is a sequence of "conditionally 
independent" waiting times; 
4 
where 
n 
N(t) = sup{n; 2 < t}. 
i=l 
Let p..(t) denote the probability that a homogeneous semi-Markov 
process which has just entered state i at time x is in state j at time 
X + t. Then, p^ j(t) satisfies an interrelated system of equations 
which, under a certain regularity condition, has a unique solution. 
Fabens (1961) and Feller (1964) showed that 
state probability of the embedded Markov chain J^ . Medhi (1982) also 
showed (1=2) using a Laplace transform argument, which, though longer 
than the Laplace transform argument of Feller, is easier to follow. 
Karlin and Taylor (1975) and Ross (1983) showed (1.2) based on a 
sample path argument. This type of argument is found to be useful in 
treating delay processes in Chapter iv. 
Analogously to the construction (1.1) of a semi-Markov process, 
a delay process, as discussed in Chapter IV, is constructed from a 
two-dimensional stochastic process where is an integer 
lim p..(t) = 
t->oo ] 
(1.2) 
where is the expected waiting time in state k and is the limiting 
5 
valued "delayed process" and is a nonnegative valued "delaying 
process," However, here, is not necessarily a Markov chain and 
is not necessarily conditionally independent, but, rather, the 
joint distribution of J and W is determined by consistent 
n n 
"alternating" finite-dimensional distributions 
F ( J^ , W^ , J'2, W2> • • t, ), n — 1,2,... 
A regular delay process is a delay process which satisfy 
00 
Z Pr{N(t) = n} = 1, t > 0 where N(t) is the number of transitions 
n=l 
(steps) up to time t. Conditions are given ensuring that Cesaro 
limits of state probabilities of a regular delay process are of a 
form analogous to the limiting state probabilities of semi-Markov 
processes as in (1.2). For finite state spaces, the conditions 
insuring the above Cesaro convergence are (i) almost sure convergence 
of the average of the durations of steps of given type, (ii) almost 
sure convergence of the frequency of steps of given type, and (iii) 
almost sure convergence to zero of the ratio of the duration of the 
step being taken at time t to t itself. For countable state spaces, 
additional conditions are required, in particular (iv) conditional 
i.i.d. structure of the sequence of durations of steps of given type, 
and (v) finite expected value of the number of distinct states 
visited over the entire history of the process. It is also observed 
6 
in Chapter IV that conditions (i) and (ii) are met by ergodic semi-
Markov processes, so that, even under conditions (i), (ii) and (iii), 
finite state space delay processes do include semi-Markov processes 
as special cases. Condition (ii), in particular, is examined for 
ergodic semi-Markov processes in Theorem 4.1, where it is shown that 
the relative frequency of steps of type (i,j) of a regular ergodic 
semiHMarkov process converges almost surely to n^ P^ j, where p^  ^is the 
one step transition probability from state i to state j for the 
embedded Markov chain of the semi-Markov process. 
Two examples of delay processes are given in Section C of Chapter 
IV. Example 1 concerns a regular delay process such that is not 
Markov of any order, and does not satisfy the semi-^ rkov conditional 
independence requirements for waiting times. Example 2 treats as a 
regular delay process a nonstandard inventory process that is not a 
semi-Markov process, nor seems to fall into any of commonly treated 
process types. 
With specialization to discrete time, delay processes are 
approximated asymptotically in Chapter V, by discrete-time semi-Markov 
processes. This is done by, firstly, constructing a certain two-
dimensional Markov chain from a discrete-time semi-Markov process. 
This construction is due to Anselone (1950) and it is explained in 
Section A of this chapter. Section A also follows Anselone (1960) 
in pointing out that, under the condition that the embedded Markov 
chain of a semi-Markov chain is aperiodic, irreducible and positive 
7 
recurrent, the two-dimensional Markov chain constructed a'la Anselone 
has a limiting distribution. The second step of the approximation 
process is discussed in Section B of Chapter V, in terms of a result 
of Clark (1977) pertaining to the approximation of a general discrete-
time stochastic process by a Markov chain. The last step of the 
approximation, given in Section C of Chapter V, involves showing a 
certain analogue, for discrete-time delay processes, of the two-
dimensional process discussed above for discrete-time semi-Markov 
processes. Finally, in Theorem 5.1, by marginaling over the second 
argument of the above two-dimensional analogue, it is shown that, 
under certain conditions, a discrete-time delay process converges in 
distribution to the sort of distribution given in (1.2). 
8 
II. LIMITING STATE PROBABILITIES FOR MARKOV PROCESSES 
A. Review of Markov Chains and Markov Processes 
AS already pointed out in the previous chapter, a stochastic 
process {x^ , t e T} is a collection of possibly correlated random 
variables ; that is, for each t, is a randan variable. One often 
interprets t as time, X^  as the state of the process at time t, and the 
set T of times t is often considered to be the half-line [0,oo) or the 
nonnegative integers N: {0,1,2,...}. Any realization of X^  is called 
a sample path. 
A countable state space Markov chain is a stochastic process 
{x^ , t s t} for which T is the set N, the possible states-of X^  lie, 
without loss of generality, also in N, and for which 
^^^^n+1 ^ = ^0' *1 " ^1' •••' \-l " \-l' *n ~ 
=  =  i l \  =  
E P^J{N) (2.1) 
for all n and for all possible state vectors (1^ ,1^ ,...,i^  ^ ,i,i) e 
The conditional probability p^ f^n) will sometimes be referred 
to as the probability of a transition (or step) from state i at time 
n to state j at time n+1. Of interest also, is the "m-step transition 
probability p^ ^^ n) = Pr[x^ _^  = ilx^  = i], with P^ j^ n) = p_(n), 
9 
that the process is in state j at time m+n, given that it is in state 
i at time n, 
A Markov chain is called homogeneous or nonhomogeneous depending 
on whether or not p^ j(n) is constant with respect to n, in which case 
p^ j(n) is denoted by p^ .^ As discussed, for example, in Isaacson and 
Madsen (1976), the following further distinctions apply for homogeneous 
Markov chains. A homogeneous Markov chain is irreducible if, for all 
(n, ) 
pairs (ij), there exist n > 0 and n > 0 such that p.. >0 and 
(ng) 
Pjj^  > 0. State i is said to have period d if p^ (^n) = 0 whenever 
n is not divisible by d and d is the greatest integer with this property. 
A state with d = 1 is said to be aperiodic. In an irreducible Markov 
chain, either all states are aperiodic or all states are periodic, 
and, in the latter case, they all have the same period. Thus, 
periodicity.is a class property for an irreducible Markov chain. For 
any state i and j define fj^  ^to be the probability that, starting in 
i, the first transition into j occurs at time n, that is 
f(0) = 0 
fj^  ^= Pr{x = i; X Z j, k = 1, ..., n-l|X = i}. 
00 
Let f. . = 2 f, then f. . is the probabilitv that, starting with 
n=i ' 
state i, the process will ever reach state j. State j is said to be 
10 
recurrent if =1, and otherwise is said to be transient. A 
recurrent state is said to be positive or nonnull if the expected 
00 
return time |j,^  ^= 2 nf < «>, Also here, as for the class property 
n=l 
of periodicity, in an irreducible Markov chain all the states are 
recurrent, or all are null recurrent, or all are positive recurrent. 
Ergodic Markov chains are such that 
lim p^ ^^  = -iï 
n->oo 
with 
ir. > 0, Sir. = 1 . (2.2) 
 ^ j ^  
For an aperiodic irreducible Markov chain, a necessary and sufficient 
condition for ergodicity is the existence of a probability distribution 
satisfying 
ïïP = ÏÏ, 
where P is the kernel of transition probabilities p^ j, and ir is the 
row vector of ir^ 's, if a Markov chain is aperiodic, irreducible and 
positive recurrent, then it is ergodic. 
A countable state space Markov process is a stochastic process 
11 
{X^, t £ T} for which the possible states of lie, without loss of 
generality, in N, and for which 
(a) the sample paths X^  are right-continuous with probability 
one, 
(b) Pr{x^  ^= j|Xg = ij X^  = i^ , 0 < u < s} 
= = il^ s = Pij(s,t) (2.3) 
for all s, t > 0 and i,j e N. 
The transition probability p^ j(s,t) satisfies the following properties 
p .(s,t) >0, Sp .(s,t) = 1, (2.4) 
-LJ j XJ 
and 
p (s,u) = Sp.. (S,t)p (t,u) (2.5) 
J.J  ^2.K KJ 
0 < S < t < U 
Equation (2.5) is called the Chapman-Kolmogorov equation. The Markov 
process is called homogeneous or nonhcmogsneo'os depending on whether 
or not p^ j(s,t) is constant with respect to s. For the homogeneous 
Markov process the transition probability depends only on t-s and in 
this case (2.4) and (2.5) become 
12 
p (t) > 0, Sp. .(t) = 1, t > 0 (2.6) 
•*-3 j 
Pi^(s+t) = 2Pi]ç(s)Pj^^(t), s,t > 0. (2.7) 
With a hcmogeneous Markov process X^ , there corresponds to every 
transition (or step) a (waiting) time required to complete this 
transition. Let be the waiting time associated with the n^  ^
transition of the process, and define 
n 
T = E W. 
" i=l ^  
Jo = *0 
-x„ if T < 00 T n 
n 
Jn' ^  1 = 
L-^ n-l 
J , if T =00 
n 
Then, the form a Markov chain, called the embedded Markov chain 
of X^ . It can be shown that 
Pr{w^  < =i, J^ =j}=l-e , t > 0 
13 
for some number Thus, is distributed exponentially with 
parameter where i is the state at time n-1. A state i with 
0 < < oo is called a stable state. If = 0, then state i is 
called absorbing, since, once entered, state i is permanent (a 
"permanent resident" state). A state i with = oo is called an 
instantaneous state since, when entered, it is instantaneously left. 
Cinlar (1975) showed that, if the state space of the process is 
finite, then there are no instantaneous states. 
Markov processes such that, with probability greater than zero, 
it is possible for infinitely many transitions to occur in finite 
time are called irregular, and regular otherwise. The following 
characterization of regularity is given by Cinlar (1975); A Markov 
process is regular if sup T = +oo. Cinlar also shows that it is 
n 
sufficient for regularity that < oo, V i e N (no state is 
instantaneous). Clearly, this condition in fact amounts to regularity 
when state space is finite. 
The states of a Markov process may be classified with respect to 
recurrence in a manner similar to that for Markov chains, in accordance 
with the corresponding classification of states of the embedded Markov 
chain. Periodicity, however, is not usefully extended to Markov 
processes. Regarding ergodicity, a Markov process is said to be 
ergodic if there exists a discrete probability distribution {p^ }, 
j e N such that 
14 
lim p..(t) = p., i,j e N. (2.8) 
t->oo J 
If a Markov process (i.e., its embedded Markov chain) is irreducible 
and positive recurrent then the process is ergodic. A stronger 
version of (2.8) is in fact involved in Chapter V. Further important 
strengthenings of ergodicity are discussed in Isaacson and Madsen 
(1976), Isaacson (1979), and Johnson (1984). 
Ross (1983) indicated that, for an ergodic Markov process X^ , 
given any state j. 
HjTT 
where is the expected waiting time in state k and is the limiting 
probability of state k for the embedded Markov chain of X^ . 
It is usually assumed that the following continuity condition 
holds for a homogeneous Markov process; 
lim p..(At) = 1, (2.10) 
At->0 
and we shall subsume (2.10) under the property of regularity introduced 
in the preceding paragraph. Relation (2.10) implies (Doob (1953)) 
that the following two limits (2.10) and (2.11) exist 
15 
1-P.^ (At) 
lim TT =\. (2.11) 
At->0 1 
and 
P..(At) 
li® At  ^^ii'  ^^  i (2.12) 
At->0 
with - 2X.9 i. Here p..(At) denotes the probability that the 
j5^ i 
process in state i at time t and in state j at time t+At, 
From (2.7), recall that 
With s = At, the above equation becomes 
p_ (t+At) = Ep,,.(At)p,.^ (t), 
J.J k 
or, equivalently. 
p..(t+At)-p (t) = 2 p.. (At)p (t) - (l-p..(At))p (t). 
IJ ij IK K] 11 1] 
Dividing by At and letting At -> 0, we have 
16 
p .(t+At)-p (t) P,^ (At) 
(l-Pii(At)) 
"a^SO 
p.^ {At) 
2 lim -% p..(t) (2.13) 
k?fi At->0 
(1-p..(At)) 
Ai 
where the second equality is due to Karlin and Taylor (1981). Using 
(2.11) and (2.12) in (2.13) we then have 
pî.(t) = 2 .(t) -X..p..(t). (2.14) 
IJ IKT K] X 1] 
The above equation is called the Kolmogorov backward equation. Similar 
derivation may be done to obtain another set of equations, known as the 
Kolmogorov forward equation 
Pî^ (t) = Z X^ .P,^ (t) - ^ .p..(t). (2.15) iJ K] IK J 1] 
From (2.10) and (2.11) we may construct an "approximate one-step 
transition probability matrix" for the time interval At as follows; 
17 
/ l-\^At Xl2At \i3At ^l^At ••• \ 
^21^^ l-kgAt XasAt ^2^At •.• 
II <
 •
n
 
III 
^lAt l-kgAt X-^^At ... 
I ^41^^ ^42^^ \43At 1-A.^At ... \ . • / \ : * • : / 
Doob (1953) further showed that under (2.10), given X .  >  0  and X = i 
 ^ 0 
for seme t^ , then the probability, conditional on a discontinuity in 
the interval [tQ,t^ ), t^  < t^  < oo, of the next state being j is 
Therefore, the embedded Markov chain of has the following transition 
probability matrix 
P = 
1^2^ 1 1^3/^ 1 1^4^ 1 ' ' • 
.^23^ 2 2^4^ 2^ 
4^1*^ 4^ 4^2'^ 4^ 4^3/^ 4 
3^4/^ 3 " 
(2.16) 
B, Algebraic Equivalence of Available Methods for 
Deriving the Limiting Distributions of Finite 
State Space Markov Processes 
Throughout this section we assume a Markov process that is 
homogeneous, regular and ergodic, with no absorbing states, and finite 
18 
state space {1, 2 , . , . , K}.  
As given in (2.8), for an ergodic Markov process the limit 
of p^ j(t) as t -> 00 is independent of i. The following illustrates, 
for the case K = 3, the calculation of through three different 
methods; namely, a "derivative method" (1), a "Laplace transform 
method" (2), and a "time averaging methods" (3). 
Method 1; Derivative Method 
From (2.15) we have 
PijI" = - XjPijlt) + 
e {1,2,3}. (2.17) 
Letting t -> oo in (2.17), then, since (Chung (1967)) lim pf.(t) = 0, 
t->oo 
0 = - XjPj -• XkjPk + AjjPj (2.18) 
and, from (2.6), 
1 = PI + P2 + P3' (2.19) 
Combining (2.18) and (2.19) in matrix form. 
19 
V 
1 1 1 \ /1\ 
-^ 1 2^1 3^1 
/Pl\ 
P2 
0 
(2.20) 
1^2 ~^ 2 3^2 0 
1^3 2^3 -^ 3/ 
I P3/ \ o l  
The rank of the matrix equation in (2.20) is 3 because the columns 
are linearly independent, so that there is a unique solution. The 
solution is given by 
/ P l \  j  ( ^ 2 1 ^ 3 1  ^ 2 3 ^ ^ 3 1  ^ 3 2 ^ 2 1 ^ ^ ^ \  
P2 
\P3 /  
(^ 12^ 32 3^1^ 12 1^3^ 32^ "^^  
\ (^ 21^ 13 1^2^ 23 2^3^ 13)/%' 
(2.21) 
vAiere y is equal to the sum of all numerators for p^ , and p^ . 
Method 2; Laplace Transform Method 
In view of (2.17), E\j(t) possesses a derivative everywhere and 
thus possesses a Laplace transform. In addition, (2.17) also shows 
that the same is true for p^ j(t). Hence, the Laplace transform may be 
applied to both sides of (2.17); 
krfri; k,X,j e {1,2,3}. ( 2 . 2 2 )  
20 
But 
Lp,(s) = sLp(s) - p(0), 
therefore, another way of writing (2.22) is 
i^ /g; i,k,4 E {1,2,3}, 
or, in matrix form. 
( s+x^  
•^ 21 
"^ 12 3+^ 2 
\-^ 13 "^ 23 
3^2 
s+x^ y 
(2.23) 
•i3 
with the solutions 
L  (s) = ( s )  -  L  (s) 
i^l = Pi2 Pi3 
J C(s+JL2I+Xi)(S+XI3+X3) + (k23-&13)(s+k3i+ki)] 
• [((Pi2(°)+Pi3(°))s+ki)(s+ki2+k3) 
- ^ 1^3 (° ) "^ 13 } 
-1 
21 
• {(Pj^ 2(0)+Pj^ (^0))s+X^ (;L22-^ ^^ ) 
+ sp^ (^O) + A-igts+Xzi+^ l))' 
premultiplying each of the above 3 equations by s and using the 
following final value theorem (Thonson (I960)) for p^ j(t) 
lim s L  (s) = lim p..(t) = p. 
s->0 "ij t->oo  ^
we have the same solutions for p^ , and p^  as in (2.21). 
Method 3; Time Averaging Method 
The limiting distribution p^ , and p^  also may be obtained 
fran the waiting times using the ergodic theorem in the sense of 
Birkhoff (Breiman (1968)), As indicated in Billingsley (1965), if 
a Markov process is ergodic, then it is Birkhoff ergodic. For a 
Birkhoff ergodic Markov process, we have that 
S (t) 
limp, .(t) = lim —^  (2.24) 
t->0O t->00 
where S^ j(t) is the total waiting time in the state j up to time t, 
starting from i. The right-hand side of (2,24) may be obtained from 
22 
the following theorem. The notation of the theorem, as well as its 
proof, will emit the index i denoting the initial state of the 
process. 
Theorem 2.1 
Let be a homogeneous Markov process with finite state space 
S = {1,2,...,K}. Assume is ergodic. Let be the embedded ergodic 
Markov chain of the semi-Markov process X^ . Let T^  denote the n^  
transition time. Let W be the waiting time required to complete 
w 
the transition in progress at time t. assume > 0. Let 
t t J 
denote the waiting time required to complete the transition from state 
j, for the k^  time that the process is in that state, with the process 
initially in state i. Assume E[Wj] = < «> for all k. Then, 
Iha S (t) = , j £ S, (2.25) 
t->oo ] k^^ k 
k 
where is the limiting distribution of the embedded Markov chain 
Jn" 
Proof. 
Let J = (Jq,J^ ,...,J^ ) and N{t) = sup{n; < t}, where the latter 
is almost surely finite, in view of regularity. Let Nj(t) be the number 
of times the process is in state j, up to and including time t, with 
23 
the process initially in state i (i.e., = i). Let W^ {T^ ), 
1 < k < Nj(t), be the waiting time in state j for the k^  time up to 
time Tj^ , with Jq = i. Then, 
S^ (t) Sj(Tn) + 
t T + (t-T ) 
n n 
Nj(t) 
Nj(t) 
Nj(t) 
:  —-  '2 -2* '  
Let je S be fixed and define to be the successive 
for which = j. Then, (T^ ) forms a renewal process and, hence, 
(t) ->00 and 
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vAiich, by Theorem 1 of Richter (1965), implies that 
Nj(t) 
a.s. 
j' j  e s .  (2.27) 
Also, applying Theorem 5.5.3 of Heathcote (1971) to the ergodic Markov 
chain J^ , 
.... 
implying, again using Richter's theorem, that 
N.(T ) 
N(t) t  ^^j' 3 e S. (2.28) 
Note that, since N f^t) '> oo. N(t) oo: further, by assumption 
\ 1 1 
° -NI^  -ÏÏitT "here the latter tends almost 
surely to zero as t -> oo . Hence, from (2.27) and (2.28), the right-hand 
side of (2,25) tends almost surely to the right-hand side of (2.25). 
We, thus, can count on both relation (2.25) and relation (2.24), 
which, together, imply that 
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lim p .(t) 
t->00 ^  
j £ {1,2,3}. (2.29) 
It remains to compute |j,^  and ir^ : Since waiting times are exponential, 
(i. = further {IT. } is obtained, as the stationary distribution of 
j 
the embedded Markov chain J^ , from the relations 
! 0 1^3^ i\ " (n^ y^ g/Fg) 
2^1^ 2 2^3^ 2 (2.30) 
\ ^31^ 3 3^2^ 3 ° / 
with 
TTi + TT2 + IT3 = 1. 
After substituting lAj for and the solution ir^ , of (2.30) in 
(2.29), one obtains p^ , and p^  as given in (2.21). 
In the above, it is shown that the three methods give the same 
Pj, j = 1,2,3. The same holds true, in general, for S = {1,2,...,%}, 
the equivalence of the three methods can be related to the fact that 
all three methods in effect lead to the same system of linear equation 
for (p^ jp^ ,...,p^ ), where the system has a unique solution. 
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Starting with Method 1, we have the following system of linear 
equation for (p^ p^g, 
~^ 1 2^1 3^1 4^1 " 
1^2 ~^ 2 
1^3 2^3 
3^2 4^2 K^2 
«3 •••A.. 
1^4 2^4 3^4 
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~^ 4 ••* ^ K4 
^^ IK 2^K 3^K 
(2.31) 
Let us call (2.31) flg = e where A is of size (K+l)x(K), p is of size 
Kxl and e is of size (K+l)x(l), The rank of A is K because the columns 
are linearly independent and the solution for p is unique. 
Now consider Method 2. The system of linear equation (2.23) for 
state space S = {1,2,...,K} becomes 
1^2 
"13 
"14 
'IK 
'21 
"24 
"2K 
•^31 • • • T^rl\ / (S ) \ 
\ 
-3-^ 2 3^2 '•• K^2 
2^3 "®~^ 3 * * • K^3 
À34 ... 
"3K 
I \ 
/-P., (0) \ 
-Pi2(°) 
(2.32) 
-^PiK(O)/ 
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Adding all K equations in (2.32) together, we obtain 
sL (s) + sL (s) + ... + sL (s) = 1 or 
i^l i^2 i^K 
(s) + L (s) + ... + L (s) = 7 (2.33) 
%1 i^2 i^K ® 
and, adjoining equation (2.33) to the system (2.32), we obtain a new 
system of equations denoted by 
 ^ % ' S O -  12.341 
where B is of size (K+l)x(K), with the first row being (1,1,1,,..,!) 
and the other rows being as in the matrix of equation (2,32), with 
Lp of size Kxl and • • • ,-P^ j,{0) ). Premult 
both sides of (2.34) by s and letting s -> 0, we get 
limBsL = limsp =e, (2.35) 
s->0  ^ S">0 
But lim sL = p and lim B = A, so that (2.35) becomes 
s->0 ~ s->0 
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which is (2.31). 
For examining Method 3, let us start with the solution 
m 
(2.36) 
here is the limiting distribution of the embedded Markov chain 
with transition matrix probabilities P where P is as in (2,16) of 
size KxK, As in (2.30), IT satisfies 
• • • 'j ^  I^S'^ l^ ^ 13^ 1^ ^ 14^ 1^ * * • ^ 1K^ 3^\ ' 
2^3'^ 2^ ^ 24/^ 2 ' * * 2^%/^ 2 
X31A3 ^ 32/^ 3 0 3^4/^ 3 " • • 3^K'^ 3^ 
4^1/^ 4 ^ 42/^ 4 ^ 43*^ 4^ 
J, X^ 'Kl'^ '^K •Sc3-'^ V 
... Xag/A-a 
(2.37) 
with 
K 
E IT. = 1 . 
i=l 
(2.38) 
T T Let us call (2,37) ÏÏ P == tt , where T denotes the transpose and 
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u = Combining (2.37) and (2.38), with 
T 1 = (1,!,...,!) of size IxK, we have 
or 
ir = e 
,T \  
- 1 1 1  D DIT — = — e 
~ Y Y ~ 
where D is a diagonal matrix whose elements in the main diagonal are 
K 1 
AND Y = Z Now, DIT — = p; therefore. 
\C 
_-l _ 1 
D p — — e 
~ Y ~ 
(2.39) 
The first equation of (2.39) is 1 D £ = — or ,T _-l _ 1 
Y 
. . .  = 
Hi Hz 4^: Y ' 
which, after some algebra, is seen to equal 
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Pi + P2 PR ~ 
T ™ — 
Also CD = A , where A is a matrix of size KxK obtained frcm A by 
deleting the first row. Therefore, (2.39) in fact is the system 
Ap = e. This shows that (2.36), (2,37) and (2.38) lead to the same 
linear system of equations as that for Methods 1 and 2. 
31 
III. LIMITING STATE PROBABILITIES FOR 
SEMI-MARKOV PROCESSES 
A. Transition Probabilities of Semi-Markov Processes 
AS mentioned in Chapter II, for a Markov process the waiting time 
W = T -T , between successive states is exponentially distributed 
n n n—X 
with the parameter of the exponential distribution a function only 
of the state of origin J ,^ and not of the state of destination J . 
n—X n. 
A more general process, called a semi-Mcirkov process, allows the waiting 
time W to have a distribution that is neither necessarily exponential 
nor necessarily independent of the state (Pyke (1961)), Thus, a 
hoaogeneous semi-Markov process on a countable state space is defined as 
n 
N{t) t > 0 (3.1) 
where 
n 
N(t) = sup{n; 2 < tj 
i=l 
(3.2) 
and the process is a two-dimensional process such that 
(i) is a Markov chain on a countable state space N with 
transition probability matrix P = (P^ j)» i,j e N. 
(ii) is a sequence of [0,oo]-valued random variables 
mutually independent and possessing a finite mean. 
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conditionally on 
Pr{W^  < t, = i} 
= Pr{W^  <t, = j|J^ _^  = i} (3.3) 
= P..G (t) = F (t), (3.4) 
J-J J.J ij 
where G^ j(t) is a proper distribution function 
with 
f tdG (t) =11 < +00 . 
0 -13 
From (3.3) and (3.4) it follows that 
< t,, < tg, ..., W^ ftJJ^ , J,, ..., Jj 
n 
= n G (t ). 
i=l i_l' i 
As indicated in (3.4), the waiting time W^ , given (J^  ~ (i,i), 
has distribution 
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F (t) 
(3.5, 
if > 0, and may be defined arbitrarily, say as G^ C^t) = 1 on 
[0,+oo), when p^  ^= 0. From (3.3) and (3.5) we have, for the waiting 
time distribution in state i. 
F.(t) = 2p. .G. .(t), (3.5) 
_ j ID 
and, denoting the mean of by [j.^ . 
t^ i = ^ Pifij' (3-7) 
Let p^ j(t) be the probability that the semi-Markov process which 
has just entered a state i at time x is in state j at time x + t. 
If i r i, and j Z k, then dF^ j^ (x)Pj^  ^(t-x) is the probability that the 
process moves directly from state i to state k, spending an amount of 
time in state k which lies between x and x+dx, and then finds itself 
in state j after an additional time (t-x). Hence, summing over k 
and integrating with respect to x, one may conclude that 
t 
=  Z  I  p  (t-x)dF ( X ) .  (3.8) 
ID k 0 
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If j = i, there is a further possibility that the process remains in 
state i, and this has probability 
1 - S F,, (t) El- F.(t). 
k  ^ 1 
This argument leads to 
t 
Pii(t) = 1 - F\(t) + Z S p^ (t-x)dF^ (^x). (3.9) 
Combining (3.8) and (3.9), we have 
t 
P,.(t) = &..(1-F.(t)) + 2 / p, .(t-x)dF.. (X). (3.10) 
ID ID 1 k 0 ^   ^
-Xit 
In the Markovian case, F\^ (t) = p^ j^ (l-e ), and, if we take 
derivatives in (3.10), we obtain the Kolmogorov backward equation of 
(2.14). 
Feller (1964) shewed that the solution of (3.10) is unique if 
all states of the embedded Markov chain are recurrent. Cinlar (1959) 
called equation (3.10) a Markov renewal equation and showed that the 
solution of (3.10) is unique if and only if the process is "regular," 
i.e., if and only if the process makes only finitely many transitions 
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in any finite time interval: 
Pr[N(t) <-OO|Jq = i} = 1, t > 0. 
Pyke (1951) showed that it is sufficient for regularity that either 
the state space be finite or that the embedded Markov chain be 
recurrent. 
B. Limiting Forms of the Transition Probabilities 
of Semi-Markov Processes 
The limiting probability distribution of p^ j(t) was derived by 
Fabens (1951) based on a basic ergodic theorem for semi-Markov process 
due to Smith (1955), 
Theorem 3A (Fabens) 
Let be a semi-Markov process on a countable state space, with 
an irreducible recurrent embedded Markov chain J . Assume 
n 
0 < e < < oo for all i, j. If 
7T^  = lim Pr{j^  = 
exists, then 
l^ i^ i lim Pr[X = i|X j = , i e N. (3.11) 
t->oo  ^ " k^ k k 
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Fabens (1961) proved Theorem 3A by modifying to a Markov 
process having the same limiting distributions. He used a result of 
Smith (1955, Theorem 4) which says that if a semi-Markov process is 
regular, then lim p..(t) does not depend on the form of G..(t), 
t->oo 
but only on its mean; that is, lim p..(t) is unaffected if G..(t) 
t->oo 
is replaced by an exponential distribution. The proof of Theorem 3A 
above is outlined below. 
Let X* be the two-dimensional "expanded" Markov process with 
possible states (i,j), i,j s N, (i,j) to be interpreted as a pair of 
successive states. After a wait in state (i,j), having 
distribution 
Gfjft) = 1 - exp(-t/|j.^ j). 
X* moves to state (j,k) with probability p.. .=p.,. If p . .  denotes 
t _ 13,JK JK 
the limit of Pr{x* = (i,j)}, then it is shown that satisfying 
the relation 
Further, the embedded Markov chain Z* of X* has the limiting 
distribution 
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TT^  = lim Pr{Z* = (i,j)J 
^ n->oo 
satisfying 
K 1] 
From (3.12) and (3.13), it then follows that 
Pi j  
for some constant c. But, since X^ , and hence J^ , is stationary, it 
further follows that 
•rr = lim Pr[z* = (i,j)j 
n->oo 
lim Pr{j^ _^  = i, Jj, = jj 
n->oo 
lim Pr{j^  = j|J„^  = 
n—>oo 
= P^ j Pr{Jn-l " 
n->oo 
= Pii\ (3.14) 
and 
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Pij = 
So far, we have obtained the limiting distribution of the Markov 
process X*. it remains to show that the limit of Pr[x^  = i} is 
indeed equal to the right—hand side of (3,11). Now = i whenever 
X* = (i,j) for sane j, so that 
Pr{x = i} = Z Pr[x* = (i,j)} 
j 
and 
lim Pr{x = ij = lim 2 Pr{x* = (i,j)} 
t->00 t->00 j 
= 2 lim Pr[x* = (i,j)} 
j t->oo 
= j Pij 
= c S Vijfij 
= , 
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where the second equation is due to bounded convergence theorem and the 
last equation is due to (3.7). Lastly, since CTT^ |J,^  is à probability, then 
c = Sir.[I., which concludes our presentation of the proof of Theorem 3A. 
j ^  ^  
Assuming that the semi-Markov process is regular, Cinlar (1969) 
showed that equation (3.10) has a unique solution given by 
t 
p,.(t) = j" R .(dy)(l - F (t-y) ) (3.15) 
0 -•  ^
where 
R^ j(t) = 2 Fjj)(t) 
and 
pg^ t) =Pr{j^  = j, W^ <t|jQ = i}. 
Under the condition that the embedded Markov chain of is ergodic 
and is finite, Cinlar (1969) further showed, using renewal theory 
arguments, that the solution in (3.15) converges to the right-hand 
side of (3.11). 
Under the same condition on X^  as that above, namely, that the 
embedded Markov chain of X^  be ergodic. Feller (1964) arrived 
at the above conclusions, using a Laplace transform argument: 
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Theoron 3B (Feller) 
Let be the ergodic embedded Markov chain of a countable state 
space semi-Markov process X^ . Then, there exists a unique solution 
of (3.10), and, as t ->oo, 
p .(t) > c(i .7r ; Z cp..7r. = 1 (3.16) 
•^J J J j J J 
if Z < 00, and 
Pij(t) > 0 
if 2 . 
j  ^^  
Feller's proof of Theorem 3B is quite condensed and not entirely 
transparent. But the general ideas behind his proof are as follows; 
For s > 0, let us define 
00 
$,^(5) = s  E~^"DF (X) 
ij 0 
a. (s) = S ip. . (s) 
• j 
00 
X..(s) =f e~^ p^ .{x)dx. 
0  ^
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In matrix form, the Laplace transform of (3.10) is 
A = s~^ (I-D) + M (3.17) 
where A = (X.^j(s)), $ = (^^j(s)), i,j s N, I is the identity matrix, 
and D is the diagonal matrix with diagonal elements ••• . 
The solution of (3.17) is 
A = (I + 0 + 0^  + ...)(I-D)s~^  (3.18) 
and if 1 denotes a column vector with unit elements, then the solution 
satisfies 
s Al = 1 — K 
~ ~ w 
for some vector where ^  is the limit of the sequence of vectors 
o'^ l which is zero if and only if the matrix (P^ j(t)) is stochastic. 
Further, by establishing an interrelation between and Feller 
(1954) showed that the solution of (3.10) is unique if and only if 
all the states of the embedded Markov chain J of X, are recurrent. 
n t 
Let be the expected number of passages through k prior to 
the first return to state 1, say, and put = 1. Let r be the 
probability of such a return. The expected number of visits to state 
k before the second return to state 1 is {l+r)aj^  and so on. Hence, 
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the expected number of passages through state k before returning to 
2 '^ k 
state lis(l+r + r + ... )(l^  = ^  . Therefore, the first row 
of sA is 
l-<^ k 
OCv • . (3.19) (1-r) k^ 
AS S > 0, > TT^ , —^  > The vector with elements (3.19) 
being a probability, it follows that, if S H, w. = oo, then lim = 0, 
k  ^^  s->0  ^
and that otherwise the last expression tends to the constant c in 
(3.16). 
Also, using Laplace transforms, but using a longer argument that 
is actually easier to follow, Medhi (1982) gave an alternate proof 
of Theorem 3B. 
Karlin and Taylor (1975) and Ross (1983) demonstrated (3.11) and 
(3.16) based on the sample path argument that the proportion of time 
spent in state j converges to the right-hand side of (3.11). This is, 
in fact, the type of argument found to be especially useful in treating 
certain generalizations of semi-Markov processes in the next chapter. 
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IV. DELAY PROCESSES AND THEIR CESARO LIMITS 
A. Motivation and Definition of Delay Processes 
Most applications of stationary semi-Markov processes with 
countable state space utilize the limiting state probabilities and 
limiting state expectations of such processes. As in (3.11) the 
limiting state probability of state i has form 
i^^ i 
where from (3.7) p.. = Sjj,. .p. and hence, (4.1) may be written as 
1 j 
Form (4.2) is attractive for applications, in that (4.2) combines 
occupancy rate information and waiting time information 
in straightforward fashion. 
We make the point below that the natural balancing in (4.2) of 
visit frequency and visit duration works, rather generally, for 
processes other than semi-Markov processes. Indeed, focusing now on 
the steps (ij) from one state to another, and the time that these 
steps require, the version 
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(4.2') 
of (4.2) is the limiting probability of state i, in the Cesaro sense, 
for certain general "regular delay process;" vdiere g^  ^is the limiting 
frequency of steps of type (ij) and a^  ^is the limiting average duration 
of steps of this type. 
Analogous to (3.1), a delay process is constructed from an 
integer-valued "delayed process" and a nonnegative "delaying 
process" as 
where, however, the joint distribution of and is not necessarily 
structured as in the semi-Markov case, but, rather, is determined 
merely by consistent "alternating" finite-dimensional distributions 
(4.3) 
with 
n 
N(t) = sup{n; < t}, = 2 W^ , 
i=l 
J^, W^), n - 1,2,... 
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A regular delay process (RDP) satisfies the requirement that 
00 
2 Pr{N(t) = n} = 1 
n=l 
for all t E [0,+oo), 
The study of the limiting behavior of could no doubt take a 
variety of routes. One such is to require the expression (4.2') to 
be limiting in the Cesaro sense: 
1 t 
lim t~ X Pr[x = i}ds = p . (4.4) 
t—>00 0 
While this Cesaro sense typically, as in this case, is not hard to 
establish, it is nonetheless a sense useful for applications, in that 
it provides a common basis for discussion and comparison of periodic 
and nonperiodic phenomena, as in inventory theory, where "periodic 
review" and "transaction recording" modes are usefully evaluated 
side-by-side. 
Relation (4.4) is obtained by imposing conditions, detailed in 
Lemmas 4.1 and 4.3, on the respective marginal distributions of 
and of subsequences V: 1,2,...; associated with specific 
step types ijj i.e., subsequences made up of all terms for which 
(J^ _^ , J^ ) = (i,j). It must be noted that these conditions easily 
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lead to (4.4) only where the state space of is finite, or is 
"essentially finite" in the sense of a finite expected number of 
distinct visited states. The finite state space situation itself 
is less structured in our model than it is for semi^ arkov processes. 
For example, finiteness does not guarantee the regularity of delay 
processes, as it does for semi-Markov processes (Pyke (1961)); and 
our version of recurrence, introduced in part (a) of Lemma 4.1 as the 
condition b^ j > 0, is not necessarily, nor is used as, a class property, 
as it is in the case of serai-Markov processes (Pyke (1961), Cinlar 
(1969)). 
B. Cesaro Limits of Delay Process state Probabilities 
Let I^ j(m) equal 1 if (J^  J^ ) = (i,j), and equal 0 otherwise; 
n 
let S.. = Si..(m)W ; i.e., S.. is the total time taken up by the 
ID m ' i3,n 
steps of type (ij) among the first n steps. Let t^  = 0 and let a(t) 
and T(t) denote, respectively, the randan time of the last (respectively, 
the first) step occurring before (respectively not earlier than) t. 
Define NLj(n) = number of steps of type (ij) among the first n steps. 
Let S. be the total time spent in state i up to time t. Lastly, as 
before, let be the duration of the step starting at time a(t) and 
ending at time T(t). 
Lemma 4.1 
Let be a delay process with finite state space S = {l,2,3, 
...,m}. Assume 
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g 
(a) for ail (ij), ' ~n^  i^j* at least one > 0; 
furthermore, for all of the latter. 
(a, ) rr^ trr a. . 1 N^ j(n) n ij 
\ a s (b) 
Then, 
JC] 
Proof, 
Since a(t) > 0 if and only if N(t) > 0, condition (a) implies that, 
almost surely, cr(t) (and hence T(t)) eventually exceeds zero, so that 
each of the two factors of both the left and right term of (4.6) a.s. 
are well defined for large t. 
^ i . a ( t )  a ( t )  ^ i , t  ^ i . T ( t )  r ( t )  
a ( t )  t — t — T(t) t (4.6) 
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By assumption (b), 1, and we proceed to examine the 
other two factors appearing in the left and right terms of (4.6). 
3 ^ 
The first of these, - A(t), may be written 
ait, = ViitHlt/""" 
Also, define 
K ] 
vzhere the prime denotes the deletion from the sum of all the pair (ij) 
for which b^  ^= 0. Clearly, the a.s. limits of A(t) and A'(t) 
coincide. Finally, in view of assumptions (a^ ) and (ag), and Theorem 
1 of Richter (1965), the a.s. limit of A'(t) is given by the right-hand 
side of (4.5), 
5 
The second factor, is like A(t), except that N(t) is 
replaced by N(t) +1, and thus also converges a.s. to the right-hand 
side of (4.5). 
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We note that conditions (a^ ), (ag) of Lemma 4.1 and also condition 
(c) of Lemma 4.3 below, although they seem at first sight restrictive, 
are met by semi-Markov process with ergodic embedded Markov chain. In 
particular, (a^ ) follows, for such semi-Markov process, from the strong 
law, and (ag) follows by applying Chung (1967, Theorem 2, p. 92) to 
the "expanded" Markov chain (J^  J^ ) of losifescu (1980). These two 
assertions are now detailed as follows ; Condition (a^ ) is satisfied 
by semi-Markov processes with ergodic embedded Markov chain because, for 
such processes, the sequence {w. .,v} of durations of steps of given 
type (ij) forms a renewal sequence of nonnegative i.i.d. random 
variables with common mean |I^ j> so that (a^ ) follows from the strong 
law. Also, (ag) and condition (c) of Lemma 4.3 below are satisfied 
by semi-Mcirkov processes with ergodic embedded Markov chain, as shown 
in Theorem 4.1. Preliminary to the proof of Theorem 4.1 is the following 
theorem of Chung (1967). 
Theorem 4A (Chung) 
Let f be a function from state space N of a Markov chain to 
the open real line (-oo,+oo). If N is a positive recurrent class, then 
a . s  
j 
provided that the series converges absolutely and where 
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TT = lim Pr{j^  = j|j^  = ij . 
n->oo 
With f defined to be 
1 if Jj, = i 
f(Jk) = 
' 0 otherwise, 
and applying Theorem 4A to this function, we get 
iN.(n)i i ZfW]^ , (4.7, 
k=0 
where N^ (n) is the total number of times that the process is in state 
i up to the n^  ^transition. The result in (4.7) is applied in Theorem 
4.1 to the two-dimensional Markov chain Y = (J J ), which is 
n n—1' n ' 
ergodic because the one-dimensional Markov chain has been assumed 
ergodic. 
Theorem 4.1 
Let be an ergodic Markov chain with countable state space N 
and with transition probability matrix P = (Pj_j)« Let = (J^  J^ ), 
n > 1. Then, 
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Proof. 
The stochastic process is a Markov chain with transition 
prcfcabilities given by 
Pij.kj = 
= Jn-l - - 3' ^ 1,-2 - ^ 3 
= Pj_g (i,j), (k,i) £ N, 
where Ô.. = 1 if j = k, 0 otherwise. losifescu (1980) pointed out, 
in the context of his analysis of Markov chains with finite state 
spaces, that 
 ^ = Vk;l 
(n ) for any (i,j) belonging to finite state space S, Here p. . , « is the ij 
n^  ^step transition probabilities of Y^ . As in (3.14) it is clear 
that relation (4.7) holds as well in the case of countable state 
space. Thus, we have 
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lim Pr{Y^  = (i,j)} = = ir^ P^ j • (4.8) 
Now let f, as defined above, be a function on the state space NxN 
of the Markov chain Y = (J ,, J ) such that 
n n-1 n 
1 if Y. = (i,j) 
f(Y ) = '  ^
' 0 otherwise . 
n 
Then, 2 f(Y ) = N..(n), Therefore, as in (4.7) and from (4.8), we 
k=0  ^
have that 
Lemma 4.1 deals with a finite state space. We next consider a 
countable state space, which presents the difficulty that sums over 
states and limit with respect to t cannot be interchanged without 
special provision. As shown, for example, in Theorem 3.11.5 of 
Blackwell and Girshick (1954) in a nonstochastic setting, one such 
provision is uniform boundedness of summands. This is provided for 
our stochastic setting, if we restrict attention to a certain conditional 
i.i.d. property of (cf. condition (b) of Lemma 4.2 below), by the 
following theorem of Dubins and Savage (1955). 
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Theorem 4B (Dubins and Savage) 
Let C^ jj} be a real valued stochastic process. Let be the 
conditional expectation of given the past and the conditional 
variance of X^  given the past. Suppose that for every n, is finite 
almost surely. (No such assumption is needed about V^ .) Let a and g 
be positive numbers. 
Then, 
n n 
Pr{Xi + Xg +...+ X^  < g + + a V n} > 1 - -
The next two lemmas require the following notation. denotes the 
set of distinct step types (ij) among the first n steps, with cardinality 
IP I = M . Y equals max max S. . and S. . , is the 
» ° " (ijleS l<k<H. .(n) 
n 1J 
average duration of the first k steps of type (ij). With resort to 
abbreviated notation, is the event that (1) = m, and (2) for 
(ij) £ V , N..(n) = m.. (where, of course, S m.. = n). 
(ij)sD^  
Lemma 4.2 
Consider a delay process such that 
(a) Corresponding to each step type (ij) there is a distribution 
function  ^( • ) with finite mean  ^and variance ,^ with 
jj,^j < |1 < 00 and < V < 00, if (ij), for some positive p, 
and V, 
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(b) Conditioning on the event C^ , we have, for all (ij) s 
that 
^^ i^j,l -""l' ^ ij,2 ^ 2^' •••' ^ ij,m.j - (""k 
(c) E[L^ ] < L, V n, where is the number of distinct state 
visited during the first n steps, 0 < L < oo, 
Then, given e > 0, 3 K^ , not depending on n, such that 
< Kg} > 1 - £. 
Proof. 
Applying Theorem 4B to each (ij), and using (a) and (b), we have 
for any positive numbers a and g, that 
where K. .(a,3) = g + |i. . + OCV. This implies, with K(a,P) 
Ij IJ 
g + jj, + aV, that 
Pr{Y^  < K(a,P)IC^ } 
= Pr{ max max S . . < K(a,p) |C ) 
(ij)el?^  l<k^ ..  ^
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> 1 - ™ 
i-fa3 ' 
so that, summing over all possible C^ , 
2 S PrCCjPrCY^ < K(a,P)IC^} (4. 
m {m_} 
ID-
= 2 Pr{^ M = m} - 2 
Pr[M^  = m} 
m 
n 
m 
Here, the summation index is a vector that gives the number of 
steps of each step type appearing in V^ . 
We note that condition (c) is equivalent to the condition 
E[M^ ] < M, V n, 0 < M < 00 (4 
which, together with Tchebycheff's inequality, implies that 
Pr{M^  < ooj = 1, V n. Therefore, (4.9) can be written as 
E[M ] 
H:£Ï_  ^< K(a,S)} > 1 - , 
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and, applying (4.10) once more. 
 ^K(a,3)} > 1 - > 
which, since a and g may be chosen arbitrarily, amounts to the claim 
of the lemma. 
Lemma 4.3 
Let be a RDP with countable state space {1,2,...,}. assume 
the following conditions; 
(a) Conditions (a), (b) and (c) of Lemma 4.2. 
(b) Condition (b) of Lemma 4.1. 
NL.tn) , s 
(c) For all (ij), —^  g for some (ij), |i. .g. . > 0, 
Xl Xl 2. J J. J 
where is as in condition (a) of Lemma 4.2. 
Then, the conclusion (4.5) of Lemma 4.1, as pertaining to thé 
case of countable state space, with specialized to |i^ ,^ is valid; 
 ^ G ' 
Proof. 
The proof is similar to that of Lemma 4.1. Recall the ratio 
3 
= A(t) of (4.6). This ratio can be written as 
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T N (t) N(t) 
A(t) = ^  
GSJC B'T' 
We would like now to verify that the dencsninator of A(t) tends 
almost surely, with t, to a .. But, by condition (c), condition 
kj 
(b) of Lemma 4.2, and Theorem 1 of Richter (1965), we have that, with 
probability 1, 
g ^kj^ kj ' (4.12) 
and it remains only to show that the event 
E* = {interchanging of EE and lim in (4.12) is valid} 
has probability 1. To that end, define events 
E(t,E) E <\}. 
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about which the following can be said: For given g, the E(t,e) are 
monotone decreasing in t, so that the event 
E(S) = < Kg, V t > 0} = n E(t,e) 
is measurable, and, in view of Lemma 4.2 and regularity, 
Pr{E(e)} = lim Pr{E(t,e)} 
t—>O0 
00 
= lim 2 Pr{Y < K |N(t) = n} • Pr{N(t) = n} 
t->oon=l I  ^  ^
00 
> lim (1-e) • 2 Pr{N(t) = n} 
t->oo n=l 
= 1 - e , 
but in view of the sort of discrete Helly-Bray argument to be found 
for example in Theorem 3,11.5 of Blackwell and Girshick (1954), 
E* =3 E{s), V s, with (ij) taking the role of i, N(t) the role of n, 
S.. the role of f (i), N..(t)/N{t) the role of p (i), and K the 
role of M, Hence, also E* = U E(e), where the right-hand side is 
E>0 
the limit of the monotone increasing family [E (^ )} and, hence, is 
measurable. Moreover, 
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Pr{ U E(£)} > lim (1 - i) = 1, 
e>0 in->oo 
so that, as superset of a set of probability one, E* has probability 
one. 
To show that the numerator of A(t) converges to the numerator of 
the right-hand side of (4.11) and, hence, that A(t) converges to the 
right-hand side of (4.11), let us define 
Z—J. Ij 
where 2 b.(t), being the denominator treated above, converges almost 
j  ^
surely with t. But we have that. 
so that, by Lebesgue's theorem, we have that 
j NLj(t) N(t) ' 
tends almost surely, with t, to S [J,, .g. .. 
j 13 
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Lastly, the same argument as in the proof of Lemma 4.1, using 
condition (b), shows that 
g(t) T(t) a.s. 
t ' t ~r^  ^ 
and 
e.s. 
r(t) t ' 
for all i. 
Theorem 4.2 
Let {X^ } be a delay process, either (i) with finite state space 
and satisfying the conditions of Lemma 4.1, or (ii) regular with 
countable state space, and satisfies the conditions of Lemma 4,3. 
If, for either situation (i) or (ii), A is a subset of the state 
space N of X^ , then 
lim t~" X Pr{X e ajds = Z p., 
t->oo 0 igA 
where as in (4.13) below in case (i), and p^  E p^ 2 in (4. 
in case (ii); 
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and 
Proof. 
The total waiting time in the state i is 
S. t = T I.(s)ds , 
where I^ (s) is an indicator function which has value one if the process 
is in the state i, and zero otherwise. Then, in view of Lemmas 4.1 and 
4.3, we have that 
1 t S 
lira t J' I. (s)ds = lim 
t—>+00 0  ^ t—>+00 
equals to in the case of (i) and equals to pin the case of (ii). 
g 
Furthermore, since 0 < < 1, by the bounded convergence theorem, 
we have that 
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E[-^ ]^ > as t ->00 
in the case of (i) and 
5 
E[-^ ] > P^ 2' t -> oo 
in the case of {ii). 
But for each t, 
S. , t t 
E[^ ]^ = E[t"^  f I (s)ds] = t"-" S Pr£x = ijds , 
0 0 
where the second equality follows from Tonelli's theorem. 
Finally, by Scheffe's theorem the result follows. 
Corollary 4.1 
Let be a RDP with countable state space, satisfying the 
conditions of Lemma 4.3. Assume further that there is a sequence of 
random variables such that 
sup —< Z. a.s., V i, and E[2Z. ] < M < oo . (4 
t t 1  ^i 
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Then, 
, t M 
lim t f ELXjds = S ip._ 
t->oo 0 i=l 
Proof. 
Define indicators 
Then, 
1 if 0 < s < t and 
1^ (5,t) = 
0 otherwise 
1 if X = i 
I^ (s) = ' 
' 0 otherwise 
1 t 
lim t" f E[X^ ]ds 
t->oo 0 ~ 
1 t 
= lim t S E(Sil,(s))ds 
t->+oo 0 i " 
lim f E Ztr I. (s,t))ds 
t->+oo s=0 i 
00 I (s,t) 
lim E Si / ds 
t->+oo i s=0 
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t I.(S) 
lim E Zi f ds 
t->+oo i 0 
t lim E Si -4^  ds 
t->+oo i  ^
®i t 
= E Si( lim 
i t->oo 
= E Zip., 
= SiPi2 , 
where the third equality is due to 
equality is due to (4,15), and the 
4.3. 
Tonelli's theorem, the sixth 
seventh equality is due to Lemma 
Corcllaxy 4.2 
Consider a delay process {X^ } whose delayed process is such 
that the vector process {j^  J^ } is ergodic (in the sense of 
Birkhoff (Breiman, p. 104, 1968)), with Pr{j^ _^  = i, = j] = 
V n, and for which condition (b) of Lemma 4.1 holds. Suppose as well 
that either 
(1) the state space of is finite, such that for each pair 
(ij), the processes W.. , are ergodic in the above sense, 13,K 
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with E[W. . . ] = (J,. . <po, V k, with at least one product 
(2) {X^ } is a RDP with countable state space (1,2,...), and 
condition (a) of Lemma 4.3 holds, with at least one product 
> 0. 
If A is a subset of the state space N of X^ , then 
, t 
lim t~ f Pr[x e a]ds = E p., 
t->+oo 0 ieA 
where 
Pi = 
Proof. 
Ergodicity of (J_ ,, J^ ) implies 
where n is the number of steps. Under ergodicity, as required in (1) 
or by condition (a) of Lemma 4.3 in (2), we have that 
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a.s. 
n n  ^
Thus, the conditions of Lemma 4,1 or Lemma 4,3, respectively, are 
satisfied. Therefore, Theorem 4.2 applies. 
C. Applications 
Example 1. Our first example serves to emphasize how far it is 
possible to stray from the usual send.-Markov assumptions, while still 
satisfying the given, and hence, the conclusion, of Theorem 4.2. The 
delayed process of this example is a 0-1 process that is not 
Markov of any order; however, the process (J^  J^ ) is mixing and, 
hence, Birkhoff-ergodic, so that condition (a^) of Lemma 4.1 is 
satisfied; and the delaying process involving successive steps 
of the four types (00), (01), (10) and (11), violates the conditional 
independence condition for semi-Markov process. Specifically, 
is taken to be a 0-1 process J^ , J^ , J^ , ... constructed as follows 
n 
via the successive partial sums S = E J. and a Bernoulli process 
 ^ i=0 ^  
5^ , Z^ , ... With Pr{z^  = l} = p = (1-q); 
0^ = ®o = 0; 
J , n > 1, = 1 if S T is odd and Z = 0, or if S _ is 
•n' — ' n-1 n ' n-1 
even and Z =1. 
n 
= 0 otherwise 
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£w^ } is taken to satisfy 
0^0,V ~ "oi,V " ^10,V ~ ^ 11,V'  ^
where  ^is Birkhoff-ergodic with finite mean jj,. 
The conditions of Lemma 4.1 are satisfied, with a^  ^= ji, V (i,j), 
and g^ Q = 1-3 pq, g^  ^= g^  ^= = Pq. It follows, in view of Theorem 
4.2, that 
1 t 
lim - J* Pr{X = l}ds = 2 pq. 
t->oo 0 
Example 2. Our second example concerns the "lost sales - transaction 
recording" inventory model with Poisson demand (Hadley and Whitin (1953)), 
for which, it appears, a complete analysis has not been available. In 
this example, the delayed process is a Markov process but it is 
not ergodic. Also, the delaying process {w^ } is not conditionally 
independent since the past states are determined with probability one. 
Defining "inventory position" IP as "quantity on hand plus quantity on 
order," we assume the usual type of (r,Q) order policy for which an 
order in the amount Q, with constant delivery time r, is placed whenever 
IP drops to the level r(r < Q). 
We use our Theorem 4.2 to compute Cesaro-limit state probabilities 
for the process IP^  which records the successive levels of IP in time, 
IP, under the (r,Q) policy, can be in any one of the Q states r + 1, 
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r + 2, ..., Q - 1, Q, Q + 1, r + Q, and in fact occupies these 
states in the cyclic pattern, r + Q, r + Q - 1, ..., r + 2, r + 1, r + 
so that steps are exclusively of one of the Q types (r + Q, r + g - 1), 
(r + Q - 1, r + Q - 2), .(Q, Q - 1), (r + 2, r + 1), and 
(r + 1, r + Q); hence, in the language of Leirana 4.1 or Theorem 4,2, 
one has 
_ 1 
^r+Q,r+Q-l '^r+l,r+Q ~ Q ' 
Residence times, at all of the Q states except the state Q, are 
exponential with parameter X, At Q, the residence time is longer, 
because it includes the time at which the system is out of stock. 
Indeed, the residence time at Q has structure L + T, where T is the 
time during which the system is out of stock at a particular 
occasion, and L is the time, distributed exponentially with parameter 
X, between resupply at that occasion and the occurrence of the next 
demand. Successive residence times in a given state are independent, 
so that, by the strong law, one has, in the language of Lemma 4.1, 
*ii = r 
for all g - 1 states excepting the state Q, for which one has 
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It follows, in view of Theorem 4.2 for the case of finite state space 
that 
• t rQ+A.E(T)  ^^  ^ 
lim — J* Pr{x = i jds = / 
° 
Ccmputing the expectation E[T] must cops with the feature that T 
is statistically dependent on the immediately preceding r waiting 
times, with the sian W of these r waiting times inversely related to 
the magnitude of T: 
Pr{T > x] = Pr{w < r - x} 
= Pr{Gairuna(\,r) < T - x} 
= Pr{Y > r} 
where Y is a Poisson random variable with parameters \(rc - x), so that 
T 
E[T] = f Pr{T > x}dx 
0 
= T - S . 
i=0 0 
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V. CONVERGENCE IN DISTRIBUTION OP APPROXIMATED 
DISCRETE TIME DELAY PROCESSES 
A. Markovian Representation of a Semi-Markov Chain 
Let us define a semi-Markov chain (semi-Markov process with 
discrete time) on a countable state space N as in (3.1) and (3.2); 
n^ ~ '^ N(n)' * - n £ N (5.1) 
where 
m 
N(n) = sup{m; 2 W < n} (5.2) 
k=l 
and is a homogeneous Markov chain with transition probability 
matrix P = (p^ j). The definition of a semi-Markov chain is the same 
as that in Chapter III, except that, now, since time n e N, the waiting 
times are also discrete; i.e. {w_} is a sequence of nonnegative 
integer valued random variables. As before, we define 
k > 1, (5.3) 
where T^  is the k^  ^transition time with T^  = 0, 
Recall that for an irreducible aperiodic positive recurrent Markov 
chain, the limiting distribution 
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•iï = lim Pr{j = j|Jq = ij 
n->oo 
satisfies 
•IÏJ > 0, 2 TTJPJK = V STTJ = 1 . (5.4) 
Let a(n) and r{n) be as defined in Chapter IV; that is, a(n) is the 
random time of the last step occurring before n and r(n) is the random 
time of the first step occurring not earlier than n. Define, for 
n e N, 
= 0 if n = a(n) 
(5.5) 
Vn = r(n)-n if 0(n) < n < r(n) 
then, as pointed out by Anselone (1960), {(X^ yv^ ), n s n} forms a 
homogeneous Markov chain. Indeed, if we define 
with 
*14 2. 0; = 0; = 1, V i, (s.?. 
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then the hanogeneous Markov chain has the following transition 
probability matrix Q = , i,k e N - {0} and i,4 E N; 
Q = 
l^Al 1^1^ 12 ••• ^ ll^ lk ••• ^ 12 ^ 13 ••• ° ° 
^21^*21 ^21^22 **' *•" ^ ® ••• s 
I 
•11 
•21 
Pil 
21^ 2k 22 "23 
i^Al 1^1^ 12 i^l^ ik ••• ° ° 
•12 
•22 
Pi2 
0 
0 
•Ik 
2k 
Pik 
. . .  0  
. . .  0  
. . .  0  
0 
0 
0  1 0  0  
0  0  1 0  
° ^i2 
which, in abbreviated form, has structure 
i^OkO ~ ^ iAk' ^ ilkO %k' 
(5.8) 
i^Oii i^,^ +l' Pi-,j+l,ij 3 > 0 
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and 
p.. . . = 0 for other indices i,j,k,X . 
J 
For the purposes of the further discussion, we define and 
as follows ; 
(i.. = 2 ja. . = Z b . (5.10) 
 ^ j=0 j=0 
Then, 
tii = ECW |^Jj^ _1 = i} . (5.11) 
If the Markov chain j is irreducible aperiodic and positive 
recurrent, then Anselone (1950) showed that 
\x = If = «'^>3 = ^ • '5-12' 
n->oo ] 
This form can actually be derived directly by solving the equations 
(5.13) and (5.14) that are analogous to (2.37) and (2.38); this we 
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now proceed to do, the following steps leading to (5.23), 
ir = TTQ 
•iï > 0, ESTT =1, i,j 6 N. 
ij 
The first set of equations of (5.13) are 
\o = f 1 "llCik k s K - CO] 
and the rest are 
\j  '"KO^k.j+l • '"fc.J-U "O E X -M  
For j = 1, (5,16) becomes 
"^ kl '^ k0^ 2 '^ k2 
k^0^ k2 •*" ^ k0^ k3 '^ k3 
k^0^ k^2 * ^k3 * k^j^  *^ kj 
or 
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\l \0(*k2 * + ...) 
~ • (5.17) 
Hence, 
'^ k] ~ ^kl"^ ko(^ k2 •*• \3 k^j^  
~ ^kO^ '^^ kl) " k^3 ••• "*• \j^  
= ^ ko(l " \l " ^2 " ••• - *kj) 
''^ ko\j' (5.18) 
where the last equation is due to (5.7) and (5.9). Now, substituting 
(5.18) into (5.14), we have that 
g ^ko\j  ^^kO ^  \j  ^' 
and, after substituting (5,10) into the above equation, we have 
 ^''^ kO^ k "• (5.19) 
76 
From (5.15) we have 
"^ kO ^^ "^ iO^ il i^l^ Pik 
= 2{TT^ Qa^3_ + 
= E WioPik . (5.20) 
1 
Conparing (5.4) to (5.19) and (5.20), we conclude that 
i iO 
and, premultiplying by c both sides of (5,19), we get 
SCTTvntiv = c , 
k 
or, by (5.21), 
(5.21) 
S = c . (5.22) 
Therefore, from (5.18), (5.21) and (5.22), we have 
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i 
Anselone (1960) also showed that, if the waiting time distribution 
in (5.6) replaced by 
= -^ 1^ -1 k^ i)' (5.24) 
then the result in (5.12) still holds. The assumption in (5.24) says 
that the waiting time distribution not only depends on the "present 
state" but also depends on the "next state." 
The result in (5.12) will be used for approximating a discrete time 
delay process by a semi-Markov chain, by making use of an approximation 
result of Clark (1977). The next section discusses this result. 
B. Approximation 
Consider a measurable space (X,A) and its Cartecian products 
n n 
(HX, HA). Let  ^a sequence of functions 
 ^  ^ n+1 
that are H A-measurable, and, for fixed .,z^), are 
probability densities on X with respect to a sigma finite measure 
2 
a on A. Let also h(z|y) be a HA-measurable function (kernel) that, 
1 
for fixed y, is a probability density on X with respect to a. The 
following result is due to Clark (1977) and will be stated as 
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Theorem 5A. Under certain conditions, the theorem allows us to 
asymptotically approximate certain process whose evolution depends 
on the entire past by a Markov chain, in a manner analogous to the 
approximation of a nonstationary Markov chain by a stationary one in 
Conn (1969) and Madsen and Conn (1973), or, in a norm setting, in 
Bowerman, David and Isaacson (1977), 
Theorem 5A (Clark) 
Consider a measurable space (X,A), a sequence of functions 
kernel h(z|y) on X as discussed above, 
that are bounded by M. Let 2 e A be such that a(B) •- 0. Let g(z) 
be a density on X-E with respect to a, and assume that the following 
conditions hold: 
(i) For a given 5 > 0, there exists a set C(ô) e A and a 
number Q ( ô ) < + oo such that 
(a) S da(z) = Q(ô); 
C(6) 
(b) sup S h(z|y)da(z) > 1-5. 
y C(ô) 
(ii) For z £ X-E, 
®^ Pl^ n+l^ !^''n^  -h(z|z^ )| < Xg(n) 
w 
n 
where X^ (n) >0 as n > oo . 
(iii) For z e X-E, 
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lim sup f...Jh(z^ +i|z,) ... h(z^ _^ |z^ _^ _^ )h(z|z ) 
U->00 z u 
 ^ TTX 2 da(z^ ) ... dO(z^ )^ -q{z)l =0. 
Then, for z s X-E, 
lim |f^ ^^ (z)-g(z}| = 0, 
n->oo 
where 
fn+i(z) =/.../ 
n 
nx 
da(z^ )da(z2) ... da(z^ ). (5.25) 
As an example (Clark (1977)) of an application of the above 
theorem, consider a measurable space (X,A) and a sequence of functions 
{f^ _l_^ (z^ _j_^ |w^ )} on X as discussed above that are bounded by M for 
some constant M. Let E s A with a(E) = 0. Let h{z) be a density on 
X-E with respect to a. Assume that, for z e X-E, 
lim sup|f^ _^ (^z|w )-h(z)| = 0. 
n->oo 
Then, for z e X-E, 
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lim |fn+i(z) - h(z)| = 0, 
n->oo 
where f(z) is as defined in (5.25). 
C. Convergence in Distribution 
In this section, we shall utilize the above theorem of Clark 
to obtain conditions under which a discrete time delay process 
converges in distribution to the sort of limiting distribution 
studied in the previous chapters. To do this, first we need to define 
a sequence of random variables for a discrete time delay process 
that is analogous to that of (5.5); namely, 
= 0 if n = a(n) (5.26) 
Ln = T(n)-n if a(n) <n <r(n), n e N, 
where a(n) is random time of the last step of Y^  occurring before n 
and T(n) is randcsn time of the first step of Y^  occurring not earlier 
than n. Next, construct a two-dimensional stochastic process 
{(Y^ ,L^ ), n E N} where the evolution of (Y^ L^^ ) may depend on the 
entire past. Let f(z^ _^ |^w^ ) be as discussed in Section B, with 
z^  = (Y^ ,L^ ). Now consider a Markov chain {(X^ ,v^ ), n E N} 
constructed as in Section A of this chapter, the process (X^ ,V^ ) 
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being constructed frcan a semi-Markov chain and its associated 
defined as in (5.5). Let h(z^ ^^ |z^ ) be the transition probcibility of 
the Markov chain (X^ ,V^ ). it is now shown, in Lemma 5.1, following 
the argument in Theorem 5A, that, under certain conditions, if 
supls...Z hfz^ lzg) ... h(z^ |z^  ^ )h(z|z^ ) - g(z)| > 0 as n -> oo , 
=0 
then f^ _^ (^z) > g(z) as n ->oo, where f^ _^ (^z) is as defined in 
(5.25). Further, under the same condition" it is shown in Theorem 5.1 
that, by marginaling over the second argument of f, the discrete time 
delay process converges in distribution to the sort of limit 
distribution discussed in Section B of Chapter III. 
Lemma 5.1 
Let {(Y^ ,L^ ), n E N} be a stochastic process constructed from a 
regular discrete time delay process and the associated random 
variable L defined as in (5.26). Let f ,,(z ,, îw ) denote the 
n n+l n+J. n 
probability density of the process (Y^ ,L^ ). Consider the two-
dimensional Markov chain {(X^ ,V^ ), n E N} as constructed in Section 
A; that is, X^  is a semi-Markov chain and is as defined in (5.5). 
Let h(z^ ^^ |z^ ) denote the transition probability of the Markov chain 
(X^ ,V^ ). assume the following 
(i) For a given Ô > 0, there exists a finite set C(ô) such 
that 
(ii) 
(iii) 
Then, 
lim |Z...Z f(z^ )f(z^ lz^ ) ... ...,z^ _^ )f^ (z^ f^ ) 
n->oo 
- g(z) 1= 0 .  
Proof. 
To begin with, condition (i) of Theorem 5A is satisfied under 
condition . (i) of the lemma since C(ô) is assumed finite. In addition, 
conditions (ii) and (iii) of Theorem"5A are implied by assumptions 
(ii) and (iii) of the lemma with E = <j), except that, now, we specialize 
to f being a density of the "expanded" delay process (y^ ,L^ ) and 
h a transition probability kernel of the two-dimensional Markov chain 
(X^,V^). Hence, we have all the conditions required by Theorem 5A, 
so that the latter applies and ( z) converges to q ( z ) as n -> oo, 
for each z. 
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sup 2 h(z|y) > 1-Ô . 
y C(ô) 
n^ 
where X^ fn) > 0 as n -> oo . 
lim sup[2...2 hCz^ lzg) ... h(z^ |z^ _^ )h(z|z^ ) - q(z)| = 0 
n->oo Zq 
for some probability density q(z). 
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Theorem 5.1 
Let be a discrete time delay process on countable state space 
N, Construct a two-dimensional process where is 
constructed from the delay process of Y^  as defined in (5.26). Assume 
that there exists a Markov chain {(X^ yv^ ), n E N} where is a 
semi-Markov chain and is as defined in (5.5) such that: 
(a) The transition probability kernel h((X^,V^)|(X^ I'^n 1^^ 
satisfies conditions (i), (ii) and (iii) of Lerama 5.1. 
(b) The waiting times of the semi-Markov chain X^ satisfy 
?rCM„ = jlVl = i. Jo = k] = = S a. (5.27) 
where J is the embedded Markov chain of the semi-Markov 
n 
chain X . 
n 
(c) is aperiodic, irreducible and positive recurrent. 
Then, Y^  converges in distribution to the probability distribu­
tion 
where IT ^  is the limiting distribution of the embedded Markov chain 
and jj,^  is as defined'in (5.11). 
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Proof, 
With (I^  the transition probability kernel 
of the Markov chain and the "remaining time process" as 
defined in (5.5) and constructed from the waiting times which satisfy 
(5.27), argue as follows ; By condition (c) on the embedded Markov 
chain of the semi-Markov X^ , it follows frcai Theorem 1 of Anselone 
(1960), that the n-step transition probability of the Markov chain 
(X^ ,V^ ), namely 
2 ... Z h(z^ |zQ)h(z2tz^ ) ... h(z|z^ ), 
converges with n to the probability density q(z), where 
b. .ir. 
q(i,j) = Pr£(X,V) = (i,j)} = , (5. 
with b^ j as defined in (5.9). Thus, the limiting probability 
distribution q(z) of (X^ ,V^ ) is identified as in (5.28),and, by 
assumption (a) on the probability kernel h, all conditions of Lemma 
5.1 are satisfied, so that the conclusion of Lemma 5.1 applies with 
the distribution q(z) as in (5.28), and 
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as n -> 00 for each (i,j). 
But, by Scheffe's theorem, this implies that 
2 Z f^ ^^ (i,j) > S 2 q(i,j) as n->co, 
ieA j ieA j 
for A an arbitrary subset of N, so that converges in distribution 
to the distribution 
Pr{y e A} = 2 S Pr{{X,v) = (i,-j)} 
isA j 
S Sq(i,j) 
ieA j 
2 E b. .TT. 
ieA i  ^
m 
s |I. IT 
_ ieA ^  ^ 
: Vm ' 
m 
where the last equation is due to (5,10). 
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