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辞書情報を利用したコンピュータによる 
間接的照応関係解析の試み 
Indirect Anaphor Resolution on Computer  
by Use of Vocabulary Information of English Dictionaries 
 
良峯徳和 
 
要約：筆者は平易な英語文を、意味ネットワークシステム上で論理処理できる形式に
変換するプログラム開発を行ってきた。これにより、人間の言語活動を、ある程度計
算機上で疑似的に実現できるものと期待される。本研究では、そうした試みとして、
一般の辞書を知識ベースとして利用し、意味理解なしでは困難とされる間接的な照応
関係を解析する実験を行った。この過程で、辞書から得られる情報を用いて、間接的
照応関係を解析する論理プロセスは、アブダクションに基づく論理推論の一種である
ことが明らかになった。さらにそうした論理推論のプロセスを一般化して、プログラ
ム化する道筋がある程度明らかになった。 
 
キーワード：間接的照応関係、アブダクション、意味ネットワーク、日常言語コンピ
ューティング、WordNet 
 
Abstract: I have been developing a computer program in which English written 
sentences can be converted into special codes that the semantic network system can 
handle as the object of logical computation. It is expected that some human linguistic 
activities could be simulated on the virtual environment. In this paper, I use this 
program to re-utilize some English dictionaries as the knowledge base for the semantic 
network system so that it can resolve indirect anaphora which has been regarded as 
almost impossible without human common sense. In the course of the experiment, it 
turns out that the processes of indirect anaphora solution by means of looking up 
dictionaries are based on some kind of logical inferences, so-called “abduction”. This 
experiment also gave us some valuable clues by which we can transform such 
abductive inferential processes into the computer program of indirect anaphor 
resolution. 
 
Keyword: indirect anaphora resolution, abduction, semantic network, ordinary 
language computing, WordNet 
 
1. はじめに： 自然文をコンピュータで論理計算可能な形式に変換する 
 
筆者は近年、比較的平易な英語文を、SNePSと呼ばれる意味ネットワークシステム上で論
理的、規則的に計算処理できる形式に変換するためのプログラムSNaLC(SNePS-Natural 
Language Converter)の開発を行ってきた。SNaLCは、通常の自然文をStanford Parserによるパ
ージング結果を介して、SNePS構文に変換し、さまざまな論理計算の対象とすることができ
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る。SNaLCの生成するSNePS構文は、自然言語の文法構造を反映しているため、いったん
SNePS構文に変換されたコードをもとの自然文に復元することも、さほど困難ではない
（SNaLCの仕様等については、紙面の都合上、本論では省略する）。 
これにより、人間が自然文を介して行っているさまざまな言語活動を、ある程度は計算
機上で疑似的に実現できると期待される。人間の知的言語能力の主要な部分を、命題間の
論理処理能力とみなせば、SNaLCおよびSNePSを用いることで、人間のさまざまな知的言語
処理をシミュレーションできることになる。とりわけ、人間が自然言語で表現されたテキ
ストや発話をどのように処理し、理解しているかといった自然言語理解の認知プロセスの
さまざまな側面について、分析したり、シミュレーションする有効な道具となるだろう。 
最近では自然言語に関する膨大なデータベースやコーパスなどを活用し、ユーザとコン
ピュータとが、簡単な自然言語を使って情報探索や簡単な会話などを行えるようになって
きている。しかしながら、多くの場合、そうした技術は自然文に含まれるキーワードを手
掛かりとして、大規模なデータベースを検索し、統計的な処理によって最適解を絞り込む、
という自然言語の表層的な特徴を用いて実現されている。そのため、そうしたシステムが
出力するデータは、しばしば、もとの自然文や語が使用された文脈や意味内容、文法的な
役割などと直接関連がないものを含む場合がある。 
しかし、SNePSシステムのような意味ネットワークシステムを利用すれば、自然文の表層
構造のみならず、単語、節、文間の多様な論理的関係や意味的な関係も含めて、その処理
対象とすることが可能となる。これによって文脈や意味内容を考慮したより精確でキメの
細かい検索や柔軟な対応ができる自動応答システムなどを生み出せると期待される。さら
には、自然言語をたんに入力や出力の表現形態とするのでなく、プログラム開発時におけ
る推論規則の導入（例えば、「エージェントの職業が医者であれば、そのエージェントは
人間である」など）や、データベースへの問い合わせなど（「職業が医者で性別が男性の
エージェントを探しなさい」など）を、普通の自然言語を使って行うことができるように
なるかもしれない。いわゆる日常言語コンピューティング技術の実現である。 
 とはいうものの、一般的な自然言語を人とコンピュータの間のインターフェース言語に
するためには、解決しなくてはならない課題がまだ山積みである。なによりもコンピュー
タは、一般の人間が習得した自然言語化された一般知識、いわゆる常識を備えていない。
語られた言葉がいったいどんな対象、どんな状況、どんな変化や動きを意味しているのか、
その言葉が意味することが他の言葉が意味する事柄とどのような関係にあるのかといった、
普通の人間ならば聞くまでもない当たり前のことを、コンピュータはまったく知らない。 
感覚器も運動能力も、意思も好奇心ももたない人工的な存在であるコンピュータには、
人間のように体験を通じて世界の様々な事柄と言葉との対応関係を学ぶことができない。
コンピュータに可能なことは、せいぜい言葉と言葉との間のさまざまな論理的関係（同一
性、類似性、包含関係、対称性など）や言葉の役割や機能（動詞として主語と目的語を伴
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う、時間副詞のように時間的な前後関係を規定する、名詞などのように動詞の主語になる、
前置詞のように名詞間や動詞と名詞間の特定の関係を規定する、代名詞のように一部の名
詞の代用となる、など）について、詳細で正確な知識ベースを構築すること、そして必要
に応じて、そこから必要な情報を検索、抽出し、有意味で有効な表現形式を与えて出力す
ることであろう。 
コンピュータに人間が持っている知識を付与しようとする試みは、いろいろな形で試み
られてきたし、現在も行われている。現在そうした試みは一般にオントロジー工学と呼ば
れている。そうしたオントロジー工学のほとんどの試みにおいて、存在者間の関係は、ISA、
part-whole、identical、opposite、hasChild、hasParentなど、ごく少数の種類の論理的関係に限
定されている。したがって、そうしたオントロジーの枠組みのなかで表現される意味内容
も、厳しい制約を伴った単純なものにならざるを得ない。 
一方で、自然言語が表現する存在者間の関係は、多種多様に富んでいる。動詞や形容詞、
副詞、前置詞など、名詞以外の語彙の多様性が、その豊富さを物語っている。それらの関
係を示す言葉も、類似したもの、包含関係にあるもの、否定関係にあるものなどに分類し
ていけば、より少ない種類のものにまとめていくことができだろう。しかしながら、それ
でも現状の一般的なオントロジー工学で扱うことのできる関係の種類から比べれば、はる
かに豊富な種類の関係を自然言語は表現することができる。 
そうした考察のもと、筆者は近年のオントロジー工学に基づいた知識ベースツールでは
なく、より柔軟で冗長性に富んだ意味ネットワークシステム(SNePS)上に、自然文を論理計
算できるシステムを構築する試みを行うことにした。SNaLCによる自然文の命題変換が、
うまく意味ネットワークシステム内で機能すれば、従来の自然言語処理やオントロジー工
学の方法とは異なるやり方で、自然言語理解システムや自然言語処理の分野に新たな可能
性をもたらすことが期待できる。本論では、そうし試みのひとつとして、人間のために書
かれた一般の辞書（英語）を、自然言語処理のための知識ベースとして利用することで、
意味理解なしには困難とされてきた間接的な照応関係を特定するという実験を行った。 
 
2. 結束性と照応解析 
 
英文などで、先行する文中で用いられている名詞や動詞などの単語や句が、後続の文
中で指示代名詞や代動詞、あるいは指示代名詞＋名詞などで置き換えられて文を構成し
ている場合、置き換えられた語が先行文の何を置き換えたものかを特定することは、比
較的簡単である。なぜなら、文の表層に現れる単語の語尾変化やジェンダー、近接性、
語順などによって、先行詞の範囲が強く制約を受けるため、大概の場合、特定の候補者
のみが選択対象となることが多いからである。実際、こうした表層的な手掛かりだけで、
90パーセント以上の照応関係を特定することができるとされ、そうした手掛かりをもと
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にしたコンピュータプログラムがいくつか開発されている。こうした表層的な手掛かり
だけでほぼ先行詞を特定することができる種類の照応関係は、直接照応(Direct Anapher 
Solution)と呼ばれる。 
これに対し、そうした表層的な手掛かりだけでは、どれが先行詞なのかを特定するこ
とが困難な種類の照応関係も存在する。それらは「間接的照応関係(Indirect Anapher 
Solution)」もしくはそれを推論、推定する視点から「橋渡し推論(Bridging Inference)」と
も呼ばれている。こうした間接的照応関係に分類される英文の例を以下にあげる。 
 
間接的照応関係を含む英文例1 
Alphons Clenin noticed a blue Mercedes. He had the impression that the driver was lying on the 
wheel. At that particular moment he noticed that the man was dead. His temples were shot through. 
（アルフォンス・クレニンは、１台の青のメルセデスに気付いた。その運転手はハンドル
にもたれかかっているかに見えた。その瞬間、彼はその運転手が死んでいるのが分かった。
彼のこめかみが打ち抜かれている） 
[一重のアンダーラインは直接照応関係にある語句、二重のアンダーラインは間接的照応関係にある語句を示す] 
 
本論は、間接的照応関係解析の処理自動化（機械処理化）を実現するための予備的な考
察と実験という位置付けのもと、上記例文について、どのような論理的手続きを行うこと
で、その照応関係が求められるかを論じる。そのうえで、上記の例文の一部をSNaLCを使
ってSNePS命題形式に変換し、照応関係を解析するための論理計算処理の手続きがいかに実
現されるかを、SNePSを使って具体的に示してみたい。 
自然文を普通に理解し、使用している人間にとって、上記例文中の何と何とが照応関係
にあるのかを見つけだすことは造作もない。この例文には、照応関係をなしている組み合
わせが２種類存在している。すぐに分かるのは、２番目、３番目の文の"he"が、最初の文の
人物名"Alphons Clein"を指示し、その代名詞として使用されていることである。これは直接
的な照応関係である。加えて、２番目の文に登場する"the driver"は、最初の文の"a blue 
Mercedes"で表されている自動車の運転手であり、同じく"the wheel"は、その自動車のハンド
ルのことであろう。第３文の"the man"は、第２文の"the driver"を指し、同様に第４文の"His 
temple"は、その"driver"の"temple"のことになる。 
上記の自然文の意味を理解できるのであれば、このような照応関係は当然理解されている
だろう。とはいえ、文の意味を理解するアルゴリズムを実装していない直接照応関係推定
プログラムであっても、最初の直接的な照応関係(第２文以降の"he"が"Alphons Clenin"を指
示していること）を、かなり高い確率で言い当てることができる。なぜなら、第２文のHe
の先行詞となりうる語は、第１文には、人物の男性固有名詞に属する"Alphons Clein"しか存
在せず、第１文の主語、第２文の主語がともに同一人物"Alphons Clenin"を指示しているの
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ならば、第３文の男性形代名詞"he"もまた、"Alphons Clenin"を指示していると、かなり高い
確率で推定されるからである。（このことは、同じ文脈内では文の視点がある程度継続す
る傾向にあることから経験的に推測される。） 
しかしながら、"blue Mercedes"と"the driver", "blue Mercedes"と"the wheel"との間の照応関
係についてはどうだろう。ここには、"this", "that"といった指示句が用いられておらず、動
詞の目的語であったり、主語であったり、修飾句の中の目的語であったりと、文法的な役
割もバラバラである。それらがともに単数形の名詞であるということ以外、それらの関係
を示す表層的な手掛かりはない。ゆえに、一般的な照応関係推定プログラムでは、こうし
た語句間の照応関係の推定は極めて困難で、処理の対象外とされてしまう。 
とはいうものの、この文をきちんと理解するには、これらの語の関係を把握することが、
重要かつ必須である。"blue Merceds", "driver", "wheel"の間に相互の関係がなく、突如、同じ
文脈に登場してきた無関係の個人、個物だとしたら、文脈としての結束性が希薄になり、
文の理解に必要な背景状況の構築ができなくなってしまうからである。 
表層表現上に十分な手掛かりがないところで、語や句の間に意味的な関係を見出すため
には、少なくともそれらの語や句の一般的意味や論理的関係について、ある程度の情報を
得る必要がある。例えば、"Mercedes"が自動車のブランド名の一部であること、そしてしば
しば、そのブランドの自動車そのものを指し示す言葉としても使用されることが、情報と
して与えられなければ、"the driver"がそのブランドの自動車の運転手であること、"the wheel"
がそのハンドルであることも理解されない。逆にこれらことが理解されれば、第1文と第２
文の結束性が堅固になり、全体としての文の理解も正しいという読み手の確証も高まるこ
とになる。 
 
3. 一般用の辞書を使って、語句についての情報を得る 
 
では一般的な常識をもたないコンピュータが、どのようにして上記のような文の理解に
必要な情報を得ることができるだろうか。世の中には情報があふれている。とりわけイン
ターネット環境の確立によって、コンピュータからアクセスできる情報の量は膨大である。
にもかかわらず、それらの情報のほとんどが、常識や自然言語理解能力をすでに備えた人
間に向けられたものであり、それらが犬や猫にとって意味をなさないのと同様、コンピュ
ータにとっても現在のところ意味をなさない（膨大な記号の羅列として、データベース化
され、検索処理、統計処理などの対象にはなっているが、そうした処理では意味理解は必
要とされない）。自然文をコンピュータが扱える命題形式に変換する機能をもつSNaLCは、
人間に向けられて発信されてきた膨大な情報を、さまざまなコンピュータ処理に再利用す
ることを可能にする。まだ試験段階で、あらゆる自然文を再利用できる状態には至ってい
ないものの、構造の単純な自然文であれば、ある程度それが可能である。 
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比較的単純な自然文で書かれている大規模な情報源の典型として、各種辞書（English 
Dictionaryなどのいわゆる語学用辞書）があげられる。辞書はいわば人間が歴史をへて積み
重ねてきた言葉に関する常識の最良の知識ベースといえるだろう。とはいえ、それらの辞
書は、常識を持った人間のみを読み手として想定し、作られているため、コンピュータが
そのまま利用することには、不向きであった。しかし、SNaLCの存在は、そうした状況を
多少和らげてくれるものと期待される。 
今回の実験では、すでに電子化され、インターネット上で自由に利用できる２種類の英
語辞書をサンプルとして用いる。ひとつは、プリンストン大学の認知科学研究所において、
言語心理学者ジョージ・ミラー(George A. Miller)の主導のもと、開発、運営されている英語
辞書WordNet(現在のバージョンは2.0)である。WordNetは、一般的な英語辞書としても利用
できるが、英単語がsynsetと呼ばれる同義語のグループに分類され、他の同義語のグループ
との関係も記述されているため、シソーラスとしても利用可能なユニークな電子辞書であ
る。その開発の目的として、コンピュータによる自動文書解析や人工知能による言語処理
アプリケーションの実現を支援することが含まれており、いわば今回の実験には最適の辞
書であるともいえる。 
今回利用するもうひとつの辞書は、これもインターネット時代の寵児といえるWikitionary
である。Wikitionaryとは、"wiki"と"dictionary"の合成語で、誰もがその編集に参加できるプ
ロジェクト型辞書である。Wikitionaryの目的は、あらゆる言語の単語や熟語を対象として、
語義、語源、活用、用法、訳語、関連語などを収録し、最終的には国語辞典、漢和辞典、
英和辞典、独和辞典、類語辞典などを網羅した多言語の多機能辞典を作成することとされ
ている。まだ発展途上ではあるが、とりわけ近年になって使われるようになった固有名や
ブランド名に関する語彙の収録に関しては、すでに一般的な英語辞書をしのぐ集録数をも
っている。そのため、Wikitionaryについては、WordNetに収録されていない固有名、ブラン
ド名などの意味を検索することを目的に、補助的に使用することにした。 
 
4. 辞書に特有な表現への対応 
 
上記２点の辞書は、いずれも従来の紙ベースでなく、コンピュータ上で使用することが
前提となっている点で、コンピュータによる処理に適した辞書ではあるが、語彙の定義や
説明については、従来同様、すべて自然文で書かれており、人間による読解力を前提とし
たものとなっている。したがって、そうした定義や説明も含めてコンピュータによる処理
対象とするためには、Stanford ParserやSNaLCを介して、あらかじめSNePSによる命題計算
が可能な形式に変換する必要があるが、その際、辞書特有の表現法が使用されていること
に留意しなくてはならない。その主たる特徴としては、1. 主語の省略、2. 繋辞(be動詞）の
省略、3. 括弧を使った補足語の追記があげられる。例えば、"Mercedes"をWikitionaryで引く
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と、以下のように表示される。 
 
Wikitionaryによる"Mercedes"の検索結果 
Etymology 
Spanish Mercedes. The car was named for Mercedes Jellinek, the daughter of Austrian 
businessman Emil Jellinek who ordered 36 cars from Gottlieb Daimler. 
Proper noun 
Mercedes (plural Mercedes) 
1. A female given name occasionally borrowed from Spanish. 
2. (trademark) Short form of Mercedes-Benz. 
Noun 
Mercedes (plural Mercedes) 
1. A car manufactured by Mercedes-Benz. 
2. Plural form of Mercedes. 
 
現在のバージョンのSNaLCでは、原則として、表記上の省略がない完全な文章を対象と
しており、括弧などを使った追記についても、未対応である。そのため今回は主語は見出
し語として、繋辞は"is"2を説明文の頭部に付加し、括弧内についてはとくに必要がない限り、
原則含めずに、変換を行った（この程度の修正であれば、今後のSNaLCの部分的変更で対
応可能であろう）。 
さらに、二つ以上の名詞が繋がって固有の意味を形成しているような場合、ハイフンで
結合した複合語の形で見出し語に載っている場合が多々ある。たとえば、"driver"という語
をWordNetで引くと、その説明のひとつに、"the operator of a motor vehicle"という定義が見出
されるが、さらにこの "motor vehicle"を辞書で引く場合、単語を"-(ハイフン）"で結合し、
複合語としての"motor-vehicle"という見出し語で検索しなくてはならない。しかしながら、
一般の文章では"motor-vehicle"という複合語の形よりも、"motor vehicle"のように、２つの語
を並べて表記する方が一般的である。例えば、"motor"を"vehicle"にかかる形容詞のような修
飾語とみなして２回辞書引きして形容詞と名詞からなる名詞句として処理する場合と、
"motor-vehicle"という１語とみなして辞書引きする場合とでは、結果が異なる場合も考えら
れる。これに対しては、両方の場合をともに保持し、併用して処理していく方法と、辞書
に連語が見出し語として登録されている場合には、もとの自然文も含めてすべて連語に置
き換えて処理する方法の２種類が考えられるだろうが、今回の実験では、処理を簡単にす
るため、原則として後者の方法をとって処理を行うこととした。 
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5. 辞書における複数の定義をどのように SNePS で扱うか 
 
同じ言葉であっても、しばしば複数の定義や意味が付与されている。人間が用いる言葉
は多義的である。したがって、辞書でも同じ見出し語に対し、複数の定義や説明が記載さ
れている。これをどのように扱うかが、コンピュータで人間用の辞書を利用する際にもっ
とも注意を要する点である。再び"driver"を例にとると、WordNetでは、以下のように５つの
意味が分類して掲載されている。 
 
WordNetによる"driver"の検索結果 
The noun driver has 5 senses (first 1 from tagged texts) 
1. driver -- (the operator of a motor vehicle) 
2. driver -- (someone who drives animals that pull a vehicle) 
3. driver -- (a golfer who hits the golf ball with a driver) 
4. driver, device driver -- ((computer science) a program that determines how a computer will 
communicate with a peripheral device) 
5. driver, number one wood -- (a golf club (a wood) with a near vertical face that is used for 
hitting long shots from the tee) 
 
例えばこの"driver"という語を、これらの５つの意味ごとに区別して扱うため、それぞれ
"driver@wn¥1"、"driver@wn¥2"、"driver@wn¥3"、"driver@wn¥4"、"driver@wn¥5"と表記する
ことにする。"@wn"は「WordNet辞書による」ことを意味し、"¥n"(nは自然数）は「何番目
の定義であるか」を示す。また、WordNetの場合、語のすべての意味は、"synset"という概
念で分類されており、固有の概念番号が付与されている。これをSNePSの命題表現で表すと、
以下のようになる。 
 
WordNetを使って"driver"の検索結果をSNePS表現で表したもの 
(assert superclass driver subclass driver@WN¥1) 
(assert source WordNet synset driver@wn¥1 ID wn09885824) 
(assert superclass driver subclass driver@WN¥2) 
(assert source WordNet synset driver@wn¥1 ID wn09886348) 
(assert superclass driver subclass driver@WN¥3) 
(assert source WordNet synset driver@wn¥1 ID wn09886232) 
(assert superclass driver subclass driver@WN¥4) 
(assert source WordNet synset driver@wn¥1 ID wn06487211) 
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(assert superclass driver subclass driver@WN¥5) 
(assert source WordNet synset driver@wn¥1 ID wn03210301) 
 
これは、WordNetによると、"driver"という名詞の意味は、WordNet上の"driver@WN¥1"か
ら"driver@WN¥5"に対応する５つのsynset（それぞれ８ケタの数字が付与されている）から
成り立っていることを示している。原則的にSNePS表現においては、"driver"や
"driver@WN¥1"～"driver@WN¥5"は、語句自体を指しているのではなく、語句の意味、すな
わち語が指示する対象を指している (いわゆるde dictoではなく、de reを意味している) もの
と理解する。 
Wikitionary（およびそれ以外の一般的な辞書）の場合には、WordNetの場合のようなsynset
番号が付与されていないので、その部分を省略して、以下のように表現する。 
 
Wikitionaryを使って"Mercedes"（普通名詞）の検索結果をSNePS表現で表したもの 
(assert superclass Mercedes subclass Mercedes@wk¥1) 
(assert source Wikitionary synset Mercedes@wk¥1) 
(assert superclass Mercedes subclass Mercedes@wk¥2) 
(assert source Wikitionary synset Mercedes@wk¥2) 
 
辞書で表現されている個々の概念をクラス（存在の集合）とすれば、それに属する任意
のインスタンス（以下の例ではd1～d8）は、辞書のそれぞれの記述をみたすことになる。
例えば、WordNetの名詞"driver"の最初の意味、すわなち"driver is the operator of a motor 
vehicle"に対し、SNaLCを使って、SNePS表現に変換したものを上記の辞書情報に付加する
と、以下のようになる。 
 
WordNetの記述"driver is the operator of a motor vehicle"をSNaLCを使って、 
SNePS表現に変換したもの3（簡略化のため一部の不必要なコードを省略） 
(assert superclass driver subclass driver@WN¥1) 
(assert source WordNet concept driver@wn¥1 ID wn09885824) 
(assert instance d1 class driver@WN¥1) 
(assert instance d2 class be) 
(assert instance d3 class operator) 
(assert instance d4 class of) 
(assert instance d5 class motor) 
(assert instance d6 class vehicle) 
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(assert instance d7 class or) 
(assert instance d8 class motor-vehicle) 
(assert  hasIDT  (d1 d3) IDT  a )  
(assert  has-prep-p   d3  prep-p (build prep-obj (d6 d8) prep d4 )) 
(assert  adj-obj  d6  adj  d5) 
(assert  has-conj  (d6 d8)  conj-node  d7) 
(assert VP (build  noun d3 verb d2 tense present) subject d1 ) 
 
辞書のデータを、このようなSNePSの命題表現に変換することで、辞書に記述された情報
をこの世界に存在するさまざまな物事や出来事に関する一般的記述、すなわち知識ベース
として利用可能な形に変換することができる。辞書から得られる情報は、個々の具体的な
対象に関する情報とは異なり、あるクラスに属するインスタンスの一般的な特徴や属性に
関する情報であるため、具体的な自然文を変換した場合とは違い、具体的な成立状況を設
定する状況インスタンスや時制に関する属性は付加されない（ただし、この定義を実際の
文に適用する際には、その文で指示されている状況インスタンスを付与することになる。
これについては後述する。） 
 
6. Synset に関する情報（上位語・下位語）を付加する 
 
"driver"という見出し語でWordNetを検索した際、もっともこの文を理解するために適切と
思われる定義は、上記５つの選択肢のうち、最初の "driver -- (the operator of a motor vehicle)"
になる。一方（"Mercedes"という固有名、固有ブランド名は、WordNetの現バージョンには
見出し語として含まれていないため）、"Mercedes"の語彙の方をWikitionaryで検索した際、
最も適切と思われる意味は、"A car manufactured by Mercedes-Benz"となる。両者の語彙間に、
何らかの論理的関係（同義やクラス－インスタンスの関係など）を見出すには、前者にお
ける"motor-vehicle"という表現と後者における"car"という関係にどのような関係があるかを
見極める必要がある。この間に何の論理的関連性も見出せないならば、この自然文におけ
る間接的照応関係の同定は失敗することになる。 
一般常識を備えた人間の読み手ならば、両者がほとんど同義であることはすぐにわかる。
しかし、常識的知識を備えていないコンピュータにとっては、両者は二つの異なる記号列
を表しているにすぎない。異なる二つの語の関係を見つけ出すためには、シソーラスから
の情報を得て、比較対照を行う必要がある。WordNetの場合、一般のシソーラスと同様の情
報を、synset間のhypernym-hyponym（上位語－下位語）の関係として検索することができる
ことになっている。 
WordNetを使って、"motor-vehicle"に関するhypernym-hyponym関係を検索すると、以下の
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ようなデータが表示される（hypernym:briefモードで検索した場合）。 
 
WordNetを使って、"motor-vehicle"に関するhypernym-hyponym関係を検索した結果 
1 sense of motor vehicle 
Sense 1 
{03749282} <noun.artifact> motor vehicle#1, automotive vehicle#1 -- (a self-propelled wheeled 
vehicle that does not run on rails) 
       => {02680096} <noun.artifact> amphibian1#1, amphibious vehicle#1 -- (a flat-bottomed 
motor vehicle that can travel on land or water) 
       => {02826889} <noun.artifact> bloodmobile#1 -- (a motor vehicle equipped to collect 
blood donations) 
       => {02929975} <noun.artifact> car#1, auto#1, automobile#1, machine1#4, motorcar#1 -- 
(a motor vehicle with four wheels; usually propelled by an internal combustion engine; "he needs a 
car to get to work") 
（以下省略） 
 
ここから見出し語のみを抽出して、同義語、上位語－下位語関係を列記したSNePSによる
命題表現に変換する。これについては今回、手作業で行ったが、比較的単純な処理操作で
あるため、変換の自動化は可能であろう。 
 
SNePS表現による“motor-vehicle”の同義語、上位語－下位語関係の列記（一部省略） 
(assert synonym motor-vehicle@WN¥1 synonym automotive-vehicle@WN¥1) 
(assert hypernym motor-vehicle@WN¥1 hyponym (auto@WN¥1 automobile@WN¥1  
machine@WN¥1-4 motorcar@WN¥1 four-wheel-drive@WN¥1-1 4WD@WN¥1-1)) 
(assert source WordNet concept (motor-vehicle@WN¥1 automotive-vehicle@WN¥1) ID 
wn03749282) 
(assert source WordNet concept (car@WN¥1 auto@WN¥1 automobile@WN¥1 machine@WN¥4 
motocar@WN¥1) ID wn02929975) 
(assert source WordNet concept ambulance@WN¥1 ID wn02676307) 
 
ここには、WordNet上の"motor-vehicle"という見出し語の第１番目の概念と、上位-下位概
念の関係にあるWordNet上の見出し語とが、列挙されている。しかしながら、通常、言葉は、
辞書に挙げられている意味番号を付して使用されることはない。ある言葉に複数の意味や
概念があること知っていても、話者（書き手）は、単純にその言葉だけを使う。そして、
その中からの適切な意味のみを選択するという行為は、言葉が使用される文脈と読み手の
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解釈に委ねられている。 
例えば、ある場面で、"motor vehicle"という言葉に、"motor-vehicle@WN¥2"ではなく、
"motor-vehicle@WN¥1"に限定した意味を持たせたいとしても、話し手は"motor vehicle"とい
う言葉を使って、それを言い表すことになる。もちろん、その意味が"motor-vehicle@WN¥1"
以外のものでないことを明確にするため、補足的な説明が加えられることはあるだろう。
それでも、"motor vehicle"という言葉が、"motor-vehicle@WN¥1"に限定された意味を持つ言
葉として使用されるという点に変わりはない。ようするに、"motor-vehicle"という言葉は、
そのうちの一部の意味を表す一種の換喩(metonymy）として使用されているのである。 
こうした事情は、自然言語のほどんどの言葉についても当てはまる。日常のコミュニケ
ーションや情報伝達では、個々の言葉が多様な意味を担いうることを相互に了解しつつ、
あえて曖昧な言葉が用いられている。そのため、相互の意思の疎通には多かれ少なかれ、
蓋然性の要素が含まれることになる。このような自然言語における語と辞書の見出し語の
関係を、上位クラス－下位クラス(superclass-subclass)の関係を使って、SNePS表現に変換す
ると以下のようになる。 
 
見出し語の関係を、上位クラス－下位クラス関係を使ってSNePS表現した例（一部省略） 
(assert superclass motor-vehicle subclass motor-vehicle@WN¥1) 
(assert superclass automotive-vehicle subclass automotive-vehicle@WN¥1) 
(assert superclass four-wheel-drive subclass four-wheel-drive@WN¥1-1) 
[以下については、同様のため省略した] 
 
加えて、「ある名前を持った具体的対象（インスタンス）の属性が、辞書に載っている
複数の意味のどれかに該当する場合、その対象をその名前で呼ぶことは、ある程度の蓋然
性を伴うが、適切な呼び方でありうる（なぜならば、その言葉が意味しうるいくつかの概
念のうち、少なくともひとつについては、その条件を満たしているからである）」という
規則を定式化する。ここでは、このような蓋然性を伴う推定状況をSNePSの命題表現を使っ
て表すために、 "(assert modal possible state (build ～))"という構文（自然文で表すと、"It is 
possible that ~"）を導入した。 
 
辞書定義に蓋然性を付与するためのルールをSNePS表現したもの(1) 
 (forall ($A $B $C) ;A, B, Cは変数を表す 
&ant ( 
(build instance *A class *B) 
(build superclass *B subclass *C) 
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) 
cq 
(build modal possible state (build instance *A class *C)) 
) 
[AがBのインスタンスで、BとCの間に上位－下位関係(superclass-subclass)が 
成り立っていれば、AがCのインスタンスである可能性がある] 
 
同様に「辞書のふたつの見出し語（例えば、"motor-vehicle"と"car")の間に、上位－下位関
係が見出されるとき、前者の言葉で呼ばれる具体的対象は、ある程度の蓋然性は伴うが、
適切な呼び方でありうる」をSNePS構文で定式化する。 
 
辞書定義に蓋然性を付与するためのルールをSNePS表現したもの(2) 
 (forall ($A $B $C) 
&ant ( 
(build instance *A class *B) 
(build hypernym *B hyponym *C) 
) 
cq 
(build modal possible state (build instance *A class *C)) 
) 
[AがBのインスタンスで、辞書の見出し語BとCの間に上位－下位関係(hypernym-hyponym)が 
成り立っていれば、AがCのインスタンスである可能性がある] 
 
この規則を、"motor-vehicle"と"car"にあてはめると、"motor-vehicle"と呼ばれる対象は、あ
る程度の蓋然性をもって、"car"と呼ばれてもよいことを言い表していることになる。実際、
"motor-vehicle"であっても、バイクやエンジン付きの台車のようなものであるかも知れず、
ある対象が"motor-vehicle"である条件を満たしているからといって、それが"car"であるとは
いえない。しかし一方で、その対象が"motor-vehicle"であるという事実によって、それが"car"
でもありうるという可能性がある程度は確保されているともいえる。このことを、SNePS
命題で表現すると次のようになる。 
 
あるインスタンスXが、motor vehicleであれば、XがCarである可能性がある 
(assert instance X class motor-vehicle) 
(assert hypernym motor-vehicle hyponym car) 
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(assert modal possible (build instance X class car)) 
 
さらに、"Mercedes"に関するWikitionaryの記述("Mercedes is a car manufactured by 
Mercedes-Benz")により、"Mercedes"と呼ばれるが対象が、"car"の部分集合をなしている可能
性が示される（ISAの特性による）。ここから以下のようなSNePS命題が導出される。 
 
あるインスタンスYが、Mercedesと呼ばれるのであれば、YがCarである可能性がある 
(assert instance Y class Mercedes) 
(assert modal possible (build instance Y class car)) 
 
次に"driver"をWordNetで検索すると、すでにみたように"driver"にも複数の意味が割りふ
られている。上記の議論からも明らかなように、"driver"と呼ばれる対象には、これら５つ
の意味のどれかが蓋然的に当てはまる。ただし、今回の例文の条件を満たすような意味は
この中のひとつだけであり、ゆえにその解釈の蓋然性は他の選択肢に比べるとはるかに高
くなる。その論理プロセスを順次見ていくことにする。 
まず、上記の１番目の辞書記述により、 
"It is possible that the driver is the operator of a motor-vehicle"  ················· (1) 
を表すSNePS表現形式の命題が生成される。さらに、２番目の記述により： 
"It is possible that the driver drives animal that pull a vehicle" ···················· (2) 
というSNePS表現形式の命題が生成される。（３番目以降も同様に変換・生成される） 
(1)の場合、すでに例文および"motor-vehicle"についてのWordNetおよびWikitionaryの記述
から、"Mercedes"が"car"であり、さらに"car"は"motor-vehicle"である蓋然性が導出されてい
る。ゆえに、(1)は、"It is possible that the driver is the operator of car"と書き換えることができ
る。さらに、WordNetの"driver"に関する記述("driver" ⇔ "a operator of motor-vehicle")によっ
て、"operator"の対象が"motor-vehicle"である場合には、"operator"は"driver"と置き換えても差
し支えないことになっているため、結局(1)は、"It is possible that a driver of car exists"を含意4
していることがわかる。 
しかし(2)の場合、"animal that pull a vehicle"に対応する語や句が、辞書から得られた記述
にも、元の自然文にも存在しないため、置き換えが成立しない。３番目以降の辞書の意味
についても同様に置き換えは成立しない。こうして、(1)の辞書記述のみが、もとの自然文
に適用されることになる。その結果、元の自然文の第１文と第２文に、意味の共通項が見
出されることになる。 
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7. 間接的照応関係の蓋然的導出：アブダクションに基づく蓋然的推論と適切性 
 
上で見たように、辞書から得られる情報を元の文に適用する際には、蓋然的な性格が伴
わざるをえない。ある語彙の意味を知るために辞書引きを行う際、複数の定義が挙げられ
ていれば、どの定義が当の語彙に当てはまるのかは、実際にその定義をあてはめてみて得
られた自然文の解釈の適切性をもって判断するしかない。場合によって、その文章だけで
判断ができないときには、前後の文の内容をも含めて、文脈としての適切性を考慮する必
要がある。 
こうした解の求め方は、発見法(heuristics)もしくはアブダクション(abduction)と呼ばれる
方法論に属する。アブダクションを探究の論理(Logic of Inquiry)として最初に定式化したパ
ース(Peirce, S. Charles, 1839-1914)によると、アブダクションとは、帰納法とともに拡張的推
論に属する推論方法で、「説明仮説を形成する方法」であり、それは「新しい諸観念を導
入する唯一の論理的操作」であるとされる。また、それは「事実Cの観察から、それを説明
しうると考えられる仮説Hへの一種の「遡及推論(retroduction)」であり、論理的にいえば、
後件を肯定することによって先件を肯定するという、形式論理学的な見方からすれば妥当
性をもたない推論である。さらに、この推論は、本質的に試行錯誤的な本性をもつため、
状況に応じて修正していく必要があるという。 
パースのアブダクション研究は主として、科学的発見の論理としてのそれであったが、
このような思考法は、我々の日常にあまた存在し、我々の日常生活を日々豊かなものにし
てくれている。本論で扱った辞書引きによる適切な意味や定義の探索のプロセスのように、
適切な解答を求めて、不特定対象を探索し、検証するという知的な行動パターンは、まさ
しくこのアブダクションの論理に基づいた一種の論理的活動といえる。本論の目指したも
のとは、間接的照応解析のようなアブダクティブな推論に属する知的処理の一端を、コン
ピュータに行わせるには、どのような一連の手続きを実行する必要があるか、実験によっ
て確かめることでもあった。 
さて、今回の辞書引きによる適切解の導出においては、その解の適切性は間接的照応関
係をうまく導き出せるかどうかがその評価基準となる。関連する語彙を辞書で検索した際
に得られる情報（語の定義、意味）は、どれもその時点では蓋然的でしかない。今回の実
験で用いたSNePS表現では、例えば、以下のように辞書から得られた具体的存在に関する情
報は、すべて "(assert modal possible state (build [個々の具体的記述]))"という記述形式で表現
される。 
 
WordNetから得られる"driver"に関する情報をSNePSコード化： 
"driver is an operator of car" 
(assert modal possible state (build instance d1 class driver)) 
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(assert instance d2 class be) 
(assert instance d3 class of) 
(assert instance d4 class operator) 
(assert modal possible state (build instance d5 class car)) 
(assert modal possible state (build VP (build verb d2 noun d4) subject d1)) 
(assert modal possible state (build has-prep-p d4 prep-p (build prep-obj d5 prep d3 ))) 
 
Wikitionaryから得られる"Mercedes"に関する情報をSNePSコード化("Mercedes is a car") 
(assert modal possible state (build instance d11 class Mercedes)) 
(assert modal possible state (build instance d11 class car)) 
 
そのうえで、"Mercedes"と"the driver"の照応関係を導出するための規則を設定する。すな
わち、"Mercedes"が「自動車」のことを意味し、"driver"が「自動車の操作者」のことを意味
すると仮定したうえで、与えられた自然文から、両者が同一の自動車インスタンスを指示
していると解釈されるならば、先の仮定は（たんに可能というだけでなく）もっともらし
い(plausible)仮定であるといえる、という命題を導出するための規則を設定する。 
辞書から得られた"Mercedes"に関する情報では、それが女の子の名前であるとか、会社名
であるといった可能性もあるとされているが、このルールを設定することで、そうした可
能性は棄却される。また、"driver"に関する辞書情報においても、"driver"がゴルフクラブの
一種であるとか、台車を引く家畜の誘導者であるといった可能性が述べられているが、そ
うした可能性は、同じくこのルールによって棄却される。その結果、唯一、"Mercedes"が自
動車のインスタンスであり、"driver"がその自動車の操作者インスタンスであるという仮定
のみが、この自然文を解釈する際の確度の高い仮定として保持されることになる。 
これは同時に、従来の意味を介さない言語処理のみのやり方では困難とされてきた間接
的照応解析に解決策をもたらしてくれる。ただし、その際忘れてはならないことは、今回
の実験例の場合、他にもっともらしい仮説が提示されなかった結果、上記の解釈がきわめ
てもっともらしい解釈として提起されることになったのであるが、アブダクションに基づ
く推論という性格上、この解釈は必ずしも形式論理学でいう意味での論理的妥当性を持ち
得ないということである。 
これとは別に、同じようにもっともらしい解釈が可能なケースもありうるだろうし、逆
に与えられた条件（自然文や辞書情報）のもとでは、もっともらしい解釈が見つからない
場合もありうる。このような論理的推論において得られる満足度は、そのつどの状況に応
じた適切性でしかない。だからこそ、すべての条件が見事に満たされ、これ以上ないほど
ぴったり組み合わさったとき、我々は高い満足感を覚えるのである。 
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8. アブダクションに基づく論理処理プロセスの実装の試み 
 
実際に、もとの自然文および辞書から得られる情報などに基づき、以上のような論理処
理プロセスをSNePSシステム上で実装した際、その最大の要は、自然文のSNePS表現におけ
る状況インスタンスの値をすべて同一(以下に示す実装例ではC1)に設定する点にある。とい
うのも、同じ状況インスタンス値をもった命題間では、存在者間相互に論理的な制約が働
くからである。 
たとえまったく同じ出来事が記述してあっても、それらが生起した状況インスタンスが
異なれば、違った時空間で生起した別箇の事象とみなされ、共存が可能となる。逆に、矛
盾した出来事であっても、状況インスタンス値が異なればやはり共存が可能となる。しか
し、状況インスタンス値を等しく設定すると、同じ記述を与えられた2つの出来事は同一の
ひとつの出来事とみなされ、矛盾した記述を与えられた2つの出来事はエラーを生じて存在
できなくなる。さらに、相互に何の関連もない複数の出来事や事象の記述に関して、同じ
状況インスタンス値を付加すれば、それらは偶然の重なりによって、たまたま同じ時空間
で生起していると解釈されることになる。 
一般に人は、いくつもの偶然が重なりあって生起することを認めたがらない。むしろ、
偶然が同時に重なりあって生起しているようにみえるのは、それらの間に表に現れていな
い何らかの関連性があるからだと考えたがる。今回の例文では、"a blue Mercedes"と"the 
driver"が、連続した文脈で登場する。一般に読み手は連続した文脈には、何らかの結束性、
関連性が存在しているはずだと推測する。加えて、指示詞を伴った"the driver"という語句の
使用には、必ず先行する照応対象がなければならないという、文理解に際しての強い要請
が伴う。 
しかしながら、常識を欠いているコンピュータの場合、与えられた自然文だけでは、そ
の要請を満たす媒介項を見つけ出すことができない。そこで今回の実験では、人間におけ
る常識の代替として、辞書から得られさまざまな情報を、要請を満たす可能性をもった情
報として付加したのである。その結果、それらの情報の中に、"Mercedes"と"driver"とを媒介
し、結びつけることのできる情報が見出されることになった。 
これらの情報は、文脈の要請する関連性、結束性の要求に応えてくれるがゆえに、他の
情報よりも確からしい情報として受け入れられる。これが、今回の実装実験したアブダク
ションに基づく推論処理プロセスの概要である。この論理プロセスは、以下のようなSNePS
表現を使って実装を行った。 
煩雑さを避けるため、一部の重要でない固有名詞、形容詞などの要素は省略してある。
セミコロンで始まる行はコメント行である。さらに、簡単のため、辞書から得られるさま
ざまな情報のうち、付加しても、有効な情報として活性化されることのない情報（例えば、
ゴルフクラブとしての"driver"や女の子の名前としての"Mercedes"などの情報）は省略し、関
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連性のある情報として再活性化される情報のみを記載してある。 
 
Mercedesとdriverの間に照応関係を見出すための推論処理プロセスの実装コード 
;;;;;; WordNetから得られる"driver"に関する情報をSNePSコード化 ;;;;;; 
;;;;;; "driver is an operator of car" ;;;;;; 
(assert modal possible state (build instance d2 class driver)) 
(assert instance d3 class be) 
(assert instance d5 class of) 
(assert modal possible state (build instance d9 class car) ) 
(assert modal possible state (build has-prep-p d2 prep-p (build prep-obj d9 prep d5 ))) 
;;;;;; Wikitionaryから得られる"Mercedes"に関する情報をSNePSコード化 ;;;;;; 
;;;;;; "Mercedes is a car" ;;;;;; 
(assert modal possible state (build instance d42 class Mercedes)) 
(assert modal possible state (build instance d42 class car)) 
;;;;;; もとの自然文ををSNePSコード化 ;;;;;; 
;;;;;; (A) "Clenin noticed a Mercedes" ;;;;;; 
(assert instance c1 class situation) 
(assert instance b3 class clenin situation c1) 
(assert instance b4 class notice situation c1) 
(assert instance b6 class Mercedes situation c1) 
(assert VP (build  verb b4 tense past object b6) subject b3  situation c1) 
;;;;;; (B) "He had an impression that the driver was lying on the wheel" ;;;;;; 
(assert instance b8 class he  situation c1) 
(assert instance b9 class have situation c1) 
(assert instance b10 class impression situation c1) 
(assert instance b11 class that situation c1) 
(assert instance b13 class driver situation c1) 
(assert instance b14 class be situation c1) 
(assert instance b15 class lie situation c1) 
(assert instance b16 class on situation c1) 
(assert instance b17 class wheel situation c1) 
(assert VP (build  verb b9 tense past d-object b10 conj-node b11  that-object (build VP (build  
verb b15 beverb b14 tense past voice progressive) situation c1 subject b13)  ) subject b3 situation 
c1) 
(assert  has-prep-p   b15  prep-p (build prep-obj b17 prep b16 ) situation c1) 
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;;;;;; アブダクティブな論理計算のルールをSNePSコード化 ;;;;;; 
;;;;;; 変数の設定(A～Q) ;;;;;;; 
(add forall ($A $B $C $D $E $F $H $I $J $K $L $M $N $O $P $Q) 
;;;;; 前提条件の設定（ここから） ;;;;;;; 
&ant( 
;;;;; WordNetの"driver"に関する定義#1をコード化 ;;;; 
;;;;; "If there is an driver it can be the driver of a car" ;;;;;;; 
(build modal possible state (build instance *A class car))  
(build modal possible state (build instance *B class driver)) 
(build instance *C class of) 
(build modal possible state (build has-prep-p *B prep-p (build prep-obj *A prep *C ))) 
;;;;; Wikitionaryの"Mercedes"に関する定義#2をコード化 ;;;; 
;;;;; "If there is a Mercedes it may be a car" ;;;;;;; 
(build modal possible state (build instance *D class Mercedes)) 
(build modal possible state (build instance *D class car)) 
;;;;; もし辞書の記述、もとの自然文の記述が描写する事態が ;;;; 
;;;;; 同一の状況下で成立したとした場合（同じ状況インスタンス値の付与）;;;;;; 
(build instance *E class situation) 
(build instance *F class notice situation *E) 
(build instance *H class Mercedes situation *E) 
(build instance *I class clenin situation *E) 
(build instance *J class driver situation *E) 
(build instance *K class be situation *E) 
(build instance *L class lie situation *E) 
(build instance *M class that situation *E) 
(build instance *N class wheel situation *E) 
(build instance *O class have situation *E) 
(build instance *P class impression situation *E) 
(build instance *Q class on situation *E) 
(build VP (build  verb *F tense past object *H) subject *I situation *E) 
(build VP (build  verb *O tense past d-object *P conj-node *M  that-object (build VP (build  
verb *L beverb *K tense past voice progressive) situation *E subject *J)  ) subject *I situation *E) 
(build  has-prep-p   *L  prep-p (build prep-obj *N prep *Q) situation *E) 
) 
cq 
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;;;;; 結論命題の記述 ;;;;; 
;;;;; この状況(E)の下では、高い確度で、変数J(ここでは"driver")と、;;;;;; 
;;;;; 変数H(ここでは"Mercedes")が、前置詞C(ここでは"of")を介して結合する ;;;;;;;; 
(build modal plausible state (build has-prep-p  *J  prep-p (build prep-obj *H prep *C) situation 
*E))) 
 
上記のSNePSコードを実行すると、以下の結果が得られた。 
 
上記のSNePSコードの実行結果：間接的照応関係の導出 
(M38! (MODAL PLAUSIBLE) 
 (STATE 
  (M37 (HAS-PREP-P B13) (PREP-P (M36 (PREP D5) (PREP-OBJ B6))) 
   (SITUATION C1)))) 
 
このSNePS表現は、SNePSの論理演算の結果、38番目の命題（M!38)として、「状況イン
スタンス値C1のもとでは、対象B13("driver"のインスタンス)と対象B6("Mercedes"のインスタ
ンス）とが、前置詞D5("of")によって結合した状態が、もっともらしい」ことを示している。 
 
9. 考察：今後の課題 
 
今回の実装実験は、間接的照応関係をコンピュータを使って導き出す可能性を探るとい
う意味で行なった予備的実験である。そのため、今回は上記の例文を用いた実装実験のみ
を行った。他の例文においても、今回同様の肯定的な結果が得られるかについては、今後
の課題となる。とはいえ、今回の実験を通じて、アブダクションに基づく論理推論の手法
を一般化し、他の文例にも適用していく道筋は、ある程度明確になってきたように思える。
一方で、それらの手法を実行可能なプログラムとして実装するには、まだ解決が必要な課
題が残っていることも分かってきた。 
 その中でもとくに主要な課題として、以下のものがあげられよう。 
(a)間接的照応解析の対象となるターゲットをいかに特定するか 
(b)辞書の記述から必要な情報のみを抜き出すためのプログラムの開発 
(c)辞書引きに伴う計算量の膨大化にいかに対処するか 
(d)アブダクティブな論理計算に必要な処理ルールを、具体的な自然文ごとにいかに自
動生成するか 
(e)全体のプロセスをいかに自動化するか 
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(a) 今回の例文では、"Mercedes"と"the driver"、"the wheel"、"the man"が、間接的照応関
係をもとめるターゲットとなっていた。このターゲットの特定に関しては、プログラマー
である人間の常識に基づいて特定した。ターゲットが明確にならないと、どの語句につい
て辞書引きを行い、情報を取得すればよいかが決まらないからである。しかしながら、あ
らかじめまったく言葉についての知識を持たないコンピュータの場合、与えられた文章の
なかから、間接的な照応関係のターゲットとなりそうな語句をあらかじめ見つけだすこと
は困難と思われる。 
(b) だとすれば、コンピュータは名詞、動詞に当たるすべての語句を、文の先頭から順
次、辞書引きし、その情報を書き足していかなくてはならない。辞書に書かれている情報
といっても、WordNetなどのように、語の定義に関する情報のほか、上位語－下位語関係、
全体－部分関係(meronym)、反意語関係(antonym)などに関する情報など、さまざまな情報が
含まれる。対象が多義的な意味をもつ語句となると、さらに多くの情報が取り込まれるこ
とになろう。だとすれば、そのように膨大化していく辞書情報から、不要な情報を省き、
必要な情報のみを取得対象とする方法はあるかどうかについて検討しなくてはならない 
(c) 今回の例文における"Mercedes"と"driver"のように、照応関係の解析は、ターゲット
となる語句のペアを単位とし、その単位ごとに情報の収集と処理規則が設定され、推論が
実行されていると考えられる。あらかじめ照応関係を求めるターゲットが絞り込めないと
すると、対象となりうるすべての語句のペアについて、同様の推論プロセスを実行してい
かなくてはならない。そうした語句の組み合わせは、しばしば膨大な数にのぼると想定さ
れ、処理されなくてはならない全体の情報量も、それに伴って膨大化するであろう。はた
して現在のようなシステム構成で、処理すべき情報量の膨大化に対応できるかどうかを検
証していく必要がある。 
(d) (c)で述べたように、照応関係の解析のプロセスは、ターゲットとなる語句のペアに
対して、そのつど推論プロセスを実行していくことになる。そのための推論規則もすべて
のケースで同じにはならないことが予想される。ペアによって、異なる推論規則が必要に
なるとしたら、それをどのようにパターン化し、プログラム化していくかが課題となろう。 
(e) 今回の実験では、あくまでコンピュータを使ってアブダクティブな計算ができるか
どうかを確認することが優先事項であったため、必要に応じて推論規則やデータを手入力
している。将来的には、できる限り、処理作業全体を自動化する方向に持っていく必要が
ある。またこれに付随して、SNaLCの改良はもとより、プログラムインターフェースの改
良なども並行して行っていく必要があろう。 
今回使用した語学用の辞書のみならず、各種の事典、記録文書など、未だ人間のみが利
用可能な知識や情報の量は膨大に残されている。これらの情報を機械によって再利用可能
にするこの技術が実用化した場合の効用は計り知れないものがある。そこに至る道はまだ
はるかかなたとはいえ、そうした情報を機械による知的処理のために再利用する可能性に、
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わずかながら光がさしてきたように思える。 
 
 
注 
1 Monika Schwarz-Friesel（2007），p.9 に掲載されている例文。 
2 この場合の be 動詞"is"は、一般の意味ネットワークで用いられる ISA とは、論理的な意味が異なる。ISA
の場合、"Tom is a driver"などのように、Tom と driver との間には、部分-全体、または要素-全体といっ
た論理的関係が含意されている。したがって、"Tom is a driver"とは言えても、主語と補語をひっくり返
し、"A driver is Tom"とは言えない。(ただし、be 動詞"is"を指示機能として用いた"The driver is Tom"と
いう言い方は可能である。) 
辞書では、多くの場合、見出し語の概念の内包および外延がともに確定されるよう、編纂者が工夫して
語句の定義ないしは説明を行なっているため、多くの場合定義や説明は見出し語と置換えを行うことが可
能である。例えば、上記の例でみると、"Mercedes"という語を" A car manufactured by Mercedes-Benz"
という句と相互にそのまま置き換えても、問題は生じない。この場合の be 動詞"is"は、"is defined by the 
phrase that"ないしは、"is same as"としての意味機能をもっていると考えられる。 
3 SNePS 構文中に現れる d1 のような、アルファベット１文字と数字の組み合わせで表現されているのは、
個々のインスタンス名である。インスタンス名は任意で付与することができるため、SNaLC では自動で振
り当てるようにプログラムしてある。ここでは、d で始まるインスタンス名(d1 など)は、辞書の説明文に
登場する存在、b(b1 など)で始まるインスタンス名は、もとの自然文に登場する存在を指し示すものとして、
区別してある。 
4先に見た"driver"に関する WordNet の定義１("driver" ⇔ "a operator of motor-vehicle")は、以下のよう
に解釈、定式化される。 
motor-vehicle(x) ⋀ operator(x) ⇔ motor-vehicle(x) ⋀ driver(x)。 
（もし motor-vehicle とその operator が存在すれば、その operator は driver と呼ばれる） 
いま、motor-vehicle とその operator の存在 x が前提されているため、operator(x)を driver(x)で置き換え
ることができ、driver(x)の存在が推定される。 
これを辞書の定義から導かれる"driver"に関する一般規則として、SNePS 表現に変換し、元の自然文に
適用することで、上記の推論結果が導き出される。本論第 8 節に示した SNePS コードでは、ここで得ら
れた推論結果を前提として導入した。 
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