We show that the relative entropy between the reduced density matrix of the vacuum state in some region A and that of an excited state created by a unitary operator localized at a small distance ℓ of a boundary point p is insensitive to the global shape of A, up to a small correction. This correction tends to zero as ℓ{R tends to zero, where R is a measure of the curvature of BA at p, but at a rate necessarily slower than " a ℓ{R (in any dimension). Our arguments are mathematically rigorous and only use model-independent, basic assumptions about quantum field theory such as locality and Poincare invariance.
Introduction
The entanglement between a localized subsystem and its environment in a given quantum state is by now a very well investigated subject in quantum field theory (QFT). A basic physical picture which has been confirmed in many examples -and which is supported also by certain formal arguments -is that the dominant contribution to the entanglement arises from the strong correlations between degrees of freedom localized on either side and in the proximity of the surface separating the subsystem from the environment. These correlations are so strong, in fact, that quantities like the entanglement entropy diverge in typical states (such as the vacuum) in QFT.
If this quantity is computed with some short distance cutoff, then in many cases, formal arguments show that the leading contributions are organized in a series in the inverse cutoff, the dominant terms of which are related to local curvature invariants of the entangling surface, see e.g. [20] (replica trick) or [18] (holographic methods) or [16] (operator algebraic methods) and the many references therein. However, to our knowledge no universal, rigorous argument based just on the fundamental principles of QFT has been given to support the idea that the dominant contribution to entanglement (in "typical" states) arises from local correlations across the entangling surface.
In this paper, we provide such a universal argument that is based just on the standard features of locality (Einstein causality) and Poincare invariance in QFT. Rather than proving asymptotic curvature expansions in a cutoff of the type described, our idea is to directly probe the "dominant contributions" of the reduced density matrix of the system near the boundary in an operational way. It is in more detail as follows.
Let us say that the state of the QFT is |0y, which we will take to be the vacuum for simplicity. Let A be the spatial region of our subsystem, and B its complement. The reduced density matrix is then given (formally) by ρ A " Tr B |0yx0|. We want to ask how this reduced density matrix looks like from the point of view of observables in A localized very near a point, p, on the boundary of A, and we would like to make a quantitative statement to the effect that the dominant part of ρ A with respect to such observables does not change if we deform A sufficiently far away from p.
More precisely, we consider two regions (systems) A 1 , A 2 whose boundaries coincide near p but may differ further away from p. The corresponding reduced density matrices are called ρ j " ρ A j , j " 1, 2. Consider now a unitary operator U that is localized in a very small ball of size ℓ within A 1 and A 2 at the, very short, distance ℓ away from the point p where A 1 and A 2 touch, see fig. 1 . We would like to say that with respect to all such unitary operators, the reduced density matrices ρ 1 and ρ 2 look alike. To turn this into a quantitative statement, we look at the excited state U|0y, with reduced density matrices given, obviously, by Uρ j U˚with respect to the A j . The "distance" in state space between ρ j and Uρ j U˚should in this setup be nearly the same for j " 1 or " 2 (i.e. for A 1 and A 2 ) if indeed the reduced density matrices are insensitive to changes of the region far away from the point p near which U is localized.
In this paper, we will use the relative entropy Spρ{σq between two states as the natural distance measure 1 , and we will show rigorously that
Here, R characterizes the curvature of the boundary of the smaller region at the point p and 0 ă α ă 1 is a parameter characterizing how much energy is created by U from the vacuum: If U˚|0y is decomposed in an energy eigenbasis |Ey with respect to the generator of boosts associated with the half-space touching p, then we ask |xE|U˚|0y| 2 ď Ope´| E| α q. As we shall see, due to the sharp localization of U such a behavior is possible in general only for α ă 1, but not for α " 1, which can be seen as a manifestation of the Heisenberg uncertainty principle. Thus, convergence in (1) necessarily falls slightly short of Op a ℓ{Rq, which would correspond to α " 1. To prove our result, we use operator algebraic methods, in particular methods from Tomita-Takesaki modular theory as well as Araki's definition of the relative entropy for general v. Neumann algebras. The basic principle is that the modular flow associated with A 1 when applied to U will stay within the local algebra associated with A 2 for longer and longer as ℓ Ñ 0; in fact, the maximum flow time up to which this is the case goes like " p2πq´1 lnpR{ℓq. As already shown in a classic paper by Fredenhagen [10] , this gives some control over the modular operators associated with A 1 and A 2 . We improve and extend these methods so as to be able to obtain the bound (1), the precise formulation of which is provided in thm. 3 below.
Notations and conventions: Our use of the big-O-notation is the following. We say that f pxq ď pěqOpgpxqq as x Ñ 8 if there is an x 0 and positive constants C (resp. c) such that f pxq ď Cgpxq (resp. f pxq ě cgpxq) for x ě x 0 . When both relations hold, we say f pxq " Opgpxqq.
Relative entropy between vacuum and an excited state
We first recall the definition of the relative entropy in terms of modular operators due to Araki [2] and then state our main technical result. It will be proven in sec. 3 and then used in sec. 4 to demonstrate (1), see thm. 3. For details on operator algebras in general we refer to [7] and for a recent survey of operator algebraic methods in quantum information theory in QFT, we refer to [16] . A nice exposition directed towards theoretical physics audience is [22] . Let M be a v. Neumann algebra 2 of operators on a Hilbert space 3 , H. We assume that H contains a "cyclic and separating" vector for M, that is, a unit vector |Ωy such that the set consisting of a|Ωy, a P M is a dense subspace of H, and such that a|Ωy " 0 always implies a " 0 for any a P M. We say in this case that M is in "standard form" with respect to the given vector. M`denotes the set of positive, self-adjoint elements in M (which are always of the form a " b˚b for some b P M).
In this situation, one can define the Tomita operator S on the domain dompSq " ta|Ωy | a P Mu by Sa|Ωy " a˚|Ωy
The definition is consistent due to the cyclic and separating property. It is known that S is a closable operator, and we denote its closure by the same symbol. This closure has a polar decomposition denoted by S " J∆ and we see that the cyclic and separating property in a sense says that this reduced density matrix is "as mixed as possible". The modular operator is given by
while the modular conjugation is given by Jpa b 1 n q " 1 n bā, where the overbar means the element-wise complex conjugation of a matrix a. The modular flow is, therefore, σ t paq " ρ it aρ´i t . The "modular Hamiltonian",
can be split in the present example into a part belonging to M (the first term) and a part belonging to M 1 (the second term). This split is impossible for general v. Neumann algebras, in particular for the type III 1 -factors appearing in quantum field theories 4 . The natural cone consists of the self-adjoint, positive semi-definite matrices in H.
A generalization of this construction is that of the relative modular operator, flow etc. [1] . For this purpose, let ω 1 be a normal state on M, |Ω 1 y its unique vector representative in the natural cone in H, which is assumed (for simplicity) to be cyclic and separating, too. Then we can consistently define
form the closure, and make the polar decomposition
ω,ω 1 . The relative entropy is defined by
In the above example, we get ∆ 1 is the density matrix associated with ω 1 . The relative entropy has many beautiful properties, the important ones of which were already derived by Araki [2] . It is e.g. never negative, but can be infinite, is decreasing under completely positive maps, is jointly convex in both arguments, etc. The physical interpretation of Spω{ω 1 q is the amount of information gained if we update our belief about the system from the state ω to ω 1 . In this paper, we are interested in the special case when ω 1 " ω U , where
and where U is a unitary operator from M. In applications, ω is for instance the vacuum state and ω U represents an excited state. The corresponding vector representative in the natural cone is |Ω U y " Uj ω pUq|Ωy, with j ω paq " J ω aJ ω . Going through the definitions, one finds immediately that j ω pUq∆
where ∆ is the modular operator of the original state ω. More specifically, we are in the following setup:
Basic setup: We assume that we have an inclusion M 1 Ą M 2 of v. Neumann algebras in standard form on a Hilbert space H with cyclic and separating vector |Ωy (for both M j ) The associated modular operators are called ∆ 1 , ∆ 2 and the modular flows are called σ
Given a unitary U P M 2 , we can then define the relative entropy between ω and ω U with respect to M 1 (i.e. the states are viewed as functionals on M 1 ) or with respect to M 2 (i.e. the states are viewed as functionals on M 2 ). These relative entropies are denoted by
and are in general different. (The monotonicity of the relative entropy [3] gives S 1 ě S 2 .) Our main technical result is:
For n ą 1 we have that
for large τ uniformly in U.
2. For 0 ă α ă 1 we have that
Here, H´"´E1 ln ∆ 1 ě 0 is the negative part of the modular Hamiltonian, where E1 is the spectral projector of ln ∆ 1 (see (40)) associated with the negative part of the spectrum.
This theorem is a direct consequence of (13) and prop. 1. It expresses that the difference between the relative entropies goes to zero for unitaries having a large τ , i.e. unitaries staying inside M 2 for long under the modular flow of M 1 . The rate of decay depends on the property of the unitary. Roughly speaking, the less energetic the excited state ω U˚i s with respect to the negative part H´"´E1 ln ∆ 1 of the modular Hamiltonian, the faster the decay of the difference as τ goes to infinity. For an exponential decay (i.e. α " 1 in the second case), one would need a non-trivial unitary U P M 2 such that the vector U˚|Ωy is in the domain of the inverse modular operator ∆´1 1 . Such unitaries typically do not exist, see sec. 4 for an illustrative example. In some sense this is a consequence of the uncertainty principle. Thus, we need to content ourselves with a sub-exponential decay.
We will illustrate the meaning of this result in the context of relativistic quantum field theory in sec. 4.
Technical results
In this section, we assume the Basic Setup described above. Our first lemma is the following: Lemma 1. Let εpkq be any non-negative, non-increasing continuous function such that ş 8 εpkq{k dk ă 8. Then there exists a positive real valued continuous function gpkq " Ope´| k|εp|k|(as |k| Ñ 8) such that for all a P M 2 having the property σ t 1 paq P M 2 for |t| ď τ ą 1:
for all u P R, 0 ď γ ď 1, where
Remark 1. Below we will need the lemma only with g " 1. If we also set γ " 1, the statement is already proven in [10] . The case of general g can be interesting for other applications, e.g. if u remains bounded or if a˚|Ωy is very small, i.e. if a is approximately a creation operator.
Proof. We let S i be the Tomita operators for M i with polar decompositions
The set dompS 1 q is a Hilbert space called H 1 with respect to the inner product (graph norm)
Letting I : H 1 Ñ dompS 1 q be the identification map, one shows that I´1dompS 2 q is a closed subspace H 2 Ă H 1 with associated orthogonal projection P 2 . The operators
) and their adjoints are Vj " p1`e u ∆ j q 1{2 IP j (with P 1 " 1). There follow the relations
which can already be found in [10] . These relations imply that for all a P M 2
xaΩ|p1`e u ∆ 1 q´1aΩy´xaΩ|p1`e u ∆ 2 q´1aΩy " }p1´P 2 qI´1p1`e u ∆ 1 q´1aΩ} 2 . (22) The fact that the right side is manifestly non-negative already gives the left inequality in (17) . One way to estimate the right side is as follows. For u ą 0, we simply use that }1´P 2 } " 1 to get
using in the last step the definition of I. For u ď 0, we use that p1´P 2 qI´1a|Ωy " 0 since a|Ωy is in the domain of S 2 , meaning that I´1a|Ωy is in H 2 . Thus we can write
using again the definition of I in the third step and
1 in the fourth line and J 1 ∆ 1 J 1 " ∆´1 1 in the last line. Together with (23) this shows that
which is our first way to estimate the right side of (22) . A second way is as follows. For a real number y ą 0, we write:
where the first equality is the standard Mellin-Barnes representation of the geometric series and the second follows from the properties of the Gamma function. Therefore, by the spectral calculus
For |t| ă τ , we know by assumption that σ
it 1 a|Ωy " 0. So we can effectively restrict the range in the integral to |t| ě τ and drop the i0-prescription. A even better estimate is obtained if instead we choose a real-valued smooth functionĜptq such thatĜptq " 0 for t ă´1 2 andĜptq " 1 for t ą 1 2 related to Gpkq via the Fourier transform,
Now define
It follows that
using the definition of I in third line and
1 in the fourth line and
We claim that a Gpkq exists with the same fall-off for large |k| as the function gpkq stated in the lemma. More precisely, we state: Lemma 2. There exists a smooth functionĜptq such thatĜptq " 0 for t ă´1 2 , such that Gptq " 1 for t ą 
for k in the upper half plane, provided |k| sufficiently large.
Remark 2. The proof shows that we can choose c 1 to be any constant ą 1 2
.
Proof. Note that Gpkq, if it exists, must be automatically analytic in the upper half plane Im k ą 0. That such functions exist is well-known. To prove the claimed fall off for imaginary k, we adapt a method by Ingham [17] . We set
The product converges absolutely and uniformly in each finite domain of k if the series of positive terms ř n ρ n is convergent. Furthermore, Gpkq is analytic in the upper half plane, and the Fourier transform of kGpkq has support inside the interval t P r´1 2 ,
, essentially because the product of sinc functions in k-space corresponds to an infinite convolution of top hat functions in t-space, and the n-th convolution increases the support by an amount ρ n (see [6] 
. Now it is compatible with choices already made to take ρ n non-increasing with ρ n ě eεpnq{n for n exceeding some n 0 , and we set ν " t| Re k|εp| Re k|qu. Furthermore, we let N be the largest natural number such that |k|ρ n ě 1. Then we split the product defining Gpkq into factors in the range a) 1 ď n ď ν, b) ν ă n ď N, and c) N ă n. For sufficiently large | Re k| we then have | Re k|ρ ν ě e, and the factors in the range a) can consequently be estimated in absolute value by:
The factors in the range b) can be estimated in absolute value by e Im k ř N n"ν`1 ρn ď e Im k{2 . The factors in the range c) can be estimated e.g. using the infinite product for the sinc function given in [11] (putting x " kρ n , so |x| ă 1 in the range c)ˇˇˇs
where the last step holds provided 2 cosp2 argpkqq " 2 cosp2 argpxqq ą π´2. Thus, provided δ| Re k| ą Im k for some sufficiently small δ ą 0, the modulus of the factors in c) is bounded by 1. On the other hand, in the sector δ| Re k| ď Im k, the modulus of the factors in c) is estimated simply by (putting x " kρ n )ˇˇs in x xˇď e |x| , so in that sector the modulus of the product of the factors in c) is at most e |k| ř 8 n"N`1 ρn ď e |k|{2 . Multiplying our bounds for a),b),c) gives the claimed bound (31) for k in the upper half plane, provided |k| sufficiently large, noting that in the sector δ| Re k| ď Im k, this bound is compatible with an upper bound of the form e c 2 |k| for c 2 ą 0.
We now use this knowledge to gain more information about the function f τ pyq. For convenience we write y " e k . Applying the convolution theorem, using the Fourier transform of rsinhpπpt`i0qqs´1 (see (26)), and the usual behavior of the Fourier transform under a shift of the argument, the definition of f τ pe k q can be rewritten as
Since Gppq is analytic in the upper half plane, we can evaluate the integral by means of the residue theorem. The poles of p1`e k´p q´1 in the upper half plane are at the points p " k`2πipn`1 2 q, n " 0, 1, 2, . . . . Since G satisfies the decay condition (31), we can close the contour when τ ą 1. Application of the residue theorem then gives
which converges for τ ą 1. Now we apply the bound (31) to estimate the series term-byterm. This in combination with the geometric series gives
for a function gpkq with the properties claimed in the lemma. We insert this into the right side of (30) and apply the functional calculus. Then we immediately get
Combining this with (25) in (22) then gives the inequality claimed in the lemma.
It is clear that the term in curly brackets in (17) is bounded for instance by
choosing g to be constant. Next we need a bound on R a as defined in eq. (18) . For negative u, we trivially get the bound R a puq ď e u }a˚Ω} 2 . For positive u, we decompose R a " Rà`Rá with Rà puq "
Here, E1 is the spectral projection for the positive part of the spectrum in the decomposition of ln ∆ 1 given by
Similarly, still for positive u, we choose some continuous function η : R´Ñ R`and estimate
Rá puq "
Here, E1 projects onto the negative part of the spectral decomposition of ln ∆ 1 . We now assume that η is chosen in such a way that u Þ Ñ rinf kě0 p1`e´k`uqηp´kqs´1 is an integrable function on R`, which is the case e.g. if η is bounded positively away from zero and if we choose ηp´kq " Opk n q with n ą 1 or ηp´kq " Ope k α q with α ą 0 when k Ñ 8 (see also lemma 4). Then (17) yields: Lemma 3. Let η : R´Ñ R`be a continuous function such that R`Q u Þ Ñ rinf kě0 p1è´k`u qηp´kqs´1 is integrable, and let 0 ď γ ď 1. There is a constant C independent of u, τ such that for all u ď 0:
whereas for all u ě 0:
for all a P M 2 such that σ t 1 paq P M 2 for |t| ď τ with the property that a|Ωy is in the domain of ηpE1 ln ∆ 1 q.
We now integrate the inequalities from this lemma against u and use on the left side the operator identity ln ∆ 2´l n ∆ 1 "
where the integral is understood in the Cauchy principal value sense in the strong operator topology (it may not exist when applied to a vector not in the domain of both ln ∆ j ). The integration range is split into the following parts: u P p´8, 0q, r0, πτ q, rπτ, 8q. For the first region, we take γ " 1 2 , for the second region, we take γ " 1, and for the third region, we take γ " 0. To get a non-trivial bound, η is chosen such that u Þ Ñ rinf kě0 p1`e´k`uqηp´kqs´1 is an integrable function and such that a|Ωy is in the domain of ηpE1 ln ∆ 1 q. If we also take a " U to be a unitary (implying that }UΩ} " 1 " }U˚Ω}), then we immediately obtain the following theorem. Theorem 2. Let η : R´Ñ R`be a continuous function such that R`Q u Þ Ñ rinf kě0 p1è´k`u qηp´kqs´1 is integrable. There exists a constant C not depending on u, τ such that
for any unitary U P M 2 such that σ t 1 pUq P M 2 for |t| ď τ , where
Remark 3. Due to our assumption on η, K η pτ q goes to zero as τ Ñ 8, but never faster than e´π τ . Variants of the above bound can be obtained by taking the second integration region instead to be p0, cπτ s, where c is strictly between 1 and 2. This can lead to some improvements depending on the choice of η, which we will not discuss here for simplicity.
More explicit bounds are obtained by choosing specific examples for the function η. For instance, we have the following elementary lemma:
Lemma 4. If a continuous function η : R´Ñ R`satisfies ηp´kq " Opk n q as k Ñ 8 for some fixed n ą 1, then K η pτ q " Opτ´n`1q, or if ηp´kq " Ope k α q as k Ñ 8 for some fixed 0 ă α ď 1, then K η pτ q " Opτ 1´α e´p πτ q α q as τ Ñ 8.
Proof. We give a proof of this lemma in the second case. Our conventions for the big-O-notation mean that p1`e´k`uqηp´kq ě Cp1`e´k`uqe k α for some constant C ą 0. Consider first the case that 0 ď k ď p2αq
1{p1´αq . Then we get p1`e´k`uqηp´kq ě C expp´p2αq 1{p1´αq qe u ě Ope u α q when u Ñ 8. In the other case when k ą p2αq 1{p1´αq , the infimum of k Þ Ñ p1`e´k`uqe k α is either attained for k " p2αq 1{p1´αq -which we have already discussed -or at a stationary point k 0 . Computing the derivative of this function and using the condition k ą p2αq 1{p1´αq , we find that at the stationary point, we must have u ď k 0 . But then p1`e´k`uqηp´kq ě Cp1`e´k 0`u qe k α 0 ě Ope u α q, again, when u Ñ 8. These two cases imply that rinf kě0 p1`e´k`uqηp´kqs´1 ď Ope´u α q. Thus, there exists a constant c such that
as τ Ñ 8. Here Γpp, yq is the incomplete Gamma function. The other case is treated similarly.
Combining theorem 2 with this lemma, we immediately get: Proposition 1. Let U P M 2 be a unitary such that σ t 1 pUq P M 2 for |t| ď τ .
1. For fixed n ą 1 we have that
2. For fixed 0 ă α ď 1 we have that
We remark that if the assumption of the proposition is satisfied for U, then also for U˚. In sec. 2, we apply the proposition to U˚.
Applications to quantum field theory
We now apply the abstract result Thm. 1 in the context of quantum field theory (QFT). In the algebraic formulation of QFT, the algebraic relations between the quantum fields are encoded in a collection of C˚-or v. Neumann algebras associated with spacetime regions. The precise framework depends somewhat on the type of theory, spacetime background etc. one would like to consider.
In the case of Minkowski space M " R d,1 , a standard set of assumptions, manifestly satisfied by many examples, and believed to be satisfied by all reasonable QFTs, is as follows. Call a "causal diamond" O Ă M any set of the form O " DpAq, where A is any open subset of a Cauchy surface -R d , and DpAq its domain of dependence, i.e. the set of points x P M such that any inextendible causal curve through x must hit A once, see [21] for further details on these concepts. This is illustrated in fig. 2 . Poincaré transformations g " pΛ, aq P SO 0 pd, 1q˙R d`1 act on points in M by g¨x " Λx`a. Since Poincaré transformations are isometries of Minkowski spacetime, they map causal diamonds to causal diamonds, so we get an action O Þ Ñ g¨O on the set of causal diamonds.
Abstractly, a QFT can be thought of as a collection ("net") of C˚-algebras ApOq subject to the following conditions [12, 13] :
a2) (Causality) rApO 1 q, ApO 2 qs " t0u if O 1 is space-like related to O 2 . In other words, algebras for space-like related double cones commute. Denoting the causal complement of a set O by O 1 , we may also write this more suggestively as
where the prime on the right side is the commutant.
a3) (Relativistic covariance) For each Poincare transformation g P P " Spin 0 pd, 1qṘ d`1 covering 5 a Poincaré transformation pΛ, aq P SO 0 pd, 1q˙R d`1 , there is an automorphism α g on A such that α g ApOq " Apg¨Oq for all causal diamonds O and such that α g α g 1 " α gg 1 and α p1,0q " id is the identity. a4) (Vacuum) There is a unique state ω 0 on A invariant under α g . On its GNSrepresentation pπ 0 , H 0 , |0yq, α g is implemented by a projective positive energy representation U of P in the sense that π 0 pα g paqq " Upgqπ 0 paqUpgq˚for all a P A, g P P.
Positive energy means that the representation is strongly continuous, and that, if x P M Ă P is a translation by x, so that we can write
the vector generator P " pP µ q has spectral values p " pp µ q in the forward lightcone
a5) (Additivity) We assume that any element of A can be approximated arbitrarily well in the sense of matrix elements in the vacuum representation π 0 by finite sums of elements of the form α x i pa i q, where a i are in some arbitrarily small double cone, and where α x i denotes a translation by x i P M.
For technical reasons, one often forms the weak closures MpOq " rπpApOqqs 2 of representations π of the observable algebras. The double prime means the twice repeated commutant which if we start with a v. Neumann algebra would give back the algebra itself, and otherwise gives the smallest v. Neumann algebra containing the algebra we started with. This gives a, in general representation dependent, net of v. Neumann algebras (on the respective representation Hilbert space H).
A straightforward, but important, consequence of axioms a1)-a5) is the Reeh-Schlieder theorem [19] , which is the following. We know by construction that π 0 pAq|0y is dense in the entire Hilbert space, H 0 . One might guess at first that the subspace of states π 0 pApOqq|0y, describing excitations relative to the vacuum localized in a double cone O, would depend on O. This expectation is incorrect, however, and instead the ReehSchlieder theorem holds: For any double cone O, the set of vectors π 0 pApOqq|0y is dense in the entire Hilbert space. The same statement remains true if |0y is replaced with a vector with finite energy or by a KMS-state.
The Reeh-Schlieder theorem implies that the vacuum vector |0y in the vacuum representation, or the vector representative |0 β y of a KMS state in a thermal representation is cyclic and separating for any double cone, so we are naturally in the setting of sec. 2 and thm. 1. We now discuss these examples.
Touching regions in vacuum
Consider first the following geometric situation:
is a half-plane in the same slice, e.g. A 1 " tx 0 " 0, x 1 ą 0u. It is assumed that A 2 Ă A 1 and that both regions touch at one boundary point, taken to be 0 without loss of generality. O j " DpA j q, j " 1, 2 are the corresponding causal diamonds. We choose the vacuum representation π 0 (see a4) of the net, and set
Consider now a third region B Ă A 2 which is a ball of diameter 1 centered at p 1 2 , 0, 0 . . . , 0q (here we mean a point in a spatial slice R d having x 0 " 0). Then ℓB is a region inside Consider furthermore a sequence of unitaries U ℓ each of which is contained in the algebra associated with the double cone DpℓBq, see see fig. 3 . In order to apply thm. 1, we need to know the maximum "Rindler time" value τ such that σ 
the answer can be found without difficulty. It is exactly τ " p2πq´1| ln ℓ{2R| if A 2 is a ball of radius R touching the half space A 1 in the origin, see fig. 3 . So if we write ω ℓ paq " ωpUl aU ℓ q
for the state excited by U ℓ (represented by the vector U ℓ |0y) and ω for the vacuum state (represented by the vector |0y), case 2) of thm. 1 gives in this case for instance
assuming in this case that our unitaries U ℓ have been chosen e.g. such that
Here M "´i
UpΛptqq t"0 is the generator of the boosts in the px 0 , x 1 q-plane given by a4) and (52), so e itM " ∆ it 1 by the Bisognano-Wichmann theorem. Such a choice is possible generically if 0 ă α ă 1 (but not for α " 1). In a dilation invariant theory, this will follow if we can chose one unitary, U 1 , in B such that the condition is satisfied, by simply setting U ℓ " e ipln ℓqD U 1 e´i pln ℓqD for arbitrary 1 ě ℓ ą 0. Here D is the generator of dilations on H. This follows because M commutes with D. In order to suggest that for any 0 ă α ă 1, but not α ě 1, there typically ought to exist a unitary, U 1 , in B such that U1 |0y is in the domain of e |M | α , we consider below as an illustrative example of a chiral half of the free massless fermion field in 1+1 dimensions.
However, before that, we point out that we can immediately generalize the above result to more general pairs of open regions A 1 , A 2 Ă R d as in fig. 1 :
touching in a single point p on their boundaries. Assume furthermore that there exists an open ball of radius R contained in A 2 whose boundary touches p. Let O j " DpA j q, j " 1, 2 be the causal completions and M j the corresponding algebras of observables as in (51). Let ω be the vacuum state of a theory satisfying a1)-a5). Then if tU ℓ u ℓą0 is a family of unitary operators as described, satisfying (55) for the generator of boosts M in the half-space containing A 1 , and touching p, whose spacetime localization shrinks to p as ℓ Ñ 0`, then (54) holds in this limit, where ω ℓ p . q " ωpUl . U ℓ q is the state excited by U ℓ .
Remark 4.
With the improved bound indicated in remark 3, the upper bound (54) can easily be improved e.g. to the bound (1) mentioned in the introduction. As the example of the free massless fermion in the next section suggests, the value of α must be ă 1, so the decay in (54) falls short of the limiting behavior Op a ℓ{Rq.
Proof. Let A 3 be a half-plane whose boundary touches p and such that A 3 Ą A 1 , A 2 (which exists due to convexity), and let A 4 be an open ball of radius R contained in A 2 whose boundary touches p (which exists by assumption). By the monotonicity of the relative entropies and a1), we have, with the obvious notations, S 3 ě S 1 ě S 2 ě S 4 , implying |S 1´S2 | ď |S 3´S4 |. However, we have already argued that the claimed bound (54) holds for |S 3´S4 |, which finishes the proof.
Free massless fermions in 1`1 dimensions
In order to illustrate the meaning of the condition (55) entering the assumption of thm. 3, we now consider the theory of free massless fermions in 2-dimensional Minkowski space. As is well known, such a theory can be viewed as the tensor product of two "chiral halves", each living on a lightray. The discussion boils down to the discussion of these theories on the light ray, and so, for simplicity, we directly focus on them. For conformal field theory on one lightray, the axioms a1)-a5) are formulated in a somewhat adapted form, so we first describe this. Instead of a1), we now have a net tApIqu indexed by open intervals I Ă R, with R thought of as representing one light ray. a2) remains unchanged except that the notion of complement is now the ordinary complement of subsets of R. In a3), we have instead of the Poincare group now the group of conformal maps of the ightray, isomorphic to the Möbuis group PSL 2 pRq, where a group element g "ˆa b c d˙a cts by gpxq "
. In a4) we now have a projective unitary positive energy representation of the Möbius group, where P is now the generator of translations x Þ Ñ x`b. a5) remains the same. The algebras for one chiral half of the free massless Fermion theory are described as follows, see [3, 9] for details. The algebra ApIq, I Ă R an open interval is generated as a Proposition 2. Let f be a real valued test function supported in p a point p on the boundary BA. It is perhaps possible to say more along the following lines. One can look at´Spρ A {Uρ A U˚q in the spirit of the 1st law of thermodynamics as ∆Sppq´T ppq∆Eppq [8] (see also [15] ). Here ∆Sppq " S vN pρ A q´S vN pUρ A U˚q is the difference between the v. Neumann entropies and T ppq should be a local temperature in the spirit of [4] , in the limit when the localization of U approaches p. The idea would then be that T ppq only depends on the geometry of BA at p. It would be interesting to investigate this further in a general setting, perhaps along the lines of [4] .
