Abstract: False data injection (FDI) attack is a hot topic in large-scale Cyber-Physical Systems (CPSs), which can cause bad state estimation of controllers. In this paper, we focus on FDI detection on transmission lines of the smart grid. We propose a novel and effective detection framework to identify FDI attacks. Different from the previous methods, there are multi-tier detectors which utilize edge nodes such as the programmable logic controllers (PLCs) instead of the central controller to detect attacks. The proposed framework can decrease the transmission time of data to reduce the latency of decisions because many sensory data need not be transmitted to the central controller for detection. We also develop a detection algorithm which utilizes classifiers based on machine learning to identify FDI. The training process is split from every edge node and is placed on the central node. The detectors are lightweight and are properly adopted in our detection framework. Our simulation experiments show that the proposed detection framework can provide better detection results than the existing detection approaches.
Introduction
With the tight combination of information technology and physical systems, many vulnerabilities have been exposed. Especially, attackers can utilize the vulnerabilities of wireless network to intrude into the CPSs, causing the vast destruction of physical systems, such as FDI attack [1] .
FDI attack is an extremely hot topic for malicious attackers and defenders because of its easy implementation and great destruction force. An FDI attack can be launched by directly modifying data of sensors or falsifying sensory data returned to the controllers, causing the wrong state estimation and improper operations. Many FDI attack strategies in different realms have been described in previous research such as FDI attacks in smart grid, FDI attacks in railway, and FDI attacks in nuclear power stations.
In this paper, we focus on the detection of FDI attacks on transmission lines of the smart grid. An FDI attack on transmission line refers to the action in which a smart attacker modifies a part of sensory data to cause the false evaluation of line states such as transmission line outage mask attacks [2] . Transmission line states estimated based on related sensory data are critical to maintain the normal running of smart grid. Each-tier controllers need to distribute energy to different lines based on the states of lines. If a line is disconnected, the corresponding current will be automatically transmitted by other lines, which may increase the possibility that other lines are also disconnected when the controller does not know the line has been disconnected. The 2003 northeastern blackout in the United States has shown that outages of a few lines can cause a cascading failure and lead to a large-scale blackout. The existing works [3, 4] also demonstrated the importance of integrity of information about line state.
Considering the importance of line state and the possibility of data modification, many mechanisms have been proposed to detect line outages and identify FDI attacks [5] [6] [7] [8] [9] [10] [11] [12] . For example, in [10] , the method based on social users information was described, but, further development was required. The residual based detectors [7] have been used widely in power systems, where the detector needs to utilize the topology of lines and the whole sensory data. In [8, 9] , effective methods were proposed to detect FDI attacks on transmission line states. The method in [8] evaluated the equivalent impedances of transmission lines to identify FDI attacks. In [9] , a method based on Kalman Filter was proposed.
However, there mainly exist three shortages in the previous methods, including (i) many effective line outage detection algorithms such as [5] did not consider the camouflage of sensory data; (ii) many effective FDI detection methods such as [11, 12] cannot be directly applied in the realm of transmission lines, for example, in [11] , when the changes in demands are seen as commands, the number of commands will be extremely large and the detector may not effectively detect attacks with limited ability; (iii) many FDI detectors are placed in the central controller. The methods completely depend on the central nodes and do not pay attention to reducing the latency of making decisions of sub-controllers. Control signals from some smart sub-controllers need to wait for the results of FDI detection, which causes some critical operations to be executed with latency. Although some distributed detection frameworks have been proposed and can achieve significant reductions in communication overhead rather than the central detection framework, the large amount of extra resource needs to be used to construct agents. For example, in [13] , a distributed detection framework was described, where lines can be divided into multiple classes and multiple agents can be used to detect the exceptions of different classes, however, a large amount of resource is needed to construct agents.
Considering the above three shortages, the edge computing [14, 15] brings a new view and we propose a novel and effective detection framework on edge nodes to identify FDI attacks on transmission lines for developing line outage detection. Some edge nodes with the computation ability can be used to analyze data. For example, in the smart grid, substations and PLCs can be used as the edge nodes to analyze sensory data so that the smart edge nodes can directly make decisions to operate related components. Our detection framework is composed of multi-tier detectors which are placed on edge nodes (sub-controllers). The proposed framework can earlier detect bad data because of the reduction of communication time. Considering edge nodes have less computing resource, we also develop a lightweight detection method for detectors. The method uses classifiers based on machine learning techniques to identify bad data, and the training process of data is split from edge nodes and placed on the central node. The simulation on IEEE 14-bus and 39-bus test systems shows that our detection framework can effectively identify FDI attacks with higher accuracy, lower false negative ratio, and lower false positive ratio than the existing detectors.
The rest of the paper is organized as follows. Section 2 introduces the structure and the threat model of the smart grid. Section 3 describes our detection framework and the detection algorithm of the detector. The numerical results are shown in Section 4. Section 5 concludes the paper.
Preliminaries
In this section, we first introduce the structure of the smart grid, and then review the threat model about FDI. Figure 1 shows the simplified structure of the smart grid. The smart grid is comprised of the central controller, a set of data concentrators (DCs), a set of sub-controllers, many actuators, a set of sensors, many buses with generators and loads, and lots of transmission lines. These components can be divided into three levels including physical level, monitoring level, and control level. The relationship of three levels is shown in Figure 2 . The monitoring level measures the states of components of the physical level and sends sensory data to the control level. The control level issues signals to manipulate the physical components based on sensory data from the monitoring level. Next, we describe three levels, respectively. Physical level is composed of buses and lines. The bus with the generators injects power into the grid and the bus with the loads consumes power. A line transmits power between two buses.
The Structure of Smart Gird
Under normal situations, the sum of loads are equal to the generation from generators, which means
where d i means the demands of bus b i and g i denotes the generation of bus b i . n b means the number of buses. Moreover, as described in [16] , a linear model is used, where f l ij between bus b i and bus b j satisfies
where S is the Shift Factor Matrix of the power grid. U and V are Bus-generator incidence matrix and Bus-load incidence matrix, respectively. f = {..., f l ij , ...} T means the line flow vector.
Because of the physical characters of transmission lines, when the power flow becomes larger and the temperature of lines will be higher, the lines may be broken and the corresponding power flow will be transmitted by other lines. The situation can also lead to the disconnection of other lines such that a cascading failure occurs. Therefore, obtaining the accurate information of the line state is very important for the controllers.
Monitoring level is comprised of sensors and DCs. Sensors monitor the physical process and transmit sensory data to the corresponding DCs each period of time. The measured data includes bus phases, generation and load of buses, power flow of lines, injected power of buses and so on. DCs are responsible for collecting data from sensors and transmitting sensory data to the corresponding sub-controllers. At last, the data is transmitted from the sub-controllers to the central controller by the wide area measurement system.
Control level is composed of the central controller, sub-controllers, and actuators. The central controller and sub-controllers can analyze the sensory data to evaluate the current system states. Based on the current system state, the central controllers and sub-controllers can issue commands to operate the actuators. For example, when a line is just broken, the sub-controllers and central controller need to redistribute power. In many systems, the sub-controller is near the physical components and there may exist the distant distance from the central node because of the large scale. Considering the possibility of FDI, the detector is needed. Traditionally, a detector is placed on the central node because of the comprehensive sensory data and enough computing capability. However, considering some operations from the sub-controllers such as load shedding and isolation should be decided with low latency, the strategy may bring some troubles because the sub-controllers need to wait for the results from detectors.
Threat Model
For the attackers, we make assumptions as follows: (i) an attacker can utilize the vulnerabilities of wireless network to modify sensory data returned to the controller; (ii) as described in [2] , attackers mainly modify power flow of line l ij between bus b i and bus b j , f l ij , and the load measurement of bus b i , d i , to mask the real state of transmission lines; (iii) the residual based detector [7] is used on the central controller and the detector considers that the normal data should satisfy
where l is a fix threshold. H = −U × V. Figure 3 shows the attack model. Attackers intrude into the wireless network. When sensory data f and d are sent from the sensors or DCs to the sub-controllers, data are modified as f and d . Then controllers obtain the false data and submit it to the detector. The detector detects data and returns results to controllers.
The false data injection attacks can be classified into two classes [16] :
(1) Random Attack: attackers randomly inject false data; (2) Smart Attack: attackers inject constructed bad data. The bad data satisfies
where ∆ f = {..., ∆ f l ij , ..} T means the changes in line flow vector because of bad data injection, and ∆d = {..., ∆d(i), ...} T means false data injection vector into load measurements. ∆ f l ij and ∆d(i) mean the changes in the flow of line l ij and the changes in the load of bus b i .
When (4) is satisfied, the detection performance of many detectors will be degraded [7] . 
Central

Our Detection Framework
In this section, we first describe the detection framework. Then, we depict the algorithm for the detector on every edge node. Finally, we analyze the performance of the proposed framework.
Structure of Framework
The core of the detection framework is that during the process of sensory data transmission, some data is directly detected by the sub-controllers and sub-controllers do not wait for the results from the detector of the central controller to make decisions. To obtain the target, we can utilize edge nodes with low computing ability to detect false data, such as PLCs. In Figure 4 , we describe the proposed detection framework, where a new component called S-CLASSIFIER which utilizes the storage and computing resource of the corresponding sub-controller is designed. Different from the previous methods such as the residual based detectors, every sub-controller can know more quickly whether sensory data has been modified, and makes decisions to control the power grid.
An S-CLASSIFIER is composed of four components: an S-DC, an aggregator, a link indicator, and a detector. Next, we describe their functions, respectively.
Link Indicator maintains a vector ls = {ls (1), ..., ls(n l )} T , where n l means the number of lines. When the j th line is connected, ls(j) = 1, otherwise, ls(j) = 0. Every time the lines have a disconnection or a new connection, related information will be updated by the central controller.
Aggregator receives a part of sensory data from the corresponding S-DC and processes the line information as a vector based on the information of link indicator. Then, the aggregator sends vectors of different lines to the detector. In the next subsection, we will elaborately describe how to process data and which data should be sent.
Detector in an S-CLASSIFIER is responsible for classifying data from the aggregator as bad data or good data. When bad data is identified, the detector issues alarms to the related components in the sub-controller and also transmits alarms to its last-tier S-CLASSIFIER. The parameters of the detector can be updated based on the changes of topology. When the line topology has a change, the central controller will update parameters of the detector in every S-CLASSIFIER. The parameters are transmitted from its last-tier S-DC to its S-DC and then the S-DC sends the parameters to the detector. S-DC is responsible for receiving sensory data from the corresponding DCs and transmitting information between two-tier S-CLASSIFIERs. The low-tier S-DC transmits the received sensory data and alarms to the last-tier S-DC. The last-tier S-DC can transmit the update of parameters from the central controller to its next-tier S-DC. 
Detector Construction
The core of the detector is a classifier, which receives the input from the corresponding aggregator and validates whether the input is good or bad.
We use machine learning techniques to obtain a classifier for every detector in S-CLASSIFIERs. Due to the low computing capability, the detector in a S-CLASSIFIER cannot buffer and process a large amount of data. Therefore, the designed classifier should only identify the current data without depending on other previous data. To obtain the target, we split the training process from the detector and place it in the central controller. The central controller collects all of the sensory data and can train a specific classifier for every detector. The computing model is written into the firmware of sub-controllers. When the typology has a change, parameters of the classifier are updated by the detector from the central controller. Because in a stable grid the typology can remain invariant for a long time, the update of parameters will not be frequent. Defenders need to select proper machine learning techniques to train data such as Support Vector Machine (SVM), however, technique like K-Nearest Neighbor (KNN) is improper because the detector needs to utilize the history data to obtain the detection result. Next, we use the classifier based on SVM as an example to illustrate the detector construction.
For any detector on the i th sub-controller, the central controller trains the related sensory data to get a hyperplane
where x is the trained sample. Vector α and constant β are the parameters of the i th detector. The i th detector will use input data x i to compute α T x i + β. If the value is larger than 0, x i can be seen as the normal data. Otherwise, an alarm is issued.
Next, we describe how the aggregator of the i th sub-controller obtains a trained or detected sample x i .
Considering there exists relevance among the power flow of the line, the voltage of two buses, the loads of two buses, and the state of line connection, we take sensory data about the i th line l i as the vector. We can obtain
where θ i denotes the phase angle of the i th bus. L i is the set of lines that are managed by the i th S-CLASSIFIER.
A sub-controller only manages lines whose information can be completely collected. If the lower-tier sub-controllers of a sub-controller can completely collect the information of a line, then the sub-controller does not manage the line. If the information about a line is incomplete, for example the load of a bus is transmitted to another edge node, the sample cannot be obtained by the current edge node and related data will be sent to its last-tier sub-controller until the k th sub-controller can first collect all information of the sample. Then the k th sub-controller manages the line. Figure 5 shows an example to illustrate the sample construction in different detectors. The detector in the 2 th S-CLASSIFIER only processes sample {d
The detector in the 3 th S-CLASSIFIER only processes
The detector in the 1 th S-CLASSIFIER only processes sample 
Sub
Performance Analysis
Taking Figure 5 as an example, we analyze the performance of the proposed detection framework including the time latency that a sub-controller makes decisions, the amount of transferred data, and the extra needed resource. The time latency that the i th sub-controller makes decisions refers to the duration from the time that data is obtained by the sub-controller to the time when the detection results are obtained by the sub-controller, denoting as T L (i).
Time Latency of making decisions. A sub-controller needs to consider whether the sensory data that is used to evaluate system state is normal. Therefore, a new operation from the sub-controller needs to wait for the detection results of the integrity of sensory data.
For a central detection framework, we assume that every injected bad data can be identified with the same executing time T e (c). Besides, the information transmission needs to cost some time. T t (i, j) means the time of data transmission between the i th node and the j th node. Therefore, for sub-controllers, the time latency of making decisions is
For the proposed framework, we use T e (i) to denote the execution time of the i th detector. For a sub-controller, the time latency of making decisions is
Due to the simplicity of hyperplane computing, compared with the transmission time, the execution time is very short. Comparing the time latency of two modes, we can know the detection framework on edge nodes can effectively reduce the time latency of making decisions of sub-controllers. Especially, the closer the sub-controller is to the sensors (a lower-tier sub-controller), the lower the time cost.
The Amount of Transferred Data. For a central detection framework, the whole sensory data is transferred to the central controller, and then detection results are returned to different sub-controllers. For the proposed detection framework, when sensory data is transmitted from the sensors to the central controller, sub-controllers can directly read and analyze the data. Different from the central mode, a sub-controller can produce alarms and send them to the last-tier sub-controllers. However, the central modes transmit the same number of alarms to different sub-controllers. Therefore, compared with the central mode, there does not exist extra data transferred by the proposed framework.
Extra Resource. Our detection framework is comprised of four components. However, some functions such as link information and data collector exist in the original sub-controller. Because detector and aggregator only use addition operation and multiplication operation and every sub-controller detects a part of lines, the higher-tier sub-controllers need not verify the whole sensory data and enough computing resource can be provided by the sub-controllers.
Numerical Results
In this section, several simulations are given to evaluate the effectiveness of the detector. We compare our method with the residual based detector and the central SVM detector to illustrate the effectiveness, where the central SVM detector utilizes sensory data from different sub-controllers to construct a hyperplane on the central node to detect bad data and trained/test samples are the same as the proposed detector.
In our effectiveness evaluations, we choose the IEEE 14-bus test system and IEEE 39-bus test system [12] as the benchmarks.
Simulation on IEEE 14-Bus Test System
For IEEE 14-bus test system, there are 14 buses and 20 lines with changes in demands as shown in Figure 6 . The buses and lines are divided into two areas, and sensors and PMUs in an area transmit sensory data to the same DC and sensory data from different areas are transmitted to different DCs.
Two DCs transmit data to two different sub-controllers, sub-1 and sub-2. The two sub-controllers directly connect with the central controller (cc). We assume that the system can be fully measured by sensors including injected power of every bus, voltage phase of every bus, and power flow in every line. The sensory data is simulated using MATPOWER as described in [2] . Different load variations are generated according to an Ornstein-Uhlenbeck process [17] to account for the dynamic and stochastic behavior of power demand in the grid over a period of time. We use Java to simulate three detectors in controllers. Six thousand attacks including random attacks and smart attacks are launched as the trained samples. Six thousand normal data are also used as normal samples. One thousand attacks and 1000 normal situations are used as the test samples. For evaluating the performance of detection tasks, three metrics are defined as follows. Accuracy: the ratio of the accurate classification to all situations in test cases. False Positive Ratio (FP): the ratio of normal situations that are considered as attacked situations to all normal situations in test cases.
False Negative Ratio (FN): the ratio of attack situations that are considered as normal situations to all attack situations in test cases.
In Table 1 , we show the detection results of detectors based on SVM classification, including the central SVM detector and SVM based detectors on edge nodes. We can clearly observe that the accuracy of detection results on every edge node is higher than the central SVM detector. Simultaneously, the lower false negative ratio is obtained by detectors on edge nodes. Comparing the false positive ratios of two methods, we can find that detectors on edge nodes get better results. In Figure 7 , we show the detection results of residual based detectors. Under different values of parameter l, accuracy, false negative ratio, and false positive ratio are obtained. We can clearly see that the accuracy is 50% and remains invariant. When a lower false positive ratio is obtained, a higher false negative ratio will be generated and the value is difficult to be accepted by defenders.
Comparing Figure 7 with Table 1 , we can say that for IEEE 14-bus test system, our detection method is better because both of the false positive ratio and the false negative ratio are very low.
The value of parameter l Figure 7 . The detection results from the residual based detector on IEEE 14-bus test system, where l is the detection threshold of the detector based on the residual.
Simulation on IEEE 39-Bus Test System
For IEEE 39-bus test system, there are 39 buses and 46 branches with changes in demands as shown in Figure 8 . The buses and lines are divided into five areas, and sensors and PMUs in an area transmit sensory data to the same DC and sensory data from different areas are transmitted to different DCs. Five DCs transmit data to five different sub-controllers, sub-1, sub-2, sub-3, sub-4 and sub-5. The five sub-controllers directly connect with the central controller (cc). We also assume that the system can be fully measured by sensors including injected power of every bus, voltage phase of every bus, and power flow in every line. We use Java to simulate six detectors in controllers. The simulation environment is the same as the IEEE 14-bus test system.
In Table 2 , we show the detection results of SVM classification based detectors, including the central SVM detector and SVM based detectors on edge nodes. We can clearly observe that the accuracy of detection results on every edge node is higher than the central SVM detector. Simultaneously, the lower false negative ratio is obtained by detectors on edge nodes. Comparing the false positive ratios of two methods, we find that most detectors on edge nodes can get better results. Only the detector on the sub-controller sub-1 gets 2.8% false positive ratio, which is higher than the false positive ratio of the central SVM detector. However, the average false positive ratio of all of detectors on edge nodes is lower than the false positive ratio of the central SVM detector.
Considering Tables 1 and 2 , we can get the conclusion that the proposed detection method on edge nodes can obtain the better results than the central SVM detector.
In Figure 9 , we show the detection results of residual based detectors. Under different values of parameter l, accuracy, false negative ratio, and false positive ratio are obtained. We can clearly see that the highest accuracy is 84%, the lowest false negative ratio is 20%, and the lowest false positive ratio is 2%.
Comparing Figure 9 with Table 2 , we can also obtain that our detection method can get the better detection performance. Figure 8 . IEEE 39-bus test system, where buses and lines with the same color transmit sensory data to the same DC, sub-1 manages the blue area, sub-2 is responsible for the black area, sub-3 manages the green area, and sub-4 and sub-5 are responsible for the red area and orange area, respectively.
The value of parameter l Figure 9 . The detection results from the residual based detector on IEEE 39-bus test system.
Conclusions
In this paper, we mainly pay attention to the detection about FDI on transmission lines, and propose a new detection framework. Contrary to the previous methods, we utilize the resource of edge nodes to implement lightweight detectors, which can decrease the transmission time of data to reduce the latency of decisions of sub-controllers. Moreover, simulation results show our detectors can provide higher accuracy, lower false negative ratio, and lower false positive ratio. In the future, we will enhance the detection framework to defend other attacks such as time synchronization attacks and command disaggregation attacks.
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