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Área de Ingenieŕıa de Sistemas y Automática.
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Dr. D. Alberto FERRER RIQUELME
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Resumen
El control predictivo basado en modelos o Model Predictive Control (MPC),
no hace referencia a un diseño concreto de un controlador sino más bien a un
conjunto de ideas o caracteŕısticas para el desarrollo de estrategias de control
que, aplicadas en un mayor o menor grado, dan lugar a diferentes tipos de
controladores con estructuras similares, siendo una de las técnicas de control
que más se ha desarrollado en los ámbitos académico e industrial en las últimas
décadas debido sobre todo a su simplicidad y eficiencia.
Sin embargo, no es fácil relacionar los parámetros de ajuste del controlador
y las prestaciones del bucle cerrado. En este sentido, es importante diseñar
algoritmos de control predictivo que garanticen la estabilidad nominal del bucle
cerrado, con tiempos de cálculo pequeños y con un significado claro de sus
parámetros sobre las prestaciones del sistema o sobre el esfuerzo de control.
La aportación fundamental de esta tesis está relacionada con la definición de
un nuevo tipo de controlador predictivo, el PC-GPC, versión modificada de
un GPC estándar. En este controlador se ha sustituido el factor de pondera-
ción de la acción de control por un nuevo parámetro denominado número de
componentes principales (NPC). La relación entre el nuevo parámetro (NPC)
y algunos indicadores numéricos, como la norma del vector de acciones de con-
trol o el número de condición de la matriz dinámica G, hacen que su elección
esté basada en criterios menos subjetivos que la ponderación de las acciones de
control. Además, se ha analizado este tipo de controlador tanto en el ámbito
de procesos SISO como MIMO, aśı como sus caracteŕısticas de robustez y esta-
bilidad. Por otro lado, se ha deducido un método de cálculo de un controlador
PC-GPC para garantizar la estabilidad nominal de bucle cerrado, cuando el
modelo conocido es exacto.

Resum
El control predictiu basat en models o Model predictive Control (MPC) no
es no més del disseny concret d’un controlador sinó més be fa referència a
un conjunt d’idees o caracteŕıstiques per al desenvolupament d’estratègies de
control les quals aplicades dins un major o menor grau, oferixen diferents
tipus de controladors amb estructures paregudes. De fet, el MPC es una de
les tècniques de disseny que més a avançat en la indústria i en l’acadèmia per
la seva simplicitat i eficiència. Aleshores, no es fàcil relacionar els paràmetres
d’ajust del controlador i les prestacions del bucle tancat. Per això, es important
dissenyar algoritmes de control predictiu que garantien l’estabilitat del bucle
tancat, amb temps de càlcul petits i amb un clar significat dels seus paràmetres
i la seva relació amb les prestacions del sistema.
La principal aportació d’esta tesi, es la definició d’un nou controlador predic-
tiu anomenat Principal Component Generalized Predictive Control (PC-GPC).
Sota la base del conegut GPC, el nou controlador es una modificació d’este.
En el PC-GPC s’ha substitüıt el factor de ponderació del senyal de control per
un nou paràmetre anomenat Nombre de components principals. La relació del
nou paràmetre amb alguns indicadors de tipus numèric, com poden ser l’esforç
de control o el condicionament del controlador, fa que la seva elecció no està
condicionada a criteris de prova i error. En la tesi s’analitza la relació del
nou paràmetre amb el factor de ponderació del control conclüınt que els dos
prodüıxen el mateix efecte. En segon lloc, s’ha dedüıt el càlcul d’este con-
trolador per a garantir l’estabilitat nominal del bucle tancat, amb avantatges
respecte a altres mètodes ja que no s’ha de fer inversió de cap matriu.

Abstract
One of the advanced control methodologies which has made a significant im-
pact on industrial control engineering is Model Predictive Control (MPC). This
technique is a design philosophy – not just a specific controller design.
Despite its advantages, MPC is deficient because it does not offer a clear
numeric relation between design parameters and control performance. In that
respect, it would be very useful to develop simple predictive control algorithms
which guarantee closed-loop stability and offer clear meanings of parameters.
This thesis presents a modification to the Generalized Predictive Control al-
gorithm which guarantees closed-loop stability. The new controller Principal
Component GPC (PC-GPC) is designed using a terminal equality constraint
with a move suppression factor λ = 0. The available degrees of freedom are
presented to the designer as a new parameter – called number of principal com-
ponents (NPC). These components can be left, or removed, from the solution
to obtain different performances.
Several methods to select the new parameter NPC are presented. These can
be based on percentage of minimized index and control effort applied to the
process, among others. This methods offer an alternative to the empirical
selection of the weighting control factor λ.
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1.1 La metodoloǵıa del control predictivo . . . . . . . . . . . . . . . 1
1.1.1 Predictor . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2 Función de coste . . . . . . . . . . . . . . . . . . . . . . 7
1.1.3 Optimizador . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Evolución del MPC . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 El control predictivo y la industria . . . . . . . . . . . . . . . . 16
2 El controlador GPC y la SVD 19
2.1 Controlador Predictivo Generalizado (GPC) . . . . . . . . . . . 20
2.2 Formulación como un problema LS . . . . . . . . . . . . . . . . 24
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4.3 Resumen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5 Análisis de robustez del PC-GPC 117
5.1 Incertidumbre y robustez . . . . . . . . . . . . . . . . . . . . . . 118
5.2 Funciones de sensibilidad . . . . . . . . . . . . . . . . . . . . . . 119
5.3 Teorema de la pequeña ganancia (SGT) . . . . . . . . . . . . . . 121
5.4 Modelado de las incertidumbres . . . . . . . . . . . . . . . . . . 122
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3.19 Salida en bucle cerrado cuando se usan más componentes y el
modelo es distinto al proceso . . . . . . . . . . . . . . . . . . . . 86
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Justificación y objetivos
El control predictivo basado en modelos (CPBM) o Model Predictive Control
(MPC), no hace referencia a un diseño concreto de un controlador sino más
bien a un conjunto de ideas o caracteŕısticas para el desarrollo de estrategias
de control que, aplicadas en un mayor o menor grado, dan lugar a diferentes
tipos de controladores con estructuras similares.
El MPC, posee una serie de atributos que le hacen ser un candidato muy
interesante a la hora de seleccionar una metodoloǵıa de diseño para el control
de procesos:
• Simplicidad: las ideas básicas del MPC son bastante intuitivas y fáciles
de entender, sin necesidad de tener un profundo conocimiento de la teoŕıa
de control moderna.
• Flexibilidad: casi todos los componentes de un diseño basado en el MPC
(los horizontes, el modelo, la función de coste, el optimizador) pueden
ser fijados por el usuario dependiendo cada vez del tipo de problema a
tratar.
• Practicable: a menudo la utilidad de un controlador a la hora de re-
solver problemas de control, viene dada por la posibilidad de imponer
restricciones a las variables. El MPC es una de las pocas metodoloǵıas
de control que maneja estas cuestiones de una forma natural.
• Aplicable: Está demostrado que existen numerosas aplicaciones reales
donde el MPC se utiliza, incrementando los márgenes de operación del
proceso.
Todo lo anterior ha contribuido a que el MPC sea una de las técnicas de control
que más se ha desarrollado en los ámbitos académico e industrial en las últimas
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décadas. Este creciente interés puede concretarse aún más, teniendo en cuenta
que:
• Puede ser aplicado a una gran variedad de procesos, desde plantas con
una dinámica muy sencilla hasta otras más complejas, incluyendo siste-
mas con retardo, inestables, de fase no-mı́nima, etc.
• En los casos más simples la ley de control resultante es un sencillo con-
trolador lineal, fácil de implementar.
• Es especialmente útil cuando las referencias futuras son conocidas, como
es el caso de aplicaciones de robótica y procesos por lotes.
• La extensión al caso multivariable es bastante sencilla y directa.
• Es muy fácil incorporar en el diseño el tratamiento de restricciones, por
ejemplo, en la amplitud permitida para las variables controladas o ma-
nipuladas.
• Se pueden conseguir diseños que garanticen la estabilidad nominal del
bucle cerrado tan sólo añadiendo nuevas restricciones.
De todos los algoritmos de control predictivo descritos en la literatura cabŕıa
destacar dos de ellos: el DMC o Dynamic Matrix Control y el GPC o Generali-
zed Predictive Control. De hecho, las ideas que subyacen en ambos algoritmos
de control son esencialmente las mismas. El primero, desarrollado en el ámbito
industrial, está orientado a procesos multivariables e implementado, dentro de
la jerarqúıa de control, por encima del control básico. El segundo, desarrollado
en el ámbito académico, fue inicialmente diseñado para procesos monovariables
sin restricciones, aunque con el tiempo se han ido incorporando restricciones,
y aplicación a procesos multivariables.
En esta tesis se han realizado todos los desarrollos en base al controlador GPC
debido, sobre todo, a que:
• En el GPC se pueden plantear una gama bastante amplia de problemas
de control (procesos inestables, de fase no mı́nima, etc) con un número
razonable de parámetros de diseño.
• El modelo en forma de función de transferencia utilizado en el GPC
permite realizar un análisis del sistema en bucle cerrado al estilo clásico
(estabilidad, robustez, etc).
xiii
• La extensión al caso multivariable del GPC es sencilla.
• La incorporación de restricciones en el diseño no presenta ninguna difi-
cultad adicional y se realiza del mismo modo que en otros algoritmos,
como el DMC.
• El modelo de perturbaciones que incluye el GPC es más rico que la
perturbación de tipo determinista incluida en el DMC.
Posibles direcciones futuras en el uso de este controlador apuntan a:
• La posibilidad de que los controladores de bajo nivel de tipo PID sean
reemplazados por controladores predictivos sencillos como el GPC, pues-
to que este controlador es mucho más potente que un controlador PID,
incluso para bucles simples sin restricciones (Maciejowski, 2002).
• La aplicación del control predictivo multivariable en áreas como la robótica
donde los tiempos de muestreo son muy pequeños o el control de aviones
o naves espaciales donde no tiene sentido un bucle simple sobre cada
actuador.
Sin embargo, no es fácil relacionar los parámetros de ajuste del controlador
y las prestaciones del bucle cerrado. En este sentido, es importante diseñar
algoritmos de control predictivo que garanticen la estabilidad nominal del bucle
cerrado, con tiempos de cálculo pequeños y con un significado claro de sus
parámetros sobre las prestaciones del sistema o sobre el esfuerzo de control.
En la tabla 1 se muestra cuál es la secuencia de implantación de un controlador
predictivo en el sistema de control de una industria. Como se puede observar,
los puntos 4 y 5 hacen referencia a un procedimiento de prueba y error pa-
ra fijar los parámetros de diseño. Según (Alonso et al., 2000), (Yamuna and
Unbehauen, 1996) el parámetro que más se suele modificar en esta etapa es
el llamado factor de ponderación de la acción de control o move suppression
factor. Este factor de ponderación tiene una influencia notable sobre las pres-
taciones de bucle cerrado. Puesto que la elección de dicho parámetro responde
generalmente, a criterios subjetivos basados en la experiencia del diseñador,
esta tesis se centra en ofrecer una alternativa al uso de este parámetro, tra-
tando de mejorar el procedimiento de sintońıa de un controlador predictivo
sencillo como es el GPC.
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1. A partir de los objetivos de control, definir el tamaño del problema
y determinar las variables relevantes (tanto controladas, como mani-
puladas y perturbaciones medibles)
2. Realizar ensayos en la planta, variando sistemáticamente todas las en-
tradas (variables manipuladas y perturbaciones medibles) para com-
probar cómo responden las variables controladas
3. Identificar un modelo dinámico de la planta a partir de estos datos
utilizando un paquete de identificación.
4. Configurar el controlador predictivo e introducir unos parámetros ini-
ciales.
5. Comprobar fuera de ĺınea, realizando simulaciones del bucle cerrado,
cuáles son las prestaciones del controlador diseñado y modificar los
parámetros de diseño hasta alcanzar las prestaciones deseadas.
6. Instalar el controlador en la máquina destino y comprobar las predic-
ciones del modelo en bucle abierto
7. Refinar el ajuste de los parámetros si fuera necesario.
Tabla 1: Diseño y sintonizado del controlador predictivo (Qin and Lee, 2001).
En esta tesis se presenta una variación del controlador GPC1, el PC-GPC
o Principal Component GPC, partiendo de un factor de ponderación nulo.
Este controlador incluye un nuevo parámetro de diseño: NPC o número de
componentes principales. El parámetro NPC puede tomar valores enteros entre
1 y el horizonte de control Nu y su efecto es el mismo que el del factor de
ponderación de la acción de control.
Sin embargo, al contrario que éste último, la elección del parámetro NPC
está sujeta a una serie de criterios de tipo numérico. Los métodos de selección
presentados están relacionados con algunas caracteŕısticas del diseño como son,
entre otras, el esfuerzo de control o la minimización del error de predicción
conseguido.
La tesis también pone de manifiesto la relación que une el nuevo parámetro
1Los métodos propuestos también podŕıan ser aplicados por ejemplo a un algoritmo DMC.
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NPC con el factor de ponderación de la acción de control. Esto hace que,
partiendo del controlador PC-GPC, se pueda derivar cuál seŕıa el factor de
ponderación para un GPC estándar de tal forma que ambos alcanzasen unas
prestaciones similares de bucle cerrado.
La estructura de la tesis es la siguiente:
En el caṕıtulo 1, se presenta la metodoloǵıa del MPC y su estado del arte,
haciendo un análisis de las ĺıneas de investigación actuales y de la situación
del MPC en la industria.
En el caṕıtulo 2, se repasan los conceptos del Controlador Predictivo Gene-
ralizado (GPC). Se plantea su diseño desde el punto de vista de la resolución
de sistemas de ecuaciones lineales, de tal forma que se pueda analizar mejor el
problema del mal condicionamiento, y se presenta la herramienta matemática
que se va a utilizar para diseñar el nuevo controlador. Esta herramienta, la
descomposición en valores singulares (SVD), nos va a permitir aliviar el pro-
blema planteado. Además, utilizando dicha descomposición en el diseño del
controlador se puede obviar el factor de ponderación de la acción de control,
trabajando por tanto, con un ı́ndice que sólo incluye los errores de predicción.
Como consecuencia de ello surge un nuevo parámetro (NPC), estudiándose su
relación con el factor de ponderación de la acción de control.
En el caṕıtulo 3, se presenta el nuevo controlador basado en la inclusión
de las componentes principales, el PC-GPC (Principal Component Generali-
zed Predictive Control). Una vez expuestas las propiedades de controlador, el
caṕıtulo se centra en ofrecer criterios de distinta naturaleza para la elección de
las componentes principales que se incluirán en el diseño. Estos criterios están
basados, entre otros, en la capacidad de reducción del error de predicción o en
el esfuerzo de control empleado. Tras unos ejemplos, tanto para el caso mo-
novariable como para el multivariable, se aborda el caṕıtulo 4 donde se trata
el tema de las restricciones desde un punto de vista clásico, y se analiza cómo
se puede transformar las restricciones al plano de las componentes principales.
El resultado es que la rutina de optimización tiene muchas menos variables
que optimizar si se utiliza el PC-GPC.
En el caṕıtulo 5 se analiza cómo influye el nuevo parámetro sobre la estabili-
dad robusta del bucle cerrado. El caṕıtulo comienza realizando un análisis de
robustez del controlador GPC, comprobando la influencia de cada uno de sus
parámetros de diseño en este aspecto y termina realizando este mismo análisis
para el PC-GPC.
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Por último en el caṕıtulo 6, debido a la importancia que tiene diseñar contro-
ladores que garanticen la estabilidad nominal en bucle cerrado, se estudian los
diseños CRHPC y GPC∞, ambos propuestos en el marco del control predictivo
generalizado estable. En este caṕıtulo se propone una variante de estos contro-
ladores que desemboca en un GPC con componentes principales que garantiza
la estabilidad de bucle cerrado, lo que da lugar a poder utilizar de nuevo los
criterios expuestos en el caṕıtulo anterior.
Finalmente, el último caṕıtulo presenta las conclusiones y perspectivas futuras
del trabajo.
Al final del documento se incluyen una serie de apéndices. El apéndice A
contiene el desarrollo teórico del GPC multivariable extendido para diferentes
horizontes tanto de predicción y control, por ser dicho controlador el que se
ha utilizado para implementar todos los ejemplos MIMO que aparecen en la
tesis. En el apéndice B se presentan algunos aspectos del álgebra matricial
y mal condicionamiento de sistemas de ecuaciones, y el apéndice C contiene
algunas propiedades interesantes de los valores singulares y su relación con la
pseudoinversa o inversa generalizada.
Caṕıtulo 1
Control predictivo basado en
modelos
1.1 La metodoloǵıa del control predictivo
El control predictivo basado en modelos o Model Predictive Control (MPC),
más que un controlador concreto es una metodoloǵıa para el cálculo de las
acciones de control. Se trata además de una técnica comprensible, que en
cierto modo, trata de reproducir el comportamiento de un operador experto
en el control de un determinado proceso. Los pasos que seguiŕıa un operador
experto para conseguir controlar un proceso seŕıan:
1. El operador conoce bien el proceso y por tanto, seŕıa capaz de predecir,
con mayor o menor exactitud, cuál será la evolución dinámica de las
variables de un proceso si le aplica unas acciones de control determinadas.
2. El mismo operador puede además, decidir si esa evolución es adecuada en
comparación a los objetivos que se ha marcado. Es capaz, por tanto, de
valorar las distintas combinaciones de las acciones de control en función
del grado de cumplimiento de unas especificaciones.
3. Con todo esto, podŕıa decidir cuál es la mejor combinación de acciones
de control dentro de un conjunto de posibilidades. El resultado final es
que este operador es capaz de obtener cuál debe ser la acción de control
que hay que aplicar basándose en los conocimientos que tiene del proceso
y en la información pasada y actual de su estado.
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4. Para conseguir una mayor calidad en el control, este mismo operador re-
petiŕıa todos los cálculos cada vez que disponga de información actualiza-
da, bien sean nuevas medidas del estado del proceso, bien conocimientos
actualizados acerca del comportamiento del proceso (información nueva
del modelo).
Este ejemplo nos da a entender que los primeros controles realizados manual-
mente por operadores que conoćıan bien el proceso se pod́ıan haber englobado
en el área del control predictivo basado en modelos. En definitiva se trata de
una metodoloǵıa muy intuitiva para abordar el control de un proceso y esto
ha influido en su difusión a nivel industrial. Para concretar, se entiende que
pertenecen a la familia de los controladores MPC aquellos que comparten las
siguientes caracteŕısticas:
• Se hace uso expĺıcito de un modelo del proceso en el cálculo de predic-
ciones de la evolución dinámica del proceso.
• La ley de control (conjunto de acciones de control en un horizonte de
tiempo) se obtiene de la minimización de una cierta función de coste en
la que intervienen las predicciones. La función de coste es la encargada
de fijar el comportamiento que se pretende conseguir (especificaciones).
• Se aplica el concepto de horizonte móvil (receding horizon): en cada
periodo de muestreo se resuelve un problema de optimización diferente,
puesto que se incorpora nueva información de la evolución dinámica del
proceso.
De las ideas anteriores, se puede deducir la diversidad de estrategias que pue-
den surgir en base a estas caracteŕısticas. Como consecuencia, aparecerán
diferentes controladores:
• Según el tipo de modelo del proceso utilizado.
• Según el tipo de función de coste utilizada.
• Según el método de optimización aplicado.
Para clarificar un poco más el concepto del MPC, se va a describir la metodo-
loǵıa común que comparten todos los controladores que hacen uso de las ideas
descritas anteriormente (figura 1.1):
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1. Haciendo uso del modelo del proceso, para cada instante t, se predicen
las N futuras salidas del proceso y(t + k|t) 1 siendo k = 1, 2, 3, . . .N .
El número de predicciones N , recibe el nombre de ”horizonte de predic-
ción”. Las salidas se predicen utilizando las salidas y entradas pasadas
(información disponible hasta el instante t) y las hipotéticas entradas de
control futuras, postuladas en ese mismo instante t.
2. Las futuras acciones de control se calculan de manera que minimicen
una determinada función de coste, entre cuyos objetivos se encuentra el
mantener lo más cerca posible la salida del proceso y(t + k|t), de una
trayectoria de referencia w(t+k) que describe cómo se desea guiar dicha
salida desde su valor actual y(t) hasta sus puntos de consigna futuros.
La función de coste adopta aśı generalmente la forma de una función
cuadrática de los errores entre la salida predicha y la trayectoria de refe-
rencia. También en la mayoŕıa de los casos se suele incluir algún término
referente al esfuerzo de control. Además, si la función de coste que se de-
fine es cuadrática, el modelo utilizado es lineal y no existen restricciones
para ninguna señal implicada, entonces es posible encontrar una solu-
ción anaĺıtica para el problema de la optimización. En caso contrario, es
necesario utilizar, en general, un método numérico de optimización.
3. Una vez calculada la secuencia de futuras acciones de control que en
ese instante hacen óptima la función de coste, se hace uso del concepto
denominado ”receding horizon”. Solamente se aplica como entrada al
proceso u(t) la primera de ellas, despreciando el resto, puesto que en el
siguiente instante t+1, la salida y(t+1) ya es conocida, y utilizando esa
nueva información se repiten los pasos 1 y 2, obteniendo de esta forma
la señal de control u(t + 1) a aplicar en ese instante (la cual no es igual
a la que se hab́ıa postulado en el instante anterior u(t + 1|t)).
El análisis de esta metodoloǵıa de control muestra que, sea cual sea la imple-
mentación que se realice, cualquier control predictivo basado en modelos se
puede entender como un problema de optimización en cada periodo de mues-
treo que consta de tres elementos fundamentales:
• Un predictor basado en el modelo del proceso, encargado de calcular las
predicciones de la evolución dinámica del mismo a partir de las medidas
1Es usual encontrar en el ámbito del MPC, la sintaxis y(t+k|t) para indicar la predicción
de la salida para el instante t + k postulada en el instante t

























































(b) Concepto de horizonte móvil.
Figura 1.1: Metodoloǵıa general del MPC
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de las variables del proceso hasta el instante actual ’t’ y unas acciones
de control futuras a lo largo del horizonte de predicción.
• Una función de coste que asigna un valor a cada predicción y por tanto,
a cada ley de control postulada. Este valor trata de mostrar el grado de
cumplimiento de las especificaciones estáticas y dinámicas compatibles
con las posibles restricciones de funcionamiento.
• Un optimizador que debe encontrar el vector de acciones de control
que ofrece el mejor valor de la función de coste. Generalmente en este
proceso de búsqueda el optimizador realiza postulados de la ley de control
e iterativamente trata de acercarse a la ley de control óptima.
Combinando distintas variaciones de estos tres elementos fundamentales se
pueden obtener un gran número de controladores que formaŕıan parte de la
familia de los controladores predictivos. Para poder plantear cualquier tipo de
mejora se debe analizar cada uno de estos tres elementos fundamentales.
1.1.1 Predictor
Este elemento del control predictivo es el que se encarga de calcular las pre-
dicciones de la evolución dinámica de las variables que se quieren controlar
y debe utilizar para ello un modelo. En general este modelo consta de dos
componentes (figura 1.2):
Figura 1.2: Estructura general de un modelo.
• Modelo del proceso que relaciona todas las variables de entrada que
se pueden manipular con las variables de salida que se quieren controlar.
6 Control predictivo basado en modelos
• Modelo de perturbaciones que se puede dividir en dos partes. Una
que incluye la relación entre variables de entrada medibles, pero no mani-
pulables, con las salidas (modelo de perturbaciones identificable) y otra
parte que trata de describir la parte de la salida medida que no es expli-
cada por el resto de modelos (modelo de perturbaciones no identificable).
Estos modelos se combinan a través de una función f(.) para producir un
modelo de las variables de salida. Para modelar cada uno de estos componentes
existen varias posibilidades:
• Respuesta ante un impulso.
• Respuesta ante un escalón.
• Función de transferencia.
• Representación en espacio de estados.
• Modelos de Volterra.
• Modelos mediante redes neuronales.
• Modelos fuzzy.
Las diferencias entre los distintos tipos de modelos son conocidas y son objeto
de campos de estudio en los que se describe cómo se obtienen, qué tipo de
procesos pueden modelar, cuáles son sus limitaciones y cómo se utilizan para
realizar predicciones de la evolución dinámica de las variables de un proceso.
En (Phillips and Parr, 1995) se puede encontrar una descripción del modelado
mediante respuesta impulsional, función de transferencia y representación en
espacio de estados y su utilización en control predictivo está ampliamente
descrita en (Camacho and Bordóns, 1995).
Un ejemplo de utilización de modelos de Volterra en control predictivo se puede
encontrar en (Maner et al., 1996). Las redes neuronales son, en algunos casos,
una alternativa para el modelado de sistemas no lineales (Chen et al., 1990),
ejemplos de utilización en control predictivo se encuentran en (Nahas et al.,
1992), (Zamarreño, 1996) y (Liu et al., 1998). En cuanto a los modelos con
técnicas fuzzy, es posible encontrar ejemplos en (Espinosa and Vandewalle,
1999b) y (Espinosa and Vandewalle, 1999a).
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Evidentemente, la calidad de la predicción debeŕıa ser el factor que marque
el tipo de técnica de modelado que se debe utilizar, al menos a nivel teórico.
Es natural pensar que, a mayor calidad en las predicciones, más posibilidad se
tiene de conseguir un control adecuado. En las aplicaciones prácticas aparecen
otros factores como los económicos que pueden determinar, más allá de las
cuestiones teóricas, el tipo de modelo seleccionado.
Cualquiera de las técnicas de modelado mencionadas, puede ser utilizada para
predecir el efecto que producen las variables manipuladas sobre las variables
controladas. Esto es aśı, puesto que cualquiera de las acciones de control
que se postule en el algoritmo de localización del óptimo, puede aplicarse
posteriormente al proceso. Por tanto la calidad de la predicción sólo depende
de la calidad del modelo. No parece tan evidente utilizar estos modelos para
predecir el efecto de las variables no manipulables (medibles o no).
Cuando se tienen variables de entrada no manipulables no se puede saber con
certeza qué valores van a tomar en el futuro y por tanto en el horizonte de
predicción (intervalo de tiempo en el que se quiere realizar la predicción). El
modelo puede ser muy exacto, pero el desconocimiento del valor futuro de estas
variables podŕıa producir predicciones de muy baja calidad. En estos casos se
debe, al menos, conocer alguna de sus propiedades estad́ısticas que nos permita
realizar una estimación. Si estas variables son medibles se pueden utilizar las
medidas para realizar una estimación de mayor calidad (por ejemplo, evaluar
la tendencia y extrapolar). La calidad de la predicción, en estos casos, depende
tanto de la calidad del modelo como de la calidad de las estimaciones de las
variables no manipulables.
Para tratar de compensar la dinámica no modelada se añaden al modelo ele-
mentos artificiales en su estructura para tratar de incrementar la calidad del
control. Por ejemplo en el caso del GPC se utilizan modelos CARIMA con
polinomios de filtrado T (z−1) para mejorar la robustez.
1.1.2 Función de coste




f (r(t), y(t), t)dt (1.1)
El objetivo de esta función es plasmar en una formulación matemática una
medida cuantitativa del funcionamiento de un sistema. En la teoŕıa de control
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aparecen distintos indicadores que tratan de describir la evolución dinámica
de un proceso, y se pueden englobar en dos grandes grupos:
a) Parámetros descriptivos de la evolución temporal de la variable controla-
da: error en régimen permanente, valor final, tiempo de establecimiento,
sobreoscilación, frecuencia de las oscilaciones, tiempo de subida, etc.
b) Medidas de la desviación de la variable controlada respecto de la referen-
cia (tabla 1.1). Generalmente se han utilizado integrales de una función
del error, siendo los más extendidos en su uso (Marlin, 1995): IAE (in-
tegral del valor absoluto del error), ICE (integral del error al cuadrado),
ITAE (integral del producto del tiempo por el valor absoluto del error),


















Tabla 1.1: Principales ı́ndices de funcionamiento.
Entre estas dos opciones, parece claro que es más apropiado para evaluar cómo
funciona un sistema, utilizar parámetros del primer grupo, ya que las medidas
de tipo integral no reflejan directamente cómo funciona el sistema. Sólo con el
valor del ı́ndice un operador es incapaz de saber con cierto grado de exactitud
como está funcionando el sistema. A esto se une que es más usual especificar el
funcionamiento de un proceso en términos del tipo tiempo de establecimiento
y sobreoscilación menores que unos valores determinados. Sin embargo, con
los indicadores de tipo integral se puede incorporar en la evaluación del fun-
cionamiento otro tipo de elementos como por ejemplo, el valor de la acción de
control o ponderaciones de las distintas variables y, adicionalmente, se pueden
usar para incluir en el ı́ndice la evaluación de costes económicos.
En general, no existe una formulación universal que sea válida para todos
los problemas de control ya que cada tipo de indicadores tiene sus ventajas
e inconvenientes. El ı́ndice de funcionamiento más adecuado para un proble-
ma concreto depende de los objetivos que se impongan y de las herramientas
disponibles.
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Una alternativa que trata de combinar los dos tipos de indicadores es la de
establecer unas trayectorias de referencia en un ı́ndice de tipo integral. En
lugar de utilizar una referencia de tipo escalón r(t), se filtra mediante una
función de transferencia (P (s)) que fije la dinámica deseada de bucle cerrado:
tiempo de establecimiento, sobreoscilación y régimen permanente, y se utiliza
esta nueva respuesta w(t) como referencia en un ı́ndice de funcionamiento de
tipo integral.




f (w(t), y(t), u(t), t)dt (1.3)
La traducción al entorno del control predictivo es directa, ya que operando con
señales discretas el ı́ndice de coste debe, de alguna forma, imponer el funcio-
namiento deseado para el proceso introduciendo además nuevas caracteŕısticas
y parámetros para posibilitar su aplicación al control en ĺınea ya que se debe
conseguir que el volumen de los cálculos a realizar sea razonable. Se puede




f (w(t + k), y(t + k|t), u(t + k), δ(k), λ(k), Nu, t) (1.4)
donde cada uno de los parámetros tiene un significado:
Horizonte de predicción (N1, . . . , N2): intervalo de tiempo en el que se re-
aliza la predicción, debe ser finito para que sea posible su aplicación al
control en ĺınea. Un horizonte de predicción infinito o demasiado grande
hace que los cálculos de las predicciones no se puedan realizar en ĺınea,
salvo que exista una formulación anaĺıtica.
Horizonte de control (Nu) : intervalo del horizonte de predicción en el que
se permiten variaciones de la variable manipulada. Este parámetro se uti-
liza para simplificar el problema de optimización, si se reduce el número
de variaciones se reduce el número de variables en el problema. Cuando
se limita el horizonte de control cabe la posibilidad de realizar distintas
estructuraciones de las acciones de control a lo largo del horizonte de
predicción.
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Factores de ponderación para los errores de predicción (δ(k)) y para las
acciones de control (λ(k)). Estos factores se utilizan para conseguir dis-
tintos efectos en el comportamiento de bucle cerrado. Por ejemplo, mayor
influencia del esfuerzo de control respecto a los errores de predicción o
menor influencia en el ı́ndice de las predicciones más alejadas, o mayor
ponderación de unas determinadas variables en detrimento de otras, etc.
Restricciones: puede aparecer además, un conjunto de restricciones adicio-
nales sobre variables de entrada, salida e internas. Estas restricciones
pueden ser debidas tanto a limitaciones f́ısicas del proceso como a espe-
cificaciones de funcionamiento.
En la mayoŕıa de los casos, la función f es cuadrática debido principalmente
a que la minimización de dicho ı́ndice sujeto a restricciones lineales es ma-
temáticamente tratable (problema de programación cuadrática QP). Existen
otras aproximaciones manejando ı́ndices de coste modulares (Genceli H. and
M. Nikolaou, 1993), (Salcedo and Mart́ınez, 2000) o con norma infinita (Rao
and Rawlings, 1998) que no resultan tan sencillos de manejar y que, en presen-
cia de restricciones lineales, terminan resolviendo problemas de programación
lineal.
1.1.3 Optimizador
Finalmente el control predictivo basado en modelos no es más (ni menos) que
un problema de optimización. El objetivo de este elemento está claro, debe
conseguir la combinación de acciones de control que optimice la función de
coste. La solución ideal es la que resultaŕıa de la optimización anaĺıtica fuera
de ĺınea, esto implica disponer de una expresión matemática que calcula el
óptimo en función de las medidas hasta el instante ’t’. Esto se puede conseguir
cuando el modelo es lineal y la función de coste cuadrática sin restricciones. En
estos casos, el problema de optimización se resuelve fuera de ĺınea y el análisis
del sistema resultante se puede realizar utilizando las herramientas clásicas de
la teoŕıa de control. Fuera de este contexto, es decir, con problemas no lineales
(bien sea por los modelos utilizados, bien por la aparición de restricciones,
etc.), el control predictivo se convierte en un problema de optimización en cada
periodo de muestreo con el consiguiente incremento de complejidad (resultando
en un controlador no lineal y en un bucle cerrado también no lineal). El método
de optimización cobra más protagonismo cuando se pretende aplicar el control
predictivo en ĺınea. Por muy bueno que sea el modelo o muy acertada la función
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de coste, el cuello de botella es la técnica de optimización. Una selección o
ajuste inadecuado de esta técnica puede provocar en algunos casos, una pérdida
notable de las prestaciones del control puesto que no se localiza correctamente
el óptimo.
1.2 Evolución del MPC
Como ha ocurrido en otros casos, la idea del MPC ya se vislumbró en los años
60 antes de que el MPC se convirtiera en una de las estrategias de control avan-
zado más utilizada en el control de procesos. Los conceptos teóricos iniciales
que pueden asociarse al control predictivo se basan en los trabajos realizados
en control óptimo (tabla 1.2). Utilizando un modelo discreto lineal en espacio
de estados se calcula la ley de control minimizando una función cuadrática de
los estados y las acciones de control (regulador LQR). Al fijar un ı́ndice infinito
se pod́ıa obtener un controlador consistente en una realimentación del estado
(Mosca, 1995), (Lemos and Mosca, 1985). Debido a las capacidades limitadas
de los ordenadores y al rápido muestreo de los procesos para los que el LQR fue
desarrollado (por ejemplo en la industria aeroespacial), el esfuerzo se desvió
hacia la obtención de controladores que evitasen realizar la optimización en
ĺınea.
Como consecuencia, esta técnica tuvo relativamente poco impacto en la indus-
tria de procesos debido a que no contemplaba las no linealidades de los pro-
cesos, sus restricciones de funcionamiento, incertidumbres en el modelo y sólo
se dispońıa de un ı́ndice cuadrático para medir las prestaciones. Únicamente
pod́ıa aplicarse en áreas donde se pod́ıan conseguir modelos muy exactos y su
obtención estaba justificada económicamente (por ejemplo, la industria aero-
espacial).
Al contrario que otras veces, el MPC fue desarrollado primero en la industria,
bajo varios acrónimos y recetas propias, tratando de resolver los inconvenien-
tes planteados por el LQR antes mencionados, y mucho antes de disponer de
un minucioso entendimiento de las propiedades teóricas de lo que hoy se en-
tiende como control predictivo. El interés de los investigadores por el MPC
creció a mitad de los años 80, a ráız de unas jornadas organizadas por la em-
presa petroqúımica Shell (Prett and Morari, 1987). La industria contribuyó
decisivamente en el desarrollo de un control óptimo aplicable, apareciendo los
primeros controles predictivos basados en modelos. Se trataba de algoritmos
de control en los que se pod́ıa utilizar modelos más sencillos, las restricciones de
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Algoritmo Modelo Índice Horiz. Restricciones
predicción
LQG (1960) L, SS min ISE, I,O ∞ -
IDCOM (1976) L, FIR min ISE, O N I,O
DMC (1979) L, FIR min ISE, I,O,M N I,O
QDMC (1983) L, FIR min ISE, I,O,M N I,O
GPC (1987) L, FT min ISE, O,M N -
IDCOM-M (1988) L, FIR min ISE O N I,O
min ISE I
SMOC (1988) L, SS min ISE, I,O,M N I,O
Rawlings and L, SS min ISE, I,O ∞ I,O
Muske (1993)
Leyenda: (L) Lineal, (SS) Espacio de estados, (FIR) Respuesta impulsional, (FT) Función de
transferencia, (ISE) Integral Square Error, (I) entrada, (O) Salida, (M) Cambios en la entrada.
Tabla 1.2: Breve historia del MPC.
funcionamiento se pod́ıan tener en cuenta en la formulación y la optimización
se realizaba cada periodo de muestreo puesto que se utilizaban horizontes de
predicción finitos. Las primeras implementaciones a nivel industrial (IDCOM
y DMC), se desarrollaron en paralelo. De estos algoritmos cabŕıa destacar:
• IDCOM o Identification Command (Richalet et al., 1978). Es el nom-
bre del software desarrollado a partir del algoritmo conocido como Model
Algorithmic Control (MAC) (Rouhani and Mehra, 1982), también refe-
renciado como Model Predictive Heuristic Control (MPHC). Sus carac-
teŕısticas más importantes son:
– Modelo lineal por respuesta impulsional.
– Función de coste con un ı́ndice cuadrático y horizonte de predicción
finito.
– No hace uso del concepto de horizonte de control.
– Especificaciones mediante trayectoria de referencia generadas me-
diante un sistema de primer orden.
– Se incluye un modelo de perturbaciones:
n(t + k|t) = αn(t + k − 1|t) + (1− α)[y(t)− y(t− 1|t)], 0 ≤ α < 1
1.2. Evolución del MPC 13
– Restricciones en la entrada y la salida incluidas en la formulación.
– Optimización mediante un algoritmo iterativo.
• DMC o Dynamic Matrix Control (Cutler and Ramaker, 1980). Sus
principales caracteŕısticas son:
– Modelo lineal por respuesta a un escalón.
– Función de coste con un ı́ndice cuadrático de los errores futuros y
puede incluir términos referentes a las acciones de control.
– Horizonte de predicción finito.
– Utiliza un horizonte de control.
– Especificaciones se fija tratando de seguir un referencia de tipo es-
calón.
– Se incluye un modelo de perturbaciones:
n(t + k|t) = y(t) − y(t|t− 1)
– La acción de control óptima se obtiene como la solución de un pro-
blema de mı́nimos cuadrados.
A partir de estas dos metodoloǵıas se han ido desarrollando con el tiempo,
distintas alternativas, tanto a nivel industrial como a nivel teórico, entre las
que caben destacar:
• QDMC (Garcia and Morshedi, 1986). Basado en el DMC incluye ex-
pĺıcitamente las restricciones en las entradas y salidas del proceso. Utiliza
programación cuadrática (QP) para la minimización del ı́ndice.
• IDCOM-M (Grosdidier et al., 1988). También referenciado como HIE-
CON (Hierarchical constraint control). Esta basado en el IDCOM, pre-
sentando cambios en la función objetivo y en la priorización de las res-
tricciones. Utiliza dos funciones objetivo, primero se optimiza la que
evalúa los errores de predicción y, si quedan grados de libertad, se opti-
miza respecto a las acciones de control. Para simplificar el cálculo sólo
se permite un cambio en la variable manipulada.
• GPC o Generalized Predictive Control (Clarke et al., 1987a) (Clarke et
al., 1987b):
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– Utiliza modelos basados en funciones de transferencia incluyendo
modelo de perturbaciones (modelo CARIMA).
– El ı́ndice es cuadrático e incluye un término de errores de predicción
y otro de acciones de control.
– Utiliza los conceptos de horizonte de predicción y control.
– La optimización es anaĺıtica, por tanto se puede calcular un regu-
lador lineal fuera de ĺınea. Permite implementar un control adap-
tativo.
Este algoritmo resume muchas de las caracteŕısticas de los controladores
predictivos para procesos lineales (Clarke and Mohtadi, 1989), (Albertos
and Ortega, 1989), (Ordys and Clarke, 1993). También se ha utiliza-
do con restricciones (Chow and Clarke, 1994), (Kuznetsov and Clar-
ke, 1994), (Tsang and Clarke, 1988), (Camacho, 1993) y se ha planteado
el control predictivo adaptativo (Clarke, 1991). Algunas de sus apli-
caciones industriales se pueden encontrar en (Clarke, 1988), (Chow et
al., 1994), (Linkens and Mahfouf, 1994), (Rossiter et al., 1991).
El entendimiento de las propiedades del MPC a ráız de investigaciones cruciales
realizadas en el ámbito académico (Rawlings and Muske, 1993) han permitido
que hoy en d́ıa exista un marco conceptual y práctico común tanto a inves-
tigadores como a ingenieros de control. Son muchas las publicaciones que
reflejan el estado del arte a nivel tecnológico y teórico del control predicti-
vo en su tiempo de publicación (Garcia et al., 1989), (Keyser, 1991), (Muske
and Rawlings, 1993), (Richalet, 1993), (Clarke, 1994), (Froisy, 1994), (Qin and
Badgwell, 1997), (Nikolaou, 1998), (Morari and Lee, 1999). La visión que ofre-
cen respecto al futuro del MPC en la industria y en la investigación pasa por
combinar esta estrategia de control con otras áreas de la ingenieŕıa de control
o incluso con otras áreas de conocimiento:
• Control no lineal (Garcia et al., 1989).
• Control inteligente (fuzzy, neural) (Nikolaou, 1998).
• Nuevos esquemas de identificación, tanto de procesos como de ĺımites
para la incertidumbre (Bemporad and Morari, 1999).
• Mejoras en los métodos de estimación del estado. Alternativas al filtro
de Kalman (Qin and Badgwell, 1997).
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• Monitorización de procesos y diagnóstico de fallos para comprobar el
funcionamiento óptimo del controlador predictivo (Control estad́ıstico
de procesos o SPC) (Froisy, 1994).
• Mejora de las interfaces de usuario y diálogo con el operador (Froisy,
1994).
• Integración de niveles en la jerarqúıa de control (Morari and Lee, 1999).
Actualmente existen ĺıneas de investigación en control predictivo bien definidas
donde cabŕıa destacar entre otras:
• Control predictivo estable: Desde el uso de horizontes infinitos de pre-
dicción (Muske and Rawlings, 1993), (Zheng and Morari, 1995) hasta
la utilización de horizontes casi-infinitos (Chen and Allgöwer, 1998), la
formulación del control predictivo en espacio de estados se impone a la
de entrada-salida.
• Control predictivo no lineal: En este área se utilizan tanto modelos
en espacio de estados como modelos en entrada-salida (Mayne, 1997),
(Rawlings et al., 1994). Sin embargo, la mayoŕıa de modelos utilizados
siguen expresando dinámicas lineales sujetas a una no linealidad de tipo
estático (Genceli H. and M. Nikolaou, 1995).
• Control predictivo robusto: En (Bemporad and Morari, 1999), se re-
sumen distintas aproximaciones aparecidas en la literatura del control
predictivo con caracteŕısticas diferentes a la hora de representar la in-
certidumbre y la forma de calcular el controlador robusto. Por ejemplo
en (Kouvaritakis et al., 1997) la incertidumbre se representa como una
elipse centrada en el vector de parámetros estimados para una función
de transferencia. En (Badgwell, 1997), la incertidumbre en el modelo se
parametriza por una lista de posibles plantas y se añaden al problema
original restricciones para asegurar la estabilidad robusta. Otra apro-
ximación es la denominada min-max MPC, donde (Lee and Yu, 1997),
presentan una formulación basada en la minimización del peor caso de
un ı́ndice cuadrático para sistemas con parámetros variables en el tiempo
pero acotados. Del mismo modo, (Meǵıas et al., 2001) presenta un min-
max GPC∞ donde la incertidumbre se representa de forma politópica.
• Control predictivo adaptativo: Siendo el GPC el algoritmo orientado al
control predictivo adaptativo por excelencia (Kinnaert, 1989), y a pesar
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del amplio mercado que tendŕıa un algoritmo MPC autoajustable, pocas
son las aplicaciones reales que incluyen adaptación en ĺınea. El control
adaptativo indirecto tiende a ser sustituido por un nuevo paradigma que
contempla la integración de la identificación y el control predictivo. En
esta aproximación, y debido a los problemas que presenta la identificación
en bucle cerrado, se insiste en mantener una excitación persistente en las
señales para poder identificar (Genceli H. and M. Nikolaou, 1996).
• Utilización de técnicas de optimización alternativas para hacer frente a
problemas que se plantean con modelos no lineales, restricciones de fun-
cionamiento y nuevos ı́ndices (problemas no convexos y/o discontinui-
dades a resolver en tiempo real). Por ejemplo, (Pérez de Madrid, 1995)
utiliza la programación dinámica como técnica de optimización, y en
(Mart́ınez et al., 1996), (Onnen et al., 1997) o (Mart́ınez et al., 1998) se
aplican los algoritmos genéticos o simmulated annealing como técnicas
de optimización.
1.3 El control predictivo y la industria
Una comparación de (Qin and Badgwell, 1997) y (Qin and Lee, 2001) puede
ofrecernos una visión general del panorama actual del control predictivo en la
industria y cuáles han sido los últimos avances en éste campo, tras interrogar a
las principales compañ́ıas sobre sus productos. En general en la última década
ha habido un número de empresas que han comercializado paquetes de control
predictivo, pero en los últimos 4 años parece haberse consolidado el mapa de
empresas que ofrecen productos de este tipo tras absorciones y compras de
patentes de unas por parte de otras. Por ejemplo, Setpoint Inc. (quien co-
mercializaba el paquete SMC-IDCOM) y Treiber Controls (con su Optimum
Predictive Control (OPC)) han sido absorvidas por Aspen Technology (DMC-
plus). Profimatics (quien vend́ıa el paquete Predictive Control Technology
(PCT)) actualmente pertenece a Honeywell (RMPCT). En la tabla 1.3 se enu-
meran las compañ́ıas más importantes que en la actualidad ofrecen productos
de control predictivo.
Del análisis de los datos ofrecidos por estas compañ́ıas, cabe destacar lo si-
guiente:
• El número total de aplicaciones de MPC instaladas está entorno a 4600
(en 1995 se aproximaba a 2200).
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Compañ́ıa Producto
Adersa Predictive Functional Control (PFC)
Adersa Hierarchical Constraint Control (HIECON)
Aspentech DMCplus
MDC Tec. Shell Multivariable Optimiser Control (SMOC)
Honeywell Robust MPC Technology (RMPCT)
Predictive Control Ltd. Connoisseur
Tabla 1.3: Aplicaciones más importantes que implementan el MPC lineal y sus
fabricantes.
• La mayoŕıa de estas aplicaciones (un 67%) pertenecen a la industria
petroqúımica y de refino.
• Industrias puramente qúımicas y papeleras muestran un interés creciente
por estas aplicaciones, aunque también aparecen otras como alimentarias,
del automóvil, aeroespaciales y de semiconductores.
• Aspentech aparece con el mayor número de aplicaciones instaladas (1850)
y con el mayor tamaño de proceso bajo control (630 variables controladas
× 283 variables manipuladas).
De la lectura detallada de estos informes se deduce que todas las casas co-
merciales tienen su algoritmo de control representativo, el cuál es modificado
continuamente. En la actualidad los algoritmos de control predictivo lineal
que están implantados, presentan las siguientes caracteŕısticas:
• Los modelos utilizados son de tipo respuesta impulsional o escalón (FIR),
función de transferencia o espacio de estados.
• Todos los productos industriales asumen una perturbación constante a
la salida a la hora de realimentar la información, aunque algunos de ellos
utilizan filtros de Kalman (SMOC).
• Todos los algoritmos penalizan el excesivo esfuerzo de control de diferen-
tes formas: factor de ponderación, trayectoria de referencia, umbral para
valores singulares, etc.
• La mayoŕıa de los estos productos aplican restricciones duras en la fa-
se de optimización estática y restricciones blandas en la salida para la
optimización dinámica.
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• En todos los casos se utilizan horizontes de predicción y de control finitos.
Pudiendo además destacar, cuáles han sido los cambios más recientes en la
tecnoloǵıa de control predictivo lineal que actualmente está disponible:
• Los modelos en espacio de estados y funciones de transferencia están
comenzando a utilizarse desplazando a los modelos basados en respuesta
en impulso o escalón (estos modelos están restringidos a procesos estables
y requieren un número elevado de parámetros).
• Aparecen alternativas a la identificación basada en pruebas con el proce-
so. Junto al simple mı́nimos cuadrados, métodos basados en subespacios
y algoritmos de mı́nimos cuadrados recursivos están implementados ac-
tualmente en las aplicaciones.
• En la actualidad algunos productos que utilizan modelos en espacio de
estados disponen de esquemas de realimentación basados en filtros de
Kalman.
• Puesto que la mayoŕıa de los controladores predictivos deben ser sintoni-
zados para alcanzar un bucle cerrado nominalmente estable, una práctica
reciente consiste en utilizar horizontes de predicción elevados para alcan-
zar amplios márgenes de estabilidad basados en los resultados de (Muske
and Rawlings, 1993).
• Algunas aplicaciones implementan estrategias de control adaptativo y
multi-modelos.
Caṕıtulo 2
El controlador GPC y la
descomposición en valores
singulares (SVD)
Las ideas que subyacen en el controlador DMC y el controlador predictivo gene-
ralizado (GPC) son esencialmente las mismas (Prada et al., 1994). El primero,
desarrollado en el ámbito industrial y el segundo, básicamente, en el ámbito
académico. Tradicionalmente el controlador DMC fue concebido para trabajar
con procesos de naturaleza multivariable con restricciones (procesos t́ıpicos en
las industrias qúımicas y petroqúımicas) y su formulación, completamente de-
terminista, no inclúıa expĺıcitamente ningún modelo de perturbaciones (Morari
and Lee, 1997). Por el contrario, aspectos de tipo estocástico juegan un papel
importante en el controlador GPC, pensado especialmente para procesos SISO
en un contexto de control adaptativo (Bemporad and Morari, 1999), (Yoon and
Clarke, 1994a), (Clarke, 1991). La extensión al caso multivariable del GPC
es conceptualmente sencilla, pero su elaboración es bastante costosa, donde
aparecen numerosos detalles a tener en cuenta (Garcia et al., 1989). Los con-
ceptos aqúı explicados pueden ser aplicados tanto al controlador DMC como
al controlador GPC, sin embargo, la exposición se ha realizado en base a éste
último debido sobre todo a:
• Con el GPC se pueden plantear una gama bastante amplia de problemas
de control (procesos inestables, de fase no mı́nima, etc) con un número
razonable de parámetros de diseño.
• El modelo en forma de función de transferencia utilizado en el GPC
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permite realizar un análisis del sistema en bucle cerrado al estilo clásico
(estabilidad, robustez, etc).
En este caṕıtulo, tras un breve repaso a los conceptos del controlador predicti-
vo generalizado, se expondrá la herramienta clave en el desarrollo de esta tesis
como es la descomposición en valores singulares o descomposición SVD (Sin-
gular Value Decomposition). A continuación, se plantea el problema del mal
condicionamiento numérico en el control predictivo y cómo esta herramienta
puede ayudar a aliviar este problema a través de las denominadas componen-
tes principales. La relación existente entre los valores singulares y el factor de
ponderación de la acción de control en el ı́ndice de coste, permite comparar un
GPC estándar con el controlador diseñado en base a la alternativa presentada.
2.1 Controlador Predictivo Generalizado (GPC)
La formulación del GPC con ı́ndice de coste cuadrático ha sido ampliamente
desarrollada en (Clarke et al., 1987a),(Clarke et al., 1987b) y (Camacho, 1993).









• y(k) es la salida del sistema.
• u(k) es la acción de control.
• ξ(k) representa la perturbación (ruido blanco).
• ∆ = (1 − z−1)
• T (z−1) = t0 + t1z−1 + · · ·+ tntz−nt es un polinomio de filtrado de pertur-
baciones.
• B(z−1)z−1 = b1z−1 + · · · + bnbz−nb es el numerador de la función de
transferencia discreta del proceso.
• A(z−1) = 1 + a1z−1 + · · · + anaz−na es el denominador de la función de
transferencia discreta del proceso.
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Considerando el modelo anterior y las ecuaciones polinómicas siguientes:
T (z−1) = Ei(z−1)∆A + z−iFi(z−1) (2.2)
Ei(z
−1)B(z−1) = Gi(z−1)T (z−1) + z−iΓi(z−1) (2.3)
se plantea el siguiente modelo de predicción:
y(k + i|k) = Gi(z−1)∆u(k + i − 1) + f(k + i|k) (2.4)







∆u(k − 1) (2.5)
el cual permite, situados en el instante k, predecir el valor de la salida en el
instante k + i.
Cabe destacar además, el claro significado que poseen las dos partes de la
expresión (2.4):
f(k + i|k) : Es la predicción de la respuesta libre del sistema. Dicha predic-
ción se calcula, exclusivamente, utilizando información conocida hasta el
instante k, puesto que Γi y Fi son polinomios con un número finito de
términos en potencias de z−1 (FIR).
Gi(z
−1)∆u(k + i − 1) : Es la predicción de la respuesta forzada del sistema.
basada en un número finito de acciones de control propuestas para ins-
tantes futuros.
Aplicando la expresión (2.4) para los instantes 1 . . . N , se puede obtener una











∆u(k + N − 1)
+ f
y = G∆u + f (2.6)
donde
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G =

g0 0 . . . 0




























siendo Γ y F las matrices que contienen en cada fila los coeficientes de los
polinomios Γi y Fi de grado nΓ y nF respectivamente y gi los coeficientes
1 de
los polinomios Gi.
Para el cálculo del controlador GPC, se plantea la minimización de un ı́ndice





αi[y(k + i|k) − w(k + i)]2 +
Nu∑
j=1
λj[∆u(k + j − 1|k)]2 (2.11)
donde:
• N1, N2: son los valores mı́nimo y máximo que establecen el horizonte de
predicción o número N de predicciones a realizar, N = N2 − N1 + 1.
• Nu: Se denomina horizonte de control y representa el máximo número
de incrementos de la variable manipulada a calcular (grados de libertad)
teniendo en cuenta que ∆u(k + Nu + 1) = ∆u(k + N) = 0.
1Los coeficientes de los polinomios Gi resultan ser los coeficientes de la respuesta del
proceso ante un escalón unitario.
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• ∑N2i=N1 αi[y(k + i|k) − w(k + i)]2: representa una medida del error entre
la salida y la referencia (w) en el horizonte de predicción, ponderado por
los factores αi.
• ∑Nuj=1 λj [∆u(k + j − 1)]2: representa una medida del esfuerzo de control
en el horizonte de control, ponderado por los factores λj.
Es posible expresar el ı́ndice (2.11) en forma cuadrática como:
J(∆u) = (y −w)T α(y − w) + ∆uT λ∆u (2.12)
donde αN×N y λNu×Nu son matrices diagonales y
w = [w(k + 1), . . . , w(k + N)]T (2.13)
y = [y(k + 1|k), . . . , y(k + N |k)]T (2.14)
∆u = [∆u(k), . . . , ∆u(k + Nu − 1)]T (2.15)
(2.16)
Sustituyendo (2.6) en (2.12) y minimizando éste, se obtiene la expresión del
controlador GPC SISO sin restricciones:




• GN×Nu , ΓN×nΓ, FN×nF : Matrices procedentes del modelo de predicción
(2.6).
• ∆ufnΓ×1: Vector de los incrementos de acciones de control pasadas, fil-
tradas por el polinomio T .
• yfnF×1: Vector de salidas pasadas, filtradas por el polinomio T .
Llamando e al error obtenido al restar la referencia w menos la predicción de
la respuesta libre del sistema f
e = w − f = w − (Γ∆uf + Fyf) (2.18)
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se puede reescribir la ley de control (2.17) como:
∆u = (GT αG + λ)−1GT αe (2.19)
2.2 Formulación como un problema de mı́nimos
cuadrados
La mejor forma de calcular la solución al problema de control predictivo es
plantear éste como un problema de mı́nimos cuadrados. Puesto que los ele-
mentos de las matrices de ponderación α y λ cumplen:
αi ≥ 0, λj ≥ 0
es posible encontrar matrices Q y Λ que sean sus ráıces cuadradas, es decir:
α = QT Q, λ = ΛTΛ (2.20)
Como en la mayoŕıa de los casos estas matrices son diagonales, obtener sus








Se puede comprobar que la magnitud al cuadrado de este vector, (su norma
eucĺıdea al cuadrado), es equivalente al ı́ndice de coste (2.12):
J(∆u) = α ‖ y − w ‖22 +λ ‖ ∆u ‖22
= α ‖ G∆u + f −w ‖22 +λ ‖ ∆u ‖22
= α ‖ G∆u − e ‖22 +λ ‖ ∆u ‖22
= ‖ QG∆u − Qe ‖22 + ‖ Λ∆u ‖22
=
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Reescribiendo (2.22) como
















se puede concluir que el valor óptimo (2.19) resultado de la minimización del
ı́ndice de coste (2.12), es la solución, en el sentido de mı́nimos cuadrados, del
sistema de ecuaciones lineales siguiente:
Ĝ∆u = ê (2.24)
donde Ĝ ∈ RN+Nu×Nu y ê ∈ RN+Nu×1.
Se define el sistema de ecuaciones normales asociado al sistema (2.24) como:
ĜT Ĝ∆u = ĜT ê (2.25)
donde ĜT Ĝ ∈ RNu×Nu y ĜT ê ∈ RNu×1
El sistema de ecuaciones normales (2.25), posee siempre una solución2:
∆u = (ĜT Ĝ)−1ĜT ê (2.26)
= (GT αG + λ)−1GT αe
La expresión (2.26) coincide con la solución del sistema (2.24) en caso de que
éste fuera compatible pero, generalmente, éste no lo es. Es decir, no existen
grados de libertad suficientes para obtener una solución exacta. En ese caso,
(2.26) es la solución en el sentido de mı́nimos cuadrados del sistema (2.24).
Incluso en el caso de no incluir ponderación de la acción de control (λ = 0),
existen más ecuaciones que incógnitas y la acción de control calculada como
∆u = (GT αG)−1GT αe (2.27)
es la solución de mı́nimos cuadrados del sistema
2Siempre y cuando rank(Ĝ) = Nu
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QG∆u = Qe (2.28)
El sistema3 anterior refleja mejor el objetivo del controlador predictivo: conse-
guir que la predicción de la salida alcance la referencia. Entonces, ¿cuál es el
verdadero motivo por el que se incluye un factor de ponderación en la acción
de control? La respuesta hay que buscarla en el mal condicionamiento de la
matriz G, y cómo este problema se magnifica al calcular (GT αG)−1.
2.2.1 ¿Por qué aparece el problema del mal condiciona-
miento en control predictivo?
En las industrias de proceso continuo (y en particular en las aplicaciones de
tipo qúımico o petroqúımico) aparecen frecuentemente procesos mal condicio-
nados. El problema en los procesos mal condicionados se manifiesta cuando
dos (o más) variables manipuladas poseen el mismo efecto en las variables
controladas. Un control preciso para este tipo de procesos, cuando las inte-
racciones son extremas, requiere una inversión del modelo del proceso. Sin
embargo, debido a este mal condicionamiento, esta inversión puede ser muy
sensible a incertidumbres en la entrada y a errores de modelado (Chang and
Yu, 1992).
En control predictivo el mal condicionamiento aparece especialmente en el
control de procesos multivariables, donde la solución óptima expresada en la
ecuación (2.27), no debe ser obtenida formando el producto (GT αG), ni cal-
cular su inversa. Por ello hay que prestar especial atención a los algoritmos
numéricos que se utilizan para calcular dicha solución cuando la matriz G está
mal condicionada (ver apéndice B).
En el caso multivariable y para un proceso con n variables controladas y m
variables manipuladas, supóngase que dos variables controladas se comportan
exactamente igual. Entonces las filas correspondientes de la matriz dinámica
GnN×mNu seŕıan iguales, por lo que su rango disminuiŕıa en N (el número de
filas iguales), y poseeŕıa un rango menor que el esperado por sus dimensiones.
Puesto que (Meyer, 2000):
rank(G) = rank(GT G) = rank(GT αG) (2.29)
3Para respetar la ponderación utilizada en el ı́ndice de mı́nimos cuadrados, la matriz Q
no se elimina de ambos lados, dado que de hacerlo, se obtendŕıa una solución diferente.
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si este rango fuera suficientemente pequeño, podŕıa ser menor que m ·Nu, y la
matriz (GT αG)mNu×mNu seŕıa singular.
En la práctica, las variables no se comportan idénticamente igual unas que
otras, pero a veces, śı que pueden mostrar un comportamiento muy parecido.
Esto llevaŕıa a tener filas de G que se podŕıan calificar como cercanas a ser
dependientes unas de otras.
Por consiguiente la matriz G, y de igual forma GT αG, estaŕıan muy cerca de ser
singulares. Incluso sin estos casos extremos, es habitual seleccionar N  Nu,
por lo que las últimas filas de G están a menudo muy cerca de ser dependientes
unas de otras.
La mayoŕıa de controladores predictivos utilizan ı́ndices de tipo cuadrático y
calculan las acciones de control que minimizan la suma de los residuos al cua-
drado del sistema de ecuaciones planteado en (2.28). El problema es que los
residuos solamente son indicadores fiables de la precisión alcanzada por dicha
solución si la matriz G está bien condicionada, puesto que el mal condiciona-
miento de la matriz G en un controlador predictivo se traslada al condiciona-
miento de la matriz GT αG. De ah́ı la importancia de plantear un problema
de mı́nimos cuadrados bien condicionado.
En las aplicaciones industriales de control predictivo, este problema se ha tra-
tado de solucionar de diferentes formas (Qin and Badgwell, 1997):
• En el controlador DMC de AspenTech, el factor de ponderación de las
acciones de control se ajusta para mejorar el condicionamiento de la
matriz que va a ser invertida.
• En SMC-IDCOM, de Setpoint Inc., el usuario define un ranking para
las variables controladas por orden de prioridad. Cuando se detecta un
número de condición elevado, el controlador elimina las variables de más
baja prioridad hasta obtener un subproceso a controlar bien condiciona-
do.
• En RMPCT de Honeywell se utiliza el método denominado SVT (Sin-
gular Value Thresholding) en el que se realiza una descomposición en
valores singulares del proceso. Los valores singulares por debajo de un
umbral establecido son descartados y se reconstruye un modelo mejor
condicionado con los valores singulares restantes, que es usado para el
control.
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2.3 La descomposición en valores singulares
La descomposición en valores singulares (SVD) es una técnica de descomposi-
ción matricial muy efectiva, y puede ser usada, para resolver distintos tipos de
problemas (conjuntos de ecuaciones lineales, problemas de mı́nimos cuadrados,
etc).
La descomposición en valores singulares se define como:
Dada un matriz A no cuadrada de dimensiones n × m y de rango r, existen
matrices ortogonales y unitarias Un×n y Vm×m, y una matriz diagonal positiva
Sr×r, tales que









σ1 0 · · · 0





0 0 · · · σr

UT U = I (2.31)
V T V = I (2.32)
En términos de álgebra matricial, las matrices U y V representan un simple
cambio de coordenadas y poseen una estrecha relación con los vectores propios
y autovalores de AAT y AT A respectivamente (ver apéndice C).
La matriz A tiene min(m, n) valores singulares denotados por σi, r de los cuales
son únicos y distintos de cero. Normalmente, los algoritmos que calculan la
descomposición en valores singulares de una matriz ofrecen éstos en orden
decreciente según su magnitud:
σ ≡ σ1 ≥ σ2 ≥ · · · ≥ σr ≡ σ (2.33)
La estructura de la matriz Σ permite reescribir la matriz A como





2 + · · · + σrurvTr (2.34)
donde ui y vi son las i-ésimas columnas de las matrices U y V respectivamente.
La ecuación anterior ilustra la estrecha relación entre un valor singular σi y las
correspondientes columnas de las matrices U y V .
Con los valores singulares también se puede calcular el número de condición
de una matriz (κ(A)), que se define como el ratio entre el valor singular más





y es un indicador del mal condicionamiento de una matriz (ver apéndice B).
La descomposición SVD descrita anteriormente tiene excelentes propiedades
numéricas permitiendo la determinación fiable del rango de una matriz y el
cálculo de pseudoinversas.
La pseudoinversa A+ de una matriz A, se define como:
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0 1
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0 0 · · · 1
σr

La descomposición en valores singulares es una herramienta matemática utili-
zada ampliamente en la teoŕıa de control multivariable. Por ejemplo:
• La descomposición SVD se aplica sobre la respuesta en frecuencia de un
sistema para obtener información acerca de su ganancia y las direcciones
principales de la planta (Skogestad and Postlethwaite, 1996).
• En la teoŕıa de control robusto la descomposición SVD se utiliza para
obtener márgenes de robustez de sistemas multivariables frente a errores
de modelado (Maciejowski, 1989).
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• Es útil en técnicas de reducción del orden de modelos lineales (Balan-
ced realization). Comúnmente modelos lineales en espacio de estados
obtenidos a partir de modelos no lineales incluyen un gran número de
estados, la mayoŕıa de los cuales no influyen demasiado en las funciones
de transferencia de interés. Utilizando la descomposición SVD se pue-
den identificar qué estados pueden ser eliminados sin introducir grandes
errores en el modelo resultante (Zhou and Doyle, 1998).
• Puede ser usada directamente como un desacoplador (Steady State De-
coupler) para controlar el proceso como un conjunto de bucles simples e
independientes, para determinar la mejor posición de los sensores o para
decidir cuáles son las mejores variables manipuladas para controlar el
proceso(Deshpande, 1989).
2.4 Cálculo del controlador GPC v́ıa SVD
Partiendo de la ley de control para el GPC sin restricciones 2.17, y suponiendo
que no existe ponderación de la acción de control (λ = 0) es posible reescribir
la expresión anterior como:
∆u = (GT αG)−1GT α(w − f) (2.37)
Llamando Q a la matriz resultante de aplicar la ráız cuadrada a la matriz
diagonal α (2.20), se tiene
∆u = (GT QT QG)−1GT QT Q(w − f) (2.38)




(UΣV T )T UΣV T
)−1
(UΣV T )T Q(w − f) (2.39)
Llamando e al vector (w−f), y aprovechando la ortonormalidad de las matrices
U y V , tras operar se llega a4:
4En el caso de tener una ponderación constante de los errores de predicción, α1 = . . . =
αN , la matriz Q podŕıa omitirse de la expresión (2.40).
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∆u = V Σ+UT Qe = (QG)+Qe (2.40)
siendo la matriz (QG)+ la matriz pseudoinversa de QG. De la expresión (2.40),
se deduce la utilidad de la pseudoinversa para solucionar problemas de mı́nimos
cuadrados (ver apéndice C) cuando el control predictivo se plantea como un
sistema de ecuaciones de la forma (2.28).
Si la matriz QG es de rango completo por columnas, entonces las soluciones
(2.37) y (2.40) son equivalentes. Sin embargo, cuando la matriz QG está
próxima a perder el rango (su número de condición es elevado), el problema
está mal condicionado. Esto quiere decir que pequeños cambios en la matriz
QG pueden provocar grandes cambios en los elementos de la solución ∆u. En
este caso, la solución calculada, puede ser significativamente diferente de la
solución verdadera, debido principalmente a este mal condicionamiento.
Aśı, los controladores calculados con la expresión (2.37), suelen dar como resul-
tado acciones de control elevadas y consecuentemente inaceptables. La verda-
dera razón de este fenómeno está en observar como en la mayoŕıa de los casos
conforme aumentan los horizontes N y Nu, empeora el condicionamiento de la
matriz QG (Golub and van Loan, 1996), (Wilkinson et al., 1994). A modo de
ejemplo, en la figura 2.1, se representa el número de condición de esta matriz
para distintos horizontes, tanto de predicción como de control para un proceso
multivariable.
Como se enunció en el apartado anterior, algunos controladores comerciales
implementan diferentes estrategias para manejar problemas mal condiciona-
dos. En el GPC, se incluye en el ı́ndice de coste un término de ponderación
de la acción de control. El factor de ponderación λ, aparte de mejorar el con-
dicionamiento de la matriz a invertir, produce una reducción en el tamaño
de las acciones de control y por tanto un control más suave. Sin embargo,
en la mayoŕıa de los casos, este factor ha de ser elegido emṕıricamente por el
operador con la ayuda de algunas reglas extráıdas, generalmente, de una expe-
riencia previa. Algunos autores determinan estrategias o gúıas para la elección
de este factor basadas en procedimientos de prueba y error o en simulaciones
(Maurath et al., 1988).
En la literatura se encuentran algunos intentos de selección automática de
dicho parámetro de ponderación. Por ejemplo:
• En (Shridhar and Cooper, 1997), (Shridhar and Cooper, 1998) se obtiene





























Figura 2.1: Evolución del número de condición para un proceso multivariable 2×2
una expresión anaĺıtica para λ, tanto para procesos SISO como MIMO,
en el contexto de un controlador DMC sin restricciones y únicamente
para modelos de primer orden con retardo.
• En (Wilkinson et al., 1990),(Wilkinson et al., 1994) y para un GPC
multivariable, se recalcula automáticamente el factor de ponderación λ
de tal forma que el número de condición de la matriz dinámica que
se utiliza para calcular el controlador predictivo nunca exceda un valor
preestablecido. En este caso se asume un factor de ponderación constante
para todos las entradas y la subjetividad se traslada a la elección del
ĺımite para el número de condición.
• Otra aproximación, esta vez en cuanto a estabilidad robusta se refiere
es la aportación de (Vuthandam et al., 1995), donde para un QDMC
con restricción terminal se desarrollan condiciones suficientes para la es-
tabilidad robusta del sistema que pueden ser usadas directamente en el
cálculo de valores mı́nimos para los horizontes de predicción y control
y para los factores de ponderación (resultando en una ponderación no
constante del horizonte de control).
Otra forma de manejar problemas mal condicionados puede ser a través del
llamado Análisis de Componentes Principales (PCA) que, como en el uso de un
factor de ponderación λ, produce soluciones subóptimas pero con cambios más
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pequeños en las acciones de control. El análisis de los componentes principales,
haciendo uso de la descomposición en valores singulares, está estrechamente
relacionado con el factor λ y puede presentarse como una alternativa para la
elección un tanto aleatoria de dicho factor.
2.5 Análisis de Componentes Principales
En ingenieŕıa, una gran cantidad de problemas que manejan enormes cantida-
des de datos numéricos son representados en forma de matrices y su solución
pasa por realizar cálculos con estas matrices. Debido a que estos datos contie-
nen una gran cantidad de información redundante pueden aparecer problemas
de mal condicionamiento numérico o colinearidad. Entonces seŕıa mejor poder
separar esta redundancia de los datos, bien seleccionando las variables clave o
aplicando métodos para reducir la dimensionalidad de éstos.
El análisis de componentes principales o Principal Component Analysis (PCA)
ha sido ampliamente utilizado con este objetivo y generalmente es el método
más extendido para extraer información común de grandes cantidades de datos.
El análisis de componentes principales hace uso de la descomposición SVD,
y geométricamente puede describirse como una proyección de los datos origi-
nales sobre un hiperplano distinto, el de las componentes principales. Esta
transformación pone en evidencia las relaciones entre las distintas variables
que componen la matriz. Cada componente principal explica un porcentaje de
la variación de los datos, siendo la primera de ellas la más importante, luego
la segunda y aśı sucesivamente.
Si dichas variables están correladas o son redundantes, existirán filas o colum-
nas dependientes unas de otras de tal forma que el número de valores singulares
distintos de cero será igual al rango de la matriz. Aśı los datos originales pue-
den ser representados por un número reducido r de componentes principales
y por lo tanto, es posible utilizar tan solo ese número de componentes para
representar la información. De esta forma la técnica PCA reduce la dimensio-
nalidad de la matriz de datos original y con tan solo un conjunto reducido de
componentes se puede expresar la mayoŕıa de la variabilidad de los datos.
El análisis de componentes principales ha encontrado aplicación en numero-
sas disciplinas (análisis estad́ıstico, compresión de datos, etc.). En control de
procesos, la técnica PCA se ha utilizado ampliamente para la detección y aisla-
miento de perturbaciones (Ku et al., 1995), monitorización basada en control
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estad́ıstico (SPC) (Nomikos and MacGregor, 1995), (MacGregor and Kour-
ti, 1995), (Thomas et al., 1996), detección y diagnóstico de fallos (Lewin, 1995),
(Haiqing et al., 2000) y modelado y control de procesos multivariables (Shah
et al., 1998), ya que permite fácilmente la extensión de los principios de la
monitorización estad́ıstica de procesos a procesos multivariables.
2.5.1 Las componentes principales y el controlador GPC
En este apartado se va a tratar de reflejar, en un contexto distinto en el que
habitualmente se ha utilizado el término análisis de componentes principales,
cómo se puede reconducir esta técnica hacia la filosof́ıa del control predictivo.
La matriz dinámica del proceso (matriz que contiene las respuestas en escalón
de las funciones de transferencia), que tan importante papel juega en el con-
trolador DMC y GPC, es candidata a ser transformada y analizada en el plano
de las componentes principales.
El problema de minimizar el ı́ndice5
J(∆u) = (y − w)Tα(y −w) (2.41)
para el cálculo del controlador como se hab́ıa anticipado, puede ser reescrito
como:
J(∆u) = (G∆u + f − w)TQT Q(G∆u + f −w) (2.42)
J(∆u) = ‖ QG∆u − Q(w − f) ‖22 (2.43)
J(∆u) = ‖ QG∆u − Qe ‖22 (2.44)
siendo ‖ · ‖2 la norma eucĺıdea.
Puesto que las transformaciones ortonormales no modifican la norma eucĺıdea,
esto es, si la matriz U es ortogonal y unitaria,
‖ Ux ‖2=‖ x ‖2
se puede transformar el problema de optimización, gracias a la descomposición
SVD de la matriz QG y escribir de nuevo el ı́ndice (2.41) como:
5Se asume que no existe ponderación de la acción de control.
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J(∆u) = ‖ UΣV T ∆u − Qe ‖22 (2.45)
J(∆u) = ‖ ΣV T ∆u − UT Qe ‖22
J(p) = ‖ Σp − g ‖22 (2.46)
donde:
p = V T ∆u (2.47)
g = UT Qe (2.48)
La solución a este problema de mı́nimos cuadrados es trivial:




, i = 1 . . .Nu (2.50)
A los elementos pi del vector p se les conoce como componentes principales
de la solución que minimiza el ı́ndice cuadrático y como indica (2.50), dichas
componentes pueden ser fácilmente calculadas.
La descomposición SVD permite interpretar el cambio de variable realizado
en (2.47). Por ejemplo para unos horizontes de predicción y control igual a
2, supóngase que se aplican todas las combinaciones posibles de acciones de
control futuras tales que ‖∆u‖2 ≤ 1, para obtener todas las respuestas forzadas
posibles yf = QG∆u.
La representación de estas respuestas ofrece una indicación directa de la sensi-
bilidad del proceso que se quiere controlar a todas las posibles combinaciones
de entradas (figura 2.2). Gráficamente, la circunferencia de radio unidad, se
transforma en una elipse. Los vectores de la matriz U , definen las orientacio-
nes de los ejes de dicha elipse, mientras que los valores singulares definen la
magnitud de cada uno de estos ejes. Los vectores vi de la matriz V , se trans-
forman en los vectores ui con ganancia σi puesto que QGvi = uiσi (figura
2.2(a)). De este modo los vectores columna de la matriz U forman una base
para el espacio de las posibles respuestas forzadas yf que se pueden alcanzar
por medio de yf = QG∆u.
Por el contrario, (figura 2.2(b)), las columnas de la matriz V , son vectores de
Nu × 1 elementos que permiten transformar acciones de control definidas en el
plano de las componentes, en acciones de control definidas en el plano de los
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actuadores. El primer vector columna de V (v1), indica la combinación de las
acciones de control futuras que más influencia tiene sobre el proceso. Del mis-
mo modo la última columna de la matriz V (vNu) representa la combinación de
acciones de control futuras que menos influyen sobre el proceso. Gráficamente
esto se puede ver como una elipse en el plano de las acciones de control con
unos ejes definidos por los vectores vi y la inversa de los valores singulares.
En términos de operaciones matriciales, el vector g (2.48), representa la trans-
formación del vector e ponderado por la matriz diagonal Q, al plano de las
componentes principales p. Es decir, cada columna de U es un vector de N ×1
que transforma la respuesta forzada deseada (Qe), al plano de las componen-
tes principales del controlador. En general la matriz G tendrá más filas que
columnas (N > Nu), y los vectores uNu+1 . . .uN indican las ”direcciones” de
las respuestas forzadas que no se pueden alcanzar para cualquier combinación
de acciones de control futuras.
Sustituyendo la descomposición SVD de QG en la ecuación matricial de los
errores de predicción que componen el ı́ndice de coste (2.41)
Q(y − w) = QG∆u + Q(f − w)
= UΣV T ∆u − Q(w − f) (2.51)
y premultiplicando ambos lados por UT
UT Q(y −w) = ΣV T ∆u− UT Q(w − f) (2.52)
r = Σp− g (2.53)
de esta forma los términos r = UT Q(y−w) y g = UT Q(w− f) representaŕıan,
respectivamente, la transformación del error de predicción y la respuesta for-
zada deseada del sistema en el plano de las componentes principales. A su
vez, el término p = V T ∆u representaŕıa la transformación de las acciones de
control en dicho plano. Es decir, con las matrices U y V es posible rotar las
coordenadas del problema de mı́nimos cuadrados sin pérdida de información
de ningún tipo, de tal forma que el problema es más fácil de resolver en el
sistema de coordenadas destino.
Puesto que la matriz Σ es diagonal, el error de predicción en la i-ésima coor-
denada (correspondiente a la i-ésima componente principal) depende exclusi-
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(a) Todas las posibles acciones de control dentro de la circunferencia
se transforman en respuestas forzadas dentro de la elipse.
(b) Todas las respuestas forzadas deseadas dentro de la circunferencia
se transforman en acciones de control dentro de la elipse.
Figura 2.2: Interpretación geométrica de la descomposición SVD de la matriz G.
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vamente de la i-ésima componente principal. Expandiendo término a término
la ecuación (2.53), se obtiene
ri =
{
σipi − gi, i = 1 . . . Nu
−gi, i = (Nu + 1) . . . N (2.54)
Como se observa, las componentes principales solo aparecen en la ecuación
(2.54) para los Nu primeros términos, mientras que los N − Nu términos res-
tantes, no seŕıan minimizables.
La solución final deseada, es decir, el conjunto de acciones de control, puede
deducirse de las expresiones anteriores, obteniéndose de nuevo la expresión
(2.40):
∆u = V p
= V Σ+UT Qe = (QG)+Qe (2.55)
Suponiendo que la matriz QG es de rango completo, es decir rank(QG) = Nu,


















donde g1 ∈ RNu , g2 ∈ RN−Nu , U1 ∈ RN×Nu y U2 ∈ RN×(N−Nu), se puede
desarrollar el ı́ndice de coste (2.46) como
J(p) = ‖ Sp− g1 ‖22 + ‖ g2 ‖22
= (σ1p1 − g11)2 + · · ·+ (σNupNu − gNu1 )2 + C (2.58)
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Como se puede observar, la constante C =‖ g2 ‖22 no influye en el problema
de minimización. Reformulado el problema de control en términos de las com-
ponentes principales se puede deducir, observando esta expansión del ı́ndice,
cómo cada componente principal pi, contribuye a mejorar la solución. Es decir
si el componente i-ésimo es excluido de la solución (pi = 0), el residuo se incre-
menta en (gi1)
2. Por el contrario, si el componente pi se incluye en la solución,
entonces ésta es mejor puesto que el residuo se decrementa justamente (gi1)
2.
Además, ya que ∆u = V p y puesto que la matriz V es ortonormal, los vectores
p y ∆u tienen la misma norma eucĺıdea. Entonces cada componente pi utiliza-
da para construir la solución del problema de mı́nimos cuadrados incrementa la
norma del vector p en una cantidad correspondiente a p2i , implicando esto, que
la norma de los cambios en la acción de control también se verá incrementada
en esa misma cantidad.
2.5.2 Relación entre los Componentes Principales y el
factor de ponderación de la acción de control
En este apartado se va a examinar la influencia del factor de ponderación λ
de la acción de control que se incorpora al ı́ndice cuadrático y cómo afecta a
las acciones de control óptimas y a la reducción del valor del ı́ndice. El efecto
de dicha ponderación puede ser expresado en términos de las componentes
principales del controlador. Estas expresiones serán útiles para comparar el
controlador predictivo diseñado en base a las componentes principales y el
GPC clásico.
El ı́ndice a minimizar expresado en forma matricial, ponderando la acción de
control es:
J(∆u) = (y −w)T α(y − w) + ∆uT λ∆u (2.59)
sustituyendo la expresión de la predicción (2.6) en el ı́ndice (2.59), se obtiene
J(∆u) = (G∆u − e)T QT Q(G∆u − e) + ∆uT ΛT Λ∆u (2.60)
Índice que se puede reescribir como
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J(∆u) =‖ QG∆u − Qe ‖22 + ‖ Λ∆u ‖22 (2.61)
Usando la descomposición SVD de la matriz QG en este ı́ndice
J(p) =‖ Σp − g ‖22 + ‖ ΛV p ‖22 (2.62)
donde,
QG = UΣV T (2.63)
p = V T ∆u (2.64)
g = UT Qe (2.65)
se obtiene la solución anaĺıtica a este problema de minimización
∂J
∂p
= ΣT (Σp − g) + (ΛV )T ΛV p
= (ΣT Σ + V T ΛT ΛV )p− ΣTg = 0 (2.66)
p = (ΣT Σ + V T λV )−1ΣTg (2.67)
y transformando dicha solución mediante la matriz V al plano de las acciones
de control se obtiene




T Σ + V T λV )−1ΣT (2.69)
En el caso más general (factores de ponderación λj diferentes para cada incre-
mento de la acción de control en el horizonte de control), la matriz Σλ no es
diagonal y su cálculo pasa necesariamente por la inversión de una matriz.
Si se desarrolla la expresión anterior para el caso más habitual, donde los
factores de ponderación son constantes en todo el horizonte de control (λ =
βI), se tiene que, al ser V ortonormal,
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V T βIV = βV T IV = βI (2.70)
y la matriz (2.69) se expresa como:
Σλ = (Σ
T Σ + βI)−1ΣT (2.71)
resultando una matriz diagonal, fácilmente invertible.
El resultado anterior también se puede alcanzar partiendo de la ley de control
del GPC cuando existe ponderación constante en todo el horizonte de control:
∆u = (GT QT QG + βI)−1GT QT Qe (2.72)
sustituyendo la descomposición SVD de QG en el controlador
∆u =
(
(UΣV T )T (UΣV T ) + βI
)−1
(UΣV T )T Qe
= V ΣλU
T Qe (2.73)
donde Σλ es la misma matriz diagonal de la expresión (2.71), cuyos elementos










gi, i = 1 . . . Nu (2.75)
El efecto de la ponderación en el ı́ndice de coste (2.60) se puede comprobar
sustituyendo el vector óptimo de acciones de control (2.72) en dicho ı́ndice. El
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I − Σ(ΣT Σ + βI)−1ΣT ]UT Qe (2.77)
siendo g = UT Qe la transformación de la respuesta forzada deseada en el plano




I − Σ(ΣT Σ + βI)−1ΣT ]g (2.78)
Y puesto que la matriz Σ es diagonal, la contribución de la componente prin-





g2i − giσi(σ2i + β)−1σigi
)
(2.79)















La ecuación anterior demuestra que el factor de ponderación afecta sólo a los
primeros Nu elementos del vector g, y sólo tiene un efecto significativo en
aquellas componentes principales cuyo valor singular σi es pequeño respecto
del factor de ponderación β. Si no existiera ponderación de la acción de control
el coste mı́nimo únicamente contendŕıa las contribuciones de los N − (Nu + 1)
elementos de g, ya que la suma de los Nu primeros términos del ı́ndice es cero
cuando β = 0.
Si β es distinto de cero, la contribución de gi al coste mı́nimo depende del valor
relativo de σi frente a β. Si el valor singular σi es muy grande respecto a β,
el término β/(σ2i + β) será muy pequeño y por tanto la contribución de g
2
i al
mı́nimo coste también será muy pequeña. Esto quiere decir que el controlador
cancelará el término gi, ya que su presencia en el ı́ndice es ı́nfima. Sin embargo,
si el valor singular σi es muy pequeño relativo al factor β, el término β/(σ
2
i +β)
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es aproximadamente 1, lo que significa que gi contribuye por completo al coste
mı́nimo y por tanto no es cancelado por el controlador.
El verdadero beneficio del factor de ponderación se observa examinando cómo
éste afecta a la norma de las acciones de control. Esta norma (∆uT ∆u = pT p),










Si el factor de ponderación β es cero, la contribución de la i-ésima componente
principal a la norma del vector óptimo de acciones de control es igual a (g2i /σ
2
i ).
Por tanto, cuando el valor singular σ2i es muy pequeño y g
2
i no es cero, la
componente principal pi contribuye mucho al esfuerzo de control. A peor
condicionamiento de la matriz QG, los últimos valores singulares son más
pequeños. Ello explica la elevada contribución al esfuerzo de control de las
componentes principales asociadas a estos valores singulares.
Cualquier valor de β distinto de cero reducirá la contribución de la componen-
te pi al esfuerzo de control. Cuando un valor singular es grande respecto al
valor de β, la contribución de la componente principal pi al esfuerzo de con-
trol es aproximadamente igual a su contribución cuando no existe factor de
ponderación (gi/σi).
De esta forma se puede concluir que un factor de ponderación constante en la
función de coste, afectará a todas las componentes principales del controlador,
pero no lo hará de la misma forma (cada componente se verá afectada en
función del tamaño de su valor singular asociado relativo al tamaño de β).
Se puede realizar una penalización de las acciones de control más sofisticada,
usando una matriz de ponderación un poco más complicada. Esta poĺıtica
de ponderación sólo penaliza las componentes principales mal condicionadas
del controlador. Los valores singulares de la matriz Σ son divididos en dos
grupos, el conjunto de valores singulares llamados bien condicionados (ΣB) y
el conjunto de los mal condicionados (ΣM), de tal forma que Σ = ΣB + ΣM .
Dichos conjuntos se definen como:
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ΣB =
[





diag(0, . . . , 0, σρ+1, σρ+2, . . . , σNu)
0
] (2.82)
donde ΣB contiene los primeros ρ valores singulares de Σ que satisfacen σρ >
ε, siendo ε un valor umbral seleccionado, y ΣM contiene el resto de valores
singulares.
La matriz de ponderación λ para el ı́ndice de coste se define como
λ = βV (I − Σ+BΣB)V T (2.83)
El parámetro β es un escalar, como en el caso de factor de ponderación cons-
tante, y la matriz V es la matriz proveniente de la descomposición SVD de
QG. La matriz Σ+B es la pseudoinversa de ΣB, la cual se obtiene invirtiendo
los elementos de ΣB distintos de cero.
Sustituyendo la matriz λ definida en (2.83) en la expresión (2.69) para calcular
el vector óptimo de acciones de control dado en (2.68) se obtiene
Σλ = (Σ
T Σ + βV T V (I − Σ+BΣB)V T V )−1ΣT
= (ΣT Σ + β(I − Σ+BΣB))−1ΣT (2.84)
La diferencia (I −Σ+BΣB) es una matriz diagonal, cuyos ρ primeros elementos
son cero y los elementos ρ+1 hasta Nu son la unidad. Por lo tanto, las nuevas





, i = 1 . . . ρ
σi
σ2i + β
gi, i = ρ + 1 . . . Nu
(2.85)
donde se observa que las primeras ρ componentes no se ven afectadas por el
factor de ponderación. La ventaja consiste en que las primeras componentes
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(aquellas que más influyen en el ı́ndice), son incluidas en la solución óptima
completamente y no de forma parcial.
Otra alternativa seŕıa, ponderar independientemente cada una de las compo-
nentes principales. En ese caso el ı́ndice a minimizar seŕıa
J(p) =‖ Σp − g ‖22 +λp ‖ p ‖22 (2.86)
donde λp es una matriz diagonal con un factor de ponderación diferente para
cada componente.
La solución a este problema es
p = Σλpg (2.87)
donde
Σλp = (Σ
T Σ + λp)
−1ΣT (2.88)





Desarrollando el ı́ndice (2.86), se puede apreciar cómo con esta opción es posi-
ble pesar individualmente la contribución de cada componente en la solución:
J(p) = ‖ Σp− g ‖22 +λp ‖ p ‖22
= (σ1p1 − g1)2 + . . . + (σNupNu − gNu)2 + λp1p21 + . . . + λpNup2Nu + C
= (σ21 + λp1)p
2
1 − 2σ1p1g1 + g21 + . . .
. . . + (σ2Nu + λpNu )p
2
Nu − 2σNupNugNu + g2Nu + C
(2.90)
Esta formulación más general abarca dos casos extremos ya que
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λpi = ∞ → pi = 0
λpi = 0 → pi =
gi
σi
Esta ponderación individual de los componentes principales tiene su equiva-
lencia en el plano de las acciones de control ya que el ı́ndice en función de ∆u
se expresa como
J(∆u) =‖ QG∆u − Qe ‖22 +λp ‖ V T ∆u ‖22 (2.91)
donde, con la transformación ∆u = V p, el último término es
λp ‖ V T ∆u ‖22 = (V T ∆u)T λp(V T ∆u)
= ∆uT (V λpV
T )∆u
= ∆uT λ∆up∆u (2.92)
siendo la matriz de ponderación λ∆up una matriz no diagonal que implica
asociar en cada instante i del horizonte de control, pesos diferentes a cada
∆u(k + i).
Resumiendo, y teniendo en cuenta la transformación ortogonal entre los planos
de las acciones de control y el de las componentes principales (∆u = V p) es
posible indicar lo siguiente:
• Ponderar en el plano de las acciones de control con una matriz diagonal
de elementos constantes equivale a ponderar las componentes también
de forma constante.
λ ‖ ∆u ‖22→ λ ‖ V p ‖22
• Ponderar en el plano de las acciones de control con una matriz diagonal
de elementos diferentes equivale a ponderar con una matriz no diagonal
en el plano de las componentes.
λ ‖ ∆u ‖22→ λ ‖ V p ‖22= pT (V λV T )p
• Ponderar de forma individual cada componente (matriz diagonal de ele-
mentos no constantes) equivale a ponderar en el plano de las acciones de
control con una matriz no diagonal.
‖ Rpp ‖22→‖ RpV ∆u ‖22
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2.6 Resumen
En este caṕıtulo se ha presentado el problema de control predictivo genera-
lizado como la solución de mı́nimos cuadrados de un sistema de ecuaciones
lineales incompatible, cuando se elimina como parámetro de diseño el factor
de ponderación de las acciones de control.
Toda resolución de un sistema de ecuaciones presenta problemas numéricos si
la matriz de coeficientes está mal condicionada. El problema del mal condicio-
namiento es t́ıpico en control predictivo y para solucionarlo, distintas aplicacio-
nes de tipo industrial proponen métodos entre los que se encuentran el uso del
factor de ponderación λ (DMC) o el Singular Value Thresholding (RMPTC).
En este caṕıtulo se utiliza la descomposición en valores singulares (SVD) como
herramienta matemática para calcular el controlador GPC sin factor de ponde-
ración λ, dando lugar a las llamadas componentes principales. Con las matrices
U y V es posible rotar las coordenadas del problema original de mı́nimos cua-
drados sin pérdida de información de ningún tipo, de tal forma que éste es más
fácil de resolver en el sistema de coordenadas destino.
De esta forma cada componentes principal asociada a un valor singular, repre-
senta uno de los grados de libertad disponibles para solucionar el problema.
Las componentes aparecen ordenadas de mayor a menor importancia y del
análisis de éstas se deduce que, si se incluyen en la solución las componentes
menos influyentes, es necesario un gran esfuerzo de control para reducir cuanto
apenas el valor del ı́ndice de coste. De este hecho se postula, como parámetro
de diseño, el número de componentes a incluir en la solución para construir el
controlador.
El caṕıtulo finaliza poniendo de manifiesto cuál es la relación entre las com-
ponentes principales y el factor de ponderación λ que aparece en un GPC
estándar. Se concluye que un factor de ponderación constante en la función
de coste, afectará a todas las componentes principales del controlador, pero no
lo hará de la misma forma (cada componente se verá afectada en función del
tamaño de su valor singular asociado, relativo al tamaño de λ), con lo que el
efecto de eliminar componentes principales será equivalente al de la utilización
de dicho factor de ponderación.
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Caṕıtulo 3
El controlador PC-GPC
En problemas mal condicionados, las componentes que corresponden a los
valores singulares más pequeños contribuyen muy poco a mejorar la calidad
de la solución puesto que reducen muy poco el ı́ndice de coste (los elementos
gi1 son pequeños), pero por el contrario contribuyen enormemente a aumentar
la magnitud del vector p (p2i es grande) y consecuentemente, la magnitud del
vector de acciones de control.
Bajo estas condiciones, y para afrontar el problema del mal condicionamien-
to, seŕıa más conveniente obtener una solución excluyendo las componentes
que corresponden a los valores singulares más pequeños, obteniendo aśı una
solución aproximada. El controlador calculado de esta forma, denominado
PC-GPC (Principal Component Generalized Predictive Control), es más ro-
busto frente a errores de modelado comparado con el controlador calculado
para todas las componentes.
3.1 El número de componentes (NPC) como
parámetro de diseño
Planteando la solución en el plano de las componentes principales se puede
calcular la ley de control del controlador predictivo suponiendo que se incluyen
tan sólo las primeras NPC componentes
∆u = V Σ+g (3.1)













, i = 1 . . . NPC
0 , i = NPC + 1 . . . Nu
(3.3)
Tanto el uso del factor de ponderación constante de la acción de control β,
como la eliminación de componentes principales producen el mismo efecto en
la solución del problema de mı́nimos cuadrados.
El factor β, se encarga de ponderar todos y cada uno de las Nu componentes
según la ecuación (2.74). Estos factores están limitados entre la inversa del
valor singular y 0. Si β es mucho mayor que σ2i , la componente será eliminada
de la solución. Por el contrario, si σ2i domina a β, entonces esa componente
contribuirá ı́ntegramente a la solución.
Entre estos dos casos ĺımite, existe un rango de valores de β que reducen pro-
gresivamente la aportación de cada componente a la solución. Aśı, al incluir el
factor β, se permite un cambio gradual en la ponderación de los componentes
principales. Sin embargo, si dos componentes tienen valores singulares pare-
cidos, no es posible eliminar de la solución el componente más pequeño sin
afectar al valor singular adyacente.
En el controlador PC-GPC, se eliminan ı́ntegramente componentes principa-
les de la solución, por lo que es posible actuar sobre un único componente
sin afectar a otro. Además, el análisis de los elementos de los vectores de los
componentes (p) y de los residuos (g), puede ofrecer gran cantidad de infor-
mación respecto a qué componentes contribuyen significativamente a mejorar
el control y cuáles sólo incrementan el tamaño de las acciones de control sin
mejorar la calidad de la solución (incrementando la sensibilidad a errores de
modelado).
Esta información ofrece la posibilidad de desarrollar diferentes controlado-
res, más robustos a errores de modelado o menos, seleccionando el valor del
parámetro NPC en el cálculo del vector óptimo de acciones de control (Sanchis
et al., 2001).
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Una vez obtenida la descomposición SVD de la matriz QG, el problema de
minimización se reduce a la expresión (2.46). Para diseñar el controlador, se
puede suponer que la planta se mantiene estable en torno al punto de funcio-
namiento. Esto implica que la predicción de la respuesta libre f será nula por
lo que
g = UT Q(w − f) = UT Q(w − 0)
Con el propósito de obtener un controlador que se comporte de forma óptima
para cambios en la trayectoria de referencia (por ejemplo, un escalón unitario),
el término g seŕıa ahora:
w = [ 1 1 · · · 1 ]T (3.4)
g = UT Qw (3.5)
En esta situación y calculados los vectores p y g1
1 para el caso más desfavora-
ble, es decir, para el primer instante, se podŕıan calcular fácilmente diferentes
indicadores relativos a:
• La reducción que cada componente produciŕıa en el ı́ndice de coste por
el hecho de ser incluida en la solución.
• El esfuerzo de control necesario para reducir el ı́ndice de coste justamente
en esa cantidad.
• La mejora en el condicionamiento de la matriz a invertir y por tanto en
el comportamiento del controlador.
Con este fin, se puede elaborar una tabla de la que extraer información sobre
cada uno de los componentes principales con los que construir el controlador.
Cada una de las columnas contendŕıa lo siguiente.
1. El valor singular asociado σi.
1El vector g1 contiene los primeros Nu elementos del vector g según la partición expresada
en (2.57)
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2. La reducción que cada componente pi produciŕıa en el ı́ndice de coste, si
ésta fuera incluida en la solución (pi 	= 0), expresada en porcentaje res-







3. El valor del ı́ndice de coste, asumiendo que la componente pi y todas las
anteriores (aquellas con valores singulares mayores) han sido incluidas
en la solución, expresado en porcentaje respecto al total de reducción
posible:








4. La contribución de cada componente pi a la norma del vector de accio-
nes de control expresado en porcentaje respecto al total del esfuerzo de




5. La magnitud del vector de las futuras acciones de control propuestas,





6. La primera acción de control (∆u1) que se aplicaŕıa al proceso si se





donde vij son los elementos de la matriz V .
7. Porcentaje de mejora del número de condición respecto al número de
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o también, simplemente, el número de condición de la matriz con la que







Analizando la tabla anterior se pueden extraer conclusiones respecto a qué
componentes debeŕıan ser incluidas en el controlador y qué otras componentes
debeŕıan ser descartadas en función de distintos criterios (condicionamiento
del controlador, esfuerzo de control, etc.)
3.1.1 Ejemplo: Control de un proceso de 5o orden
Para ilustrar la aplicación de la descomposición SVD al diseño del controlador





El controlador GPC se calcula utilizando un periodo de muestreo de 2 segundos
y los siguientes parámetros de diseño:
N1 N2 Nu T (z
−1) αi λj
1 50 10 1 1 0
(3.7)
La matriz dinámica del proceso G está, en este caso, mal condicionada como
aśı lo indica su número de condición:
κ(QG) = 5.2776 × 105
Intentando resolver el problema de control utilizando la expresión clásica para
el controlador GPC (ecuación 2.17), se obtienen los resultados de la figura 3.1.
En ella se puede observar cómo las acciones de control son extremadamente
elevadas para conseguir llevar la salida del proceso a la referencia, resultando
inadecuadas o irreales. El mal condicionamiento numérico del controlador
produce una gran sensibilidad frente a errores de modelado. Esto se puede
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y comprobando qué ocurre al utilizar el GPC diseñado (figura 3.2). Al cambiar
el proceso, la matriz dinámica G que se está usando no es “realmente” la que
muestra el verdadero comportamiento de la planta, de tal forma que el contro-
lador calcula soluciones que cree óptimas, pero que difieren significativamente
de las que verdaderamente necesita el proceso. Aśı, el controlador es sensible
a pequeños cambios en esta matriz y es incapaz de llevar la salida del proceso
a la referencia. Ni siquiera una opción válida en otros casos, como es incluir el
polinomio de filtrado T (z−1), soluciona este problema (figura 3.3). Con el con-
trolador PC-GPC, diseñado en base a las componentes principales, un cambio
idéntico en el proceso que en el caso anterior, no afecta a la estabilidad de
bucle cerrado.



































Figura 3.1: Si el modelo es igual al proceso, el control es adecuado.
La tabla 3.1, muestra las componentes principales para esta proceso junto a
los indicadores numéricos mencionados anteriormente. En la figura 3.5, se
representan algunas columnas de dicha tabla. Realizando un análisis de esta
información se pueden extraer algunas conclusiones interesantes.
Por ejemplo, en la columna Red (figura 3.5(a)), se muestra cómo cada compo-
nente, contribuye a reducir el ı́ndice de coste. En la tabla se puede observar
claramente que, las últimas tres componentes contribuyen aproximadamente
un 1% en reducir la función objetivo, mientras que su contribución en la mag-
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Figura 3.2: Si proceso y modelo no coinciden, el bucle cerrado es inestable.





































Figura 3.3: El bucle cerrado es inestable, incluso utilizando un polinomio T (z−1) =
(1 − 0.9z−1)2.
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Figura 3.4: Con el controlador PC-GPC, el bucle cerrado es estable, para la misma
discrepancia entre proceso y modelo.
nitud del vector de las acciones de control es notable. También se observa
como, en este caso, cada componente reduce el ı́ndice de coste un valor menor
que todas aquellas con valores singulares mayores.
En la columna ∆u(1), (figura 3.5(c)) en la que se muestra la primera acción de
control, se puede observar como, los controladores diseñados con cinco compo-
nentes o más (quinta fila) generan acciones de control iniciales superando más
de 35 veces a la acción de control necesaria en estado estacionario para alcanzar
la referencia. Estos controladores resultan un tanto ”irreales”puesto que hay
que tener en cuenta que los procesos pueden estar sujetos a perturbaciones, no
linealidades, errores de modelado, etc.
Respecto a la columna MCond (figura 3.5(d)), la tabla muestra claramente
que si se eliminan componentes principales de la solución, el condicionamiento
de la matriz que se utiliza para el cálculo del controlador mejora notablemente
respecto al número de condición original.
En la figura 3.6, se muestran las respuestas de bucle cerrado frente a un escalón
unitario para el proceso (3.6), con los controladores diseñados incluyendo 2, 3,
4 y 5 componentes.
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Figura 3.6: Comparación de las respuestas usando 2,3,4 y 5 componentes
También es posible obtener este comportamiento utilizando otros parámetros
de diseño diferentes. Sin embargo, con la información extráıda del análisis de
componentes principales es posible diseñar hasta Nu controladores diferentes
para un sistema SISO, simplemente añadiendo cada vez un nuevo componente
a la solución. Decidiendo qué componentes se eliminan de la solución y qué
componentes se mantienen, es posible obtener diferentes prestaciones en el
controlador.
Como ya se mencionó, el factor de ponderación de la acción de control, conse-
gúıa reducir la magnitud de las acciones de control. A partir del análisis de los
componentes principales también se podŕıa deducir cuál seŕıa el efecto que pro-
duce elegir un factor de ponderación β equivalente en cuanto a reducción del
ı́ndice y magnitud de las acciones de control se refiere. De la expresión (2.74),
se dedujo que un componente será completamente eliminado de la solución si
σi << β
Por ejemplo seleccionando un factor de ponderación β = 0.001, se puede de-
ducir de la tabla 3.2 que los componentes 1 a 3 no se veŕıan apenas afectados,
los componentes 4 y 5 se reduciŕıan aproximadamente un 20% y un 80% res-
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(a) Influencia de cada componente en
la reducción del ı́ndice cuadrático.

















(b) Influencia de cada componente en
la magnitud del vector de acc. de con-
trol.















(c) Primer cambio en la acción de con-
trol propuesto al ir incluyendo compo-
nentes.




















(d) Mejora en el condicionamiento del
controlador al ir incluyendo compo-
nentes.
Figura 3.5: Representación gráfica de las columnas 3, 5, 7 y 8 de la tabla 3.1.
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pectivamente, y el resto de componentes seŕıan prácticamente eliminadas de la
solución. Modificando este factor con el valor β = 0.01 (tabla 3.3), el compo-
nente 3 se veŕıa ligeramente afectado, los componentes 4 y 5 se reduciŕıan en un
70% y en un 98% respectivamente y el resto seŕıan prácticamente eliminados
de la solución.
De lo anterior se puede deducir que el hecho de elegir un factor de ponderación
constante β u otro, seŕıa equivalente a eliminar ciertas componentes de la
solución. En la figura 3.7, se muestran la salida del bucle cerrado para el
proceso de quinto orden (3.6), utilizando 4 y 5 componentes, y por otro lado
utilizando los factores de ponderación β anteriores. Las prestaciones no son
exactamente las mismas debido a que al utilizar el factor de ponderación se
está influyendo sobre todas las componentes a la vez.
















Figura 3.7: Comparación entre el uso del factor β y la selección de componentes
principales
El factor de ponderación β afecta a todas y cada una de las componentes.
Si se desea dejar intactas las primeras componentes y ponderar sólamente
aquellas que producen el mal condicionamiento del controlador se puede usar
la ponderación expresada en (2.83) y calcular las componentes como indica
(2.85). Seleccionando ρ = 3 y un factor β = 0.5 las componentes se muestran
en la tabla 3.4. En la figura 3.8 se compara la respuesta en bucle cerrado






1 17.3 0.4 0.4 0.0
2 1.8 -1.2 -1.2 0.0
3 0.3 4.6 4.6 0.9
4 0.1 -18.7 -15.3 18.5
5 0.0 70.8 12.0 83.0
6 0.0 -239.1 -2.8 98.8
7 0.0 714.4 0.6 99.9
8 0.0 -1904.2 -0.2 100.0
9 0.0 4565.3 0.0 100.0
10 0.0 -9127.0 0.0 100.0






1 17.3 0.4 0.4 0.0
2 1.8 -1.2 -1.2 0.3
3 0.3 4.6 4.3 8.2
4 0.1 -18.7 -5.7 69.4
5 0.0 70.8 1.4 98.0
6 0.0 -239.1 -0.3 99.9
7 0.0 714.4 0.1 100.0
8 0.0 -1904.2 0.0 100.0
9 0.0 4565.3 0.0 100.0
10 0.0 -9127.0 0.0 100.0
Tabla 3.3: Componentes principales con y sin factor de ponderación (β = 0.01).
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cuando se utiliza un GPC estándar con una ponderación constante β = 0.5 y
cuando se incluyen 3 componentes y una ponderación de β = 0.5 para las 7
restantes.



























Figura 3.8: El factor β puede influir sólo sobre las últimas componentes
3.2 Extensión al caso multivariable
La extensión del controlador predictivo generalizado a procesos multivariables
de n salidas por m entradas (ver apéndice A) resulta más complicada que
en el controlador DMC (Shah et al., 1987), (Mohtadi et al., 1987), (Gu and
Liu, 1991), (Kouvaritakis and Rossiter, 1993). La naturaleza de la construcción
de las matrices del controlador GPC MIMO, donde las matrices formadas por
bloques (cada bloque toma la forma de su correspondiente GPC SISO), resulta
un problema de optimización cuya solución, expresada en forma cuadrática,
es la misma que para el caso monovariable. Por tanto la descomposición en
valores singulares se aplicará sobre la matriz G resultante, de dimensiones
elevadas y con problemas más importantes de condicionamiento numérico.
En el caso multivariable, la tabla de análisis de los componentes principales
se puede construir de diferentes formas. Asumiendo el mismo horizonte de
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predicción para todas las variables controladas se puede:
• suponer que se produce, de forma independiente, un cambio en la referen-
cia para cada una de las n variables controladas. Aśı, para el vector g y
obtener un controlador con un comportamiento óptimo frente a cambios
en la referencia se pueden utilizar vectores w de la siguiente forma:
w1 = [ 1 1 . . . 1 0 0 . . . 0 0 0 . . . 0 ]
T






wn = [ 0 0 . . . 0 0 0 . . . 0 1 1 . . . 1 ]
T (3.9)
donde wi representa un cambio deseado en la variable controlada yi.
Para cada uno de estos vectores se calculan las magnitudes propuestas
en el apartado 3.1 y se construye una tabla global mostrando éstas.
• suponer que se va a aplicar al proceso una combinación de referencias
conocida. El análisis de componentes principales se realiza para dicha
combinación. El vector de referencias w utilizado para construir la tabla
será de la forma:
w = [ w11 w
1
2 . . . w
1








donde wji es la referencia que se desea para la variable controlada j en el
instante futuro i.
3.2.1 Ejemplo: Control de un proceso MIMO
A través de este ejemplo se mostrará cómo se puede extender el análisis de
componentes principales a procesos multivariables.
Como proceso a controlar, se usará la matriz de transferencia propuesta por
Wood and Berry (1973) para una columna de destilación metanol - agua
(Luyben, 1990):





















donde todos los tiempos están expresados en minutos. Se diseña un GPC
multivariable para un periodo de muestreo de 2.5 minutos y los siguientes
parámetros:
N1 N2 Nu T (z
−1) αi λi
1 25 10 1 1 0
(3.12)
En este caso la matriz dinámica del controlador Gmpc presenta un número de
condición aproximadamente igual a 2000. El problema pues, está moderada-
mente mal condicionado. En este ejemplo se mostrará cómo, el análisis de las
componentes principales sigue siendo igual de útil en problemas que no pre-
senten un mal condicionamiento elevado, ya que en estos casos la eliminación
de componentes tiene el mismo efecto en las prestaciones del controlador que
la inclusión de un factor de ponderación de la acción de control en el ı́ndice de
coste.
Si se asumen cambios en la referencia independientes para cada una de las dos
variables controladas (3.9):
w1 = [ 11 12 · · · 125 0 0 · · · 0 ]T
w2 = [ 0 0 · · · 0 11 12 · · · 125 ]T
se obtienen la tablas 3.5 y 3.6, las cuales contienen respectivamente, las mag-
nitudes para el análisis cuando se produce un cambio en la referencia para la
salida 1 y cuando se produce un cambio en la referencia para la salida 2.
38.4770
Analizando los elementos de las tablas, se puede concluir que los componentes
correspondientes a los valores singulares más pequeños (de las filas 9 a la 20)
no influyen demasiado en la minimización del ı́ndice.
En las figuras (3.9) y (3.10), se muestra el comportamiento en bucle cerrado
cuando se producen cambios en la referencia para controladores diseñados con
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4, 5 y 8 componentes. Se observa como las respuestas pertenecientes al contro-
lador diseñado con 4 componentes presentan un grado de interacción y tiempo
de respuesta mayores. Desde el punto de vista de la selección de componentes
principales, la fila de la tabla que pertenece a la quinta componente nos indica
que ésta todav́ıa contribuye significativamente a reducir el ı́ndice. La no in-
clusión de esta componente en la solución, explica las peores prestaciones que
ofrece el controlador.
Para el controlador diseñado con 8 componentes, se observa que la rapidez de
la respuesta mejora y el grado de interacción es menor. Sin embargo, el uso
de más componentes, a expensas de producir acciones de control mayores, no
contribuyen significativamente a mejorar el control.













Wood and Berry Column con PCA
..... 8 comp.
− − − 5 comp.
_____ 4 comp.
Figura 3.9: Control de la columna de destilación propuesta por Wood and Berry
con análisis de componentes principales.






1 17.3416 0.35 0.4 0.35
2 1.8428 -1.17 -1.0 -1.17
3 0.3355 4.64 0.93 4.64
4 0.0664 -18.74 -0.16 -0.16
5 0.0143 70.76 0.03 0.03
6 0.0035 -239.09 -0.01 -0.01
7 0.0009 714.35 0.00 0.00
8 0.0003 -1904.25 -0.00 -0.00
9 0.0001 4565.35 0.00 0.00
10 0.0000 -9126.96 -0.00 -0.00
Tabla 3.4: Componentes principales para una ponderación parcial de las compo-
nentes.













Wood and Berry Column con PCA
_____ 4 comp.




Figura 3.10: Acciones de control para 4, 5 y 8 componentes.
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3.3 Métodos para la selección de las compo-
nentes principales
Con los ejemplos presentados se ha tratado de mostrar el potencial del contro-
lador GPC calculado en base a sus componentes principales. Hasta el momen-
to, los criterios seguidos para la selección del controlador han sido un tanto
subjetivos. En este apartado se va a tratar de automatizar la selección de com-
ponentes principales, exponiendo una serie de criterios de selección basados en
algún indicador de tipo numérico.
Una de las principales dificultades al usar el análisis de las componentes prin-
cipales es la selección de las componentes de una forma ”óptima”. En áreas
relacionadas con el procesado de señal y en aplicaciones tales como control
estad́ıstico de procesos, identificación y análisis de fallos, detección de pertur-
baciones, etc, se han desarrollado métodos para la selección de componentes
principales (Valle et al., 1999), (Qin and Dunia, 2000).
En un contexto evidentemente distinto, estos métodos están basados en la de-
terminación de cuáles son las componentes significativas que contienen gran
parte de la información que interesa y cuáles son aquellas componentes que
corresponden a ruido. Bajo el punto de vista del control de procesos, calcular
controladores en cuyo diseño se tenga en cuenta la limitación del esfuerzo de
control o la capacidad de reducción del error es algo verdaderamente impor-
tante. En los criterios que a continuación se van a exponer quedan reflejados
estos dos aspectos de una forma clara y evidente.
3.3.1 Porcentaje de ı́ndice minimizado (PIM)
El PIM es una medida del porcentaje de minimización que se alcanza inclu-
yendo en la ley de control las q primeras componentes principales. Se define
como:









Para un nivel de PIM especificado, por ejemplo el 90%, 95% o 99%, siempre
existirá un número de componentes que producen un porcentaje mayor o igual
que el valor elegido. El criterio consiste en seleccionar el menor número de
componentes que producen un nivel de porcentaje mayor o igual que el espe-
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cificado. Mientras, por un lado, es deseable acercarse a la solución óptima lo
más posible también es cierto que es idóneo mantener sólo algunas componen-
tes para aumentar la robustez del controlador, mejorando el condicionamiento
del controlador. Aśı que el porcentaje de minimización a alcanzar responde al
clásico balance entre robustez y prestaciones del controlador.
3.3.2 Porcentaje de ı́ndice residual (PIR)
Complementario al anterior, el PIR expresa el porcentaje del ı́ndice que todav́ıa
queda por minimizar si en la solución se incluyen q componentes. Se define
como:











Con este criterio se puede fijar un porcentaje y seleccionar el menor número
de componentes que alcanzan un valor menor o igual que el porcentaje espe-
cificado. Gráficamente, es posible dibujar el PIR en función del número de
componentes (monótono decreciente) e identificar en el gráfico el “codo” en el
que éste se estabiliza. Esto indicaŕıa que por más componentes que se añadan
a la solución no se consigue mejorar ésta.
La implementación de éste método es relativamente fácil, pero en algunos casos
es dif́ıcil encontrar la zona donde se produce esa variación más lenta si la curva
decrece muy suavemente.
3.3.3 Cota superior para la 2-norma del vector de ac-
ciones de control
En este caso se trata de solucionar el siguiente problema
min
∆u
‖ QG∆u− Qe ‖2
sujeto a (figura 3.11)
‖ ∆u ‖2≤ δ
El número δ constituye ahora un parámetro de diseño del controlador y tiene
una relación muy directa con las restricciones en el vector de acciones de con-
trol. De nuevo, se puede realizar la selección de componentes fuera de ĺınea y














Figura 3.11: Para Nu = 2, el problema se plantea como una minimización sobre
una circunferencia
suponer que el vector con la respuesta forzada deseada e, es igual al vector de
referencias futuras w.
El algoritmo para seleccionar las componentes es el siguiente:
1. Calcular la descomposición SVD de la matriz QG = UΣV T , siendo V =
[v1, . . . , vn]
2. Calcular el vector g = UT Qe y seleccionar el subvector g1 de g que
contiene los Nu primeros elementos.






4. Siendo Nu el número de valores singulares distintos de cero (σi 	= 0)
buscar:
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3.3.4 Cota superior para el primer cambio de la acción
de control
El método es similar al anterior pero está basado en imponer una cota superior
a la primera acción de control, puesto que es la entrada que realmente se
aplicará al proceso. El problema queda entonces definido como:
min
∆u
‖ QG∆u− Qe ‖2
sujeto a
| ∆u(1) |≤ δ
El algoritmo para seleccionar las componentes es el siguiente:
1. Calcular la descomposición SVD de la matriz QG = UΣV T , siendo V =
[v1, . . . , vn]
2. Calcular el vector g = UT Qe y seleccionar el subvector g1 de g que
contiene los Nu primeros elementos.




4. Siendo Nu el número de valores singulares distintos de cero (σi 	= 0)
buscar:


















Puesto que el problema de control predictivo puede presentarse como un pro-
blema de mı́nimos cuadrados, pueden asociarse ciertos aspectos que tradicio-
nalmente pertenecen al análisis estad́ıstico (Ogunnaike, 1986). La varianza de
las acciones de control puede ser usada para decidir qué componentes deben
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ser incluidas en el controlador y cuáles no. La varianza y el esfuerzo de control
de una componente principal, están muy relacionadas por lo que, realmen-
te, seleccionar componentes en base a una minimización de la varianza seŕıa
equivalente a una minimización del esfuerzo de control.
La varianza de las acciones de control cuantifica de algún modo, cuál es la
variación esperada de dichas acciones debido al ruido de medida. Por tanto
una varianza alta indica que las acciones de control son sensibles a ruido en el
vector e y podŕıan fluctuar ampliamente con pequeños cambios en este vector.
En problemas de mı́nimos cuadrados, la varianza es una propiedad estad́ıstica
de los parámetros estimados. Asumiendo que el vector de regresión está per-
turbado por un ruido blanco ε tal que | εT ε |= σ2, la varianza de cada uno de
los parámetros a estimar se corresponde con el elemento de la diagonal de la
matriz de covarianzas:
Cov =| (GT G)−1 | σ2 (3.15)
En términos de las componentes principales la expresión (3.15) se reduce a
Cov = (ΣT Σ)−1σ2 (3.16)
Es decir la varianza de la i-ésima componente es simplemente σpi = σ
2/s2i ,
inversamente proporcional al cuadrado del valor singular2. Por tanto, la pri-
mera componente posee la menor varianza y la última componente la mayor.
Si la matriz G está mal condicionada, los valores singulares más pequeños y
próximos a cero elevan la varianza de las componentes correspondientes y esto
hace que las acciones de control sean muy sensibles a ruidos de medida.
La varianza de las componentes principales, está relacionada con la magnitud
de las acciones de control, puesto que ambas son inversamente proporcionales
al cuadrado de los valores singulares. La única diferencia consiste en que si
el valor singular si es pequeño la aportación de la componente pi a la norma
del vector de acciones de control también será pequeña si gi1 es pequeño. Sin
embargo, la varianza de esa componente continuará siendo elevada puesto que
ésta es una propiedad del controlador, independiente del vector e.
Los dos criterios que se exponen a continuación son clásicos en el análisis
estad́ıstico de datos con componentes principales.
2Notar que en este apartado se denota el valor singular con si y no como σi.
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Valor singular medio
Este criterio consiste en aceptar todos los valores singulares mayores que el
valor singular medio y descartar todos aquellos que están por debajo. La
regla heuŕıstica consiste en descartar todos los componentes principales cuya
contribución en la solución es menor que la media de una variable.
Análisis paralelo
En el análisis paralelo se aplica la descomposición SVD a dos matrices: una,
sobre la matriz original QG y otra sobre una matriz del mismo tamaño pero
con datos totalmente independientes unos de otros y no correlados. A partir
de estas dos matrices se dibujan sobre los mismos ejes los valores singulares
de ambas matrices. Todos aquellas componentes por encima de la intersección
entre ambas gráficas son incorporadas en la solución y las componentes por
debajo son consideradas ruido. En este caso el método no resulta tan ambiguo
en la selección de las componentes como el basado en el ı́ndice PIR, pero puede
producir soluciones muy conservadoras.
3.3.6 Validación cruzada
Este método explota la relación del diseño PC-GPC en cuanto al número de
componentes del controlador y su robustez. La habilidad del controlador para
encontrar soluciones aproximadas al problema de mı́nimos cuadrados cuan-
do existen discrepancias entre modelo y proceso (es decir cuando la matriz
dinámica G es distinta) disminuye según se aumenta el número de componen-
tes debido, como se explicó, al mal condicionamiento numérico de la matriz
dinámica G.
En este método se propone el análisis del residuo relativo que produce el con-
trolador en el ı́ndice de mı́nimos cuadrados cuando la matriz dinámica G es
distinta de la que el controlador internamente utiliza.
Partiendo de un controlador diseñado en base a unos parámetros y un modelo,
se calcula para un vector e dado, cuáles seŕıan los distintos vectores de acciones
de control ∆uq que resultaŕıan de seleccionar q componentes principales.
Se define RR como
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RR(q) = 100 ·
(





• G̃ es la matriz con los coeficientes de la respuesta en escalón del modelo,
pero perturbados (equivalente al proceso real).
• ∆uq es el vector de Nu acciones de control calculado con q componentes
y a partir del modelo G para una respuesta forzada e.
• e es la respuesta forzada deseada. Asumiendo que la planta se mantiene
estable en torno al punto de funcionamiento, y con el propósito de obtener
un controlador que se comporte de forma óptima para cambios en la
referencia (por ejemplo, un escalón unitario) este término seŕıa un vector
[1 1 1 · · · 1].
A continuación se representa RR en función del número de componentes y se
determina cuándo este residuo relativo se incrementa por el hecho de incluir
más componentes en el controlador.
3.3.7 Criterio multiobjetivo
El criterio para la inclusión de componentes principales en el controlador res-
ponde en este caso a una solución de compromiso que engloba varios de los
criterios anteriores. Básicamente el controlador resultante debeŕıa:
• Reducir al máximo posible el ı́ndice de coste (el porcentaje de ı́ndice
residual (PIR) debeŕıa ser pequeño).
• Generar acciones de control ”reales”compatibles con los accionadores dis-
ponibles (la magnitud de las acciones de control (TNorm) debeŕıa ser
pequeña).
• Estar bien condicionado numéricamente para ser poco sensible a errores
de modelado (el número de condición (Cond) de la matriz que se usa
para el control debeŕıa ser pequeño).
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Por ello se plantea un problema de optimización multiobjetivo, especificando
un peso para cada uno de los tres factores anteriores y formando un único
ı́ndice que es la suma ponderada de éstos:
f(i) = w1 · PIR(i) + w2 · TNorm(i) + w3 · Cond(i) (3.18)
de tal forma que se selecciona aquel número de componentes que menor valor de
f(i) ofrezca. Tal y como se comentó, según aumenta el número de componentes
el factor PIR decrece, mientras que Cond y la norma del vector de acciones
de control se incrementan. La selección correcta de componentes será aquella
para la que f(i) sea mı́nimo o el cambio en f(i) según aumenta el número de
componentes sea insignificante.
3.4 Ejemplo SISO
La relación entre el ángulo del rotor y la velocidad de un helicóptero en unas
condiciones particulares de vuelo viene dada por la siguiente función de trans-
ferencia (Maciejowski, 2002):
G(s) =
9.8(s2 − 0.5s + 6.3)
(s + 0.6565)(s2 − 0.2366s + 0.1493) (3.19)
El sistema tiene dos ceros en +0.25 ± 2.5j y dos polos en +0.118 ± 0.37j. Es
por lo tanto un proceso inestable y de fase no mı́nima. Para un periodo de
muestreo de 0.6 segundos, la función de transferencia discreta es la siguiente:
G(z−1) =
6.472z−1 − 2.476z−2 + 7.794z−3
1 − 2.769z−1 + 2.565z−2 − 0.7773z−3 (3.20)
A continuación, y para los siguientes parámetros de diseño se calculan diferen-
tes PC-GPC’s eligiendo, según el método, las distintas componentes:
N1 N2 Nu T (z
−1) αi λj
1 15 15 1 1 0
(3.21)
1. Porcentaje de ı́ndice minimizado: (Figura 3.12) La selección se re-
aliza eligiendo aquellas componentes que consiguen un 95% de minimi-
zación del ı́ndice. En la figura se puede apreciar que esto se consigue
utilizando 5 componentes de las 15 disponibles.
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(a) Porcentaje de ı́ndice minimizado























(b) Salida en bucle cerrado con 5 componentes.
Figura 3.12: Selección para el 95% de ı́ndice minimizado.
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2. Porcentaje de residuo: (Figura 3.13) La figura muestra claramente
que a partir de la 7a componente la calidad de la solución no mejora
por el hecho de incluir nuevas componentes en la solución (el residuo no
disminuye). Por lo tanto parece lógico utilizar tan solo 7 componentes.
3. Cota superior de la 2-norma del vector de acciones de control:
(Figura 3.14) El parámetro de corte δ se puede elegir en función de la
ganancia del proceso y de las restricciones en los incrementos de la acción
de control. Para una norma eucĺıdea menor que 0.25, la figura indica
que hay que seleccionar tan solo 6 componentes. Notar cómo en ningún
instante los incrementos de la acción de control superan este valor.
4. Cota superior del primer cambio en la acción de control: (Figura
3.15) Cuando se produce un cambio en la referencia en forma de escalón,
la figura muestra cuál es el valor de la primera acción de control que
produce el controlador según se añaden componentes a éste. La elección
del parámetro de corte δ, puede realizarse en base al cambio necesario
en la acción de control (en estado estacionario) para llevar el proceso a
la referencia. En este caso la ganancia del proceso es 630 y el valor de
∆uss necesario es 0.0016. Para obtener una acción de control suave se
puede seleccionar como cota un número no muy elevado de veces el valor
∆uss. El corte se eligió en δ = 3×∆uss = 0.0048, seleccionando 3 de las
15 componentes disponibles.
5. Valor singular medio: (Figura 3.16) La representación de los valores
singulares proporciona una idea de la importancia que cada uno de ellos
tiene en la minimización del ı́ndice. Según el criterio del valor medio se
seleccionan aquellas componentes correspondientes a los valores singula-
res que se encuentran por encima de su valor medio. En este caso, tan
solo los dos primeros valores singulares cumplen este requisito.
6. Análisis paralelo: (Figura 3.17) Para este caso y tras el autoescalado de
la matriz dinámica QG, se comparan los valores singulares de ésta con los
de otra matriz cuyos valores se han generado aleatoriamente con media
nula y varianza unidad. Según este criterio las componentes que quedan
a la derecha de la intersección de ambas curvas no son representativas.
En la figura se aprecia que tan sólo 3 componentes formaŕıan parte de la
solución.
7. Validación cruzada: Aplicando, por ejemplo un 15% de variación a los
parámetros del modelo continuo se obtiene:
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(a) Porcentaje de residuo

























(b) Salida en bucle cerrado con 7 componentes.
Figura 3.13: La selección se realiza cuando no se aprecia disminución en PR.
80 El controlador PC-GPC





















(a) Norma eucĺıdea de los incrementos futuros de las acciones de
control.

























(b) Salida en bucle cerrado con 6 componentes.
Figura 3.14: Se seleccionan aquellas componentes que producen ‖ ∆u ‖2≤ 0.25.
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(a) Valor del primer incremento de acciones de control.

























(b) Salida en bucle cerrado con 3 componentes.
Figura 3.15: Se seleccionan aquellas componentes que producen | ∆u1 |≤ 0.0048
.
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(a) Representación de los valores singulares




























(b) Salida en bucle cerrado con 2 componentes.
Figura 3.16: Se eliminan todos los componentes por debajo del valor singular
medio.
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(a) Análisis paralelo

























(b) Salida en bucle cerrado con 3 componentes.
Figura 3.17: La intersección de las dos curvas determina el número de componen-
tes.
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G̃(s) =
11.27(s2 − 0.575s + 7.245)
(s + 0.6995)(s2 − 0.2166s + 0.1853)
Para este nuevo proceso se construye una nueva matriz dinámica G̃ con
los coeficientes de su respuesta en escalón. Calculando el ı́ndice RR(q)
para cada componente q. En la figura 3.18, se representa RR(q) y se
observa como, a partir de la 3a o 4a componente, el error relativo va
siendo cada vez mayor. Sin embargo, representando RR(q) pero con la
matriz G del modelo, se observa cómo el error relativo disminuye según
se incorporan componentes principales. Esto indica que si se desea que
el controlador calcule soluciones poco sensibles a errores de modelado
que aproximadamente supongan una variación como la aplicada, no se
puede incorporar más de 3 o 4 componentes. La simulación del bucle
cerrado incorporando las discrepancias entre modelo y proceso muestra
cómo el controlador con 3 componentes es capaz de llevar al proceso a
la referencia a pesar de dichas discrepancias. Sin embargo, en la figura
3.19, se puede apreciar cómo el sistema en bucle cerrado es inestable
si el modelo es distinto al proceso y se utiliza un elevado número de
componentes en el controlador.
8. Criterio multiobjetivo:
En este caso se plantea el ı́ndice multiobjetivo con unos pesos correspon-
dientes a w1 = 1, w2 = 1 y w3 = 1, de tal forma que se otorga la misma
importancia a los tres factores (Figura 3.20).
Si se opta por destacar la importancia de la minimización del ı́ndice,
dejando como factor menos importante la mejora en el condicionamiento
del controlador (w3 = 1), se observa en la figura 3.21, como se aumenta
el número de componentes, pero no en exceso pues la influencia de la
magnitud de la acción de control sigue siendo importante.
3.5 Ejemplo MIMO
La matriz de transferencia siguiente, propuesta por Alatiqui en (Luyben, 1990),
muestra el modelo 4 × 4 de una columna de destilación con extracción lateral
para separar una mezcla en tres productos. Las variables controladas son: las
purezas de los tres componentes en sus puntos de extracción (XD1, XS2, XB3)
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(b) Salida en bucle cerrado con 3 componentes.
Figura 3.18: Se utiliza una variación del 15% en los parámetros del modelo.
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Figura 3.19: Salida en bucle cerrado cuando se usan más componentes y el modelo
es distinto al proceso
y una diferencia de temperaturas ∆T . Las variables manipuladas son: el reflujo
R, calor aplicado al reboiler del fondo (QR), calor aplicado al reboiler lateral














donde G(s) es igual a
4.09e−1.3s
(33s + 1)(8.3s + 1)
− 6.36e−1.2s






















(43s + 1)(6.5s + 1)
14(10s + 1)e−0.02s
(45s + 1)(17s2 + 3s + 1)
0.1e−0.05s
(31.6s + 1)(5s + 1)
4.49e−0.6s
(48s + 1)(6.3s + 1)

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(b) Salida en bucle cerrado con 5 componentes.
Figura 3.20: El ḿınimo del ı́ndice multiobjetivo para w1 = 1, w2 = 1 y w3 = 1,
resulta al elegir 5 componentes.
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(b) Salida en bucle cerrado con 6 componentes.
Figura 3.21: El ḿınimo del ı́ndice multiobjetivo para w1 = 2, w2 = 1 y w3 = 0.5,
resulta al elegir 6 componentes.
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El controlador multivariable se calcula para un periodo de muestreo Ts = 1
minuto y los siguientes parámetros de diseño:
N1 N2 αi T (z
−1) Nu λj
y1(XD1) 1 150 1 1 u1(R) 50 0
y2(XS2) 1 250 2 1 u2(QR) 80 0
y3(XB3) 1 100 1 1 u3(QS) 50 0
y4(∆T ) 1 250 1 1 u4(L) 80 0
Al igual que en el ejemplo anterior, los distintos controladores se calculan en
base al número de componentes, resultado de aplicar los distintos criterios
de selección. En el caso multivariable, el estudio de las componentes se puede
realizar suponiendo un cambio en la referencia de forma independiente en cada
una de las salidas, como se realizó en el ejemplo del apartado 3.5, o bien
tratando en conjunto la combinación de referencias deseadas en cada momento
y trabajar con las componentes que resultan de dicha combinación. El ejemplo
que se muestra a continuación ha sido realizado con esta última opción.
1. Porcentaje de ı́ndice minimizado: (Figuras 3.22 y 3.23) En la figura
tan solo se muestran las 100 primeras componentes de un total de 260
(suma de todos los horizontes de control). La selección se realiza eli-
giendo aquellas componentes que consiguen un 98% de minimización del
ı́ndice. En la figura se puede apreciar que esto se consigue utilizando 82
componentes de las 260 disponibles.
2. Porcentaje de residuo: (Figuras 3.24 y 3.25) La figura muestra 150
de las 260 componentes. Se observa que, a partir de aproximadamente
50 componentes, la calidad de la solución no mejora. Por lo tanto parece
lógico utilizar tan solo 50 componentes.
3. Cota superior de la 2-norma del vector de acciones de control:
(Figuras 3.26 y 3.27) La idea de buscar aquellas componentes que pro-
duzcan una magnitud del vector de incrementos de acciones de control
menor que una cierta cantidad puede relacionarse con las restricciones
asociadas a dicha señal. El tratamiento en el caso multivariable puede
hacerse calculando la norma eucĺıdea del vector completo (conteniendo
las distintas entradas) o por el contrario calculando las normas de los
subvectores correspondientes a cada una de las entradas por separado.
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Figura 3.22: Se selecciona el mayor número de componentes que produce un PIM
≤ 98%
En este último caso se elegiŕıa el número de componentes que cumple la
condición para cada uno de los subvectores.
El ejemplo muestra la selección de 175 componentes de las 260 disponi-
bles cumpliendo ‖ ∆u ‖2≤ 10 usando la norma de todas las entradas.
4. Cota superior del primer cambio de la acción de control: (Figura
3.28)
En este caso también se han usado los valores en régimen permanente
que llevan el proceso a la referencia, para seleccionar el valor de corte:







El valor de corte se elige de tal forma que todas las entradas cumplan el
requisito:
δ = max(∆uss × 5) = 6.08
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(a) Salida en bucle cerrado con 82 componentes.





















(b) Acciones de control con 82 componentes.
Figura 3.23: Control con el PC-GPC que produce un PIM ≤ 98%
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Figura 3.24: Porcentaje de residuo. La selección se realiza cuando no se aprecia
disminución en PR.
En la figura están representadas las primeras acciones de control para las
cuatro variables manipuladas según se incorporan nuevas componentes
a la solución. Se aprecia entonces cómo con 180 componentes se cumple
que todos los incrementos de todas las variables manipuladas permanecen
por debajo del valor de corte seleccionado (6.08).
5. Valor singular medio: (Figuras 3.29 y 3.30) La representación de los
valores singulares nos proporciona una idea de la importancia que cada
uno de ellos tiene en la minimización del ı́ndice. Según el criterio del valor
medio se seleccionan aquellas componentes correspondientes a los valores
singulares que se encuentran por encima de su valor medio. En este
caso tan solo los 16 primeros valores singulares cumplen este requisito.
Como se puede observar el hecho de incluir tan pocas componentes en el
controlador produce unas acciones de control muy suaves.
6. Análisis paralelo: (Figuras 3.31 y 3.32) Tras escalar la matriz dinámica
G con media nula y varianza unidad, la comparación de sus valores sin-
gulares con los de otra matriz de valores aleatorios y totalmente indepen-
dientes produce tan solo la selección de 5 componentes. Esto se traduce
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(a) Salida en bucle cerrado con 50 componentes.





















(b) Acciones de control con 50 componentes.
Figura 3.25: Control con el PC-GPC que incluye 50 componentes
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Figura 3.26: Norma eucĺıdea de los incrementos futuros de las acc. de control.
en un controlador muy conservador.
7. Criterio multiobjetivo: (Figuras 3.33 y 3.34)
En las figuras se puede observar cómo, para el caso en el que los tres
criterios gozan de la misma importancia en el ı́ndice, a partir de la com-
ponente 60 no existe una clara disminución en el ı́ndice. Por lo tanto
seŕıa lógico elegir aproximadamente 60 componentes para obtener una
solución de compromiso en cuanto a minimización, acción de control y
condicionamiento se refiere.
3.6 Resumen
En este caṕıtulo se formaliza la propuesta del controlador GPC sin factor de
ponderación de la acción de control calculado a través de la SVD: el con-
trolador PC-GPC o Principal Component Generalized Predictive Control. El
controlador PC-GPC, presenta un nuevo parámetro de diseño: el número de
componentes principales que se incluyen en la ley de control o NPC.
Los diferentes criterios de selección del parámetro NPC propuestos, son de tipo
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(a) Salida en bucle cerrado con 175 componentes.






















(b) Acciones de control con 175 componentes.
Figura 3.27: Control con el PC-GPC que produce ‖ ∆u ‖2≤ 10.
96 El controlador PC-GPC













Figura 3.28: Selección de componentes que generan la primera acción de control
menor que 5 × ∆uss





















media = 14.33 
Figura 3.29: Valores singulares. Se incluyen los componentes asociados a valores
singulares por encima de su valor medio.
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(a) Salida en bucle cerrado con 16 componentes.























(b) Acciones de control con 16 componentes.
Figura 3.30: Control con el PC-GPC para el criterio del valor singular medio.
98 El controlador PC-GPC















QG         
Figura 3.31: Valores singulares para las dos matrices.El análisis paralelo produce
la inclusión de muy pocas componentes.
numérico y están basados en el valor que alcanza el ı́ndice de coste, el esfuerzo
de control, o el condicionamiento del controlador entre otros. Aśı, dichos
criterios de selección de componentes principales representan una alternativa
a la elección por prueba y error del parámetro λ en el GPC estándar.
En el caṕıtulo también se extienden los resultados al caso multivariable, puesto
que las expresiones matriciales de partida son las mismas que para el caso
monovariable.
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(a) Salida en bucle cerrado con 5 componentes.






















(b) Acciones de control con 5 componentes.
Figura 3.32: Control con el PC-GPC diseñado con 5 componentes.
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Figura 3.33: Índice multicriterio para w1 = w2 = w3 = 1. A partir de la compo-
nente 60 no se observa mejoŕıa el ı́ndice multiobjetivo.
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(a) Salida en bucle cerrado con 60 componentes.





















(b) Acciones de control con 60 componentes.
Figura 3.34: Control con el PC-GPC diseñado con el criterio multiobjetivo.
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Caṕıtulo 4
PC-GPC con restricciones
Si hay algo que ha hecho del control predictivo una de las técnicas más utili-
zadas actualmente en la industria ha sido su capacidad para manejar restric-
ciones ya que tradicionalmente las especificaciones para un sistema de control
no reflejaban esta situación. En la práctica, la mayoŕıa de los procesos están
sujetos a restricciones: los actuadores poseen un rango de acción limitado y
presentan no linealidades como saturaciones, zonas-muertas, etc. Otras va-
riables del proceso pueden estar también limitadas por diferentes motivos (de
seguridad, económicos, medio ambientales, de calidad, etc.). Ello implica la
necesidad de tener en cuenta en el diseño todos estos aspectos si no se quiere
obtener una degradación en las prestaciones de la dinámica del bucle cerrado,
causando incluso problemas de estabilidad ya que no basta con recortar a sus
ĺımites permitidos una variable manipulada que se ha salido de rango (Chow
and Clarke, 1994), o utilizar un anti-reset windup (Goodwin et al., 2001).
En el MPC, debido a su carácter predictivo y su formulación en el dominio
del tiempo, es fácil incorporar todas estas cuestiones para tratar de forma na-
tural las restricciones. El objetivo de control puede convertirse entonces en
intentar que la salida del proceso permanezca lo más cerca posible de la re-
ferencia mientras que unas ciertas variables auxiliares permanecen dentro de
unos rangos permitidos (figura 4.1). De alguna forma, esto permitirá que las
prestaciones obtenidas por el controlador sean óptimas en el punto de fun-
cionamiento, consiguiendo aśı una operación segura de la planta cuando estas
variables auxiliares rozan los ĺımites establecidos.
Las restricciones pueden clasificarse en dos grandes grupos (Scokaert, 1994):
• restricciones blandas (soft constraints): son aquellas que pueden ser vio-












Figura 4.1: Ventaja del uso de restricciones en el CPBM.
ladas, aunque este hecho sea penalizado. Se obtiene aśı una acción de
control que es un compromiso entre los objetivos de control y la no vio-
lación de las restricciones.
• restricciones duras (hard constraints): son aquellas que fuerzan la acción
de control de forma tal que las satisfaga a cualquier coste.
El tratamiento de las restricciones que se va a realizar en este apartado es el
de restricciones duras y éstas suelen imponerse a las entradas o a las salidas
del proceso y expresan los ĺımites máximos y mı́nimos permitidos para estas
señales:
∆umin ≤ u(k) − u(k − 1) ≤ ∆umax
umin ≤ u(k) ≤ umax (4.1)
ymin ≤ y(k) ≤ ymax
aunque también se puede imponer restricciones sobre la sobreoscilación de la
salida y su incremento, comportamiento de fase no mı́nima, o incluso sobre los
estados del proceso.
Cuando se resuelve un problema de control predictivo con restricciones, no es
posible encontrar una solución anaĺıtica , por lo que han de ser usados, gene-
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ralmente métodos de programación cuadrática QP (si el coste es cuadrático
y las restricciones lineales), resultando en una ley de control no lineal. El
precio que hay que pagar por ello es una mayor carga computacional, siendo
éste un problema cada vez menor debido a la gran potencia de cálculo que
proporcionan actualmente los procesadores.
4.1 Formulación con restricciones
La forma usual de comenzar a resolver el problema del control predictivo con
restricciones 1 consiste en expresar éstas en función de los incrementos de las
acciones de control. Para ello se realiza un tratamiento de las restricciones
expresadas en 4.2 para llegar a una expresión matricial del tipo (Camacho and
Bordóns, 1995)














lumax − lu(k − 1)






• D es una matriz triangular inferior con sus elementos igual a 1;
• l es un vector columna de Nu × 1 con todos sus elementos igual a 1
• t es un vector columna de N × 1 con todos sus elementos igual a 1
El problema de control predictivo se expresa entonces como
1En este apartado tan solo se van a considerar restricciones en la salida y, la señal de
control u y su incremento ∆u.
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min
∆u
J = (G∆u + f −w)T α(G∆u + f −w) + ∆uT λ∆u (4.4)
sujeto a: C∆u ≤ h
A diferencia del caso sin restricciones, no es posible obtener una expresión
anaĺıtica para las acciones de control. Ahora, hay que resolver un problema
de optimización cada periodo de muestreo. Esto exige que el método de op-
timización sea lo suficientemente rápido para permitir una implementación en
ĺınea del controlador.
La mayoŕıa de técnicas espećıficas orientadas a la optimización de ı́ndices cua-




∆uT Θ∆u + cT∆u (4.5)
Desarrollando el ı́ndice 4.4, reordenando términos y eliminando aquellos que
no dependen de ∆u se obtiene
J = ∆uT{GT αG + λ}∆u + 2(f − w)TαG∆u (4.6)
Y finalmente dividiendo por 2 se obtiene la equivalencia entre los ı́ndices 4.4
y 4.5
Θ = (GT αG + λ) (4.7)
c = GT α(f − w) (4.8)
Para el caso del controlador PC-GPC, también se puede expresar el problema




pT Θp + cTp (4.9)
donde la equivalencia para la matriz Q y el vector c vendrá dada por
Θ = ΣT Σ (4.10)
c = −ΣT g1 (4.11)
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siendo
Σ = diag(σ1, σ2, . . . , σNPC , 0NPC+1, . . . , 0Nu) (4.12)
y NPC es el número de componentes seleccionado.
Para adaptar las restricciones al plano de las componentes tan sólo hace falta
aplicar la transformación definida por la matriz V para obtener dichas restric-
ciones definidas en el plano de las componentes
C∆u ≤ h → CV p ≤ h (4.13)
La ventaja en el caso del PC-GPC, respecto al GPC estándar es que a menor
número de componentes seleccionado, menor número de variables a optimizar
por la rutina de programación cuadrática, lo que redunda en un menor coste
computacional a la hora de obtener el óptimo. Esto reduce por tanto el tiempo
de ejecución, permitiendo una mejor aplicación en ĺınea del controlador con
restricciones.
4.2 Ejemplos
Para comprobar que efectivamente se obtiene una reducción en la compleji-
dad del problema a resolver, se realizará la comparación de un GPC estándar
con un factor λ determinado y un PC-GPC con un número NPC de com-
ponentes. El diseño de estos controladores se realiza sin restricciones y sus
respectivos parámetros, λ y NPC, se eligen de tal forma que, ambos contro-
ladores alcancen unas prestaciones de bucle cerrado similares. A continuación
se incorporarán las restricciones al problema de control y se medirá el número
de operaciones en coma flotante que realiza cada controlador para calcular las
acciones de control haciendo uso de una rutina de programación cuadrática.
4.2.1 Ejemplo SISO: Control de un doble integrador
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y con los siguientes parámetros de diseño para ambos controladores
N1 N2 Nu T (z
−1) αi
1 10 5 1 1
(4.16)
Para el caso sin restricciones se simula un GPC con un factor de ponderación
constante λ = 0.005 y un PC-GPC con 2 componentes. En la figura 4.2 puede
apreciarse como, en ausencia de restricciones, los dos controladores, obtenidos
de forma anaĺıtica, alcanzan unas prestaciones parecidas.
Si se incorporan las restricciones 4.15, y haciendo uso en cada caso de una
rutina de programación cuadrática, se puede apreciar en la figura 4.3 como, en
ambos casos, éstas se cumplen y se alcanzan también prestaciones parecidas
para la variable controlada. Sin embargo, si se mide el número de operacio-
nes en coma flotante2 que utiliza cada controlador para calcular la acción de
control, el PC-GPC obtiene una notable reducción (52.7%) en el número de
operaciones:
flops GPC flops PC-GPC % Reducción
12039 5687 52.76
4.2.2 Ejemplo MIMO: Control de un fraccionador de
petróleo
Se trata de un proceso de fraccionamiento por destilación de crudo, cuya carac-
teŕıstica más destacada son los diferentes retardos para las salidas. El modelo
elegido aparece como benchmark en algunas publicaciones (Prett and Mora-
ri, 1987), (Aoyama et al., 1997) y es conocido como Shell Process Control
Problem, ampliamente usado para probar diferentes estrategias de control.
2Esta medida se realizó utilizando el comando float de MATLAB, obteniendo la media
aritmética para todos los instantes de simulación
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(a) Salida en bucle cerrado y acción de control con λ = 0.005.
























(b) Salida en bucle cerrado y acción de control con 2 componentes.
Figura 4.2: El GPC y el PC-GPC ofrecen unas prestaciones similares cuando no
existen restricciones.
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(a) Salida en bucle cerrado y acción de control con λ = 0.005.






















(b) Salida en bucle cerrado y acción de control con 2 componentes.
Figura 4.3: GPC con QP y PC-GPC con QP cuando existen restricciones.
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El proceso tiene tres variables controladas: la composición de los productos
de la parte superior y lateral de la columna (y1 e y2), y la temperatura de la
parte inferior (y3). Las variables de control en este caso son las extracciones
de destilado superior y lateral (u1 y u2), y el reflujo de fondo (u3).




























donde todos los tiempos están expresados en minutos. Se diseña un GPC multi-
variable para un periodo de muestreo de 4 minutos y los siguientes parámetros:
N1 N2 αi T (z
−1) Nu λj
y1 1 30 1 1 u1 15 1
y2 1 30 5 1 u2 15 1
y3 1 30 10 1 u3 15 1
Las figuras 4.4 y 4.5 muestran respectivamente el control sin restricciones para
un GPC estándar con λ = 1 y un PC-GPC con 18 componentes. Se observa
que, para ambos casos, las prestaciones son similares y cómo las perturbaciones
producidas en la composición lateral y en la temperatura inferior debidas al
cambio en la referencia de la composición superior, son bastante pequeñas.
Esto indica una baja interacción en bucle cerrado entre las referencias y las
salidas del proceso, a pesar de no ser aśı en bucle abierto donde existe un gran
acoplamiento de las entradas con las salidas.
Incorporando las siguientes restricciones para las tres variables manipuladas





se llega a la misma conclusión que en el apartado anterior, obteniendo una
reducción media superior al 90% en el número de operaciones que se realizan
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(a) Salida en bucle cerrado.























(b) Acción de control y su incremento.
Figura 4.4: Control sin restricciones con el GPC multivariable y λ = 1.
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(a) Salida en bucle cerrado.























(b) Acción de control y su incremento.
Figura 4.5: Control sin restricciones con el PC-GPC multivariable y 18 compo-
nentes.
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para calcular la acción de control cuando se usa el PC-GPC con restricciones
frente al GPC con factor de ponderación:
flops GPC flops PC-GPC % Reducción
813240 78488 90.34
Las figuras 4.6 y 4.7 muestran el control con restricciones del proceso mul-
tivariable. Se puede concluir que ambos controladores alcanzan prestaciones
parecidas, si bien el PC-GPC tarda menos tiempo en calcular la acción de
control debido a la reducción de complejidad del problema resuelto por pro-
gramación cuadrática en cada instante.
4.3 Resumen
En este caṕıtulo se presenta la formulación con restricciones del controlador
PC-GPC y qué ventajas presenta respecto a un GPC estándar con restriccio-
nes. En el caṕıtulo, las restricciones impuestas a la salida, la señal de control
y el cambio en la señal de control se tratan como restricciones duras que hay
que cumplir a cualquier coste asumiendo siempre la factibilidad del problema.
Mientras que en un GPC se modifica el factor de ponderación λ hasta alcanzar
unas prestaciones de bucle cerrado deseadas, en el controlador PC-GPC, tan
solo hay que seleccionar un número de componentes basado en el uso de alguno
de los criterios propuestos en el caṕıtulo anterior.
De esta forma, la rutina de programación cuadrática (QP) que resuelve en
ĺınea el problema de minimización, debe optimizar Nu variables en el caso de
un GPC y tan solo NPC variables en el caso de un PC-GPC. Puesto que la
velocidad de cálculo de la solución tiene una relación directa con la dimensión
del problema, se concluye que el tiempo de cálculo para el PC-GPC, alcanzando
las mismas prestaciones que un GPC, es siempre menor.
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(a) Salida en bucle cerrado.



























(b) Acción de control y su incremento.
Figura 4.6: Control con restricciones con el GPC multivariable (λ = 1).
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(a) Salida en bucle cerrado.



























(b) Acción de control y su incremento.
Figura 4.7: Control con restricciones con el PC-GPC multivariable (18 comp.).
Caṕıtulo 5
Análisis de robustez del
PC-GPC
Las prestaciones y robustez de un controlador predictivo basado en modelos
depende de la capacidad del modelo utilizado para reflejar el comportamiento
dinámico del proceso. En una situación real, ningún modelo puede exacta-
mente imitar al proceso f́ısico real, y por tanto pueden aparecer problemas
relacionados con la estabilidad y prestaciones del sistema debido a las dife-
rencias entre el proceso y el modelo. Para aplicaciones de control de procesos
donde los modelos utilizados suelen ser simplificaciones de la realidad, existen
herramientas que permiten analizar la estabilidad del sistema frente a la pre-
sencia de estas diferencias. El teorema de la pequeña ganancia (Small Gain
Theorem (SGT)) basado en el criterio de estabilidad de Nyquist ofrece una
condición suficiente para la estabilidad de bucle cerrado. La aplicación de este
teorema requiere del conocimiento de los llamados ĺımites de incertidumbre.
Adoptando los criterios actuales, la fijación de estos ĺımites suele ser conser-
vativa, y puede afectar a las prestaciones del bucle cerrado, degradando la
dinámica de éste. La cuantificación de estos ĺımites de incertidumbre es to-
dav́ıa hoy un área de investigación totalmente abierta que permitirá mejoras
sustanciales en el diseño de controladores robustos.
En este caṕıtulo se realizará un análisis de robustez para el GPC clásico y para
el PC-GPC. Utilizando como medidas de robustez las funciones de sensibili-
dad, se observará cuál es el efecto que produce la eliminación de componentes
principales sobre la estabilidad robusta del sistema.
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5.1 Incertidumbre y robustez
Un sistema de control es robusto si es insensible a las diferencias entre el
proceso a controlar y el modelo a partir del cual ha sido diseñado (Skogestad
and Postlethwaite, 1996).
Esto pone de manifiesto la importancia del modelo a la hora de diseñar un con-
trolador robusto. En la misma medida resulta primordial conocer los posibles
errores de modelado debido a:
1. Trabajo fuera del punto de funcionamiento en el cual se obtuvo el modelo.
2. Dinámica no considerada, por simplificaciones en el modelo (a partir de
un modelo no lineal). Generalmente suele ser dinámica de alta frecuencia.
3. Errores o tolerancias en los parámetros del modelo. Debidos al método
de identificación y a errores de medida en la instrumentación utilizada.
Estas fuentes de error provocarán la aparición de incertidumbres en el modelo
que pueden a su vez ser clasificadas en:
• Estructuradas. Se conoce la estructura del modelo pero existe incerti-
dumbre en algunos parámetros. La incertidumbre estructurada puede
ser obtenida considerando un rango de tolerancia para cada parámetro
sobre el cual se ha establecido una incertidumbre. El modelado de esta
incertidumbre suele ser muy laborioso cuando el número de parámetros
a considerar crece.
• No estructuradas. Debidas a la omisión de dinámica, retardos sin con-
templar, polos rápidos, etc.
A la hora de diseñar el controlador teniendo en cuenta el modelo nominal, es
posible esperar que el sistema cumpla las siguientes caracteŕısticas:
• Estabilidad nominal (NS): Que el sistema sea estable en bucle cerrado.
• Comportamiento nominal (NP): Que el sistema en bucle cerrado cumpla
un comportamiento u objetivos dados.
Si además, existe un modelo de incertidumbres, es posible exigir otro tipo de
caracteŕısticas al sistema (figura 5.1):
5.2. Funciones de sensibilidad 119
Figura 5.1: Especificaciones para el controlador respecto a estabilidad y presta-
ciones.
• Estabilidad robusta (RS): Que el sistema sea estable en bucle cerrado,
ante un conjunto de plantas obtenidas como consecuencia de la incerti-
dumbre en el modelo nominal.
• Comportamiento robusto (RP): Que el sistema en bucle cerrado cum-
pla un comportamiento u objetivos dados, ante un conjunto de plantas
obtenidas como consecuencia de la incertidumbre en el modelo nominal.
5.2 Funciones de sensibilidad
La figura 5.2 muestra los lazos de control caracteŕısticos para controladores de
uno y dos grados de libertad respectivamente. Tanto para el caso SISO como
para el MIMO se define la función de transferencia de lazo abierto L como:
L = GK (5.1)
y las funciones de sensibilidad S y de sensibilidad complementaria T como:
S = (I + L)−1; T = I − S = L(I + L)−1 (5.2)
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(a) Estructura de control con un grado de libertad.
(b) Estructura de control con dos grados de libertad.
Figura 5.2: Diagramas de bloques para con controladores de uno y dos grados de
libertad.
En la figura 5.2, T es la función de transferencia que relaciona r con y y S es la
función de transferencia que relaciona d1 con y. Notar que estas funciones están
evaluadas a la salida del proceso y por esta razón suelen llamarse funciones
de sensibilidad a la salida (SO, TO), para distinguirlas de las funciones de
sensibilidad evaluadas a la entrada del proceso. Definiendo LI como la función
de transferencia de lazo abierto si se rompe el bucle en la entrada u:
LI = KG (5.3)
Construyendo la funciones de sensibilidad SI y de sensibilidad complementaria
a la entrada TI como:
SI = (I + LI)
−1; TI = I − SI = LI(I + LI)−1 (5.4)
Entonces para los diagramas de la figura 5.2, −TI es la función de transferencia
que relaciona d2 con u, y SI es la función de transferencia que relaciona d2 con
x.
Para el caso de sistemas SISO, no existe diferencia entre las funciones de sen-
sibilidad evaluadas a la entrada o a la salida, y por tanto se cumple que
TI = TO = T y SI = SO = S. Para el caso multivariable esto no es aśı,
puesto que la multiplicación de matrices no es conmutativa.
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5.3 Teorema de la pequeña ganancia (SGT)
Este teorema establece una condición suficiente que determina la estabilidad
robusta de un sistema (Lunze, 1989). Utilizando el diagrama de bloques de la
figura 5.3, el teorema dice lo siguiente:
Asumiendo que G1 y G2 son estables, si ‖G1G2‖∞ < 1, entonces el sistema en
bucle cerrado es estable. Además, como ‖G1G2‖∞ ≤ ‖G1‖∞‖G2‖∞, entonces
si ‖G1‖∞‖G2‖∞ < 1, el sistema en bucle cerrado es estable.
Figura 5.3: Diagrama para el SGT.
El teorema indica que si la magnitud de la función de transferencia de lazo
abierto G1G2 es menor que 1 para todas las frecuencias y si el sistema es estable
en bucle abierto, entonces el sistema en bucle cerrado debe ser también estable.
La segunda parte del teorema, divide la función de transferencia del bucle
abierto en dos partes, G1 y G2. El teorema se puede interpretar en términos
del criterio de Nyquist. Para un sistema SISO, si la magnitud de la función
de transferencia de lazo abierto |L(e−jwTs)| < 1 para todas las frecuencias w ∈
[0, π/Ts], entonces L(z
−1) no puede dar ninguna vuelta alrededor de -1. Para
un sistema MIMO, si el máximo valor singular de la función de transferencia
de lazo abierto σ̄(L(e−jwTs)) < 1 para todas las frecuencias w ∈ [0, π/Ts],
entonces det(I − L(z−1)) no puede dar ninguna vuelta alrededor del origen 1.
Enunciado de la forma anterior, el teorema de la pequeña ganancia parece
poco útil, debido al poco interés que suscita diseñar sistemas realimentados
con una magnitud de la función L(z−1) menor que la unidad. Si se desea
obtener dinámicas de bucle cerrado mejores que las que se obtendŕıan sin la
realimentación se deben diseñar controladores con ganancias elevadas. Sin
embargo, realizando varias operaciones de álgebra de bloques y escalado, es
posible transformar un problema de control en una forma donde el teorema śı
1Notar que el teorema tan solo impone restricciones en la magnitud de L(z−1) y no en
su fase.
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es relevante. La idea consiste en extraer sólo la parte variable de la dinámica
del sistema (∆) y construir un bucle artificial (figura 5.4) para demostrar que
la magnitud de la función de transferencia de lazo abierto vista por esta parte
variable es menor que 1. Esta idea es la base de los tests de robustez basados
en las t́ıpicas incertidumbres aditivas y multiplicativas.
Figura 5.4: Estructura de interconexión M∆.
El teorema de la pequeña señal aplicado ahora al diagrama de bloques repre-
sentado en la figura 5.4 queda:
‖M∆‖∞ < 1 (5.5)
5.4 Modelado de las incertidumbres
La forma más común de representar la incertidumbre es utilizar las incerti-
dumbres denominadas no estructuradas. Esto es, asumiendo que existe un
modelo nominal por ejemplo la función de transferencia G0(z
−1), el proceso
está incluido en un conjunto dado por:
Π : G(z−1) = G0(z−1) + ∆(z−1) (5.6)
o bien por
Π : G(z−1) = G0(z−1)[I + ∆(z−1)] (5.7)
donde la incertidumbre ∆(z−1) es, en cada caso, una función de transferencia
estable y está acotada en norma. Generalmente, G0(z
−1) se normaliza de
alguna forma para conseguir que ‖∆(z−1)‖ < 1.
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Por supuesto, uno no sabe cuánto vale ∆(z−1) exáctamente. Se pueden realizar
diferentes asunciones respecto a la naturaleza de ∆: no lineal, lineal variable
en el tiempo, lineal invariable en el tiempo, etc. También se pueden usar






, ∀w ∈ [0, π/Ts] (5.8)
Es muy común y práctico representar ∆(z−1), para el caso (5.6), factorizado
de la siguiente forma:




‖G(z−1) − G0(z−1)‖ (5.10)
o bien para el caso (5.7)






De esta forma, ∆a(z
−1) y ∆m(z−1) representan cualquier función de transfe-
rencia estable con módulo menor que la unidad para cualquier frecuencia.
5.4.1 Incertidumbres aditivas
La incertidumbre aditiva se puede representar como una función de transfe-
rencia variable ∆, colocada en paralelo con el proceso nominal G (figura 5.5).
El proceso real se asume entonces que es G+∆, donde G es el modelo nominal
2La norma H∞ da una idea del peor caso en términos de ganancia o magnitud.
124 Análisis de robustez del PC-GPC
y ∆ representa todas las desviaciones posibles de esta respuesta nominal. Ge-
neralmente ∆ se asume estable y suele imponerse únicamente un ĺımite en su
magnitud, permitiendo que su fase vaŕıe entre 0 y 2π radianes. Esta aproxima-
ción es útil para modelar incertidumbre a altas frecuencias. Por ejemplo, un
sistema mecánico puede mostrar cierta sensibilidad para algunas frecuencias
altas, a menudo por encima del ancho de banda que se alcanza con la reali-
mentación. Para demostrar que el sistema en bucle cerrado es robusto frente
a dichos modos de vibración (independientemente de cuál sea la frecuencia y
fase de estos modos), se puede fijar un ĺımite en la magnitud de ∆(e−jwTs) e in-
tentar demostrar que el sistema permanece estable para cualquier ‖∆(e−jwTs)‖
por debajo de ese ĺımite.
Figura 5.5: Incertidumbre aditiva.
El diagrama de bloques de la figura 5.5, muestra una forma de usar la incer-
tidumbre aditiva en el análisis de robustez. Con un regulador K, el modelo
nominal se sustituye por el proceso G + ∆, estableciendo cuál es la función
de transferencia que relaciona la salida del bloque de perturbación y∆ con la
entrada a este bloque u∆. Se divide el bucle cerrado en dos subsistemas per-
mitiendo la aplicación del teorema de la pequeña ganancia. De esta forma el
sistema de control nominal es visto por el bloque de incertidumbre ∆, como
la función de transferencia −K(I + KG)−1. Si se asume que −K(I + KG)−1
y ∆ son estables, el teorema de la pequeña ganancia establece que el sistema
perturbado debe ser estable si
‖∆‖∞ < 1‖K(I + KG)−1‖∞ (5.13)
o lo que es lo mismo, el sistema en bucle cerrado permanecerá estable si
‖∆‖∞ < 1‖M‖∞ (5.14)
siendo M = K(I + KG)−1 = KS.
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La expresión
1
‖K(z−1)S(z−1)‖ , ∀w ∈ [0, π/Ts], z
−1 = e−jwTs (5.15)
ofrece entonces un ĺımite superior en la incertidumbre aditiva permitida por
un sistema de control.
5.4.2 Incertidumbres multiplicativas
Una incertidumbre multiplicativa es una función de transferencia variable de
la forma (I + ∆) colocada en serie con el modelo nominal del proceso normal-
mente a la entrada (figura 5.6) o a la salida de éste (figura 5.7). Por ejemplo, si
el bloque (I +∆) es colocado a la entrada del modelo, se asume entonces que el
proceso real viene dado por G(I + ∆) = G + G∆, donde G representa el com-
portamiento nominal del proceso y ∆ representa todas las variaciones posibles
respecto a dicho comportamiento nominal. Al igual que en la incertidumbre
aditiva, ∆ es estable y se impone un ĺımite a su magnitud, permitiendo que su
fase vaŕıe entre 0 y 2π radianes.
Figura 5.6: Incertidumbre multiplicativa.
Para el caso de la figura 5.6, y realizando la misma operación que en caso de la
incertidumbre aditiva, se calcula cómo es visto el comportamiento nominal por
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Figura 5.7: Incertidumbre multiplicativa a la salida.
la incertidumbre y se obtiene −KG(I + KG)−1. Si se asume que −KG(I +
KG)−1 y ∆ son estables, el teorema de la pequeña ganancia indica que el
sistema perturbado también será estable siempre que
‖∆‖∞ < 1‖KG(I + KG)−1‖∞ (5.16)
o lo que es lo mismo
‖∆‖∞ < 1‖M‖∞ (5.17)
donde M = KG(I + KG)−1.
Imponiendo un ĺımite a la magnitud de ∆ en un bloque del tipo (I + ∆) se
puede representar un nivel deseado de cambio relativo en el modelo nominal.
Por ejemplo, estableciendo ‖∆‖∞ < 0.1, esto indica que al menos un cambio
de un 10% en la magnitud del proceso nominal debeŕıa ser tolerado junto con
una cierta cantidad de desfase. Esta aproximación es útil para representar
variaciones del proceso a frecuencias bajas.
Resumiendo, las incertidumbres aditivas son útiles para representar incerti-
dumbres a altas frecuencias y las multiplicativas para bajas frecuencias. Nin-
guna de estas dos aproximaciones se considera completamente satisfactoria
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para modelar todas las posibles variaciones del proceso nominal que se pue-
den encontrar en la práctica, pero son lo suficientemente simples como para
permitir un rápido test de robustez.
5.5 Las funciones de sensibilidad como medi-
das de robustez
Las incertidumbre multiplicativa puede ser usada para calcular unos márgenes
de robustez tanto para sistemas SISO como MIMO, reemplazando a los tests
clásicos de márgenes de ganancia y fase (Maciejowski, 1989).
Para comprobar cómo la función de sensibilidad complementaria puede ofrecer
un margen de robustez del sistema se puede examinar la figura 5.6. Cuan-
do una incertidumbre multiplicativa es insertada, por ejemplo a la entrada
del proceso, y el bloque de incertidumbre ∆ es aislado del resto del siste-
ma, el comportamiento del bucle visto por ∆ viene dado justamente por
−T = −KG(I + KG)−1. El teorema de la pequeña ganancia indica que si
T y ∆ son estables, entonces si
‖∆(z−1)‖∞ < 1‖T (z−1)‖∞ (5.18)
el sistema perturbado también será estable. Por tanto, calculando
1
‖T (z−1)‖ , ∀w ∈ [0, π/Ts], z
−1 = e−jwTs (5.19)
se obtiene un ĺımite para el tamaño de la perturbación (I + ∆) permitida.
Para el caso de la función de sensibilidad S, se puede examinar la figura 5.8,
donde se representa una incertidumbre multiplicativa inversa. En lugar de
añadir un bloque del tipo (I +∆), se añade uno del tipo (I−∆)−1 a la entrada
o a la salida del proceso nominal. Cuando se reestructura este diagrama de blo-
ques para obtener la estructura M∆ requerida (figura 5.4), el comportamiento
del bucle visto desde la perturbación ∆ viene dado por S = (I + GK)−1. De
nuevo utilizando el teorema de la pequeña ganancia, si ∆ y S son estables,
entonces si
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‖∆(z−1)‖∞ < 1‖S(z−1)‖∞ (5.20)
el sistema perturbado también será estable. Por tanto, calculando
1
‖S(z−1)‖ , ∀w ∈ [0, π/Ts], z
−1 = e−jwTs (5.21)
se puede obtener un ĺımite para la magnitud de una perturbación del tipo
(I − ∆)−1 permitida.
Figura 5.8: Incertidumbre multiplicativa inversa a la salida.
Notar que estos tests basados en las funciones S y T son sólo condiciones
suficientes y no necesarias para la estabilidad robusta del sistema y ofrecen unos
márgenes de robustez muy conservativos, por lo que los márgenes reales seŕıan
mucho mayores. Sin embargo, a la hora de realizar un análisis de robustez
partiendo de un diseño dado, es posible utilizar los márgenes dados por S y T
para comprobar la resistencia de un diseño a los errores de modelado, algo que
por otra parte, debe ser importante para aquellos diseños basados en modelos,
como es el caso del controlador predictivo.
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5.6 El GPC como controlador de dos grados
de libertad
Cuando se utiliza la interpretación polinomial para expresar el controlador
GPC monovariable como un regulador lineal con varios grados de libertad se
está en disposición de analizar la estabilidad del sistema en bucle cerrado uti-
lizando el criterio SGT. Debido a la estrategia denominada receding horizon u
horizonte móvil, tan solo se considera el primer elemento del vector de acciones
de control futuras. Es decir de la matriz
(
(GT αG + λ)−1GT α
)
N×N tan solo se
utiliza la primera fila. Llamando h1×N a esta fila, es posible reescribir la ley
de control como:
∆u(k) = hw − hΓ∆uf − hFyf (5.22)
Aplicando una interpretación en transformada z a cada sumando de la expre-
































- nΓ y nF corresponden al número de columnas de las matrices Γ y F respec-
tivamente.
- hi son los elementos del vector h.
- γi y fi son las columnas i-ésimas de las matrices Γ y F respectivamente.
- El producto del vector fila h por estas columnas son los escalares hγi y hfi,
resultando cada uno de ellos en los coeficientes ri y si de los polinomios
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R(z−1) y S(z−1) respectivamente:
R(z−1) = r0 + . . . + r(nΓ−1)z
−(nΓ−1)
S(z−1) = s0 + . . . + s(nF −1)z
−(nF −1)
Reescribiendo la expresión 5.22 con esta interpretación







y despejando la acción de control u(z) se llega a
u(z) =
T (z−1)








La ecuación descrita en (5.27) es la ley de control lineal del GPC. En la figura
5.9 se puede ver su representación en diagrama de bloques. En este diagrama,
el bloque H es un polinomio en z, H(z), si se suponen conocidas las referencias
futuras (como podŕıa ser el caso de una trayectoria de referencia para un brazo
robot). En caso contrario, si se desconoce cuál es el valor de la referencia
durante el horizonte de predicción, el valor de la referencia w(k) en ese instante
se supone constante para todo el horizonte de predicción (es decir, se asume
una referencia constante para los instantes futuros). De este modo, el bloque






Figura 5.9: Representación en diagrama de bloques del GPC lineal.
Con el fin de analizar la caracteŕısticas de robustez del GPC, se reorganiza
el diagrama de bloques de la figura 5.9 para conseguir una estructura de dos
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grados de libertad (figura 5.10). Comparando esta figura con el diagrama de
bloques 5.2(b), se puede definir
• Controlador de lazo:
K =
S(z−1)
∆[T (z−1) + R(z−1)z−1]




• Función de transferencia de lazo:
L =
B(z−1)S(z−1)
∆A(z−1)[T (z−1) + R(z−1)z−1]
• Función de sensibilidad:
SO = (I + L)
−1 =
∆A(z−1)[T (z−1) + R(z−1)z−1]
∆A(z−1)[T (z−1) + R(z−1)z−1] + B(z−1)S(z−1)
• Función de sensibilidad complementaria:
TO = L(I + L)
−1 =
B(z−1)S(z−1)
∆A(z−1)[T (z−1) + R(z−1)z−1] + B(z−1)S(z−1)
Figura 5.10: El GPC como controlador de dos grados de libertad.
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5.6.1 Análisis de robustez del GPC
Puesto que las funciones de sensibilidad pueden constituir un test para com-
probar la estabilidad robusta del sistema y ofrecer unos márgenes de robustez,
es posible representar los diagramas de bode de dichas funciones (o bien sus
inversas) para estudiar la influencia de los diferentes parámetros sobre la esta-
bilidad robusta del sistema (Banerjee and Shah, 1995).
Retomando el proceso de 5o orden de la expresión (3.6), se diseña un GPC
para un periodo de muestreo de 2 segundos con los siguientes parámetros:
N1 N2 Nu T (z
−1) αi λj
1 50 2 1 1 0
(5.28)
Manteniendo el resto de parámetros constantes, se modifica uno de ellos y se
comprueba el efecto que ésto produce sobre los márgenes de robustez.
Influencia del horizonte de predicción N2:
Rango de estudio N2=[15, 20, 30, 50].
La figura 5.11(a) muestra la inversa de la función de sensibilidad complementa-
ria, mientras que en la figura 5.11(b) se representa la evolución de la salida y la
acción de control para los diferentes valores de N2. En ellas se observa cómo,
un aumento del horizonte de predicción N2 produce un margen de robustez
mayor, aunque las prestaciones del bucle cerrado se degradan.
Influencia del horizonte de control Nu:
Rango de estudio Nu =[2, 3, 4, 5].
La figura 5.12(a) muestra la inversa de la función de sensibilidad complementa-
ria, mientras que en la figura 5.12(b) se representa la evolución de la salida y la
acción de control para los diferentes valores de Nu. Como conclusión, destacar
que un aumento del horizonte de control Nu redunda en un menor grado de
robustez, aunque a nivel temporal las acciones de control son mayores y por
lo tanto la respuesta del sistema es más rápida.
Influencia del factor de ponderación λ:
Rango de estudio λ =[0.1, 1, 10, 50].
























(a) Inversa de la función de sensibilidad complementaria.

































(b) Respuesta en bucle cerrado y acción de control.
Figura 5.11: Influencia del horizonte de predicción N2 en la estabilidad robusta.


























(a) Inversa de la función de sensibilidad complementaria.


































(b) Respuesta en bucle cerrado y acción de control.
Figura 5.12: Influencia del horizonte de control Nu en la estabilidad robusta.
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La figura 5.13(a) muestra la inversa de la función de sensibilidad complemen-
taria, mientras que en la figura 5.13(b) se representa la evolución de la salida y
la acción de control para los diferentes valores de λ. En las figuras se observa
que un aumento en la ponderación de los incrementos de la acción de control,
produce un aumento en el margen de estabilidad robusta, lo que conduce a
unas peores prestaciones del controlador.
Influencia del polinomio de filtrado T (z−1):
El polinomio de filtrado T es el parámetro que, más y mejor permite influir
sobre la estabilidad robusta del sistema, puesto que presenta la particularidad
de no influir sobre la respuesta de bucle cerrado a menos que el modelo y el
proceso difieran. Incluso se proponen métodos para la elección óptima de dicho
polinomio (Yoon and Clarke, 1994b), (Meǵıas et al., 1999).
Si se considera un polinomio genérico con la siguiente estructura:
T (z−1) = (1 − tfz−1)n
es posible realizar un estudio variando la frecuencia de corte del filtro (función
de tf ) y el orden del mismo n.
a) Frecuencia de corte tf
Rango de estudio tf =[0.4, 0.6, 0.8, 0.9]. La figura 5.14(a) muestra la
inversa de la función de sensibilidad complementaria, mientras que en
la figura 5.14(b) se representa la evolución de la salida y la acción de
control para los diferentes valores de tf , para un orden del polinomio
n = 2. En esta última figura, se introduce una perturbación a la salida
del proceso en forma de escalón. Hay que destacar el diferente modo
que tiene el controlador de hacer frente a dicha perturbación cuando
cambia el polinomio de filtrado, ya que aunque el controlador es más
robusto según se aumenta la el parámetro tf , el comportamiento frente
a esta perturbación empeora. En esta figura también se observa cómo
la respuesta de bucle cerrado es la misma con distintos polinomios T
cuando el proceso es el modelo nominal.
b) Orden n
Rango de estudio n =[1, 2, 3]. Para los diferentes ordenes del polinomio
T se utiliza la misma frecuencia de corte tf = 0.8. La figura 5.15(a) mues-
tra la inversa de la función de sensibilidad complementaria, mientras que



























(a) Inversa de la función de sensibilidad complementaria.




































(b) Respuesta en bucle cerrado y acción de control.
Figura 5.13: Influencia del factor de ponderación de la acción de control en la
estabilidad robusta.
























(a) Inversa de la función de sensibilidad complementaria.




































(b) Respuesta en bucle cerrado y acción de control.
Figura 5.14: Influencia del parámetro tf del polinomio de filtrado T en la estabi-
lidad robusta.
138 Análisis de robustez del PC-GPC
en la figura 5.15(b) se representa la evolución de la salida y la acción de
control para los diferentes valores de n. En general, se puede destacar
que, un aumento del parámetro n, produce un mayor grado de robus-
tez y una peor dinámica de bucle cerrado, aunque es posible encontrar
contraejemplos en los que esto no es aśı (Yoon and Clarke, 1993a).
Resumen
La siguiente tabla resume el efecto, en cuanto a robustez y respuesta temporal,
que produce aumentar cada uno de los parámetros:




tf ⇑ no modifica
n ⇑ no modifica
5.7 Análisis de robustez del PC-GPC
El mismo tipo de análisis se puede realizar calculando las funciones de sensibili-
dad para los diferentes controladores que se obtienen eliminando componentes
principales.
Para el ejemplo de la sección anterior, y los siguientes parámetros de diseño
N1 N2 Nu T (z
−1) αi λj
1 50 4 1 1 0
(5.29)
se puede comprobar cómo aumenta el ĺımite de incertidumbre permitida, pues-
to que según se eliminan componentes de la solución (figura 5.16(a)), la mag-
nitud de la inversa de la función de sensibilidad complementaria aumenta. Co-
mo era de esperar las prestaciones en el dominio temporal se degradan (figura
5.16(b))
A modo de ejemplo se puede comprobar qué ocurre si el proceso no coincide

































(a) Inversa de la función de sensibilidad complementaria.

































(b) Respuesta en bucle cerrado y acción de control.
Figura 5.15: Influencia del orden n del polinomio de filtrado T en la estabilidad
robusta.

























(a) Inversa de la función de sensibilidad complementaria.





























4 3 2 1 
(b) Respuesta en bucle cerrado y acción de control.
Figura 5.16: Influencia de las componentes principales en la estabilidad robusta.
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en lugar de con el modelo nominal, se puede encontrar una explicación de
porqué el bucle cerrado es estable cuando se diseña un PC-GPC con el modelo
nominal distinto al proceso, eliminando componentes principales. En la figura
5.17(a) se observa que la magnitud de la incertidumbre multiplicativa real que




es inferior al margen de robustez definido por la función de sensibilidad com-
plementaria cuando en el controlador se utilizan 2 componentes. En la figura
5.17(b) se observa la respuesta de bucle cerrado para dicho controlador cuando
se simula con el proceso real.
5.7.1 Extensión al caso multivariable
La ganancia de un sistema multivariable depende de la dirección de la señal
de entrada. Para una frecuencia dada w, se define la ganancia de un siste-
ma multivariable como la mayor amplificación posible que se produciŕıa para
cualquier posible dirección de la señal de entrada (Skogestad and Postlethwai-
te, 1996). Esta ganancia corresponde al mayor valor singular de la respuesta
en frecuencia del sistema multivariable evaluada justamente para esa frecuen-







donde σ̄ denota el valor singular máximo, se puede generalizar el teorema de
la pequeña ganancia para sistemas MIMO como
σ̄(M(e−jwTs))σ̄(∆(e−jwTs)) < 1 ∀w ∈ [0, π/Ts], z−1 = e−jwTs (5.32)
donde ∆(z−1) es una matriz de transferencia, en cuyo caso la magnitud de
su respuesta en frecuencia está acotada por unos ĺımites impuestos al valor
singular máximo σ̄(∆(e−jwTs)).
Por tanto, el estudio de los valores singulares de las funciones de sensibilidad
S y de sensibilidad complementaria T , pueden determinar los márgenes de























(a) Inversa de la función de sensibilidad complementaria y ĺımite de
la incertidumbre
































(b) Respuesta en bucle cerrado y acción de control.
Figura 5.17: La condición suficiente del SGT se cumple para 2 componentes.
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robustez del sistema. Hay que recordar que estos tests basados en los valo-
res singulares son solamente condición suficiente para la robustez del sistema,
ofreciendo unos márgenes muy conservativos (Aström et al., 1996). Para ob-
tener unos resultados más aproximados a estos márgenes reales se utiliza el
µ-análisis o valor singular estructurado, donde el bloque ∆ no es una matriz
de transferencia cualquiera, sino que se define con una estructura fija, utilizan-
do información referente a la forma en la que el comportamiento del proceso
real puede variar (Skogestad and Postlethwaite, 1996).
Notar que la representación de los valores singulares no indica por śı misma
si el sistema en bucle cerrado es estable. Esto debe ser comprobado de forma
independiente (calculando los polos de bucle cerrado, como en el anexo A).
Si el sistema es estable, entonces estos diagramas śı que pueden ser utilizados
para indicar si la estabilidad es frágil o robusta, frente a ciertas perturbaciones.
Para un proceso SISO, no existe diferencia entre colocar la incertidumbre mul-
tiplicativa (I + ∆) a la entrada o a la salida del proceso, mientras que para
un sistema MIMO esta diferencia śı que existe debido a que la multiplicación
de matrices no es conmutativa3 G(I + ∆) 	= (I + ∆)G. Por ello en el caso
multivariable se pueden construir las funciones de sensibilidad desde el punto
de vista de la entrada o de la salida.
Los ĺımites para la estabilidad robusta definidos por las funciones de sensibili-
dad S y T, se resumen entonces en:





, ∀w ∈ [0, π/Ts], z−1 = e−jwTs (5.33)





, ∀w ∈ [0, π/Ts], z−1 = e−jwTs (5.34)





, ∀w ∈ [0, π/Ts], z−1 = e−jwTs (5.35)
3Una visión práctica de esta diferencia en sistemas multivariables es que los márgenes
de robustez pueden variar sensiblemente desde el punto de vista de los sensores o de los
actuadores
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, ∀w ∈ [0, π/Ts], z−1 = e−jwTs (5.36)
donde SI y SO son las funciones de sensibilidad y TI y TO son las funciones de
sensibilidad complementaria del sistema MIMO definidas en (5.2) y (5.4).
A modo de ejemplo, se utiliza el proceso multivariable definido en (3.11). En la
figura 5.19, se representan las funciones de sensibilidad calculadas a la salida del
proceso. En ellas se observa, cómo el margen de robustez se hace mayor según
se eliminan componentes del controlador multivariable. El comportamiento
en bucle cerrado es el esperado, donde se observa que la calidad del control
disminuye conforme se vaŕıa un parámetro del controlador que influye sobre la
estabilidad robusta (figura 5.18).


































Figura 5.18: Respuesta en bucle cerrado para distintas componentes principales.
5.8 Resumen
En este caṕıtulo se presenta un análisis de robustez para el GPC clásico y para
el PC-GPC, utilizando como medidas de robustez las funciones de sensibilidad



























































(b) Función de sensibilidad complementaria
Figura 5.19: Funciones de sensibilidad para el proceso 2 × 2 según se eliminan
componentes principales.
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El estudio está basado en la interpretación polinomial que se puede realizar
del controlador GPC, resultando en un controlador lineal de dos grados de
libertad.
Para el GPC clásico se estudia cómo influyen los diferentes parámetros del
controlador en la estabilidad robusta del sistema, extrayendo conclusiones res-
pecto a la influencia que los horizontes de predicción y control, factores de
ponderación, etc, tienen sobre los márgenes de robustez del sistema.
En cuanto al PC-GPC y el nuevo parámetro NPC, se concluye que el efecto
que produce la eliminación de componentes principales sobre la estabilidad
robusta del sistema es el mismo que el que produce en un GPC el uso del fac-
tor de ponderación λ: a menor número de componentes (mayor ponderación)
aumenta el margen de robustez.
Caṕıtulo 6
Diseño de GPC estable con
componentes principales
La estabilidad nominal de un bucle cerrado es relativamente fácil de alcanzar
sin más que seleccionar los parámetros de diseño de un GPC y, asumiendo que
el modelo es correcto, comprobar que con estos parámetros el bucle cerrado es
estable. De hecho esta es la forma de trabajo de la mayoŕıa de aplicaciones de
control predictivo en la industria.
Pero en un contexto de control adaptativo donde un diseño del controlador
”on-line” es necesario, la estabilidad del bucle cerrado es un reto que cualquier
diseño se debeŕıa plantear. A pesar de la popularidad del controlador GPC no
existe, hasta el momento, una teoŕıa clara para garantizar la estabilidad del
bucle cerrado en función de sus parámetros de diseño.
De hecho la estabilidad asintótica está garantizada sólo para algunos casos
especiales (por ejemplo cuando ambos horizontes, el de predicción y el de
control, son infinitos, o cuando Nu = 1, el horizonte de predicción es infinito y
el proceso es estable). En general, es fácil encontrar ejemplos para los cuales
un GPC no puede controlar el proceso (basta con colocar una pareja polo-cero
cercanos fuera del ćırculo unidad).
En el controlador PC-GPC, se sustituye el parámetro de diseño λ por el número
de componentes principales. El hecho de incluir más o menos componentes en
este controlador, tampoco asegura la estabilidad del bucle cerrado. En este
caṕıtulo se estudian cuáles son, hasta el momento, las alternativas propuestas
en el ámbito del GPC para obtener un diseño nominal estable y cómo se pueden
traducir algunas de ellas al controlador PC-GPC.
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Como solución al problema de la estabilidad, diferentes autores han propuesto
algunas variantes del GPC que garantizan la estabilidad del bucle cerrado:
• Stabilizing input-output receding horizon control (SIORHC) (Mosca and
Zhang, 1992), (Mosca, 1995)
• Constrained receding-horizon predictive control (CRHPC) (Clarke and
Scattolini, 1991)
• Infinite horizon generalized predictive control (GPC∞) (Scokaert and
Clarke, 1993a), (Scokaert, 1997)
• Stable generalized predictive control (SGPC) (Kouvaritakis et al., 1992),
(Kouvaritakis and Rossiter, 1993)
• Generalized predictive control with end-point state weighting (GPCW)
(Demircioglu and Clarke, 1992), (Demircioglu and Clarke, 1993)
• Receding-horizon predictive control with exponential weighting (Yoon and
Clarke, 1993b)
Tanto el algoritmo de control CRHPC como SIORHC imponen restricciones
sobre la salida, haciendo que ésta sea igual a la referencia en un horizonte
más allá del horizonte de predicción. Esto fuerza a que el ı́ndice de coste
sea monótono decreciente (Scokaert and Clarke, 1994). En la variante SGPC,
se diseña un bucle cerrado estable antes de aplicar la estrategia de control
predictivo. Estos tres diseños son, de hecho, equivalentes aunque tienen dife-
rentes propiedades numéricas debido a su diferente implementación (Rossiter
and Kouvaritakis, 1994).
El resto de aproximaciones también fuerzan a que el ı́ndice de coste decrezca
monótonamente utilizando técnicas definidas para espacio de estados, inclu-
yendo en el ı́ndice de coste una ponderación del vector de estados al final
del horizonte de predicción (GPCW) o empleando ponderación exponencial en
los errores y acciones de control (Yoon and Clarke, 1993b). Este incremento
secuencial de la ponderación según el instante de predicción conduce a una
mejora de las prestaciones del controlador.
En este caṕıtulo la atención se centra sobre los controladores CRHPC y GPC∞,
dado que su filosof́ıa de diseño es muy parecida. Puesto que el planteamiento
de ambos controladores es similar, es posible abordar los dos problemas desde
la alternativa de las componentes principales.
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6.1 Constrained Receding-Horizon Predictive
Control (CRHPC)
(Clarke and Scattolini, 1991), desarrollaron una variación del GPC estándar
denominada Constrained Receding-Horizon Predictive Control (CRHPC), la
cual permite asegurar la estabilidad del bucle de control bajo ciertas condi-
ciones. La idea básicamente consiste en calcular una secuencia de acciones de
control futuras para forzar a que la salida predicha sea exactamente igual a la
referencia durante un horizonte ”m” suficientemente largo tras el horizonte de
predicción (figura 6.1). En realidad, algunos grados de libertad del controla-
dor se utilizan para forzar esta igualdad mientras que el resto se utilizan para
minimizar el ı́ndice de coste a lo largo del horizonte de predicción.
Figura 6.1: Restricción terminal.








El problema de control predictivo se plantea del mismo modo que en el GPC




αi[y(k + i|k) − w(k + i|k)]2 +
Nu∑
j=1
λj [∆u(k + j − 1|k)]2 (6.2)
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pero en este caso el problema de minimización está sujeto a nuevas restricciones
planteadas del siguiente modo (N1 = 1, N2 = N)
1
y(k + N + i) = w(k + N), i ∈ [1 . . .m] (6.3)
∆u(k + Nu + j) = 0, j ≥ 0 (6.4)
Utilizando el modelo de predicción que se usa en el GPC
y(k + i|k) = Gi(z−1)∆u(k + i − 1) + f(k + i|k) (6.5)







∆u(k − 1) (6.6)
y con los polinomios Gi, Γi y Fi calculados recursivamente para i = 1...N , se

















f(k + N |k)

o bien




g0 0 . . . 0
g1 g0 . . . 0
. . . . . . . . . . . .
gN−1 gN−2 . . . gN−Nu

Y se extiende la predicción m instantes más allá de este horizonte,

y(k + N + 1|k)
y(k + N + 2|k)
...






∆u(k + Nu − 1)
+

f(k + N + 1|k)
f(k + N + 2|k)
...
f(k + N + m|k)

1En adelante, se asume un horizonte de predicción igual a N .
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o bien




gN gN−1 . . . gN+1−Nu





gN+m−1 gN+m−2 . . . gN+m+1−Nu

De esta forma, el problema de control predictivo se reduce a
min
∆u
J(∆u) = (G∆u + f −w)T α(G∆u + f −w) + ∆uT λ∆u (6.9)
sujeto a: G̃∆u + f̃ = w̃ (6.10)
donde w̃ =
[
w(k + N |k) w(k + N |k) . . . w(k + N |k) ].
Una solución anaĺıtica a este problema de minimización puede ser calculada
utilizando multiplicadores de Lagrange, produciendo el siguiente resultado
∆u = G[I − G̃T MG̃G]GT α(w − f) + GG̃T M(w̃ − f̃) (6.11)
donde
Mm×m = (G̃GG̃T )−1 (6.12)
GNu×Nu = (G
T αG + λ)−1 (6.13)
Como se observa, el resultado es bastante más complejo y con una carga com-
putacional mayor, comparado con la solución de un GPC estándar. Hay que
tener cuidado con la inversión de las matrices (GT αG + λ) y (G̃GG̃T ) puesto
que se pueden dar casos de mal condicionamiento. Este algoritmo, bajo ciertas
propiedades, es capaz de estabilizar cualquier tipo de proceso (inestable, fase
no mı́nima, etc). Dichas propiedades se basan en la idea de que, si existe una
solución y el horizonte de predicción es suficientemente largo como para cubrir
el régimen transitorio de la salida, la función de coste decrece monótonamente
152 Diseño de GPC estable con componentes principales
(siempre que no existan perturbaciones y el modelo sea igual al proceso) y
puede ser interpretada como una función de Lyapunov para garantizar estabi-
lidad.
En concreto, se puede demostrar que el bucle cerrado es asintóticamente estable
si (Scokaert and Clarke, 1993a), (Yoon and Clarke, 1995):
1. α ≥ 0, λ ≥ 0,
2. m = na,
3. Nu ≥ m,
4. N ≥ Nu + max(nb, na) − na
donde2 na = deg(A(z
−1)∆) y nb = deg(B(z−1)).
Para probar la estabilidad se asume, que las perturbaciones son nulas y que
el modelo es perfecto, es decir, que no existen diferencias entre el proceso y el
modelo. La prueba se basa en demostrar que la función de coste asociada es
monótona decreciente con el tiempo. Por simplicidad, se asumen unos factores
de ponderación α y λ constantes y un polinomio T (z−1) = 1, aunque los
resultados se pueden extender al caso general.
Considerando que la predicción y(k+N+m+1|k) puede ser calculada mediante
y(k + N + m + 1|k) = B(z
−1)
A(z−1)∆
∆u(k + N + m)
=
b0 + · · · + bnbz−nb
1 + a1z−1 + · · ·+ anaz−na
∆u(k + N + m)
(6.14)
Dicha predicción se puede expresar como
y(k + N + m + 1|k) = −a1y(k + N + m|k) − a2y(k + N + m − 1|k) − · · ·
− anay(k + N + m − na + 1|k) +
+ b0∆u(k + N + m) + · · ·+ bnb∆u(k + N + m − nb)
(6.15)
2Asumiendo que A(z−1)∆ y B(z−1) no poseen factores comunes.
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Aplicando la acción calculada con la expresión (6.11), se cumplirá la restricción
(6.3), por lo tanto y debido a la elección de m = na
y(k + N + m|k) = y(k + N + m − 1|k) = · · ·
= y(k + N + m − na + 1) = w(k + N |k) (6.16)
Además, puesto que
N ≥ Nu + max(nb, na) − na ≥ Nu + nb − na →
→ Nu ≤ N + na − nb = N + m − nb (6.17)
se cumple, por (6.4), lo siguiente
∆u(k+N +m) = ∆u(k+N +m−1) = · · · = ∆u(k+N +m−nb) = 0 (6.18)
Utilizando (6.16) y (6.18), y restando w(k + N |k) a ambos lados de (6.15)
y(k + N + m + 1|k) − w(k + N |k) = (−a1 − a2 − · · · − ana)w(k + N |k) −
− w(k + N |k)
= −(1 + a1 + . . . + ana)w(k + N |k)
= 0 (6.19)
Concluyendo finalmente que
y(k + N + m + i|k) = w(k + N |k), ∀i (6.20)
Es decir, acorde con la selección propuesta para Nu, N y m, se puede deducir
que:
• El vector de acciones de control calculado en el instante k, no solo satis-
face la restricción terminal para los instantes k + N + 1 . . . k + N + m
sino para cualquier instante posterior.
• El mı́nimo número de restricciones que hay que incluir para garantizar
la estabilidad está determinado por na, siendo conveniente utilizar este
valor para obtener unas matrices de menor tamaño y no realizar cálculos
innecesarios.
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Además, se observará una propiedad muy simple del modelo de predicción pero
muy útil: si el vector de incrementos de acciones de control en el instante k+1
es la secuencia desplazada del vector de incrementos de control postulada en
el instante k, entonces las predicciones de la salida realizadas en k + 1 son las
mismas que las predicciones realizadas en k. Es decir que
y(k + j|k + 1) = y(k + j|k) (6.21)
Este resultado se utilizará para calcular un ĺımite superior en el cambio del
ı́ndice de coste de k a k+1. Demostrando que este ĺımite superior es negativo,
entonces el ı́ndice de coste decrece monótonamente con el tiempo, condición
necesaria para la estabilidad del bucle cerrado.





αe(k + i|k)2 +
Nu∑
j=1
λ∆u(k + j − 1|k)2 (6.22)
De la misma forma, el coste en el instante siguiente k + 1 será
J(k + 1) =
N∑
i=1
αe(k + i + 1|k + 1)2 +
Nu∑
j=1
λ∆u(k + j|k + 1)2 (6.23)
Además, si no existen perturbaciones, en base a (6.7), se cumple lo siguiente
y(k + i|k) = f(k + i|k) + gi−1∆u(k|k) + gi−2∆u(k + 1|k) +
+ . . . + g0∆u(k + i − 1|k), ∀i (6.24)
donde f(k + i|k) es la predicción de la respuesta libre del sistema y gi es el
i-ésimo coeficiente de la respuesta en escalón del sistema.
En el instante k + 1, se cumple que
y(k + i|k + 1) = f(k + i|k + 1) + gi−2∆u(k + 1|k + 1) +
+ gi−3∆u(k + 2|k + 1) + . . . + g0∆u(k + i − 1|k + 1), ∀i
(6.25)
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y puesto que la predicción de la respuesta libre del sistema en el instante k+1,
es la realizada en el instante k, más la respuesta forzada que se produce por
haber aplicado la acción de control ∆u(k), es decir
f(k + i|k + 1) = f(k + i|k) + gi−1∆u(k|k), ∀i (6.26)
Es posible ahora, reescribir la expresión (6.25) como
y(k + i|k + 1) = f(k + i|k) + gi−1∆u(k|k) + gi−2∆u(k + 1|k + 1)
+ gi−3∆u(k + 2|k + 1) + . . . + g0∆u(k + i − 1|k + 1), ∀i
(6.27)
Dado el vector de acciones de control óptimo calculado para el instante k
∆u =
[
∆u(k|k) ∆u(k + 1|k) . . . ∆u(k + Nu − 1|k)
]T
(6.28)
suponiendo que en el instante k + 1, se aplica la siguiente versión desplazada
del vector ∆u anterior
∆u =
[
∆u(k + 1|k) ∆u(k + 2|k) . . . ∆u(k + Nu − 1|k) 0
]T
(6.29)
Entonces, las predicciones de la salida en el instante k+1 utilizando la expresión
(6.27), si se aplica ∆u(k + 1) serán
y(k + i|k + 1) = f(k + i|k) + gi−1∆u(k|k) + gi−2∆u(k + 1|k) +
+ gi−3∆u(k + 2|k) + . . . + g0∆u(k + i − 1|k), ∀i
(6.30)
Y comparando las expresiones (6.24) y (6.30), el hecho de aplicar un vector de
acciones de control de la forma (6.29), implica que
y(k + i|k + 1) = y(k + i|k) → e(k + i|k + 1) = e(k + i|k), ∀i (6.31)
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Por lo tanto, el coste en el instante k + 1 será
J(k + 1) =
N∑
i=1
αe(k + i + 1|k + 1)2 +
Nu∑
i=j




αe(k + i|k)2 +
Nu+1∑
j=2
λ∆u(k + j − 1|k)2 (6.32)
y la diferencia de costes entre los instantes k y k + 1 se podrá expresar aśı
J(k + 1) − J(k) =
N+1∑
i=2
αe(k + i|k)2 +
Nu+1∑
j=2




αe(k + i|k)2 −
Nu∑
j=1
λ∆u(k + j − 1|k)2
= αe(k + N + 1|k)2 − αe(k + 1|k)2 − λ∆u(k|k)2
(6.33)
Puesto que en k se aplicó la secuencia óptima ∆u calculada en (6.11), las res-
tricciones (6.3) se cumplen. Utilizando la propiedad (6.20), es posible escribir
estas restricciones como
e(k + N + i|k) = 0, ∀i ≥ 1 (6.34)
∆u(k + Nu + j|k) = ∆u(k + Nu + j|k + 1) = 0, ∀j > 0 (6.35)
Por lo que, la expresión (6.33) queda
J(k + 1) − J(k) = −αe(k + 1|k)2 − λ∆u(k|k)2 ≤ 0 (6.36)
lo que implica, al ser esta diferencia siempre negativa, que J(k + 1) ≤ J(k).
Al ser ∆u una versión desplazada de ∆u, se deduce que dicho vector de
acciones de control cumple con la restricción terminal según (6.20). Pero ∆u,
no es la solución al problema de optimización en el instante k + 1. El vector
óptimo de acciones de control en ese instante śı que minimiza el ı́ndice de coste
J(k + 1), y por lo tanto se puede concluir que
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J(k + 1) ≤ J(k + 1) (6.37)
y de esta forma seguro que se cumple
J(k + 1) − J(k) ≤ −αe(k + 1|k)2 − λ∆u(k|k)2 ≤ 0 (6.38)
Como el ı́ndice de coste es, por definición, no negativo, la secuencia J(k) decre-
ce monótonamente y converge a cero cuando el sistema alcanza la referencia.
Y puesto que α ≥ 0, λ > 0 y no existen diferencias entre modelo y proceso
(e(k + 1|k) = e(k + 1)), ello implica que
lim
k→∞
e(k + 1) = 0 (6.39)
lim
k→∞
∆u(k) = 0 (6.40)
Para el caso especial en el que no existe ponderación de la acción de control
(λ = 0), suponiendo que el sistema ha alcanzado el régimen permanente, se
puede concluir que
J(k + 1) = J(k + 1) = J(k) (6.41)
Puesto que:
• el vector ∆u se obtiene desplazando el vector ∆u
• los valores para el ı́ndice de coste que producen ambos vectores de incre-
mentos de control son iguales
• la solución óptima es única en cada instante
se deduce que todos los incrementos de la acción de control postulados en
régimen permanente deben ser cero
lim
k→∞
∆u(k) = 0 (6.42)
garantizando que la secuencia de valores J(k) converge a cero, y que tanto
∆u(k) → 0, como e(k) → 0 cuando t → ∞.
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6.2 Cálculo del controlador CRHPC mediante
la SVD
Otro método para obtener la solución anaĺıtica consiste en plantear el pro-
blema de minimización con restricciones como la solución de dos sistemas de
ecuaciones lineales:
1. Por un lado se debe cumplir la restricción terminal
w̃m×1 = G̃m×Nu∆u + f̃m×1 (6.43)
o lo que es lo mismo, se debe resolver el sistema compatible indetermi-
nado (m ≤ Nu) de ecuaciones
G̃m×Nu∆u = (w̃ − f̃)m×1 (6.44)
2. Por otro, se debe resolver el sistema de ecuaciones incompatible (N >
Nu) que conduce a la minimización del ı́ndice de coste:
GN×Nu∆u = (w − f)N×1 (6.45)
Este sistema de ecuaciones se resolverá calculando una solución de mı́nimos
cuadrados pero restringida por la restricción terminal (6.43).
Para resolver el sistema de ecuaciones indeterminado (6.43), se pueden generar
todas sus posibles soluciones expresando la solución general ∆u de este sistema
como
{∆u ∈ RNu | G̃∆u = (w̃ − f̃)} = {∆up + z | z ∈ N (G̃)} (6.46)
donde:
• ∆up es una solución particular del sistema de ecuaciones.
• z es la solución general del sistema homogéneo de ecuaciones asociado
N (G̃) = {z ∈ RNu | G̃z = 0} (6.47)
siendo N (G̃) el espacio nulo de la matriz G̃.
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De esta forma, si (w̃ − f̃) = G̃∆up y z ∈ N (G̃), entonces
(w̃ − f̃) = G̃(∆up + z) (6.48)
por lo que z representa, de algún modo, los grados de libertad en la solución
del sistema (6.43) y caracteriza las diferentes soluciones que producen el mismo
resultado.
6.2.1 Obtención de la solución particular
Una solución particular ∆up del sistema (6.43), muy apropiada para control,
puede ser la denominada solución de mı́nima norma, o solución del sistema de
ecuaciones que minimiza ‖ ∆u ‖22:
∆up = arg min
∆u
∆uT ∆u
sujeto a: G̃∆u = (w̃ − f̃) (6.49)
La solución de este problema es (ver apéndice C):
∆up = G̃
T (G̃G̃T )−1(w̃ − f̃)
= G̃+(w̃ − f̃) (6.50)
donde G̃+ es la pseudoinversa de G̃, también denominada inversa derecha de
G̃.
Para calcular G̃+Nu×m, se utiliza la descomposición SVD de la matriz G̃
G̃+ = V Σ+UT (6.51)
Además, haciendo uso de dicha descomposición es posible calcular el espacio
nulo N (G̃). Al tener más columnas que filas, la matriz G̃ tan sólo posee m
valores singulares distintos de cero. Los vectores [vm+1, . . . ,vNu] de la matriz
VNu×Nu asociados a los valores singulares nulos forman una base para N (G̃).
Es decir, es posible expresar cualquier vector de acciones de control ∆u que
cumpla G̃∆u = 0, como una combinación lineal de estos vectores, puesto que
G̃vi = σiui = 0, ∀i ∈ [m + 1 . . . Nu] (6.52)
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Por lo tanto, definiendo la matriz H como
H =
[
vm+1 . . .vNu
]
(6.53)
donde vi es el i-ésimo vector de la matriz V proveniente de la descomposición
SVD de la matriz G̃, es posible expresar el espacio nulo definido en (6.47) como
z = vm+1∆uf1 + vm+2∆uf2 + . . . + vNu∆ufNu−m
= HNu×Nu−m∆uf (6.54)
y el vector ∆uf de (Nu − m) × 1 representa el conjunto de variables libres o
grados de libertad en la solución del sistema (6.43), que pueden ser usadas
para satisfacer otras especificaciones, como por ejemplo, minimizar el ı́ndice
de coste.
6.2.2 Obtención de la solución homogénea
Una vez calculada la solución particular ∆up y la matriz H , se puede obtener
el vector ∆uf , sustituyendo la solución general (∆up + H∆uf ) en el ı́ndice
J(∆uf ) =
(




G(∆up + H∆uf ) + f −w
)
+
+ (∆up + H∆uf )
T λ(∆up + H∆uf ) (6.55)
Minimizando para el conjunto de variables libres ∆uf
∇J(∆uf ) = 0




T (GT αG + λ)H)−1
[
(GH)T α(w − f) − HT (GT αG + λ)∆up
]
(6.57)
6.3. PC-GPC estable 161
y la ley de control final puede expresarse como
∆u = ∆up + H∆uf
= ∆up + H(H
T (GT αG + λ)H)−1
[
(GH)Tα(w − f) − HT (GT αG + λ)∆up
]
= MGT α(w − f) + [I − M(GT αG + λ)]G̃+(w̃ − f̃) (6.58)
donde
M = H(HT (GT αG + λ)H)−1HT (6.59)
Este resultado, también más complejo que la solución anaĺıtica del GPC ori-
ginal, tan solo requiere la inversión de la matriz (HT (GT G + λ)H).
6.3 PC-GPC estable
La restricción de tipo igualdad (6.3) impuesta en el algoritmo CRHPC puede
ser utilizada en el diseño del controlador predictivo basado en componentes
principales. Una vez obtenida la solución particular (6.50) expresada en forma
de mı́nima norma, el resto de variables libres representan los grados de liber-
tad disponibles para minimizar el ı́ndice de coste. Transformando el problema
al plano de las componentes principales, se tienen estos mismos grados de
libertad, pero esta vez ordenados de mayor a menor influencia en la minimiza-
ción. Utilizando los criterios expuestos en el apartado 3.3, se puede diseñar un
controlador que garantiza la estabilidad nominal del bucle cerrado eliminan-
do aquellas componentes principales que tienen un efecto despreciable en las
prestaciones del controlador. De nuevo, en este tipo de diseño se prescinde del
factor de ponderación λ y se consigue el mismo efecto abordando el problema
desde una perspectiva más sencilla.
Partiendo del ı́ndice de coste (6.55) eliminando el factor de ponderación de las
acciones de control, y siendo α = QT Q, es posible reescribir dicho ı́ndice como
J(∆uf ) = ‖ QG(∆up + H∆uf ) − Q(w − f) ‖22
= ‖ QGH∆uf − Q(w − f − G∆up) ‖22
= ‖ QGH∆uf − Qẽ ‖22 (6.60)
siendo ẽ = (w − f − G∆up).
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Este problema de mı́nimos cuadrados se puede solucionar ahora aplicando la
descomposición SVD a la matriz (QGH)N×(Nu−m)




























= UT Qẽ (6.63)
y g1 ∈ RNu−m y g2 ∈ RN−Nu+m.
Llamando p = V T ∆uf , se obtienen las nuevas componentes principales que
resultan de minimizar el ı́ndice
J(p) = ‖ Sp − g1 ‖22 + ‖ g2 ‖22 (6.64)
La solución a este problema es trivial
p = S−1g1 (6.65)
La solución original para ∆uf se recupera como
∆uf = V p (6.66)
y la solución final se construye utilizando (6.46) y (6.66)
∆u = ∆up + HV p (6.67)
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Para calcular esta solución hay que realizar dos descomposiciones SVD de dos
matrices distintas. La primera se realiza de la matriz G̃, la cual procede de
la restricción, y la segunda de la matriz QGH proveniente del ı́ndice de cos-
te. Una ventaja importante de este algoritmo es que para conseguir diferentes
dinámicas de bucle cerrado tan sólo hay que eliminar componentes para cons-
truir la solución final. Sin embargo, en el algoritmo CRHPC calculado como
(6.11) o como (6.58), para conseguir este mismo efecto, habŕıa que variar el
parámetro λ y por tanto rehacer todos los cálculos matriciales.
El bucle cerrado bajo el PC-GPC estable es asintóticamente estable si (Sanchis
et al., 2002):
1. α ≥ 0,
2. m = na,
3. Nu ≥ m,
4. N ≥ Nu + max(nb, na) − na
donde3 na = deg(A(z
−1)∆) y nb = deg(B(z−1)).
Asumiendo que:
• No existen diferencias entre proceso y modelo.
• Se aplica un factor de ponderación α constante.
• En el instante k se aplica el vector de incrementos de la acción de control
∆u calculado según (6.67):
∆u =
[
∆u(k|k) ∆u(k + 1|k) . . . ∆u(k + Nu − 1|k)
]T
(6.68)




∆u(k + 1|k) ∆u(k + 2|k) . . . ∆u(k + Nu − 1|k) 0
]T
(6.69)
3Asumiendo que A(z−1)∆ y B(z−1) no poseen factores comunes.
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Un desarrollo similar al del controlador CRHPC, conduce a la siguiente expre-
sión
J(k + 1) − J(k) =
N+1∑
i=2




= αe(k + N + 1|k)2 − αe(k + 1|k)2 (6.70)
Puesto que la solución ∆u cumple con la restricción de tipo igualdad, y se ha
escogido estratégicamente el valor de m como na, entonces
e(k + N + i|k) = 0, ∀i ≥ 1 (6.71)
∆u(k + Nu + j|k) = ∆u(k + Nu + j|k + 1) = 0, ∀j > 0 (6.72)
y por lo tanto la diferencia (6.70) pasará a ser
J(k + 1) − J(k) = −αe(k + 1|k)2 ≤ 0 (6.73)
Del mismo modo, al ser ∆u una versión desplazada de ∆u, también cumple
con la restricción pero no produce un valor mı́nimo para el ı́ndice de coste, por
tanto
J(k + 1) ≤ J(k + 1) ≤ J(k), ∀k (6.74)
Es decir
J(k + 1) − J(k) ≤ −αe(k + 1|k)2, ∀k (6.75)
Como por definición, el ı́ndice de coste es no negativo, éste decrece monótonamente
y no será cero hasta que el sistema no alcance la referencia. Por lo tanto
lim
k→∞
e(k + 1|k) = lim
k→∞
e(k + 1) = 0 (6.76)
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Para demostrar que, también, la secuencia de incrementos de las acciones de
control tiende a cero, se puede asumir que el proceso se encuentra en régimen
permanente. En ese caso
J(k + 1) = J(k + 1) = J(k), ∀k (6.77)




(k+1) = ∆u(k), ∀k (6.78)
Tal y como se ha construido ∆u, la única forma de que se cumpla (6.78) es
que ∆u(k) = 0, ∀k. Por lo tanto
lim
k→∞
∆u(k) = 0 (6.79)
Una vez demostrado que el ı́ndice de coste converge a 0, al aplicar únicamente la
solución particular ∆up, es evidente que, si se utiliza algún grado de libertad
adicional para minimizar, siempre se obtendrá un valor (Ji) para el ı́ndice
menor que el obtenido para la solución de mı́nima norma (Jp) . Es decir:
Ji(k) ≤ Jp(k), ∀k (6.80)
donde i indica el número de grados de libertad (componentes) que se utilizan
para minimizar.
Debido a ésto, para cada instante k, el valor del ı́ndice de coste cuando se
utiliza alguna componente principal, está acotado superiormente por el valor
del ı́ndice cuando no se incluye ninguna componente en el controlador y sólo
se utiliza la solución particular ∆up.
6.4 Infinite horizon generalized predictive con-
trol (GPC∞)
Asumiendo de nuevo que no existen perturbaciones y que el modelo es perfecto,
el hecho de utilizar horizontes de predicción infinitos permite aprovechar ciertos
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conceptos asociados a la teoŕıa de la optimización clásica, como es el conocido
principio de optimalidad de Bellman. Si en un instante k, se determina cuál es
la trayectoria óptima para la salida sobre el horizonte de predicción infinito, en
el instante k + 1, no se introduce información nueva en el problema por lo que
la trayectoria óptima calculada en ese instante coincidirá con la ya calculada
en el instante anterior. Esto no es aśı en el caso de horizontes finitos puesto que
en cada instante se resuelve un problema de optimización distinto y se obtienen
diferentes trayectorias óptimas en base a la nueva información recibida. En el
caso de horizontes infinitos el ı́ndice de coste J(k) decrece conforme el instante
k aumenta, lo que permite que dicho ı́ndice pueda interpretarse como una
función de Lyapunov y por tanto deducir la estabilidad del bucle cerrado.





[y(k + i|k) − w(k + i|k)]2 + β[∆u(k + i − 1|k)]2 (6.81)
Ya que este ı́ndice es la suma de un número infinito de términos, no es obvio
cómo se puede minimizar. En (Scokaert, 1997), y siguiendo las ideas expuestas
en (Muske and Rawlings, 1993), se factoriza el sistema en dos, separando la
parte inestable de la estable, según
A(z−1) = Ā(z−1)Ã(z−1) (6.82)
donde Ā(z−1) es un polinomio con todas sus ráıces dentro del ćırculo unidad
y Ã(z−1) es un polinomio con todas sus ráıces fuera o en el ćırculo unidad.
Ā(z−1) = 1 + ā1z−1 + ā2z−2 + . . . + ānaz−na (6.83)
Ã(z−1) = 1 + ã1z−1 + ã2z−2 + . . . + ãñaz−ña (6.84)










Informalmente se podŕıa describir la señal ỹ, como la salida de la parte inestable
del proceso.
Imponiendo la restricción
ỹ(k + N + j|k) = w̃(k + N + j), ∀j = 0, 1, . . . , ña (6.86)
donde
w(k + N + j|k) = w(k), ∀j ≥ 0 (6.87)
w̃(k + N + j) = Ā(1)w(k + N + j|k) (6.88)
se define el horizonte de control Nu, y de predicción N como
Nu ≥ ña + 1 (6.89)
N = max(Nu + nb, na, nt) (6.90)
donde nb y nt son los órdenes de los polinomios B(z−1) y T (z−1) respectiva-
mente, se puede abordar la minimización del ı́ndice infinito como un problema
clásico de minimización de un ı́ndice cuadrático.
Para ello, se expresa en forma matricial el conjunto de ecuaciones de predicción
de la señal ỹ como




ỹ(k + N |k) ỹ(k + N + 1|k) . . . ỹ(k + N + ña|k) ] (6.92)
f̃ =
[
f̃(k + N |k) f̃(k + N + 1|k) . . . f̃(k + N + ña|k) ] (6.93)
G̃ =

g̃N g̃N−1 . . . g̃N−Nu+1





g̃N+ña g̃N+ña−1 . . . g̃N+ña−Nu
 (6.94)
siendo f̃ y g̃i, la predicción de la respuesta libre y los coeficientes de la respuesta
en escalón para el sistema definido por la ecuación (6.85) respectivamente.
Es posible, con este conjunto de ña predicciones, expresar la restricción (6.86)
en forma matricial como
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ỹ = w̃ (6.95)
donde w̃ = Ā(1)
[
w(k + N |k) w(k + N + 1|k) . . . w(k + N + ña|k) ].
Sustituyendo (6.91) en la forma matricial anterior, se obtiene
G̃∆u = w̃ − f̃ (6.96)
La restricción (6.86), asegura que las acciones de control futuras consiguen
anular todos los modos inestables del proceso una vez transcurridos k+N + ña
instantes de tiempo. Además, según se ha definido el horizonte de predicción
N en (6.90), la restricción no solo se cumplirá para j = 0, 1, . . . , ña sino para
todo j:
ỹ(k + N + j|k) = Ā(1)w(k + N + j|k), ∀j (6.97)
Por tanto, según (6.85)
Ā(z−1)y(k + N + j|k) = Ā(1)w(k + N + j|k), ∀j (6.98)
Restando el término Ā(z−1)w(k + N + j|k) de ambos lados, y expresando
y(k + j|k) − w(k + j|k) como e(k + j|k)
Ā(z−1)e(k + N + j|k) = Ā(1)w(k + N + j|k) − Ā(z−1)w(k + N + j|k)
(6.99)
Y como N ≥ na, y w(k + N + j|k) = w(k), ∀N + j ≥ 0, la parte derecha de
esta ecuación se hace cero
Ā(z−1)e(k + N + j|k) = 0 (6.100)
Es decir, si la restricción terminal impuesta se cumple, tras k +N instantes de
tiempo la parte de los modos inestables en el error de predicción se anula. Aśı,
los errores de predicción evolucionan libremente acorde con los modos estables
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del proceso tendiendo exponencialmente a 0, y esto indica que la suma infinita
de los errores de predicción es en realidad, finita y se puede calcular.




e(k + i|k)2 + β∆u(k + i − 1|k)2 +
∞∑
j=0
e(k + N + j|k)2(6.101)
Se puede expresar este ı́ndice en forma cuadrática
J(∆u) = eT Qe + ∆uT λ∆u +
∞∑
j=0
e(k + N + j|k)2 (6.102)
donde







Para evaluar el resultado del sumatorio infinito final, se puede recurrir a una
realización en espacio de estados. Definiendo















xk+j = φxk+j−1 (6.108)
xk+j = φ
jxk (6.109)
e(k + N + j|k) = Cxk+j = Cφjxk (6.110)
Por lo que es posible escribir el sumatorio infinito como
∞∑
j=0











CT Cφj)︸ ︷︷ ︸
Q̄
xk (6.111)
donde Q̄ satisface la ecuación de Lyapunov discreta
Q̄ = CT C + φT Q̄φ (6.112)
y por lo tanto
∞∑
j=0








Finalmente, se sustituye en (6.101)
J(∆u) = eT Λe + ∆uT λ∆u (6.115)
con Λ = Q + Q.
Como conclusión a todo lo anterior, el problema planteado en el GPC∞ se




J = eT Λe + ∆uT λ∆u (6.116)
sujeto a: G̃∆u = w̃ − f̃ (6.117)
cuya solución podŕıa expresarse del mismo modo que (6.11).
El problema de optimización anterior es similar al planteado en el controlador
CRHPC. La estabilidad del bucle cerrado utilizando este controlador está ase-
gurada debido al uso de un horizonte infinito4. Una demostración basada en
4En el caso de no existir restricciones, el GPC∞ es en realidad un controlador lineal
cuadrático (LQR) como se demuestra en (Bitmead et al., 1990).
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el comportamiento monótono decreciente de la función de coste puede encon-
trarse en (Scokaert and Clarke, 1993a), (Scokaert and Clarke, 1993b), donde se
plantea que el bucle cerrado bajo un control GPC∞ es asintóticamente estable
si:
1. Nu ≥ ña + 1
2. N = max(Nu + nb, na, nt)
3. λ = βI, β ≥ 0
asumiendo que no existen perturbaciones, que el modelo es perfecto y que el
factor de ponderación para el vector de acciones de control es constante.
Procediendo de la misma forma que en el caso del controlador CRHPC, dado
el vector de acciones de control óptimo calculado para el instante k
∆u =
[
∆u(k|k) ∆u(k + 1|k) · · · ∆u(k + Nu − 1|k)
]T
(6.118)




e(k + i|k)2 + λ∆u(k + i − 1|k)2 +
∞∑
j=0
e(k + N + j|k)2 (6.119)
Si se aplica en el instante k+1 el mismo vector de acciones de control ∆u pero
desplazado en el tiempo
∆u =
[
∆u(k + 1|k) ∆u(k + 2|k) · · · ∆u(k + Nu − 1|k) 0
]T
(6.120)
entonces las predicciones de la salida en el instante k + 1 serán
y(k + i|k + 1) = y(k + i|k), ∀i (6.121)
y el ı́ndice de coste J(k + 1) para este instante será
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J(k + 1) =
N−1∑
i=1








e(k + i|k)2 + β∆u(k + i − 1|k)2 +
∞∑
j=1
e(k + N + j|k)2
(6.122)
La diferencia de costes entre los instantes k y k + 1 vendrá dada por
J(k + 1) − J(k) = −e(k + 1|k)2 − β∆u(k|k)2 (6.123)
Como el coste óptimo en el instante k + 1 no puede ser mayor que J(k + 1),
puesto que ∆u cumple con la restricción terminal, pero no minimiza el ı́ndice
para ese instante, entonces
J(k + 1) − J(k) ≤ −e(k + 1|k)2 − β∆u(k|k)2 ≤ 0 (6.124)
por tanto el ı́ndice infinito es monótono decreciente y, como por definición, es
no negativo, se puede concluir que converge y de esta forma
lim
k→∞
e(k + 1|k) = lim
k→∞





β∆u(k) = 0 (6.126)
lo que claramente implica estabilidad si β > 0. Para el caso de un factor de
ponderación β = 0, se puede utilizar el mismo argumento que en el caso del
controlador CRHPC para deducir la estabilidad del bucle cerrado.
En caso de utilizar el horizonte de control mı́nimo permitido (Nu = ña + 1),
entonces el cálculo de la acción de control no requiere optimización alguna (no
quedan grados de libertad para mejorar la respuesta de la variable controlada
ni para cumplir ningún tipo de restricción adicional). En esa situación, la
respuesta de bucle cerrado evoluciona según los modos estables del proceso en
bucle abierto, obteniendo aśı un control denominado mean-level. Además, con
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esta elección para el parámetro Nu, el coste obtenido es una cota superior para
cualquier otro controlador GPC∞ que utilize un horizonte de control mayor.
Esto es debido a que dicho controlador minimizará la misma función de coste
con más grados de libertad.
6.4.1 Minimización en el GPC∞ con componentes prin-
cipales: PC-GPC∞
El problema a resolver, una vez transformado el ı́ndice de coste infinito en otro
finito sujeto a una restricción terminal, es similar al planteado en el diseño del
controlador CRHPC. Por lo tanto, la solución al problema de minimización
(6.116) se puede expresar como la solución general al sistema de ecuaciones
que impone la restricción terminal (6.117) e interpretar las variables libres
restantes como componentes que se pueden ir eliminando en base a algún
criterio
∆u = ∆up + HV p
= G̃+(w̃ − f̃) − HV p (6.127)
La estabilidad está garantizada y el resultado es bastante intuitivo debido a
que el hecho de no incluir ninguna componente en la minimización implica
utilizar tan solo ña+1 grados de libertad para cumplir la restricción terminal.
El ı́ndice de coste obtenido con este controlador es una cota superior para
cualquier otro diseño que incluya más grados de libertad (componentes) que
traten de minimizar el ı́ndice.
6.5 El controlador PC-GPC estable como un
problema de mı́nimos cuadrados
Tanto para el controlador CRHPC como el GPC∞, garantizan la estabilidad
nominal del bucle cerrado minimizando un ı́ndice cuadrático sujeto a una res-
tricción de tipo igualdad.
Una forma interesante de obtener una solución aproximada a este tipo de
problemas puede obtenerse solucionando el problema de mı́nimos cuadrados
siguiente














para valores elevados de µ.
En (Golub and van Loan, 1996) se demuestra que ∆uµ → ∆u solución del
problema expresado en (6.116), según µ → ∞, y se ofrece una expresión para
medir la diferencia entre las dos soluciones para un µ dado.
La obtención de las componentes principales para este caso, utiliza la descom-




= UΣV T (6.129)
Puesto que la descomposición SVD es sensible al escalado, y en este problema
de mı́nimos cuadrados las ecuaciones correspondientes a la restricción terminal
están ponderadas por el parámetro µ, las direcciones principales correspondien-
tes a los valores singulares mas grandes representarán dicha restricción. Por
tanto, en este método será obligatorio:
• en el caso del CRHPC, incluir las m primeras componentes
• en el caso del GPC∞, incluir las ña + 1 primeras componentes
O, de forma equivalente, será obligatorio incluir tantas componentes principa-
les en el controlador como grados de libertad sean necesarios para cumplir la
restricción de tipo igualdad.
El análisis de componentes principales permite obtener los grados de libertad
del controlador ordenados de mayor a menor importancia, comenzando con
aquellos que se utilizan para la restricción terminal y, a continuación, los que
se utilizan para minimizar el ı́ndice de coste.
El controlador obtenido de esta forma, se calcula de una forma sencilla, evi-
tando realizar todos los cálculos matriciales de la expresión (6.11).
6.6 Ejemplos
En este apartado se van a comparar los distintos controladores estudiados,
junto con la nueva alternativa presentada basada en componentes principales.
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Ejemplo 1:
En este ejemplo se va a considerar el efecto que tiene la restricción de tipo
igualdad en la estabilización del sistema. El modelo discreto que describe el
comportamiento del proceso viene dado por (Yoon and Clarke, 1995):
G(z−1) =
1 − 1.55z−1
(1 − 0.9z−1)(1 − 1.5z−2)z
−1 (6.130)
Si se diseña un GPC estándar con los siguientes parámetros:
N1 N2 Nu T (z
−1) αi λj
1 10 4 1 1 1
(6.131)
el controlador no puede mantener la estabilidad del bucle cerrado como se
observa en la figura 6.2(a), debido a que el polo inestable del proceso y el cero
están bastante cerca uno del otro.
Sin embargo, un controlador de tipo CRHPC diseñado en base a los siguientes
parámetros (na = 3, nb = 1):
N1 N2 m Nu T (z
−1) αi λi
1 4 3 4 1 1 1
(6.132)
es capaz de estabilizar el sistema (figura 6.2(b)).
Ejemplo 2:
Se pretende controlar el proceso discreto de segundo orden, de fase no-mı́nima
y subamortiguado propuesto en (Clarke and Scattolini, 1991), cuya respuesta
ante un escalón unitario está representada en la figura 6.3:
G(z−1) =
−1 + 2z−1
1 − 1.5z−1 + 0.7z−2 z
−1 (6.133)
Según las propiedades expuestas, se eligen los parámetros de diseño de un
controlador CRHPC en base al orden del sistema (na = 3, nb = 1):
N1 N2 m Nu T (z
−1) αi λj
1 4 3 4 1 1 1e−6
(6.134)
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(a) Salida en bucle cerrado y acción de control con GPC estándar.






















(b) Salida en bucle cerrado y acción de control con CRHPC.
Figura 6.2: Respuestas para un GPC y un CRHPC diseñados con los mismos
parámetros.
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Para estos parámetros de diseño, el controlador CRHPC mantiene estable el
bucle cerrado (figura 6.4(a)). En la figura 6.4(b) se observa cómo el ı́ndice
de coste decrece monótonamente, propiedad ésta impuesta por la restricción
terminal.















Figura 6.3: Respuesta del proceso ante un escalón unitario.
Ejemplo 3:
En este caso se propone el control del proceso de fase no mı́nima, y subamor-
tiguado del ejemplo anterior pero con retardo.
G(z−1) =
(−z−4 + 2z−5)
1 − 1.5z−1 + 0.7z−2 z
−1 (6.135)
Ahora los órdenes de los polinomios B(z−1) y A(z−1)∆ han cambiado, ya que
nb = 5 y na = 3. Ello implica que para un controlador CRHPC los parámetros
de diseño son los siguientes:
N1 N2 m Nu T (z
−1) αi λj
1 4 + 5 − 3 = 6 3 4 1 1 1e−6 (6.136)
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(a) Salida en bucle cerrado y acción de control con CRHPC.












(b) El ı́ndice decrece monótonamente.
Figura 6.4: Control con un CRHPC.
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En la figuras 6.5(a) y 6.5(b), se puede ver la salida del proceso en bucle cerrado
y el ı́ndice de coste respectivamente con un controlador CRHPC calculado con
estos parámetros. Se puede apreciar cómo la salida es la misma que la de la
figura 6.4(a) pero retrasada cuatro instantes de tiempo.
El cálculo del controlador utilizando la alternativa propuesta en (6.58) produce
exactamente los mismos resultados que los de la figura 6.5.
Para comprobar el funcionamiento del controlador PC-GPC estable propuesto
en (6.67), es conveniente aumentar el valor de Nu a fin de obtener un número
mayor de componentes o grados de libertad. Por ello se definen los siguientes
parámetros:
N1 N2 m Nu T (z
−1) αi λj
1 14 3 12 1 1 0
(6.137)
Con estos parámetros se dispone de Nu − m = 9 componentes principales
o grados de libertad para minimizar el ı́ndice de coste. En la figura 6.6 se
muestra, respectivamente, la salida en bucle cerrado y el valor del ı́ndice de
coste. En ellas se puede comprobar cómo el ı́ndice utilizando únicamente la
solución particular ∆up, es una cota superior para el resto de ı́ndices según se
incluyen componentes en el controlador.
Una ventaja del controlador PC-GPC estable es que se pueden seleccionar
componentes, calculados a partir de la matriz QGH , en base a los criterios
expuestos en el apartado 3.3. Por ejemplo, utilizando el criterio del PIM5 al
95%, se obtiene como resultado la inclusión de 4 componentes en la solución
(figura 6.7).
Seleccionando componentes con el criterio de la magnitud del vector de incre-
mentos de acciones de control6 tal que
‖ ∆u ‖2≤ 0.25
Se puede asegurar esta condición teniendo en cuenta cómo se ha planteado
la solución al problema de minimización con restricción terminal. Puesto que
∆up ⊥ N (G̃) y que H es una matriz ortonormal y no modifica la magnitud
de un vector,
5El Porcentaje de ı́ndice minimizado (PIM) expresa lo cerca que se está de anular el valor
del ı́ndice cuadrático, según se expuso en el apartado 3.3
6Eliminando componentes también es posible indicar fijar un tamaño máximo para las
acciones de control utilizando este criterio expuesto en el apartado 3.3
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(a) Salida en bucle cerrado y acción de control con CRHPC.












(b) El ı́ndice decrece monótonamente.
Figura 6.5: Control con un CRHPC para el proceso con retardo.
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(a) Índice de coste para distintas componentes































(b) Salida en bucle cerrado y acción de control para distintas com-
ponentes.
Figura 6.6: Control con un PC-GPC estable diseñado de 0 a 9 componentes.
182 Diseño de GPC estable con componentes principales















(a) Criterio del PIM ≤ 95%.






















(b) Salida en bucle cerrado y acción de control.
Figura 6.7: Control con el PC-GPC diseñado con 4 componentes.
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‖ ∆u ‖22 = ‖ ∆up + H∆uf ‖22=‖ ∆up ‖22 + ‖ ∆uf ‖22 (6.138)
‖ ∆uf ‖22 = 0.252− ‖ ∆up ‖22 (6.139)
Según lo anterior, de la figura 6.8 se llega a la conclusión de que hay que selec-
cionar 2 componentes para cumplir el criterio. En las figuras 6.9 y 6.10 se puede
observar, respectivamente, la salida en bucle cerrado resultado de la simulación
junto al ı́ndice de coste que, como se aprecia, decrece monótonamente.

















Figura 6.8: 2-norma del vector de acciones de control en función de las compo-
nentes.
Un controlador CRHPC con los mismos parámetros de diseño incluyendo un
factor de ponderación constante λ = 10 es capaz de alcanzar las mismas pres-
taciones que un controlador PC-GPC estable (figura 6.11). Pero conseguir
esta magnitud máxima para el vector de incrementos de acciones de control
modificando λ pasa, necesariamente, por un procedimiento de prueba y error.
Ejemplo 4:
La extensión al caso multivariable del controlador PC-GPC estable es sencilla.
Los parámetros de diseño se seleccionan estudiando las funciones de la matriz
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Figura 6.9: Salida en bucle cerrado para 2 componentes.












Figura 6.10: Índice de coste para 2 componentes.
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Figura 6.11: Comparación: PC-GPC estable con 2 componentes y un CRHPC con
λ = 10.
de transferencia del proceso. Para cada una de ellas se calcula el valor de m
necesario para garantizar la estabilidad. Puesto que estos valores son ĺımites
inferiores, los valores máximos garantizan que quedan cubiertos todos los casos.
Es decir, para un proceso multivariable de n salidas y q entradas:
mi = max(naij ), ∀j ∈ 1 . . . q (6.140)
Nuj ≥ max(naij ), ∀i ∈ 1 . . . n (6.141)
Ni ≥ max(Nuj + max(nbij , naij ) − naij ), ∀j ∈ 1 . . . q (6.142)
Para este ejemplo se propone utilizar el modelo propuesto por Ogunnaik en





















− 0.87(11.61s + 1)e−s
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1 − 1.401z−1 + 0.4604z−2

Examinando esta matriz de transferencia se puede concluir según (6.140) que
los valores mı́nimos del parámetro mi para cada salida son de 2, 2 y 3 respec-
tivamente. Por lo tanto en base a (6.141) los valores mı́nimos para Nuj serán
2, 2, y 3 respectivamente.
A continuación se muestran unos parámetros de diseño para el controlador
multivariable que cumplen con los ĺımites impuestos anteriores. El valor de
Nuj se ha seleccionado de tal forma que el PC-GPC estable tenga un número
de componentes no muy reducido:
N1 N2 m αi T (z
−1) Nu λj
y1 1 25 + 0 2 1 1 u1 25 0
y2 1 25 + 0 2 1 1 u2 25 0
y3 1 50 + 1 3 10 1 u3 50 0








mi = 100 − 7 = 93 (6.143)
La ventaja del controlador PC-GPC estable es que se pueden seleccionar qué
componentes de las 93 se incluyen en el controlador en base a algún criterio.
Por ejemplo, utilizando el criterio del PIM al 95% (figura 6.12) se pueden
incorporar 70 componentes en la solución, obteniendo unos resultados de con-
trol muy razonables (figuras 6.13 y 6.14) y un ı́ndice de coste que decrece
monótonamente como era de esperar (figura 6.15).
Debido a la desaparición del factor λ para ponderar la acción de control en el
ı́ndice, es posible usar el factor de ponderación de los errores de predicción α
para derivar el esfuerzo de control sobre una variable de salida u otra.
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Figura 6.12: PIM para el proceso multivariable 3 × 3.



















Figura 6.13: Salida en bucle cerrado para 70 componentes.
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Figura 6.14: Acciones de control para 70 componentes.















Figura 6.15: Índice de coste para 70 componentes.
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Igualando a 1 todos los factores α se puede otorgar la misma importancia en
el ı́ndice a los errores de la salida y3, que a los errores de las otras salidas.
Comparando las figuras 6.13 y 6.16 se puede comprobar como el control de la
salida y3 es ahora menos ajustado pues se ha indicado al controlador que los
errores en esta variable son menos importantes.




















Figura 6.16: Salida en bucle cerrado para 70 componentes y factores α iguales.
Otro criterio de selección muy ligado con las restricciones en los cambios de
las acciones de control consiste en elegir un número de componentes tal, que
la norma del vector de incrementos de acciones de control no supere un cierto
valor. Por ejemplo, en la figura 6.18, se observa que eligiendo 45 componentes
o menos, la magnitud de este vector nunca superará la cantidad de 3.
En las figuras 6.19, 6.20 y 6.21 se puede observar respectivamente, la salida
en bucle cerrado, las acciones de control aśı como la propiedad decreciente del
ı́ndice. En la figura 6.22 se puede comprobar cómo la magnitud del vector de
incrementos de acciones de control que se genera cada instante, nunca supera
el valor ĺımite establecido.
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Figura 6.17: Acciones de control para 70 componentes y factores α iguales.


















Figura 6.18: Magnitud del vector de acciones generado para las primeras 70
componentes.
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Figura 6.19: Salida en bucle cerrado para 45 componentes.





















Figura 6.20: Acciones de control para 45 componentes.
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Figura 6.21: Índice de coste para 45 componentes.






















En este ejemplo se va a ilustrar el funcionamiento del controlador GPC∞ y la
versión modificada de éste en base a las componentes principales.
En (Aström and Hägglund, 1995), se presenta una bateŕıa de procesos SISO y
estables, representativos de las dinámicas t́ıpicas en los procesos industriales.
Entre estos procesos se encuentra la siguiente función de transferencia:
G(s) =
1
(1 + s)(1 + ξs)(1 + ξ2s)(1 + ξ3s)
(6.144)
Utilizando ξ = 0.5 y un periodo de muestreo de 0.2 segundos, el modelo discreto
del proceso es:
G(z−1) =
0.0024 + 0.0151z−2 + 0.0083z−2 + 0.0003z−3
1 − 2.14z−1 + 1.609z−2 − 0.4925z−3 + 0.04979z−4 z
−1
Para este proceso se cumple que ña = 0, na = 4 y nb = 3. Por tanto,
seleccionando
Nu = 6 ≥ ña + 1
N = max(Nu + nb − 1, na, nt) = 8
λ = βI, β = 0.1
T (z−1) = 1
se puede comprobar el funcionamiento del GPC∞. En la figura 6.23, se muestra
la salida en bucle cerrado, la acción de control y la evolución del ı́ndice de coste.
Notar como éste último tiene un comportamiento monótono decreciente según
lo esperado.
El mismo proceso puede ser controlado con el PC-GPC∞. Puesto que Nu = 6
y ña + 1 = 1, existen cinco grados de libertad disponibles, o componentes. En
la figura 6.24 se representa la respuesta en bucle cerrado, la acción de control
y la evolución del ı́ndice de coste para distintas componentes principales. Se
puede observar como, al igual que ocurŕıa en el controlador PC-GPC estable,
la solución de mı́nima norma es una cota superior de los ı́ndices resultantes al
controlar el proceso con distintas componentes.
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(a) Salida en bucle cerrado y acción de control.





















(b) Índice de coste
Figura 6.23: Control con el GPC∞.
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(a) Salida en bucle cerrado y acción de control.

























(b) Índice de coste
Figura 6.24: Control con el PC-GPC∞ para distintos componentes.
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Ejemplo 6:
Para comprobar la alternativa propuesta en el cálculo de un controlador PC-
GPC estable según (6.128), se plantea el control de orientación de un satélite






s2(s + 0.02 ± j) (6.145)
donde
• θ(s) es el ángulo de orientación del satélite
• T (s) es el par aplicado por el accionador para cambiar su orientación.
Para un periodo de muestreo de 1 segundo el modelo discreto es:
G(z−1) =
0.04164 + 0.3871z−1 + 0.3527z−2 + 0.02959z−3
1 − 3.059z−1 + 4.079z−2 − 2.981z−3 + 0.9608z−4 z
−1
Para un controlador con horizonte infinito, se definen los parámetros siguientes:
Nu = 6 ≥ ña + 1
N = max(Nu + nb − 1, na, nt) = 8
λ = βI, β = 0
T (z−1) = 1
El resultado de calcular un PC-GPC∞ como un problema de mı́nimos cuadra-
dos puede observarse en la figura 6.25(a). El número mı́nimo de componentes
a utilizar en este caso seŕıa de 3 (ña + 1 = 2 + 1), por ello se han utilizado 4,
5 y 6 componentes con un valor de µ = 1000. En este caso el ı́ndice de coste
también decrece monótonamente (figura 6.25(b)).
Ejemplo 7:
Se propone este ejemplo para ilustrar cómo pueden aparecer problemas numéricos
asociados a la implementación de un algoritmo GPC estable basado en la ex-
presión (6.11). La implementación de esta expresión requiere expĺıcitamente
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(a) Salida en bucle cerrado y acción de control.















(b) Índice de coste
Figura 6.25: Control con el PC-GPC∞ utilizando un método de ḿınimos cuadrados
ponderado.
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la inversión de matrices por lo que pueden aparecer problemas de mal condi-
cionamiento.
Partiendo del siguiente proceso inestable:
G(z−1) =
(1 − 0.3z−1 − 0.4z−2)
(1 − 1.5z−1)(1 − 2z−1)(1 − 2.5z−1)z
−1 (6.146)
Un controlador CRHPC diseñado en base a los siguientes parámetros:
N1 N2 m Nu T (z
−1) αi λj
1 11 4 6 1 1 10
(6.147)
produce la respuesta del sistema de la figura 6.26(a). Como se observa, la
expresión (6.11), tiene problemas numéricos asociados al mal condicionamiento
de las matrices que debe invertir. En este caso:
κ(GT αG + λ) = 7.7533 × 108 (6.148)
κ(G̃GG̃T ) = 1.3011 × 1010 (6.149)
El número de condición elevado de estas matrices es un śıntoma del mal con-
dicionamiento del problema, por lo tanto no es recomendable implementar el
algoritmo como indica (6.11).
Sin embargo, utilizando un PC-GPC estable, se evita realizar expĺıcitamente
la inversión de matrices y esto hace que el controlador sea más adecuado para
su implementación. Para los mismos parámetros, la figura 6.26(b), muestra la
respuesta del sistema en bucle cerrado para un PC-GPC diseñado con 4 y 5
componentes y en ella se observa que el bucle cerrado es estable.
6.7 Resumen
En el controlador PC-GPC, se sustituye el parámetro de diseño λ por el número
de componentes principales (NPC). El hecho de incluir más o menos compo-
nentes en este controlador, no asegura la estabilidad del bucle cerrado. En este
caṕıtulo se resuelve el problema de la estabilidad nominal del bucle cerrado,
proponiendo unos valores de los parámetros de diseño para los cuales se puede
garantizar que el bucle cerrado va a ser estable.
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(a) Salida en bucle cerrado y acción de control para un CRHPC.



























(b) Salida en bucle cerrado y acción de control para un PC-GPC.
Figura 6.26: Comparación del control con CRHPC y con un PC-GPC estable.
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El caṕıtulo comienza describiendo cuáles son, hasta el momento, las alternati-
vas propuestas en el ámbito del GPC para obtener un diseño nominal estable.
En concreto, el desarrollo se focaliza en dos estrategias de control: el CRHPC
o Constraint Receding Horizon Predictive Control, basado en la imposición de
una restricción terminal tras el horizonte de predicción y el GPC∞ basado en
un horizonte de predicción infinito. De su estudio se deduce que ambas estra-
tegias pueden representarse como un problema de mı́nimos cuadrados sujeto a
una restricción de tipo igualdad.
En el caṕıtulo se desarrolla una alternativa al uso de multiplicadores de La-
grange para resolver este tipo de problemas que desembocará más tarde en
un controlador basado en componentes principales pero estable: el PC-GPC
estable.
La elección de los parámetros de diseño para garantizar la estabilidad produce
una restricción de tipo igualdad que forma un sistema de ecuaciones compati-
ble indeterminado, donde sus infinitas soluciones, se pueden calcular a través
de una expresión que representa la solución general de dicho sistema de ecua-
ciones.
Esta solución general estará formada por:
• Una solución particular.
• Una solución general del sistema homogéneo de ecuaciones asociado.
La solución particular se calcula como la solución de mı́nima norma o mı́nimo
esfuerzo de control necesario para cumplir con la restricción igualdad y por lo
tanto para que el sistema en bucle cerrado sea estable.
El resto de la solución representa los grados de libertad todav́ıa disponibles
para minimizar el ı́ndice de coste. Utilizando la descomposición en valores
singulares, de nuevo se obtiene un número de componentes principales, los
cuales representan dichos grados de libertad, pero ordenados de mayor a me-
nor importancia. Por tanto, es posible utilizar los criterios de selección de
componentes expuestos en la tesis para decidir qué componentes utilizar.
En el caṕıtulo se demuestra que, para ciertos valores de los horizontes de
predicción y control, el controlador garantiza la estabilidad nominal del bucle
cerrado. Además, el valor del ı́ndice de coste que produce el PC-GPC diseñado
sin ninguna componente, es decir, tan solo calculado en base a la solución
particular, es una cota superior para cualquier valor del ı́ndice si incluimos
distintas componentes en el controlador.
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Finalmente, con el objetivo de simplificar todav́ıa más el cálculo del controlador
PC-GPC estable, se presenta éste como la solución de un sencillo problema de
mı́nimos cuadrados. La ventaja respecto al resto de alternativas es que en este
controlador no existe una inversión expĺıcita de matrices con lo que se evitan
problemas de mal condicionamiento numérico.
El caṕıtulo finaliza con ejemplos ilustrativos del nuevo controlador aśı como
con una extensión para el caso multivariable en el caso de formular el problema
con restricción terminal.
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Caṕıtulo 7
Conclusiones y trabajos futuros
7.1 Conclusiones
La aportación fundamental de esta tesis está relacionada con la definición de
un nuevo tipo de controlador predictivo, el PC-GPC, versión modificada de
un GPC estándar. En este controlador se ha sustituido el factor de pondera-
ción de la acción de control por un nuevo parámetro denominado número de
componentes principales (NPC). La relación entre el nuevo parámetro (NPC)
y algunos indicadores numéricos, como la norma del vector de acciones de con-
trol o el número de condición de la matriz dinámica G, hacen que su elección
esté basada en criterios menos subjetivos que la ponderación de las acciones de
control. Además, se ha analizado este tipo de controlador tanto en el ámbito
de procesos SISO como MIMO, aśı como sus caracteŕısticas de robustez y
estabilidad.
Se pueden destacar, como conclusiones más importantes al trabajo realizado
en esta tesis, las siguientes:
• Tras la presentación y estudio del estado del arte del control predictivo,
se concluye que gran parte del tiempo dedicado a la implantación de un
controlador se utiliza en el ajuste de sus parámetros por prueba y error,
en particular, del parámetro λ.
• Se ha presentado el problema de control predictivo sin restricciones como
un problema de resolución de un sistema de ecuaciones y se concluye que
un inconveniente importante cuando se aborda su resolución es el mal
condicionamiento numérico.
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• Se ha introducido una herramienta matemática (la descomposición SVD),
y ha sido utilizada en el cálculo de un GPC como alternativa al factor
de ponderación de la acción de control λ.
• Se ha creado un nuevo parámetro denominado número de componentes
principales (NPC), obteniendo aśı un controlador GPC modificado, el
PC-GPC o Principal Component Generalized Predictive Controller.
• Se han propuesto diferentes criterios de selección de este nuevo parámetro,
basados en indicadores numéricos, como por ejemplo el esfuerzo de con-
trol, la cantidad de error de predicción minimizado o el condicionamiento
del controlador, entre otros. Se concluye además, que el uso de estos cri-
terios de selección puede ser una alternativa a la elección del factor λ por
prueba y error.
• Se ha puesto de manifiesto la relación existente entre el número de com-
ponentes principales (NPC) y el factor de ponderación de la acción de
control concluyendo que ambos consiguen el mismo efecto tanto a ni-
vel de condicionamiento del controlador, prestaciones del bucle cerrado
y robustez. Para comprobar esto último, se ha realizado un análisis de
estabilidad robusta en función de los parámetros de diseño tanto pa-
ra el GPC como para el PC-GPC, basado en las clásicas funciones de
sensibilidad.
• Se ha demostrado que, si se incorporan restricciones en el controlador
PC-GPC, se pueden reducir los tiempos de cálculo de la acción de control
comparados con los de un GPC con restricciones, puesto que la rutina
de programación cuadrática tiene que optimizar menos variables.
• Ya que es importante el diseño de controladores que garanticen la es-
tabilidad nominal del sistema en bucle cerrado, se han estudiado las
soluciones propuestas por otros autores para conseguir ésto mismo en el
ámbito del GPC, y se ha propuesto una alternativa de resolución basada
en la descomposición SVD, denominada PC-GPC estable.
• En el PC-GPC estable, se concluye que las componentes principales re-
presentan los grados de libertad disponibles para minimizar el ı́ndice de
coste, ordenados de mayor a menor importancia una vez se conoce seguro
que el diseño va a ser estable. Se concluye, además, que el valor del ı́ndice
de coste que produce un PC-GPC estable con NPC=0, representa una
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cota superior para el valor de cualquier ı́ndice producido por cualquier
otro controlador con NPC	=0.
• Debido a que en el PC-GPC estable se evita la inversión expĺıcita de
matrices, se ha demostrado que este controlador resulta más adecuado
para su implementación que otros controladores como el CRHPC o el
GPC∞.
• Por último, destacar que las técnicas aqúı propuestas y el diseño del
controlador PC-GPC pueden aplicarse de forma natural a procesos mul-
tivariables, y que no sólo se circunscribe al ámbito del GPC sino que
puede ser aplicado a otros algoritmos de control predictivo como por
ejemplo el DMC.
7.2 Trabajos futuros
La continuación del trabajo presentado en esta tesis pasa por el desarrollo de
una serie de ideas que pueden resumirse en:
• Búsqueda de nuevos criterios de selección de componentes basados, por
ejemplo, en especificaciones de tipo temporal, aprovechando que el ı́ndice
cuadrático tan sólo contiene los errores de predicción.
• Incorporación de restricciones al algoritmo de control. Estudio a distintos
niveles de este aspecto en cuanto a:
– creación de algoritmos expĺıcitos para el tratamiento de las restric-
ciones, evitando la programación cuadrática, no sólamente seleccio-
nando un número entero de componentes principales, sino ponde-
rando algunas de ellas.
– influencia de las restricciones en el algoritmo PC-GPC estable.
• Estudio de diferentes técnicas de control adaptativo para conseguir un
esquema de adaptación de las componentes principales en ĺınea para
obtener soluciones menos conservativas.
• Incorporación de mecanismos de robustez en el propio diseño del PC-
GPC, es decir obtener un controlador incluyendo en el diseño especifi-
caciones de robustez. Para ello haŕıa falta estudiar la relación existente
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entre el número de componentes y alguna forma de representación de la
incertidumbre (estructurada, no estructurada).
• Aplicación a procesos reales (control de clima y fertirrigación en inverna-
deros, control de combustión en motores diesel turboalimentados) para




(GPC) para Sistemas MIMO
A.1 El modelo de predicción para procesos MI-
MO
La Matriz de Transferencia puede considerarse como una de las formas más
comunes de representar procesos MIMO. En una gran mayoŕıa de procesos
industriales, cada una de las funciones de transferencia que forman la matriz,
pueden ser obtenidas a partir de pruebas basadas en identificación experimen-
tal o análisis en frecuencia. Por ejemplo, una columna cualquiera de la matriz
de transferencia puede ser obtenida aplicando un escalón a la correspondiente
entrada y observando cada una de las salidas (su constante de tiempo, ganan-
cia, retardo, etc). Si esto se hace para todas las entradas, se obtiene la matriz
de transferencia completa. (Camacho and Bordóns, 1995)
Un modelo CARIMA para un proceso con n salidas y m entradas puede ser
expresado como:





• y(t) es el vector n × 1 de salidas en el instante t.1
• u(t) es el vector m × 1 de entradas en el instante t.
• ξ(t) es el vector n× 1 de perturbaciones en el instante t. Las secuencias
incluidas en este vector cumplen con las hipótesis de ser un ruido blanco:
E{ξ(t)} = 0, E{ξ(t)ξ(t)T} = σ0
• A(z−1) y C(z−1) son matrices polinomiales de dimensión n × n.
• B(z−1) es una matriz polinomial de dimensión n × m.
• ∆ es el polinomio 1 − z−1
Para clarificar el tratamiento que a partir de ahora se va a dar a las matrices
polinomiales, se expondrán dos formas de trabajar con este tipo de matrices:
• Sea P (z−1) una matriz polinomial. Una forma de manipular esta matriz
consiste en tratarla como un polinomio en z−1, donde los coeficientes Pi
de los polinomios son matrices:
P (z−1) = P0 + P1z−1 + P2z−2 + . . . + Pnpz
−np
• Otra forma es tratar a P (z−1) como una matriz donde cada elemento, es




−1) P12(z−1) · · · P1m(z−1)
P21(z
−1) P22(z−1) · · · P2m(z−1)
. . .
Pn1(z
−1) Pn2(z−1) · · · Pnm(z−1)

El grado de una matriz polinomial P (z−1), deg(P ), queda definido por el
máximo de los grados de los polinomios que la componen:
deg(P ) = max
ij
deg(Pij) = np
De aqúı en adelante, se adoptará esta última aproximación en lo que a matrices
polinomiales se refiere.
1En este apéndice, se considera t ∈ N .
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Aśı, para obtener el modelo CARIMA enunciado en (A.1), se partirá de la
matriz de transferencia del sistema MT (z−1) formada por n × m funciones
de transferencia. Será necesario encontrar dos matrices polinomiales A(z−1) y
B(z−1), tales que se cumpla:
MT (z−1) = A(z−1)−1B(z−1)
La forma anterior de expresar una matriz de transferencia es comúnmente
conocida como descomposición por la izquierda. Existen diferentes métodos
para obtener a partir de una matriz de transferencia una descomposición por
la izquierda o por la derecha (Camacho and Bordóns, 1995),(Skogestad and
Postlethwaite, 1996). Aunque de manera sencilla, se puede obtener formando
una matriz diagonal A(z−1) tal, que los polinomios de su diagonal principal
sean el mı́nimo común múltiplo de los denominadores de la correspondiente
fila de MT (z−1). Haciendo esto, la matriz B(z−1), es entonces igual a:
B(z−1) = A(z−1)MT (z−1)
En cuanto a la matriz polinomial C(z−1), al igual que en el caso SISO, es
muy dif́ıcil de obtener, pues está formada por una serie de polinomios Cij(z
−1)
dif́ıciles de estimar, y se prefiere sustituirlos por una serie de polinomios Ti(z
−1)
elegidos en el proceso de diseño del controlador. Normalmente, esta matriz se
elige en forma diagonal.
Aśı, el modelo multivariable queda:

A1(z−1) 0 · · · 0
0 A2(z−1) · · · 0
. . .










B11(z−1) B12(z−1) · · · B1m(z−1)

















T1(z−1) 0 · · · 0
0 T2(z−1) · · · 0
. . .









Por ejemplo, para un sistema con tres entradas (m = 3) y tres salidas (n = 3),








































y su descomposición por la izquierda A(z−1)−1B(z−1) vendrá dada por:
A(z−1) =




 Aa12Aa13Bb11 Aa11Aa13Bb12 Aa11Aa12Bb13Aa22Aa23Bb21 Aa21Aa23Bb22 Aa21Aa22Bb23
Aa32Aa33Bb31 Aa31Aa33Bb32 Aa31Aa32Bb33

La matriz polinomial C(z−1), estaŕıa formada por tres polinomios::
C(z−1) =




Formulado de este modo el modelo CARIMA MIMO, se puede escribir la










para i = 1...n, y siendo:
• Ai(z−1) el polinomio de la diagonal de la matriz polinomial A(z−1) que
hace referencia a la salida i.
• Bij(z−1) el polinomio de la fila i y la columna j de la matriz polinomial
B(z−1), que relaciona la salida i con la entrada j.
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• ∆ el polinomio 1 − z−1.
En nuestro ejemplo 3 × 3:












Para hacer el tratamiento más sencillo, se supondrá a partir de ahora, que
todos los Ti(z
−1) son el mismo T (z−1). Con esta hipótesis, para cada una de
las ecuaciones (A.2), se puede plantear una primera predicción de la salida
para el instante t + k:
Ai(z




−1)uj(t + k − 1) + Ti(z
−1)
∆
ξi(t + k) (A.3)
Como en el caso SISO (Clarke et al., 1987a) (Clarke et al., 1987b) (Clarke
and Mohtadi, 1989), se plantea una descomposición del modelo del ruido, y
se hallan recursivamente para cada instante de predicción k, los polinomios
E(i)k(z









F(i)1 = z[T − t0∆Ai]




F(i)k+1 = z(F(i)k − ∆Aif (i)k0 )
(A.4)
donde:
• i hace referencia al número de bucle o salida
• k hace referencia al instante de predicción
• f ik0 es el término independiente del polinomio F(i)k(z−1).
• E(i)k(z−1) es un polinomio FIR de grado k − 1.
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• F(i)k(z−1) es un polinomio FIR de grado max[deg(T ) − 1, deg(Ai)].
De la descomposición (A.4) se obtiene que:
E(i)k(z
−1)∆Ai(z−1) = T (z−1) − F(i)k(z−1)z−k (A.5)
Multiplicando (A.3) por E(i)k(z
−1)∆ a ambos lados:
E(i)k(z




−1)Bij(z−1)∆uj(t + k − 1) +
+E(i)k(z
−1)T (z−1)ξi(t + k)
Utilizando (A.5) en (A.6):




−1)Bij(z−1)∆uj(t + k − 1) +
+E(i)k(z
−1)T (z−1)ξi(t + k)
Operando,













Hay que hacer notar que el término E(i)k(z
−1)ξi(t + k) de la expresión (A.6),
representa la parte impredecible de la salida del proceso yi, ( los polinomios
FIR E(i)k(z
−1) son de orden k−1, y ξi(t+k) es un ruido blanco (E [ξi(t)] = 0).
De esta forma aplicando la Esperanza matemática (E) a la expresión (A.6), se
puede afirmar que la mejor predicción para la salida i en t + k, partiendo del
instante t, viene dada por:
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Expresión 2 que, al igual que en el caso SISO, depende de valores de las señales
de entrada que son conocidos hasta el instante t y otros que, por ser posteriores
a ese instante, son desconocidos. Se plantea aśı una nueva descomposición con
el fin de separar cuáles de estos valores son anteriores y posteriores al instante
t. Para cada instante de predicción k se calculan recursivamente los polinomios
G(ij)k(z




















G(ij)k+1 = G(ij)k + g(ij)kz
−k
Γ(ij)k+1 = z(Γ(ij)k − f ik0 − g(ij)kT )
(A.7)
donde:
• i hace referencia al bucle i o salida i del proceso.
• j hace referencia a la entrada j del proceso.
• bij0 es el término independiente del polinomio Bij(z−1), y
• γ(ij)k0 es el término independiente del polinomio Γ(ij)k(z−1).
• G(ij)k(z−1) es un polinomio FIR de grado k − 1.
• Γ(ij)k(z−1) es un polinomio FIR de grado max[deg(Bij) − 1, deg(T )− 1].
Definiendo, ∆ufj (t) y y
f
i (t) como:





2En Control Predictivo, se suele expresar como y(t + k|t), el valor esperado que tendrá
la señal y en t + k, siendo t el instante actual.
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se puede reescribir la ecuación (A.6) como:
yi(t + k|t) =
m∑
j=1







j (t − 1) + F(i)kyfi (t)︸ ︷︷ ︸
Pasado
(A.8)
la cual permite, situados en el instante t, predecir el valor de la i-ésima salida
del sistema en el instante t + k.
La expresión (A.8) está compuesta por información proveniente de instantes
anteriores (los dos últimos sumandos) donde los datos de las secuencias son
conocidos y por información de instantes posteriores (primer sumando) donde
los valores de la entradas son desconocidos pero pueden ser propuestos.
A.1.1 Interpretación matricial del modelo de predicción
Partiendo del modelo de predicción para la salida i:
yi(t + k|t) =
m∑
j=1





j (t− 1)+ F(i)kyfi (t) (A.9)
Se forman ahora vectores fila de polinomios para sustituir a los sumatorios:
yi(t + k|t) =
[
G(i1)k(z−1) G(i2)k(z−1) . . . G(im)k(z−1)
]

∆u1(t + k − 1)
∆u2(t + k − 1)
...




















Desarrollando el modelo (A.8) para N predicciones:




















−1)∆ufj (t − 1)
+ F(i)N (z
−1)yfi (t)




yi(t + N |t)
 =

G(i1)1(z−1) G(i2)1(z−1) . . . G(im)1(z−1)





G(i1)N (z−1) G(i2)N (z−1) . . . G(im)N (z−1)


∆u1(t + k − 1)
∆u2(t + k − 1)
...




Γ(i1)1(z−1) Γ(i2)1(z−1) . . . Γ(im)1(z−1)



















Hasta ahora las matrices polinomiales operan sobre secuencias. Avanzando
un paso más hacia una estructura donde únicamente se contemplen matrices
numéricas que operan sobre vectores de datos de las secuencias, se pueden
formar matrices con los coeficientes de los polinomios.
Para la salida i, se forman las matrices al igual que en el caso SISO:
Yi =
[
































∆ufj (t − 1) ∆ufj (t − 2) . . . ∆ufj (t − degΓ + 1)
]T
Hay que destacar que cada una de las submatrices Gij, Γij y Fi, son las corres-





haciendo notar lo siguiente:
• los coeficientes de los polinomios G(ij)k se colocan en orden inverso.
• las filas de las matrices de coeficientes Gij, se rellenan con ceros por la
derecha hasta N − deg(G(ij)k(z−1)) − 1
• las filas de las matrices de coeficientes Γij , se rellenan con ceros por la
derecha hasta completar degΓ coeficientes.
• las filas de las matrices de coeficientes Fi, se rellenan con ceros por la
derecha hasta completar degF coeficientes.
siendo degΓ y degF :
degF = max[deg(F(i)k(z
−1))], ∀i ∈ 1 . . . n, ∀k ∈ 1 . . . N
degΓ = max[deg(Γ(ij)k(z
−1))], ∀i ∈ 1 . . . n, ∀j ∈ 1 . . .m, ∀k ∈ 1 . . .N
Realizando esto mismo para todas y cada una de las salidas, se obtiene una








G11 G12 · · · G1m















Γ11 Γ12 · · · Γ1m














F1 0 · · · 0
0 F2 · · · 0
...
... · · · ...
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que se reescribe de una forma simplificada como:
Y = Gpred U + Γpred U





























G11 G12 · · · G1m










Γ11 Γ12 · · · Γ1m










F1 0 · · · 0
0 F2 · · · 0
...
... · · · ...
0 0 · · · Fn

n·N×n·(degF+1)





















































1 · · · f i1degF
f i20 f
i2







1 · · · f iNdegF

N×(degF+1)
Analizando las matrices que forman el modelo de predicción, se deduce que:
• Matriz Gpred: tiene dimensiones n · N × m · N . Cada una de sus filas
son los coeficientes de los polinomios G(ij)k(z
−1), pero colocados en orden








































































q el coeficiente q-ésimo del polinomio G(ij)k(z
−1) calculado
para la salida i, la entrada j y el instante de predicción t + k.
• Matriz Γpred: tiene dimensiones n ·N ×m · (degΓ+1). Está formada por
los coeficientes de los polinomios Γ(ij)k(z
−1) calculados recursivamente
para la salida i, la entrada j y el instante de predicción t + k.













































































1 · · · γ(nm)NdegΓ

• Matriz Fpred: De dimensiones n·N×n·(degF +1), es una matriz diagonal
a bloques siempre que la matriz polinomial C(z−1), que incluye los filtros
para modelar el ruido de cada una de las salidas, también sea diagonal.
Por ejemplo:













f 1N0 · · · f 1NdegF 0 · · · 0 · · · · · · 0 · · · 0




































0 · · · 0 0 · · · 0 · · · · · · fnN0 · · · fnNdegF

A.2 El ı́ndice de coste multicriterio. Obten-
ción del Controlador.
El ı́ndice de coste multicriterio, suele ser una expresión cuadrática donde, de
alguna manera, deben contribuir todas las salidas y todas las entradas del
proceso. Básicamente consiste en redefinir la función de coste para sistemas
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SISO de forma tal, que se tengan en cuenta todas las variables de salida y de
entrada. Considerando además, que el modelo incorpora una señal de ruido
blanco ξ(t + k) para cada una de las n salidas, el ı́ndice de coste queda, una
vez se ha aplicado la Esperanza Matemática (E) como:















λjk[∆uj(t + k − 1)]2
]
La minimización de este ı́ndice en este sentido dos ventajas principales:
• Cuando los órdenes de magnitud de las diferentes variables que intervie-
nen en el ı́ndice de coste son muy dispares, los valores numéricos de los
errores serán muy diferentes. Por tanto, el esfuerzo de control se despla-
zaŕıa sólamente a aquellas variables con un peso importante dentro del
ı́ndice, lo cual podŕıa tener como consecuencia que el controlador se ol-
vidara de controlar algunas salidas. Utilizando las secuencia de pondera-
ción δik se puede conseguir un buen escalado de los errores, solucionando
este tipo de situaciones.
• También gracias a la secuencia de ponderación δik se puede hacer que el
controlador no intente llevar la i-ésima salida hacia su referencia. Esto se
consigue sin más que hacer δik = 0 ∀k, y es de especial utilidad cuando
el número de variables controladas es mayor que el número de variables
de control, de tal forma que es imposible controlar todas las salidas.
Es más, también en estos casos el Control Predictivo tiene la ventaja
de la incorporación de restricciones, que pueden servir para mantener
esas salidas no-controlables dentro de unos ĺımites y asegurar aśı el buen
funcionamiento del sistema.
Planteado el ı́ndice de esta forma, se observa que las predicciones que influyen
en éste son únicamente las que abarca el horizonte de predicción (N = N2 −
N1+1). Del modelo de predicción desarrollado (A.8), se extraerá este conjunto
de predicciones. Para ello seleccionando las filas de cada submatriz Gij, Γij y
Fi desde la fila N1 hasta la N2, se construyen de nuevo unas matrices globales
Gmpc, Γmpc y Fmpc:
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Y = Gmpc U + Γmpc U












G11 G12 · · · G1m










Γ11 Γ12 · · · Γ1m










F1 0 · · · 0
0 F2 · · · 0
...
... · · · ...




















































1 · · · f iN1degF
f iN1+10 f
iN1+1







1 · · · f iN2degF

N×(degF+1)
Se puede plantear el ı́ndice en forma matricial según:
J = (Y − W )Tαmpc(Y − W ) + UT λmpcU (A.11)
con αmpc y λmpc matrices diagonales de dimensiones (n ·N ×n ·N) y (m ·N ×
m · N) respectivamente:
αmpc = diag( α1 α2 . . . αn )
λmpc = diag( λ1 λ2 . . . λm )
αi = diag( αi1 αi2 . . . αiN )
























wi(t + N1) wi(t + 2) . . . wi(t + N2)
]T
La expresión del controlador se obtiene de minimizar el ı́ndice. Sustituyendo el
modelo de predicción (A.10) en el ı́ndice (A.11), se calcula la derivada matricial
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obteniendo una expresión similar al caso SISO:
U = (GTmpcαmpcGmpc + λmpc)
−1GTmpcαmpc(W − ΓmpcUf − FmpcY f ) (A.12)
Expresión que calcula los N futuros cambios de cada una de las m acciones de
control, que hacen mı́nimo el ı́ndice de coste descrito en (A.11).
A.2.1 Estructuración de la acción de control: horizonte
de control
El cálculo de las acciones de control planteadas como minimización del ı́ndice
(A.11) implica la inversión de una matriz de orden (m · N × m · N). Orden
éste dependiente del horizonte de predicción.
Si se asume una cierta estructuración de las acciones de control, como por
ejemplo:
∆uj(t + k) = 0, ∀k ∈ Nu · · ·N
es decir que los cambios de las acciones de control serán nulos a partir de
un cierto instante dentro del horizonte de predicción, se está imponiendo una
restricción de tipo igualdad en nuestro ı́ndice, el cual se puede reformular como:















λjk[∆uj(t + k − 1)]2
]
donde el intervalo [1 . . . Nu] es conocido como Horizonte de Control
Esto supone que el vector de futuras acciones de control Uj pasa, de ser
Uj =
[






∆uj(t) ∆uj(t + 1) . . . ∆uj(t + Nu − 1) 0 . . . 0
]T
Al sustituir el modelo de predicción en el ı́ndice, se puede observar cómo las las
N−Nu últimas columnas de cada submatriz Gij no influyen en la minimización
de éste, por lo que se puede trabajar con una matriz Gmpc de menor tamaño
eliminando dichas columnas. Del mismo modo no influyen las N −Nu últimas
columnas de las submatrices de ponderación λj por lo que también se pueden
eliminar.
Aśı, para el cálculo de las acciones de control se invertirá una matriz de tamaño
menor, (m · Nu × m · Nu), quedando ahora una matriz Gmpc de tamaño (n ·
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(11)N2





























































N2−2 · · · g
(n1)N2








Y la nueva matriz λmpc de dimensiones (m · Nu × m · Nu) quedaŕıa:
λmpc = diag( λ1 λ2 . . . λm )
λj = diag( λj1 λj2 . . . λjNu )
Ahora, la expresión
U = (GTmpcαmpcGmpc + λmpc)
−1GTmpcαmpc(W − ΓmpcUf − FmpcY f) (A.13)
calcula los Nu futuros cambios de cada acción de control que minimizan el
ı́ndice de coste.
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A.2.2 Horizontes de control diferentes para cada entra-
da
En la sección anterior el horizonte de control Nu era único para todas las
entradas. Si se desea trabajar con diferentes horizontes de control Nuj para
cada entrada del proceso se debe reformular el ı́ndice:














λjk[∆uj(t + k − 1)]2

Y, de igual forma que en el caso anterior, esto se traduce en la formación de
nuevas matrices Gmpc y λmpc eliminando las N −Nuj últimas columnas de las




































N2−2 · · · g
(11)N2





























































N2−2 · · · g
(n1)N2








La nueva matriz Gmpc tiene dimensiones (n · N ×
∑m
j=1(N − Nuj))
A.2.3 Horizontes de predicción diferentes para cada sa-
lida
Si se diseña un ı́ndice donde se contempla un horizonte de predicción diferente
para cada salida, se tendrá:
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λjk[∆uj(t + k − 1)]2
]
Esto supone modificar las matrices Gmpc, Γmpc y Fmpc, cuyo número de filas
depende expresamente del horizonte de predicción. Aśı se debe modificar la
formación de las submatrices Gij, Γij y Fi, de tal forma que contengan cada
una un número de filas (N2i − N1i + 1) igual al horizonte de predicción de la
salida i a la que se refieren.


















































1 · · · f iN1idegF
f iN1i+10 f
iN1i+1







1 · · · f iN2idegF

N×(degF+1)
El caso especial de la matriz global Gmpc requiere de nuevo de un ajuste relle-
nando con columnas de ceros para respetar las dimensiones del cálculo matricial
del controlador. Se define:
Nu = max
i
(N2i − N1i + 1 − Nu)
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De esta forma, a cada matriz Gij se le añaden N

u − N2i − N1i + 1 columnas




N2i − N1i + 1) × m · Nu
A.2.4 Horizonte de predicción distinto para cada salida
y horizonte de control distinto para cada entrada
Cuando se define el ı́ndice como:














λjk[∆uj(t + k − 1)]2

se obtiene la máxima flexibilidad en los parámetros de diseño del controlador,
puesto que se puede asignar distintos horizontes de predicción y control a cada
salida y entrada del proceso. Esto es interesante cuando las diferentes salidas
presentan dinámicas muy distintas unas de otras incluso con retardos muy
dispares.
El mecanismo sigue siendo el mismo: seleccionar de los elementos que aparecen
en las submatrices calculadas que relacionan cada entrada con cada salida
(matrices del GPC SISO), aquellos elementos que influyen en el ı́ndice. Se
forman a partir de éstas matrices más globales insertando ceros para mantener
correcta la dimensión de la expresión matricial.
Cuando vaŕıan a la vez el horizonte de control y el de predicción, nuestra aten-
ción se centrará en la construcción de la matriz Gmpc a partir de las submatrices
Gij pues es la que tiene ambas dimensiones dependientes de ambos horizontes.
Para el caso de las submatrices Γij y Fi se procede como en el apartado A.3




(N2i − N1i + 1 − Nuj)
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y con esta cota superior se puede añadir en cada submatriz Gij el número de
(Nu − N2i − N1i + 1 − Nuj) columnas de ceros a la derecha.
A.3 Formulación polinomial del controlador
Para la interpretación polinomial del controlador, y por simplicidad, se va a
trabajar suponiendo que todas las salidas poseen el mismo polinomio de filtrado
Ti(z
−1), el mismo horizonte de predicción N , y todas las entradas poseen el
mismo horizonte de control Nu.
Puesto que se utilizará la técnica del Horizonte Móvil, y sólo generará en cada
instante una sola acción de control para cada una de las entradas, no hace falta
realizar completamente las operaciones de la expresión (A.12). Dicha expresión
ofrece el vector óptimo de acciones de control para todos los instantes del
horizonte de predicción. Por tanto, si existen m entradas al proceso, solamente
se usarán m filas de (A.12). Serán necesarias pues m filas, resultantes de
escoger una de cada Nu de la matriz
(GTmpcαmpcGmpc + λmpc)
−1GTmpcαmpc
cuya dimension es (m ·Nu×n ·N). Llamando Hmpc a la matriz de dimensiones
(m × (n · N)) resultante de realizar esta selección de filas, se pueden calcular
las m acciones de control como:
∆u(k)m×1 = Hmpc(W − ΓmpcUf − FmpcY f) (A.14)
En el caso MIMO, la interpretación en transformada Z se complica comparado
con el caso SISO, puesto que aparecerán matrices polinomiales y no polinomios.
Definiendo Hji como el subvector (1 × N) de cada una de las filas de Hmpc,
que contiene los elementos que relacionan la entrada j con la salida i:
Hmpc =

H11 H12 · · · H1n





Hm1 Hm2 · · · Hmn

m×N ·n
Entonces, el producto HmpcW de la expresión (A.14) puede verse como:
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HmpcW =

H11 H12 · · · H1n
































es decir, los coeficientes de cada uno de los subvectores Hji forman un poli-
nomio FIR en potencias de z que actúa sobre cada una de las secuencias de
referencias wi(t):
Wi(z) = Z[wi(t)]
De esta manera se puede construir la matriz polinomial H(z), formada por los
distintos polinomios Hji(z), para resolver el producto HmpcW :
HmpcW 

H11(z) H12(z) · · · H1n(z)













El segundo producto de (A.14), se puede expresar como:
HmpcΓmpcUf =

H11 H12 · · · H1n





Hm1 Hm2 · · · Hmn


Γ11 Γ12 · · · Γ1m















R11 R12 · · · R1m

















HpiΓiq es un vector de dimension 1 × degΓ + 1
Hpi es un vector de dimension 1 × N
Γiq es una matriz de dimension N × degΓ + 1
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donde cada uno de los subvectores Rpq de dimensión (1 × degΓ + 1) son los
coeficientes de un polinomio FIR en potencias de z−1 que actúa sobre cada










De esta forma se puede obtener la matriz polinomial R(z−1), formada por los
distintos polinomios Rpq(z
−1), y obtener el producto HmpcΓmpcUf :
HmpcΓmpcUf 

R11(z−1) R12(z−1) · · · R1n(z−1)

















H11 H12 · · · H1n





Hm1 Hm2 · · · Hmn


F1 0 · · · 0
















S11 S12 · · · S1n














Spq = HpqFp es un vector de dimension 1 × degF + 1
Hpi es un vector de dimension 1 × N
Fp es una matriz de dimension N × degF + 1
A.3. Formulación polinomial del controlador 231











Y fq (z) = Spq(z−1)Y fq (z)
Spq(z





donde cada uno de los subvectores Spq son los coeficientes de un polinomio FIR
en potencias de z−1 que actúa sobre cada una de las secuencias salida yq(t)
Spq(z
−1) = [spq0 + s
pq
1 z




De esta forma se puede obtener la matriz polinomial S(z−1), formada por los
distintos polinomios Spq(z




S11(z−1) S12(z−1) · · · S1n(z−1)













Con esta interpretación polinomial se puede reescribir la ley de control (A.14)
como:





A.3.1 Función de transferencia de bucle cerrado











∆U(z) = H(z)W (z) − R̂(z−1)∆U(z) − Ŝ(z−1)Y (z)[
I + R̂(z−1)
]
∆U(z) = H(Z)W (z) − Ŝ(z−1)Y (z)
y definiendo
L(z−1) = [I + R̂(z−1)]−1
se tiene que
∆U(z) = L(z−1)H(z)W (z) − L(z−1)Ŝ(z−1)Y (z) (A.16)
Esto permite expresar el controlador GPC MIMO como un controlador de dos
grados de libertas similar al caso monovariable (figura A.1).
Figura A.1: Diagrama de bloques para el controlador GPC multivariable.
A partir del modelo CARIMA MIMO,
A(z−1)Y (t) = B(z−1)u(t− 1) + 1
∆
C(z−1)ξ(t) (A.17)
se puede reescribir como
∆A(z−1)Y (z) = B(z−1)z−1∆U(z) + C(z−1)ξ(t) (A.18)
y sustituyendo (A.16) en (A.18)
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∆A(z−1)Y (z) = B(z−1)z−1[L(z−1)H(z)W (z) − L(z−1)Ŝ(z−1)Y (z)] + C(z−1)ξ(t) (A.19)
∆A(z−1)Y (z) = z−1B(z−1)L(z−1)H(z)W (z)− z−1B(z−1)L(z−1)Ŝ(z−1)Y (z)]+C(z−1)ξ(t)
(A.20)
[∆A(z−1) + z−1B(z−1)L(z−1)Ŝ(z−1)]Y (z) = z−1B(z−1)L(z−1)H(z)W (z) + C(z−1)ξ(t)
(A.21)
La dinámica de bucle cerrado queda entonces descrita por :
GBC(z−1) = [∆A(z−1) + z−1B(z−1)L(z−1)Ŝ(z−1)]−1 · z−1B(z−1)L(z−1)H(z)
y los polos de bucle cerrado vendrán dados por las soluciones de:
det(∆A(z−1) + z−1B(z−1)L(z−1)Ŝ(z−1)) = 0
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Apéndice B
Sistemas de ecuaciones mal
condicionados
Se dice que el sistema de ecuaciones Ax = b está mal condicionado si A está
mal condicionada, es decir, que pequeñas perturbaciones en el sistema pue-
den producir grandes cambios en la solución exacta de éste. En ingenieŕıa, el
principal problema es que los coeficientes del sistema contienen incertidum-
bres debido a errores de modelado, errores de medida, incluso los errores de
redondeo utilizados por la aritmética del computador pueden ser vistos como
pequeñas perturbaciones en los coeficientes originales del sistema. Para un
sistema mal condicionado una pequeña incertidumbre en cualquiera de los co-
eficientes puede significar una enorme incertidumbre en la solución del sistema.
Por ello, y aunque se pudiese conseguir calcular la solución exacta del sistema,
esta gran incertidumbre podŕıa hacer inservible dicha solución.
Una circunstancia que suele llevar aparejada la mala condición es que la matriz
sea casi singular y su determinante sea casi cero. Por ejemplo, que un sistema
de dos ecuaciones corresponda a dos ĺıneas rectas casi paralelas (figura B.1)
(o que un sistema de tres ecuaciones corresponda a tres planos casi paralelos).
Esta situación es fácil de representar ya que, geométricamente, dos ecuaciones
con dos incógnitas representan dos rectas cuyo punto de intersección es la solu-
ción al sistema de ecuaciones. Si una de las dos rectas se modifica ligeramente
entonces, el punto de intersección (la solución del sistema de ecuaciones 2× 2)
se ve enormemente alterada.
Puesto que es importante estimar el grado de incertidumbre en la solución de
Ax = b, se puede tratar de estudiar a priori el mal condicionamiento de un
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Figura B.1: Ejemplo de un sistema de dos ecuaciones.
sistema.
Utilizando las series de Neumann para calcular (A+B)−1, cuando los elementos
de B son pequeños respecto a los de A, se concluye que (Meyer, 2000)
(A + B)−1 ≈ A−1 − A−1BA−1 (B.1)
Es decir, si A está perturbada por una matriz B (posiblemente por errores de-
bidos a medidas inexactas o errores de redondeo), entonces el cambio esperado
en el cálculo de A−1 es A−1BA−1. Por tanto, el efecto de una pequeña per-
turbación B, es amplificado por A−1 (si A−1 contiene elementos muy grandes,
errores pequeños en A pueden producir errores grandes en su inversa).
Para medir la magnitud de los elementos de A se puede utilizar la norma
eucĺıdea para vectores y su norma inducida para matrices. El número
κ =‖ A−1 ‖2 · ‖ A ‖2 (B.2)
es llamado número de condición de A y es un factor que indica cuánto es au-
mentado un cambio relativo en A al calcular su inversa. En otras palabras, si
κ está próximo a 1 (A está bien condicionada) entonces una pequeña perturba-
ción en A no puede producir grandes errores en su inversa, por el contrario si
κ es elevado (A está mal condicionada), entonces un pequeño cambio relativo
(o error) en A puede producir un gran error en su inversa.
Si los coeficientes del sistema no singular Ax = b se perturban ligeramente
produciendo el nuevo sistema (A + B)x̃ = b, entonces x = A−1b y x̃ =
(A + B)−1b por lo que utilizando la aproximación de la expresión (B.1) se
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tiene que
x − x̃ = A−1b− (A + B)−1b
≈ A−1b− (A−1 − A−1BA−1)b = A−1Bx (B.3)
y por tanto
‖ x − x̃ ‖2‖ A−1 ‖2‖ B ‖2‖ x ‖2 (B.4)
Definiendo el error relativo en la solución como:
‖ x − x̃ ‖2
‖ x ‖2 (B.5)
se puede deducir a partir de (B.4)
‖ x − x̃ ‖2
‖ x ‖2 ‖ A
−1 ‖2‖ B ‖2=‖ A−1 ‖2‖ A ‖2 ‖ B ‖2‖ A ‖2 = κ ·
‖ B ‖2
‖ A ‖2
Por lo tanto, la parte derecha de esta ecuación es una estimación del error re-
lativo que se producirá en la solución. En (Meyer, 2000) también se demuestra
que si b está sujeto a perturbaciones el cambio relativo en la solución también
es directamente proporcional a κ. Por lo tanto si existen incertidumbres en
ambos lados de Ax = b, la credibilidad de la solución está ligada al número
de condición de la matriz A.
Una consecuencia de la mala condición de un sistema es que algunos valores
erróneos pueden parecer soluciones aceptables al sustituirlos en las ecuaciones,
por lo tanto, los métodos numéricos para obtener una solución aproximada
son proclives a tener más errores. Esto se debe a que cuando el sistema está
mal condicionado encontrar la solución que minimiza los residuos no garantiza
que esta solución se aproxime a la solución exacta (este criterio sólo es válido
cuando el sistema de ecuaciones está bien condicionado).
En general, no es tan importante conocer el valor exacto del número de con-
dición κ, sino su orden de magnitud ya que cuando κ es pequeño un pequeño
cambio en la matriz de coeficientes A no puede producir un gran cambio en
la solución x. Sin embargo, grandes valores de κ pueden producir grandes
desviaciones de la solución x.
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Apéndice C
Pseudoinversas y sistemas de
ecuaciones
El concepto de pseudoinversa de una matriz es una generalización de la noción
de inversa. Es útil para encontrar una solución a un conjunto de ecuacio-
nes algebráicas en las que el número de incógnitas es distinto al número de
ecuaciones lineales independientes.
A continuación se desarrollará el concepto de pseudoinversa que permite de-
terminar soluciones de mı́nima norma.
C.1 Solución de mı́nima norma que minimiza
‖x‖2
Considérese una ecuación algebráica lineal como
x1 + 5x2 = 1 (C.1)
Ya que tiene dos variables independientes y una sola ecuación, no existe so-
lución única. En lugar de esto, existe un número infinito de soluciones. De
forma gráfica, cualquier punto en la ĺınea x1 + 5x2 = 1, como se muestra en la
figura C.1, es una posible solución. Sin embargo, si se decide escoger el punto
que está más cerca del origen, la solución se convierte en única.
Sea el sistema de ecuaciones lineales siguiente:
Ax = b (C.2)
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Figura C.1: Representación de la ecuación en el plano x1x2.
donde A es una matriz n × m, x es un vector m × 1 y b es un vector m ×
1. Suponiendo que m > n (es decir, el número de incógnitas es mayor que
el número de ecuaciones), el sistema tiene un número infinito de soluciones.
Para encontrar la solución única x que minimiza la norma ‖x‖2, se buscará la
solución que está más cerca del origen.
Llamando xo al vector que cumple
Axo = b (C.3)
‖xo‖2 ≤ ‖x‖2, ∀x que satisface Ax = b (C.4)
se define la solución que minimiza ‖x‖2 como
xo = AT (AAT )−1b (C.5)
La solución (C.5), es ortogonal al espacio nulo, N (A), de la matriz A y ge-
ométricamente, se puede interpretar como la proyección de 0 sobre el conjunto
de vectores que son solución del sistema de ecuaciones Ax = b.
Para probar que, efectivamente, xo minimiza ‖x‖, esta norma se puede escribir
como
‖x‖22 = ‖x + xo − xo‖22
= ‖xo‖22 + ‖x − xo‖22 + 2xoT (x − xo) (C.6)
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El último término se puede hacer cero ya que
xoT (x − xo) = [AT (AAT )−1b]T [x − AT (AAT )−1b] (C.7)
= [(AAT )−1b]T A[x − AT (AAT )−1b] (C.8)
= [(AAT )−1b]T [Ax − (AAT )(AAT )−1b] (C.9)
= [(AAT )−1b]T (b − b) (C.10)
= 0 (C.11)
luego
‖x‖22 = ‖xo‖22 + ‖x − xo‖22 (C.12)
que puede reescribirse como
‖x‖22 − ‖xo‖22 = ‖x − xo‖22 (C.13)
y puesto que ‖x − xo‖22 ≥ 0, se obtiene
‖x‖22 ≥ ‖xo‖22 (C.14)
y por lo tanto, el vector xo es la solución que produce la mı́nima norma ‖x‖2.
A la matriz A+ = AT (AAT )−1 se le da el nombre de pseudoinversa derecha o
inversa derecha mı́nima de A. La matriz A+ es de dimensiones m × n ya que
A+ = ATm×n(AA
T )−1n×n (C.15)
Si premultiplicamos por A, observamos que A+ es realmente una inversa de-
recha de A
AA+ = A[AT (AAT )−1] = AAT (AAT )−1 = In×n (C.16)
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Obtención de xo v́ıa multiplicadores de Lagrange
Para solucionar el problema de minimización siguiente
xo = arg min
x
xTx
sujeto a : Ax = b (C.17)
se puede introducir el multiplicador de Lagrange λ
min
x,λ
L = xTx + λT (Ax − b) (C.18)
de tal forma que
∂L
∂x
= 2xT + λT A = 0, (C.19)
∂L
∂λ
= (Ax − b)T = 0 (C.20)
De (C.19)
x = −AT λ/2 (C.21)
y sustituyendo en (C.20)
λ = −2(AAT )−1b (C.22)
se deduce que
x = AT (AAT )−1b (C.23)
C.2 Solución de mı́nima norma que minimiza
‖Ax − b‖2
Considerando el sistema de ecuaciones lineales siguiente:
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Ax = b (C.24)
donde A es una matriz n × m, x es un vector m × 1 y b es un vector m × 1.
Se supone que n > m. Es decir, existen menos incógnitas que número de
ecuaciones, por lo tanto el sistema puede o no, tener solución.
Si no existe solución, se puede desear encontrar una solución única que mini-
mice la norma ‖Ax − b‖22.
Llamando xo al vector que cumple
‖Ax − b‖2 ≥ ‖Axo − b‖2, ∀x (C.25)
se define la solución que minimiza ‖Ax − b‖22 como
xo = (AT A)−1ATb (C.26)
En realidad, xo no es una solución en el sentido clásico, ya que no satisface
el sistema de ecuaciones original Ax = b. Sin embargo, se puede interpretar
como una solución aproximada en el sentido de mı́nimos cuadrados.
Desarrollando ‖Ax − b‖22 como
‖Ax − b‖22 = ‖A(x − xo) + Axo − b‖22 (C.27)
= ‖A(x − xo)‖22 + ‖Axo − b‖22 + 2[A(x − xo)]T (Axo − b)
Se puede demostrar que el último término es cero:
[A(x − xo)]T (Axo − b) = (x − xo)T AT [A(AT A)−1AT − In]b (C.28)
= (x − xo)T [(AT A)(AT A)−1AT − AT ]b(C.29)
= (x − xo)T (AT − AT )b (C.30)
= 0 (C.31)
Por lo tanto
‖Ax − b‖22 = ‖A(x − xo)‖22 + ‖Axo − b‖22 (C.32)
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Puesto que ‖A(x − xo)‖22 ≥ 0, se obtiene
‖Ax − b‖22 − ‖Axo − b‖22 = ‖A(x − xo)‖22 ≥ 0 (C.33)
o bien
‖Ax − b‖22 ≥ ‖Axo − b‖22 (C.34)
De esta forma xo = (AT A)−1ATb es la solución que minimiza ‖Ax − b‖2.
A la matriz A+ = (AT A)−1AT se le da el nombre de pseudoinversa izquierda o
inversa izquierda mı́nima de A. La matriz A+ es de dimensiones m×n ya que
A+ = (AT A)−1m×mA
T
m×n (C.35)
Si postmultiplicamos por A, observamos que A+ es realmente una inversa
izquierda de A
A+A = [(AT A)−1AT ]A = (AT A)−1(AT A) = Im×m (C.36)
C.3 Pseudoinversa o inversa generalizada
La solución de mı́nimos cuadrados de un sistema n × m
Ax = b (C.37)
se puede expresar en términos de la pseudoinversa de la matriz A
x = A+b (C.38)
La pseudoinversa se puede calcular a partir de la descomposición SVD de
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donde r es el número de valores singulares de A distintos de cero.
Notar que A+ existe para cualquier matriz A, incluso para una matriz cuadrada
singular o una matriz no cuadrada. La matriz pseudoinversa también satisface
AA+A = A y A+AA+ = A+
Siendo r el rango de A si:
1. r = n = m, es decir A es no singular. Entonces A+ = A−1, es la inversa
de la matriz.
2. r = m ≤ n, es decir A es de rango completo por columnas. Entonces se
desea minimizar ‖Ax = b‖2 y la solución de mı́nimos cuadrados viene
dada por:
A+ = (AT A)−1AT
En este caso A+A = I, luego A+ es la pseudoinversa izquierda de A.
3. r = n ≤ m, es decir A es de rango completo por filas. En este caso se
tienen infinitas soluciones y se desea minimizar ‖x‖2. La solución es:
A+ = AT (AAT )−1
En este caso AA+ = I, luego A+ es la pseudoinversa derecha de A.
4. r < k = min(n, m), entonces se tiene el caso más general, donde ambas
matrices (AT A) y (AAT ) son singulares y se utiliza la descomposición
SVD para obtener la pseudoinversa. Se dice entonces que A no tiene
inversa ni izquierda ni derecha.
C.4 Algunas propiedades de los valores singu-
lares
Siendo A = UΣV T , la descomposición SVD de la matriz A, las matrices unita-
rias U y V forman una base ortonormal para el espacio de columnas y de filas
de dicha matriz respectivamente. Los vectores columna vi de V , son llamados
vectores singulares derechos y los vectores columna ui son llamados vectores
singulares izquierdos.
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Los valores singulares son las ráıces cuadradas positivas de los k = min(n, m)






Además, las columnas de las matrices U y V son los vectores propios de AAT
y AT A, respectivamente:
AAT = (UΣV T )(UΣV T )T = (UΣV T )(V ΣT UT ) = UΣΣT UT (C.40)
como U es unitaria, UT = U−1 por tanto
(AAT )U = UΣΣT (C.41)
y entonces U es la matriz de vectores propios de AAT y σ2i son sus autovalores.
De forma similar se puede concluir lo mismo para V respecto de AT A.
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