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Abst rac t - - In  this study, we approximate a locally unique solution of a nonlinear equation in 
Banach space using the Jarratt method. Sufficient convergence conditions for this method have 
already been given by several authors, when the equation is defined on the real line, or complex 
plane [1-3], or in Banach space [1,4-7]. If a certain Newton-Kantorovich type hypothesis satisfied, 
then the Jarratt method converges to a solution of the equation with order four. The verification 
of some of the earlier hypotheses i too difficult or too expensive. Here, using Lipschitz conditions 
on the second Fr6chet-derivative of the operator involved, we provide a convergence theorem for the 
Jarratt method which uses conditions that are very easy to check (see the Example and Remark 4). 
Finally, a numerical example is provided to show that our results apply to solve a nonlinear equation, 
where others fail. © 1998 Elsevier Science Ltd. All rights reserved. 
Keywords~Jar ra t t  method, Banach space, Frdchet-derivative, Nonlinear equation, Newton- 
Kantorovich hypothesis. 
i. INTRODUCTION 
In this study, we are concerned with the problem of approximating a locally unique solution of 
the operator equation 
F(x) = 0, (1) 
where F is a twice Frdchet-differentiable operator  defined on a convex subset D of a Banach 
space E with values in itself. 
We use the Ja r ra t t  method 
X,+l  = x ,  - L (xn) F (x , ) ,  (x0 • D) (n >_ 0),  (2) 
where L(x) e L(E, E) (x • D), the space of bounded linear operators from E into E,  and is 
given by 
L(x)=F,(x)_ l_  3{ i+ 3F , (x )_  1 I F '  (x -2F ' (x) - lF (x)>-F ' (x) ]  } 
x F ' (x )  -1 {F '  I x -2F ' (x ) - l F (x ) ] -F ' (x )}  F ' (x )  -1, (x 6 D). 
We also write L,~ = L(xn) (n > 0). Here F~(x) E L(E, E) (x E D) denotes the first Frdchet- 
derivative of operator  F evaluated at x. 
Sufficient convergence conditions for the Jar rat t  method have been given by several authors 
when equation (1) is defined on the real line, or complex plane [1-3], or in Banach space [4-7]. 
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These conditions are not easy to verify in general, or simply do not hold (see Theorem 2 and 
the Example). Here, we use Lipschitz conditions on the second Frfichet-derivative, and Taylor's 
formula for a twice FY6chet-differentiable operator, to generate a cubic real majorizing polynomial. 
If this polynomial has two positive zeros, then the Jarratt method converges to a solution z* of 
equation (1). A convergence analysis for our method is also provided. 
Finally, we provide a numerical example to show that our results apply to solve a nonlinear 
equation, where earlier ones fail. 
2. CONVERGENCE ANALYS IS  
We state a theorem whose proof can be found in [1,4,5] for comparison. 
THEOREM 1. Let F: D C E --* E be a twice Frdchet-differentiable operator, and k~, i = 1, 2 , . . . ,  8 
be nonnegative numbers uch that for all x, y E D 
and 
[[F"(x)[[ _< kl, [[F"(x) - F"(y)[[ < k2[[x - y[[, 
2k2kl 8ks ~1/3 
+ + < k., k7 = k.k3k. <_ 1 o ,
W 1 
0 (x0, ks) = {x E E1 [ IIx - xoll ~ ks} c D, 
where ks is the small zero of the equation (1/2)k~t 2 - (1/ks)t + (k4/k3) = 0 (with k9 denoting 
the larger). 
Then, Jarratt method {x,} (n _> 0) generated by (2) is well defined, remains in U(xo, ks)/'or 
all n > O, and converges to a unique solution x* of equation F(x) = 0 in U(x0, kg). 
We provide a numerical example to show that the hypotheses of Theorem 1 are not satisfied. 
In particular, we show that even in the scalar case k5 does not exist. 
EXAMPLE. Let E = R, D = [-9,9], Xo = 0, and define the function F on D by 
1 4 
F(x) = 2 -~x + x - 3. 
Constant k5 does not exist, since the left-hand side of the condition involving it gives [((5y + 
7x)/21600)(y-x)[, which cannot be brought in the form ks[y-z[  2 for a finite number ks. Hence, 
Theorem 1 cannot guarantee the convergence of the Jarratt method starting from x0 = 0 to a 
solution of the above scalar equation given above. However, we will return later in Remark 4 to 
the same example to show that indeed Jarratt method converges to some x* ~ D. 
We also provide a result due to Hern~ndez and Salanova [7] for further comparison. 
THEOREM 2. Let F: D C E ~ E be Frdchet-differentiable, and xo E D. Assume: 
Ca) F'(zo) -1 exists, and IlF-l(z0)-ll] _< 70; 
(b)  l[ - F'(zo)-lF(xo)[[ <- 71, [ [F ' (x )  - F ' (y ) [ I  < 7~llx - Yll for a//x,y ~ D; 
(c) 73 = 7o7172 < 0.292246 . . . .  
Then, Jarratt method {x,~} (n >_ 0) generated by (2) converges to a solution z* of equation 
F(z)  = O. 
Note that error bounds as well as uniqueness results were given in [7] for Theorem 2, but are 
excluded here for brevity. 
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REMARK 1. Returning back to the numerical example, we obtain 7o = 1, 71 = 3, 72 = 0.405, 
and 7a = 1.215 > 0.292246 . . . .  Hence, the results in [7] also cannot guarantee the convergence 
of Jarratt method (2) starting from x0 = 0, to x*. 
Let us also restate a recent elegant result given as Theorem 2.4 in [6] for further comparison. 
THEOREM 3. Let F: D C_ E --* E be a three times Ftdchet-differentiable operator. Assume: 
(a) IIF'(xo)-lll <_ 6o, IIF'(xo)-lF(xo)ll < 61, IIF"(x)ll <_ 62, IIIF'(x)lll < 63, I IF'"(x)- 
F"'(y)[I < 64llx -y l l  for all x, y • D; 
(b) for ao = 626o61, bo = 536o612, co = 645o513, T(t) = 27(1 - t)(1 - 2t)(t 2 + t + 2)(t 2 + 2t + 4), 
ao • (0, (1/2)) and 17co + 18aobo < T(ao). 
Then, the Jarratt method {xn} (n > O) generated by (2) is well defined, remains in a certain 
ball O(xo, R), and converges to a unique solution x* • U(xo, R) of equation F(x) = O. 
REMARK 2. Using the numerical example and (a) above, we can easily obtain 5o = 1, 61 = 3, 
52 = .405, 53 = .09, 54 = .01, ao = 1.215, bo = .81, and co = .27. However, condition (b) above 
requires ao • (0, (1/2)), which is not true. Hence, Theorem 3 cannot guarantee that starting 
from xo = 0, Jarratt method (2) converges to a solution x* of equation F(x)  = 0. 
Let a, b, c, d, R be given nonnegative constants with c • [0, 1), f be an increasing real function, 
which is continuous and nonvanishing on [0, R]. Define the polynomial p by 
p(t) = 1at '  + {-bt 2 - (1 - c)t + d, (3) 
the constants a, f~ by 
2(1 - c) 
= (4) 
b + x/b 2 + 2a(1 - c)'  
1 3 1 2 = (1 -c )~-  ~a~ - ~b~,  (5) 
and the iteration {tn} (n _> 0), by 
p(t . )  
tn+l = tn f (tn)' to = 0 (n > 0). (6) 
We need the following lemmas. 
LEMMA 1. The real polynomial p has two positive zeros r l , r2  with rl  ~ ?'2 and a negative 
zero - r3  (rs > O) ff and only ff 
d < f~. (7) 
PROOF. Polynomial p has a negative zero - r s ,  since p(0) = d > 0, and p(t) < 0 as t -+ -oo. 
Moreover, p'(0) = - (1  - c) < 0, and p'(t) > 0 as t --+ +oo. Hence, there exists a zero of p' in 
(0, c~), which by the form of p is given by (4). Thus, p has two positive zeros if and only if 
v(~) _< 0, (8) 
which is equivalent to condition (7). 
That completes the proof of Lemma 1. 
LEMMA 2. Assume condition (7) holds, and 
t'(t) # o, t'(t) < p'(t), for all t • {o,,-1]. (9) 
Then iteration {tn} (n >_ O) given by (6) is monotonically increasing and converges to r l .  
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PROOF. Define function g by 
g(t) = t p(t) f(t)" (10) 
Then by differentiating function g, we get 
g'(t) = f( t )  ( f(t)  - p'(t)) + f '(t)p(t) 
/ ( t )  2 (11) 
It follows from the proof of Lemma 1, (3) and (9) that p'(t) < O, p(t) > O, y(t) < O, and y'(t) > 0 
for all t E [0,rl]. Hence, by (11), function g increases on [0,rl]. So, iftk E [0,rl] for some k, then 
p(tk) p(tk) p(r~) 
t~ < tk -- ~ = tk+l and tk+l  ~ tk --  ~ <_ rl - -  = rl. 
f (tk) f (tk) f (rl) 
That completes the proof of Lemma 2. | 
REMARK 3. It can easily be seen by (11) that condition (9) can be replaced by the weaker 
f ( t )  ~ O, f ( t )  ( f(t)  - p'(t)) + f '(t)p(t) > O, for all t e [0, r l] .  
From now on we use A- l (x)  = L(x) (x e D) and An = L~ 1 (n _> 0). 
We can now prove the semilocal convergence theorem for the Jarratt method (2). 
THEOREM 4. Let F: D C E --, E be a twice Frdchet-differentiable operator. Assume: 
(a) there exists xo 6 D such that Ao I = A(x0) -1 6 L(E ,E ) ;  
(b) for all x 60(xo ,  R) there exist constants a, b, c such that 
I[Ao 1 (F" (x )  - F"  (xo))ll _< a IIx - zoll, 
IIAolF "(xo)ll b, 
I IA J  (F ' (x)  - A(x)) l l  _< c; 
(c) conditions (7) 
nonvanishing function f on [0, rl] such that 
I IAo I (A(x)  - Ao)ll -< / ( l l x  - *o11) + 1 < 1,  
and 
d _> IIAolF (xo)ll; 
(12) 
(13) 
(14) 
(d) the following hold: 
and (9) are satisfied for some continuous monotonically increasing and 
for all x e 0 (xo, rl) (15) 
( is )  
c E [0, 1), (17) 
r2 _< R, (18) 
0 (x0, R) C_ D, (19) 
where ri and r2 are the positive zeros of equation p(t) = O, and polynomial p is K/yen 
by(3).  
Then, Jarratt method {xn} (n _> O) generated by (2) is well defined, remains in O(zo, rl) for 
all n >_ O, and converges to a solution x* E O(xo, rl) of equation F(x)  = O. / f  rl < r2, the 
solution x* is unique in U(xo, r2), whereas if rl --- r2,  Z* is unique in U(zo, rl). 
Moreover, the following error bounds hold for all n >_ O: 
llX.+l - x.[[ < t.+1 - t .  (20) 
and 
l[xn - x*I[ _< rl - tn. (21) 
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PROOF. We first show linear operator A(x)  is invertible for all x • 0(xo, a), where a is given 
by (4). It follows from (15), the Banach lemma on invertible operators [1,8], the estimate 
[IA~ 1 (ACx)  - Ao)ll _< .: (li~ - ~oli) + 1 < 1, 
that A(x) -1 • L(E2,E1) ,  and 
llA(x)-lA0][ < -f (llx- xoll) -I ~ -f(oL) -I. (22) 
We must show that estimate (20) holds for all n >_ 0. First, note that Xl is defined, and by 
using (2), (6), and (16), we get ]Ix1 - xoll = II - Ao lF(xo) l l  <- d = tz - Co, which shows (20) 
for n = 0. It follows from (22) that linear operator A(x l )  -1 • L iE ,  E), and hence, x2 can then be 
defined by (2). Let z • [xo, Xl] = {x: x = AXl + (1 - A)xo, 0 < A < 1}. By Taylor's formula [1,8,9] 
for a twice Frdchet-differentiable operator G on D, we can write 
~x 
G(x) = G (xo) + G' (xo) i x - xo) + 1G"  (xo) (x - xo) 2 + [G"(y) - G" (xo)] i x - y) dy. (23) 
o 
Using approximation (23) for G(x) = Ao lF (x )  (x • D), we can get 
Ao lF (x )  = Ao lF (xo)  + (x - Xo) + Ao I (F  (Xo) - Ao) + 1Ao lF"  (Xo) ix - xo) 2 
(24) 
+ A~ 1 (F"(y) - F" (~o1) (~ - Y) dy. 
o 
Let Ad = s, then by using (3), (12)-(14), (16), approximation (24) gives 
IIAo 1Fcx)ll <- ¢1 - ~)d + cad + ~b~2d 2 + ~a~3d 3 = pCs) (25) 
(since x - xo = )t(Xl - xo) = -AAolF(xo)).  
Moreover, by (2), (22), and (25), we get 
(t2____2) 
IIX2 -- Xlll < I A (Xl) -1 Ao • I IAo lF  (xl)ll 
P < 
-- -- f ( t l )  
= t2 - -  t l .  
Similarly, we can show (20) for all n >_ 0. Estimate (20) and Lemma 2 imply that Jarratt 
method {x,} (n >_ 0) is Cauchy in a Banach space E, and as such it converges to some 
x* E U(x0, s) (since U(x0, s) is a closed set). From (25) and the continuity of F, we get F(x*) = 0. 
Furthermore, estimate (21) follows immediately from (20) by using standard majorization tech- 
niques [1,2,4,5,7,10]. To show uniqueness, let z E U(x0,r2) with F(z) -- 0. Using (24) for x = z,  
we obtain, q 
Xl - z = Ao 1 (F  (zo) - Ao) (z - xo) + 2Ao lF"  (xo) (z X0) 2 m 
(26) 
+ Ao 1 [F"(y) - F "  (xo)] (z - y) dy. 
o 
As in [1,11 l, we get ]lz - Xoll -< rl - to if z • 0(zo, rl), and Hz - xol[ = #(r2 - to), 0 </~ < 1, if 
z • U(zo, r2). Hence, by (21) and (26), we get for all n >_ 0: [Iz -x . [ I  <_ rl - t . ,  i fz  • O(xo,r l ) ,  
and I]z - z.[I <_/~"(r2 - t . ) ,  if z • U(zo,r2).  In either case, we get lim.-~oo x .  = z, which yields 
X*~Z.  
That completes the proof of Theorem 4. | 
REMARK 4. Returning back to the example, and using (12)-(14), and (16), we obtain 
a = 0.0445588, b = O, c = 0.0098039, d --- 2.9705883, 
o~ = 6.666685, and /~ = 4.4008727. 
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Moreover, set f ( t )  = [Ao l (A( t )  - Ao)[ - 1, t E [0, rl].  It is simple algebra to show that condi- 
tions (9) and (15) are satisfied for this choice of f .  Condition (7) is satisfied, since d </~. That is 
the hypotheses of Theorem 4 are satisfied. Hence, the Jarratt method {xn} (n > 0) converges to 
a solution x E O(xo, a) of equation F(x )  = O. Similar favorable comparisons can be made with 
the results in [4-8]. We found x* = 2.967681021. 
REMARK 5. Condition (14) can be replaced by 
IIA~ 1 (F ' (x )  - A(x))ll < co + c~ II x - xo[I, for some Co _> O, Cl > 0 
and all x E 0(xo, R). We can also set c = Co + c iR .  Condition (18) can be replaced by a < R, 
but uniqueness i then guaranteed only in U(xo, a). 
REMARK 6. The results obtained in Theorem 4 can be extended so as to hold a more general 
setting as follows. 
(a) Let Co, cl be nonnegative constants; vl, v2 be positive monotonically increasing functions 
of one variable on [0, R] with limt-~o v l ( t )  = limt-~o v2(t) = 0 such that 
and 
[IA  1 (F" (x )  - F"  (x0))H _< Vl (llx - xoll), 
HAo I (F'(x) - A(x)) H < Co + C1~2 (11  - xoll) 
for all x E U(x0, R). 
(b) Function i~ given by 
~(t) =/ t ( t - r )v l ( r )d r  + l b t2 -  (1 -CO-c lv2( t ) ) t  +d, on [0, R], 
has a unique zero e0 E [0, R], and i~(R) _< 0. 
Moreover, set ~0 - rE, and R = r2. Furthermore, replace conditions (12),(14) by (a), (7) by (b), 
and polynomial p by function i~ above. Then, under the rest of the hypotheses, as it can easily 
be seen from the proof, the conclusions of Theorem 4 hold in this more general setting. Call such 
a result Theorem 4 ~. 
Finally, note that for U1 (t) = at, CO = C, and vl (t) = 0 (or Cl = 0), t E [0, R] function i~ reduces 
to polynomial p and Theorem 4' to Theorem 4. 
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