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ABSTRAC 
 To manage the data elections are conducted every five years by direct 
election of regional heads of both the local and regional levels of two particular 
Bengkulu city, from the results released by the General Elections Commission 
(KPU) decreased from year to year. Voters needed to process the data that the 
method can be used to probe the hidden information of the Assets by the data 
selector based on the polls (TPS) in every area of the city of Bengkulu, the mining 
will make the process of analyzing data to find hidden patterns or rules within the 
scope of the data set voters in this case using k-means algorithm (Unsupervised) 
is a non-hierarchical cluster methods, which attempt to partition the available 
data into two or more groups based on similarity and dissimilarity in particular 
where the same group is inserted into the same group and which has 
characteristics different to the other group by the center (mean point). In this test 
by using Weka 3.7.5 to produce three groups as a parameter, which is a little 
vote, and many are based on the acquisition of each regional head candidate per 
polling station (tps). From the results obtained by experiments conducted the 
following results of votes which is 10% smaller, 20% of the vote was and 70% is a 
lot of votes with Sum Squered Errors (SSE) is 8.85544. 
Keywords : General  Election, Unsupervised, Cluster, non-heirarchical, K-
means, Similarity dan Dissimilarity 
 
PENDAHULUAN 
             Data Mining memang salah satu cabang ilmu komputer yang relatif baru. 
Dan sampai sekarang orang masih memperdebatkan untuk menempatkan data 
mining di bidang ilmu mana, karena data mining menyangkut database, 
kecerdasan buatan (artificial intelligence), statistik, dan sebagainya. Definisi 
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sederhana dari data mining adalah ekstraksi informasi atau pola yang penting atau 
menarik dari data yang ada di database yang besar. Dalam jurnal ilmiah, data 
mining juga dikenal dengan nama Knowledge Discovery in Databases (KDD) 
(Kusrini, 2009). Data mining diterapkan di banyak bidang seperti ; bidang analisa 
pasar, banyak sekali sumber data yang dapat digunakan seperti transaksi kartu 
kredit, kartu anggota club tertentu, kupon diskon, keluhan pembeli, ditambah 
dengan studi tentang gaya hidup publik, bidang analisa perusahan dan manajemen 
resiko untuk melakukan analisis dan prediksi cash flow, bidang telekomunikasi 
untuk melihat dari jutaan transaksi yang masuk, transaksi mana saja yang masih 
harus ditangani secara manual (dilayani oleh orang), bidang keuangan, asuransi, 
olah raga, astronomi, kedoktoran dan banyak yang lainnya. Pada penelitian ini 
penulis mencoba menerapkan data mining untuk mengolah data pemilih pada 
pemilihan kepala daerah, yang dilakukan setiap lima tahun sekali baik itu 
pemilihan kepala daerah tingkat satu maupun pemilihan kepala daerah tingkat 
dua. Di mana pada pemilihan secara langsung ini tingkat partisipasi masyarakat 
dari tahun ke tahun mengalami penurunan berdasarkan data yang dikeluarkan oleh 
Komisi Pemilihan Umum (KPU). Untuk mengola data pemilih ini, dibutuhkan 
sebuah metode yang bisa digunakan untuk menggali informasi. Informasi 
tersembunyi dari data tersebut. Metode tersebut dengan data mining, dengan 
bantuan perangkat lunak, data mining akan melakukan proses analisa data untuk 
menemukan pola atau aturan tersembunyi dalam lingkup himpunan data pemilih 
tersebut. Pada studi kasus ini, analisa data mining dilakukan dengan metode 
clustering yang menggunakan algoritma algoritma non Hierarchical K-Means 
yang kemudian diterjemahkan dalam sebuah perangkat lunak. Perangkat lunak, 
yang akan digunakan untuk mengelompokkan pemilih berdasarkan data transaksi 




Batasan perumusan masalah dalam penulisan studi kasus ini : 
a. Penggunaan metode clustering untuk mengelompokan pemilih dengan 
menggunakan algoritma non-hierarchicak  k-means. 
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b. Kemiripan antar data dalam studi kasus ini diterjemakan sebagai jarak 
kedekatan antar data dengan titik pusat, sehingga menghasilkan klaster-
klaster pemilih yang sesuai dengan tujuan dari studi kasus ini. 
c. Aplikasi mining engine, hanya menampilkan data hasil pengelompokan 




 Adapun Tujuan dan penelitian ini sebagai berikut : 
a. Menerapkan proses data mining untuk pengolahan basis data pemilih dengan 
menggunakan algoritma non-hierarchical  k-means untuk mengelompokan 
pemilih. 
b. Penggunaan metode clustering algoritma non-hierarchical  k-means untuk 
mengetahui kemiripan karateristik antara data dalam basis data pemilih 
berdasarkan klasfikasi guna membentuk kelompok-kelompok pemilih. 
c. Menganalisa tingkat keterkaitan antara pemilih dengan calon kepala daerah 
dengan mengukur tingkat kecendrungan memilih dan tidak memilih pada 
pemilihan kepala daerah. 
 
Manfaat Penelitian  
Manfaat penelitian adalah sebagai berikut : 
a. Bisa menjadi tolak ukur bagi kandidat yang ingin mencalonkan diri pada 
pemilihan kepala daerah/barometer survey. 
b. Menjadi podoman Komisi pemilihan Umum (KPU) sebagai bahan evaluasi 
untuk pemilihan kepala daerah berikutnya. 




Pengertian Data Mining 
Menurut Gartner Group data mining adalah proses menemukan hubungan 
yang berarti, pola, dan kecendrungan dengan memeriksa dalam sekumpulan besar 
data yang tersimpan dalam penyimpanan dengan menggunakan teknik pengenalan 
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pola seperti teknik statistik dan matematika, data mining merupakan analisis dari 
peninjauan kumpulan data untuk menemukan hubungan yang tidak diduga dan 
meringkas  data dengan cara yang berbeda dengan sebelumnya, yang dapat 
dipahami dan bermanfaat bagi pemilik data, dan data mining merupakan bidang 
dari berbagai bidang keilmuan yang menyatukan teknik dari pembelajaran mesin, 
pengenalan pola, statistik, database, dan visualisasi untuk penanganan 
permasalahan pengambilan informasi dari database yang besar (Kusrini, 2009).  
Data Cluster merupakan salah satu metode Data Mining yang bersifat tanpa 
arahan (unsupervised). Ada dua jenis data cluster yang sering digunakan dalam 
proses pengelompokan data yaitu Hierarchical (hiraraki) data clustering dan non-
hierarchial (non hirarki) data clustering. K-means merupakan salah satu metode 
data clutering non hirarki yang berusaha mempartisi data yang ada kedalam 
bentuk satu atau lebih cluster/kelompok. ( Agusta, 2007). 
 
K-Means Cluster Analysis 
K-means termasuk dalam partitioning clustering yaitu setiap data harus 
masuk dalam cluster yaitu setiap data harus masuk dalam cluster tertentu dan 
memungkinkan bagi setiap data yang termasuk dalam cluster tertentu pada suatu 
tahapan proses, pada tahapan berikutnya berpindah ke cluster yang lain. K-means 
memisahkan data ke k daerah bagian yang terpisah, di mana k adalah bilangan 
integer positif. Algoritma dan kemampuannya untuk mengklasfikasi data besar 
dan outler dengan sangat cepat (Wijaya, 2002). Cluster analysis merupakan salah 
satu metode Data mining yang bersifat tanpa latihan (unsupervised analisys), K-
means cluster analysis merupakan salah satu metode cluster analysis non hirarki 
yang berusaha untuk mempartisi data yang ada ke dalam satu atau lebih cluster 
atau kelompok data berdasarkan karakteristiknya, sehingga data yang mempunyai 
karakteristik yang sama dikelompokkan dalam satu cluster yang sama dan data 
yang mempunyai karakteristik yang berbeda dikelompokkan ke dalam cluster 
yang lain.. Secara umum K-Means Cluster analysis menggunakan algoritma 
sebagai berikut : 
1. Algoritma K-Means Cluster Analysis 
Jika diberikan sekumpulan data X=(x1,x2,….xn) maka algoritma k-means 
cluster analysis akan mempartisi X dalam k buah cluster, setiap cluster 
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memiliki centroid (titik tengah) atau mean dari data-data dalam cluster 
tersebut. Pada tahap awal algoritma k-means cluster analysis akan memilih 
secara acak k buah data sebagai centroid (titik tengah), kemudian jarak antara 
data dengan centroid dihitung dengan menggunakan Euclidean distance, data 
akan ditempatkan dalam cluster yang terdekat dihitung dari titik tengah 
cluster. Secara umum K-Means Cluster analysis menggunakan algoritma 
sebagai berikut : 
a. Tentukan k sebagai jumlah cluster yang akan dibentuk 
b. Bangkitkan k Centroid (titik pusat cluster) awal secara random 
c. Hitung jarak setiap data ke masing-masing centroid dari masing-masing 
cluster 
d. Alokasikan masing-masing data ke dalam centroid yang paling terdekat 
e. Lakukan iterasi, kemudian tentukan posisi centroid baru dengan cara 
menghitung rata-rata dari data-data yang berada pada centroid yang sama 
f. Ulangi langkah 3 jika posisi centroid baru dan centroid lama tidak sama. 
2. Menentukan Banyaknya Cluster k   
      Untuk menentukan nilai banyaknya cluster k dilakukan dengan beberapa 
pertimbangan sebagai berikut : 
a. Pertimbangan teoritis, konseptual, praktis yang mungkin diusulkan untuk 
menentukan berapa banyak jumlah cluster. 
b. Besarnya relative cluster seharusnya bermanfaat, pemecahan cluster yang 
menghasilkan 1 objek anggota cluster dikatakan tidak bermanfaat sehingga 
hal ini perlu untuk dihindari. 
3. Menentukan Centroid 
Penentuan centroid awal dilakukan secara random/acak dari data/objek yang 
tersedia sebanyak jumlah kluster k, kemudian untuk menghitung centroid 
cluster berikutnya  ke i, vi digunakan rumus sebagai berikut : 












                                                                 
Vk : centroid pada cluster ke k 
Xi : Data ke i 
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Nk : Banyaknya objek/jumlah data yang menjadi anggota cluster ke k 
4.  Menghitung Jarak Antara Data Dengan Centroid 
Untuk menghitung jarak antara data dengan centroid terdapat beberapa cara 
yang dapat dilakukan yaitu Manhattan/City Block distance (L1), Euclidean 
Distance (L2).  Jarak antara dua titik X1 dan X2 pada manhattan/citi block  
dihitung dengan menggunakan rumus  
 
                                                                                                                         
           Di mana :  
   p : Dimensi data 
 | . | : Nilai Absolut 
Sedangkan untuk euclidean distance jarak antara data dengan centroid 
dihitung dengan menggunakan rumus :  
                                                                                                                       
Di mana : 
   p : Dimensi data 
 | . | : Nilai Absolut 
5. Pengalokasian Ulang Data Kedalam Masing-masing Cluster 
 
ANALISA DAN PERANCANGAN SISTEM 
Flowchart  Aplikasi 















Gambar 1. Flowchart Algoritma K-means Cluster 
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IMPLEMENTASI DAN ANALISA HASIL 
Tab Visualize  
Tab ini menampilkan matriks plot dua dimensi untuk himpunan data tertentu. 
Ukuran sel-sel individu dan titik-titik yang ditampilkan dapat dipilih dengan slider 
di bagian bawah tab. Jumlah sel dalam matriks dapat diubah dengan ‘Select 
Attribute’ lalu memilih atribut tertentu untuk ditampilkan. Jika himpunan data 
besar, performansi plotting dapat ditingkatkan dengan menampilkan subsample 
himpunan data tertentu. Klik pada sebuah sel pada matriks menampilkan sebuah 








Gambar 2. Visualisasi Scatterplot pada Data Pemilu dengan k=3 dan Seed 10 
 
Tab Cluster 
Tab ini serupa dengan classification, dengan sedikit perbedaan menurut 
option yang ditentukan user. Misalnya, user dapat dengan mudah mengabaikan 
beberapa atribut yang tidak diinginkan. Dari tab ini user dapat mengkonfigurasi 
dan mengeksekusi tiap clusters WEKA pada himpunan data tertentu untuk 
menemukan kelompok-kelompok dari instances yang sama dalam sebuah 
himpunan data. Skema-skema yang dapat diimplementasikan antara lain: K-
Means, EM, Cobweb, X-means, FarthestFirst. Clusters dapat divisualisasikan 







Gambar 3. Hasil Pengujian Dengan Weka 
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Terdapat beberapa permasalahan yang sering ditemukan pada pemakaian 
algoritma K-means Cluster Analysis dan penerpan dengan Weka yaitu : 
1. Permasalahan pertama, merupakan masalah laten dalam k-means cluster 
analysis, hal ini disebabkan karena pemilihan jumlah cluster yang tidak 
berdasarkan kriteria jumlah cluster yang tepat. 
2. Permasalahan yang kedua, umumnya terjadi karena kesalahan pada tiap 
inisiasi nilai-nilai centroid awal pada setiap cluster yang kurang 
menggambarkan cluster yang dibentuk, hal ini disebabkan karena proses 
inisiasi ini dilakukan secara random sehingga jika hasil random tersebut 
menghasilkan nilai centroid cluster-cluster yang jauh berbeda dengan cluster 
yang terbaik maka kemungkinan akan terjadi proses iterasi yang banyak untuk 
mencapai konvergen. 
3. Permasalahan ketiga dan keempat umumnya terjadi karena pada saat 
dilakukan perhitungan minimal distance antara data dengan centroid pada 
setiap cluster ternyata dihasilkan jarak yang sama pada minimal 2 cluster yang 
berbeda, sehingga tidak ditemukan nilai dari jarak ke masing-masing cluster, 
hal ini tentukan saja akan mengakibatkan proses alokasi data dalam cluster 
menjadi tidak berdasarkan nilai jarak paling minimum. 
4. WEKA mudah digunakan dan diterapkan pada beberapa tingkatan yang 
berbeda. Tersedia implementasi algoritma-algoritma pembelajaran state-of-
the-art yang dapat diterapkan pada dataset dari command line danmengandung 
tools untuk pre-processing data. 
 
KESIMPULAN DAN SARAN 
Kesimpulan. 
Berdasar hasil pengujian yang dilakukan terhadap data-data yang ada 
dengan metode cluster dengan menggunakan Weka , maka  dapat diambil 
kesimpulan sebagai berikut : 
1. Perbandingan perbedaan antara data training dan data validasi menghasilkan 
nilai Sum of Squared Errors (SSE) adalah 8,8544 dan persentase instance 
terkecil berada pada jumlah klaster/ kelompok (k=3) dan seed 10  
2. Dari hasil pengujian yang dilakukan mulai dari (k=2), sampai dengan (k=9) 
dengan berpodoman dengan nilai nilai Sum Squared Error (SSE) maka dapat 
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diambil kesimpulan bahwa pembentukan cluster (k=9) yang lebih baik karena 
nilai Sum of  Squared Error (SSE) adalah 1.1 dibandingkan dengan cluster 
(k=2) yang nilai Sum of Squared Error (SSE) adalah 10.848 dengan ketentuan 
pembagian kelompoknya tidak boleh lebih dari jumlah keseluruhan karena 
nilai Sum of Squared Error (SSE) akan bernilai 0. 
3. Salah satu teknik untuk memperkecil nilai Sum of Squared Error (SSE) adalah 
dengan memperbesar nilai k  maka makin kecil nilai Sum of Squared Error 
(SSE), makin baik . 
 
Saran 
Berdasarkan hasil pengolahan data serta beberapa pembahasan di atas, maka 
dapat direkomendasikan beberapa saran berikut : 
1. Untuk bisa melihat polanya clusternya lebih variatif tergantung banyak 
pasangan calon yang ikut dalam pemilihan kepala daerah, berhubung data 
yang diambil pada pemilihan kepala daerah tahun 2007 di mana ini adalah 
pemilihan pertama kali di kota  Bengkulu, di mana kandidat bakal calon yang 
ikut hanya 4 pasang saja dan ini akan berbanding terbalik dengan pemilhan 
kepala daerah yang akan dilaksanakan pada tahun 2012, kandidat yang ikut 
adalah 11 pasang bakal calon, maka dengan sendirinya hasil yang diperoleh 
akan lebih terlihat polanya 
2. Dari semua pendekatan yang ada,  sebaiknya pemilih memilih berdasarkan 
informasi tentang apa dan siapa partai atau kandidat bakal calon, supaya yang 
dipilih benar-benar layak dalam arti punya  kemampuan memimpin dan 
mengolah pemerintahan menurut pandangan pemilih. Demokrasi 
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