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In this work, we study the driven-dissipative dynamics of a coherently-driven spin ensemble with a squeezed,
superradiant decay. This decay consists of a sum of both raising and lowering collective spin operators with
a tunable weight. The model presents different critical non-equilibrium phases with a gapless Liouvillian that
are associated to particular symmetries and that give rise to distinct kinds of non-ergodic dynamics. In Ref. [1]
we focus on the case of a strong-symmetry and use this model to introduce and discuss the effect of dissipative
freezing, where, regardless of the system size, stochastic quantum trajectories initialized in a superposition of
different symmetry sectors always select a single one of them and remain there for the rest of the evolution. Here,
we deepen this analysis and study in more detail the other type of non-ergodic physics present in the model,
namely, the emergence of non-stationary dynamics in the thermodynamic limit. We complete our description
of squeezed superradiance by analysing its metrological properties in terms of spin squeezing and by analysing
the features that each of these critical phases imprint on the light emitted by the system.
I. INTRODUCTION
Non-equilibrium systems are present in a wide variety of ar-
eas, including physics, life sciences, sociology and finance. In
physics, a typical non-equilibrium situation is realized when
driving from an external source is compensated by dissipation
to the environment. This is the case in numerous examples of
many-body and cavity QED systems, such as exciton polari-
tons [2–4], Rydberg ensembles [5, 6], superconducting cir-
cuits [7], trapped atoms [8–10] or in mechanical systems [11–
13]. In the ongoing effort to deepen our understanding of out-
of-equilibrium phenomena, which typically differ from their
equilibrium counterparts [14–19], one of the aspects attracting
a significant amount of attention are dissipative phase transi-
tions (DPTs) [20–29].
In non-equilibrium systems, the interplay between driv-
ing and losses eventually brings the system into a stationary
state defined by a density matrix ρ0. Several non-equilibrium
phases associated to different steady states can then exist, and
a DPT between these phases is defined as the non-analytical
behaviour of a steady-state observable under the change of a
system parameter [20, 21]. DPTs are less understood than
their classical or quantum counterparts, driven respectively by
thermal and quantum fluctuations. There is an important link
between DPTs and the spectral properties of the Liouvillian
superoperator, L, that governs the dynamics of the density
matrix, ρ˙ = Lρ. Its eigenvalue with largest real part, λ0, is
exactly zero, and the corresponding eigenvector is the steady
state ρ0. In the usual description of DPTs, a transition occurs
when the eigenvalue with the second largest real part λ1, often
called the asymptotic decay rate (ADR), tends to zero, which
then implies the existence of several degenerate steady states.
A significant amount of research has been devoted to the
definition and characterization of DPTs [20, 21], and to the
study of the associated, interrelated phenomena of bistabil-
ity [4–6, 29–31], hysteresis [3, 32], intermittency [7, 31–
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35], multimodality [30, 34], metastability [36] and symmetry
breaking [37, 38] in open quantum systems. All these phe-
nomena are understood as different manifestations of the co-
existence of several non-equilibrium phases.
One of the problems that hinder our understanding of non-
equilibrium systems and DPTs is the enormous computational
difficulty typically found when dealing with large quantum
open systems. It is thus highly desirable to work with exactly
solvable systems or at least computationally tractable mod-
els that yield an insight about the physics in the thermody-
namic limit. Unfortunately the existence of tractable many-
body non-equilibrium models is still scarce. In this work, we
study one of these models, consisting of a coherently-driven
spin ensemble with a collective, squeezed decay. While this
model is simple enough to be treated numerically, it displays a
variety of dissipative phases with a gapless Liouvillian. More
importantly, these non-equilibrium phases are associated with
different, non-ergodic behaviours that depart from the usual
pictures of phase coexistence mentioned above.
The first of these phenomena is the effect of dissipative
freezing, which is related to the existence of a strong sym-
metry [39]. A strong symmetry consists of an operator A that
commutes with the Hamiltonian and all the quantum jump op-
erators of the Liouvillian, implying the existence of several,
degenerate steady states and a conservation law for tye sym-
metry operator, A˙ = L†A = 0. As we discuss in Ref [1], the
effect of dissipative freezing occurs at the level of individual
trajectories within the quantum jump formalism, which de-
scribes the system in terms of a pure wavefunction undergoing
stochastic evolution [40–42]. When the initial state is a super-
position involving different symmetry sectors, every quantum
trajectory selects only one of these and remains there for the
rest of the evolution. This involves a breakdown of the conser-
vation law for A at the level of individual trajectories. Since
such a superposition is not possible in a classical, stochastic
system, this is a purely quantum effect. The effect of dissipa-
tive freezing is in stark contrast to the notion of intermittency
usually reported in bistable systems [7, 31–35], which is then
understood to be a finite-size effect.
The second non-ergodic phenomenon observed in this
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2model is the appearance of oscillatory, non-stationary dynam-
ics in the long-time limit. This effect is related to the exis-
tence of a spectrum of purely imaginary eigenvalues of L,
which needs to be equally spaced in order to prevent eigen-
state thermalization. This phenomenon has recently attracted
attention in similar systems [43–45] and has been linked to the
existence of a dynamical symmetry in the system [43], e.g. a
ladder operator of the Hamiltonian that commutes with all the
quantum jump operators of the Liouvillian.
Both non-ergodic phenomena are present in the model of
coherently-driven spins with squeezed decay that we discuss
here and, interestingly, coexist in similar regions of the phase
diagram. Squeezed decay refers to a quantum jump operator
that includes both lowering and raising collective spin oper-
ators S±, with relative weights parametrized by a squeezing
angle θ. The amplitude Ω of the driving field and the squeez-
ing angle θ are the main tunable parameters. The dissipative
phase diagram of the system is hence obtained in the (Ω, θ)
plane.
The paper is organized as follows. In Sec. II, we introduce
the model of squeezed superradiance, describing the phase di-
agram and steady-state of the system. In Sec. III, we analyse
the Liouvillian spectrum of this model and characterize sym-
metries and regimes of non-ergodicity. In Sec. IV, we describe
the novel phenomenon of dissipative freezing, and discuss it
in the context of thermodynamics of quantum trajectories and
phase transitions. Finally, in Sec. V, we analyse signatures of
critical, dissipative dynamics in observables of the light emit-
ted by the system.
II. MODEL AND PHASE DIAGRAM
A. Squeezed superradiance: derivation of the spin master
equation
The model of squeezed superradiance that we consider in
this work is given by the following master equation for the
reduced density matrix of an ensemble of N spins (~ = 1):
ρ˙ = −iΩ[Sx, ρ] + Γ
2J
LDθ [ρ], (1)
where LO[ρ] ≡ 2OρO†−{O†O, ρ} is the usual Lindblad su-
peroperator, and the operatorDθ describes the quantum jumps
undergone by the system
Dθ ≡ cos(θ)S− + sin(θ)S+. (2)
In these equations, {S±, Sz} are collective spin operators
obeying angular momentum commutation relations, Ω is the
driving amplitude, Γ is the quantum-jump rate, and J = N/2
is the total angular momentum, which is conserved in the dy-
namics. Notably, Dθ includes both raising and lowering oper-
ators, with a weight that we parametrize by the angle θ.
The dynamics in Eq. (1) emerge as the strongly-dissipative
limit of the following Hamiltonian
H = ΩSx +
g√
N
{
S+
[
cos(θ)a+ sin(θ)a†
]
+ h.c.
}
. (3)
This Hamiltonian describes a driven spin ensemble coupled
to a single cavity mode in the rotating frame of the driving,
with a the bosonic annihilation operator of the cavity and g
the spin-cavity coupling rate. Since the total angular momen-
tum J is conserved, the spin ensemble can be described as a
single big spin; this can be implemented, for instance, with
multi-component atomic condensates [46, 47]. The tunable
coupling terms in Eq. (3) can be achieved via cavity-assisted
Raman transitions; this approach has been proposed as a way
to implement effective Dicke models [48] and used, sucess-
fully, to observe alternative forms of the superradiant phase
transition [49–52] in atomic condensates [8, 9, 53, 54] and
thermal atoms [55, 56]. The great control and versatility pro-
vided by these schemes has motivated research on generalized
non-equilibrium Dicke models [57, 58].
In this work, we are focusing on strongly dissipative ver-
sions of these systems—where the fast cavity decay yields
an effective, collective spin dissipation—which have attracted
interest for their applications to the dissipative generation of
spin squeezing and entanglement in the steady state [59, 60].
By taking into account that the cavity experiences dissipation
at a rate γ, the evolution of the system is described by the
master equation [61] ρ˙ = −i[H, ρ] + γ/2La[ρ]. In the limit
γ → ∞, the bosonic field tends to a stationary vacuum state,
and its adiabatic elimination [60] yields the effective dynam-
ics for the spins of Eq. (1), with Γ = 2g2/γ. It is easy to
deduce that the dark state of Dθ is a spin squeezed state [59],
which brings us to refer to the dissipative part of Eq. (1) as
a “squeezed decay”. Note that, when θ = 0, the model cor-
responds to the standard case of collective resonance floures-
cence [60, 62, 63].
B. Phase diagram
The non-equilibrium phases of the system in the (Ω, θ)
plane are summarized in Fig. 1(a), and the corresponding
steady-state observables computed exactly for a finite system
(N = 50) are depicted in Fig. 2. Fig. 1(b) depicts the steady
state of a finite system (N = 50) at several points of the phase
diagram using the spin Wigner function [64, 65]. Addition-
ally, we plot the vector field of derivatives obtained through
a mean field approach (see Appendix I). We can divide the
phase diagram into two types of phases:
i) The ferromagnetic (F) phase is characterized by a well-
defined magnetization (c.f. Fig. 2(a)), a diverging spin-
squeezing as we approach the phase transition (Fig. 2(b)),
small fluctuations in the counting distributions of quan-
tum jumps (described here by the zero-delay, second-
order correlation function of the output field, g(2) ≡
〈D†θ
2
Dθ
2〉/〈D†θDθ〉2) (Fig. 2(d)), high purity (not shown) and
ergodic dynamics. Any initial state eventually relaxes into a
stationary, highly pure gaussian steady-state. In the thermo-
dynamic limit, this phase is well described within a Holstein-
Primakoff approximation.
ii) In the thermal phase the steady-state is highly mixed,
and close to the infinite-temperature state ρ ∝ 1. This phase
is characterized by a mean zero magnetization (Fig. 2(a)),
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FIG. 1. Phase diagram and steady state. (a) The phase diagram can be divided into a ferromagnetic (F) and an thermal (T) phase, separated
by the critical line Ωc(θ) given by Eq. (5) (white, dashed lines). There is spin-up and spin-down version of each of these phases, separated
by the strong-symmetry line θ = pi/4. (b) Spin Wigner functions of the exact steady states of master equation (1) for a finite system with
N = 50 at different points (Ω, θ), corresponding to: (i) (0, 0), (ii) (0.5Γ, 0), (iii) (0.88Γ, 0), (iv) (1.2Γ, 0), (v) (0, pi/8), (vi) (0.6Γ, pi/8),
(vii) (0, 0.95pi/4), (viii) (1.2Γ, 0.95pi/4). Together, we plot the vector field of derivatives described by the mean-field equations (42).
small purity (not shown), large spin fluctuations, high rate
of quantum jumps (activity) (Fig. 2(c)) and large fluctuations
in the output field (Fig. 2(d)). As we discuss further below,
this phase displays a vanishing asymptotic decay rate (ADR)
that leads, in the thermodynamic limit N → ∞, to a closed
gap and non-ergodic dynamics, which manifests itself through
closed orbits in the mean-field approach (c.f. point (iv) in
Fig. 1(b)).
Both phases have a spin-down (↓) and spin-up (↑) version
at each side of the line θ = pi/4; each of them being a spin-
flipped version of the other. Therefore, defining
Γ− ≡ Γ cos2 θ, (4a)
Γ+ ≡ Γ sin2 θ, (4b)
all the results and equations obtained for θ ≤ pi/4 are di-
rectly applicable in a spin-flipped basis for θ ≥ pi/4 just by
exchanging Γ− ↔ Γ+. Hereafter, the analytical results that
we provide refer to the spin-down phases (θ ≤ pi/4).
In Appendix I we show that, using a mean-field approach,
the transition from the ferromagnetic to the thermal phase oc-
curs at the critical driving:
Ωc(θ) = Γ− − Γ+ = Γ(cos2 θ − sin2 θ). (5)
C. Spin observables
We consider now the expectation values of the normalized
spin operators si ≡ Si/J , i ∈ {x, y, z} in the steady state.
In the ferromagnetic phase, these can be obtained by a dis-
placed Holstein-Primakoff (HP) expansion (see Appendix II);
the results are the same as the mean-field predictions, with
corrections to order 1/J :
〈sz〉 = M +O(1/J), (6a)
〈sx〉 = 0 +O(1/J), (6b)
〈sy〉 =
√
1−M2 +O(1/J), (6c)
where M is the steady-state magnetization that reads:
M = −
√
1−
(
Ω
Γ− − Γ+
)2
. (7)
The 1/J corrections are given by the solution of non-
quadratic master equations and therefore analytical expres-
sions are difficult to obtain. It is however possible to get ex-
pressions for the spin fluctuations ∆s2z/± to order 1/J ; this
is one of the main advantages of using a HP expansion, since
it allows to describe the metrological properties of the spin
ensemble [66]. In particular, reduced fluctuations along one
of the spin directions provides enhanced phase sensitivity in
atomic interferometers [67, 68] and greater stability in atomic
clocks [69]. States displaying such reduced fluctuations are
said to be spin squeezed [66, 70, 71]; the degree of spin
squeezing ξ⊥ along any axis u⊥ perpendicular to the mean
spin direction is a popular figure of merit, useful as a witness
of entanglement [72] and as a direct measure of the phase sen-
sitivity achievable in interferometry protocols. This quantity
can be defined as [70]:
ξ2⊥ =
N(∆S⊥)2
〈S〉2 . (8)
According to this definition, a state is spin-squeezed if a di-
rection u⊥ exists such that ξ2⊥ < 1. In our model, the optimal
squeezing direction is always the ux axis (see Appendix II-D).
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FIG. 2. (a-d) Steady state observables for a finite system size
N = 50. Dashed lines indicate the critical line, Eq. (5). (e-f) Magne-
tization (e) and degree of spin squeezing (f) across the phase transi-
tion. Black, dashed line is the analytical value in the thermodynamic
limit, Eqs. (7) and (9). Solid lines are numerical calculations for fi-
nite systems of different sizes. Calculations were made at θ = pi/8.
Using the HP approximation, we find the following expression
for the spin squeezing in the ferromagnetic phase:
ξ2⊥ =
N(∆Sx)
2
〈S〉2 = (1−M)
(
1
2
+
Γ+ −
√
Γ−Γ+
Γ− − Γ+
)
. (9)
The analytical results in Eq.(6) and (9) are shown in Fig. 2(e-
f), compared with numerical calculations for finite system
size. Equation (9) shows that, in the thermodynamic limit,
spin squeezing diverges (i.e. ξ2⊥ → 0) in the vicinity of the
critical line, where M → 0. This implies a greatly enhanced
Linear scale Logarithmic scale
0.02
0
0.01
(a)
(b)
FIG. 3. (a) Liouvillian gap for N = 100, Ω = 0.4Γ. In the ther-
modynamic limit, the gap closes at the critical line Ωc(θ) (white,
dashed). In logarithmic scale, we observe a closing of the gap for
finite J at the point θ = pi/4 due to the strong symmetry. (b) Liou-
villian eigenvalues for a system size J = 10 and Ω = 200 Γ.
phase sensitivity and the emergence of many-body correla-
tions, which are general properties associated to second-order
phase transitions [20].
III. SPECTRAL PROPERTIES OF THE LIOUVILLIAN
Having characterized the phase diagram of the model, we
analyse now the spectral properties of the Liouvillian, which
contains essential information about the different dissipative
phases and non-ergodic dynamics [20, 21, 36]. In the ferro-
magnetic phase, we can use the Holstein-Primakoff expansion
to obtain an expression for the Liouvillian gap in the thermo-
dynamic limit (see Appendix II):
λ = (Γ− − Γ+)M, (10)
showing that the gap closes when M = 0, i.e. at the transition
from a ferromagnetic to a thermal phase, in agreement with
the usual description of DPTs [20, 21]. Figure 3(a) depicts
the exact ADR for a finite system, computed by numerical di-
agonalization. The ADR in the thermal phase features a small
5but finite value that, as we prove below, scales with system
size as 1/J . Below we focus on this gapless region, which is
the most promising in terms of non-ergodic dynamics.
Strong symmetry. Even for a finite system, the ADR
closes exactly at the line that separates the T↓ and T↑ phase,
θ = pi/4, as can be seen from the logarithmic-scale plot
in Fig. 3(a). The reason for this exact closing, that oc-
curs even at finite system size, is the existence of a strong
symmetry at θ = pi/4. For a general Liouvillian given by
Lρ = −i[H, ρ]+∑µ (2LµρL†µ − {L†µLµ, ρ}), a strong sym-
metry is defined by a unitary operator A which fulfils
[H,A] = 0, (11a)
[Lµ, A] = 0. (11b)
As demonstrated in Ref. [39], the existence of a strong sym-
metry implies that, if A has nA distinct eigenvalues, there are
at least nA distinct steady states of L with eigenvalue 0. In
the particular case A = H = L (with L ≡ L1 being the only
quantum-jump operator), the density matrices ρ(m) = |m〉〈m|
are all steady states with |m〉 being the eigenstates of A. In
our system, we find {H,L} ∝ Sx at the strong-symmetry
point θ = pi/4, which means that Sx is a strong symmetry
of the Liouvillian and that all its eigenstates are steady-states,
explaining the exact closing of the ADR. The existence of a
strong symmetry at θ = pi/4 is key to understand the effect of
dissipative freezing that we discuss in the following section.
Imaginary eigenvalues A more general analysis of the Li-
ouvillian spectrum in the large driving limit provides fur-
ther insight into the different ways in which the gap can be
closed well within the thermal phase and reveals the exis-
tence of eigenstates with purely imaginary values. In the limit
Ω  Γ/J , we can remove counter-rotating terms in the mas-
ter equation and obtain
ρ˙ ≈ −iΩ[Sx, ρ]+ Γθ
2J
LSx [ρ]+
χθ
8J
(
LS+x [ρ] + LS−x [ρ]
)
,
(12)
where we have defined the ladder operators in the x-direction,
S±x ≡ 12 (Sz ± iSy), and Γθ ≡ Γ(cos θ + sin θ)2, χθ ≡
Γ(cos θ − sin θ)2. For θ 6= pi/4, the steady state solution is
the infinite-temperature state ρ∞ = 1/(2J). One can find an
analytical solution of the eigenvalue problem for this Liouvil-
lian [73]; here, we provide compact, closed form expressions
for the eigenvalues and relevant eigenstates. The spectrum of
eigenvalues reads:
λ±q,k = ±iqΩ−
Γθ
2J
q2 − χθ
4J
[q + k(1 + k + 2q)] , (13)
with q = 0, 1, . . . 2J , k = 0, 1, . . . 2J − q. This spectrum is
plotted in Fig. 3(b) for different values of θ. The correspond-
ing eigenstates can be written in terms of the states:
ρ(n,m) ∝ (S+x )nρ∞(S−x )m. (14)
For a given q, the (2J+1−q) eigenstates corresponding to the
eigenvalues λiq,k can be built from superpositions of different
ρ(n,m), with (n,m) fulfilling q = |n −m| and i = sign(n −
m). In particular, the eigenstates with eigenvalue λ±q,0, which
are the slowest-decaying ones among those having the same q
(i.e. same imaginary eigenvalue), take the simple form ρ(q,0)
and ρ(0,q). In the strong symmetry situation θ = pi/4, i.e.
when χθ = 0, ρ(n,m) are the exact eigenstates themselves.
Equation (13) clearly shows that, besides the eigenvalue
λ0,0 = 0, which corresponds to the steady state, other eigen-
values with zero real part can be obtained in two ways: ei-
ther reaching the thermodynamic limit J → ∞, or tuning
the system into the strong symmetry situation, χθ = 0. For
any fixed q, limJ→∞Re[λ±q,k] = 0, implying eigenstates with
finite, purely imaginary eigenvalues. Purely imaginary eigen-
values have as a consequence the absence of stationary states
and the emergence of oscillatory dynamics in the long-time
limit [43], which has recently attracted attention in similar
models [44, 45]. This can also be observed from a mean-
field analysis (see Appendix II), which in the thermal phase
yields the closed orbits displayed at points (iv) and (viii) in
Figure 1(b).
Dynamical symmetries. Recently, it was shown that ab-
sence of a stationary state and the presence of long-time os-
cillatory dynamics in open quantum systems can be directly
implied by the existence of a dynamical symmetry operator A
fulfilling [43]:
[H,A] = ΛA, (15a)
[Lµ, A] = [L
†
µ, A] = 0. (15b)
In that case, the matrices ρ(nm) ≡ Anρ∞(A†)m, with a form
similar to the states that we defined in Eq. (14), are eigenvec-
tors of the Liouvillian with purely imaginary eigenvalues:
Lρ(nm) = i(m− n)Λρ(nm). (16)
Despite the similarities, in the particular case of our model,
the operator S−x does not fulfil the conditions (15) of a dy-
namical symmetry. However, in the Ω/Γ  1 limit, where
the system is in essence purely Hamiltonian, conditions (15)
are immediately satisfied, yielding purely imaginary eigenval-
ues that are integer multiples of Ω. We note that, in general,
this will not happen for any arbitrary dissipative system in the
purely Hamiltonian limit. Here, the existence of a dynami-
cal symmetry and oscillatory dynamics in the long-time limit
is a consequence of having a spin Hamiltonian with equally
spaced energy levels, preventing the mechanisms of eigenstate
thermalization typical of closed many-body systems [74–76].
IV. DISSIPATIVE FREEZING OF THE DYNAMICS
Having completely characterized the dissipative phases of
the system and the spectral properties of the Liouvillian, we
are ready to describe the effect of dissipative freezing. Several
manifestations of the coexistence of multiple steady states,
such as bistability and intermittency, have attracted a great
deal of attention in recent years [4–7, 29–35]. The timescale τ
associated to this intermittency is related to the inverse of the
6ADR, which necessarily diverges at a DPT associated with a
gapless Liouvillian. These critical phenomena, however, are
typically discussed in contexts in which DPTs take place in
the thermodynamic limit. Therefore, the long-time limit τ ex-
ists, at least formally, in any real, finite system.
Systems with a strong symmetry differ radically from this
situation, since the gap is exactly closed even for a finite sys-
tem. In these cases, the dynamics is split into several, uncon-
nected symmetry sectors. In this section, we describe the evo-
lution of individual quantum trajectories of the wavefunction,
and discuss the particular situation in which the initial state is
a superposition involving several of these sectors. We report
the emerging phenomenon of dissipative freezing, as we show
in Ref. [1], and discuss in further detail the implications of this
effect in several indicators of statistics of the quantum jumps,
such as the activity distribution or related quantities that ap-
pear naturally in the context of thermodynamics of quantum
trajectories [35, 77–82].
A. Freezing in individual trajectories
Dissipative evolution of the system density matrix admits
an alternative interpretation in terms of individual, stochastic
evolution of pure wavefunctions, the so called quantum-jump
or Monte Carlo wavefunction approach [41]. The predictions
of the master equation are recovered when one takes an en-
semble average over a sufficiently high number of trajectories.
The evolution of a single trajectory can be summarized as
follows. At every differential time step dt, for each element
of the type (γi/2)L0i [ρ] in the master equation, the wavefunc-
tion |ψ(t)〉 can randomly undergo a quantum jump with prob-
ability pi = γi〈ψ(t)|Oi|ψ(t)〉dt that transforms the system,
under proper normalization, as
|ψ(t+ dt)〉 ∝ Oi|ψ(t)〉. (17)
When no jump occurs, the wavefunction evolves under the
action of a non-Hermitian Hamiltonian
|ψ(t+ dt)〉 ∝ (1− iH˜ dt)|ψ(t)〉, (18)
where H˜ ≡ H − i∑i(γi/2)O†iOi. These trajectories can be
physically understood as individual, stochastic realizations of
an experiment where quantum jumps are recorded [83]. If the
system is ergodic, a time average over a single trajectory also
recovers the predictions of the master equation.
In the presence of a strong symmetry, the system is not er-
godic, and multiple degenerate steady states can exist [39].
The actual steady state of the system is then composed by
a particular superposition of these states, fixed by the ini-
tial conditions [21, 36]. However, because the evolution is
not ergodic, it is not guaranteed that a single trajectory will
switch among these states, which is the main assumption be-
hind the notion of intermittency [7, 31–35]. Another question
that poses itself is whether the conservation law associated to
the strong symmetry operator, A˙ = L†A = 0, will hold at the
level of individual trajectories.
In the particular case θ = pi/4, the model of squeezed su-
perradiance that we study here represents one of the simplest
implementations of a strong symmetry, offering a privileged
platform to address these questions. In order to do this, we
study the quantum trajectories of states initialized in super-
positions of different eigenstates of Sx. The evolution of the
wavefunction then features what we term a “dissipative freez-
ing” of the dynamics. The phenomenon is depicted on Fig. 4
(a–c): after initializing the state in a given superposition—
in this example, of the Sx eigenstates |0〉, |3〉 and |5〉—the
stochastic, dissipative evolution of the wavefunction brings it
into one of the eigenstates of Sx, with the probability of being
in any of the other ones decaying exponentially with time; the
evolution is effectively frozen in one eigenstate for an individ-
ual realization of the
As we prove in Ref. [1], an eigenstate of a strong symmetry
is invariant under this stochastic evolution, which may suggest
that any quantum trajectory could eventually get “trapped”
into one of them, analogously to a dark-state cooling or pop-
ulation trapping mechanism [84, 85]. However, it is not guar-
anteed that an initial superposition of different eigenstates will
always select a single one of these. We have unambiguously
proved [1] that this is indeed what happens in the particular
case ρ˙ = −iΩ[A, ρ] + Γ/(2J)LA{ρ}; i.e. dynamics with
a single quantum jump L and a general, Hermitian strong-
symmetry A ∝ H ∝ L. In order to prove the emergence of
dissipative freezing, we set t0 = 0 and consider an initial state
|ψ(0)〉 = ∑m cm(0)|m〉, expanded in the basis of eigenstates
of A, |m〉, with eigenvalue m. For any general quantum tra-
(a)
(b)
(c)
FIG. 4. Three different quantum trajectories at θ = pi/4 for the same
initial state (a superposition of three eigenstates of Sx). Panels (a-c)
show the three possible types of trajectories that occur. The inset in
(a) shows the exponential decrease of the occupation of non-selected
states. Parameters: J = 5, Ω = 0.8Γ.
7jectory that evolves for a time t undergoing n quantum jumps,
the probability for the final state to be in an eigenstate of |m〉
takes the form (see Appendix III):
p(m; t, n) =
1
N
(
e−|m|
2 |m|2α
)tΓ/J
|cm(0)|2, (19)
with α = nJ/(tΓ) andN a normalizing constant. In Ref. [1],
we discuss how this equation gives, in the long time limit
tΓ/J  1, a distribution where only a single eigenspace of
A†A (completely determined by n) is occupied. This equation
thus encapsulates the dissipative freezing effect.
B. Activity distribution
Now that we have presented the dissipative freezing effect,
it is instructive to analyse it in terms of one of the main ob-
servables of interest when discussing multistability; the activ-
ity [35, 77]. The activity is defined as the mean number of
quantum jumps undergone by the system per unit time; this
can be defined through the probability distribution pT (K) of
counting K jumps on a time T . Following our previous dis-
cussion, we assume the existence of a strong symmetry A
with eigenstates |m〉 and only one quantum jump operator,
L =
√
Γ/JA. We consider an initial state with the form
ρ(0) =
∑
m
cm|m〉〈m|. (20)
This initial state is a steady-state of the system, meaning that
its preparation can always be conceived as the long-time limit
of another initial state. Other choices of ρ(0) may involve
transient effects that will be irrelevant in the limit T → ∞.
We can then prove (see Appendix IV) that the photon counting
distribution takes the form:
pT (K) =
∑
m
1
K!
(
TΓm2
J
)K
e−Γm
2T/Jcm, (21)
which is dependent on the initial state. This equation presents
the multimodal structure depicted in Fig. 5(a), where we plot
it for the particular case of our model, where A = Sx. The
physical interpretation is simple: to every eigenstate |m〉 of
A, there is an associated steady state:
ρ
(m)
0 = |m〉〈m|, (22)
with a corresponding quantum-jump rate of Tr[L†Lρ] =
m2Γ/J . The set of ρ(m)0 conform a basis, meaning that any
combination of these steady-states is a also steady state. The
asymptotic state
ρss = lim
t→∞ e
Ltρ(0) =
∑
m
Tr[ρ
(m)
0 , ρ(0)]ρ
(m)
0 , (23)
is therefore strongly dependent on the initial state and given
by its overlap with each of the ρ(m)0 . Those ρ
(m)
0 having
a finite overlap with ρ(0) will manifest as a distinct peak
in the counting distribution pT (K), centered at the value
Km = Tm
2Γ/J .
Multimodality (as a signature of multistability) has been re-
cently associated with dynamical phase transitions [35] that
feature the coexistence of two phases in time, with an stochas-
tic switching between these phases that has been observed ex-
perimentally on multiple occasions [7, 31–34]. While we ob-
tain a clear multimodal structure for the activity distribution,
our results on the dissipative freezing do not match this no-
tion of intermittency. Let us therefore put our results in the
context of the theory used in Ref [35]: the thermodynamics of
quantum trajectories.
C. Thermodynamics of quantum trajectories: Dynamical
phase transition
1. Brief introduction to thermodynamics of quantum trajectories
Recently, several works [35, 77–82] have approached the
questions of multimodality and intermittency from the per-
spective of the thermodynamics of quantum trajectories. This
approach regards the set of quantum trajectories in which the
dynamics can be unraveled as an statistical ensemble that can
be analysed using the tools of statistical mechanics. In the
following, we briefly outline this theory (a comprehensive de-
Exact
Legendre-transformed
(a)
(b)
FIG. 5. (a) Probability of having K quantum jumps in a time
T = 3 · 103/Γ in the case of our model, where A = Sx. N = 20,
Ω = 0.8Γ, θ = pi/4 (strong symmetry point). (b) Rate func-
tion ϕ(k), obtained directly from the logarithm of Eq. (21) (solid,
blue) and by an Legendre transformation (dashed,red). The Legen-
dre transformed ϕ(k) is given by Eq. (30) plus an additive constant
to match the normalization of p(K) for a finite T .
8scription can be found in Refs. [35, 77]) and discuss its im-
plications in systems, such as the one we report here, where
dissipative freezing of the dynamics occurs.
Let us consider a system governed by the master equation
ρ˙ = Lρ = −i[H, ρ] + LρL† − 12{L†L, ρ}. The evolution of
ρ can be unraveled as a set of quantum trajectories [40–42] by
which a conditional density matrix ρK(t) can be built from the
ensemble average of all the trajectories of duration t having
K quantum jumps. The activity distribution is then given by
pK(t) = TrρK(t). We can define a generating function Z =
〈esK〉:
Z =
∞∑
K=0
esKpK(t) = Tr
∞∑
K=0
esKρK(t) = Trρs(t), (24)
where ρs(t) ≡
∑∞
K=0 e
sKρK(t) is a Laplace transformed
density matrix that evolves according a tilted master equation:
Wsρs = ρ˙s = −i[H, ρs] + esLρL† − 1
2
{L†L, ρ}, (25)
and the “counting field” s is a variable conjugate to K. For
s = 0, Eq. (25) corresponds to the normal master equation,
Ws = L. For s 6= 0, Eq. (25) is not a physical trace-
preserving master equation, and describes a class of dynam-
ics in which the quantum jumps are biased by the factor es.
Despite Ws being unphysical, its spectral properties contain
valuable information about the fluctuations of the ensemble
of trajectories. In particular, the partition function acquires, in
the long time limit, a large deviation form Z  etλ(s), with
λ(s) the eigenvalue ofWs with the largest real part. This al-
lows us to write the activity or mean emission rate as:
〈k〉 = 〈K〉/t = 1
t
∂Z
∂s
∣∣∣∣
s=0
=
∂λ(s)
∂s
∣∣∣∣
s=0
. (26)
This suggest the definition of a s-dependent emission rate
〈k〉s ≡ ∂λ/∂s(s). Equivalently, fluctuations in the activity
can be described by Mandel’s Q parameter, Q = (〈K2〉 −
〈K〉2)/〈K〉 − 1, given by:
Q =
∂2λ/∂s2
∂λ/∂s
∣∣∣∣
s=0
. (27)
To sum up, the behaviour of λ(s) around the vicinity of s =
0 characterizes the fluctuations of the ensemble of quantum
trajectories.
The connection to thermodynamics put forward in Ref. [77]
can be made by assuming that, in the long-time limit, pK(t)
also acquires a large deviation form
pK(t)  e−tϕ(K/t). (28)
If pK(t) describes the probability distribution of an statisti-
cal ensemble, then the rate function ϕ(K/t) = − ln pK(t)/t
plays the role of an entropy density [86]. By plugging Eq. (28)
into Eq. (24), we obtain directly that ϕ(k = K/t) and λ(s) are
related by a Legendre transformation:
λ(s) = max
k
[ks− ϕ(k)], (29)
meaning that λ(s) has the properties of a free energy. The
inverse transformation
ϕ(k) = max
s
[ks− λ(s)] (30)
is a useful relation that allows us to obtain ϕ(k) from the
knowledge of λ(s), which can in turn be computed from the
eigenvalues of Ws. However, this relation follows from the
Ga¨rtner-Ellis Theorem [86], that requires λ(s) to be differen-
tiable for all s ∈ R or, equivalently, ϕ(k) to be concave for
all k ∈ R. These are precisely the conditions that are violated
when a phase transition occurs.
2. Multistability and breaking of the intermittency: connection to
known models
In Ref. [35], the coexistence of dynamical phases was
linked to a discontinuity in the s-dependent order parameter
〈k〉s at the physical point s = 0, i.e. a first-order phase transi-
tion with respect to the counting field. Based on this temporal
coexistence between phases, such a first-order phase transi-
tion was then referred to as a dynamical phase transition. As
we show in Fig. 6(a), where we plot a numerical calculation
of 〈k〉s versus θ, the closing of the gap at the strong symmetry
point gives rise to such a discontinuity; the limit s→ 0+ fea-
tures a bright phase characterized by a high activity, whereas
for s → 0− we find a dark phase with virtually no quantum
jumps. The discontinuity turns into a continuous crossover
as we depart from the point θ = pi/4, consistent with a first-
order phase transition smoothed by finite-size effects. Such a
crossover is responsible for the phenomenon of intermittency
typically observed in finite many-body systems undergoing a
DPT [35]. When the crossover turns into a real discontinuity,
here due to appearance of a strong symmetry, intermittency is
substituted by the phenomenon of dissipative freezing.
We elaborate this argument by proving first that a strong
symmetry implies that 〈k〉s is discontinuous (a similar analy-
sis was performed in Ref [37]). Following our previous dis-
cussions, we focus on the case where a strong symmetry A is
present, and L =
√
Γ/JA. We can immediately see that the
steady states ρ(m)0 in Eq. (22) are also eigenstates ofWs, with
eigenvalues:
λ(m)(s) =
Γ
J
m2(es − 1). (31)
Since these are the largest eigenvalues for s = 0, they must
also be in the vicinity of that point. Therefore, we can write
λ(s) around s = 0 as:
λ(s) =
{
(Γ/J)m2min(e
s − 1) s < 0
(Γ/J)m2max(e
s − 1) s > 0, (32)
with mmin/max the minimum/maximum eigenvalues of A. If
mmin 6= mmax, it is clear that λ(s) shows a singular behaviour
at s = 0, having a discontinuous derivative. Contrary to the
situations typically considered, the discontinuity does not be-
come a crossover when the system has a finite size, since its
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FIG. 6. (a) 〈k〉s versus θ, featuring the coexistence between a bright
and a dark phase in the vicinity of θ = pi/4. (b) Probability distribu-
tion pT (k) of the activity versus the squeezing angle θ for Ω = 0.8Γ.
The distribution for each θ has been computed from 400 Monte Carlo
trajectories. The time T has been taken en each case as half the re-
laxation time, τ = 1/|λ1|. Points (i—iii) indicate the three values
of θ shown in panel (c). Solid-blue (dashed-black) correspond to 〈k〉
calculated from the master equation (the Monte Carlo trajectories);
dashed, blue lines correspond to the variance ∆k2 computed from
the Monte Carlo trajectories.
origin is the exact closing of the Liouvillian gap due to the
strong symmetry (see Fig. 3). If we were to try to find ϕ(k)
by blindly applying Eq. (30) with a generic expression for
λ(s) = (Γ/J)m2(es − 1), we would find that the value of
s that maximizes ks− λ(s) is given by:
s =

ln
[
Jk/(Γm2min)
]
k < ΓJm
2
min,
ln
[
Jk/(Γm2max)
]
k > ΓJm
2
max,
0 ΓJm
2
min < k <
Γ
Jm
2
max,
(33)
This yields the rate function shown in dashed-red in Fig. 5(b):
the non-concave regions of ϕ(K/t) associated to multimodal-
ity translate into a nonphysical flat plateau when one tries to
use the inverse Legendre transformation in Eq. (30). This re-
sult connects back to standard thermodynamics, where phase
transitions are associated with non-concavities in the underly-
ing fundamental equations for the thermodynamic potentials.
A multimodal distribution pT (k) as we obtained in Eq. (21)
will always yield a discontinuous λ(s) and will therefore be
linked to a first-order phase transition.
To summarize, we have discussed the notions of dissipa-
tive freezing (19), multimodal activity distributions (21) and
first order phase transitions at the trajectory level (33). We
conclude that these phenomena are linked, since all of them
emerge from the existence of a strong symmetry that yields
a perfect closing of the Liouvillian gap for any system size.
Intermittency is therefore a consequence of the finite system
size; it implies a smoothing of the phase transition that al-
lows to make use of Eq. (30), but that gives in turn a unimodal
probability distribution: i.e. in the long time limit, intermit-
tency destroys multimodality [87]. Dissipative freezing can
therefore be alternatively described as the survival of multi-
modality in the long-time limit. In quantum metrology, this
has strong implications for the scaling in time of the Fisher
information [87].
These ideas are further supported by numerical calculations
in Fig. 6(b-c), where we show pT (k) computed from sets of
quantum trajectories, for time windows approximately twice
the inverse Liouvillian gap, T ≈ (2 Re{λ2})−1. The value
of Ω = 0.8Γ is such that we can observe the transition from
the ferromagnetic to the thermal phase at θc ≈ 0.4. When
this transition is crossed, fluctuations start increasing with θ—
see dashed blue lines in panel (b)—and the unimodal distribu-
tion is strongly distorted. This characteristic of the thermal
phase is the consequence of the increased asymmetry on 〈k〉s
at s = 0—see panel (a)—which is associated to the closing
of the Liouvillian gap. As we get close to pi = pi/4, where
Re{λ2} = 0, it becomes impossible to simulate times of the
order of Re{λ2}−1. In the plot, this is identified by the emer-
gence of several peaks in pT (k): the crossover in 〈k〉s gives
rise to a multi-peaked structure that would merge into a sin-
gle peak were T long enough. Since this multimodality does
not correspond to the long-time limit, the large-deviations ap-
proach is unable to describe it; this is the situation in which
intermittency occurs. On the other hand, the strong symmetry
point features a multimodal pT (k) for any T ; that survival of
the multimodal structure is the signature of dissipative freez-
ing of the dynamics.
Finally, we note that the closing of the Liouvillian gap in the
thermodynamic limit of the thermal phase—c.f. Eq. (13)—
also yields a crossover in 〈k〉s (see Fig. 7). Since this closing
is of a different nature (associated with eigenvalues with imag-
10
FIG. 7. Emergence of a crossover in the s-dependent activity param-
eter with increasing system size at θ = 0. Ω = 4Γ.
inary part), it offers the interesting prospect of studying mul-
tistability and intermittency between phases displaying coher-
ent, oscillatory dynamics in the long-time limit. This could be
done, for instance, by analysing the time correlations between
the spectral features of the different phases, as we discuss in
the following section.
V. SIGNATURES OF CRITICAL DYNAMICS IN THE
EMITTED LIGHT
In this section, we discuss the possibility of probing some
of the essential features of the low-energy spectrum of the Li-
ouvillian by analysing the light emitted by the system. Many
of the essential features of critical dissipative dynamics are
encoded in the spectral properties of the Liouvillian. Sta-
tionary observables of the form 〈O〉 = Tr[Oρ0] contain a
limited amount of information about these properties, since
they depend only on the lowest eigenvalue of L. How-
ever, observables involving two-time correlators of the form
〈O(t)O(t + τ)〉 require a knowledge not only of ρ0, but also
of the Liouvillian L. Consequently, they carry information
about the dynamics of the system that is not present ρ0, and
can provide valuable data about L, such as its spectral prop-
erties, in an experimentally accessible way. To illustrate this
point, we focus here on the case of the spectrum of emission,
providing a closed-form expression in terms of the Liouvillian
eigenvalues and right and left eigenstates.
We define the (unnormalized) spectrum of emission as
S(ω) = lim
t→∞
1
pi
Re
∫ ∞
0
dτ eiωτ 〈a†(t)a(t+ τ)〉, (34)
where, generally, a is some system operator linked to the bath
output operator by input-output relations (in our case, a =
Dθ). By applying the quantum regression theorem [88], we
obtain:
S(ω) = lim
t→∞
1
pi
Re
∫ ∞
0
dτ eiωτTr
[
aeLτ (ρ(t)a†)
]
. (35)
Note that, typically, the limit t → ∞ will imply that ρ(t) is
simply ρ0, the steady state of the system. In most systems this
steady state is unique, but here we want to take into account
the possibility of multiple steady states (i.e. multiple eigen-
states of L with eigenvalues with zero real part), meaning that
ρ(t) can be any superposition of these steady states, defined
by the initial state. Therefore, we take the limit t → ∞ and
substitute ρ(t) by an arbitrary superposition of steady states,
ρss, determined by the initial state. We can perform a spectral
decomposition of the Liouvillian to write, for any ρ:
eLtρ =
∑
µ
eλµtTr[ρL,µρ]ρR,µ, (36)
where ρL/R,µ is the left/right eigenstate of L with eigenvalue
λµ. This allows us to write
S(ω) =
1
pi
Re
∫ ∞
0
dτ
∑
µ
e(iω+λµ)τ
× Tr[aρR,µ]Tr[a†ρL,µρss]. (37)
By defining
ωµ ≡ Im{λµ} (38a)
γµ/2 ≡ −Re{λµ} (38b)
Lµ ≡ Re
{
Tr[aρR,µ]Tr[a
†ρL,µρss]
}
(38c)
Kµ ≡ Im
{
Tr[aρR,µ]Tr[a
†ρL,µρss]
}
, (38d)
we can formally integrate Eq. (37) and obtain
S(ω) =
1
pi
∑
µ,Re{λµ}6=0
(γµ/2)Lµ − (ω + ωµ)Kµ
(γµ/2)2 + (ω + ωµ)2
+
∑
µ,Re{λµ}=0
[
Lµδ(ω + ωµ) +
Kµ
pi
P.V.
(
1
ω + ωµ
)]
.
(39)
Note that terms with Re{λµ} = 0 give rise to a series of
δ-peaks in the spectrum, positioned at frequencies that are
given by the imaginary part of the eigenvalues with zero
real part. The last term means that the principal value in-
tegral of 1/(ω + ωµ) should be computed when integrating
that distribution. That term never appears in the case of a
unique steady state (µ = 0), since in that case ρL,0 = 1 and
K0 = Im
{|〈a〉ss|2} = 0. All the terms proportional to Kµ in
Eq. (39) are dispersive lineshapes that break the symmetry of
the corresponding Lorentzians (proportional toLµ). Although
they may appear unphysical (since they can yield negative val-
ues) they give a physical result once the sum is performed.
Equation (39) tells us that the spectrum of emission can be
used to probe the Liouvillian spectrum and also infer, indi-
rectly, information about the right and left eigenvectors. Sim-
ilar formal integrations of Eq. (35) have been presented be-
fore [89–91]; ours differ from these in that they make explicit
use of the left and right eigenvectors of L. In particular, we
see that the existence of eigenvalues with zero real part and
finite imaginary part translates into the presence of measur-
able δ-peaks in the spectrum. These turn into peaks with a
finite width when the linewidth of the detectors and/or other
unavoidable losses to different channels are included in the
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FIG. 8. (a) Liouvillian eigenvalues λµ weighted by Lµ. This illustrates the set of eigenvalues that are experimentally accessible by the
measurement of the spectrum of emission. (b) Spectrum of emission versus Ω, for θ = 0. (c) Spectrum versus θ, for Ω = 0.8Γ. At the strong
symmetry point, the gap closes exactly, and the spectrum features an extreme line-narrowing. White, dashed lines indicate where a phase
transition occurs; the signature of the phase transition is the emergence of sideband peaks.
description. Figure 8 illustrates the information about the Li-
ouvillian eigenvalues provided by the spectrum in the model
discussed in this work: panel (a) shows distribution of eigen-
values for N = (5, 10), weighted by their value of Lµ. This
way, features like the emergence of imaginary eigenvalues
with vanishing real part in the thermodynamic limit can be di-
rectly measured in the laboratory. We show this in panel (b),
where the ferromagnetic-thermal DPT is shown to be accom-
panied by the emergence of sideband peaks in the fluorescence
spectrum; this is the well known generalization of the Mollow
triplet to the case of collective resonance fluorescence [92].
The result that the Liouvillian gap closes in this phase as 1/N
can be confirmed experimentally: as shown in Fig. 9, it can be
measured directly as a decrease in the linewidth of the spec-
tral peaks. Finally, Fig. 8(c) shows the emergence of sideband
peaks when θ is varied so as to enter in the thermal phase, and
the observation of extreme line-narrowing as the gap is closed
FIG. 9. Spectrum of emission, S(ω), in the thermal phase, for differ-
ent values of N . The fact that the real part of the highest eigenvalues
goes to zero as 1/N can be measured as a narrowing of the spectral
peaks. Parameters: θ = 0, Ω = 2Γ.
exactly at the strong-symmetry point.
These results open the intriguing possibility of exploring
the notions of ergodicity, intermittency and dissipative freez-
ing in systems with Liouvillian eigenvalues with vanishing
real part and finite imaginary part by studying temporal corre-
lations between different spectral windows [90, 93–99]. This
will be a topic of study for future works.
VI. CONCLUSIONS
We have studied the model of squeezed superradiance an
analysed the different types of non-ergodic dynamics emerg-
ing in dissipative phases with a gapless Liouvillian. In or-
der to identify the relevant regimes of non-ergodic dynamics,
we have completely characterized the phase diagram of the
system, its metrological properties, and its Liouvillian spec-
trum. We have shown the existence of non-stationary dynam-
ics linked to Liouvillian eigenvalues with a finite imaginary
part and a vanishing real part in the thermodynamic limit,
and we have reported the phenomenon of dissipative freez-
ing that appears when the Liouvillian has a strong symmetry.
We have connected the phenomenon of dissipative freezing
with the theory of thermodynamics of quantum trajectories,
showing that it is linked to a real discontinuity in the asso-
ciated first-order phase transition with respect to the counting
field. Intermittency is, on the other hand, linked to the smooth-
ing of such first-order phase transition into a crossover due
to finite-size effects. Notably, the model studied here allows
to explore all this phenomenology with a finite size system
that can be treated numerically. Our work sheds new light on
the critical behaviour of open systems with finite system size,
and might provide new routes in the development of sensors
based on the critical behaviour of driven-dissipative quantum
systems [87, 100–103].
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APPENDIX I: MEAN FIELD EQUATIONS
The study of mean-field equations provides insight into the
system dynamics and the different dissipative phases in the
thermodynamic limit, J → ∞. In that case, writing the com-
mutator between the normalized angular momentum operators
si ≡ Si/J , i ∈ {x, y, z}, yields a value [si, sj ] = iijksk/J
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(with ijk the Levy-Civita symbol) that tends to zero. One
thus obtains the set of equations:
s˙x = (Γ− − Γ+)sxsz, (40a)
s˙y = −Ωsz + (Γ− − Γ+)sysz, (40b)
s˙z = Ωsy − (Γ− − Γ+)(s2x + s2y), (40c)
where Γ± are given by Eqs. (4a, 4b). At the level of descrip-
tion of the mean-field equations, the role of the squeezing an-
gle θ is therefore to renormalize the decay rate Γ by the factor
(cos2 θ− sin2 θ), since Γ−−Γ+ = Γ(cos2 θ− sin2 θ). Given
that these equations conserve the total normN = s2x+s2y+s2z ,
we can write them as a reduced set of dynamical equations in
terms of the polar angles {Θ ∈ [0, pi],Φ ∈ [−pi, pi]}, related
to the cartesian coordinates as:
sx = sin Θ cos Φ, (41a)
sy = sin Θ sin Φ, (41b)
sz = − cos Θ. (41c)
Note that our definition differs from the standard one by the
sign of the last equation, which means that the angle Θ is de-
fined with respect to the negative z-axis in order to make the
lowest eigenstate of Sz correspond to Θ = 0. The dynamical
equations for the spherical angles are:
Θ˙ = Ω sin Φ− (Γ− − Γ+) sin Θ (42a)
Φ˙ = Ω cos Φ cot Θ (42b)
The previous equations define a vector field of derivatives on
the Bloch sphere; these field lines are sketched in Fig. 1(b) for
different values of (Ω/Γ, θ), together with the spin Wigner
function [64, 65] of the exact steady state on a finite system
(N = 50). A mean field approach does not necessarily of-
fer a faithful description of the dynamics [29]; in our model,
it assumes a classical, point-like state on the Bloch sphere,
therefore failing to describe spin fluctuations. Despite this, it
is interesting to notice that, in a finite system, the shape of the
fluctuations in the Bloch sphere actually bears some similari-
ties with the vector field of derivatives predicted by the mean-
field [105]. This is observed in Fig. 1, where it is clearly seen
that the asymmetry in the density of field lines at both sides of
the steady-state (moving along the meridian) is replicated as
an asymmetry in the corresponding Wigner function.
We move now into analysing the steady solutions of these
dynamical equations. Regarding the angle Φ, Eq. (42b) al-
ways has a stationary solution at Φ = ±pi/2. It is instructive
to consider the dynamics of Θ for Φ = pi/2, which reduces
to:
Θ˙ = Ω− (Γ− − Γ+) sin Θ. (43)
One can picture this as a dynamical equation for a pendulum,
driven by the first term and damped by the second. The steady
state solution Θ0 is determined by setting (43) to zero, which,
from Eq. (41), yields the magnetization M ≡ sz(t → ∞)
given by Eq. (7). In general, the stationary solutions of
Eqs. (40a–40c) read:
〈sz〉 = M, (44a)
〈sx〉 = 0, (44b)
〈sy〉 =
√
1−M2, (44c)
There are two situations in which these solutions do not
hold.
1. At the point Γ− − Γ+ = 0, where Sx becomes a
strong symmetry, Eq. (43) does not have a stationary
solution except for the trivial case Ω = 0. In particu-
lar, looking back at Eqs. (40a–40c), we see that at this
point the evolution corresponds to a circular motion on
a plane of constant sx, with sy = (1 − s2x) cos(Ωt),
sz = (1− s2x) sin(Ωt).
2. At the critical value
Ωc = Γ− − Γ+ = Γ(cos2 θ − sin2 θ), (45)
we have M = 0, which means that the energy supplied
by Ω is enough to reach the equator of the Bloch sphere,
where the drag is maximum.
Therefore, for values Ω > Ωc, the pendulum is able to go
beyond the equator, with a driving that now is large enough
for it to engage in a perpetual oscillation across the Bloch
sphere. This is reflected on the fact that Eq. (43) has no sta-
tionary solution and in the unphysical imaginary value of M
predicted by Eq. (7) for Ω > Ωc. The emergence of initial-
state-dependent closed trajectories at Ω > Ωc is represented
on points (iv) and (viii) of Fig. 1(b). This transition to a
phase with time-periodic steady states corresponds, in the case
θ = 0, to the well-studied second order DPT of collective res-
onance flourescence [60, 62, 63], it is related to the existence
of steady states with imaginary eigenvalues [43] and it was the
subject of a recent work [44, 45] where similar models have
been used to describe dissipative time crystals.
In general, we observe that the role of the squeezed decay
parametrized by θ is to lower the value of critical driving to-
wards Ωc → 0 as θ → pi/4 (and Γ− → Γ+). Note that such
an apparent non-ergodic dynamics does not survive in the full
quantum solution for a finite system, which does reach station-
arity on a time that, however, diverges with the system size (as
predicted by the eigenvalue equation Eq. (13)). The stationary
oscillations predicted by the mean-field equations are, there-
fore, the thermodynamic limit of a transient phenomena.
APPENDIX II: SPIN OBSERVABLES
A. Holstein-Primakoff approximation
Hewe we use a Holstein-Primakoff (HP) approxima-
tion [106] to obtain analytical expressions for spin mean val-
ues and fluctuations, which can be linked to the Liouvillian
gap in the ferromagnetic phase. The exact HP transformation
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writes the angular momentum operator in terms of a bosonic
mode with annihilation operator b:
S− = (
√
2J − b†b)b
Sz = b
†b− J (46)
The HP approximation, consisting of a truncated series ex-
pansion of the square root in Eq. (46), is based on the premise
that the upper levels of the finite ladder of eigenstates of Sz
are not occupied. Therefore, the nonlinear features that distin-
guish such a finite ladder from the infinite one of an harmonic
oscillator are negligible, and S− is accurately described by
the bosonic operator b. We will use the equations (46) for
θ < pi/4 (where we know they are a better description since
the system tends to be polarized towards the negative z di-
rection) and assume the same result applies for θ > pi/4 by
flipping the spin and changing parameters Γ− ↔ Γ−+.
Following the approach outlined in Ref. [20], we use a dis-
placed operator:
b→ b+
√
Jβ (47)
that accounts for the mean polarization of the system. Using
the renormalized operators s− ≡ S−/J and sz ≡ Sz/J , the
corresponding HP expression expanded in terms of  = 1/
√
J
reads:
s− =
√
k
√
1− βb
† + β∗b
k
− 2 b
†b
k
(β + b) =
∑
i
is
(i)
− .
(48)
with k = 2− |β|2. Up to first order in , we have:
s
(0)
− =
√
kβ, (49a)
s
(1)
− =
1
2
√
k
[(2k − |β|2)b− β2b†]. (49b)
For the sz operator, we have sz =
∑
i 
is
(i)
z , with:
s(0)z = |β|2 − 1, (50a)
s(1)z = βb
† + β∗b. (50b)
It is useful to expand equation (1) as:
ρ˙ = −i [ΩSx, ρ] + Γ−
2J
LS−ρ+
Γ+
2J
LS+ρ
+
χ
2J
(2S−ρS− − {S2−, ρ}+ 2S+ρS+ − {S2+, ρ}), (51)
where Γ± are defined by Eqs. (4a, 4b), χ ≡ Γ sin θ cos θ,
and we defined the Lindblad operators LO{ρ} ≡ 2OρO† −
O†Oρ− ρO†O. Then, we obtain
1
J
ρ˙ = −i [Ω sx, ρ] + Γ−
2
Ls−{ρ}+
Γ+
2
Ls+{ρ}
+
χ
2
(2s−ρs− − {s2−, ρ}+ 2s+ρs+ − {s2+, ρ})
=
[
L(0) + L(1) + 2L(2) +O(3)
]
ρ. (52)
From Eq. (50) we immediately obtain L(0) = 0. To all orders
in the expansion, the Hamiltonian term describing coherent
driving can be grouped together with a term coming from the
dissipative part, in the following form:
− i
2
[
s
(n)
+
(
Ω− is(0)− (Γ+ − Γ−)
)
+ h.c., ρ
]
. (53)
We can therefore simplify the dynamics by eliminating the
driving terms to all orders if we choose a proper value for the
displacement β, such that
Ω−is(0)− (Γ+−Γ−) = Ω−i
√
2− |β|2β(Γ+−Γ−) = 0. (54)
This equation has three solutions that, written in terms of r
and φ as βi = rieiφi , read:
r1 =
√
1 +M φ1 = −pi/2, (55a)
r2 =
√
1−M φ2 = −pi/2, (55b)
r3 =
√
1 +Q φ3 = pi, (55c)
where M is given by Eq. (7) and we defined:
Q ≡
√
1 +
(
Ω
Γ+ − Γ−
)2
. (56)
The first two solutions only exist only when r1 and r2 are
real; we can identify the point at which these solutions cease
to exist as the critical point where the phase transition occurs
and the HP approximation is not well suited to describe the
new phase. The critical lines Ωc(θ) that we get in this way
coincide with the mean field result, Eq. (5), since determin-
ing β is essentially analogous to determining the steady-state
mean-field solution.
We proceed now to demonstrate that β = β1 is the only
valid choice for the displacement by analysing the dynamics
of the bosonic mode. Since all the terms of the form (53)
are cancelled, we have L(1) = 0. We define A ≡ (2k −
|β|2)/(2√k) and B ≡ −β2/(2√k), so that s(1)− = Ab +
Bb†, and expand the density matrix ρ(t) =
∑
n 
nρ(n)(t). By
equating powers of , Eq. (52) yields a master equation for the
lowest order density matrix, ρ(0)(t):
ρ˙(0)(t) = L(2)ρ(0)(t) = γ−
2
Lb{ρ(0)}+ γ+
2
Lb†{ρ(0)}
+
η
2
(2bρ(0)b− {bb, ρ(0)}+ 2b†ρ(0)b† − {b†b†, ρ(0)}),
(57)
where γ− ≡ Γ−A2 +Γ+B2 +2χAB, γ+ ≡ Γ+A2 +Γ−B2 +
2χAB, η ≡ AB(Γ− + Γ+) + χ(A2 + B2) are all real quan-
tities (since β = −ir1 is purely imaginary). The dynamics
for 〈b〉 and 〈b†〉 is given by the equation v˙ = Wv, with
v = (〈b〉, 〈b†〉)T and
W = 1
2
(
γ+ − γ− 0
0 γ+ − γ−
)
. (58)
The eigenvalues ofW describe the energy excitation spectrum
of the Liouvillian [20] with highest real part, to the lowest
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FIG. 10. Eigenvalues as a function of the normalized driving ampli-
tude Ω/(Γ−−Γ+), assuming Γ− > Γ+. Lines: analytical solutions
given by Eq. (60). Markers: numerical solutions for finite systems.
Below Ω/(Γ− − Γ+) = 1, the only valid solution is λ1.
order in . We therefore find that the gap in the Liouvillian
λ = (γ+ − γ−)/2 is purely real:
λ =
Γ+ − Γ−
2
(A2 −B2) = −(Γ− − Γ+)(1− |β|2) (59)
From the three values of βi = rieiφi we get:
λ1 = (Γ− − Γ+)M, (60a)
λ2 = −(Γ− − Γ+)M, (60b)
λ3 = (Γ− − Γ+)Q. (60c)
These three solutions are shown in Fig. 10. Only λ1 has a
negative real part in the region Ω < Γ− − Γ+ where these
solutions are valid, and therefore the only valid choice of dis-
placement is
β = e−ipi/2
√
1 +M. (61)
The other choices give γ+ > γ−, which clearly yield unstable
equations of motion for the bosonic mode, since the effective
pumping is larger than the losses and observables diverge; this
is related to the instability of the corresponding steady mean-
field solutions. The point where the gap closes γ+ = γ− is
therefore associated with this instability in the equations of
motion of the bosonic mode; this indicates that fluctuations in
the spin become comparable to J and indicates the onset of
the dissipative phase transition.
B. Spin polarization
We can now compute spin observables in the ferromagnetic
phase, where the HP expansion holds. In order to expand spin
mean values 〈sz/±〉 in powers of , we must take into account
both the HP expansions [Eqs. (49) and (50)] and the expansion
of ρ(t). Doing so, one obtains, to order 2:
〈sz/±(t)〉 = Tr[s(0)z/±ρ(0)]+
{
Tr[s
(1)
z/±ρ
(0)] + Tr[s
(0)
z/±ρ
(1)]
}
+2
{
Tr[s
(2)
z/±ρ
(0)] + Tr[s
(1)
z/±ρ
(1)] + Tr[s
(0)
z/±ρ
(2)]
}
+O(3),
(62)
where we omitted the time dependence of the ρ(n)(t) for sim-
plicity. Noting that s(0)z/± is a c-number, and that, by defini-
tion, Tr[ρ(1)] = Tr[ρ(2)] = 0, the terms Tr[s(0)z/±ρ
(1)] and
Tr[s
(0)
z/±ρ
(2)] in Eq. (62) are equal to zero.
However, there are non-vanishing terms proportional to
2 that depend on ρ(1). Since the effective master equation
ρ˙(1)(t) = L(2)ρ(1) + L(3)ρ(0) is no longer quadratic, these
terms prevent us to obtain a closed expression for 〈sz/±〉 at
order 2 = 1/J .
Let us define the correlators to zeroth order in ρ as 〈O〉0 ≡
Tr[Oρ0]. In order to evaluate the first-order terms 〈s(1)z/±〉0
in Eq. (62), we must use Eq. (57) to obtain correlators of the
form 〈b〉0. In general, the dynamics of any arbitrary correlator
〈b†mbn〉0 will be given by:
d〈b†mbn〉0
dt
=
γ+ − γ−
2
(n+m)〈b†mbn〉0
+ γ+mn〈b†m−1bn−1〉0 − η
2
m(m− 1)〈b†m−2bn〉0
− η
2
n(n− 1)〈b†mbn−2〉0. (63)
In particular, we are interested in the stationary limit t → ∞,
where the density matrix fulfils L(2)ρ(0) = 0 (in the follow-
ing, the notation 〈 〉0 and ρ(n) will refer to stationary values).
We obtain steady state values of the correlators by setting the
derivatives of Eq. (63) to zero. This way, we get, for the case
m = 0, n = 1:
〈b〉0 = 0. (64)
Since 〈s(1)z 〉0 and 〈s(1)± 〉0 are proportional to 〈b〉0 and 〈b†〉0,
we find that they are all zero and, therefore, conclude that
〈sz/±〉 has no first-order dependence on . Therefore, using
Eqs. (50), (49) and (61), we find that the stationary expec-
tation values 〈sz〉, 〈sx〉 and 〈sy〉 are given, with corrections
to second order in , by the zeroth-order terms Tr[s(0)z/±ρ
(0)],
which coincide with the solutions of the mean-field equa-
tions (44):
〈sz〉 = M = −R+O(2) (65a)
〈sx〉 = 0 +O(2) (65b)
〈sy〉 = Ω
Γ+ − Γ− +O(
2) (65c)
C. Spin fluctuations: spin squeezing
Our lack of an analytical expression of ρ(n) for n > 0
prevents us from obtaining closed-form expressions for the
second-order corrections to the mean spin. However, it is pos-
sible to get expressions for the fluctuations ∆s2z/± to second
order, which is the lowest in their expansion. In particular, it
is easy to prove that:
∆sz/±2 = 〈s(1)z/±
2〉0 +O(3). (66)
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The mean spin direction in the thermodynamic limit, ob-
tained from Eqs. (65a–65c), can be written as:
um =
〈sx〉ux + 〈sy〉uy + 〈sz〉uz√〈s2〉 = √1−M2uy +Muz
(67)
We are interested in the squeezing along some direction
in the plane perpendicular to um, u⊥(ϕ) ≡ cos(ϕ)ux −
sin(ϕ)[−Muy +
√
1−M2uz]; this direction to be deter-
mined by finding the ϕ that maximizes the squeezing. As
we prove in Appendix VI D, ux is always the preferential di-
rection of squeezing. In order to compute ξ⊥, it is useful to
obtain, from the solution of Eq. (57), the expression for the
mean quadratic correlators:
〈b†b〉 = γ+
γ− − γ+ , (68a)
〈b2〉 = 〈b†2〉 = η
γ+ − γ− . (68b)
Using these, we can write the following expression for the
variance:
∆s2x =
k
2J
(
〈b†b〉 − 〈b2〉+ 1
2
)
+O(3), (69)
and from there, obtain the expression for the spin squeezing:
ξ2⊥ =
N(∆Sx)
2
〈S〉2 = k
(
γ+ − η
γ− − γ+ +
1
2
)
+O(). (70)
which can be rewritten in the form shown in Eq. (9).
D. Preferential direction of squeezing
To complete our previous discussion, we demonstrate here
that ux is the direction with minimum fluctuations finding
the angle ϕ that minimizes spin fluctuations along the gen-
eral direction u⊥(ϕ). We define the a short notation for the
following quantities with the properties of sine and cosines,
c ≡ cos(ϕ), s ≡ sin(ϕ), c˜ ≡ M and s˜ ≡ √1−M2, and
define the covariance cov[X,Y ] ≡ 〈(X − 〈X〉)(Y − 〈Y 〉)〉.
Then, we get, for the fluctuations along a general direction
perpendicular to the mean spin:
(∆S⊥)2
J2
=
1
J2
{
s2
[
c˜2
2cov[S+, S−]− (∆S+)2 − (∆S−)2 − 2〈Sz〉
4
+ s˜2(∆Sz)
2
−is˜c˜
(
(∆S+Sz)
2 − (∆S−Sz)2 + 〈S+〉+ 〈S−〉
2
)]
+ c2
[
2cov[S+, S−] + (∆S+)2 + (∆S−)2 − 2〈Sz〉
4
]
+
+sc
[
ic˜
(∆S+)
2 − (∆S−)2
2
− s˜
(
cov[S+, Sz] + cov[S−, Sz] +
〈S+〉 − 〈S−〉
2
)]}
(71)
that we can express, grouping the coefficients of s2, c2 and sc
into three parameters κ, λ and µ respectively, as:
(∆S⊥)2
J2
=
1
J
[
κ sin(ϕ)
2
+ λ cos(ϕ)
2
+ µ cos(ϕ) sin(ϕ)
]
=
1
2J
[(λ− κ) cos(2ϕ) + µ sin(2ϕ) + κ+ λ] . (72)
To find the angle ϕ that minimizes (∆S⊥)2, we take the
derivative with respect to ϕ and make it equal to zero, giv-
ing the following solution for ϕ:
2ϕ = arctan
(
µ
λ− κ
)
. (73)
This function is usually treated as a single-valued function by
restricting the domain of tan(x) to x ∈ [−pi/2, pi/2]. We
know from numerical calculations that indeed ϕ ≈ 0, so we
use this single-valued definition of arctan(x). In that case,
we can use the properties:
cos[arctan(x)] =
1√
x2 + 1
, (74a)
sin[arctan(x)] =
x√
x2 + 1
, (74b)
and then get:
(∆S⊥)2
J2
=
1
2J
κ+ λ+ (λ− κ)
√
1 +
(
µ
λ− κ
)2 .
(75)
We are now left to compute the values of κ, λ and µ. To do
so, let us observe that, to order 2:
〈S2−〉
J2
= 〈s(0)−
2〉+ 1
J
[
〈s(1)−
2〉+ 〈s(0)− s(2)− 〉+ 〈s(2)− s(0)− 〉
]
(76)
and, since s(0)− is a c-number, we have that (∆S−)
2/J2 =
〈s(1)−
2〉/J . By following the same argument to express the
19
rest of variances and covariances present in the equation in terms of the s(n)±,z , we can write down the following values of
κ, λ and µ, to zero order in :
κ = c˜2
2〈s(1)+ s(1)− 〉 − 〈s(1)+
2〉 − 〈s(1)−
2〉 − 2〈s(0)z 〉
4
+ s˜2〈s(1)z
2〉 − is˜c˜
[
〈s(1)+ s(1)z 〉 − 〈s(1)− s(1)z 〉+
〈s(0)+ 〉+ 〈s(0)− 〉
2
]
, (77)
λ =
2〈s(1)+ s(1)− 〉+ 〈s(1)+
2〉+ 〈s(1)−
2〉 − 2〈s(0)z 〉
4
, (78)
µ = ic˜
〈s(1)+
2〉 − 〈s(1)−
2〉
2
− s˜
(
〈s(1)+ s(1)z 〉+ 〈s(1)− s(1)z 〉+
〈s(0)+ 〉 − 〈s(0)− 〉
2
)
. (79)
Taking into account that 〈b2〉 = 〈b†2〉, and s(1)− = Ab+Bb†,
we can write the expressions of the correlators appearing in
the equations:
〈s(1)±
2〉 = 〈b2〉(A2 +B2) + 2AB〈b†b〉+AB (80a)
〈s(1)+ s(1)− 〉 = 〈b†b〉(A2 +B2) + 〈b2〉2AB +B2 (80b)
〈s(1)z
2〉 = |β|2 [2(〈b†b〉 − 〈b2〉) + 1] (80c)
〈s(1)+ s(1)z 〉 = i|β|(A−B)(〈b†b〉 − 〈b2〉) +Bβ (80d)
〈s(1)− s(1)z 〉 = i|β|(A−B)(〈b2〉 − 〈b†b〉) +Aβ (80e)
We know 〈s(0)− 〉 =
√
kβ = −〈s(0)+ 〉, and from Eq. (80e) and
(80e) we have that 〈s(1)+ s(1)z 〉 + 〈s(1)− s(1)z 〉 = β(A + B) =
−i|β|√k = −is˜. Also, 〈s(1)+
2〉 = 〈s(1)−
2〉. It is then easy to
see that
µ = 0→ ϕ = 0 (81)
proving that, in the thermodynamic limit, ux is always the
preferential direction for squeezing.
APPENDIX III: PROBABILITY AMPLITUDES OF
GENERAL MONTE CARLO TRAJECTORIES
In this section demonstrate Eq. (19) of the main text. By
expanding the wavefunction in eigenstates |m〉 of the strong
symmetry, we find, for a trajectory with jumps at times
(t1, . . . , tn) < t:
|ψ(t)〉 ∝ e−iH˜(t−tn)A|ψ(Tn)〉 ∝
∑
m
e−iH˜(t−tn)mcm(tn)|m〉 ∝
∑
m
e−iH˜(t−tn)me−iH˜(tn−tn−1)mcm(tn−1)|m〉
∝ . . . ∝ e−iH˜tmn cm(0)|m〉 (82)
From here, taking into account that H˜ = H − iΓA†A/(2J),
the probability to find the |ψ(t)〉 in an eigenstate |m〉 simply
reads:
p(m; t, n) = |〈m|ψ(t)〉|2 = 1Nt,n e
−Γ|m|2t/J |m|2n|cm(0)|2
(83)
with Nt,n a normalization constant. Defining a rate α =
nJ/(Γt), we can rewrite Eq. (83) as
p(m; t, α) =
1
Nt,α
(
e−|m|
2 |m|2α
)tΓ/J
|cm(0)|2. (84)
APPENDIX IV: EXACT EXPRESSION FOR THE ACTIVITY
DISTRIBUTION
In this section, we demonstrate Eq. (21) of the main text.
Defining the quantum-jump superoperator J {·} ≡ L{·}L†
and the no-jump part of the Liouvillian S = L−J , the prob-
ability for the system to experience K quantum jumps on a
time T , starting at the state ρ(0), is given by [40, 107]:
pT (K) =
∫ T
0
dtK
∫ tK
0
dtK−1 . . .
∫ t2
0
dt1Tr
[
eS(T−tK)J eS(tK−tK−1) · · · J eSt1ρ(0)
]
. (85)
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From Eqs. (11a, 11b), we find:
eSt|m〉〈m| = e−Γ|m|2t/J |m〉〈m| (86a)
J |m〉〈m| = Γ
J
|m|2|m〉〈m| (86b)
and therefore:
pT (K) =
∫ T
0
dtK ...
∫ t2
0
dt1
∑
m
cm
(
Γ
J
|m|2
)K
e−Γ|m|
2T/J
=
∑
m
1
K!
(
TΓ|m|2
J
)K
e−Γ|m|
2T/Jcm. (87)
