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Resumen
La creciente capacidad de integración de las
FPGA está convirtiendo estos dispositivos en
la plataforma preferida para el prototipado rá-
pido de sistemas digitales complejos. Por otro
lado, a medida que la tecnología se reduce, co-
bra importancia la protección de los sistemas
frente a los fallos transitorios inducidos por ra-
diación (por ejemplo los Single Event Upsets).
En este trabajo se presenta una nueva apro-
ximación de prototipado rápido para el co-
diseño de sistemas empotrados robustos usan-
do FPGA. Dicha aproximación está soporta-
da por una plataforma de endurecimiento que
permite combinar técnicas de tolerancia a fa-
llos basadas en software con técnicas basadas
en hardware, obteniendo diferentes conﬁgura-
ciones hardware/software con diferentes nive-
les de compromiso entre restricciones de dise-
ño, ﬁabilidad y coste. Como caso de estudio, se
han desarrollado varios sistemas empotrados
tolerantes a radiación basados en una versión
del microprocesador PicoBlaze independiente
de tecnología.
1. Introducción
En las últimas décadas la miniaturización pro-
gresiva de los componentes electrónicos ha
ocasionado avances importantes en las pres-
taciones de los microprocesadores. En contra-
partida, a medida que la tecnología permite
disminuir el tamaño de los componentes bási-
cos, se reducen de forma considerable los már-
genes de alimentación y ruido, lo que provoca
que dichos dispositivos sean cada vez menos
ﬁables y más susceptibles a fallos transitorios
inducidos por radiación. Dichos fallos no sue-
len causar un fallo permanente en el sistema,
pero sí la ejecución incorrecta de un programa
al verse afectadas las transferencias de señales
o los valores almacenados [1, 2].
Tradicionalmente se han utilizado técnicas
de hardware redundante para proteger o en-
durecer (hardening) los sistemas frente a fa-
llos transitorios. Estas técnicas hacen uso tan-
to de estructuras de bajo nivel (códigos de co-
rrección de errores ECC  Error-Correcting
Code, triple redundancia modular TMR 
Triple Modular Redundancy), como de unida-
des funcionales [3], coprocesadores [4], inclu-
so bloques hardware complejos como los dis-
ponibles en las modernas arquitecturas multi-
hebra y multi-núcleo [5, 6, 7]. No obstante,
aunque las técnicas hardware proveen una so-
lución muy efectiva, tienen el inconveniente de
que su alto coste de implementación las hace
inviables en muchos ocasiones.
Motivada por la necesidad de soluciones de
bajo coste que lidien con este problema, la co-
munidad cientíﬁca ha propuesto distintas al-
ternativas basadas en el endurecimiento de
software [8, 9, 10, 11, 12]. Estas nuevas solucio-
nes son más económicas que sus duales hard-
ware, pero conllevan un descenso en la ﬁabili-
dad y el rendimiento (la redundancia software
implica ejecutar instrucciones adicionales).
Para amplios segmentos del mercado de los
sistemas empotrados, y fruto de la creciente
sensibilidad de los microprocesadores, la ﬁabi-
lidad se está convirtiendo en un factor de dise-
ño tan importante como lo pueden ser el coste,
el consumo o el rendimiento. Para este tipo de
aplicaciones, las soluciones óptimas se obtie-
nen combinando aspectos hardware y software
de distintas técnicas de protección. Algunas de
las más recientes aproximaciones híbridas han
demostrados resultados prometedores [13, 14].
Sin embargo, hasta el momento son demasia-
do genéricas y carecen de la necesaria ﬂexibi-
lidad para obtener buenos compromisos entre
la cobertura frente a fallos y el resto de los
parámetros de diseño.
En este contexto, es importante contar con
las herramientas adecuadas que permitan a los
diseñadores explorar fácilmente el espacio de
diseño para encontrar la mejor conﬁguración
hardware/software que satisfaga los requisitos
del sistema. Además, es necesario contar con
entornos de prototipado que permitan veriﬁcar
y validar los sistemas cumpliendo con las seve-
ras restricciones de diseño y time-to-market
de las aplicaciones actuales.
En este trabajo, las FPGAs son utilizadas
como plataforma de desarrollo y veriﬁcación
de sistemas robustos hardware/software. Las
técnicas de mitigación de fallos se aplican a
alto nivel de abstracción, lo que permite vali-
darlas para distintas tecnologías de FPGAs y
ASICs.
Nuestra propuesta está soportada por dos
suites de herramientas: un entorno de endu-
recimiento de software [15] para implemen-
tar, evaluar y aplicar automáticamente técni-
cas software de tolerancia frente a fallos; y una
herramienta de emulación de fallos basada en
FPGA llamada FTUnshades [16], que permite
evaluar distintas métricas de ﬁabilidad sobre
una implementación física del sistema comple-
to. Como caso de estudio para validar la pro-
puesta, se han co-endurecido varias aplicacio-
nes empotradas basadas en el conocido soft
core PicoBlaze [17]. Del lado del software, la
técnica SWIFT-R [18] ha sido implementada y
aplicada automáticamente a varios programas
de prueba; mientras que del lado del hardware,
se ha utilizado una descripción independiente
de tecnología de PicoBlaze (RTL-PicoBlaze)
para generar cinco versiones del procesador
con distintos niveles de redundancia hardware.
2. Modelo de Fallos y Terminología
El presente trabajo se centra en el conocido
modelo denominado SEU 1. En dicho modelo
de fallos, acontece una sola permutación del
valor de un determinado bit (bitﬂip) duran-
te la ejecución del programa. A pesar de su
sencillez, este modelo es ampliamente utiliza-
do en la comunidad de tolerancia a fallos dada
su cercanía al comportamiento real [12].
Para evaluar la ﬁabilidad del sistema, cla-
siﬁcamos los fallos inyectados en consonancia
con el efecto que producen en la ejecución del
programa tal y como propone Reis et al. [18].
Si el fallo no impide que el programa conti-
núe su ejecución, pero se producen resultados
incorrectos, se cataloga como Silent Data Co-
rruption  SDC. Si los resultados son los es-
perados, el fallo se cataloga como unnecessary
for Architecturally Correct Execution  unA-
CE. Finalmente, si el programa produce una
ﬁnalización anormal del programa, o entra en
un bucle inﬁnito, se cataloga como Hang. Los
efectos SDC y Hang no son deseables en nin-
gún caso.
Vale la pena hacer notar que las técnicas ba-
sadas en software introducen redundancia, lo
que implica dos hechos importantes a tener en
cuenta. Primero, estas técnicas incrementan el
tiempo de ejecución de los programas, y por
tanto también la probabilidad de ocurrencia
de fallo. Segundo, la redundancia incrementa
el número de bits presentes en el sistema, in-
crementando el número de bits susceptibles de
fallo. Por tanto, la cobertura a fallos ofrecida
por una determinada estrategia de endureci-
miento está directamente relacionada con el
porcentaje de fallos unACE y el incremento
del tiempo de ejecución.
1Single Event Upset
3. Plataforma para el Desarrollo de
Sistemas Empotrados Robustos
3.1. Entorno de endurecimiento software
El entorno propuesto constituye una herra-
mienta para el desarrollo de software endure-
cido. Permite diseñar e implementar técnicas
de tolerancia a fallos basadas en software, ade-
más de su aplicación a los programas de for-
ma automática. El entorno está compuesto por
un compilador de endurecimiento multiobjeti-
vo, un simulador genérico de instrucciones má-
quina, en adelante ISS (Instruction Set Simu-
lator) y varios front-ends y back-ends (rutinas
de traducción del ensamblador original al ge-
nérico y viceversa) para dar soporte a distintos






























Núcleo Genérico de 
Endurecimiento (GH-Core)
Figura 1: Entorno de endurecimiento de software
Un cierto front-end del compilador toma el
código ensamblador de alguno de los micro-
procesadores soportado, realiza el análisis lé-
xico, sintáctico y semántico del código y gene-
ra un GIF (Flujo Genérico de Instrucciones).
Este ﬂujo representa una abstracción de alto
nivel del programa para una arquitectura ge-
nérica. Posteriormente, se realizan las tareas
de endurecimiento sobre el GIF con el módulo
GH-Core (Núcleo Genérico de Endurecimien-
to), que genera un nuevo GIF endurecido o
H-GIF. Por último, este nuevo ﬂujo se trasla-
da mediante un back-end a código nativo de
cualquiera de los microprocesadores soporta-
dos. Estos back-ends realizan transformacio-
nes directas entre el conjunto de instrucciones
de la arquitectura genérica y el repertorio de
instrucciones del microprocesador selecciona-
do. Nótese que es posible obtener código en-
durecido para un procesador A a partir de las
fuentes de un programa para un procesador B.
La arquitectura de microprocesador genéri-
ca reúne los elementos comunes de diferentes
arquitecturas con el ﬁn de facilitar el diseño e
implementación de las técnicas de tolerancia a
fallos actuales basadas en software con inde-
pendencia del microprocesador. La generación
del código endurecido es automática y sigue re-
glas de transformación a nivel de instrucción.
Para esto, la arquitectura genérica posibilita
la identiﬁcación del Grafo de Control de Flujo
(CFG) de los programas, al igual que permite
realizar cambios en tiempo de compilación.
El GH-Core tiene dos componente princi-
pales: el endurecedor y el simulador (ISS). El
endurecedor integra las rutinas usuales de mi-
tigación de errores (que pueden ser extendi-
das). De otra parte, el ISS asiste al diseñador
en la implementación de dichas rutinas. Esto
permite producir automáticamente diferentes
análisis en los ﬂujos GIF y HGIF para com-
probar la corrección del proceso de endureci-
miento, a la vez que obtener información útil
para el proceso de co-diseño: incremento del
tiempo de ejecución y del tamaño del código,
estimaciones de cobertura frente a fallos, etc.
Para estimar la ﬁabilidad obtenida mediante
las técnicas software, el ISS puede también si-
mular SEUs por medio de un bit-ﬂip en alguno
de los bits del banco de registros del micropro-
cesador. Con esto, el conjunto Hardener+ISS
ofrece un rico conjunto de parámetros de co-
diseño que pueden ser usados para realizar una
exhaustiva exploración del espacio de diseño
del lado del software.
El endurecedor clasiﬁca de modo especial
las instrucciones cuya ejecución implica cruzar
la frontera de la Esfera de Replicación (SoR)
[19]. Esta esfera deﬁne el dominio de protec-
ción de la técnica en cuestión. Utilizando es-
te concepto, es posible incluir/excluir al sub-
sistema de memoria y el banco de registros
dentro de la SoR, o bien sólo un subconjun-
to seleccionado de registros. Cuando una ins-
trucción provoca la entrada de un dato en la
esfera de replicación (mediante una lectura de
un puerto, carga de valor en registro o lectura
de memoria), dicha instrucción es etiquetada
como inSoR; consecuentemente, si se produce
una escritura en un puerto, o acceso a memo-
ria para escritura, se etiqueta como outSoR.
Las fronteras de la esfera de replicación SoR,
y en consecuencia la cobertura de la protec-
ción, puede cambiar según la técnica aplicada.
3.2. Herramienta de emulación de SEUs:
FTUnshades
El segundo componente de la infraestructu-
ra es el entorno FTUnshades [20, 16]. Se trata
de una plataforma basada en FPGA para el
estudio de la ﬁabilidad de sistemas digitales
frente a fallos transitorios. El entorno permite
conﬁgurar la FPGA con una versión real del
sistema completo e inyectar fallos, de forma no
intrusiva, durante la ejecución de una aplica-
ción. Los SEUs se emulan induciendo permu-
tas del valor de ciertos bits escogidos al azar
por medio de reconﬁguración parcial dinámi-
ca. Una suite de herramientas software per-
mite comprobar el diseño, recoger y analizar
los resultados de las campañas de inyección de
fallos. En este trabajo, FTUnshades fue utili-
zado para validar la cobertura frente a fallos
de las distintas versiones HW/SW de los sis-
temas.
4. Caso de Estudio
Con el ﬁn de validar nuestra propuesta, he-
mos diseñado y evaluado varios prototipos de
sistemas empotrados tolerantes a radiación ba-
sados en el microprocesador PicoBlaze.
PicoBlaze es un soft-micro de 8 bits amplia-
mente utilizado en sistemas empotrados basa-
dos en FPGA. En este trabajo, se ha desarro-
llado una versión independiente de la tecnolo-
gía de PicoBlaze (RTL PicoBlaze), la cual per-
mite validar la propuesta tanto para tecnolo-
gías ASIC como FPGAs de distintos fabrican-
tes y tecnologías. Esta versión es RTL equiva-
lente a la versión original del microprocesador
(PicoBlaze-3 ). Sus características principales
son: 16 registros de propósito general (de 8 bits
cada uno), 1K de memoria de programa, ALU
de 8 bits con indicadores de ZERO y CARRY,
y memoria Scratchpad RAM de 64 posiciones.
Todos los programas de prueba utilizados
han sido endurecidos aplicándoles la técnica
SWIFT-R. Ésta es una técnica general que
busca recuperar fallos de la sección de datos,
principalmente relacionados con el banco de
registros del microprocesador. Nuestra imple-
mentación de dicha técnica se resume a conti-
nuación.
1. Construcción del grafo de control de ﬂujo
del programa (CFG).
2. Triplicación de los datos la primera vez
que entran a la Esfera de Replicación 
SoR (esto es, después de instrucciones cla-
siﬁcadas como inSoR). En este caso úni-
camente el banco de registros se conside-
ra dentro de la SoR, mientras que el sub-
sistema de memoria no, ya que se asume
que éste ya tiene sus propios mecanismos
de protección [18]. Por lo tanto, para cada
instrucción clasiﬁcada como inSoR (lectu-
ra de un puerto de entrada, lectura des-
de la memoria, carga de un valor en un
registro), se crean dos copias adicionales,
copiando el valor del registro sin repetir
accesos a memoria o a los puertos.
3. Triplicación de las instrucciones que reali-
zan alguna operación sobre los datos (e.g.
instrucciones aritméticas, lógicas, despla-
zamiento/rotación).
4. Veriﬁcación de la consistencia de los da-
tos involucrados en las siguientes instruc-
ciones (la veriﬁcación se hace insertando
votadores por mayoría antes de ejecutar
las instrucciones a saber):
• Instrucciones clasiﬁcadas como out-
SoR. Por ejemplo, almacenar un va-
lor en una posición de memoria, o
escribir un valor en un puerto.
• Aquellas instrucciones localizadas
justo antes de un salto condicional.
Esta veriﬁcación es necesaria ya que
dichas instrucciones pueden afectar
los indicadores de la ALU (Zero, Ca-
rry), por lo que si algún valor está
alterado, el resultado de los indica-
dores puede ser erróneo también, lo
cual provocaría la ejecución de un
salto de forma incorrecta.
5. Los registros-copia únicamente pueden
ser liberados en los siguientes casos:
• Si el registro no va a ser usado más
en lo que resta del programa.
• Si la próxima vez que el registro sea
usado, será sobrescrito. Nótese que
esta condición implica un análisis de-
tallado del CFG para prevenir la
pérdida de consistencia de los datos.
5. Experimentos y Resultados
Como banco de pruebas para los experi-
mentos se han utilizado los siguientes progra-
mas: ordenación burbuja (bub), división esca-
lar (div), Fibonacci (ﬁb), máximo común di-
visor (gcd), suma de matrices (madd), multi-
plicación de matrices (mmult), multiplicación
escalar (mult) y potenciación (pow).
La Fig. 2 presenta el incremento del tamaño
del código y del tiempo de ejecución, obtenido
por el ISS una vez aplicada la técnica SWIFT-
R en cada uno de los programas de prueba. Es-
tos resultados están normalizados con respecto
a las versiones sin endurecer. En este caso, la
media geométrica  GeoMean (calculada con-
siderando todos los programas de prueba) del
incremento normalizado del código es ×3,05
y del incremento normalizado del tiempo de
ejecución es ×2,70.
Del lado hardware, la estrategia de toleran-
cia a fallos fue complementada mediante el en-
durecimiento incremental de los recursos del
microprocesador. Para ello se aplicó manual-

























Incremento Código Incremento Tiempo de Ejecución
Figura 2: Incremento normalizado del tamaño del
código y el tiempo de ejecución para SWIFT-R
dancia modular (TMR), a distintos subcon-
juntos del microprocesador, obteniéndose las
siguientes versiones:
• P0: RTL Picoblaze sin endurecer.
• P1: microprocesador con redundancia
hardware para el contador de programa
(PC ), indicadores de la ALU (Flags), y
el puntero de pila (SP).
• P2: redundancia hardware para todos los
registros del Pipeline.
• P3: redundancia hardware para el PC,
Flags, SP, y Pipeline.
• P4: protegido completamente, es decir,
con redundancia hardware para el banco
de registros, PC, Flags, SP, y Pipeline.
Con el ﬁn de evaluar la ﬁabilidad de las di-
ferentes conﬁguraciones HW/SW del sistema
se ha utilizado la herramienta FTUnshades.
Primero se llevó a cabo un experimento pa-
ra calibrar la herramienta, calculando el nú-
mero mínimo de SEUs que era necesario in-
yectar durante una campaña de inyección de
fallos, para garantizar que los resultados ob-
tenidos fueran lo suﬁcientemente precisos. En
este sentido, se realizaron numerosas campa-
ñas de prueba variando el número de SEUs
inyectados en el banco de registros de forma in-
cremental. Este experimento se realizó con el
microprocessor P0 ejecutando los programas
sin endurecer (el peor de los casos). Los resul-
tados muestran que el intervalo de conﬁanza
del 95% es menor que ±1,0% por encima de
5000 SEUs inyectados.
En un segundo experimento, se ha ejecuta-
do una campaña de inyección de fallos para
cada uno de los programas de prueba, versión
sin endurecer (O) y versión endurecida (H ), y
para cada versión del procesador (P0 . . .P4 ).
Cada una de las campañas de inyección de fa-
llos realiza ataques selectivos a diferentes con-
juntos de registros del microprocesador: banco
de registros (128 bits - 65,0% de los registros
del procesador), PC (10 bits - 5,1%), Flags
(2 bits - 1,0%), SP (5 bits - 2,5%), Pipeli-
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Figura 3: Clasiﬁcación de fallos en porcentaje para las versiones sin endurecer (O) y SWIFT-R (H ) de todos
los programas de prueba, ejecutándose en cada una de las versiones del microprocesador (P0 . . .P3 )
de estos conjuntos de registros, se han emula-
do 5000 SEUs (uno por ejecución) en un ciclo
de reloj seleccionado aleatoriamente durante el
tiempo de ejecución del programa. Finalmen-
te, los resultados han sido clasiﬁcados como
unACE, SDC, y Hang. La Fig 3 presenta la
clasiﬁcación de los fallos obtenidos para cada
prototipo. Nótese que estos resultados han si-
do obtenidos calculando el promedio pondera-
do de los resultados de los ataques selectivos
a los conjuntos de registros mencionados ante-
riormente, asumiendo la misma probabilidad
de fallo para cada uno de los bits del micro-
procesador. Los resultados para la versión del
procesador P4 no se presentan en la Fig. 3
porque 100% de los fallos inyectados fueron
clasiﬁcados como unACE, como se esperaba.
Como puede observarse, la técnica SWIFT-
R ofrece un incremento de ﬁabilidad conside-
rable, incluso para la versión sin endurecer del
hardware P0 (en promedio, hasta el 95,88%
de fallos unACE). En promedio, el endureci-
miento con SWIFT-R ofrece mejor resultado
que el endurecimiento sólo por hardware (sin
proteger el software), excepto para la versión
P4. Como demuestran los resultados, el en-
durecimiento de los registros del pipeline no
mejora la cobertura frente a fallos, aún siendo
más numerosos que los protegidos en la versión
P1. Por esto, entre las conﬁguraciones híbri-
das, cabe destacar que combinando SWIFT-R
con protección hardware aplicada sólo a algu-
nos registros, tales como el PC, Flags, y SP
(versión P1 del procesador), la ﬁabilidad se
incrementa notoriamente (en promedio, hasta
97,18% de fallos unACE).
Para obtener una estimación de los costes en
área, cada versión del procesador fue sintetiza-
da usando Xilinx XST v10.1, y los resultados
expresados en términos de: Flip/Flops y Lat-
ches, primitivas Xilinx (MUX, LUT, etc.), y
RAM (distribuidas y en bloques). La Fig 4,
por un lado, presenta los costes hardware de
cada versión del microprocesador normaliza-
dos con respecto a la versión no endurecida -
RTL Picoblaze (P0 ); por otra parte, también
ilustra, en un eje secundario, el porcentaje de
fallos unACE para las versiones sin endure-
cer y SWIFT-R de los programas de prueba
(en promedio). Esta ﬁgura permite observar
cómo se afectan la ﬁabilidad y los costes con-






















































Coste normalizado de primitivas Xilinx Coste normalizado de FlipFlops/Latches
Coste normalizado de RAMs % fallos unACE para programas sin endurecer
% fallos unACE para programas SWIFT-R
Figura 4: Costes hardware normalizados y porcen-
taje de fallos unACE para cada versión del proce-
sador
Cabe destacar que los costes hardware se in-
crementan considerablemente al endurecer los
registros en el pipeline (versiones P2 y P3 ).
Sin embargo, la ﬁabilidad solo mejora ligera-
mente en estos casos, o incluso empeora si se
compara con aproximaciones más económicas
(P2+SWIFT-R). En el caso de P4, los altos
costes hardware podrían resultar inconvenien-
tes para muchas aplicaciones, aún alcanzando
una ﬁabilidad del 100%.
Por último, el conjunto de resultados ob-
tenidos (incrementos de tamaño de código y
tiempo de ejecución, ﬁabilidad, costes) habili-
ta al diseñador para decidir cual de las con-
ﬁguraciones HW/SW es la más apropiada de
acuerdo con los requisitos de la aplicación que
esté diseñando. Por ejemplo, en este caso po-
drían resultar apropiados aquellos prototipos
con el microprocesador con redundancia hard-
ware en el PC, Flags, y SP (P1 ), combina-
do con los programas SWIFT-R, ya que estos
prototipos ofrecen un alto nivel de ﬁabilidad
(97,18% de fallos unACE) con costes acep-
tables (costes hardware bajos, incremento del
tiempo de ejecución ×2,70, e incremento del
tamaño del código ×3,05). No obstante, en
otros casos podría ser preferible aplicar una
técnica más ligera del lado del software e in-
crementar la protección y los costes del lado
hardware.
6. Conclusiones y Trabajo Futuro
Este trabajo presenta una aproximación de
prototipado rápido para el diseño de sistemas
empotrados tolerantes a radiación usando FP-
GA. Esta aproximación está soportada por
una plataforma ﬂexible de endurecimiento, la
cual facilita la evaluación del compromiso en-
tre especiﬁcaciones de diseño, requisitos de ﬁa-
bilidad, coste, etc. Esta estrategia de prototi-
pado rápido permite a los diseñadores explorar
con facilidad el espacio de diseño entre las téc-
nicas de tolerancia a fallos basadas en software
y aquellas basadas en hardware. Las ventajas
de las implementaciones híbridas HW/SW son
ilustradas por medio de un caso de estudio. En
este contexto, se han desarrollado varios proto-
tipos de sistemas empotrados robustos (basa-
dos en una implementación RTL del soft-micro
PicoBlaze). Como resultado, esta nueva estra-
tegia sugiere la implementación de tareas au-
tomáticas de coendurecimiento dentro de la
plataforma propuesta y abre un panorama in-
teresante en la exploración del espacio de dise-
ño. Asimismo, como trabajo futuro, el entorno
de endurecimiento de software será extendido
para soft-cores de 32 bits, como MicroBlaze y
LEON3.
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