Abstract. In this paper we consider the cubic Hyperbolic Schrödinger equation (1.1) on torus T 2 , and get the sharp L 4 Strichartz estimate, which implies that (1.1) is analytic locally well-posed in H s (T 2 ) for s > 1/2, meanwhile, the ill-posedness in H s (T 2 ) for s < 1/2 is also obtained.
Introduction and the Main results

The cubic Hperbolic Schrödinger equation (HNLS) on torus T
2 has the form (i∂ t + )u = |u| 2 u x ∈ T 2 , t ∈ R u(0, x) = u 0 (x) ∈ H s (T 2 ) (1.1)
. The solutions of (1.1) admit two conservation quantities, the Mass M(u) = where |∇u| 2 − = |∂ x 1 u| 2 − |∂ x 2 | 2 . The hyperbolic energy fails to control the H 1 norm of the solution, which is the main obstacle to get global well-posedness. In this paper we will show the sharp local well-posedness and ill-posedness of the initial value problem (1.1).
The periodic cubic Elliptic Schrödinger equation, which is (1.1) with ∆ instead of , is extensively studied since Bourgain [3] established the local theory in H s (T 2 ) for s > 0, which is sharp due to [9] . However, there are neither well-posedness nor ill-posedness results on Hyperbolic Schrödinger equation (1.1) as far as we know.
The main difficulty comes from the Strichartz estimate for the hyperbolic semi-group. In Bourgain's fundamental works [3, 5] , the L 4 Strichartz estimate was reduced to counting the number of elements in the set Γ(k) = {(n 1 , n 2 ) ∈ Z 2 ; |n 1 | ≤ N, |n 2 | ≤ N, n
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Following the same ideas, the L 4 Strichartz estimate for linear Hyperbolic Schrödinger equation would be reduced to counting the number of elements in the set
Unfortunately, the argument in [3] depends on a result from [2] , which says if Γ is a real analytic image of the circle S 1 , then for t → ∞,
While this result fails to be applied to our context, where Γ = {X 2 − Y 2 = 1} is clearly not a analytic image of S 1 . In the following, we will show that the following Strichartz estimate
which is 1 4 − ε worse than the elliptic one (1.2), but it is still sharp, which can be obtained by constructing φ N satisfying
After this frequency localized version Strichartz estimate being established, the local wellposedness follows from standard argument. Furthermore, we observe that the spectrums in the diagonal of Z 2 is invariant under the hyperbolic semi-group e it , then the illposedness follows from this observation by adopting similar argument from [4, 9] . Finally we get: Notations. In this section we summarize our notations that are used in the rest of the paper. We define the Fourier transform of f defined on
where n ∈ Z 2 . We define the Hyperbolic Schrödinger propagator e it by its Fourier transform
We now define the Littlewood-Paley projections. We denote 1 (−N,N ] 2 to be the frequency projection on (−N, N] 2 ∩ Z 2 . We define the Littlewood-Paley projectors P ≤N by
For any a ∈ Z 2 we define P a+(−N,N ] 2 by
Function spaces. We introduce the standard Bourgain space associate to the Hyperbolic Schrödinger semi-group (1.3)
where
It also have the following form
In this paper, we will use the restriction of
Organization. In the rest of the paper, we will prove the Strichartz estimates in section 2, in section 3 we prove the well-posed result and the ill-posed result in section 4.
The Strichartz estimates
In this section, we will consider the Strichartz estimate for the solution of linear Hyperbolic Schrödinger equation, and the sharp L 4 Strichartz estimate is obtained.
The proof is based on a arithmetical method as in [3] . Since form this approach, we will get a clear view on which part gives the main contribution and also the sharpness of the estimate. The strategy used here can be applied to other problems, such like high dimensional or partial periodic problems.
We plan to set up this theorem by several steps, first we reduce it to counting the number of representations of an integer as the difference of squares, that is to counting the number of members in the set
2)
decompose the summation of n,
Denoting c n = |f (n)|, by Plancherel identity we have
Rewrite H(n) + H(a − n) = k as H(2n − a) + H(a) = 2k, and denote then by Hölder's inequality, the above is bounded by
Thus we complete the proof by taking l 2 norm over a.
In order to control the second part in (2.2), we need to count the number of elements in the set
Proof. We notice that
thus there is a one-to-one correspondence between A l and
Since l = 0, thus we have
where d ((2N) 2 ) is the number of divisors of (2N) 2 .
This Lemma implies that the second part of (2.2) cause no trouble, thus the main contribution comes from the first part of (2.2). For this part, we have Lemma 2.5.
(2.5)
Proof. By Cauchy-Schwartz inequality, we have
thus (2.5) follows from #A 0 ∼ N.
Proof of Theorem 2.1. It follows directly form (2.2), (2.4) and (2.5).
Remark 2.6. It turns out that (2.1) is sharp, which means that N 1/4 is necessary. In view of the proof of Theorem 2.1, we find out that the main contribution comes from where c n localized on the diagonal of Z 2 . So let N ∈ N, and define φ N ∈ L 2 (T 2 ) by
In view of (1.3), we have
N . Furthermore, following the argument in Lemma 2.3, we have
, where c n = 1 when n ∈ Z
2,d
N , and vanish otherwise. Thus we have
This is very different from the Strichartz estimates of elliptic Schrödinger equations, see [3, 9] .
Local well-posedness
In this section, we will prove the well-posedness part of Theorem 1.1. The main new tool is the Hyperbolic type Galilean transform. First we notice that comparing with Elliptic Schrödinger semi-group, the following linear estimates associate to Hyperbolic Schrödinger semi-group still holds:
Then the well-posed theory of (1.1) reduce to a bilinear estimate due to the following lemma. Now it suffices to prove (3.1) with + sign, we notice that (2.1) can be rewritten as
We need the following Hyperbolic type Galilean transform to shift the center of the frequency localization,
where m = (m 1 , −m 2 ) is the dual of m. Change of variables x ′ = x + 2tm, t ′ = t, then we obtain that
, which implies that
where P a+(−N,N ] 2 is the projection operator to the frequency a + (−N, N] 2 . Now we are ready to prove (3.1) with
where φ a 1 = P a+(−N 2 ,N 2 ] 2 φ 1 . Then using Hölder's inequality, we obtain
we notice that e it φ a 1 e it φ 2 are almost orthogonal, then the above can be bounded by . Finally, the well-posedness of Cauchy problem (1.1) follows from Lemma 3.1.
Ill-posedness
The main result in this section is that the solution map of (1.1) is not C 3 in H s (T 2 ) for s < 1/2. And we will prove this result by adopting the idea from [4, 9] , the main obstacle comes from the hyperbolic nature of the semi-group, which tend to give big resonance set, see [10] for similar phenomenon. The main observation in this section is that the functions, whose spectrums lie on the diagonal of Z 2 , is invariant under the map e it . And we get Theorem 4.1. The solution map associated with (1.1) is not C 3 from the the origin of
Such ill-posedness implies that the standard iteration argument fails for the periodic cubic hyperbolic Schrödinger equation in H s (T 2 ) with s < 1/2 for small data, which is different from the nonperiodic case when 0 < s < 1/2.
The ideas used here was first developed by Bourgain [4] for periodic KdV equation on T. Recently, Kishimoto [9] applied this idea to the periodic Schrödinger equations in dimension 1 and 2. By standard argument, see [9] for example, Theorem 4.1 can be reduced to the following lemma, which shows that the first Picard iteration is not bounded in H s (T 2 ) for s < 1/2.
where We notice that since k, k 1 , k 2 , k 3 ∈ Z Then (4.1) follows and we complete the proof.
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