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Drinfel’d algebra deformations and the associahedra1
Martin Markl and Steve Shnider
Introduction. The aim of this work is to construct a cohomology theory controlling the defor-
mations of a general Drinfel’d algebra A and thus finish the program which began in [4], [5]. The
picture presented here has two sides – the combinatorial one related with the fact of the existence
of a differential graded Lie algebra structure on the simplicial cochain complex of the associahe-
dra, and the algebraic one related with the algebra of derivations on the bar construction. The
relationship between these two parts is described in Theorem 2.3. A full exposition of the results
announced here will be given in [3].
1. Algebraic preliminaries.
Recall that a Drinfel’d algebra (or a quasi-bialgebra in the original terminology of [1]) is an object
A = (V, · ,∆,Φ), where (V, · ,∆) is an associative, not necessarily coassociative, unitary k-bialgebra, Φ
is an invertible element of V ⊗3, and the usual coassociativity property is replaced by
(1 ⊗∆)∆ · Φ = Φ · (∆⊗ 1 )∆,
where we use the dot · to indicate both the (associative) multiplication on V and the induced multipli-
cation on V ⊗3. Moreover, the validity of the following “pentagon identity” is required:
(1 2 ⊗∆)(Φ) · (∆ ⊗ 1 2)(Φ) = (1⊗Φ) · (1 ⊗∆⊗ 1 )(Φ) · (Φ⊗ 1).
For a (V, · )-module N , define the following generalization of the M -construction of [4, par. 3]. Let
F ∗ =
⊕
n≥0 F
n be the free unitary nonassociative k-algebra generated by N , graded by length of words.
The algebra F ∗ admits a natural left action, (a, f) 7→ a • f , of (V, · ) given by the rules:
(i) on F 1 = N , the action is given by the action of V on N and
(ii) a • (f ⋆ g) =
∑
(∆′(a) • f) ⋆ (∆′′(a) • g),
where ⋆ stands for the multiplication in F ∗ and we use the notation ∆(a) =
∑
∆′(a) ⊗ ∆′′(a). The
right action (f, b) 7→ f • b is defined by the similar rules. These actions define on F ∗ the structure of a
(V, · )-bimodule.
Let ∼ be the relation, ⋆-multiplicatively generated on F ∗ by the expressions of the form
(
(Φ1 • x) ⋆
(
(Φ2 • y) ⋆ (Φ3 • z)
))
∼
((
(x • Φ1) ⋆ (y •Φ2)
)
⋆ (z • Φ3)
)
,(1)
where Φ =
∑
Φ1 ⊗ Φ2 ⊗ Φ3 and x, y, z ∈ F
∗. Put
⊙
(N) := F/ ∼. Just as in [4, Proposition 3.2] one
proves that the •-action induces on
⊙
(N) the structure of a (V, · )-bimodule (denoted again by •) and
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that ⋆ induces on
⊙
(N) the nonassociative multiplication denoted by ⊙. The operations are related by
a • (f ⊙ g) = (∆′(a) • f)⊙ (∆′′(a) • g) and (f ⊙ g) • b = (f •∆′(b)) ⊙ (g •∆′′(b)),(2)
for a, b ∈ V and f, g ∈
⊙
(N). Since the defining relations (1) are homogeneous with respect to the
length, the grading of F ∗ induces on
⊙
(N) the grading
⊙∗(N) =⊕i≥0
⊙i(N). If N itself is a graded
vector space, we have also the obvious second grading,
⊙
(N) =
⊕
j
⊙
(N)j , which coincides with the
first grading if N is concentrated in degree 1.
Let DernV (
⊙
N) denote the set of degree n (V, · )-linear derivations of the (nonassociative) graded
algebra
⊙
(N)∗. It is immediate to see that there is an one-to-one correspondence between the elements
θ ∈ DernV (
⊙
N) and (V, · )-linear homogeneous degree n maps f : N∗ →
⊙
(N)∗.
If N = X ⊕ Y , then
⊙
(X ⊕ Y ) is naturally bigraded,
⊙∗,∗(X ⊕ Y ) = ⊕i,j≥0
⊙i,j(X ⊕ Y ), this
bigrading being defined by saying that a monomial w belongs to
⊙i,j(X ⊕ Y ) if there are exactly i
(resp. j) occurrences of the elements of X (resp. Y ) in w.
Let (B(V ), dB) be the two-sided bar construction on the algebra (V, · ), i.e. the graded differential space
B(V ) =
⊕
n≥1 Bn(V ), where Bn(V ) is the free (V, · )-bimodule on V
⊗n, i.e. the vector space V ⊗(n+2)
with the action given by
u · (a0 ⊗···⊗ an+1) := (u · a0 ⊗···⊗ an+1) and (a0 ⊗···⊗ an+1) · w := (a0 ⊗···⊗ an+1 · w)
for u, v, a0, . . . , an+1 ∈ V . If we use the more compact notation (though a nonstandard one), writing
(a0|···|an+1) instead of a0 ⊗···⊗ an+1, the differential dB : Bn(V )→ Bn−1(V ) is defined as
dB(a0|···|an+1) :=
∑
0≤i≤n
(−1)i(a0|···|ai · ai+1|···|an+1).
Notice that the differential dB is a (V, · )-linear map. We have two more (V, · )-linear maps, namely the
‘coactions’ λ : B(V )→ V ⊙ B(V ) and ρ : B(V )→ B(V )⊙ V given by
λ(a0|···|an+1) :=
∑
∆′(a0)···∆
′(an+1)⊙ (∆
′′(a0)|···|∆
′′(an+1)), and
ρ(a0|···|an+1) :=
∑
(∆′(a0)|···|∆
′(an+1))⊙∆
′′(a0)···∆
′′(an+1).
The following notation will be useful in the sequel. Let ↑V denotes the vector space V considered
as a graded vector space concentrated in degree 1 and let B˜(V ) be the bar construction B(V ) with the
“opposite” grading, (B˜(V ))i = B−i(V ). Then put
⊙
(V,B(V )) :=
⊙
(↑V ⊕ B˜(V )). The maps above
determine the following two important elements of Der1V (
⊙
(V,B(V ))): the derivation D−1 given by
D−1|B(V ) = dB and D−1|V = 0, and the derivation D0 given by D0|Bn(V ) = λ + (−1)
n+1ρ, 1 ≤ n, and
D0|V = ∆.
Theorem 1.1. There are derivations Dk ∈ Der
1
V (
⊙
(V,B(V ))), k ≥ 1, such that Dk(
⊙i,j(V,Bn(V ))) ⊂⊙i+k+1,j(V,Bn+k(V )) for i, j ≥ 0, k, n ≥ 1, and that D := D−1 + D0 +
∑
k≥1Dk has square zero,
D2 = 0.
The construction of Dk is described in the next section.
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2. On the Stasheff associahedra and the higher derivations Dk.
Let Kn be, for n ≥ 2, the Stasheff associahedron [6]. The vertices of Kn are indexed by the set Brn of full
bracketings of n indeterminates. For a, b ≥ 2 and 1 ≤ t ≤ b, there is a map (−,−)t : Bra×Brb → Bra+b−1,
given by inserting the first argument to the t-th position in the second argument. This map defines the
inclusions ιt : Ka ×Kb →֒ ∂Ka+b−1 and it is known that
∂Kn =
⋃
J ιt(Ka ×Kb),(3)
where J = {(a, b, t); a+ b = n+ 1, a, b ≥ 2 and 1 ≤ t ≤ b}.
Let ≺ be the partial order on Brn defined by saying that u ≺ v if and only if v is obtained from u by
the substitution (w1, w2)w3 7→ w1(w2, w3) with some wi ∈ Brni , i = 1, 2, 3, n1 + n2 + n3 ≤ n. Let ξn be
the (unique) minimal element of Brn.
Proposition 2.1.
Kn = Cone(
⋃
J ′ ιt(Ka ×Kb); ξn),
where J ′ = {(a, b, t) ∈ J ; t ≥ 2}.
The cone structure above induces on Kn inductively the triangulation Tn as follows:
(i) T2 is the only possible triangulation of K2 = {••} and
(ii) for n ≥ 2, Tn is induced by the cone structure of Proposition 2.1 from the triangulations Ta × Tb
of Ka ×Kb, a+ b = n+ 1, a, b ≥ 2, which are already defined, by the induction assumption.
It is possible to show that Tn has the property that ≺ induces a total order on the vertices of any simplex
of Tn. We will consider Tn as an oriented triangulation with the orientation induced by ≺.
Let Ci(Kn) denote the set of i-dimensional oriented simplicial chains of Tn with coefficients in k and
let dS : Ci(Kn) → Ci−1(Kn) be the simplicial differential. For s ∈ Cp(Ka) and t ∈ Cq(Kb), p, q ≥ 0,
a, b ≥ 2, set
s ⋄ t :=
∑
1≤t≤b
(−1)(a+1)(t+q+1)(ιt)∗(s× t) ∈ Cp+q(Ka+b−1).
Let C(K)n :=
⊕
n=i−p−1Cp(Ki) and extend ⋄ to a bilinear map (denoted by the same symbol)
⋄ : C(K)∗ ⊗ C(K)∗ → C(K)∗.
Proposition 2.2. (C(K)∗, ⋄, dS) is a graded differential pre-Lie algebra (an analog of the corresponding
nondifferential notion of [2]), i.e.
s ⋄ (t ⋄ u)− (s ⋄ t) ⋄ u = (−1)|s|·|t|(t ⋄ (s ⋄ u)− (t ⋄ s) ⋄ u) and
dS(s ⋄ t) = dSs ⋄ t+ (−1)
|s| · s ⋄ dSt
for any s, t,u ∈ C(K)∗.
[December 27, 1993] 4
Let [s, t] := s ⋄ t − (−1)|s|·|t|t ⋄ s. An easy computation based on Proposition 2.2 shows that
(C(K)∗, [−,−], dS) is a differential graded Lie algebra. Observe that Der
∗
V (
⊙
(V,B(V ))) is also a differ-
ential graded Lie algebra, the bracket being given by the (graded) commutator of derivations and the
differential defined by ∇(θ) := [D−1, θ].
Let en ∈ Cn(Kn+2) ⊂ C(K)
1, n ≥ 0, be a sequence of ‘fundamental classes’ chosen in such a way that
e0 = 1 · (•, •) and that
dSen +
∑
i+j=n−1(ei ⋄ ej) = 0, or, equivalently, dSen +
1
2
∑
i+j=n−1[ei, ej ].(4)
It follows from (3) and from the asphericity of Kn that such a sequence exists.
Theorem 2.3. There exists a homomorphism m : (C(K)∗, [−,−], dS)→ (Der
∗
V (
⊙
(V,B(V ))), [−,−],∇)
of differential graded Lie algebras such that m(e0) = D0. Moreover, the homomorphism m has the
property that
m(Cp(Kn))(
⊙i,j(V,Bq(V ))) ⊂
⊙i+n−1,j(V,Bp+q(V )), i, j, p ≥ 0, n ≥ 2, q ≥ 1.
Theorem 2.4. The derivations Dk := m(ek), k ≥ 1, satisfy the assumptions of Theorem 1.1.
Sketch of proof. Looking at the homogeneous components of D2 we see that D2 = 0 is equivalent to
[D−1,Dk] +
1
2
∑
i+j=k−1[Di,Dj ] = 0 which is, by the definition of the derivations Dk and Theorem 2.3,
the same as m(dSek +
1
2
∑
i+j=k−1[ei, ej ]) = 0, which follows from (4).
3. Deformation theory for Drinfel’d algebras.
As we have already observed, both
⊙
(V,B(V )))∗ and
⊙∗(V ) (=⊙(↑V )∗) are graded (V, · )-modules (via
the •-action). The ⊙-multiplication yields on both
⊙
(V,B(V )))∗ and
⊙∗(V ) the structures of graded
⊙∗(V )-bimodules and both structures are related by (2). Denote by Homn(⊙(V,B(V ))∗,⊙∗(V )) the
set of all degree n homogeneous maps f :
⊙
(V,B(V ))∗ →
⊙∗(V ) which are both ⊙∗(V ) and (V, · )-
linear. For such a map put d(f) := f ◦D + (−1)ndC ◦ f , where D is as in Theorem 1.1 and dC is the
degree one derivation on
⊙∗(V ) defined by dC |V := ∆.
Theorem 3.1. The deformation theory of a Drinfel’d algebra A = (V, · ,∆,Φ) is controlled by the
cohomology of the complex
(Hom∗(
⊙
(V,B(V ))∗,
⊙∗(V )), d) .
Using the fact that
⊙
(V,B(V ))∗ is, in a sense, the free
⊙∗(V )-bimodule on the (V, · )-bimodule B˜(V )∗
we may write
Homn(
⊙
(V,B(V ))∗,
⊙∗(V )) ∼= HomnV (B˜(V )∗,
⊙∗(V )),
where HomnV (B˜(V )
∗,
⊙∗(V )) denotes the set of (V, · )-linear maps f : B˜(V ) → ⊙∗(V ). Using the fact
that B˜(V )∗ is the free (V, · )-module on
⊗−∗(V ) we get the identification
HomnV (B˜(V )
∗,
⊙∗(V )) ∼= Homnk(
⊗−∗(V ),⊙∗(V )),
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where Homn
k
(
⊗−∗(V ),⊙∗(V )) denotes the set of degree n k-linear homogeneous maps g : ⊗−∗(V ) →
⊙∗(V ). Finally, using the canonical isomorphism J : ⊙∗(V ) ∼= ⊗∗(V ) of graded vector spaces con-
structed in [4, Proposition 3.3] we get
Homn
k
(
⊗−∗(V ),⊙∗(V )) ∼= Homnk(
⊗−∗(V ),⊗∗(V )),
where we denote the corresponding differential again by d. This is the underlying vector space of the
Gerstenhaber-Schack complex [7] which controls the deformation of coassociative bialgebras. In fact,
our complex can be considered as a kind of deformation of the Gerstenhaber-Schack complex as follows.
In order to understand better the structure of the differential graded space (Homnk(
⊗−∗(V ),⊗∗(V )), d),
let us simplify the notation by setting
Cn(A) := Homn
k
(
⊗−∗(V ),⊗∗(V )) and Ei,j(A) := Hom
k
(
⊗i(V ),⊗j(V )).
Then it is immediate to see that Cn(A) =
⊕
i+j=nE
i,j(A) and that the differential d decomposes as
d = dHoch + dq-coH +
∑∞
k=1M
k, where
f 7→ f ◦D−1 induces dHoch : E
i,j(A)→ Ei+1,j(A),
f 7→ f ◦D0 + (−1)
ndC ◦ f induces dq-coH : E
i,j(A)→ Ei,j+1(A)(5)
and f 7→ f ◦Dk induces M
k : Ei,j(A)→ Ei−k,j+k+1(A).
Here dHoch is the Hochschild differential of the associative algebra (V, · ), dq-coH is the analog of the
coHochschild differential for the (noncoassociative) coalgebra (V,∆), and the maps Mk correspond to
the derivations Dk of Theorem 1.1, for k ≥ 1. In general, when Φ 6= 1, we do not have d
2
q-coH = 0.
However when Φ = 1, d2q-coH = 0 and dHoch + dq-coH is the differential defined in [7]. Moreover, in this
case the operators Dk vanish when restricted to normalized cochains, so the cohomology of our complex
is the same as that of the Gerstenhaber-Schack complex.
Bigraded differential complexes where the differential decomposes in as in (5) are sometimes called
hypercompexes (although the first author prefers to call them monsters). Theorem 3.1 can be then
reformulated as
Theorem 3.1.’ The deformation theory of a Drinfel’d algebra A = (V, · ,∆,Φ) is controlled by the
cohomology of the hypercomplex
(C∗(A) =
⊕
i+j=∗E
i,j(A), d = dHoch + dq-coH +
∑∞
k=1M
k)
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