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Abstract
Graphene, a single atomic layer of graphite, has many exciting electronic and mechanical prop-
erties. On a fundamental level, the quasi-relativistic behaviour of the charge carriers in graphene
arises from the honeycomb-like atomic structure. Deforming the lattice changes the lengths of
the carbon-carbon bonds, breaking the hopping symmetry between carbon sites. Mathemati-
cally, elastic strain in a graphene membrane can be described by additional terms in the low-
energy effective Hamiltonian, analogous to the vector potential of an external magnetic field.
Hence, certain non-uniform strain geometries produce so-called ‘pseudo-magnetic fields’, lead-
ing to a predicted zero-field quantum Hall effect. These fictitious magnetic fields are distinct
from an external magnetic field in that they are only observed by charge carriers within the
membrane, and have opposing polarity for electrons in the K and K′ valleys, preserving time-
reversal symmetry of the lattice as a whole.
Deforming graphene in the non-uniform manner required to produce a homogeneous pseudo-
magnetic field has proven to be a huge technological challenge, however, restricting experi-
mental evidence to scanning tunnelling spectroscopy measurements on, for example, highly
deformed nanobubbles formed by the thermal expansion of an epitaxially grown sheet on a
platinum substrate. These results stimulated a large amount of interest in strain-engineering
electron transport in graphene, partly due to the extreme magnitude of the observed pseudo-
magnetic field, a direct consequence of the strain components strongly varying over the space of
a few nanometres, but the formation of nanobubbles is a highly stochastic process which cannot
be reliably reproduced. Subsequent research found a way to fabricate nanobubbles with a high
degree of consistency, but the measurements were still limited to local-probe techniques due to
the nanoscale size of the devices.
As such, a method to reliably induce a homogeneous pseudo-magnetic field within a micron-
sized membrane would be an attractive proposition, and is the basis for the work presented
within this thesis. The non-uniform strain required precludes a simple bending or elongation
of the substrate, hence a more local method is required. A novel nanostructure consisting of
suspended gold beams surrounding a graphene membrane will deform upon cooling to cryo-
genic temperatures, and crucially, the actuation mechanism can be designed to produce any
configuration of strain, including uniaxial strain, triaxial strain and a fan-shaped deformation,
the latter two of which are predicted to create homogeneous pseudo-magnetic fields within a
membrane. Strain patterns which are predicted to produce experimentally significant pseudo-
magnetic fields (∼ 1 T) may be generated with complex actuation beams that are physically
achievable. Furthermore, the actuation mechanisms may be utilised as electrical contacts to the
membrane, allowing its conductivity to be measured in the context of a two- or multi-terminal
measurement, in conjunction with an external magnetic field. The design of the devices was
developed using finite-element analysis, and the behaviour verified by low-temperature imaging
of prototypes. While, after careful annealing, some conventional two-terminal suspended de-
vices exhibited quantum Hall features at very low fields, the fabricated strain-inducing devices
did not display pseudo-Landau quantisation, nor Landau quantisation, due to the difficulties of
using current annealing to clean devices post-fabrication. The presented work, however, could
pave the way towards observing signatures of pseudo-magnetic fields in a range of experimental
measurements, as well as creating alternative strain geometries.
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Chapter 1
Introduction
1.1 Introduction
Graphene, a monolayer of sp2-bonded carbon atoms arranged in a two-dimensional honeycomb
structure, was first isolated at the University of Manchester by Andre Geim and Konstantin
Novoselov in 2004 [1]. Its existence brings together elements of solid-state physics with high-
energy particle physics, as the charge carriers behave in a manner analogous to massless rela-
tivistic particles [2, 3]. The seminal experiments [1, 2, 4–6] were performed on flakes mechan-
ically exfoliated from bulk graphite, deposited on to a silicon substrate with a thin oxide layer
acting as a capacitive gate to tune the carrier density, with the carrier mobility limited by interac-
tions between the flake and charged impurities in the substrate [7–10]. Subsequent experiments
were able to enhance the carrier mobility by either etching away part of the oxide layer, leaving
the graphene free-standing from the substrate [11–13], or by transferring a graphene flake on to
an atomically flat hexagonal boron nitride (hBN) crystal [14] or encapsulating between two hBN
flakes [15]. Devices fabricated using these new techniques exhibited carrier mobilities at least
an order of magnitude greater than observed previously in Si/SiO2 supported devices, and en-
abled the observation of exotic quantum states, such as the fractional quantum Hall effect [13],
broken symmetry states [13, 14] and a fractal quantum Hall effect [16, 17] in graphene–hBN
Moire´ superlattices.
In addition, and crucial to the work presented in this thesis, suspended devices allow the
membrane to be mechanically deformed, a result of graphene’s high intrinsic strength [18] and
high elasticity [19, 20], introducing interest from another area of physics, namely soft-matter
physics. While graphene has been proposed as an ideal solution to flexible electronics [21–24],
on a much more fundamental level, the ability of an electron to hop from one carbon site to the
next is dependent on the length of the carbon–carbon bond. Deforming the membrane would
cause these bond lengths to dilate, contract, or cause orbital re-hybridisation, modifying the
hopping probability with profound consequences for electron transport [25–30].
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Mathematically, strain within a graphene membrane can be described by additional terms
in the low-energy effective Hamiltonian [31, 32], analogous to the vector potential of an ex-
ternal magnetic field. If the curl of these additional terms is non-zero, then what is referred
to as a pseudo-magnetic field would exist within the membrane. This pseudo-magnetic field
would be expected to lead to pseudo-Landau quantisation, and a zero-applied field quantum
Hall effect [33–36]. Finding a reliable and reproducible method to manipulate a membrane in
the non-uniform manner required to produce a homogeneous pseudo-magnetic field has been
a huge technological challenge, and the work in this thesis provides a route to generation of a
homogeneous pseudo-magnetic field within a membrane. The principles behind the work can be
adapted to strain-engineering graphene and other two-dimensional crystals [37–39] in a range
of geometries.
1.2 Chapter overview
This chapter provides an introduction to the work presented within this thesis, and provides an
outline of the contents of each chapter. Chapter 2 discusses the theory behind electron transport
in unstrained graphene, in particular in a quantising magnetic field, and illustrates how strain
modifies transport leading to an effect partially analogous to an external magnetic field, a so-
called pseudo-magnetic field. Strain geometries to produce a homogeneous pseudo-magnetic
field are shown, as well as experimental work performed thus far by other research groups.
Chapter 3 discusses methods to mechanically manipulate graphene on the nanoscale, provides
details of the chosen device structure, and finite-element analysis which was used to optimise
and refine the nanostructure design, in conjunction with low-temperature imaging. Chapter
4 illustrates the fabrication sequence of suspended strain-inducing devices, and discusses the
reasoning behind each process. Chapter 5 discusses the low-temperature measurement setup, in
which the electrical measurements presented in this thesis were performed, and a description of
how low-noise measurements of resistivity were obtained and how current annealing was used
to clean devices. Chapter 6 presents electrical data from strained and non-strained devices, and
discusses the difficulties of current-annealing devices. Finally, Chapter 7 presents a summary
of the findings of the research, discusses the limitations in fabricating strained devices with
potential alterations to the design, and illustrates how the work can be adapted to future work
and collaborations.
Chapter 2
Background Physics and Theory
2.1 Introduction
This chapter provides a discussion of the background physics and theory related to the work
presented within this thesis.
Graphene is an atomically thin conducting membrane, susceptible to deformations within
and out of the 2D plane. Many of the technological applications of graphene are rooted in the
area of flexible optoelectronics [21–24] with potential for use in a new generation of smart-
phones or as an electronic paper. The exciting electronic properties of graphene, however, stem
from the honeycomb arrangement of carbon atoms, and so on a more fundamental level one may
ask the question of how electron transport through a graphene membrane responds to a mechan-
ical deformation. Mathematically, stretching graphene has the result of introducing additional
off-diagonal terms to the low-energy Hamiltonian [31, 32], producing an effect analogous to a
external magnetic field, leading to a predicted zero-field quantum Hall effect [33].
To explore the quantum mechanical effect of strain, one must first study the low-energy
spectrum of unstrained graphene (Section 2.2), in particular the effect of a real magnetic field
on the behaviour of the electrons (Section 2.3). A lattice deformation modifies the bond length
between nearest neighbours, and hence the ability of an electron to hop between pi-orbitals. The
asymmetry of the hopping parameter has to be taken into account when considering the tight-
binding model, and this is done in Section 2.4. Finally, strain geometries proposed to produce a
homogeneous pseudo-magnetic field and experimental evidence of pseudo-Landau quantisation
in a range of nanostructures are discussed in Sections 2.4.3 and 2.4.7.
2.2 Unstrained graphene
2.2.1 Atomic structure and reciprocal lattice
The honeycomb structure of monolayer graphene (Fig. 2.1a) can be considered as a triangular
lattice with two carbon atoms in the unit cell, or as two triangular sub-lattices. The primitive
3
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lattice vectors, which connect the nearest neighbours in each sub-lattice, are:
a1 = a
(√
3,0
)
, a2 =
a
2
(√
3,3
)
, (2.1)
where a is 1.42 A˚, the length of the conjugated carbon-carbon bond. There are two crystal-
lographic directions in the honeycomb lattice; zigzag, along a direction parallel to the lattice
vectors in Fig. 2.1a, and armchair, a direction parallel to the carbon–carbon bonds, orientated
30 ◦ to the armchair direction. The crystallographic directions have six-fold rotational symme-
try, and the edges of exfoliated graphene typically lie along one of these two orientations. The
a2
a1
A
B
r1
r2
r3
x
y
(A) r-space.
kx
ky
b1
b2
KK′
(B) k-space.
FIGURE 2.1: Lattice in real space (a), with A and B sub-lattices, primitive lattice vectors,
a1 and a2, and nearest neighbour vectors, r1, r2 and r3, indicated. The lattice vectors point
in a direction known as the zigzag direction. The first Brillouin zone of graphene (b), with
reciprocal lattice vectors, b1 and b2, and high-symmetry points, K and K′ shown.
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reciprocal lattice vectors of graphene are:
b1 =
2pi
3
√
3a
(
3,−
√
3
)
, b2 =
4pi
3
√
3a
(
0,
√
3
)
, (2.2)
which give the hexagonal first Brillouin zone of graphene (Fig. 2.1b). The K and K′ points are
inequivalent due to the twin sub-lattices.
2.2.2 Tight-binding model
Charge carriers in regular two dimensional electron gases (2DEG, such as those found in the
inversion layer of a MOSFET or in the triangular quantum well of a semiconductor heterostruc-
ture) obey a parabolic dispersion relation:
Ek =
h¯2k2
2m∗
. (2.3)
The charge carriers in graphene, however, behave very differently. The 2D tight-binding model
for monolayer graphene, treating nearest neighbour interactions as weak perturbations and ig-
noring next-nearest neighbour interactions, allows the Hamiltonian to be expressed as a 2× 2
matrix:
H =−t0
(
0 f ∗k
fk 0
)
, (2.4)
where
fk =
3
∑
j=1
exp(ik · r j) (2.5)
with the following nearest-neighbour vectors
r1 = a(0,−1) , r2 = a2
(√
3,1
)
, r3 =
a
2
(
−
√
3,1
)
. (2.6)
The off-diagonal terms represent tunnelling to the three nearest neighbours (from one sub-lattice
to the other) with t0 ≈ 3 eV being the electron hopping energy between adjacent pi orbitals
[40], assuming a perfect undeformed lattice (|r1| = |r2| = |r3|). The diagonal terms represent
tunnelling to the next-nearest neighbours - atoms within the same sub-lattice, which has been
disregarded for this calculation as it has no effect on the structure of the bands at low energy.
The energy eigenvalue is therefore
Ek =±t0 | fk| . (2.7)
Explicit calculation of Eq. 2.7 with the nearest-neighbour vectors given in 2.6 produces the
dispersion relation of monolayer graphene:
Ek =±|t|
√√√√1+4cos2(√3kxa
2
)
+4cos
(√
3kxa
2
)
cos
(√
3kya
2
)
. (2.8)
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E
ne
rg
y,
E
(e
V
)
kxa kya
FIGURE 2.2: The electronic dispersion of monolayer graphene (Eq. 2.8) calculated from a tight
binding model assuming only nearest-neighbour hopping. The interesting electronic behaviour
occurs at low energies around the corners of the hexagonal Brillouin zone, shown in black.
This is illustrated in Fig. 2.2. The valence and conduction bands correspond to the different
signs at the start of the expression. It can be seen that the dispersion is gapless at the K and K′
points, which are known as Dirac points or valleys. The locations of the two valleys in k-space
are
K =
(
4pi
3
√
3a
,0
)
, K′ =−
(
4pi
3
√
3a
,0
)
. (2.9)
The symmetry between the two valleys allows them to be concisely expressed as
Kτ = τ
(
4pi
3
√
3a
,0
)
(2.10)
with the valley index τ =±1. This convention is used for the rest of this thesis.
2.2.3 Massless Dirac fermions
The dispersion in Fig. 2.2 has a scale of ≈ 9 eV, corresponding to a temperature in excess of
100,000 K. The low-energy dispersion, corresponding to energies relevant to our discussion,
may be formulated by expanding the Hamiltonian around a Dirac point as k = Kτ + δk, with
the small parameter |δk|a 1, using the Taylor expansion of a function of two variables:
f (Kx+δkx,Ky+δky)≈ f (Kx,Ky)+δkx ∂ f∂kx
∣∣∣∣
kx=Kx,ky=KY
+δky
∂ f
∂ky
∣∣∣∣
kx=Kx,ky=KY
+ . . . . (2.11)
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Expanding to first order, fk becomes
fk ≈ −3a2 (τδkx+ iδky) . (2.12)
This is calculated in Appendix A. Eq. 2.4 may therefore be written as
H(τ) =
3at0
2
(
0 τkx− iky
τkx+ iky 0
)
= vFh¯(τσxkx+σyky) , (2.13)
where k now refers to the small momentum δk, with the Fermi velocity vF = 3at0/2h¯= 8×105
ms−1 and the Pauli spin matrices have their usual definition:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
. (2.14)
Eq. 2.13 leads to the celebrated linear dispersion of monolayer graphene (Fig. 2.3a):
Ek =±h¯vF|k| , (2.15)
where k = τkx + iky. Eq. 2.15 has the same wavevector dependence as the energy of a photon,
E = h¯kc, with the Fermi velocity, vF ≈ c/300, acting as a reduced speed of light. Hence, the
charge carriers in graphene behave like massless relativistic particles, governed by the Dirac
equation. Expanding fk to second order produces quadratic terms in Eq. 2.13 which have
the result of giving the dispersion three-fold symmetry at higher energies, and is referred to as
‘trigonal warping’ (Fig. 2.3b). This has negligible effect on the dispersion within 0.2 eV of the
Dirac points (corresponding to a temperature of 2300 K), however, and so may be disregarded for
this discussion. At the Dirac points, the valence and conduction bands touch, therefore intrinsic
graphene is a semi-metal, or a zero-gap semiconductor. The Hamiltonian for each valley is
related by the symmetry H(+) = H(−)†|k→−k, hence taking the time reversal of the Hamiltonian
is equivalent to switching between the two valleys.
Using the Hamiltonian in Eq. 2.13 and the dispersion in Eq. 2.15, the eigenfunctions in
each valley may be written as
|ψ(τ)k,s 〉=
1√
2
(
1
τseiτφk
)
eik·r = u(τ)k,se
ik·r (2.16)
where φk = tan−1 (ky/kx) and s = sgn(Ek), with s = +1 referring to the conduction band and
s = −1 to the valance band. The spinor in Eq. 2.16, u(τ)k,s , does not refer to the spin degree of
freedom, but to an additional degree of freedom known as pseudo-spin, which arises from the
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FIGURE 2.3: The low-energy electronic dispersion (a) is linear about Kτ (Eq. 2.15), hence the
charge carriers behave as massless relativistic particles. A contour plot of the energy eigenval-
ues (b) shows the emergence of trigonal warping at moderate energies (& 0.5 eV), which can
be calculated by expanding fk to second-order. The displayed contours correspond to energies
of 0.1 eV, 0.2 eV, 0.5 eV, 1 eV and 2 eV, extending outwards from the Dirac point.
two sublattices. The following eigenvalue equation
τvFh¯σ ·k |ψ(τ)k,s 〉= svFh¯k |ψ(τ)k,s 〉 , (2.17)
where σ = (σx,σy,σz) and k = (kx,ky,0), can be rewritten in terms of the pseudo-spin vector,
giving a new eigenvalue equation defining the chirality operator:
τσ · kˆ = s1 , (2.18)
where 1 is the 2× 2 unit matrix. Therefore the chirality operator, σ · kˆ, can only have the
eigenvalues ±1. The result of this is that electrons (s = +1) in the τ = +1 valley have their
pseudo-spin vector locked parallel to the momentum, whereas for holes (s=−1) the pseudo-spin
is anti-parallel, and vice versa for the τ = −1 valley. This well-defined chirality has important
implications for electronic transport in graphene, namely the absence of back scattering from
smooth potentials. Hence, the low electrical resistivity of graphene is not due to any intrinsic
high quality of the graphene membrane, nor due to a lack of impurities, but has its origins in
the nature of the charge carriers as massless Dirac fermions, which itself arises from the atomic
structure.
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2.3 Electrons in a Magnetic Field
2.3.1 The classical Hall effect
Consider a conductor with current density Jx in the x-direction. A magnetic field is applied in
the z-direction, as shown in Fig. 2.4, and the charge carriers are deflected from their straight-line
paths by the combined electrostatic and magnetostatic forces,
F = q(E+v×B) , (2.19)
where q is the charge of each carrier, E is the electric field vector, v is the drift velocity, and B
is the applied magnetic field. Charge will accumulate at the edges of the conductor, inducing an
Ex
Ey
B
vx
vx
qEy
qvxBqEy
qvxB
FIGURE 2.4: The Hall effect in a conductor. An electric field, Ex, gives electrons (red) and
holes (blue) a drift velocity, vx. A magnetic field, B, applied out of the plane deflects the charge
carriers (dotted lines) in a direction according to Eq. 2.19, and charge accumulates along the
edges of the conductor. This induces an electric field perpendicular to the direction of motion,
Ey, which prevents further charge separation. The Hall resistivity, ρxy, is defined as Ey/Jx, and
is proportional to the magnitude of the magnetic field.
electric field, Ey across the conductor, until the force arising from this induced field is equal to
the magnitude of the force arising from the applied magnetic field.
qEy = qvxB . (2.20)
The Hall, or tranverse resistivity is defined as
ρxy =
Ey
Jx
= RHB (2.21)
where RH is the Hall coefficient. For electrons, current density is
Jx =−neevx (2.22)
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where ne is the carrier density. Combining Eqs. 2.20 and 2.22 gives an expression for the Hall
coefficient:
RH =− 1nee . (2.23)
As Eq. 2.21 shows, the Hall resistivity is proportional to the applied magnetic field. Hence, the
Hall effect is a useful tool for determining either carrier density (and majority carrier type), or
magnetic field strength, if one or the other is known.
2.3.2 Semiclassical description
The application of a magnetic field to a 2DEG leads to quantisation of its energy levels, with
changes to the density of states [41]. The canonical momentum, p, of a charge carrier in a
magnetic field is the sum of the kinetic momentum, pkin = mv = h¯k and the field momentum,
pfield = qA, where q is the charge and A is the magnetic vector potential, related to the magnetic
field by B = ∇×A. The total momentum is
p = h¯k+qA . (2.24)
The Bohr-Sommerfeld relation leads to a quantisation of the orbits within the magnetic field:∮
p ·dr = 2pih(n+ γ) (2.25)
where n is an integer and γ has the value of 12 for free, non-relativistic electrons. Therefore∮
h¯k ·dr+
∮
qA ·dr = 2pih(n+ γ) . (2.26)
The equation of motion of a charged particle in a time-independent magnetic field is
h¯
dk
dt
= q
dr
dt
×B . (2.27)
Integrating with respect to time gives
h¯k = qr×B (2.28)
plus a constant of integration which does not affect the final result. Hence, the first path integral
in Eq. 2.26 becomes ∮
h¯k ·dr = q
∮
r×B ·dr (2.29)
and by using the scalar triple product relation (a×b) · c =−b · (a× c)
q
∮
r×B ·dr =−qB ·
∮
r×dr =−2qΦ (2.30)
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where Φ is the magnetic flux within the r-space orbit and making use of the geometric result∮
r×dr= 2Aorb, where Aorb is the area enclosed by the orbit. Using the Kelvin–Stokes theorem,∫
σ ∇×F(r) ·dσ =
∮
∂σ F(r) ·dr, the second path integral of Eq. 2.26 becomes∮
qA ·dr = q
∫
∇×A ·dσ
= q
∫
B ·dσ
= qΦ (2.31)
where dσ is the area element in real space. Substituting Eqs. 2.30 and 2.31 into Eq. 2.26 gives
−2qΦ+qΦ=−qΦ= 2pih(n+ γ) . (2.32)
Therefore, the orbit of an electron is quantised such that the flux through it is
Φn =
2pi h¯
q
(n+ γ) . (2.33)
From Eq. 2.27, it is known that a line element ∆r in the plane normal to B is given by ∆r =
(h¯/qB)∆k, and so
An =
(
h¯
qB
)2
Sn (2.34)
where An is the area of the orbit in real space and Sn is the area of the orbit in k-space. Since
Φn = B ·An,
Φn =
(
h¯
q
)2 Sn
B
=
2pi h¯
q
(n+ γ) (2.35)
and the area of an orbit in k-space satisfies
Sn =
2piqB
h¯
(n+ γ) . (2.36)
The energy levels discussed in this section are known as Landau levels. The degeneracy of a
level is the number of free electron orbitals that it can contain. Using Eq. 2.36, the change in
area between two successive orbits, Sn and Sn+1, for an electron with charge e is
∆S =
2pieB
h¯
. (2.37)
The degeneracy, g, is this area of k-space divided by the area occupied a single orbital, (2pi/L)2,
g =
eBL2
2pi h¯
. (2.38)
This degeneracy is proportional to B, and hence increasing the field increases the degeneracy of
a level. The electron density is ne = N/L2, and therefore the total number of filled levels, (the
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Landau filling factor, ν) is given by
ν =
neL2
g
=
neh
eB
. (2.39)
2.3.3 Landau quantisation
The following quantum mechanical description applies to a non-relativistic carrier in a 2DEG in
a magnetic field. The Hamiltonian of an electron, with charge −e and effective mass m∗, is
Hˆ (x,y) =
1
2m∗
[pˆ− eA(x,y)]2 (2.40)
with the linear momentum operator, pˆ = −ih¯∇. In a uniform magnetic field Bzˆ, an appropriate
choice of vector potential is the Landau gauge, A = Bxyˆ. The Schro¨dinger equation for this
system is:
− h¯
2
2m∗
[
∂ 2
∂x2
+
(
∂
∂y
+
ieBx
h¯
)2]
Ψ(x,y) = EΨ(x,y) . (2.41)
The Hamiltonian of Eq. 2.41 commutes with the y component of the linear momentum operator,
that is [
−ih¯ ∂
∂y
, Hˆ
]
= 0 (2.42)
and therefore the energy eigenfunctions are also simultaneously eigenfunctions of pˆy. An ap-
propriate wavefunction is therefore of the form
Ψ(x,y) = ψ (x)eikyy (2.43)
where h¯ky is the eigenvalue of pˆy. Substitution of Eq. 2.43 into Eq. 2.41 gives a differential
equation for the x dependence of the eigenfunctions:[
− h¯
2
2m∗
d2
dx2
+
1
2
m∗ωc (x− x0)2
]
ψ (x) = Eψ (x) (2.44)
where:
ωc =
eB
m∗
, x0 =− h¯kyeB . (2.45)
The Hamiltonian of Eq. 2.44 is of the same form as the one dimensional quantum harmonic
oscillator:
Hˆ (x) =
pˆ2
2m
+
1
2
mω2xˆ2 (2.46)
with motion centred at x0 and natural frequency ωc. Hence, the energy eigenvalues E are given
by:
En =
(
n+
1
2
)
h¯ωc =
(
n+
1
2
)
h¯eB
m∗
(2.47)
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where n = 0,1,2... indicates the index of the Landau level. From the definition of the cyclotron
frequency (Eq. 2.45), it can be seen that the separation of these equally spaced Landau levels is
proportional to the strength of the applied field. In an ideal 2DEG subjected to a perpendicular
magnetic field, the density of states takes the form of a series of δ -functions (Fig. 2.5a). These δ -
functions are broadened by disorder within the sample, creating extended states at the centre of
each peak and localised states away from each peak (Fig. 2.5b). The random disorder potential
produces localised islands with a higher or lower energy than the ideal δ -function energy levels.
Only electrons with energies near the centre of the broadened Landau levels are able to percolate
through a device.
D(E)
Eh¯ωc
2
3h¯ωc
2
5h¯ωc
2
7h¯ωc
2
11h¯ωc
2
(A)
D(E)
E
Extended states Localised states
h¯ωc
2
3h¯ωc
2
5h¯ωc
2
7h¯ωc
2
11h¯ωc
2
(B)
FIGURE 2.5: Landau levels in a conventional 2DEG with (a) no disorder and (b) disorder. In
the idealised case, the Landau levels take the form of discrete δ -functions. In the disordered
case, extended states exist at the centre of each Landau level, with localised states between
Landau levels. When the Fermi level is close to the centre of a Landau level, electrons are able
to percolate across a device. The separation of Landau levels is proportional to the magnetic
field strength.
2.3.4 The quantum Hall effect
In Section 2.3.1, it was shown that classically ρxy ∝ B. In high fields and at low temperatures
however, the electron orbits are quantised, as discussed in Sections 2.3.2 and 2.3.3. The result
is the formation of plateaus in ρxy, a striking macroscopic realisation of a quantum effect. (Fig.
2.6) [42–44]. Using Eq. 2.21 and substituting in the carrier density from Eq. 2.39 shows that
the Hall resistivity plateaus are precisely quantised in terms of the fundamental units, e and h:
ρxy =
h
νe2
(2.48)
where ν is the Landau filling factor, the ratio of charge density to the number of magnetic flux
quanta through an area.
ν =
neA
g
=
neh
eB
. (2.49)
The quantum Hall effect relies on the presence of edge states, which form as electrons scatter
from the side of the sample (Fig. 2.7). When the Fermi level is at the centre of a Landau
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FIGURE 2.6: The integer quantum Hall effect in a semiconductor heterostructure, from Cage
et al. [44]. Landau quantisation results in the formation of plateaus in the Hall resistivity (here
plotted as Hall voltage, VH, which are precisely quantised as h/νe2, where ν is the Landau
filling factor. The Hall plateaus coincide with a minimum in the longitudinal resistivity (plotted
here as longitudinal voltage, Vx).
B
FIGURE 2.7: Electron trajectories in an external magnetic field in the quantum Hall regime.
Localised (insulating) cyclotron orbits exist in the bulk of the sample, with radius `B =
√
h¯/eB.
Electrons scatter from the edges of the sample, creating states which conduct along the length
of the sample, producing the quantised Hall plateaus.
level (that is, in an extended state), the electrons are able to percolate across the device as
current. When the Fermi level is between Landau levels, however, electrons in the bulk are
unable to flow as they are locked in localised cyclotron orbits, yet the edge states are still able
to conduct along the length of the device. The quantised value of the Hall plateaus is dependent
on the number of edge states, which is equal to the number of filled Landau levels. The Fermi
level may be raised or lowered by changing the carrier density. Alternatively, the position of
each Landau level may be changed by increasing or decreasing the magnetic field strength, as
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the separation of Landau levels, h¯ωc, is proportional to the magnetic field strength. As the
temperature rises, more electrons become delocalised and so the width of the extended states
increases, decreasing the width of the Hall plateaus. Electron–electron interactions give rise to
the fractional quantum Hall effect, where the transverse conductivity is quantised in fractional
units of e2/h [45–48]. The fractional states are understood as the integer QHE of what are
known as composite fermions, the bound states of electrons and an even number of flux quanta,
with fractional charge [49].
2.3.5 Landau quantisation in graphene
Taking the low energy Hamiltonian (Eq. 2.13), the wave equation becomes:[
−E vF (pˆx− ipˆy)
vF (pˆx+ ipˆy) −E
][
χ1 (x,y)
χ2 (x,y)
]
= 0 (2.50)
where χ1 and χ2 refer to the two sub-lattices, and pˆx,y are the linear momentum operators in
the x and y directions. In a magnetic field B = Bzˆ with magnetic vector potential A = −Byxˆ,
pˆ→ pˆ− eA and Eq. 2.50 becomes: −E vF (−ih¯ ∂∂x + eBy− h¯ ∂∂y)
vF
(
−ih¯ ∂∂x + eBy+ h¯ ∂∂y
)
−E
[χ1 (x,y)
χ2 (x,y)
]
= 0 . (2.51)
The variables may be separated by assuming:
χ1 (x,y) = eikxxψ1 (y) (2.52)
and
χ2 (x,y) = eikxxψ2 (y) . (2.53)
Therefore Eq. 2.51 becomes:
−Eψ1+ vF
(
h¯kx+ eBy− h¯ ∂∂y
)
ψ2 = 0 (2.54)
and
vF
(
h¯kx+ eBy+ h¯
∂
∂y
)
ψ1−Eψ2 = 0 . (2.55)
Transforming to dimensionless variables by introducing:
E =
h¯vF
`B
λ with `B =
√
h¯
eB
, (2.56)
Chapter 2. Background Physics and Theory 16
and transforming y to a shifted dimensionless variable ξ :
ξ =− y
`B
− kx`B , (2.57)
produces the following coupled differential equations:
−λψ1−ξψ2+ dψ2dξ = 0 , (2.58)
−ξψ1− dψ1dξ −λψ2 = 0 . (2.59)
For λ = 0, (E = 0, the lowest Landau level) Eqs. 2.58 and 2.59 decouple and have solutions:
ψ1 = A1 exp
(
−ξ
2
2
)
, (2.60)
ψ2 = A2 exp
(
+
ξ 2
2
)
. (2.61)
Eq. 2.61 is unphysical, therefore A2 = 0. This shows that only one sub-lattice is involved in the
lowest Landau level. For λ 6= 0, (higher Landau levels) eliminating ψ2 produces a second-order
differential equation:
− d
2ψ1
dξ 2
+ξ 2ψ1 =
(
1+λ 2
)
ψ1 . (2.62)
The dimensionless harmonic oscillator equation with eigenvalues ε = n+ 12 has the form of Eq.
2.63:
1
2
(
ξ 2− d
2
dξ 2
)
ψ (ξ ) = εψ (ξ ) . (2.63)
By comparison,
1+λ 2 = 2
(
n+
1
2
)
, (2.64)
λ =±
√
2n . (2.65)
Therefore the Landau level energies in graphene are given by:
E =
h¯vF
`B
λ =±
√
2h¯eBvF 2n (2.66)
where n = 0,1,2... indicates the Landau level.
2.3.6 The quantum Hall effect in graphene
In contrast to massive Schro¨dinger fermions in a regular 2DEG, in which the Landau level en-
ergy (Eq. 2.47) is proportional to B and n, the Landau levels in graphene (Eq. 2.66) are propor-
tional to
√
B and
√
n. This is a direct result of the quasi-relativistic nature of the charge carriers
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in graphene. Each Landau level is four-fold degenerate, due to the spin and sub-lattice degen-
eracy. Furthermore, the n = 0 Landau level is shared by electrons and holes, which produces a
half-integer shift in the conductivity plateaus of the quantum Hall effect.
σxy = ν
e2
h
, ν = 4
(
n+
1
2
)
= 2,6,10 . . . . (2.67)
The first group to present the quantum Hall effect in graphene was Zhang et al. in 2005 [5]
(Figs. 2.8a and 2.8b). The spacing between the n = 0 and n = 1 levels at 10 T corresponds to a
temperature of 1,000 K (compared to an energy gap in, for example, GaAs (m∗ = 0.068me) of
195 K). Hence the quantum Hall effect in graphene is visible at room temperature in moderately
high fields [6] (Fig. 2.8c).
(A)
(B) (C)
FIGURE 2.8: The quantum Hall effect in monolayer graphene: (a) The Hall (Rxy, black) and
longitudinal (Rxx, orange) resistance as a function of backgate voltage, in applied magnetic
field B = 9 T, adapted from Zhang et al. [5]. Rxy is quantised to the values of h/νe2, with
the Landau filling factor taking the values ν = 4(n+1/2), indicated by the small numerals.
The quantum Hall plateaus are accompanied by minima in Rxx. (b) The Hall (Rxy, black) and
longitudinal (Rxx, red) resistance as a function of applied magnetic field, at constant carrier
density, ,adapted from Zhang et al. [5]. (c) The Hall (ρxy, red) and longitudinal (ρxx, blue)
resistivity as a function of backgate voltage, Vg, in applied magnetic field B = 29 T at 300 K,
adapted from Novoselov et al. [6]. The large energy gap between the n = 1 and n = 0 Landau
levels enable the ν =±2 features to be observed at high temperatures.
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2.4 Electromechanical properties of graphene
2.4.1 The two-dimensional strain tensor
When a membrane is deformed, the separation of any two points on the membrane changes.
The displacement of a point initially at position r is given by the vector r′− r,with the position
of the displaced point r′ given by r′ = r+u(r)+ zˆh(r), with the two component vector u(r)
describing in-plane deformations and the scalar function h(r) describing deformations out of
the plane of the membrane.
Considering two points close to each other and denoting the components of the vector join-
ing them before a deformation as dxα , where xα ∈ {x,y}, the vector joining them after the
deformation is dx′α = dxα + duα , with uα containing both in-plane and out-of-plane deforma-
tions, uα = (ux (r) ,uy (r) ,h(r)). The new length between two points after a deformation can
then be written in Einstein notation as [50]
dl′2 = dl2+2uαβdxαdxβ , (2.68)
where uαβ refers to the dimensionless components of the two-dimensional strain tensor [50]:
uαβ =
1
2
(
∂uβ
∂xα
+
∂uα
∂xβ
+
∂h
∂xα
∂h
∂xβ
)
. (2.69)
The tensor is symmetric (i.e. uαβ = uβα ), and the strain couples linearly to an in-plane defor-
mation and quadratically to an out-of-plane deformation, respecting the symmetry between an
upwards and a downwards deflection (h→−h). In cartesian coordinates, uαβ has the following
components; the normal strain:
uxx =
∂ux
∂x
+
1
2
(
∂h
∂x
)2
, (2.70)
uyy =
∂uy
∂y
+
1
2
(
∂h
∂y
)2
; (2.71)
and the shear strain:
uxy = uyx =
1
2
(
∂uy
∂x
+
∂ux
∂y
+
∂h
∂x
∂h
∂y
)
. (2.72)
Considering purely in-plane strain, with displacement vector u = urrˆ+uθ θˆ , the components of
the strain tensor may be expressed in polar coordinates (r,θ ) [50] as:
urr =
∂ur
∂ r
, (2.73)
uθθ =
1
r
(
∂uθ
∂θ
+ur
)
, (2.74)
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urθ =
1
2
(
1
r
∂ur
∂θ
+
∂uθ
∂ r
− uθ
r
)
, (2.75)
2.4.2 Corrections to tight-binding model due to a lattice deformation
In general, an elastic deformation in a graphene membrane changes the position of the nearest
neighbour vectors, r j → r′j, modifying the bond length between adjacent atoms. The hopping
energy between pi-orbitals can no longer be taken as a single value, but is dependent on the
fractional change in bond length between the jth nearest neighbour, δ l j. To first order:
t j = t0 exp
(
−γδ l j
a
)
≈ t0
(
1− γ δ l j
a
)
, (2.76)
where γ = ∂ ln t0/∂ lna = a∂ t0/t0∂a≈ 3[31, 51–54] is the Gru¨neisen parameter, describing the
strength of the electron–phonon interaction. δ l j, to first order, takes the form
δ l j = |r′j|− |r j| ≈
1
a
uαβ r jαr jβ , (2.77)
where r jα is the α-component of the nearest neighbour vector r j, with indices α,β ∈ {x,y}.
This is calculated in Appendix B. The tight-binding Hamiltonian (Eq. 2.4) becomes
H =−t0
(
0 f ′∗k
f ′k 0
)
, (2.78)
where f ′k incorporates the modification in hopping due to the change in bond lengths, from Eq.
2.76, within the summation over nearest neighbour plane waves:
f ′k =
3
∑
j=1
(
1− γ δ l j
a
)
eik·r j = fk−
3
∑
j=1
γ
δ l j
a
eik·r j (2.79)
and therefore the Hamiltonian including corrections due to strain may be expressed as
H =−t0

0 f ∗k −
3
∑
j=1
γδ l j
a
e−ik·r j
fk−
3
∑
j=1
γδ l j
a
eik·r j 0
 . (2.80)
Expressing δ l j in terms of its components gives
δ l j ≈ 1auαβ r jαr jβ =
1
a
(
uxxr2jx+2uxyr jxr jy+uyyr
2
jy
)
, (2.81)
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and using the values of r j from Eq. 2.6:
δ l1 =auyy , (2.82)
δ l2 =
3a
4
uxx+
√
3a
2
uxy+
a
4
uyy = (χ+φ)a , (2.83)
δ l3 =
3a
4
uxx−
√
3a
2
uxy+
a
4
uyy = (χ−φ)a , (2.84)
where
χ =
3
4
uxx+
1
4
uyy , φ =
√
3
2
uxy . (2.85)
Substitution of Eqs. 2.82 - 2.84 into the summation in the correction at the Dirac point1, Eq.
2.10, gives
−
3
∑
j=1
γδ l j
a
exp(iKτ · r j) =−γ
(
uyy+(χ+φ)exp
(
2piiτ
3
)
+(χ−φ)exp
(−2piiτ
3
))
(2.86)
and using Euler’s formula
exp(iθ) = cosθ + isinθ , exp(−iθ) = cosθ − isinθ , (2.87)
Eq. 2.86 may be expressed as
−
3
∑
j=1
γδ l j
a
exp(iKτ · r j) =− γ
(
uyy+2
[
χ cos
(
2piτ
3
)
+ iφ sin
(
2piτ
3
)])
(2.88)
=− γ
(
uyy+2
[
χ
(
−1
2
)
+ iφτ
(√
3
2
)])
(2.89)
=− γ
(
uyy−
[
3
4
uxx+
1
4
uyy
]
+ i
√
3τ
[√
3
2
uxy
])
(2.90)
=
3
4
γ (uxx−uyy−2iτuxy) , (2.91)
and the Hamiltonian becomes
H = h¯vF
 0 τkx− γ2a (uxx−uyy)− i(ky− γaτuxy)
τkx− γ2a (uxx−uyy)+ i
(
ky− γaτuxy
)
0
 .
(2.92)
2.4.3 Pseudo-magnetic fields
An important note to make is that the off-diagonal correction in Section 2.4.2 takes the form
k→ k+δk. This is analogous to the shift in wavevector due to a magnetic field k→ k+eA/h¯,
1Although a lattice deformation would shift the position of Kτ in k-space, this would enter the calculation as a
higher-order correction, and therefore may be neglected.
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where B = ∇×A. As such, with appropriate prefactors, the correction may be expressed as a
pseudo-vector potential:
As =± γ h¯2ea
(
uxx−uyy
−2uxy
)
. (2.93)
The pseudo-vector potential has opposing signs for electrons in the K and K′ valleys. This is a
consequence of a lattice deformation preserving time reversal symmetry, which is broken by an
external magnetic field. The curl of this pseudo-vector potential produces the pseudo-magnetic
field
Bs = ∇×As =
(
∂Ay
∂x
− ∂Ax
∂y
)
zˆ =∓γ h¯
ea
(
∂uxy
∂x
+
1
2
∂ (uxx−uyy)
∂y
)
zˆ (2.94)
which is homogeneous for certain strain geometries. In addition to imitating the effect of a
magnetic field via the deformation of a membrane, the valley dependence of the pseudo-vector
potential results in a pseudo-magnetic field with opposing signs for electrons in the K and K′
valleys. It was proposed that a uniform pseudo-magnetic field will give rise to pseudo-Landau
quantisation within the membrane without the application of an external magnetic field, pro-
ducing a ‘zero-field’ quantum Hall effect [33], and this is the basis for the work presented in
this thesis. Pseudo-Landau quantisation would be expected if the field is homogeneous over the
magnetic length, `B =
√
h¯/eBs. For the devices considered in this thesis, Bs & 0.5 T, corre-
sponding to a magnetic length `B . 35 nm. Furthermore, there should be no contiguous parts
of the sample with a differing pseudo-magnetic field to the main part of the sample that would
result in a conducting channel that would bypass the main part of the sample when it is in an
insulating state.
A homogeneous pseudo-magnetic field may provide a route to ‘valleytronics’, as the total
magnetic field in the presence of an external magnetic field and an intrinsic pseudo-magnetic
field is Bext±Bs. Therefore, each valley will experience a different total magnetic field, and
hence different spacings of the Landau level energies. As such, one valley may be in a con-
ducting state (with the Fermi level at the centre of a Landau level) with the other valley in an
insulating state (with the Fermi level between two Landau levels). The pseudo-vector potential
may be expressed in polar coordinates (r,θ ) as [33]
As =± γ h¯2ea
(
(urr−uθθ )cos3θ −2urθ sin3θ
−2urθ cos3θ − (urr−uθθ )sin3θ
)
. (2.95)
The curl of Eq. 2.95 produces the pseudo-magnetic field:
Bs = ∇×As =
(
1
r
∂Ar
∂θ
− Aθ
r
− ∂Aθ
∂ r
)
zˆ . (2.96)
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2.4.4 Geometries to produce uniform pseudo-magnetic fields
Several geometries, of varying experimental feasibility, have been proposed to produce pseudo-
magnetic fields, in particular pseudo-magnetic fields with a high degree of homogeneity across
a membrane. The simplest deformation one may consider is uniaxial strain. Although uniform
strain produces a homogeneous pseudo-vector potential, and therefore no pseudo-magnetic field,
a graphene membrane would also experience Poisson contraction (uyy = −νuxx, with ν ≈ 0.16
[19, 55]). Hence, clamping a rectangular membrane at each end and deforming longitudinally
would produce positive and negative pseudo-magnetic fields in each corner of the membrane as
the strain components rapidly change in the proximity of the contacts [56, 57]. A map of the
pseudo-magnetic field is shown in Fig 2.11a.
(A) (B) (C)
FIGURE 2.9: Uniform pseudo-magnetic fields. (a) A graphene disc (blue) deformed to pro-
duce a homogeneous pseudo-magnetic field (deformed geometry in red). (b) Distribution of
forces at the perimeter of the disc which would create the required strain to produce a homo-
geneous pseudo-magnetic field. The uniform colour corresponds to the homogeneity of the
pseudo-magnetic field. (c) A Y-shaped membrane allows a uniform pseudo-magnetic field to
be generated only by normal forces along the edge of the membrane. Adapted from Guinea et
al.(2010) [33]
In 2010, Guinea et al. [33] proposed a deformation geometry to produce a pseudo-magnetic
field in a circular graphene disc (Fig. 2.9a). Three distributions of edge forces were supplied.
The first consisted of both stretching and compression forces with tangential components (Fig.
2.9b). This would be very hard to implement experimentally. The second distribution of edge
forces consisted of purely normal forces on a modified geometry (Fig. 2.9c). These perpendicu-
lar forces scale non-linearly along the edge of the membrane, and so would also be challenging
to physically achieve. The final distribution of edge forces was to a hexagonal membrane,
pulling in three armchair directions (Fig. 2.10a). This produces a pseudo-magnetic field which
is uniform in the centre of the membrane (Fig. 2.11c), and is more experimentally realisable
than the previously discussed geometries.
In another paper of the same year, Guinea et al. [34] proposed an alternative geometry, in
which a square membrane is deformed by normal forces along the sides of a graphene mem-
brane (Fig. 2.10b). These edge forces increase in magnitude linearly along the side of the
Chapter 2. Background Physics and Theory 23
(A) (B)
FIGURE 2.10: Two experimentally realisable geometries which produce uniform pseudo-
magnetic fields. (a): a triaxial deformation in the armchair directions of a hexagonal graphene
membrane produces a pseudo-magnetic field which is uniform at its centre. (b): a suspended
graphene membrane with normal forces acting in the x-direction (zigzag) which are linear in
magnitude with the y coordinate produces a uniform pseudo-magnetic field.
membrane, producing the required gradient of uxx with respect to y to create a homogeneous
pseudo-magnetic field (Fig. 2.11b). This geometry is experimentally realisable, as the mem-
brane can be considered as being deformed by two rigid arms, in the same way as an oriental
fan, but requires the membrane to be orientated with the x-axis in the zigzag direction to max-
imise the pseudo-magnetic field. This geometry forms the basis for the majority of the work
discussed in this thesis due to the uniform nature of the pseudo-magnetic field.
Fig. 2.11 shows numerically calculated pseudo-magnetic fields for various realistic de-
formations, using a two-dimensional plane strain model within COMSOL Multiphysics, see
Section 3.3.3 for a discussion of the methodology. The colour scale ranges from −4 T to
4 T, with white areas in the corners of each membrane corresponding to regions where the
pseudo-magnetic field diverges to large positive or negative values as the conflicting bound-
ary conditions form spikes in the strain tensor components, which change rapidly over a short
distance. The spikes are a result of the failure of using a two-dimensional model of a mem-
brane which is unable to deform into a third direction; a limitation of the computational method
available. A real device would deform out of the x− y plane of the membrane, relaxing the
long-range strain components [58, 59], and hence increasing the homogeneity of the pseudo-
magnetic field beyond what has been calculated using this method. The clamping effect of the
contacts in each case was modelled by applying the deformation to a ‘contact’ much stiffer than
the membrane, so that the deformation would translate perfectly to the membrane, and restrict
the Poisson contraction of the membrane in the vicinity of the contacts. Fig. 2.11a shows a map
of the pseudo-magnetic field for a uniaxial deformation in a realistically clamped 1µm×1µm
membrane. The displacement is |ux| = 50 nm along the vertical edges of the membrane. This
deformation, when the clamping effect of the contacts is considered, produces strong positive
and negative pseudo-magnetic fields in each corner, but a weak and non-uniform positive and
negative pseudo-magnetic field across the rest of the membrane, with Bs = 0 T at the centre. Fig.
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2.11b displays the pseudo-magnetic field corresponding to the deformation shown in Fig. 2.10b
within a clamped 1µm×1µm membrane. The edge displacement ranges linearly from |ux| = 0
nm at the lower edge to |ux| = 50 nm at the upper edge. The calculated pseudo-magnetic field
is largely homogeneous across the membrane and of one polarity, with the spikes in the mag-
nitude of the pseudo-magnetic field in the corners of the membrane again due to a combination
of the clamping effect of the contact and the resulting conflict between the boundary condi-
tions in the vicinity of the contact. Removing the clamping effect from the model produces a
completely homogeneous pseudo-magnetic field across the entire membrane, but this is an un-
realistic proposition unless the contacts also deform in an equivalent manner. In a real device,
it is anticipated [58, 59] that the membrane would deform out-of-the-plane to relax the strain
tensor components around the contact area, reducing the inhomogeneity of the pseudo-magnetic
field. Fig. 2.11c displays the pseudo-magnetic field corresponding to the triaxial deformation
shown in Fig. 2.10a, with hexagon side lengths of 1µm. The edge displacement |u|= 50 nm in
each direction of deformation. The pseudo-magnetic field is uniform within a circle of diameter
∼ 500 nm at the centre of the membrane, around the minimum size of a Raman laser spot, but
takes the opposing polarity around the edges of the membrane. Despite the larger membrane
size, the magnitude of the pseudo-magnetic field at the centre of the membrane is larger than in
the fan-shaped deformation for an identical maximum displacement. Decreasing the size of the
membrane increases the magnitude of the pseudo-magnetic field, but also confines the region of
homogeneity at the centre of the membrane to a smaller area.
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(A) Uniaxial deformation (B) Fan-shaped deformation
-4 -3 -2 -1 0 1 2 3 4
Magnitude of pseudo-magnetic field, Bs (T)
(C) Triaxial deformation
FIGURE 2.11: Numerically calculated pseudo-magnetic field for three deformations, (us-
ing Eq. 2.94, considering a single valley), for (a): a uniaxial deformation in a realistically
clamped 1µm×1µm membrane; (b): a fan-shaped deformation within a realistically clamped
1µm×1µm membrane; (c): a triaxial deformation, with hexagon side lengths of 1µm. The
(maximum) edge displacement is 50 nm in each geometry and the x-axis is aligned with the
zigzag direction. The colour scale ranges from -4 T to 4 T. White areas correspond to a diverg-
ing pseudo-magnetic field.
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2.4.5 Suitability of strain geometries for electron transport studies
Fig. 2.12 displays electron trajectories in a uniform pseudo-magnetic field. The opposing
pseudo-magnetic field for electrons in the K and K′ valleys leads to counter propagating edge
states and conventional cyclotron orbits in the bulk of the membrane. With regards to the con-
dition for pseudo-Landau quantisation discussed in Section 2.4.3, the criteria would be satisfied
in the case of the fan-shaped model where the pseudo-magnetic field is largely homogeneous
across the device, but the triaxial deformation presents a less-trivial problem; electron transport
provides an averaged view of the sample, which would contain both a positive pseudo-magnetic
field for a particular valley at the centre of the membrane and a negative pseudo-magnetic field
in the vicinity of the contacts. Furthermore, an electron may avoid the centre of the membrane
entirely, and just traverse the region without a homogeneous quantising pseudo-magnetic field.
As such, the triaxial deformation would be better suited to local measurements such as magneto-
Raman and scanning tunneling spectroscopy measurements, probing the local density of states
at the centre of the membrane where the pseudo-magnetic field is at a maximum, rather than
an electron transport measurement. These measurements were not performed by the author, but
provide a potential example of future work and collaboration. In addition, deformed graphene
nanoribbons [60, 61] and quantum dots [62] have also been studied theoretically, with transport
signatures of pseudo-magnetic fields predicted.
FIGURE 2.12: Electron trajectories in a uniform pseudo-magnetic field, indicated by the red
and blue arrows for electrons at the K and K′ points. The pseudo-magnetic field has opposing
polarity for electrons in each valley, leading to counter-propagating edge states with conven-
tional cyclotron orbits in the bulk of the membrane.
2.4.6 Pseudo-magnetic fields in a rotated lattice
The pseudo-vector potential and resulting pseudo-magnetic field discussed in Sections 2.4.3 and
2.4.4 was defined with the x-axis in the zigzag crystallographic direction. A rotation of the
crystal, (x′,y′), by an angle of θ relative to the laboratory coordinates, (x,y), (Fig. 2.13) would
change the magnitude and homogeneity of the pseudo-magnetic field [63].
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θ
FIGURE 2.13: A rotation of the crystal coordinates, (red, (x′,y′)), relative to the laboratory co-
ordinates (black, (x,y)), would change the magnitude and homogeneity of the pseudo-magnetic
field.
The two-dimensional rotation matrix is defined as
R =
(
cosθ −sinθ
sinθ cosθ
)
. (2.97)
Kτ · r j is invariant under a lattice rotation, hence the derivation of Eq. 2.93 is still correct. The
components of the rotated strain tensor, uα ′β ′ , can be calculated by(
ux′x′ ux′y′
ux′y′ uy′y′
)
= R
(
uxx uxy
uxy uyy
)
RT (2.98)
and the original pseudo-vector potential in terms of a pseudo-vector potential in a rotated lattice
is (
Ax
Ay
)
=
(
cosθ −sinθ
sinθ cosθ
)(
A′x
A′y
)
. (2.99)
Substitution of Eqs. 2.98 and 2.99 into Eq. 2.93 gives an expression of the pseudo-vector
potential under an arbitrary lattice rotation:
As =± γ h¯2ea
(
(uxx−uyy)cos(3θ)−2uxy sin(3θ)
−2uxy cos(3θ)− (uxx−uyy)sin(3θ)
)
, (2.100)
and therefore,
Bs =± γ h¯2ea
(
∂ (−2uxy cos(3θ)− (uxx−uyy)sin(3θ))
∂x
− ∂ ((uxx−uyy)cos(3θ)−2uxy sin(3θ))
∂y
)
zˆ .
(2.101)
It can be seen from Eq. 2.101 that the pseudo-magnetic field has three-fold rotational symmetry.
With the laboratory x-axis aligned to the zigzag direction, θ = 0 ◦, and the pseudo-magnetic
field takes its maximum magnitude. A rotation of the lattice so that the laboratory x-axis is now
aligned to the armchair direction, θ = 30 ◦, and there is no pseudo-magnetic field in the centre
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of the membrane, with pockets of strong pseudo-magnetic field, alternating between positive
and negative values, around the edge of the membrane. A rotation of 60 ◦ would align the
laboratory x-axis with another zigzag direction, resulting in a pseudo-magnetic field which has
an opposing sign when compared to the pseudo-magnetic field at θ = 0 ◦, although this would
be indistinguishable due to the symmetry of Bs in the K and K′ valleys.
2.4.7 Pseudo-Landau quantisation in experimental measurements
Section 2.4.3 illustrated that a strain-induced pseudo-vector potential can produce a homoge-
neous pseudo-magnetic field, and that several geometries exist which would exhibit this be-
haviour. Physically realising these geometries has been a huge technological challenge, and so,
aside from the work presented in this thesis, the experimental measurements performed thus far
have been limited to local-probe measurements on highly deformed nanostructures. The first
example of this was presented by Levy et al. in 2010 [36]. They observed the low-temperature
formation of highly deformed nanobubbles in graphene grown on a platinum substrate due to
thermal contraction (Fig. 2.14a).
Applying a bias voltage to an STM tip, they measured the differential conductance between
the graphene and the tip and, after subtracting the spectra due to the Pt(111) substrate, observed
peaks in the LDOS (Fig. 2.14b), which they attributed to Landau quantisation from the pseudo-
magnetic field. By analysing the separation of these peaks (Fig. 2.14c) they discovered that
the magnitude of the pseudo-magnetic field is in excess of 300 T. Additional experimental data,
in conjunction with theoretical modelling, showed the spatial inhomogeneity of the pseudo-
magnetic field (Fig. 2.15).
Similar measurements were also performed by another group on a ridge of graphene on
top of bulk graphite at 77 K [64]. Performing a comparable analysis, they observed a pseudo-
magnetic field of ∼ 230 T. In both of these cases, the extravagant magnitudes of the respective
pseudo-magnetic fields were a result of the nano-scale nature of the structures. Fabrication of
a meaningful device using lithographic techniques would be impossible. Furthermore, these
nanostructures form randomly upon cooling from fabrication temperature, a repeated process
would produce these deformed structures elsewhere, and they may not necessarily have the
correct geometry to produce a homogeneous pseudo-magnetic field. This was mitigated in later
work performed by Lu et al. [65], where they were able to create nanobubbles in a controlled
manner.
An artificial honeycomb lattice assembled by the careful arrangement of carbon monoxide
molecules also exhibited pseudo-Landau quantisation in local-probe measurements [66]. The
lattice was not physically strained from the original honeycomb lattice, but the molecules were
positioned in a ‘deformed lattice’, according to the work done by Guinea et al. [33], with
deformations corresponding to pseudo-magnetic fields up to 60 T.
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(B)
(C)
FIGURE 2.14: Adapted from Levy et al. (2010) [36]. (a): A low temperature scanning tun-
neling micrograph of graphene grown on a Pt(111) substrate (T = 7.5 K). Thermal contraction
has formed four nanobubbles at the graphene-Pt border and one in the patch interior, which is
shown in greater resolution in the inset. The maximum height of the central nanobubble is 1.6
nm. (b): Scanning tunnelling spectra at several locations on the central nanobubble, with the
spectra of the platinum substrate subtracted. Peaks in the differential conductance have been
attributed to the formation of pseudo-Landau levels due to a strain-induced pseudo-magnetic
field. (c): The separation of the peaks shows that the magnitude of the pseudo-magnetic field
is around 300 T.
2.4.8 Other strain-induced electronic phenomena
It has been theoretically predicted that, as well as creating a pseudo-magnetic field, strain en-
gineering can change the electronic properties of graphene in other ways. In addition to the
off-diagonal correction to the wave vector, there also exists a scalar deformation potential, Ds in
the diagonal element of the matrix Hamiltonian, which arises from local dilations and contrac-
tions of the lattice, and takes the following form [31]:
Ds (r) = g(uxx+uyy) . (2.102)
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(A)
(B)
FIGURE 2.15: Adapted from Levy et al. (2010) [36]. (a): STM image and topographic linescan
of a nanobubble across the trajectory shown in the STM image, with the magnitude of the
pseudo-magnetic field determined by separation of pseudo-Landau levels. (b): Theoretical
simulation of a nanobubble with calculated pseudo-magnetic field. The pseudo-magnetic field
in either case is inhomogeneous across the width of the nanobubble.
The bare magnitude of the coupling constant, g, is estimated by the nearly-free electron model
to be equal to the Fermi level as measured from the bottom of the σ -bands (20 – 30 eV) [31], but
unlike the pseudo-vector potential, the deformation potential is strongly reduced by screening
[67, 68]. Hence, the deformation potential would only be expected to dominate in the immediate
vicinity of the Dirac point. Furthermore, if purely uniaxial strain in excess of 24% is applied
to monolayer graphene, the Dirac points merge and a band gap is created [27]. Strains of this
magnitude are long way from being experimentally realised, however, and lie close to the failure
strain of graphene [18, 20]. A combination of uniaxial and shear strain between a more modest
12-17% has also been studied theoretically [69], and it was shown this can induce a band gap
from 0 to 0.9 eV. Furthermore, bilayer graphene also shows interesting low-energy coupling
between the electronic and mechanical degrees of freedom at much smaller strain magnitudes
[70], and also the emergence of a band-gap when one layer is deformed with respect to the other
[71].
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2.5 Conclusion
It has been shown that the linear spectrum of monolayer graphene is a result of the honeycomb
nature of the lattice. Deforming the lattice produces non-uniform hopping between carbon sites,
resulting in additional off-diagonal terms in the low energy Hamiltonian analogous to the vector
potential of an external magnetic field. Taking the curl of this pseudo-vector potential provides
a pseudo-magnetic field, which takes opposing signs for electrons at the K and K′ points, pre-
serving the time-reversal symmetry of a lattice deformation. Crucially, non-uniform strain is
required to create a homogeneous pseudo-magnetic field, with a view to observing a zero-field
quantum Hall effect. Strain geometries proposed to induce a homogeneous pseudo-magnetic
fields have been discussed, and their non-trivial nature has limited experimental work thus far to
local-probe measurements on highly deformed nanostructures.

Chapter 3
Device Design and Modelling
3.1 Introduction
As discussed in the previous chapter, when certain non-uniform strain fields are introduced to
a graphene membrane, it is predicted that an electromechanical effect, analogous to an external
magnetic field, can be observed. Producing the required strain geometry has thus far been a huge
technological challenge, limiting the experimental work to local-probe measurements of highly
deformed nanostructures. This chapter begins by discussing potential methods to mechanically
deform a graphene membrane, including a novel technique exploiting thermal contraction of
a suspended nanostructure. The chapter describes the design process behind generating non-
uniform required strain, and displays the findings of finite-element modelling and prototypes
which were used to optimise the device design.
3.2 Considered methods
This section discusses techniques proposed, both by the author and by previous work, to deform
a graphene membrane.
3.2.1 Flexible substrate
Flexible polymer substrates, such as polydimethylsiloxane (PDMS) and polyethylene tereph-
thalate (PET) have been previously used to determine the mechanical properties of graphene
[72] (PDMS), to create flexible graphene transistors [73] (PDMS) and to explore the Raman
spectrum of graphene under strain [51, 74, 75] (PET). Graphene microribbons embedded into
PDMS have also been shown to create highly sensitive strain sensors [76]. A micrometer can
be used to finely control the deformation of the substrate, and consequently the graphene mem-
brane, assuming the graphene does not slip from the surface. This is an ideal method to create
uniaxial strain, but the non-uniform strain required to produce a homogeneous pseudo-magnetic
field precludes a simple bending of the substrate. A more local method is therefore required.
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3.2.2 Deformation with an AFM cantilever
The tip of an AFM cantilever may be used to deform a graphene membrane in the z-direction.
This method has been used to determine the mechanical properties of graphene [18], but an AFM
tip would not produce the correct strain profile to produce a homogeneous pseudo-magnetic
field.
3.2.3 The piezoelectric effect
The piezoelectric effect is exhibited by some crystals, whereby electrical charge can be accumu-
lated in response to mechanical stress. The effect is reversible; conversely, the crystal exhibits a
deformation with the application of an electric field. This would, in principle, enable the strain
in a graphene membrane to be dictated by a voltage; increasing or decreasing the voltage would
change the amount of strain, and therefore the magnitude of the pseudo-magnetic field. The
piezoelectric material, however, must be electrically (but not mechanically) isolated from the
graphene, otherwise the electronic measurements will be influenced by the piezocrystals’ volt-
age supply and vice versa. Furthermore, for the piezocrystals to deform, they must be decoupled
from the substrate, requiring a large area to be suspended, both the piezocrystals themselves and
also the metallic electrodes. This increases the fragility of the devices, and also may require
an alternative method of suspension as the standard method, the etching of silicon oxide using
hydrofluoric acid, limits the range of materials available for use. Finally, work thus far done
with thin-film piezocrystals has focused on deformation out of the plane of the substrate, rather
than in-plane [77].
3.2.4 Electrostatic attraction
A large voltage applied to the highly doped Si below the SiO2 layer would deform the graphene
membrane out of the plane. However, the voltage required to deform the graphene by a measur-
able amount could be sufficient to collapse the device or tear it from the contacts. Alternatively,
an STM tip may also be used to deform the membrane [78, 79]. The voltage would also modify
the electronic density within the graphene membrane, and so the strain and carrier density are
not independent variables. To produce a homogeneous pseudo-magnetic field, the membrane
should have three-fold symmetry as per the work by Guinea et al.[33].
3.2.5 Nano-balloons
Graphene membranes are understood to be impervious, even to helium atoms [80]. Hence, a
membrane over a pre-etched cavity will deform out of the plane when a pressure difference
across the membrane is introduced. The amount of strain can be tuned by increasing or de-
creasing the pressure relative to the pressure within the cavity, and has been used to examine
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the elastic constants of graphene [80] and to study the effect of biaxial strain on the phonon
spectrum [54].
3.2.6 Electron beam irradiation of contacts
Metallic contacts have an amorphous crystal structure after deposition. By supplying sufficiently
high energy via an electron beam, the contacts are recrystallised causing a change in the density
of the film and a compression of the graphene beneath the contacts. This results in longitudinal
tensile and transerve compressive strain in the membrane [81]. Alternatively, organic insulat-
ing films contract when exposed to an electron beam or heated during thermal annealing [81].
This was shown to occur in supported graphene, with the strain within the membrane deter-
mined by Raman spectroscopy. The method produced small magnitudes of strain (uxx = 0.38%,
uyy =−0.26%) in a 4µm×4µm monolayer membrane with an irradiation dose of 64,000 Cm−2.
This corresponds to an membrane elongation of 15.2 nm. The ratio −uyy/uxx = 0.68 is much
greater than the Poisson ratio of graphene (ν ≈ 0.17 [19, 55]), indicating that the compressive
strain observed is not entirely due to the Poisson contraction of the membrane. It is proposed
that decreasing the separation of the contacts will increase the magnitude of the strains [81]; a
membrane length of 150 nm would produce a strain of 10%. This analysis, however, does not
consider the restoring force of the graphene membrane, which could restrict the contraction of
the contacts. This method produces biaxial strain with a large degree of homogeneity, but the
important variable with regards to the creation of pseudo-magnetic fields is not the magnitude
of the strain but the spatial derivative of the strain.
3.3 Thermal contraction of a suspended metallic bridge
A suspended cantilever composed of two metals with differing thermal expansion coefficients
(e.g. Cr and Au) will deform to one side when cooled to the low temperatures required for
electronic measurement. This has the advantage of being designed in such a way as to produce
the required deformation, but is a very weak effect, and would require a very long cantilever
to achieve a meaningful displacement. A modification of this proposal utilises a suspended
structure made of one material which is allowed to deform when the system is cooled. Rather
than relying on the difference in thermal contraction between two materials to provide the de-
formation, the contraction of the suspended structure against fixed points produces the required
deformation. A similar thermally-actuated technique has been concurrently developed to impart
uniaxial strain in a suspended membrane [82] via localised Joule heating of a suspended struc-
ture [83]. The simplest implementation of this type of device would be to produce uniaxial strain
in a membrane. A long suspended beam would be anchored at one end, with the other end mak-
ing the contact to the membrane, with an identical beam on the other side. The beams contract
along the suspended length of the structure towards the anchor points, stretching the membrane
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(A) Uniaxial deformation
(B) Triaxial deformation
(C) Fan-shaped deformation
FIGURE 3.1: Schematics of partially suspended metallic bridges which produce a variety of
strain fields in a graphene membrane: uniaxial strain (a), triaxial strain (b) and a fan-shaped
deformation (c) with the structure flexing against narrow hinges indicated in red. After etching
the SiO2 layer with hydrofluoric acid, the graphene membrane (green), including the graphene
under the contact, is under-etched completely. The Cr/Au-layer is partially under-etched by
an amount comparable to the etch depth (∼ 200 nm), indicated in yellow; areas narrower than
∼ 350 nm are completely free-standing and able to deform against Cr/Au supported by a pil-
lar of unetched SiO2 (brown) when cooled to cryogenic temperatures. The metallic bridges
also function as electrical contacts to the graphene membrane, allowing the membrane to be
measured in a two-terminal geometry.
(Fig. 3.1a). A uniaxial deformation would not produce a homogeneous pseudo-magnetic field in
the membrane (Fig. 2.11a), but the nanostructure design can be easily adapted to produce other
strain geometries; repeating the structure around a hexagonal membrane (Fig. 3.1b) will induce
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a triaxial deformation within the membrane (Fig. 2.10a), or constraining the deformation about
a fixed point below the axis of the beam (Fig. 3.1c) will create the fan-shaped deformation (Fig.
2.10b), both of which would produce a pseudo-magnetic field with a high level of homogeneity.
As well as mechanically deforming the membrane, the suspended structures can be used as
electrical contacts, allowing the resistivity of the membrane to be measured in a two-terminal
electrical measurement. The standard process for fabrication of high-mobility suspended graphene
devices involves partially etching the oxide layer of the substrate with hydrofluoric acid. Dur-
ing etching, gold with a thin chromium adhesion layer is under-etched by an amount similar to
the etch depth. Therefore, assuming an etch depth of 200 nm, regions thinner than ∼350 nm
would be suspended and free to deform, while regions wider than this remain anchored to the
substrate. Hence, the fabrication of this type of device would not require the development of a
new fabrication technology. The effect of thermal contraction scales with length,
∆LAu = LAu
∫ Tfab
Tmeas
α (T )dT ≈ LAuαnet∆T , (3.1)
where L is the length of the beam which is allowed to contract, α (T ) is the temperature-
dependent coefficient of thermal expansion, and Tfab and Tmeas is the fabrication temperature
(typically several hundred Kelvin above room temperature) and the base temperature of the
measurement, respectively. Indeed, devices displayed some slight deformation prior to cooling
purely as a result of the elevated temperature during the metallisation stage of fabrication. The
thermal expansion coefficients are considered as the difference in thermal contraction, between
e.g. the metal beam [84] and the substrate [85]. The structures discussed in this thesis are
remarkably robust; it is possible to create beams that span tens of microns without bowing or
sagging, offering considerable scope for devices.
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(A)
(B)
FIGURE 3.2: False-colour electron micrographs of a fan-shaped device (a) and triaxial device
(b) at room temperature. The gold contacts (yellow) are suspended, and anchored to the sub-
strate at the end of each branch by a wide strip of gold with a thin chromium adhesion layer
(brown), which remains supported by the substrate. As the device is cooled, the suspended
region deforms, straining the graphene (green). The amount of strain scales with the length of
the suspended region. The Cr/Au pads can also be used as electrodes to measure the resistivity
of the graphene using a two- or three-terminal geometry.
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3.3.1 Spring model
Stretching atomic bonds costs energy, and therefore the graphene–metal system may be concep-
tualised as two springs in series (Fig. 3.3). The elastic modulus, E, is defined as:
E =
F
A
L
∆L
, (3.2)
where the restoring force, F = k∆L, A is the cross-sectional area, L is the original length of an
element and ∆L is the change in length of an element. Hence, the effective spring constant of
each component is inversely proportional to its length:
k =
EA
L
. (3.3)
Applying uniaxial strain to the membrane, with the membrane considered to terminate at its
midpoint due to the symmetry of the two strain-inducing contacts, the extension of the graphene
membrane is
∆xgr = ∆LAu−∆xAu , (3.4)
where ∆LAu is the reduction in length of the gold beam due to thermal contraction, and ∆xAu is
the extension of the gold beam due to the restoring force of the graphene. Equating the restoring
forces of each spring gives
kgr∆xgr = kAu∆xAu = kAu
(
∆LAu−∆xgr
)
, (3.5)
(
kgr+ kAu
)
∆xgr = kAu∆LAu , (3.6)
∆xgr =
kAu∆LAu
kgr+ kAu
=
∆LAu(
kgr/kAu
)
+1
. (3.7)
Eq. 3.7 expressed in terms of the component dimensions (from Eqs. 3.1 and 3.3) gives
∆xgr =
LAuαnet∆T
2EgrAgrLAu
EAuAAuLgr
+1
. (3.8)
The factor of 2 arises from considering half of the membrane, as the length of the graphene
membrane in this analysis is taken to be Lgr/2. Eq. 3.8 shows that for small LAu, kgr/kAu 1,
and the extension of the graphene membrane is linear in increasing LAu. For moderate LAu,
kgr/kAu ' 1, and the extension of the graphene membrane is approximately half of the thermal
contraction of the gold beam. For large LAu, kgr/kAu  1, and the extension of the graphene
membrane is effectively independent of further increases in LAu, limiting the magnitude of the
strain within the membrane and hence the magnitude of the pseudo-magnetic field. The precise
definition of small, moderate and large LAu depends on the spring constant of each component,
and the length of the beam at which the onset of the saturation of the extension of the membrane
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FIGURE 3.3: Uniaxial strain within a graphene–gold nanostructure analysed as two springs
in series. The suspended gold beam contracts due to thermal contraction by ∆LAu, which is
proportional to the length of the gold beam (Eq. 3.1). The contraction of the beam expands the
graphene membrane, which provides a restoring force to the gold beam, causing it to re-expand
by ∆xAu. The net expansion of the membrane is given by ∆xgr = ∆LAu−∆xAu, which may be
expressed in terms of the device dimensions (Eq. 3.8).
may be increased by augmenting the spring constant of the beam, namely by increasing the
beam’s cross-sectional area. Importantly, it was found that regions of gold without a chromium
adhesion layer can be under-etched much further than areas with, and so a pure gold beam may
be made considerably wider than 350 nm and still be completely under-etched. It was also
seen that eliminating the chromium adhesion layer substantially increased the yield of success-
fully suspended membranes and reduced the electrical resistance between the contact and the
graphene. The inclusion of thin branches angled backwards from the main beam (as seen in Fig.
3.2) further enhances the extension of the membrane, due to an increase in the effective width of
the beam and a resultant contraction in the direction of the contraction of the main beam, as well
as providing some structural support without being so rigid as to prevent the gold beam con-
tracting. The vertical thickness of the beam may also be increased, but this may create problems
during fabrication, either with regards to the removal of excess film (‘lift-off’), or lithography
resolution problems from the required increase in resist thickness. For the devices discussed in
this thesis, the film thickness was limited to 150 nm for this reason.
The analytical model produces identical results to the same system numerically modelled
within COMSOL, indicating that the analytical model is correct. This simplified analysis, how-
ever, ignores the expansion of the graphene membrane upon cooling and Poisson contraction of
the graphene membrane. Interestingly, the thermal expansion coefficient of graphene is negative
and varies non-monotonically over the temperature range considered [86–88], with an approxi-
mate averaged value of αnet ≈−10µm.m−1K−1, therefore a 1µm long membrane would expand
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by ∼3 nm. This extension would produce an out-of-plane deformation in the membrane rather
than in-plane, and hence it would not influence the actuation mechanism. The effect on a physi-
cal device would be a small positive correction to the in-plane displacement of the membrane as
it would be possible to slightly deform in the x-direction, recovering the out-of-plane deforma-
tion, before having to artificially stretch bonds, from which the restoring force arises. Devices
utilising the ‘fan’-shaped deformation have a slight gain from the relative distances between
force and pivot, but also some loss involved in the the flexing of the hinges. Finite-element
modelling (Section 3.3.3) can be used to describe the low-temperature behaviour of devices in
much better detail. Nevertheless, this discussion of spring constants serves as a useful starting
point for the development of strain-inducing devices, in particular the measures used to increase
the spring constant of the metal beam.
3.3.2 Graphene–gold adhesion
The strain-inducing contacts discussed in this thesis rely on the adhesion between the graphene
and the gold to transfer the deformation to the membrane. The adhesion energy density of the
graphene–gold interface may be expressed as [89, 90]
Γgr–Au = 2
√γgrγAu , (3.9)
with the surface energy of the graphene γgr ∼ 180 mJ m−2 [89, 90] and gold film γAu ∼ 1250
mJ m−2 [91]. Considering a uniaxial deformation, assuming a contact area, Agr–Au, of 1µm2
and comparing the adhesion energy to the elastic energy in one half of the 1µm×1µm graphene
membrane gives the maximum deformation the contacts can sustain before the graphene slips
from below the surface:
1
2
Egrwgrtgr
Lgr
(
∆xgr
)2
= Γgr–AuAgr–Au , (3.10)
∆xgr =
√
2Γgr–AuAgr–AuLgr
Egrwgrtgr
= 56 nm . (3.11)
Hence, the graphene membrane would be expected to slip when the strain exceeds 11%, around
half of the expected failure strain of the membrane [19, 20]. This is, however, a ‘best case’
calculation assuming a perfectly clean interface between the graphene and the gold, and residues
from fabrication may cause the graphene to slip at lower strain magnitudes. A novel method to
mechanically ‘pin’ the graphene to the gold contact was used to allow access to greater strains
within the membrane without slipping. Small cavities,∼ 20 nm deep, were etched into the SiO2
below the graphene contact area during the graphene-etch process using a CHF3-based recipe.
When the gold contacts are deposited, the gold film fills these cavities, acting as pins through
the graphene. A further 200 nm of SiO2 is later removed by etching in HF, leaving the contact
area suspended. Making electrical contact to the edge of the membrane is also expected to give
superior current injection, reducing the contact resistance [92, 93].
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FIGURE 3.4: A schematic of the contact area of a device before HF etching, with the cross-
section through the dotted red line shown (not to scale). During the graphene-etch process,
∼20 nm of SiO2 is removed using a CHF3-based recipe, including within areas where the
graphene–gold interface will be. During evaporation, the gold film fills the cavities in the SiO2,
preventing the graphene slipping from under the contact when there is a strain in excess of 10%
within the membrane. ‘Edge’ contacts are also expected to reduce the contact resistance of the
graphene–gold interface.
3.3.3 FEM modelling
Commercial finite-element method (FEM) software (COMSOL Multiphysics) was used to model
the effect of thermal contraction on a range of designs in two dimensions. As its name suggests,
the software is useful for modelling physical situations which have coupling between various
areas of physics, and has the ability to define custom equations to model, for example, the strain-
induced pseudo-magnetic field. The two-dimensional plane strain model incorporating thermal
contraction within the additional ‘Structural Mechanics’ module was utilised. It is assumed that
the strain in the membrane and contacts is all in-plane, hence using a fully three-dimensional
model would provide very little gain for the computational expense, and therefore was not used.
It is possible, however, to specify the thickness of each component, making the model quasi-
three-dimensional. This is important for the considerations discussed in Section 3.3.1. The ther-
mal expansion coefficients of each component are strongly temperature-dependent [84–88], and
therefore an averaged value between the upper and lower temperature was used in the model.
The effect of thermal contraction of the substrate, which would be dominated by the silicon
rather than the thin layer of silicon dioxide, was incorporated into the two-dimensional model
by subtracting the average thermal expansion coefficient of silicon from the average thermal
expansion coefficients of graphene and gold.
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FIGURE 3.5: The constraint u= 0 is applied to the ends of the gold beams and branches which
remain fixed to the substrate (blue), all other edges are free to move (green).
First, the structure geometry was drawn within COMSOL Multiphysics. The material prop-
erties for each region were chosen (elastic modulus, Poisson ratio, thermal expansion coefficient,
and the thickness of each material, see table 3.1 for values), as well as the initial and final tem-
perature of the system and the boundary condition u = 0 for edges which were to remain fixed
(Fig. 3.5). A custom expression (Eq. 2.94) was also entered into the program to calculate and
plot the pseudo-magnetic field within the membrane. The geometry was turned into a poly-
gon mesh, which breaks the model into many small elements using a built-in algorithm which
generates elements with a higher density in fine areas. The mesh in the graphene membrane is
further refined to create more data points in the post-processing data and therefore a higher reso-
lution map of the pseudo-magnetic field. It is possible to use an adaptive mesh algorithm during
the solving process but this typically was not used, as it either provides an inferior number of
data points within the membrane (and therefore less resolution in a map of the pseudo-magnetic
field), or many more elements in the rest of the structure which do not strongly influence the
result of the modelling and increase the computation time and memory requirements. A typical
number of elements in the most complex geometries is ∼ 100,000, with an element size within
the membrane ∼ 10 nm. The program creates a large set of simultaneous equations which are
solved using built-in UMFPACK algorithms. The structures were designed as to maximise the
magnitude and homogeneity of the pseudo-magnetic field for a given total structure size, for both
structural stability and positioning amongst other graphene/graphite flakes. After modelling, the
geometry was refined and remodelled before being exported as an autoCAD .dxf file for use in
fabrication of physical prototypes and real devices. The behaviour of prototypes at cryogenic
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Material property Gold Graphene
Elastic modulus, E (GPa) 79 1000 [18]
Poisson ratio, ν 0.44 0.17 [19, 55]
Thickness, t (nm) 150 0.34 [94]
Net thermal expansion coefficient, αnet 11.5 [84] -10 [88]
(µm.m−1 K−1)
Upper temperature, Tfab 500 300
Lower temperature, Tmeas 4 4
TABLE 3.1: The material properties used in FEM modelling. The net thermal expansion coef-
ficients are the difference between the material and the silicon substrate [85], averaged between
the upper and lower temperature. The gold is deposited at an elevated temperature, hence the
reference configuration of the gold structure is established at a temperature∼ 500 K, estimated
by the behaviour of prototypes upon cooling.
temperatures allowed refinement of the parameters of the model, in particular the temperature
range over which the thermal contraction of the gold occurs, and therefore also a slight change
to the net coefficient of thermal expansion of the gold.
3.3.4 Dependence of the pseudo-magnetic field on the dimensions of the actuation
mechanism
The magnitude of the pseudo-magnetic field at the centre of a triaxial deformation is proportional
to the deformation (and hence the strain) in the direction of the actuation mechanism, whereas
the pseudo-magnetic field in the fan-shaped deformation is proportional to the difference in uxx
between the upper and lower edge of the membrane (or the angle, α , through which the contacts
are rotated):
Bs ≈ γ h¯2ea
(
∆uxx
W
)
=
γ h¯
2ea
(
tanα
L
)
. (3.12)
As such, structures were modelled using actuation mechanisms with a range of lengths and de-
sign features. The length dependence of the pseudo-magnetic field, calculated using Eq. 2.94
(with the assumption that the laboratory coordinates are aligned with the crystal coordinates
(Section 2.4.6)), for a 300 nm wide beam is displayed as the red curve in Fig. 3.6. As predicted
by the uniaxial spring model (Section 3.3.1, magenta curve in Fig. 3.6), there is a linear depen-
dence of the deformation of the membrane, and hence the magnitude of the pseudo-magnetic
field, on the length of the actuation beam for small LAu. As LAu is increased further, the effect
is restricted by the restoring force from the graphene membrane, and the pseudo-magnetic field
saturates. Utilising arms branching off from the main beam (blue curve) increases the deforma-
tion in the membrane and hence, also the magnitude of the pseudo-magnetic field for a given
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length of actuation mechanism. Using gold without a chromium adhesion layer removes the
constraint of the beam having a maximum width of ∼ 350 nm while still being under-etched,
and so the width of the suspended region may be increased to a width of 1µm (green curve),
which also enhances the pseudo-magnetic field.
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FIGURE 3.6: FEM model analysis: the magnitude of the pseudo-magnetic field at the centre
of a 1µm×1µm membrane that has undergone the fan-shaped deformation, as a function of
actuation mechanism dimensions and features, using the modelling parameters of Table 3.1.
The red curve corresponds to a simple 300 nm wide beam without branches emanating from
the main beam, the blue curve to a 300 nm wide beam with branches and the green curve to
a 1µm wide beam with branches. As predicted by the analytical unixial spring model (shown
here in magenta for a 300 nm wide beam), the magnitude of the pseudo-magnetic field increases
linearly with the length of the actuation beam, before the extension of the membrane begins to
saturate as the spring constant of the actuation beam becomes comparable to the spring constant
of the graphene membrane. The addition of branches to the main beam and increasing the width
of the main beam augments the magnitude of the predicted pseudo-magnetic field. A pseudo-
magnetic field of 1.2 T corresponds to a maximum strain of ∼ 20%, approaching the reported
failure strain of graphene [19, 20]. The cyan markers are data points from low-temperature
imaging of prototypes (Section 3.3.6, T ∼ 70 K), with the measured displacement converted
into Bs using Eq. 3.12. The difference between the model and the displacement shown in
prototypes can be attributed to the variation in the relevant temperatures.
A similar analysis was performed on hexagonal membranes with triaxial symmetry. The
magnitude of the pseudo-magnetic field at the centre of a triaxial deformation is proportional
to the deformation (and hence the strain) in the direction of the actuation mechanism. Fig.
3.7 shows the magnitude of the pseudo-magnetic field at the centre of a hexagonal membrane
with side lengths of 1µm (blue) for a range of actuation beam lengths, compared to the fan-
shaped deformation (red). In both cases, the actuation beams are 1µm wide with additional side
branches. The hexagonal membrane has larger dimensions than the square membrane as the
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pseudo-magnetic field is uniform over a circle of diameter ∼ 500 nm, comparable to the spot
size of a state-of-the-art magneto-Raman system. Despite the larger membrane size, the pseudo-
magnetic field in the centre of the membrane is greater than that generated with a fan-shaped
deformation.
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FIGURE 3.7: FEM model analysis: the magnitude of the pseudo-magnetic field at the centre
of a hexagonal membrane with side lengths of 1µm (magenta) compared with the pseudo-
magnetic field at the centre of a 1µm×1µm membrane which has undergone the fan-shaped
deformation (green), as a function of actuation mechanism length. In both cases, the actua-
tion beams are 1µm wide with additional side branches. The hexagonal membrane has larger
dimensions than the square membrane as the pseudo-magnetic field is uniform over a circle
of diameter ∼ 500 nm, comparable to the spot size of a state-of-the-art magneto-Raman sys-
tem. As before, the increase in the pseudo-magnetic field is linear with increasing LAu, before
becoming sub-linear at higher LAu. For very small LAu (. 1.5µm), there is not a significant
pseudo-magnetic field as the thermal contraction of the actuation beams is comparable to the
thermal expansion of the membrane.
3.3.5 Maps of the pseudo-magnetic field and strain distribution
The finite-element models enabled the magnitude and spatial distribution of the pseudo-magnetic
field to be explored, and maps of the pseudo-magnetic field are shown for the the hexagonal tri-
axial deformation (Fig. 3.8a) and fan-shaped deformation (Fig. 3.9a) for actuation mechanisms
of 18µm. Note that, due to the failure of using a linear elasticity model, there are inhomo-
geneities which would not exist in a real device, as an out-of-plane deformation would relax the
long-range deviation in the strain tensor components [58, 59]. An important variable to con-
sider in the design of these devices is the maximum strain within the membrane, which must
not exceed the failure strain of graphene. If the normal strain is differentiated with respect to an
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FIGURE 3.8: FEM model analysis: maps of the pseudo-magnetic field (a) and principal strain
(b) for a triaxial deformation in a hexagonal membrane with side length 1µm, with actuation
mechanisms of 18µm. The pseudo-magnetic field is homogeneous at the centre of the hexag-
onal membrane, the colour scale ranges from -5 T to 10 T. The principal strain along the sides
with the actuation beams is 14.7%, with the maximum strain occuring in a small area in each
corner, the colour scale ranges from 0% to 25%.
angle and set to zero then the principal strain direction may be found, and the maximum strain
component calculated. This is known as the principal strain, and is shown in Figs. 3.8b and 3.9b
for the triaxial deformation and the fan-shaped deformation, respectively. In the fan-shaped de-
formation, this is approximately the magnitude of the normal strain in the x-direction, uxx, along
the top edge of the membrane, plus a small correction due to the Poisson contraction. In the
triaxial deformation, the maximum strain is located in each corner of the membrane, rather than
where the deformation is applied. Removing these parts of the membrane from the model does
not affect the magnitude of the pseudo-magnetic field in the centre of the device, hence if the
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membrane were to tear in these corners then it should not impact the performance of a device.
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FIGURE 3.9: FEM model analysis: maps of the pseudo-magnetic field (a) and principal strain
(b) for a fan-shaped deformation in a 1µm×1µm membrane, with actuation mechanisms of
18µm. The pseudo-magnetic field is homogeneous away from the contacts, the colour scale
ranges from 0 T to 3 T. The principal strain along the upper edge is 19.8%, the colour scale
ranges from 0% to 25%.
3.3.6 Prototypes
Prototypes of devices were fabricated in parallel with the device design and modelling for two
main reasons. The unconventional nature of the suspended nanostructures discussed in this
thesis challenged the physical ability to fabricate devices; one can imagine and obtain modelling
results for a beam of any dimension but if these actuation beams are impossible to fabricate and
successfully suspend over more than a few microns then this is a futile exercise. The gold
film is fairly thick (150 nm) to maximise the spring constant of the actuation beams, and also
to enhance the structural rigidity with respect to suspension. Successful removal of excess
film requires a lithography resist thickness ∼ 2.5 times greater than that of the film. However,
increasing the resist thickness carries the penalty of a reduction in the lithography resolution, as
the electrons scatter over a greater distance. A detailed discussion of fabrication can be found
in Chapter 4, and the presented techniques were sufficient to fabricate and suspend actuation
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beams over considerable distances (e.g. Fig. 3.10) with a low failure rate, a surprising result
which enabled the consideration of more exotic designs. There were slight problems concerning
the removal of excess film in enclosed areas. This often resulted in areas between the branches
remaining after ‘lift-off’ in devices fabricated with a single metallisation process (Cr/Au). The
reason for this is unclear, but could be attributed to the metal film weakly joining the vertical
gap between the substrate and the top of the electron-beam resist. For unenclosed areas, there
is a large perimeter for the acetone to percolate under and the large, now loose, metal film
would tear at the weak link, giving a desirable result. For the enclosed areas, this perimeter is
tiny, and the metal film would typically remain. Nevertheless, this was not an issue for devices
fabricated with two metallisation steps, as the region between branches no longer forms an
enclosed area, and there were no more issues in subsequent devices. The issue with poor lift-
off in enclosed areas prevented the use of thin slits within a wider actuation beam, as the excess
film would remain, preventing hydrofluoric acid from reaching the internal parts of the structure.
Furthermore, the inclusion of branches emanating from the main beam ensured that no part of
FIGURE 3.10: A false colour SEM image of an early prototype. A metallic beam can be
suspended over considerable distances (∼1µm) without sagging or collapsing, enabling more
exotic designs to be considered.
the structure was more than a few microns away from a supported region of gold, allowing the
main actuation beam to be essentially extended ad infinitum without a decrease in the stability.
This is particularly crucial for devices utilising a uniaxial or triaxial deformation, as there is
no anchor point adjacent to the membrane, as with the fan-shaped geometry. Section 3.3.1 and
finite-element modelling of devices, however, showed that as the length of the beam increased,
there were progressively smaller and smaller gains to be made in terms of the deformation of
the graphene and hence the magnitude of the pseudo-magnetic field, but the findings of the
prototypes were that, if fabricated and handled correctly, then the suspension distances were not
a limiting factor in the magnitude of the pseudo-magnetic field.
In addition, the behaviour of devices at low temperatures was a useful tool for recalibrating
the parameters of the finite-element models used to optimise the device design. Several assump-
tions were made during the modelling process, in particular the averaged values of the thermal
expansion coefficients and the temperature range over which the thermal expansion/contraction
occurs. Commercially bought1 CVD graphene on Si/SiO2 was used in these prototypes as op-
posed to exfoliated flakes to maximise the number of prototypes on a chip, the total number
1from graphenesupermarket.com
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limited by lithography write time and chip size as opposed to the number of suitable exfoliated
flakes. The size of actuation mechanisms ranged from a few microns long up to tens of microns,
in which the membrane would potentially tear. Initially, low temperature optical images were
taken in a flow cryostat with an optical window. A displacement at the top of the contact of ∼
100 nm would be impossible to measure in this way, and so the contact was extended beyond the
top edge of the graphene as a thin pointer; a displacement of 100 nm at the top edge would trans-
late to a displacement of 500 nm at the end of a 4µm pointer. Ultimately, this was not a success
as it was too difficult to discern the location of the pointer, particularly at low temperatures with
the vibration of the helium flow. Prototypes were then imaged in a low temperature SEM at the
Institute of Materials Research and Engineering in Singapore, again using a pointer to minimise
the uncertainty in displacement. The base temperature of the system was 30 K, but again dif-
ficulties arising from the helium flow restricted the temperature during imaging to ∼ 70 K and
higher. As the coefficient of thermal expansion of gold, the dominant component of the nanos-
tructures, drops off sharply below 50 K [84], the behaviour of the prototypes at this temperature
would be similar to the behaviour of an exfoliated device at 4 K. The deformation of the contacts
was determined by measuring the angle of rotation of the contact/pointer relative to part of an
anchor pad fabricated during the same lithography–metallisation process to eliminate potential
error from a slight lithography misalignment (Fig. 3.11a). Devices of various actuation beam
lengths were imaged at temperatures of 70 K and above. It was seen that the contacts deformed
in good agreement with the FEM results when modelled with an initial temperature of gold ∼
500 K rather than 300 K, corresponding to the elevated temperature during deposition of the
contacts. For example, the device shown in Fig. 3.11a (with LAu = 13µm), displayed a top-edge
deformation of 88 nm, compared to the numerical result of 95 nm with an initial temperature
of 500 K and final temperature of 4 K. This trend repeated over a range of device dimensions
imaged at this time and also during imaging of previous design iterations. Interestingly, early
prototypes (for example, Fig. 3.12) exhibited a huge displacement without a membrane (yet a
force too weak to deform a membrane) at room temperature after cooling from the deposition
temperature. The membranes in the strongest of the strain-inducing devices tore from the top
edge of the membrane (Fig. 3.11b), at extensions comparable to the reported failure strain of
∼ 20%. This failure mode indicates that, when using the CHF3-based oxide etch (as discussed
in Section 3.3.2), the graphene does not slip from the contact. Ruptures propagated through a
large portion of the membrane, as the initial tear provides a nucleation site for further tearing.
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(A)
(B)
FIGURE 3.11: False-colour low-temperature electron micrographs of two strain-inducing de-
vices. The false-colouring represents the same components as in Fig. 3.2. (a) The deformation
at 70 K is determined by comparing the orientation of the contact/pointer (green line) to the
orientation of a fixed part of the contact (red line), fabricated during the same metallisation
process (rather than during a previous electron-beam exposure) to eliminate error from a slight
lithography misalignment. The additional thin gold strips above the main part of the contact
are not a functional part of the design, they are included to visibly enhance the deformation at
low temperatures and reduce the error in the extracted angle of rotation. The right contact has
rotated by 3.6 ◦, and the left by 2.3 ◦, resulting in top-edge displacements of 88 nm and 56 nm,
respectively. The asymmetry between the contacts can be attributed to part of the suspended
region of this particular device collapsing during transit between fabrication and characterisa-
tion. The larger of the two values, along with results from other sized nanostructures was used
to refine the parameters of the finite-element modelling. (b) A membrane which has ruptured
by actuation beams designed to exceed the failure strain of graphene. The graphene tears rather
than slips from the contact at these strain magnitudes. This image is taken at 130 K after cooling
to base temperature, hence the actuation beams have relaxed towards their initial configuration.
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FIGURE 3.12: A false-colour room-temperature electron micrograph of an early prototype
without a graphene membrane. Areas of Cr/Au narrower than ∼ 350 nm are free-standing,
and deform upon cooling from the elevated deposition temperature. The end of the pointer
was lithographically designed to be in-line with the lower edge of the second ‘tooth’ of the
structure on the left. A thin mound of SiO2, which is slightly thicker than the rest of the SiO2
on the chip, is faintly visible along this line, as the thin structure has acted as a partial etch
mask during etching in hydrofluoric acid. When the SiO2 immediately below the structure has
been removed, it deforms to its equilibrium configuration, with the pointer rotating by 13.8 ◦,
corresponding to the top edge of a hypothetical membrane being displaced by 295 nm. De-
spite the large displacement observed, the effective spring constant of this type of device was,
in general, far less than the spring constant of a graphene membrane (as discussed in Section
3.3.1) and hence, would produce a very weak strain field within the membrane. The observed
behaviour still provides a useful insight into the deformation of metallic nanostructures, how-
ever; in particular an estimate for the deposition temperature of ∼ 500 K when modelled using
a modified net thermal expansion coefficient of 13µm.m−1 K−1 to account for the temperature
range considered.
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3.4 Conclusion
Producing the geometry required to create a homogeneous pseudo-magnetic field is a non-trivial
task. This chapter describes a method by which a suspended graphene membrane may be ma-
nipulated on the nanoscale by a novel thermal contraction mechanism, which deforms against
fixed points to produce non-uniform strain. While there is some uncertainty in the exact values
of the thermal expansion coefficients and temperature ranges used in the modelling, and also
the orientation of the membrane with respect to the underlying crystal lattice, experimentally
significant pseudo-magnetic fields (∼ 1 T) may be generated with actuation mechanisms which
can be successfully suspended after fabrication. The displacements within the device structure
are compared to a simplified one-dimensional two-spring model, which shows that, while ther-
mal contraction scales linearly with length, the magnitude of strain and hence pseudo-magnetic
field within a membrane begins to saturate when the effective spring constant of the actuation
beams becomes comparable to the spring constant of the membrane. Finite-element modelling
was used to develop and optimise the design of the device, and prototypes were fabricated to
verify the behaviour at low temperatures, to refine the parameters of the finite-element model
and to explore the possibilities and limitations of the fabrication process, which is discussed in
detail in the next chapter.

Chapter 4
Device Fabrication
4.1 Introduction
This chapter details the fabrication process of the suspended devices described in Section 3.3.
The methods and motivations for each process are discussed in depth. Device fabrication was
carried out by the author in the Savchenko Centre for Nanoscience, an ISO 5/6 facility in the
School of Physics, University of Exeter.
The initial fabrication process begins with the deposition of alignment markers (5 nm Cr/40
nm Au) on to a circular 4 inch wafer of heavily n-doped silicon, with a 300 nm layer of silicon
oxide thermally grown on top. The deposition steps are identical to those of deposition of
contacts on to a graphene flake, which are discussed in detail below. The wafer is then diced
into 5 mm chips, which are used as the starting point for the fabrication of subsequent devices.
4.2 Exfoliation and deposition of graphene
The 5 mm substrates are first cleaned via sonication in acetone and propan-2-ol (IPA), and then
cleaned in an oxygen plasma (30 sccm O2, 30 mT, 30 W, 1 min) to remove any remaining poly-
mer residues before being placed on a hotplate at 130 ◦C to ensure that the surface is completely
free of water. A thin strip of clean-room tape is pressed down firmly on to a block of ZYA Grade
HOPG (highly ordered pyrolytic graphite), and slowly removed, with the intention of removing
a complete square of multilayer graphite. Another strip of tape is then pressed firmly on to the
first strip of tape, and the result is inspected for areas which are faintly transparent; the proce-
dure repeated until this occurs. The tape is then pressed on to the pre-heated substrate firmly for
a few seconds, and left for 30 seconds. The tape is removed and the substrate is inspected for
monolayer flakes, with a green filter used to maximise the contrast between monolayer flakes
and the bare substrate. This process typically produces a large number of small (. 5µm) flakes,
which are desirable due to the ease of suspension. Larger flakes may be produced using natural
graphite although fewer such flakes are typically deposited on to a chip. Flakes typically frac-
ture along either the zigzag or armchair directions, which has implications for the strain-induced
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vector potential. Optical micrographs are taken at magnifications of 500×, 200× and 50× and
imported into an AutoCAD file containing the array of markers. A script was written to facilitate
the scaling and rotation of the images, ensuring that the markers in the images align perfectly
with those in the AutoCAD file. Polygons defining the metallic contacts and etch masks are
drawn.
4.3 Dry etching of graphene flakes
As the deposition of graphene is a largely uncontrollable process, flakes typically have to be
etched into the correct shape and multilayer areas around flakes removed to position the large
contact design next to the desired flake (Fig. 4.1). Electron beam lithography is used to create an
etch mask, and the exposed graphene is removed with an argon-based recipe. EBL, as opposed
to photolithography, is used to allow the sub-micron resolution required for devices.
4.3.1 Spin coating with PMMA
First, the substrate is spin coated in 350 nm of polymethylmethacrylate (PMMA, 6% dissolved
in anisole, 495K chain length, spin speed 3500 RPM) and then baked at 180 ◦C for 10 minutes.
The substrate is secured in place by a low vacuum from below the sample holder. The PMMA
acts as a positive resist for the electron beam lithography, in that the exposed region becomes
soluble to the developer while the unexposed region remains insoluble. A PMMA thickness of
350 nm offers a compromise between resolution (the thinner the layer of resist, the higher the
resolution of the lithography as electrons scatter over a shorter distance) and robustness during
the etching process.
4.3.2 Electron Beam Lithography
The substrate is then positioned on a chuck of the lithography system, and an optical microscope
is used to record the position of the 20µm registration markers in the bottom-left and bottom-
right corners. The chuck is inserted into the lithography system, and the sample chamber is
left to pump down to 10−6 mbar. The electron beam is used to precisely locate the registration
markers and their positions are then stored in the system database using a unique identifier.
The AutoCAD file is converted into a pattern file and a dose file, and a proximity correction
tool reduces the required dose in large areas where the overlapping tails of the gaussian-shaped
electron beam contribute to the total dose. The pattern and dose files are then entered into the job
file, which also contains the names and coordinates of the registration markers and the base dose
required for the exposure (10 C/m2). The electron beam properties are set (80 keV acceleration
voltage, 1 nA beam current) and the job file is executed. The registration markers are located
and the pattern file rotated to allow for a slight rotation of the substrate on the chuck. The etch
mask is then written into the PMMA resist (Fig. 4.1b).
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4.3.3 Development
After exposure, the substrate is removed from the lithography system and developed for 15
seconds in a 15:5:1 solution of propan-2-ol, 4-methyl-pentan-2-one and methyl ethyl ketone
respectively. The developer is then rinsed off in fresh IPA. The exposure to the electron beam
breaks the PMMA chains, locally modifying the solubility of the PMMA in the developer. After
developing, the exposed areas are devoid of PMMA while the unexposed areas remain as before
(Fig. 4.1c). The substrate is manually agitated during development to ensure that dissolved
PMMA is removed from the vicinity of the chip.
SiO2
n-Si
(A)
e− e−
PMMA
(B)
(C)
Ar
(D)
(E)
FIGURE 4.1: The process for etching exfoliated graphene flakes to the correct size and shape.
Exfoliated flakes are deposited on to a clean n-Si/SiO2 wafer (a). A polymer film (PMMA) is
spun on to the chip, and then exposed to an electron beam (b). The exposed PMMA is dissolved
by a developer (c), and exposed flakes are removed by an argon plasma (d), leaving flakes of
the correct size and shape (e).
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4.3.4 Argon etching
A reactive ion etching (RIE) system is used to remove the unwanted graphene flakes from the
substrate. First, the system is cleaned by a cleaning process (20 sccm O2, 50 mT, 50 W, 4 min) to
remove contaminants from the chamber before the substrate is loaded. The graphene etch recipe
(30 sccm Ar, 30 mT, 10 W, 50 sec) is then run (Fig. 4.1d), which is sufficient to remove several
graphene layers. The substrates are optically inspected for stray graphene flakes not removed,
the process repeated until the bare substrate is visible in the exposed areas. This is important
to ensure that the anchor pads are not under-etched by hydrofluoric acid (Section 4.5.1). The
remaining PMMA is washed off in warm acetone and then propan-2-ol before being dried with a
N2 gun. Some polymer residues invariably remain after each stage of lithography, which cannot
be removed without further sonication or additional plasma processes (which would destroy the
existing flakes) or by current annealing of devices (Section 5.3.3).
In later devices, the SiO2 layer was also partially etched (∼ 20 nm) by a CHF3-based recipe
(15 sccm CHF3, 50 sccm Ar, 2 sccm O2, 100 mT, 20 W, 50 sec) including small areas under
where the contact to graphene would later be. The intention of this was to evaporate gold not
just on top of the graphene, but also through the plane of the membrane, effectively pinning it
and preventing the graphene slipping off of the gold when the contacts deform, as discussed in
Section 3.3.2.
4.4 Deposition of metallic contacts
Two metallisation processes are used (Fig. 4.2). The first consists of 10 nm of chromium fol-
lowed by 70 nm of gold for the coarse features, such as bonding pads, leads and the parts of the
structure against which the suspended regions deform (see Section 3.3), and the second is 150
nm of gold for the finer features, the contact to graphene and suspended bridges. Chromium
is used to ensure excellent adhesion between the substrate and the gold. Graphene does not
stick well to chromium, especially after etching (see Section 4.5.1) when the graphene is sus-
pended from the contacts without being supported from underneath by the substrate. It is for
this reason that only gold is used for the contact to graphene. Furthermore, chromium/gold is
underetched by an amount approximately equal to the etch depth (200 nm), whereas gold with-
out the chromium adhesion layer is underetched by several microns allowing for much wider
suspended regions, increasing the effective spring constant of the gold structures, as discussed
in Section 3.3.1.
4.4.1 Electron Beam Lithography
As with the etch mask for argon etching, EBL is used to pattern the areas for the contacts.
Again, a 350 nm layer of PMMA is used as the electron beam resist, as it provides a compromise
between resolution and ease of lift-off (see Section 4.4.3). For the coarse features (the first step
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FIGURE 4.2: The process for depositing metallic contacts. 350 nm of PMMA is spun on to
the top of the substrate, and regions corresponding to the coarse features (bonding pads, leads
and anchor points) are exposed to the electron beam (a). The resist is developed, removing
the exposed areas of PMMA (b), before 10 nm of Cr/70 nm of Au is deposited by a thermal
evaporator (c). The excess film and remaining resist is removed using warm acetone (d), before
the process is repeated (e–h) for the fine features (the suspended regions, in particular the
contact to graphene).
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of metallisation), a larger current is used (10 nA) to reduce the time taken for exposure. 1 nA is
used for the fine features, to allow a greater control over resolution.
4.4.2 Evaporation
After the exposed PMMA has been developed and removed, the substrate is transferred to a
thermal evaporator quickly to avoid the mask filling with dirt. The substrate is mounted on to
the sample holder, which is then placed upside down inside the evaporator. The relevant metals
are placed in ‘boats’ made of thin metal, which can be switched by rotating a knob on the
exterior of the evaporator. The system is pumped down to 10−6 mbar to remove contaminants
from the evaporator, and a voltage is applied across one of the boats, causing it to heat up due to
Joule heating. This heating sublimates the chromium, and then melts and evaporates the gold,
which rise up to the sample holder above, covering the entire chip (Fig. 4.2c). The amount of
deposition is measured by a crystal inside the evaporator. The addition of metal on the crystal
surface modifies the resonant frequency of the crystal lattice, which provides a read-out in real
time of the thickness and rate of film deposited. The evaporator contains a shutter which is
placed in between the source and the substrate; it is shut during the evaporation of the first ∼5
nm of metal to protect the substrate from metal which has oxidised, before being opened and the
deposition read-out being reset. A typical rate of evaporation is 1–2 A˚s−1. The film thickness
can be verified later with a profilometer, which moves a diamond stylus laterally across the
substrate, providing a read-out of height as a function of position.
4.4.3 Removal of PMMA and excess metal
After evaporation, metal completely covers the substrate, including the areas which were not ex-
posed to the electron beam. The PMMA and excess metal are removed by placing the substrate
in warm acetone (80 ◦C) for a few minutes. The substrate is then squirted with fresh acetone
until the PMMA/metallic film peels away from the substrate (‘lifts-off’). The substrate is then
rinsed in IPA and then dried with a N2 gun. With the exception of the bonding step detailed
in Section 4.6, this is the end point for fabrication of supported devices (not discussed in this
thesis).
4.5 Wet etching of SiO2
To fabricate suspended devices, the oxide layer is partially etched, leaving the graphene sus-
pended from the underside of the contacts. A PMMA etch mask is not required in this case; the
metallic contacts act as a mask so that the bonding pads and leads remain supported by the SiO2.
After etching, a critical point drier is used to remove the substrate from the liquid.
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4.5.1 HF etching
A buffered hydrogen fluoride solution (buffered HF) is used to etch part of the oxide layer
(Fig. 4.3). It is a mixture of the buffering agent, ammonium fluoride, and hydrofluoric acid,
and ensures that there is always a good supply of fluoride ions which are key to the following
reaction:
SiO2+6 HF→ H2SiF6+2 H2O
HF solutions are both toxic and corrosive, and so many precautions have to be taken to ensure
their safe use. A saturated solution of sodium hydrogen carbonate is used to neutralise utensils
used during the process. To avoid contaminating the substrate, however, the reaction is quenched
by transferring the substrate to successive beakers of deionised water. The etch rate is dependent
on the concentrations of the reactants and the ambient temperature; with the concentrations
available 150 seconds provides an etch depth of approximately 200 nm. The etch depth can be
subsequently verified with a profilometer.
(A) (B)
FIGURE 4.3: A side profile of a device before (a) and after (b) wet-etching with HF. No resist
etch mask is required, instead the Cr/Au film limits the underetching of the SiO2, resulting
in the curved profile of the oxide layer. The Au contacts and the graphene are completely
underetched by this process, and are suspended after drying using a critical point drier.
4.5.2 Critical point drying
After etching, the substrate is immersed in deionised (DI) water. Simply removing the substrate
from the water would cause the suspended components (graphene membrane and under-etched
metal) to collapse or rupture due to surface tension effects. A critical point drier (CPD) is used
to bypass the problematic liquid-gas interface. First, the substrate is transferred from DI water to
methanol, and then placed in the chamber of the CPD system which is then sealed. The methanol
is gently replaced with liquid carbon dioxide by flushing for twenty minutes to ensure that all
of the methanol has been displaced. The temperature of the chamber is then slowly increased,
also raising the pressure. After the CO2 has transitioned to the supercritical state, the chamber is
slowly vented, entering the gaseous phase. When the pressure has reached atmospheric pressure,
the chamber may be opened and the substrate removed. Carbon dioxide is used in this process
due to the relative ease at which the critical point can be reached (304.25 K at 7.39 MPa), and
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methanol is used at the intermediary solvent due to its high miscibility with carbon dioxide. Due
to equipment restraints, warm IPA was sometimes used instead of CPD, due to a low surface
tension close to its boiling point. In general, however, using warm IPA gives an inferior yield of
suspended devices.
4.6 Ultrasonic Bonding
The underside of the substrate is then glued to the metallic base of a 20-pin, 9 mm chip carrier
using conductive silver paint, which acts as the backgate of the substrate to tune the carrier
density of each device (see Section 5.3.1). An ultrasonic pulse is used to bond a 100µm wide
gold wire, firstly to one of the pins and secondly to a bonding pad on the substrate, breaking
the wire after the bond. This is repeated until each bonding pad has been electrically connected
to the chip carrier. It is crucial to keep the bonding wedge and the chip grounded to the same
potential during this process as the devices are sensitive to electrostatic discharge.
4.7 Conclusion
The procedure for fabrication of suspended graphene devices has been discussed. ZYA grade
HOPG is mechanically exfoliated using cleanroom tape and deposited on to a Si/SiO2 substrate.
Electron beam lithography is used to pattern masks for etching and for metallisation with a high
resolution. There are two metallisation processes; the first consists of Cr (10 nm) followed by
Au (70 nm) for the bonding pads, leads and anchor points, the second is Au (150 nm) for the
suspended regions and contact to graphene. Wet etching in buffered hydrogen fluoride is used
to remove part of the oxide layer, before drying in a critical point drier.
Chapter 5
Experimental Setup and Measurement
Techniques
5.1 Introduction
This chapter provides a description of the equipment used to measure suspended devices at low
temperatures and in high magnetic fields, and well as an explanation of the electrical measure-
ment setup and techniques.
5.2 Experimental Setup
The majority of the electrical measurements were performed in an Oxford Instruments cryo-
stat with a 19 T superconducting magnet. A probe was used either in a dilution refrigeration
mode, with a mixture of 3He and 4He, offering a base temperature of ∼18 mK or with just 4He
exchange gas in the mixing chamber, with a base temperature of 4 K. The thermal contraction
effect in strained devices drops off dramatically below around 50 K, therefore there is a negligi-
ble mechanical difference between the two methods, but it is much quicker to load and unload
samples in the higher temperature mode.
5.2.1 Cryostat and magnet
The Oxford Instruments cryostat (Fig. 5.1) contains a 120 litre 4He bath, which houses the
magnet and the probe during measurement. The main bath is surrounded by a shield of liquid
nitrogen, which itself is surrounded by an outer vacuum chamber filled with insulating mylar
sheets to prevent rapid boil off of the helium from the main bath. As cryogenic liquids are
naturally boiling, the cryogens must be periodically refilled to continue operation. As liquid
nitrogen can be readily produced from air, the nitrogen shield is simply vented to the room.
Liquid helium, however, is a much more expensive resource, and so the evaporated helium is
returned to the School’s helium liquefier to be re-condensed and decanted into dewars to refill
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L4He input
LN2 input
N2 vent
4He vent
(return line)
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L4He bath
LN2 shield
FIGURE 5.1: Schematic of the Oxford Instruments cryostat (not to scale). The 120 L 4He bath
is surrounded by a liquid N2 shield and an outer vacuum chamber containing highly insulating
mylar sheets to reduce the rate of helium boil off. Cryogens are periodically refilled via the
cryogen input ports, and are either vented to the room (N2) or to the helium return line.
the main bath. A superconducting wire inside the main bath is used to measure the level of
liquid. A current exceeding the critical current of the material passes through the wire, making
the entire wire resistive. The difference in heat capacity between the helium in the liquid and gas
phases results in the portion of the wire above the liquid remaining in a normal state while the
resistance of the wire is measured by a much lower current and converted to volume of liquid.
The magnet’s coils are made from the type-II superconductor, Nb3Sn. This dissipation-
less magnet allows for much larger currents (corresponding to higher fields) than a resistive
electromagnet. During normal use (with the magnet at 4.2 K) the magnet can produce a field of
up to 17 T. By pumping on a cooling loop below the λ -plate, the magnet can be cooled to 2.2
K, allowing the magnet to sustain a larger super-current corresponding to a field of 19 T. As the
carrier density range was limited by the fragility of suspended devices with the application of a
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gate voltage, the majority of the measurements were performed in low fields1 and so the greatest
fields used, in general, did not exceed more than a few tesla.
The magnetic field is controlled by an Oxford Instruments Intelligent Power Supply. One
of the main advantages of the magnet is its ‘persistent mode’. In this mode of operation the
superconducting circuit within the magnet is closed to form a continuous loop. The power
supply can then be switched off, leaving the magnet at a fixed field while measurements are
performed with no additional helium boil off.
5.2.2 Cooling fridge to 4 K
After the chip has been loaded into its holder, the mixing chamber cover is bolted over the end of
the fridge with an indium seal to ensure there are no leaks between the mixing chamber and the
inner vacuum chamber (IVC). The mixing chamber is then pumped out to ∼ 10−6 mbar using
first a rotary pump and then a turbo pump. This ensures there are no traces of water or air left
in the mixing chamber which would solidify when cooled to cryogenic temperatures, causing a
blockage in the system. The devices are checked for electrical quality and the mixing chamber
leak tested. The radiation shield is placed over the mixing chamber cover, followed by the IVC
cover with another indium seal to prevent leakage from the IVC to the atmosphere. Again, the
IVC is pumped out to a high vacuum and leak tested. The evacuated fridge is slowly equalised
with the mixture dumps (∼ 700 mbar of 25% 3He/ 75% 4He) via a ‘cold trap’, a closed cylinder
containing charcoal immersed in liquid nitrogen. This filters out any air or water in the mixture
as it passes. A small amount of 4He is introduced to the IVC to increase the thermal conductivity
of the chamber, allowing the insert to cool as it is lowered into the cryostat. Therefore, the
greater the amount of exchange gas used, the faster the insert will reach base temperature. It
was discovered that the faster the devices were cooled, the greater the probability of a device
failing during cool down. An ideal cooling rate is less than 1 K min−1, and the quantity of
exchange gas was chosen to allow this. With the liquid level at around 30% of capacity, the
insert is rotated by the crane to be directly above the cryostat opening and is lowered until the
flange of the cryostat opening meets the fibreglass exterior of the insert. The return line bypass
is connected and the main return line from the bath closed to allow efficient pre-cooling of the
insert and to keep the boil-off to an acceptable level. Meanwhile, the pot and sorb needle valves
are cleared of air and water by pumping on the main bath through them. The cryostat is lowered
over a period of around two hours. When fully lowered, the insert is bolted to the top flange of
the cryostat and the liquid in the main bath is topped up to an appropriate level. After following
this process, the sample sits in an environment of 3He/4He at a temperature of 4.2 K in the field
centre of the superconductive magnet.
1Assuming no intrinsic doping of the graphene membrane and the oxide thickness as discussed in Section 4.5.1,
the ν = 2 filling factor corresponds to a field of 2 T with a backgate voltage of 3 V.
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5.2.3 Cooling the fridge to 18 mK
A dilution refrigerator (Fig. 5.2) exploits the phase separation of a 3He/4He mixture below 870
mK to cool the sample-space down to tens of mK. Initially, the fridge IVC is repumped while
heating the IVC sorb to remove the 4He exchange gas, reducing the transfer of heat from the
main bath to the mixing chamber. 4He is then siphoned from the main bath into the 1 K pot,
where is it cooled to ∼ 1.5 K by an external rotary pump (the pot pump). Additional mixture is
drawn in from the dumps through pipework passing through, but sealed off from the 1 K pot. The
mixture cools to ∼ 2 K and it condenses without phase separation in the mixing chamber and
Sorption pumps
To pot pump
1 K pot
Collector
Heat exchangers
Main bath pick-up
Mixing chamber
Still
Cryovalves
3He-rich phase 4He-rich phase
3He gas 4He from bath
FIGURE 5.2: A simplified diagram of the Oxford Instruments Kelvinox AST200 dilution re-
frigerator (not to scale). The red arrows indicate the circulation of 3He through the system. The
behaviour of the system is discussed in the text.
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still. When all of the mixture has been removed from the dumps, the mixture pipework within
the fridge can be fully isolated. The still is then pumped to evaporate 3He (which has a much
greater vapour pressure than 4He) from the homogeneous mixture surface. This evaporation
requires energy which is extracted from the walls of the fridge, including the mixing chamber
and sample space, cooling the system down. As previously stated, the mixture is fully isolated,
hence the dilution refrigerator uses two internal sorption pumps filled with granulated charcoal
to adsorb the evaporating 3He. The pumps are sequentially cooled by pumping on siphoned
4He from the main bath. Two cryovalves control which sorption pump is cooling and pumping
on the still. Once full, the previously open valve is closed and the pump is heated, causing
the adsorbed 3He to be evaporated from the charcoal (regeneration). Concurrently, the other
cryovalve is opened and its pump cooled. This ensures a constant pumping on the still. The
3He gas from the the regenerated sorption pump is collected in the collector within the 1 K pot
cooling space. The 3He is cooled and condensed back into liquid, and slowly fed back into the
mixing chamber through heat exchangers which cool the liquid further. This process continues
until the temperature in the mixing chamber and still reaches ∼ 0.5 K, where there is a phase
separation leading to a 3He-rich phase, containing 3He in a concentrated liquid-like state, and
a 3He-poor phase, containing 3He in a dilute gas-like state within the 4He superfluid. As 3He
evaporates from the still, the small amounts of 3He in the dilute phase are drawn via osmosis to
the still to maintain an equilibrium. When the concentration of 3He in the dilute phase is less
than 6.5%, 3He in the concentrated phase transfers to the dilute phase to maintain the equilibrium
in the mixing chamber. If the pump parameters are set correctly, this process continuously cools
the liquids in the mixing chamber down to a base temperature of ∼ 18 mK. Pumping on the
main bath uses more liquid, hence the 4He in the main bath must be topped up more frequently
when circulating.
5.2.4 Warming to room temperature
When electrical measurement of devices has ceased, the insert is removed from the cryostat.
First, a heater within the IVC raises the temperature of the system. If the IVC has previously
been repumped, as in the case of operating at millikelvin temperatures, it is softened with an
equivalent amount of 4He exchage gas and the sorption pumps are sequentially heated to remove
mixture. The insert is lifted on a crane slowly to avoid thermally shocking the insert and to allow
the mixture to flow back to the dumps. The pressure in the dumps rises to a value close to the
initial pressure after the insert has warmed to room temperature. As the mixture line is a closed
system, one cannot simply use a mechanical pump to remove the last of the mixture from the
fridge. At one end of the mixture line is a cryopump containing charcoal. With the mixture
dumps isolated, the cryopump is inserted into a dewar of 4He at 4 K. The thermal gradient
between the fridge (now at room temperature) and the dewar draws the mixture from the fridge,
through the cold trap and into the cryopump. The fridge is then isolated, the dumps opened
Chapter 5. Experimental Setup and Measurement Techniques 68
and the cryopump heated with a heat gun to force the mixture into the dumps. This process is
repeated several times until all of the mixture has been removed from the fridge and returned to
the dumps. The mixing chamber may then be equalised with the room and the cover removed.
Water and air may be periodically removed from the cryopump and cold trap by pumping with
a mechanical pump while heating, ensuring efficient use in subsequent cycles.
5.3 Measurement techniques
In this section the techniques used to obtain low-noise measurements of the resistance of a
graphene device are described. A lock-in amplifier and ballast resistor is used to provide an
constant current through the graphene, and to measure the corresponding voltage drop across
the device.
5.3.1 Controlling the carrier density
A Keithley 2400 Sourcemeter is used to provide the backgate voltage to modulate the carrier
density in the devices. As the heavily doped silicon substrate is highly conducting, the oxide
and vacuum layers can be modelled as two parallel plate capacitors in series (Fig. 5.3):
n-Si
SiO2
tox
tvac
FIGURE 5.3: A side profile of a suspended graphene device. A voltage applied to the heavily
doped silicon backgate accumulates charge in the graphene membrane, which can be calculated
by considering the oxide and vacuum layers within the dotted region as two parallel plate
capacitors in series. The curved profile of the oxide is due to the metallic contacts acting as an
etch mask during etching with hydrofluoric acid.
1
Cg
=
tox
ε0εoxA
+
tvac
ε0A
−→Cg = ε0εoxAtox+ εoxtvac , (5.1)
where tox,vac is the thickness of the oxide (∼100 nm) and vacuum layers (∼200 nm), εox = 3.9
is the relative permittivity of the oxide layer, ε0 is the permittivity of a vacuum and A is the area
of the graphene membrane. Since
Q =CgVg = qN , (5.2)
Chapter 5. Experimental Setup and Measurement Techniques 69
where Q is the total charge on the sample, Vg is the voltage on the silicon backgate, q is the
charge of a single carrier (q = e) and N is the total number of carriers, combining equations 5.1
and 5.2 gives the carrier density of a device for a given Vg, assuming no intrinsic doping of the
membrane:
ne =
N
A
=
ε0εoxVg
(tox+ εoxtvac)e
= ηVg , (5.3)
where η ≈ 2.45×1010 cm−2 V−1. A slight variation in etch depth or the height of the membrane
above the oxide layer will give a different capacitive constant, and the true carrier density can be
precisely determined by examining the slope of expected filling factors in the carrier density–
magnetic field plane.
The energy stored in a parallel-plate capacitor is proportional to the square of the voltage
on a plate, and hence an attractive force will act on the graphene membrane [12, 94]:
Fcap =
1
2
dCg
dtvac
Vg2 =
ε0εox2A
2(tox+ εoxtvac)2
Vg2 . (5.4)
Therefore, during measurements, Vg was typically restricted to the range ±5 V (ne ≤ 1.2×1011
cm−2) to prevent collapse or tearing of the graphene membrane due to the electrostatic force,
Fcap ∼ 2× 10−9 N. This requires detailed measurements on ultra-clean devices to be taken in
the low field regime (B . 1 T). The electrostatic force provides a slight uniaxial strain to the
membrane [12]:
uxx ∼ 12
(
Fcap
EtL
) 2
3
∼ 0.01% (5.5)
with t ≈ 0.3 nm [94] the thickness of the graphene membrane. This strain is at least two orders
of magnitude smaller than expected in the devices discussed in Chapter 3, hence the electrostat-
ically induced strain would not be expected to influence an electronic measurement.
5.3.2 Two-terminal electrical measurements
As the geometry of the fan-shaped devices described in Section 3.3 limits devices to only
have two contacts, the measurements discussed in this thesis are two-terminal measurements,
whereby one contact is the current source and the other the drain. The voltage drop across the
device is measured by a lock-in amplifier which filters out signals with frequency components
different to the lock-in oscillator output. As such, one must choose an oscillation frequency away
from mains (50 Hz) or any of its harmonics. A large ballast resistor (RB & 10 MΩ) is placed in
series with the oscillator output (Vosc ∼ 0.1 V) to provide a small, constant source-drain current
(ISD . 10 nA) through the device:
ISD =
Vosc
RB
. (5.6)
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FIGURE 5.4: A constant current two-terminal measurement setup. The reference oscillator of
a lock-in amplifier provides an AC voltage, Vosc, which passes through a large ballast resistor,
RB to limit the current to a few nA. The voltage drop between the two terminals (including the
sample resistance and contact resistance) is measured by the lock-in and converted to resistance.
A small current is desirable to avoid raising the electron temperature by Joule heating. The
voltage drop (Vdrop) measured by the lock-in is then converted to resistance by
Rmeas =
Vdrop
ISD
. (5.7)
This measured resistance also includes the ‘contact resistance’ (Rc), the resistance of the graphene-
gold interface, as well as the resistance of the measurement cables and fridge wiring. This can
be estimated from the data and subtracted from calculations by fitting
Rmeas = A+
B
Vg−VD (5.8)
to the tail of a R-Vg plot, where A and B are fitting parameters and VD is the position of the Dirac
point. The first term in Eq. 5.8 corresponds to the contact resistance, Rc, and the second is the
true sample resistance, Rs, which may be converted to resistivity using
ρ = Rs×WL , (5.9)
where W and L are the width and length of the graphene membrane, respectively. A further com-
plication of two-terminal measurements is that the two-terminal resistivity is a mixture of ρxx
and ρxy components. When the Fermi level is at the centre of a Landau level, the ρxx component
is at a minimum and the quantum Hall plateaus of the ρxy component are visible.
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5.3.3 Current annealing
After the substrate has been exposed to PMMA, some organic residues inevitably remain. In-
situ Joule heating of a device [95] is used to desorb these residues, in an attempt to reduce the
doping and increase the mobility of a device. The Keithley 2400 Sourcemeter is connected to
the source of a device while the drain is connected to ground via a small resistance. The output
voltage of the Keithley 2400 is slowly increased up to a target voltage, the current drawn by
the Keithley 2400 recorded by a LabView virtual instrument and converted into resistance using
Ohm’s law:
RSD =
VSD
ISD
. (5.10)
When the target voltage has been reached, the behaviour of the current is closely monitored. If
the current is stable then the voltage bias is increased further. If the current decreases, then the
resistance of the device has increased (either due to a desirable shift in the Dirac point towards
0 V or due to an undesirable increase in the contact resistance). When the change in current
has saturated, the bias voltage is ramped back to 0 V and a gate sweep performed to observe
the change that has occurred. The trace corresponding to the annealing procedure of one of the
non-strained devices discussed in Section 6.2 is shown in Fig. 5.5.
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FIGURE 5.5: The resistance of a device as a function of annealing bias voltage. As the bias
voltage (and hence annealing current) is increased (blue), the resistance initially decreases as
the device warms, thermally exciting more electrons into the conduction band. When the device
leaves the linear Ohmic regime (inset), the resistance slowly increases. It is at this point that
contaminants are desorbed from the surface of the graphene membrane. As the bias voltage
is returned to 0 V (red), it can be seen that the annealing process has caused an increase in
the resistance as the charge neutrality point has moved towards Vg = 0 V. As VSD reaches 0 V
and the device cools, the resistance increases as electrons in the conduction band return to the
valence band.
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The Keithley is used as a voltage source as opposed to a current source to prevent positive
feedback during annealing, as:
P =
V 2
R
= I2R . (5.11)
If the voltage is kept constant and the resistance increases, then the heating power decreases,
reducing the annealing effect. If the current is kept constant and the resistance increases, then
the heating power increases further, which could potentially cause irreversible damage to the
device. If a device has collapsed (but is still conducting), then current annealing is typically
ineffective, as contaminants are drawn to the device from the substrate.
Current annealing is used preferentially over thermal annealing of suspended devices in a
mixture of 10% hydrogen/%90 argon [96] as the former process is done within a clean helium
environment on a single device, with the resistance of the device monitored simultaneously.
Thermal annealing exposures the substrate to ambient conditions as it is transferred back to the
measurement setup which could re-dope the device, and requires substantially longer to perform
with regards to warming up and cooling down the measuring system.
On occasion, segments of linear multi-terminal non-strained devices were able to be par-
tially cleaned by Joule heating a neighbouring section up to 2µm away. This ultimately de-
stroyed the targeted section but allowed the electrical quality of a device to be improved in a
safer manner.
5.4 Conclusion
In this chapter I have described the experimental setup and methodology. The low-temperature
measurements are performed at 4 K or lower in an Oxford Instruments cryostat containing a
superconducting magnet. The operation of the fridge insert has been discussed. Low noise
electrical measurements are performed using a two-terminal geometry by passing an AC current
through the device and measuring the voltage drop with a lock-in amplifier. The process for
extracting resistivity from the two-terminal resistance is detailed. The carrier density in a device
is tuned by applying a voltage to the highly doped silicon substrate, and can be calculated by
considering the gate as two capacitors in series. Devices are cleaned by applying a source-drain
voltage to the device, which causes Joule heating within the device, desorbing contaminants re-
maining after fabrication which dope the device and limit the mobility, such as PMMA residues
and water.
Chapter 6
Electron Transport Results
6.1 Introduction
This chapter discusses the results of the electron transport measurements obtained during the
course of the author’s project. Over 200 suspended exfoliated devices were fabricated using the
fabrication process detailed in Chapter 4, and electrical measurements were performed using
the equipment and methods introduced in Chapter 5. Devices incorporating the strain-inducing
structures discussed in Section 3.3 as well as devices consisting of conventional fixed contacts
(yet using an identical fabrication process) were studied, for comparison and for refinement
of annealing techniques as discussed in Section 5.3.3. Details of all the devices measured are
presented in Table 6.1 and Fig. 6.1.
Device type No. conducting (pre-cooling) No. conducting (post-cooling)
Cr/Au, CPD1, NS 6/26 5/26
Au, CPD1, NS 10/23 7/23
Au, CPD1, WS 6/15 4/15
Au, CPD1, SS 5/13 2/13
Au, IPA, NS 6/16 5/16
Au, IPA, WS 3/10 3/10
Au, IPA, SS 2/8 1/8
Au, CPD2, NS 20/22 19/22
Au, CPD2, WS 28/32 22/32
Au, CPD2, SS 8/10 1/10
Au, CPD2, WS, P 7/9 7/9
Au, CPD2, SS, P 16/19 13/19
TABLE 6.1: Many alterations were made to the design and fabrication procedure over the
course of the project, considerably increasing the yield of correctly suspended devices. Key:
Cr/Au, Au – contact type, CPD1 – the critical point drier installed in the Biosciences building,
IPA – warm IPA, CPD2 – the recently installed critical point drier in the Savchenko Centre,
NS – devices with fixed contacts, WS – weakly strained (uxx < 5%), SS – strongly strained
(uxx > 10%), P – devices incorporating pins through the graphene membrane.
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FIGURE 6.1: The two-terminal resistance of all devices surviving cool-down (T =4 K) (left
axis, red markers) and maximum annealing current before failure (right axis, blue markers) for
a range of contact methods and device designs. It can be seen that using purely Au for the direct
contact to the graphene membrane greatly reduced the contact resistance of devices. Successful
annealing, resulting in a reduction of doping and an increase in carrier mobility, was typically
observed to occur with annealing currents > 0.4 mA. Utilising ‘pins’ through the graphene
membrane increased the yield of devices surviving cool-down, but it is not clear whether the
contact resistance and annealing characteristics were also improved using this method. The six
pinned devices with a resistance ∼ 14 kΩ are due to the narrow separation between the pins
in these devices (150 nm) forming a resistive constriction. Subsequent devices used a larger
separation (400 nm), with no adverse affects.
Of these many devices, a limited number displayed excellent electronic qualities after an-
nealing, and select results are discussed here. In addition to these devices, thousands of pro-
totypical devices were fabricated using CVD-grown graphene to examine the behaviour of de-
vices after suspension and also at low temperatures. These devices, due to the inferior nature of
CVD-grown graphene, were not measured electrically, but the huge number of devices per chip
(∼ 1000) produced a statistically significant measure of the yield using a particular fabrication
technique.
The most prevalent modes of failure were due the membrane tearing or collapsing during
drying, or due to a failure of the membrane or contacts during current annealing. It is believed
that the chromium, or a related compound, may be partially attacked by the aggressive hydroflu-
oric acid, reducing the quality of the graphene–metal interface. Using two metallisation steps,
with only gold used in the direct contact to graphene, dramatically increased the fraction of de-
vices which conducted after suspension and drying (yield ∼ 40% compared to ∼ 20% with the
chromium adhesion layer), and reduced the contact resistance from & 10 kΩ to . 2 kΩ. Using
the recently installed critical point dryer alleviated many of the issues with suspension when
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operated correctly, producing a yield of correctly suspended devices in excess of 90% using a
range of membrane sizes and geometries. The magnitude of the pseudo-magnetic field in the
fan-shaped deformation is approximately inversely proportional to both the width and length
of the membrane for a particular actuation beam length, however, and so membranes were re-
stricted to dimensions of ∼1µm×1µm to achieve a reasonably strong pseudo-magnetic field
(∼ 1 T). During annealing, the resistance of devices (both strained and unstrained) sometimes
changed adversely with very small annealing currents (. 10µA, several orders of magnitude
smaller than what is typically required for successful annealing, as shown in Fig. 6.2), or de-
vices even failed. It is believed that this is caused by a resistive part of the graphene–gold
interface heating preferentially to the membrane before failing.
6.2 Electrical measurements on non-strained devices
After fabrication, devices were highly p-doped, with the charge neutrality point located far be-
yond the gate voltage range used. Current annealing was performed to reduce the doping of
the device and consequently increase the electron mobility of the membrane. After successful
annealing, the resistance peak shifted towards 0 V (Fig. 6.2), corresponding to the Fermi level
of the system lying close to the intersection of the electron and hole cones. The true sample
resistance can be obtained by fitting Eq. 5.8 to the tail of the curve and subtracting the deter-
mined contact resistance. Fig. 6.3 shows the resistivity of this device, with the contact resistance
subtracted. The fluctuations in the resistivity are reproducible rather than due to electrical noise.
Inverting the resistivity gives the conductivity:
σ =
1
ρ
= neeµ , (6.1)
where ne is the carrier density (ne = ηVg, see Eq. 5.3, with a corrected value of η ≈ 2.7×1010
cm−2 V−1 determined by the slope of the expected filling factors in Fig. 6.5), e is the electronic
charge and µ is the carrier mobility. Hence, the slope of the conductivity trace gives an esti-
mate for the electron and hole mobility of the device, which in this particular device is about
50,000 cm2V−1s−1 and 40,000 cm2V−1s−1 respectively, smaller than some reported mobilities
for current-annealed suspended devices [12], yet greater than what is typically observed in the
cleanest of supported devices on SiO2 [5], indicating that the measured device is suspended
rather than supported or collapsed. Furthermore, the capacitance of the gate is similar to that
calculated from a two-capacitor model (Section 5.3.1), confirming that the graphene membrane
is suspended above the SiO2. The width of the resistivity peak is related to the charge–density
inhomogeneity within the sample due to the formation of electron–hole ‘puddles’ at low den-
sities [97]. The full width at half maximum (FWHM) of the resistivity peak corresponds to
charge inhomogeneity of δne ≈ 1.6×1010 cm−2. This is similar to the inhomogeneity observed
by other groups in suspended devices [12], and smaller than the inhomogeneity observed in
Chapter 6. Electron Transport Results 76
−6 −4 −2 0 2 4 60
2
4
6
8
10
12
14
16
Gate voltage, Vg (V)
Tw
o-
te
rm
in
al
re
si
st
an
ce
,R
m
ea
s
(k
Ω
)
T = 4 K
B = 0 T
0 1 20
2
4
6
8
D
C
re
si
st
an
ce
,R
SD
(k
Ω
)
Bias voltage, VSD (V)
FIGURE 6.2: The two-terminal resistance of a 1µm×1µm non-strained device, Rmeas, as a
function of gate voltage (carrier density) before (red) and after (blue) many current annealing
processes, at 4 K. Before any annealing, the device is heavily doped with no discernible charge
neutrality peak within the gate voltage range examined. After annealing, the sharp charge
neutrality peak is centred at−0.18 V, with high electron–hole symmetry. The contact resistance
of the device has increased during current-annealing, from ∼ 1 kΩ to ∼ 2 kΩ, due to a slight
degradation of the graphene–gold interface during heating. The true sample resistance can be
obtained by fitting Eq. 5.8 to the tail of the curve. The inset displays the DC resistance of a
device, RSD, as a function of bias voltage, VSD (red – upsweep, blue – downsweep), at Vg = 0
V, the final annealing process performed on this device. The maximum bias voltage VSD =
2.2V corresponds to a current of 0.47 mA, or a current density of 1.5 ×1012 A m−2. Heating
the device typically reduces the resistance of the membrane as more electrons are excited into
the conduction band, as shown by the initial drop in the resistance as VSD is increased. As the
device cools, it can be seen that the resistance of the device at Vg = 0 V has increased during this
final annealing process, corresponding to the development of the sharp resistance peak around
this gate voltage.
supported measurements on SiO2 [97] and hBN [14]. A semiclassical relationship [12] gives an
estimate for the mean free path, `mfp, of the charge carriers:
`mfp =
σh
2e2
√
npi
∼ 0.6µm , (6.2)
which is comparable to the dimensions of the device. Hence, scattering from the edges of the
membrane may contribute significantly to this value, and larger membranes may exhibit supe-
rior electrical conduction. The size of the device was limited, however, by the efficacy of the
critical point drier at the time, and also to provide a good comparison with strained devices, as
the magnitude of the pseudo-magnetic field is proportional to the gradient of the strain across
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the membrane. Interestingly, the minimum conductivity in zero magnetic field is ∼ 2e2/h, ap-
proximately half the predicted value of 4e2/h (e2/h per spin, per valley) [98], although some
sources also quote a minimum conductivity of 4e2/pih or pie2/2h [99]. The reason for the dif-
ference between the theoretical and measured minimum conductivity could be geometrical; the
device may have narrowed from annealing, or the current injection point may be somewhere
beyond the edge of the contact. As is seen below (Fig. 6.4), however, the conductivity plateaus
in applied magnetic field are quantised to the expected value of 2e2/h, which would not be
possible using an alternative device aspect ratio. Various descriptions have been proposed to
explain the non-expected conductivity in diffusive [100] and ballistic transport [101]. Indeed,
other measurements have displayed minimum conductivities in the range 2−12e2/h [102].
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FIGURE 6.3: The resistivity (left – black) and conductivity (right – red) of a two-terminal non-
strained device at 4 K. The slope of the conductivity plot can be used to estimate the carrier
mobility. In this device, µe ≈ 50,000 cm2V−1s−1 and µh ≈ 40,000 cm2V−1s−1. The FWHM
of the resistivity peak corresponds to a charge inhomogeneity of δne ≈ 1.6×1010 cm−2.
Fig. 6.4 shows the conductivity of the device in fields between 0 T and 0.4 T, in 0.1 T
increments. It was seen that the ν = ±2 quantum Hall feature begins to develop at a field of
∼0.2 T, hence an alternative estimate of the mobility is µ ≈ 50,000 cm2V−1s−1, as µB≥ 1 (µ
here is in units of m2V−1s−1). The conductivity shows well-defined plateaus corresponding to
the ν =±2 state, and the emergence of the ν =±6 filling factor at higher fields, particularly on
the electron side. Deviations from the quantised values of νe2/h are a complication of using a
two-terminal geometry; the measured resistance is a mixture of ρxx and ρxy components, plus the
contact resistance. When the Fermi level is at the centre of a Landau level, the ρxx component
is at a minimum, but may still be non-zero. The carrier density at the centre of each plateau is
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proportional to the applied field, as ν = neh¯/eB. This can be seen clearer by plotting the conduc-
tivity as a function of both carrier density and magnetic field (Fig. 6.5). Areas of constant colour
correspond to quantum Hall plateaus. The coloured lines correspond to the slope of expected
filling factors (ν = ±2,±6,±10). These filling factors fan out from {ne,Bext} = (0,0); with
no intrinsic pseudo-magnetic field, the effective field experienced by a charge carrier is just the
external magnetic field. Differentiating the conductivity with respect to the carrier density dis-
plays numerous localised states in the form of lines running parallel to the expected filling factor
slopes (Fig. 6.6). A single-particle description of localisation would result in lines which bend
and cross with changing density and field. These observed states must therefore be explained
by localisation dominated by the interplay between the underlying disorder potential and the
repulsive Coulomb interaction responsible for screening [103], and have been previously ob-
served in compressibility [103] and transport measurements [104]. Electrons rearrange to form
a spatially varying density distribution to flatten the bare disorder potential, which is possible
if the required density change is smaller than the level degeneracy, nmax. The level degeneracy
may be locally exhausted, forming isolated pockets of unfilled states (anti-dots), the charging of
which obeys Coulomb blockade physics [41], as shown by the formation of Coulomb diamonds
in the differential conductance [104]. When the magnetic field is changed, the same pockets of
unfilled states occur from the same distance from nmax, and hence the states carry the same slope
as the expected filling factors, but offset from the ν = neh¯/eB line.
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FIGURE 6.4: The conductivity of a device in units of e2/h in magnetic fields of 0 to 0.4 T. The
onset of the ν = ±2 features occur at a field of ∼0.2 T, hence µ ≈ 50,000 cm2V−1s−1. The
onset of the ν =±6 plateaus can also be seen, particularly on the electron side.
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FIGURE 6.5: The conductivity of a device in units of e2/h as a function of carrier density and
external magnetic field. Areas of constant colour correspond to quantum Hall plateaus. The
green coloured lines correspond to the slope of the expected ±4(n+1/2) filling factors.
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FIGURE 6.6: The data of Fig 6.5 differentiated with respect to the carrier density to highlight
quantum Hall features. Dark areas represent quantum Hall plateaus and the light areas the tran-
sition between plateaus. The coloured lines correspond to the slope of expected filling factors:
regular 4(n+1/2) filling factors (green), broken symmetry states (red) and fractional states
(blue). The majority of the quantum Hall features pass through {ne,Bext}= (0,0), and extend
to low fields (' 0.2 T). Some, however, are offset from the expected filling factor slope, which
can be explained by localisation dominated by the interplay between the disorder potential and
the repulsive Coulomb interaction.
Fig. 6.7 displays transport data from a similar 1µm×1µm non-strained device in fields
up to 10 T. As before, there are strong plateaus corresponding to the ν = ±2 filling factors,
with additional plateaus corresponding to more exotic quantum Hall states, particularly on the
electron side. These states can be seen clearer by differentiating the conductivity with respect to
carrier density, as before (Fig. 6.8). The ν = ±2 filling factor extends from low field (B & 0.2
T) to beyond the carrier density range at a field of B ∼ 4 T. Fractional states ν = 1/3 and 2/3
extend from B& 4 T on the electron side.
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FIGURE 6.7: The conductivity of another non-strained device, in units of e2/h, in magnetic
fields between 1 and 10 T. There are plateaus corresponding to the ν = ±2 filling factors
visible for both electrons and holes for B ≤ 6 T. The ν = ±2 plateaus for higher B occur at
carrier densities outside the permitted gate voltage range. Additional plateaus are visible in
higher fields, particularly on the electron side.
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FIGURE 6.8: The conductivity of a non-strained device, differentiated with respect to the car-
rier density. Dark areas represent quantum Hall plateaus and the light areas the transition be-
tween plateaus. The coloured lines correspond to the same features as in Fig. 6.6. The ν =±2
filling factor extends from low field (B& 0.2 T), while fractional states ν = 1/3 and 2/3 extend
from B& 4 T on the electron side.
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6.3 Electrical measurements on strained devices
It was initially seen that the strongest of strain-inducing devices frequently failed during cool
down, as the graphene slipped from under the metal contact, and as such, devices were fabri-
cated using shorter actuation beams. Subsequent devices pinned the strained membranes using
the method discussed in Sections 3.3.2 and 4.3.4, increasing the yield of devices which were
conducting after cooling to cryogenic temperatures, and enabling the measurement of devices
with greater strain magnitudes, but it is unclear whether the method was successful in decreasing
the contact resistance. The reported decrease in contact resistance in monolayer graphene was
observed in pristine hBN–graphene–hBN stacks [92], in which the graphene has not come into
contact with any polymers during fabrication. Hence, it could be expected that the reduction in
contact resistance via this method would only become apparent when the conduction from the
electrode to the graphene is not impacted by polymer residues, which is not the case in these
strain-inducing devices. Strained devices, like their non-strained counterparts, appeared highly
disordered after fabrication, lacking a clear, single resistance peak before annealing (Figs. 6.9
and 6.10), and showed a limited response to applying a magnetic field. Annealing these de-
vices also proved problematic, with devices typically failing before currents sufficient to re-
move dopants were reached. A partially annealed device is shown in Figs. 6.11 and 6.12. A
lower bound on the disorder of a device can be estimated by the width of the voltage range, i.e.
δne > 1012 cm−2, at least two orders of magnitude greater than the inhomogeneity observed in
the cleanest of non-strained devices.
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FIGURE 6.9: The resistance of a strained device, prior to annealing. Strained devices were
highly disordered after fabrication, and lacked a single resistance peak. This device exhibited
two peaks within the gate voltage window at Bext = 0, before forming single peaks at higher
fields.
Chapter 6. Electron Transport Results 82
Gate voltage, Vg (V)
E
xt
er
na
lm
ag
ne
tic
fie
ld
,B
ex
t
(T
)
dR
m
eas /dV
g
(kΩ
V
−
1)
FIGURE 6.10: Although strained devices did not show pseudo-Landau quantisation, nor in-
deed Landau quantisation, some states moved with the application of an external field, and the
direction of movement changed at Bext ∼ 1 T, similar to the magnitude of pseudo-magnetic
field expected in this particular device.
It is expected in a device with a finite, homogeneous pseudo-magnetic field that, rather than
filling factor lines fanning out from {ne,Bext} = (0,0), as in a non-strained device, they would
be offset on the Bext-axis in both positive and negative directions, as the effective field observed
by a charge carrier would be the sum of the external magnetic field and the intrinsic pseudo-
magnetic field. Crucially, the onset of the QHE in current-annealed non-strained devices is at
a field much lower than the pseudo-magnetic fields predicted in a typical strained device, and
so signatures of the pseudo-magnetic field should be visible in the (n–Bext) plane in a strained
device of commensurate electrical quality. Although strained devices did not display pseudo-
Landau quantisation, nor indeed Landau quantisation, in the resistivity, some features moved
with the application of an external field. Fig. 6.12 displays such lines, whose direction of
movement reverses as the field passes ∼ 1 T, similar to the magnitude of pseudo-magnetic field
expected in this particular device, potentially corresponding to a ‘field neutrality point’ away
from zero applied field. Further measurements on cleaner strained devices would be required to
confirm this, however.
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FIGURE 6.11: The resistance of a strained device. Strained devices were highly disordered af-
ter fabrication, and did not improve after considerable current-annealing. As such, the quantum
Hall effect was not observed.
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FIGURE 6.12: Although strained devices did not show pseudo-Landau quantisation, nor in-
deed Landau quantisation, some states moved with the application of an external field, and the
direction of movement changed at Bext ∼ 1 T, similar to the magnitude of pseudo-magnetic
field expected in this particular device.
6.4 Conclusion
Measurements on two high-mobility non-strained devices and a highly disordered strained de-
vice have been presented. While Landau quantisation was observed at low fields in the non-
strained devices, the difficulties associated with current-annealing of devices prevented the ob-
servation of Landau or pseudo-Landau quantisation in the strained device. It is expected that a
pseudo-magnetic field will lead to the filling factors crossing not at {ne,Bext} = (0,0), as ob-
served in the non-strained case, but at (0,±Bs), as the charge carriers experience the sum of the
external magnetic field and the intrinsic pseudo-magnetic field. A transport feature moving in
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magnetic field was observed to change the direction of movement at Bext ∼ 1 T. This may be
a signature of a pseudo-magnetic field, but further measurements on cleaner strained devices
would be required to confirm this.
Chapter 7
Conclusions
7.1 Introduction
This chapter summarises the findings of this research, discusses the limitations of the fabrica-
tion procedure and how the changes may be made to enhance the electrical quality of strained
devices. Finally, potential future research involving the presented work is described.
7.2 Device design
Finite-element analysis has shown that it is possible to create a pseudo-magnetic field within
a suspended membrane using a novel thermal contraction actuation mechanism. While fabri-
cating this type of device is not a trivial task, the expected pseudo-magnetic field (∼ 1 T) with
physically possible actuation beams is large enough to show signatures of pseudo-Landau quan-
tisation, without being so large as to make the effect of applying an external magnetic field
negligible. Furthermore, the limitation in gate voltage of |Vg| . 5 V requires measurements to
be taken in the low field regime (B. 2 T), otherwise the position of expected quantum Hall
features would extend beyond the permissible gate voltage window.
7.2.1 Failure modes of strained devices
Suspended devices are notoriously hard to successfully fabricate, in particular those with a shal-
low suspension height. A technique has been developed to suspend graphene by depositing
graphene on to a polymer resist (polydimethylglutarimide, PMGI) which is then selectively re-
moved by developing after exposure to an electron beam [105]. An oxide etch limits the distance
between the graphene and the substrate to less than 300 nm, yet the PMGI resist may be made
as thick as the device requires. A PMGI thickness of 1.15µm allows the device to be removed
from the developing solution and blown dry with a nitrogen gun without collapsing, due to the
increased distance between the membrane and the substrate. A problem with the technique re-
lating directly to the work discussed in this thesis concerns the softness of the polymer layer; as
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the gold actuation beam contracts, it is expected that the deformation would be recovered by the
polymer beneath the anchor points deforming, rather than by the graphene being stretched. This
technique may not be suitable for strain-inducing devices but has been used to fabricate spin-
tronic devices (due to the availability of materials usually etched by HF), as well as to create
ultra-clean P-N junctions [106].
As a critical point drier must be used to dry devices after etching, it is crucial that the system
is properly set up and maintained to prevent unsuccessful suspension and tearing of graphene
membranes. After fine-tuning the settings of the recently installed critical point drier in the
Savchenko Centre, it was possible to achieve a membrane suspension success rate in excess of
90%, including membranes up to 4µm long, and multi-terminal Hall bars up to 5µm long (Fig.
7.1). To reduce the chance of accidental mechanical shock to devices after drying, devices were
etched, dried, bonded and loaded into the measurement equipment within a few hours.
FIGURE 7.1: A successfully suspended Hall bar of total length 5µm, dried using the recently
installed critical point drier. The graphene membrane (green) is suspended from gold contacts
(yellow), which are supported by gold on chromium (brown).
It was found that some devices were conducting after fabrication but failed during cool-
down to cryogenic temperatures. This was attributed to graphene slipping from under the
contacts as the contacts deformed. This was mitigated by the inclusion of ‘pins’ through the
graphene membrane, as discussed in Section 3.3.2. This enabled greater magnitudes of strain to
be sustained within the membrane. A very small amount of exchange gas was introduced to the
IVC to limit the rate of cool-down to prevent thermal shock to the devices.
Of course, a conducting device is only half of the story. Many devices were heavily doped
after fabrication due to the presence of polymer residues and other contaminants on the surface
of the membrane and needed extensive annealing to recover the electronic properties. Thermal
annealing in a mixture of 90% argon/10% hydrogen was ineffective; devices were still heavily
doped after a long anneal process and required curret annealing to improve electron transport
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through the membrane. Current annealing is a risky process, particularly for smaller devices,
but has the potential to clean devices to a very high standard. During current annealing, the bias
voltage was slowly increased up to an initially very small target voltage to provide an current of
the order of 10µA. When the target voltage was reached the current drawn through the power
supply was carefully monitored. If the current remained steady then the target voltage was
increased further – annealing typically occurred with currents exceeded 0.4 mA. A decrease
in current with constant bias voltage corresponds to an increase in resistance, either due to a
desirable shift of the resistivity peak towards Vg = 0, or due to an undesirable increase in the
contact resistance due to a degradation of the electrical contact between the graphene and the
gold structure. When the decrease of current saturated, the bias voltage was swept back to
VSD = 0 and the resistance as a function of Vg was measured and compared to an identical
measurement before annealing. An increase in the contact resistance was particularly liable
to occur if the contact resistance was already moderately high; if there are excessive polymer
residues trapped between the graphene and the contact then the conduction between the two
materials would be through small islands which would heat up preferentially during annealing.
It is reported that these residues may be removed prior to deposition of the gold film by using
an ozone treatment [107, 108]. If a membrane has collapsed but is still conducting then current
annealing is ineffective as contaminants are drawn towards the membrane from the substrate.
7.2.2 Modifications to design
The electronic behaviour of strained membranes was limited by the low mobility and high dop-
ing of devices after fabrication, and annealing to remove contaminants was unsuccessful. Re-
ducing the number of fabrication processes would be expected to leave fewer polymer residues
on the membrane. This could be achieved by using a single metallisation process. It was found
that using Cr/Au for the contact to graphene gave much higher contact resistances and a lower
yield of conducting devices after fabrication. In addition, Cr/Au is under-etched by an amount
comparable to the etch depth; only structures thinner than ∼ 350 nm would be free-standing
after etching, with implications to the spring model discussed in Section 3.3. Using pure Au
everywhere would not be suitable either; the Cr adhesion layer is important to ensure that the
metal adheres well to the substrate, particularly under the bonding pads which otherwise would
tear during ultrasonic bonding. The Cr adhesion layer also limits the under-etch of structures,
which is important for fixed areas of the device. Hence, two metallisation processes are optimal
for devices of this nature.
Another process that could be eliminated is the process in which flakes are etched to the
correct size and shape. This would again give fewer residues, and it is believed that unetched
flakes are easier to anneal as flakes typically cleave along the zigzag or armchair orientation,
with no nucleation sites for the membrane to rupture. However, the design requires a large
area around the flake to be free of graphene/graphite flakes to prevent accidental under-etch of
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fixed points of the structure, as graphene is readily under-etched by HF. Most monolayer areas
are deposited as part of a larger region of multilayer graphene, hence this requirement would
severely limit the number of suitable flakes per chip.
Using a membrane larger than 1µm×1µm may also be easier to anneal, but to get an equiv-
alent magnitude of strain would require a corresponding increase in LAu. The magnitude of
the pseudo-magnetic field in the fan shape deformation is not dependent on the magnitude of
the normal strain but on how the magnitude of the normal strain differs over the width of the
membrane:
Bs ≈± γ h¯2ea
(
∆uxx
W
)
. (7.1)
Hence, using a membrane with the same amount of strain along the top and bottom edges but of
double the width would produce a pseudo-magnetic field with half the magnitude. Using larger
membranes creates problems with suspension, however, and it was not until the final stages of
the author’s doctorate that the technology to suspend membranes over greater distances was
installed in the cleanroom.
A more exotic solution would be to encapsulate the ends of the graphene membrane in gold,
so that the graphene is not suspended below the gold contact but sandwiched between upper and
lower layers of gold. The anchor pads and lower contact would be fabricated first, and then
a monolayer flake transferred into position using a polymer transfer method, similar to what is
used to fabricate graphene–hBN stacks [14]. The top part of the contact would then be fabricated
on top. The graphene flake has to be positioned using an optical mask aligner, which limits the
accuracy of alignment of the flake. Furthermore, the polymer mask may have the tendency
to melt and warp, making precise alignment harder. This may be mitigated by transferring a
flake much larger than 1µm, and etching it down to size after it has been positioned. The lower
contact would need to be quite thin to prevent excessive out-of-plane deformation when the flake
is transferred. This method should increase the yield of suspended devices, as the membrane is
clamped rather than hanging via van der Waals forces. The larger contacted surface area should
also reduce the contact resistance.
7.3 Future work
While the fabricated devices did not display convincing electronic signatures of pseudo-magnetic
fields, it is believed that this is due to the difficulty of recovering the electronic properties of
a graphene membrane via annealing after a considerable fabrication process rather than from a
failure of the design. Indeed, the majority of the devices fabricated, both strained and unstrained,
did not clearly exhibit quantum Hall features in an external magnetic field, even after consider-
able yet cautious annealing. Instead, typically, the resistance of a device progressively increased
until the device failed and no longer conducted. It is anticipated that using an ozone treatment
prior to depositing the contact to the graphene would eliminate many of the residues left over
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Modification Pros Cons
Single metallisation step Fewer PMMA residues Higher contact resistance
Lower yield
Limited under-etch distance
Lift-off difficulty in enclosed areas
Use unetched flakes Fewer PMMA residues Large area around flake needs to
Easier to anneal be clear, fewer suitable flakes
Use larger membrane Easier to anneal Requires larger actuation mechanism
Less scattering from edges for equivalent amount of strain
of membrane Potential suspension issues
Encapsulate membrane Lower contact resistance Limited resolution for flake transfer
in gold Higher yield
Flake will not slip
TABLE 7.1: A summary of the potential modifications that could be made to the design and
fabrication process, with the advantages and disadvantages of each. Each modification has its
own list of pitfalls.
from lithography that would be trapped between the graphene and the electrodes, increasing the
contact resistance. While this would not reduce the amount of contaminants remaining on the
membrane itself, it should facilitate current annealing, allowing the mobility of a device to be
enhanced. Alternative cleaning methods, such as ‘sweeping’ the surface of a membrane with an
atomic force microscope [109] may also be utilised to improve the electrical quality of a device
by mechanically removing contaminants from the surface prior to measuring.
In addition to creating a pseudo-magnetic field using the fan-shaped deformation and mea-
suring the conductivity of the device in a two-terminal electrical measurement, other measure-
ment types such as magneto-Raman or scanning tunnelling spectroscopy may be used to probe
the pseudo-magnetic field. The triaxial deformation discussed in Section 3.3 produces a pseudo-
magnetic field which is uniform in the centre of the membrane, with a greater magnitude than
from the fan-shaped deformation, but with diverging negative magnitudes around the edges of
the membrane. Hence, this particular type of device would be better suited to local measure-
ments such as magneto-Raman and scanning tunnelling spectroscopy to avoid the change in sign
of the pseudo-magnetic field across the device. Furthermore, the angle between the contacts
would complicate an electrical measurement; the electrodes are not parallel, hence, conduction
could occur mostly along the shortest route between the contacts, bypassing the strong, uniform
pseudo-magnetic field in the centre of the membrane.
Finally, these devices could be used to explore the effect of uniaxial strain on the Raman
spectrum of a membrane. As creating uniaxial strain in a membrane is a simpler process than
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creating non-uniform strain, this is a measurement which has been done before, but by using dif-
ferent techniques (Section 3.2.1). It would, however, confirm the magnitude of the strain within
the membrane from the actuation mechanism. This type of measurement would not, however, be
particularly useful for determining the magnitude of the strain in the other geometries discussed
as the strain would not be uniform over the size of the laser spot.
7.4 Conclusion
This chapter has summarised the suitability of the presented thermally actuated mechanism for
producing non-uniform strain within a graphene membrane with regards to experimental limi-
tations, such as the gate voltage range used in measurements. The limitations of the fabrication
procedure have been discussed in detail, and potential modifications to the design and fabrication
of strained devices have been proposed and the advantages and disadvantages of each have been
detailed. Finally, potential future research involving the presented work has been discussed, and
the designs’ suitability for other types of measurements has been assessed.
Appendix A
Taylor expansion of tight-binding
Hamiltonian around Kτ
To first order, the Taylor expansion of a function of two variables, f (x,y), is defined as
f (x0+δx,y0+δy)≈ f (x0,y0)+δx
(
∂ f
∂x
)
x=x0,y=y0
+δy
(
∂ f
∂y
)
x=x0,y=y0
(A.1)
As we are operating in reciprocal space expanding around the Dirac points, Kτ , we can replace
x and y in Eq. A.1 with the k-space equivalent. The Dirac points are at
Kτ = τ
(
4pi
3
√
3a
,0
)
(A.2)
with the valley index τ =±1. That is,
Kx =
4piτ
3
√
3a
Ky = 0 (A.3)
The function to be expanded, fk is
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∑
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and f (Kx,Ky) = 0. Differentiating Eq. A.4 with respect to kx gives
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Substituting in the values of kx and ky at the Dirac point (Eq. A.3) gives(
∂ f
∂kx
)
kx=Kx,ky=KY
=
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(A.6)
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Recalling that
eiθ − e−iθ = 2isinθ (A.7)
Eq. A.6 may be expressed as(
∂ f
∂kx
)
kx=Kx,ky=KY
=−
√
3asin
(
2piτ
3
)
(A.8)
sin
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2
, and sin(−θ) =−sin(θ), hence
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Similarly, differentiating Eq. A.4 with respect to ky gives
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Substitution of Eq. A.3 gives(
∂ f
∂ky
)
kx=Kx,ky=KY
=−ia+ ia
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Recalling that
eiθ + e−iθ = 2cosθ (A.12)
Eq. A.11 may be expressed as(
∂ f
∂ky
)
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(A.13)
cos
(
2pi
3
)
=−1
2
, and cos(−θ) = cos(θ), hence
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Combining the terms,
f (Kx+δkx,Ky+δky)≈−3a2 (τδkx+ iδky) (A.15)
and therefore the Hamiltonian in the low energy regime is
H(τ) =−t0
(
0 f ∗k
fk 0
)
=
3at0
2
(
0 τδkx− iδky
τδkx+ iδky 0
)
(A.16)
Appendix B
Expansion of δ l j
The absolute change in the length of the jth nearest neighbour vector is defined as
δ l j = |r′j|− |r j| (B.1)
The new length between two points after a deformation can be written in Einstein notation as
dl′2 = dl2+2uαβdxαdxβ (B.2)
The first term in Eq. B.1 can therefore be written as
|r′j|=
√
r′jα
2 =
√
r jα2+2uαβ r jαr jβ (B.3)
Recalling that r jα2 = a2, this can be written as
|r′j|=
√
a2+2uαβ r jαr jβ (B.4)
=a
√
1+
2
a2
uαβ r jαr jβ (B.5)
Using the binomial expansion to first order: (1+ x)n ≈ 1+nx
|r′j| ≈a
(
1+
1
a2
uαβ r jαr jβ
)
(B.6)
=a+
1
a
uαβ r jαr jβ (B.7)
|r j|= a, hence Eq. B.1 to first order becomes
δ l j = a+
1
a
uαβ r jαr jβ −a =
1
a
uαβ r jαr jβ (B.8)
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3.3 Uniaxial strain within a graphene–gold nanostructure analysed as two springs in
series. The suspended gold beam contracts due to thermal contraction by ∆LAu,
which is proportional to the length of the gold beam (Eq. 3.1). The contraction
of the beam expands the graphene membrane, which provides a restoring force
to the gold beam, causing it to re-expand by ∆xAu. The net expansion of the
membrane is given by ∆xgr = ∆LAu−∆xAu, which may be expressed in terms of
the device dimensions (Eq. 3.8). . . . . . . . . . . . . . . . . . . . . . . . . . 40
List of Figures 98
3.4 A schematic of the contact area of a device before HF etching, with the cross-
section through the dotted red line shown (not to scale). During the graphene-
etch process, ∼20 nm of SiO2 is removed using a CHF3-based recipe, including
within areas where the graphene–gold interface will be. During evaporation,
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brane. ‘Edge’ contacts are also expected to reduce the contact resistance of the
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3.6 FEM model analysis: the magnitude of the pseudo-magnetic field at the cen-
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as a function of actuation mechanism dimensions and features, using the mod-
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field increases linearly with the length of the actuation beam, before the exten-
sion of the membrane begins to saturate as the spring constant of the actuation
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3.7 FEM model analysis: the magnitude of the pseudo-magnetic field at the cen-
tre of a hexagonal membrane with side lengths of 1µm (magenta) compared
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3.9 FEM model analysis: maps of the pseudo-magnetic field (a) and principal strain
(b) for a fan-shaped deformation in a 1µm×1µm membrane, with actuation
mechanisms of 18µm. The pseudo-magnetic field is homogeneous away from
the contacts, the colour scale ranges from 0 T to 3 T. The principal strain along
the upper edge is 19.8%, the colour scale ranges from 0% to 25%. . . . . . . . 48
3.10 A false colour SEM image of an early prototype. A metallic beam can be sus-
pended over considerable distances (∼1µm) without sagging or collapsing, en-
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3.11 False-colour low-temperature electron micrographs of two strain-inducing de-
vices. The false-colouring represents the same components as in Fig. 3.2. (a)
The deformation at 70 K is determined by comparing the orientation of the con-
tact/pointer (green line) to the orientation of a fixed part of the contact (red line),
fabricated during the same metallisation process (rather than during a previous
electron-beam exposure) to eliminate error from a slight lithography misalign-
ment. The additional thin gold strips above the main part of the contact are not a
functional part of the design, they are included to visibly enhance the deforma-
tion at low temperatures and reduce the error in the extracted angle of rotation.
The right contact has rotated by 3.6 ◦, and the left by 2.3 ◦, resulting in top-
edge displacements of 88 nm and 56 nm, respectively. The asymmetry between
the contacts can be attributed to part of the suspended region of this particular
device collapsing during transit between fabrication and characterisation. The
larger of the two values, along with results from other sized nanostructures was
used to refine the parameters of the finite-element modelling. (b) A membrane
which has ruptured by actuation beams designed to exceed the failure strain of
graphene. The graphene tears rather than slips from the contact at these strain
magnitudes. This image is taken at 130 K after cooling to base temperature,
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3.12 A false-colour room-temperature electron micrograph of an early prototype with-
out a graphene membrane. Areas of Cr/Au narrower than ∼ 350 nm are free-
standing, and deform upon cooling from the elevated deposition temperature.
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4.1 The process for etching exfoliated graphene flakes to the correct size and shape.
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exposed PMMA is dissolved by a developer (c), and exposed flakes are removed
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6.1 The two-terminal resistance of all devices surviving cool-down (T =4 K) (left
axis, red markers) and maximum annealing current before failure (right axis,
blue markers) for a range of contact methods and device designs. It can be seen
that using purely Au for the direct contact to the graphene membrane greatly
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reduction of doping and an increase in carrier mobility, was typically observed to
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a resistive constriction. Subsequent devices used a larger separation (400 nm),
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function of gate voltage (carrier density) before (red) and after (blue) many cur-
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formed on this device. The maximum bias voltage VSD = 2.2V corresponds to a
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6.3 The resistivity (left – black) and conductivity (right – red) of a two-terminal
non-strained device at 4 K. The slope of the conductivity plot can be used to
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and external magnetic field. Areas of constant colour correspond to quantum
Hall plateaus. The green coloured lines correspond to the slope of the expected
±4(n+1/2) filling factors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
List of Figures 102
6.6 The data of Fig 6.5 differentiated with respect to the carrier density to highlight
quantum Hall features. Dark areas represent quantum Hall plateaus and the light
areas the transition between plateaus. The coloured lines correspond to the slope
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