Abstract-The goal of room layout estimation is to predict the three-dimensional box that represents the room spatial structure from a monocular image. In this paper, a deconvolution network is trained first to predict the edge map of a room image. Compared to the previous fully convolutional networks, the proposed deconvolution network has a multilayer deconvolution process that can refine the edge map estimate layer by layer. The deconvolution network also has fully connected layers to aggregate the information of every region throughout the entire image. During the layout generation process, an adaptive sampling strategy is introduced based on the obtained high-quality edge maps. Experimental results prove that the learned edge maps are highly reliable and can produce accurate layouts of room images.
Area based image cues were widely used in previous work. Hedau et al. [2] proposed a classical framework for room layout estimation: In the candidate generation stage three mutually orthogonal vanishing points were estimated. Then a series of candidate layouts were generated by uniformly sampling rays from the vertical and farther horizontal vanishing points. In the ranking stage each candidate layout was assigned a score with a learned structured regressor, and the layout with highest score was selected as the final result. Schwing et al. [3] employed dense sampling of 50 rays per vanishing point and used integral geometry decomposition for efficient structured prediction. Lee et al. [4] evaluated the layout hypotheses with the fitness of the layouts to the orientation maps computed from line segments, which represent the local belief of region orientations. Wang et al. [5] took into account of the indoor clutters and modeled the room faces and clutter layouts jointly with latent variables. Besides, some works have taken 3D information into account [6] [7] [8] .
CNNs have achieved impressive performance in various computer vision tasks [9] [10] [11] [12] [13] [14] , yet so far using CNNs for room layout estimation is rare. To estimate room layouts with CNNs, the primary problem is how to denote the room layouts appropriately as the network output. In [15] , such problem was reformulated as a classification problem by learning a codebook via k-medoids clustering from plenty of room layouts. Each codeword, representing a kind of room layout, is a category for classification. Mallya and Lazebnik [16] proposed to learn Fully Convolutional Networks (FCNs) [17] to predict informative room edges, which has already shown good performance in semantic segmentation tasks [18] , [19] . The room layouts are represented as maps with edges indicating pairwise intersections of room faces, which are very informative about the 3D structure of the room. FCNs first classify every local region of the input images to get a low resolution label map. Then a deconvolution layer with very large kernel size and stride is implemented as bilinear interpolation [20] to upsample the label map to the original input size. Dasgupta et al. [21] used the FCN to predict the semantic surface labels. Based on the estimated belief maps, the initial layouts were generated by logistic regression to detect the boundaries between wall and floor, and further optimized with a greedy algorithm. Ren et al. [22] adopted a multi-task fully convolutional neural network (MFCN) to jointly learn the room edges and semantic labels for robustness. Then an optimization framework is formulated based on estimated room edges and several constraints such as layout contour straightness. Unlike previous methods, herein, we intend to train a deconvolution network [20] , [23] [24] [25] for predicting room edges. The motivation is twofold: First, the proposed network can generate edge maps of high quality owing to the multi-layer deconvolution, by which the edge maps are refined layer by layer. Second, compared to FCNs that do not have fully connected layers which aggregate all the local information, the proposed network has a receptive field as large as the entire image. In consequence, the network make prediction of edge maps with global perspective and is possible to handle large scale occlusions according to the semantic information. During the inference procedure, an improved adaptive sampling strategy is introduced to generate candidate layouts. The proposed method can adaptively select the eligible candidate regions for ray sampling according to the predicted edge maps. Experimental results demonstrate the superiority of the proposed method over existing methods on room layout benchmarks.
II. LEARN TO ESTIMATE ROOM EDGES

A. The Proposed Network
In this section, we train a deconvolution network to estimate the room edge maps. The edge maps are probability maps representing the room edges of the projected 3D box that fits the room, i.e., edges between two walls, wall and ceiling, wall and floor [16] .
We first convert the parameterized layouts to edge maps. Intuitively, the ideal representation of the edge maps should be one-pixel-wide lines with value 1 for room edges and the rest pixels have value 0. However, such labeling will produce too small positive regions compared to the whole map. Therefore we use thick lines (e.g., 10-pixel-width) to form the maps, and apply Gaussian blur with σ = 10 to further smooth the boundaries of edges and non-edge regions. Basically, line thickening and Gaussian blur are both employed to make the model training easier to converge. Apparently, if using the thin lines as labels for training, the loss between the predicted edges and ground truth will either remain very large (if they do not overlap completely) or decrease abruptly (if two edges overlap completely). Therefore the training samples will be unbalanced severely, and it is hard to have enough predictions to guide the training. By 
contrast, if using the thin lines with Gaussian blur as labels, the training loss can decrease easily and gradually as the predicted results are approaching the desired blurry regions, even they do not overlap well. The structure of the deconvolution network is illustrated in Fig. 1 . The network takes room images as input and the predicted edge maps are generated in the last layer. The entire network can be viewed as two parts according to their function: feature extraction part and map generation part. The configuration of the feature extraction part is similar to AlexNet [26] , composed of 5 convolutional layers and 2 fully connected layers. The difference is that the number of nodes in each layer is reduced to avoid overfitting. This part is designed to create features that carry the predictive information of the room edges from input images. The map generation part consists of 4 successive deconvolution layers, and ReLU activation is employed between the deconvolution layers. The predicted edge maps are the outputs of the last deconvolution layer passing through a sigmoid function. This part aims at generating high-quality edge maps out of the features obtained from the feature extraction part, as the hierarchical structure of deconvolution layers is used to capture different levels of shape details [20] . Detailed network configuration is listed in Table I . 
B. Training
We trained the networks on two benchmark datasets respectively in this work: Hedau [16] and LSUN [1] . The LSUN was developed recently for scene-centric large-scale challenge hosted at CVPR every year. It contains 4000 training images, 394 validation images and 1000 testing images. All the images have valid room layout that can be clearly annotated by human. There are eight scene categories in LSUN, including bedroom, hotel room, dining room, dinette home, living room, office, conference room and classroom. The original training set is not large enough, so we augment it into 392 thousand images by cropping and flipping. Besides, color jittering is applied to the images. For each image, the value (V) channel (in the HSV color space) is added with a random value uniformly distributed between [−0.2, 0.2], and the hue (H) channel is multiplied by a ratio between [0.7, 1.4]. The Hedau dataset is collected from the web and from LabelMe [27] , which consists of 209 training images and 105 testing images. Apparently, the training set is too small to train a deep network from scratch. Even with data augmentation (cropping, flipping), the types of scenes are still insufficient. Hence, we use the network pre-trained on LSUN dataset to initialize the weights of the new network.
The training loss is the sum of sigmoid cross-entropy loss and Euclidean loss, where the sigmoid cross-entropy loss encourages the value of the output maps at the location of the edges to be activated and the Euclidean loss mainly suppresses the outlier edges. Caffe [28] is used to implement the network. We set the base learning rate as 3 × 10 −4 and momentum as 0.5. The input images are resized to 227 × 227. A mean image is subtracted from each input image to facilitate training. The network generates edge map with size of 56 × 56.
III. BOX LAYOUT ESTIMATION
In this section, we first generate candidate layouts from the edge map, and then select the best-fit layout by ranking. To parameterize the generated layouts, we use the definition of the LSUN dataset. By the definition, each layout is represented by the type it belongs to and the coordinates of the corner Fig. 3 . Given the three vanishing points, ordered as vertical (vp 1 ), farther horizontal (vp 2 ), and closer horizontal (vp 3 ) points, a layout hypothesis (outlined by red lines) is determined by at most two rays each from vp 1 and vp 2 . points. As stated in Zhang et al. [1] , if assuming the layouts of indoor scenes to be cuboidal boxes, these 11 layout types (Fig. 2 ) can cover most of the possible situations under typical camera poses. It is a more unambiguous and simplicity layout parameterization model compared to the labels of Hedau [2] , which are given as polygon boundaries of floor, left wall, middle wall, right wall, and ceiling. Besides, both ground truth informative edge maps and the room layout segmentation masks can be mapped uniquely from the corresponding type and point coordinates.
A. Candidate Layout Generation
Similar to [2] , [16] , [22] , we model a room as a box and assume that there exist three dominant vanishing points which are orthogonal, where a vanishing point is a point in the image plane that is the intersection of the projections of a set of parallel lines in space on to the image plane [29] . As shown in Fig. 3 , given the three vanishing points, a layout is determined by the rays from the vertical vanishing point (vp 1 ) and farther horizontal vanishing point (vp 2 ).
Therefore each layout hypothesis can be generated via sampling at most two rays from the vertical and farther horizontal vanishing points. We estimate the vanishing points in triplet with the method of [2] . The vanishing points in each triplet are ordered as vertical, farther horizontal and closer horizontal points. Hedau et al. [2] used a simple strategy that samples 10 evenly spaced rays over the entire image from the vertical and farther horizontal vanishing points. In [3] , denser sampling of 50 rays per vanishing point to improve the precision. However, densely sampling through the whole image is time-consuming, and most layout estimates are outliers. Mallya and Lazebnik [16] proposed to generate the uniformly spaced sectors from the vanishing points. The top K sectors of high edge strength both in the upper and the lower part to the horizontal vanishing point are chosen. A similar procedure is also performed on the vertical vanishing point. Then N rays are sampled uniformly from each selected sector. This adaptive layout generation strategy focuses on the most informative regions and suppresses the occurrence of meaningless layouts.
However, this method may miss the desired sectors in some cases. For example in Fig. 4 , the predicted edge map of the image (a) is given in (b). Considering the upper part of the horizontal vanishing point, the goal is to find the sector that has the most overlap with the edge outlined in red. In (d) the sectors above the horizontal vanishing point are numbered 1 to 8, where No. 4 is the desired sector for layout generation. The top two sectors (i.e., K = 2) of high edge strength as in [16] are selected as shown in (c), and their corresponding locations are outlined in red in (d). Apparently, the desired sector (i.e., No. 4) is missed.
Therefore, we make modifications for selecting the sectors. The total number of sectors is denoted by M . The average edge strength of each sector is denoted as s i , i = 1, · · · , M. In our method, the i th sector is selected only if i satisfies the following two conditions simultaneously:
Considering the sectors on image boundary, we define s 0 = 0 and s M +1 = 0. The threshold D is set to 0.03 in the experiments. The first condition is used for selecting the sectors with local maximum edge strength and discarding the neighboring sectors of the selected sectors, which is similar to the concept of non-maximum suppression. The second condition can avoid unnecessary selection caused by noise.
For the above case, the sectors satisfying the two criterions are shown in red in (e) and their corresponding locations are shown in (f), which contains the desired No. 4 sector. For our method, the number of selected sectors is adaptive, according to the edge maps. The full process of the modified adaptive sampling method is shown in Fig. 5 .
When the sectors are determined, we sample candidate layouts of every type in sequence given the selected sectors. In each selected sector, N rays are evenly sampled in each sector (two margins included). If a type of layout needs more rays than the number of selected sectors, the type of layout is skipped. For example, if there are two sectors corresponding to the horizontal vanishing point and one sector corresponding to the vertical vanishing point, all the type of candidate layouts are generated except for type 0, 1, 2 and 7.
B. Ranking Candidate Layouts
In previous work, handcrafted features are used to rank candidate layouts, such as line membership (LM) [2] , geometric context (GC) [30] and orientation maps (OMs) [4] . In [16] , LM and GC are integrated into the ranking function because the produced edge map is less confident (see Fig. 8 ). In this work, our proposed DeconvNet is able to produce high-quality edge map which is reliable for evaluating the candidate layouts. Hence, the only criterion is to find the layout that best fits the edge map as below: where m i denotes the edge map produced by the i th parameterized candidate layout as described in Section II-A. M is the predicted edge map by DeconvNet. · F indicates the Frobenius norm. The similarity between m i and M is obtained by evaluating the overlap ratio and global alignment using cosine similarity and Euclidian distance. Based on the magnitude of the two terms in the experiments, μ is set to 0.06 to adjust the two terms to have comparable importance.
IV. EXPERIMENTAL RESULTS
A. Performance for Predicting Room Edges
In this section we will evaluate the performance of the proposed network for predicting edge maps. As a benchmark, FCN used in [16] is used for comparison. The main differences between the proposed deconvolution network (denoted by DeconvNet) and FCN lie in two aspects.
First, our network has four successive deconvolution layers. As shown in Fig. 6 , the activations of deconv1 layer are visually irregular. The coarse outlines of edges can be discovered in the second layer and turn to be clearer in the third layer. Consequently, the final results produced by the fourth deconvolution layer look accurate and detailed. Apparently, the hierarchical structure of deconvolution layers is able to generate high-quality edge maps in a coarse-to-fine manner. By contrast, the FCN does not have such hierarchical structure. The edges are produced by directly upsampling the low-resolution feature maps from the convolution layers to the original input size with a large scaling factor.
Second, the deconvolution network has fully connected layers, by which the receptive field is extended to the entire image. This property makes it possible for the network to handle occlusion with the aid of surrounding information. To reveal the role of the fully connected layers, we introduce a new network which is the same as the one presented in Section II-A, but without the fully connected layers. Fig. 7 compares the predicted edge maps of the two networks. Specially, we add artificial occlusions to the test images to highlight the occlusion problem. As shown in Fig. 7 , a square mask is added to the bottom, center and top of the test images, respectively. The predicted edge maps of DeconvNet with and without fully connected layers are shown in the following two lines. As can be seen, the DeconvNet with fully connected layers is insensitive to occlusion and the predicted edge maps are similar. Even with distinct changes, such changes do make sense given the input images with occlusion (see the last column of the third image in Fig. 7) . By contrast, the DeconvNet without fully connected layers makes much poorer prediction under the same occlusion. This proves that large receptive field is beneficial for the CNN to understand the room layout from global context, whereupon occlusion can be well handled.
Finally, Fig. 8 shows the edge maps predicted by the three networks: 1) FCN in [16] ; 2) the proposed DeconvNet without fully connected layers; 3) the proposed DeconvNet with fully connected layers. For clarity, Table II summarizes the main differences of the FCN and DeconvNet. Intuitively, the predicted edge maps of the proposed DeconvNet with fully connected layers are not only the most accurate but also very clear and definite, which is beneficial for generating candidate layouts with our adaptive sampling method. The results show that occlusion is well handled by the DeconvNet. Even when the room edges are severely occluded by large-scale obstacles, e.g., the bed which covers most of the image, the invisible edges still can be predicted accurately. By contrast, FCN gives poor predictions. The DeconvNet without fully connected layers is slightly better, but still cannot handle the occlusion problem. Table III gives the performance and efficiency of different sampling strategies for candidate layout generation. Given the same high-quality edge maps generated by the proposed DeconvNet, we test the three sampling methods: uniform sampling of Hedau et al. [2] , adaptive sampling of Mallya and Lazebnik [16] and ours. Note that the denser sampling is adopted, the better result can be obtained. Hence, in the comparison, the efficiency of layout sampling has to be considered, and we evaluate each method in terms of pixel-wise misclassification error, number of sampled rays per vanishing point and run time. All the algorithms were implemented with Matlab on a computer with an Intel 3.30-GHz CPU. The uniform layout sampling used in [2] is non-adaptive and 10 rays are sampled from both the vertical and horizontal vanishing points. The adaptive layout generation in [16] selects K × 2 sectors from each vanishing point and N rays are sampled in each sector. We use the same settings as in [16] , where K = 2 and N = 3. In total, this method samples 12 rays from each vanishing point. As in our work, the number of candidate sectors is adaptive. On average, 1.5 candidate sectors are selected for the vertical vanishing point, and 1.9 candidate sectors for the horizontal vanishing point. In each candidate sector, we sample N = 4 rays. Therefore our method samples on average 6.8 rays per vanishing point. All the candidate layouts for each method are ranked by the same ranking function as described in Section III-B.
B. Comparison of Different Sampling Methods
The result shows that given the same edge maps, our improved adaptive sampling strategy is faster and more accurate than the other two methods. This is because our method can sample densely only near the most informative edges under the limited number of candidate layouts. [6] 16.3 Gupta et al. [31] 16.2 Schwing et al. [3] 14.7 Zhao et al. [7] 14.5 Schwing et al. [32] 13.6 Ramalingam et al. [33] 13.3 Mallya et al. [16] 12.8 Del Pero et al. [34] 12.7 DeLay [21] 9.7 CFILE [22] 8. 
C. Evaluation of Room Layout Estimation
We compared our method with the published state-of-the-art methods on Hedau and LSUN datasets. Pixel misclassification error is used for quantitative evaluation. For the LSUN dataset, corner error is also compared as the coordinates of corner points are provided. The results are shown in Tables IV and V. Our method achieves the third best performance on both datasets. Compared to Mallya and Lazebnik [16] that is also based on room edges, our method performed better on both Hedau and LSUN datasets without the help of LM [2] and GC [30] . Besides, both CFILE [22] and DeLay [21] employed VGG-16 [35] for training, which is pre-trained on external data such as the PAS-CAL VOC 2012 dataset. By contrast, our network was trained from scratch and achieved comparable performance without any external data.
The evaluation of different μ values for computing the ranking of candidate layouts is shown in Fig. 9 . It is found that μ = 0.06 gives the best performance and such setting was used in all experiments. Some of our good and bad layout estimates are displayed in Fig. 10(a) and 10(b) , respectively. The good results all have high-quality edge maps and the predicted layouts are very close to the ground truth. For the first six bad examples, the predicted edge maps are mostly wrong. The network was misled by the indoor objects with strong edges such as the bunk bed, which rarely appear in the training samples. We believe that this issue could be relieved by enriching the training samples. For the last two bad examples, the predicted edge maps are basically accurate. But since the vanishing points are poorly estimated, accurate layout cannot be produced.
V. CONCLUSION
In this paper, we proposed to learn deconvolution networks to predict edge maps for room layout estimation. The proposed network gave superior performance in generating high-quality room edge maps. We also introduced an improved adaptive sampling strategy for layout generation. Experimental results show that our approach outperformed existing methods on Hedau and LSUN datasets.
