Abstract. Implicit Explicit (IMEX) schemes are an important and widely used class of time integration methods for both parabolic and hyperbolic partial differential equations. We develop accurate a posteriori error estimates for a user-defined quantity of interest for two classes of multistep IMEX schemes for advection-diffusion-reaction problems. The analysis proceeds by recasting the IMEX schemes into a variational form suitable for a posteriori error analysis employing adjoint problems and computable residuals. The a posteriori estimates quantify distinct contributions from various aspects of the spatial and temporal discretizations, and can be used to evaluate discretization choices. Numerical results are presented that demonstrate the accuracy of the estimates for a representative set of problems.
1. Introduction. We derive goal-oriented a posteriori error estimates for Implicit Explicit (IMEX) multi-step numerical methods for scalar-valued advectiondiffusion-reaction partial differential equations (PDEs) of the form, (1.1)     u (x, t) − ∇ · (x)∇u(x, t) + b(x) · ∇u(x, t) = R(u, x, t), u(x, 0) = u 0 (x), u(x, t) = u d (t), (x, t) ∈ Ω × (0, T ], x ∈ Ω, (x, t) ∈ ∂Ω × (0, T ], whereu(x, t) = ∂u(x,t) ∂t , (x) > 0 is the diffusion coefficient, b(x) represents the advective vector field, R(u, x, t) is a reaction term (possibly nonlinear), and Ω is a convex polygonal domain. We assume that , b, and u 0 are smooth on Ω, u d is smooth on [0, T ], R is smooth on R × Ω × (0, T ], R(·, x, t) is uniformly Lipschitz continuous on Ω × (0, T ], and (x) ≥ 0 > 0 for some constant 0 . Under these assumptions, (1.1) admits smooth solutions for some time T [38] .
IMEX methods are a widely used class of time integration techniques for complex partial differential equations. While there are many forms of IMEX discretization, all IMEX schemes share the basic idea of decomposing the differential operator into two components in which one component is treated implicitly in the discretization and the other component explicitly. This flexibility of mixing explicit and implicit discretization allows the application of specialized numerical solution methods for systems composed of operators with differing time-scales. Consider the transient solution of a system of equations that includes coupled convection, diffusion and reaction mechanisms (e.g. simple convection-diffusion-reaction PDEs, Navier-Stokes with chemical reactions and/or radiation-diffusion models). In this context, IMEX methods can be used to treat the convection and reaction operators either explicitly or implicitly based on the time-step-size stability restrictions of these terms, while most commonly the diffusion is treated implicitly. A set of representative references from the scientific literature indicates both the recent interest in these methods, as well as the complexity of the computational physics / mathematical models to which these methods have been applied (see e.g. [35, 29, 15, 31, 30, 39, 15, 33, 36, 3, 2, 11, 35, 29, 15] ). Specific references that consider multi-step IMEX approaches for complex applications include [12, 27, 16, 25] . The stability, order-of-accuracy, and order-reduction results for these methods have been studied for a number of prototype systems.
Accurate numerical solution of advection-diffusion-reaction problems presents a significant computational challenge in general, and, consequently, numerical error is generally significant in practical applications [24, 20] . Thus, it is important to accurately quantify the error in computed quantities of interest obtained from numerical solutions. For an important class of IMEX multi-step methods, we develop an a posteriori error analysis using variational analysis, computable residuals, and adjoint problems to derive accurate error estimates for a given quantity-of-interest. Such a posteriori error estimates are widely used for finite element methods [19, 18, 24, 1, 4, 5, 6, 26] . The resulting estimates have the useful feature that the total error is decomposed as a sum of contributions from various aspects of discretization and therefore can provide insight in to the effect of different choices for the parameters controlling the discretization (e.g. time step size and mesh spacing). Our development of the a posteriori error analysis is demonstrated in the context of convection-diffusion-reaction systems. IMEX approaches raise additional reasons for quantitative error estimation, since IMEX methods fall in the general category of operator decomposition/finite iteration methods [20, 22, 21, 32, 34, 13] , and thus give rise to additional sources of instability and discretization errors compared to fully implicit methods.
Specifically, we derive a posteriori error estimates for two classes of one-step first-order and two-step second-order IMEX schemes. We begin the development by considering IMEX methods applied to ordinary differential equations obtained after semi-discretization of (1.1) in space. The analysis is then generalized by considering the full space-time discretization of (1.1). One difficulty in the analysis for deriving the a posteriori error estimates is that IMEX methods are usually presented as finite difference schemes. In order to apply adjoint-based techniques, we reformulate the IMEX schemes as finite element methods by employing certain quadrature formulas and considering the difference schemes over appropriate intervals. Finally we demonstrate the accuracy of the estimates for numerical solutions of a range of scalar-valued PDEs using both finite-difference and finite-element discretizations in space. The former provides estimates for temporal errors only, the latter provides estimates of both spatial and temporal errors.
The paper is organized as follows. In section 2, we discuss variational formulations and discretization schemes for (1.1). We describe multi-step IMEX schemes in section 3. We perform an a posteriori error analysis for one-step first-order and two-step second-order IMEX schemes in section 4. Finally, we then present numerical examples in section 5.
2. PDE variational formulation and discretizations. We present two a posteriori analyses. First, we treat the large dimension ODE in time that results from semi-discretization in space by employing the method of lines. This discretization is presented in § 2.1 and the analysis is presented in § 4.1. This analysis makes it rela-tively easy to focus on the effects of IMEX discretization on the time solution. After that, we consider the full space-time discretization of the PDE. The discretization is presented in § 2.2 and the analysis in § 4.2. We then present numerical comparisons in § 5.
Semidiscrete formulation.
Semi-discretization in space. Without loss of generality we assume that u d = 0 in (1.1). The weak formulation of (1.1) is:
where (·, ·) represents the L 2 inner product on the spatial domain Ω. We discretize Ω into a quasi-uniform triangulation T h , where h denotes the maximum diameter of the elements. This triangulation is chosen so the union of the elements of T h is Ω and the intersection of any two elements is either a common edge, node, or is empty. The finite-element approximation is a continuous piecewise linear polynomial with respect to T h . We let V h ⊂ H 1 0 (Ω) denote the space of piecewise linear continuous functions v(x) ∈ R defined on T h . The finite element semi-discretization reads:
This is a nonlinear system of ordinary differential equations. Fixing a basis for V h , (2.2) can be written as
Here M, A and B are matrices arising from the expressions (u h , v), ( ∇u h , ∇v) and (b · ∇u h , v) respectively, while N ( u(t)) is a vector arising from the non-linear term (R(u h ), v). We note that this choice of f and g may not be the optimal choice, and in fact may lead to an ineffective method depending on the nature of the nonlinear reaction term. The a posteriori analysis presented in this paper applies to (2.3) for different choices of f and g as well, and may in fact guide the choice of f and g, as we illustrate with a numerical example in §5.
We have written the right-hand side as a sum of two terms for the purpose of IMEX discretization, where f : R m → R m represents the part of the equation that is treated explicitly and g : R m → R m is the term that is treated implicitly.
Time discretization of the semi-discretization. We now discretize (2.3) using a finite element method. The variational form of (2.3) is:
where we have abused notation to let (a, b) denote the standard inner product in R m . We consider the continuous Galerkin finite element method [17, 18] . Let τ N be a partition of [0, T ] where 0 = t 0 < t 1 < · · · < t n−1 < t n < · · · < t N = T and 
where a, b In = tn tn−1 (a, b) dt. In a practical setting, the integral a, b In is approximated by a quadrature rule.
2.2. Space-time formulation. Equation (2.5) represents a full space-time discretization of (1.1). For the sake of exposition however, we write out the space-time discretization directly. Letting
(Ω), the weak space-time variational form of (1.1) is: Find u(x, t) ∈ V such that,
On each space-time slab S n = Ω × I n , we choose finite-element approximations that are polynomials in time and continuous piecewise linear polynomials in space with respect to T h and define 
Evaluation of the time integrals in the weak formulation (2.7) using quadrature leads to IMEX schemes, as we show in the next section.
In the development that follows we assume that full space-time discretizations of the PDE systems have sufficient physical dissipation that the convection-diffusionreaction system integrated at the time-step of interest with the IMEX multi-step methods are stable (see e.g. [29] for detailed linear stability analysis of these methods).
3. IMEX schemes and their representation as finite element methods. Following the pattern established in §2, we consider IMEX schemes for the semidiscrete formulation in §3.1, and constuct IMEX schemes for the space-time finiteelement formulation in §3.2.
3.1. IMEX time integration for the semidiscrete formulation. A generic r-step implicit-explicit (IMEX) scheme for (2.3) has the form,
where the parameters a j , b j and c j are chosen to obtain a r th order scheme. We consider the one-step first-order and two-step second-order IMEX schemes presented in [3] . Throughout this article, we use the notation f n = f ( U (t n )) and g n = g( U (t n )).
First-order IMEX schemes. The single-step, first-order IMEX schemes are,
where 0 ≤ γ ≤ 1. Different choices of γ lead to different schemes. For example, γ = 0 leads to the fully explicit Forward Euler scheme, whereas γ = 1 leads to a semi-implicit BDF (SBDF) scheme [3] ,
Second-order IMEX schemes. The two-step, second-order IMEX schemes [3] are, (3.3)
Different choices of γ and c lead to some popular schemes [3] . For example (γ, c) = ( Representation of the IMEX schemes as finite element methods. To represent the IMEX schemes as a type of cG(1) finite element method (2.5), we evaluate the integrals in the weak formulation via quadrature,
Here (3.5)
Equivalency of first-order IMEX schemes. Through appropriate choice of the quadrature rules I (1) and I (2) , we show nodal equivalency of the first-order IMEX scheme with a cG(1) method, that is, we choose the quadrature locations and quadrature weights for the cG(1) method so that the two schemes have the same nodal values. 
, and
2 = t n . Proof. For the cG(1) scheme, v ≡ 1. The terms in equation (3.4) are then
which gives equation (3.2).
Equivalency of second-order IMEX schemes. To analyze the two-step secondorder scheme, we consider how it arises from a variational principle. To this end, we consider the integrals in equation (2.5) in pairs, i.e., (3.6)
We multiply the first equation by (γ + 1 2 ) and the second equation by (−γ + 1 2 ) and sum. We then evaluate the integrals via quadrature, namely
For cG(1), v(t) ≡ 1 and this simplifies to (3.7)
Here, 
Proof.
Observing that ˙ U , 1 In = U n − U n−1 and ˙ U , 1 In−1 = U n−1 − U n−2 and approximating terms on the right hand side of (3.7) with the quadrature rules
leads to equation (3.3). These quadrature rules are easily recognizable as either the left-hand or right-hand rule. Note that g( U ),
3.2. IMEX time integration for the space-time formulation. The firstorder IMEX scheme for (2.7) is, (3.8)
h . The second-order IMEX scheme for (2.7) is of the form, (3.9)
It should be noted that a specific choice of the assignment of convection, diffusion and reaction operators has been made in this development. Other choices would of course be possible with a re-interpretation of the terms above. In the examples that follow alternate choices for the convection operator to the explicit or implicit terms are demonstrated in the case of the space-time discretizations.
Equivalency of first-order IMEX schemes. As before, we evaluate the time integrals in the weak formulation (2.7) by quadrature,
where (3.11)
Theorem 3.1 defines the weights which ensure the equivalency of the cG(1) finite element method and the first-order IMEX scheme.
Equivalency of second-order IMEX schemes. To show how the two-step second-order schemes arise from the variational formulation, we consider the integrals in equation (2.7) in pairs, i.e., (3.12) (
Let (a, b) In = In (a, b) dt where (a, b) denotes the L 2 inner product in space. As before, we multiply the first equation by (γ + ) and sum, giving
We now evaluate the integrals via quadrature, (3.13)
where
Theorem 3.2 gives the weights which ensure that the second-order IMEX scheme and cG(1) finite element method are equivalent.
4.
A posteriori analysis of IMEX schemes. In this section, we derive a posteriori error estimates. Note that there is no unique definition for adjoint operators corresponding to nonlinear operators. We employ a definition based on linearization which is useful for error analysis.
An a posteriori error analysis for multi-stage methods has been developed in [14] . A posteriori analysis of the multi-step BDF schemes based on a probabilistic estimate is presented in [8] . Another recent approach based on Petrov-Galerkin type finite element methods is analyzed in [7] . Our approach for the multi-step IMEX schemes is based on employing quadrature and weighted sum of finite element schemes over adjacent intervals as presented in §3. The idea of employing quadrature for a posteriori analysis has been explored earier in adjoint based analysis, e.g. see [23] .
In this section it is important to note that in the case of spatially semi-discretized PDEs, we quantify the error in a Quantity of Interest (QoI) for the resulting system of ODEs, not the error in the original PDE. The error analysis for this case is still significant since a method of lines approach using a fixed spatial discretization and an ODE solver is a commonly used method for solving PDEs. For the space-time discretization, the estimates quantify the error in the discrete solution of the PDE (that is, the error in this case is the difference between the true solution of the PDE and the discrete solution of the PDE).
4.1.
A posteriori analysis for the IMEX time integration of the semidiscrete formulation. Consider the (temporal) finite element method in (2.5)
Let h( u) = f ( u)+g( u), e = u− U , and z = s u+(1−s) U , and define the linearized operator H(z) such that
Assuming that we are interested in a QoI that is a linear functional of the solution at some time T , i.e., QoI = ( u(T ), ψ), we define the adjoint problem as,
Nonlinear QoIs require special treatment, and are often dealt by linearization of the QoI [28, 10] . The rest of the ideas are the same, and hence we limit ourselves to linear QoIs in this paper. We have the following error representation formula, based on (4.3).
Theorem 4.1 (Error Representation
. Let e n = u n − U n and φ n denote the error and adjoint solution at time t n respectively, then
Proof. The proof is standard, e.g. see [17] .
Lemma 4.2 (Error representation for quadrature for the interval I n ).
(4.5) ( e n , φ n ) = ( e n−1 , φ n−1 ) + DE n + QE f,n + QE g,n ,
Adding and subtracting f ( U ), φ In,m 1 and g( U ), φ In,m 2 proves the result. The term DE n in equation (4.5) describes the contribution to the total error due to discretization, whereas the terms QE f,n and QE g,n describe the error contributions arising from the approximation of integrals involving f and g respectively. Remark 4.1. We may apply Galerkin orthogonality to equation (4.5) to modify DE n as (4.6)
where π is a projection operator from
This form is potentially more useful to localization of error and adaptive refinement.
We sum the errors on each time interval to construct the following error representation for first-order IMEX schemes. 
QE g,n .
Proof. From Lemma 4.2 the error over time step (t n−1 , t n ) is, (4.9)
Summing ( e n , φ n ) for n = 1, 2, . . . , N , and assuming that e 0 = 0, proves the result. 
Proof. Summing (4.4) over the N intervals leads to, (4.12)
Adding and subtracting (4.13)
proves the theorem.
4.2.
A posteriori analysis for the space-time formulation with IMEX time integration. Recall that the space time finite element method for (1.1) is, (4.14)
We now define a linearized form of the nonlinear reaction term to form an adjoint. Let
where z = su + (1 − s)U . Consequently, in an argument similar to (4.2), we arrive at
With this linearized form, we define the adjoint problem as,
This leads to the following error representation for the cG(1) method. 
Proof. In view of (4.16), this is standard.
Lemma 4.6 (Error representation for quadrature for the interval I n ).
(4.19) (e n , φ n ) = (e n−1 , φ n−1 ) + DE n + QE f,n + QE g,n ,
where,
Proof. The proof is similar to Lemma 4.2 and follows by adding and subtracting (R(U ), φ) In,m 1 and ( ∇U, ∇v) + (b · ∇U, v) In,m 2 to (4.18).
The term DE n measures the discretization error, while the terms QE f,n and QE g,n describe the numerical quadrature errors.
Theorem 4.7 (Error representation for first-order IMEX schemes (3.8)).
The error, e = u − U , in the quantity of interest ψ, at the final time t N = T is estimated as, 
Proof. From Lemma 4.6, the error over time step (t n−1 , t n ) is (4.22) (e n , φ n ) = (e n−1 , φ n−1 )
Summing (e n , φ n ) for n = 1, 2 · · · N , and assuming that e 0 = 0, proves the result. 
Proof. The proof is similar to the one for Theorem 4.4.
Remark 4.2.
We may further decompose the DE term into separate error contributions from spatial and temporal discretizations. This involves adding and subtracting suitable projections of the adjoint solution to the expression involving DE, see [9] for details. Such a decomposition is useful when considering adaptive refinement of the spatial or temporal mesh.
5. Numerical Examples. We present numerical examples exploring the accuracy and behavior of the error estimates for the IMEX schemes.
Computational details.
The computational examples share the following details.
Spatial discretization. We discretize in space using continuous piecewise linear finite elements with respect to a uniform triangulation of Ω. For the semidiscrete problem, we employ the trapezoidal rule quadrature (lumped mass quadrature) for evaluation of the integrals (u h , v) and (R(u h ), v), and evaluating the integrals ( ∇u h , ∇v) and (b · ∇u h , v) exactly. This is equivalent to using a second order central finite difference scheme in space. For the space-time finite element method we evaluate the spatial integrals using a Gauss quadrature rule.
Implementation of the error estimates. The error representation formulas require formulating and solving the adjoint (4.3). In theory, the adjoint is obtained by linearizing around a combination of the discrete solution and the true solution. In practice it is common to linearize around the discrete solution only [24] and we follow this approach, that is, we approximateũ byŨ and u by U in (4.3) and (4.17) respectively. This "linearization error" can negatively affect the accuracy of the error estimates in some cases, see example in §5.2.4. Since we effectively require time derivatives of the adjoint solution, we solve the adjoints in time using the cG(1) method but employing time steps 4 times smaller than the steps used in the forward problem. In the case of the full space-time discretization, the adjoint is solved using a continuous piecewise quadratic finite element method in space.
We note that computing the error estimate involves the cost of solving the adjoint problem in addition to computing the original approximation. The computational cost depends on how the numerical adjoint problem is discretized in space and time, however the adjoint problem is at least linear, and hence avoids a nonlinear solution technique which is often required for the original problem. We also note that while we use the fully implicit cG(1) method to solve the adjoint problem, alternate methods such as an IMEX scheme may also be employed.
Verification of the accuracy of the estimates. In the numerical examples, we plot the different error contributions, as well the effectivity ratios. The effectivity ratio measures the accuracy of the estimator and is defined as,
An accurate error estimator has an effectivity ratio close to one. In cases in which the true solution is unknown, we compute a more accurate reference numerical solution using finer spatial and temporal meshes and a second-order IMEX scheme for the time integration.
Examples using IMEX time integration for semidiscrete problems.
In this section we present examples of the schemes considered in (3.2) and (3.3). For illustrative purposes and to compare the results with previous studies we apply the error estimation technique to a number of scalar-valued PDEs in one-dimensional spatial domains.
For all examples except in §5.2.4, the QoI is the average value of the solution over the first half of the one-dimensional spatial domain at the final time. That is, if the spatial domain is [a, b], then the QoI was given by
In the numerical experiments below, the spatial discretization parameter is chosen to be h = 1/100. For second-order IMEX schemes, the "true" solution is computed to a high degree of accuracy using Matlab's ODE solver (ode23s). We note that in these examples the "true" solution was the solution to the ODE after spatial discretization, not the solution to the original PDE and the error we seek to estimate is the error with respect to the true solution of the ODE problem. Apart from the total error, we also indicate different contributions due to discretization, quadrature for f and quadrature for g. These terms, DE, QE f and QE g are defined in Theorems 4.3 and 4.4. The first three examples arise from the finite difference discretization of scalarvalued PDEs, all of which were previously considered in [3, 2] . Consistent with previous authors, we chose f to be the term arising from the first-order spatial derivatives, while g represented the diffusive term (that is, the term arising from second-order spatial derivatives). The error estimates are quite accurate for all three. The final two examples concern cases when the true error in the discrete solution is quite large. This may be due to the choice of the problem (example 5.2.4), or due to the choice of the functions f and g (example 5.2.5).
Linear PDE.
Consider the scalar valued linear PDE
with periodic boundary conditions. We choose ∆t = 2h, where we recall that h = 1/100. It should be noted as the dissipation (ν) goes to zero the centered difference approximation to the first order convection operator results in the discretized solution to the PDE being unstable as shown in Figure 5 .1a. However, as discussed earlier, once the spatial discretization is fixed, we are analyzing the error in the ODE system, not the error in the PDE. Figure 5 .1b shows the error estimates for the first-order SBDF scheme as ν was decreased. These estimates remain accurate even for small ν and that the discretization error, DE is the dominant error. Figure 5 .2a shows the results for different final times T for the first-order SBDF scheme at fixed ν = 0.01 and the estimator captures the error quite accurately in all cases. For small T , all three components of error are significant. Figures 5.2b and 5 .2c show the error components arising from the second-order CNAB and SBDF schemes. We observe that the error due to the second order schemes is considerably less than for the first-order scheme. The effectivity ratios in Table 5 .1 quantify the accuracy of the error estimates for the first-order scheme and for both second-order schemes. 
with periodic boundary conditions. Here g(t) ≡ 0. We chose ∆t = 0.5h, where we recall that h = 1/100. The results for different final times T for the first-order and second-order schemes are shown in Figures 5.3a , 5.3b and 5.3c. We observe that the component QE g is zero due to the absence of the stiff term. There is significant cancellation of error components for T > 1.1 in the first-order SBDF scheme, however the discretization error is the dominant term. The second-order schemes are again more accurate than the first-order scheme. Moreover, both discretization error and Table 5 .1: Effectivity ratios for the example in §5.2.1 quadrature error for f are comparable in magnitude for the second-order schemes.
The effectivity ratios, shown in Table 5 .2, highlight the accuracy of the estimator. 
which we consider with periodic boundary conditions. We chose ∆t = 1/160 and recall that we chose h = 1/100. The computational results appear in Figures 5.4a , 5.4b and 5.4c, and show similar characteristics to the first two examples. The error for second-order is predictably less than the error for first-order schemes. Moreover, discretization error dominates for first-order schemes. For second-order schemes, both discretization error and quadrature error for f are large, whereas the quadrature error for g is relatively small. Finally, the effectivity ratios are given in Table 5 .3 and demonstrate the accuracy of the estimator. 
This equation has finite time blow up when λ < u 0 . We chose λ = 0.01, u 0 = 2, f (u) = u 2 and g(u) = λu, and ∆t = 0.01 and the QoI to be the value of the solution at the final time. The IMEX solution for t = [0, 0.5] is shown in figure 5.5. Table 5 .4 provides the results for different final times for the first-order SBDF scheme. The estimator is accurate for small T when the discrete and the true solutions are close to each other, but becomes inaccurate near the blow up when the discrete solution has significant error. This inaccuracy is due to the linearization of the computed adjoint using only the discrete solution. When the discrete solution is highly inaccurate, this approximation is no longer valid. However, we note that the estimator is reliable in the sense that even though it does not reflect the true value of the error, it does indicate the error is quite large. 5.2.5. Linear PDE -Effect of choice of f and g. We revisit the linear PDE in §5.2.1 to investigate the effects on error based on the choice of f and g. The choice made in §5.2.1 was quite obvious, however, this choice may not be obvious for complicated systems. Accordingly, we perform two experiments with different choices of f and g. In both cases, we set ν = 1, h = 0.1 and ∆t = 0.01 and use the first-order SBDF scheme.
In the first case, we let deliberately make the unstable choice and set f (u) = νu xx and g(u) = sin(2πx)u x . Since 0.5h/∆t 2 > 1, we know from standard finite difference theory that the numerical solution exhibits unbounded growth. We show the results for T = 0.91 in Table 5 .5. The estimator captures the true error quite well, even though the error is quite large. Further, we see that the contribution to the explicit quadrature, QE f , is the significant term in this example. Since in all previous examples for first-order IMEX time integration the discretization error has been dominant, this suggests a different choice of f and g may lead to a more accurate solution. We verify this by switching the choices of f and g. The results are again shown in Table 5 .5, which shows that now we have a significant decrease in the error.
5.3. Examples using IMEX time integration for the space-time formulation. Now we present numerical examples for the analysis in §4.2, which takes into account the effects of spatial discretization. Our results indicate the total estimate as well as contribution due to discretization, quadrature for f and quadrature for g. These terms, DE, QE f and QE g , are defined in 4.7 and 4.8. 
The true solution is given by
The QoI is (u(T ), ψ) with ψ = sin(2πx) sin(2πy). As in our space-time analysis above we choose the source term to be represented in the explicit term, f , and the diffusion term to be represented in the implicit term, g. The spatial domain is the unit square which is discretized using a uniform triangular mesh of 30 elements in each direction.
The computational results are shown in Figures 5.6a , 5.6b and 5.6c. The different components of the error sum to accurately capture the error in the solution. The error in the second-order schemes is considerably less than the first-order scheme. All components, DE, QE f and QE g , contribute relatively equally to the error. The effectivity ratios are given in Table 5 .6 and highlight the accuracy of the estimator. 5.3.2. Thermal Wave. We consider the thermal wave problem [37] , 
The spatial domain is the rectangle [−10 , 10] × [−1 , 1]. We set Dirichlet boundary conditions (given by the true solution) along the x boundary, and Neumann boundary conditions along the y boundary. Moreover, we set = δ = ν = 1. The solution has a sharp gradient which moves in the direction of the field b(x), as shown in Figure  5 .7 for t = 0 and t = 2. The spatial domain is discretized using 500 elements along the x direction and 8 elements along the y direction. The QoI is a mesh dependent function, equal to one on the patch 6. Conclusions. We have developed an adjoint-based a posteriori analysis to estimate the error in numerical solutions of PDEs solved using IMEX schemes. We derived error estimates for both finite difference and finite element discretizations in space. In the former case, we classify only the error due to temporal discretization, Table 5 .8: Effectivity ratios for the example in §5.3.2 with convection solved explicitly is equivalent to the continuous Galerkin finite element scheme using special quadrature rules. The key insight in showing the equivalence of a second-order IMEX scheme to a finite element method is to recognize that the IMEX scheme arises by taking a weighted sum of finite element solutions over multiple time steps. The error estimates quantify various sources of error in a quantity of interest and include terms arising from discretization error and quadrature errors. We illustrate the accuracy of the estimator with a wide range of examples. The examples demonstrate how these different sources of error sum to give an accurate estimate of the error in the solution. We believe that the techniques presented in this article can be used to analyze higher order multi-step IMEX methods as well. However, the techniques do not encompass the analysis of multi-stage IMEX schemes (such as the popular IMEX Runge-Kutta methods). An a posteriori error analysis for multi-stage methods has been developed in [14] , and the techniques employed there should prove useful in an analysis of IMEX multi-stage methods.
