This paper describes an efficient implementation of a form of linear semi-infinite programming (LSIP). We look at maximizing (minimizing) a linear function over a set of constraints formed by positive trigonometric polynomials. Previous studies about LSIP are formulated using semi-definite programming (SDP), this is typically done by using the Kalman Yakubovich Popov (KYP) lemma or using a trace operation involving a Grammian matrix, which can be computationally expensive. The proposed algorithm is based on simplex method that directly solves the LSIP without any parameterization. Numerical results show that the proposed LISP algorithm is significantly more efficient than existing SDP solvers using KYP lemma and Grammian matrix, in both execution time and memory.
Introduction
In this paper, we are interested in a special form of LSIP [1] , which is to seek the maximum of a linear function subject to infinitely many constraints:
where R (ω) is the discrete-time Fourier transform of the (2n + 1) × 1 even-symmetric vector r, defined as R (ω) = r 0 + 2 n k=1 r k cos (kω) (2) ω is in closed interval on [0, π] and a is a (2n + 1) × 1 constant vector. The constraints R (ω) is a positive trigonometric polynomial [2] . Problem (1) is described in detail in the book by Dumitrescu [1] and has been applied to 1-D and 2-D FIR filter design [1] , the design of tuned product filters [3, 4] , control [5] , and the design of ML receivers for wireless communications [6] . Problem (1) is a special case of LSIP. Traditional solutions have been formulated using SDP by parameterizing the constrains. This is typically done by the KYP lemma or using Gram matrix [1, 7] . General purpose methods for solving SDP problems are based on interior point methods, which can be computationally expensive, requiring O n 4 to as much as O n 8 operations per iteration [8, 9] , depending on the problem and its parameterization. The proposed algorithm in this paper solves problem (1) directly without parameterizing to an SD-P. This algorithm falls under the general class of cutting plane algorithm used in convex programming [10] . Simplex method is frequently the most efficient technique in practice for solving linear programming problems [11] . Numerical results show that the simplexbased LSIP algorithm is more efficient than existing SDP solvers based on KYP lemma and Gram matrix. Further more, it can handle problems of any size efficiently, while most existing SDP solvers have the disadvantage of high complexity and a limitation of the size they could handle.
The Simplex-based LSIP Algorithm
The simplex-based LSIP algorithm is proposed in detail in this section. Without loss of generality, we set a 0 = 1 and r 0 = 1. Then program (1) becomes
The constraints in (3) are positive trigonometric polynomials which form a closed convex cone, defined as
represents a hyperplane that is tangent to the convex set C n . Each polynomial solving (3) represents the intersection of the appropriate number of hyperplane in (r 1 , . . . , r n ) − space that are tangent to C n [2] . The simplex-based LSIP is related with the cutting plane method in convex programming, where the set of linear constraints is dynamically altered in order to satisfy the positive constraints in (3) . The constraints in (3) can be represented in matrix form as
where
T . The frequenciesω 1 < · · · <ω n represent hyperplane that are tangent to the set of positive polynomials R (ω). Each iteration of the simplex-based LSIP algorithm is indexed by k, beginning with k = 1. The basic algorithm is as follows:
Step 1. Represent the constraints in (3) as :
The initial r 0 = sign (a), which can guarantee the objective function is maximized.
Step 2. Solve (5) for r k and compute the objective cost
Step 3. Compute the absolute minimum of R (ω) , along with the corresponding frequency, ω min .
Step 4.
T is the constraint matrix of size n × (n + 1) in the dual simplex method.
Step 5. Now solve the dual LSIP problem using the simplex method. After the simplex algorithm, we get an optimal cost ρ * k (which is the highest cost that is less than ρ k ), together with the corresponding optimal basic columns B and nonbasic columns N for the kth iteration.
Step 6. Form the new constraint matrix A = [B | N] for the next iteration.
Step 7. Compare the old cost ρ k with new cost ρ * k . If the reduction in the cost is sufficiently small, we get the optimal solution; Otherwise, increment k and go to step 2.
The simplex method is a well-studied and widelyused pivoting method for solving linear program. As we mentioned in Step 5 of the above algorithm, we adopt the simplex algorithm published by J. L. Nazareth [11] . The convergence property of the simplex method ensures the solution of our simplex-based LSIP algirithm. Below is a brief introduction of the dual simplex method.
The Dual Simplex Algorithm
The simplex-based LSIP algorithm adopts the simplex algorithm published by J. L. Nazareth [11] . We analyze the problem in the following form:
Where A is an m × n full row rank matrix, c and x are vectors in R n , b is a vector in R m . Consider the case when m ≤ n. We can find an m × m submatrix B which is invertible, we call this a basis matrix. Let x B be the corresponding basis variables. Similarly we could define a nonbasis matrix N and nonbasis variables x N . Thus we can partition the structural constraints as:
Let B denote the index set of the basic variables and N denote the index set of nonbasic variables. Assume B = {1, ..., m} and N = {m + 1, ..., n}, the steps of the simplex algorithm is specified in detail in [11] . The well-known duality theory in linear programming is a key step for the proposed algorithm. In our simplex-based LSIP algorithm, the dual problem is :
which is equivalent to the primal problem:
According to the duality theory in linear programming, if a primal program has an optimal solution, so does the dual, and the respective optimal costs are equal.
Applications
Several applications of (1) are: estimation of eigenvalues of Toeplitz matrices, the design of matched halfband filters and design of tuned filters. Here we show an example of estimation of eigenvalue of Toeplitz matrices. Consider the problem,
is a real, symmetric Toeplitz matrix. In several signal processing applications A is an autocorrelation matrix. The solution is well-known to be the maximum eigenvalue of A. Carrying out the quadratic form calculations in (9) easily leads to
where the discrete-time convolution
T , and the even-symmetry of r vv (n) was used. It is clear that (10) is linear in r vv (k) , k = 0, ..., n. The unit norm constraint on v can be imposed by constraining r vv (0) = 1.
Numerical Experiments
We show an example which illustrates the convergence of the simplex-based LSIP algorithm. The procedure for the first four iterations are shown in figure 1. As we can expect, r gets closer to r * after each iteration. After about 8 iterations, the two constraint lines are essentially parallel to the constant cost contours, shown in figure 2. We have carried out a wide variety of computational experiments to test the simplex-based LISP algorithm, and compare it with existing SDP solvers using KYP lemma and Grammian matrix. First denote each algorithm as,
LSIP
: The simplex-based LSIP algorithm in this paper. 2. SDP Gram : SeDuMi-based SDP solver using Grammian matrix method. 3. SDP KY P :
SeDuMi-based SDP solver using Kalman Yakubovich Popov lemma.
Those tests are performed using Matlab R2012b on a general laptop of AMD E450 (1.65)/320/2/AMD/Win 7 Starter. We test the execution time and the accompanying memory to show a time-space trade-off. The input is a, the size of a is from 5 to 120 with a step size of 5. We test each algorithm with 15 cases of random inputs. Figure 3 and figure 4 show the average results for 15 sets of random input a. For each algorithm we compute the average time ( in figure 3) and the average memory (in figure 4) . The results show that the simplex-based LSIP is more efficient than SDP Gram and SDP KY P , especially when n ≥ 60. Simultaneously, the memory accompanying the simplex-based LSIP is more favorable than those two SDP solvers.
Conclusion
The simplex-based LSIP algorithm works significantly faster than SDP Gram and SDP KY P when the input n gets larger. It's clear that a conversion of LSIPs to SDPs is not always possible, and most SDP problems are based on interior-point methods which have the limitation on the problem size they can handle [8, 9] . In our case, when n ≥ 250, the SDP solvers would crash. From the results we conclude that the simplex-based LSIP algorithm out-performs the existing SDP Gram and SDP KY P , and it has a more efficient and stable numerical behavior. Currently we mainly focus on optimization of the proposed algorithm. Applications of LSIP in signal processing is well studied. Future directions are extend this algorithm to the most general sanse, seeking more applications of in fields of data mining, robotic control and forecasting of financial risk.
