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The search for new, application-specific quantum computers designed to outperform any classical
computer is difficult and ambitious, yet strongly driven by the ending of Moore’s law and the great
quantum advantages obtainable. Boson sampling photonic networks are highly promising exam-
ples of this, with preliminary experimental demonstrations and strong potential for obtaining the
first quantum computer to solve problems believed classically impossible. We develop novel com-
plex phase-space software for simulating these photonic networks, and apply this to two outstanding
challenges: boson sampling experiments, and calculating the decoherence of quantum Fourier metrol-
ogy. Our stochastic techniques give sampling errors orders of magnitude lower than experimental
measurements of correlations, for the same number of samples. We show these techniques remove
systematic errors in previous algorithms for estimating correlations, with order of magnitude im-
provements in errors in some cases. We obtain a scalable channel-combination verification strategy
for boson sampling, and simulate a hundred qubit Fourier transform interferometer — far larger
than possible in conventional calculations — demonstrating that this quantum metrology technique
is robust against decoherence.
INTRODUCTION
Linear photonic networks are used to implement novel
quantum protocols, including boson sampling [1, 2] and
future, high accuracy, quantum Fourier interferome-
ters [3]. In linear photonic experiments one prepares an
arbitrary M -mode bosonic state ρˆ, which is input into
a passive linear optical multimode device, followed by a
measurement on the output [4]. For single photon in-
puts into multiple channels, the generation of the output
photon-count bit-stream is conjectured [2, 5] to be an ex-
ponentially hard problem [6], and therefore not feasible
on a classical computer for large M .
These remarkable experiments [3, 4, 7–12] have the
goal of demonstrating computations which are thought
to be impossible on classical computers, and lay the foun-
dations for new quantum technologies. Nevertheless, one
must have tools to analyse them. Here we derive a novel
hybrid computational and analytic approach to allow the
analysis and verification of such networks. For both the-
ory and experiment, we emphasise the crucial role of sam-
pling errors in determining complexity and computabil-
ity.
Linear photonic devices are defined by an M×M mode
transformation matrix, which can include losses. Boson
sampling experiments [7–13] have an initial N -photon
state |n〉, where n is a vector such that N = ∑nj ,
nj = 0, 1, and |n〉 is the number state basis. The
output photon numbers, n′, are the observables. The
permanent-squared of the sub-matrices defined by the
input and output modes [3, 14, 15] gives the probabil-
ity of measuring one photon in each preselected output
mode [3]. The optimal classical techniques for calculating
this probability scale asN2N [16] operations, and become
rapidly infeasible above N = 50 [17]. To understand the
reason for this, we note that the permanent of a square
matrix U is defined as a sum over all permutations σ of
the set of indices {1, . . . , N}, perm(U) = ∑σ∏i Uiσ(i).
The number of such permutations rises exponentially
with N . This complexity occurs naturally in a photonic
network, driven by the enormous number of possible in-
terference paths that a photon can take.
It is an open problem how to verify that boson sam-
pling experiments work correctly, due to the extraordi-
nary hardness of matrix permanent calculations. We pro-
pose a new strategy for verification at large network size,
together with simulation methods that can treat arbi-
trary quantum inputs and outputs, as occur in practical
applications. These novel techniques do not replace, but
rather complement quantum hardware. Our methods
do not solve hard problems in polynomial time, which
is conjectured to be impossible on classical computers,
but rather they provide avenues for verifying that the
hardware-generated solution is valid.
We simulate linear photonic experiments using “quan-
tum software”, by transforming this problem into an ex-
act expansion on non-classical phase space [18]. The im-
portance of using a nonclassical phase-space is that it al-
lows unbiased estimates of the experimentally measured
probabilities, even at very large sizes. For measurements
of photonic correlations, we show that this method scales
better than an experiment, in terms of sampling error.
In addition, it removes systematic errors that can occur
when estimating correlations using previously known al-
gorithms for calculating approximate permanents.
Utilising these techniques, we propose an analytic sig-
nature for validating claims to solve Boson Sampling,
using a hierarchy of combinations of N -th order corre-
lations. Such validation is an essential part of any solu-
tion to exponential complexity, and involves sums over
exponentially large numbers of sub-permanents present
in the experiments, in order to obtain significant count-
ar
X
iv
:1
60
9.
05
61
4v
2 
 [q
ua
nt-
ph
]  
2 D
ec
 20
16
2rates. The analytic theory itself is verified numerically,
which we have carried out efficiently in a single run of
our simulations. The results far exceed previous limits
[17] on such calculations. Our approach can represent
any input state or output measurement. This is essential
for understanding how this technology can be scaled to
large sizes with imperfect sources [19], or used in different
applications [20].
RESULTS
Complex P-representation
We first explain our “quantum software” method,
which uses the complex P-distribution. This is a quan-
tum phase space expansion over a basis of coherent state
projectors [18]. We use this method to “simulate” linear
photonic experiments, evaluating the measurable pho-
tonic moments by probabilistically sampling over specifi-
cally selected contours in the higher dimensional complex
space CM × CM . In the complex P-representation [18],
the input quantum density matrix is represented by an
integral over a closed contour C enclosing the origin in a
multi-dimensional complex plane:
ρˆ(in) =
‹
C
P (α,β)Λˆ (α,β) dαdβ .
Here, the quantum operator basis Λˆ is a set of coherent
state projectors
Λˆ (α,β) =
‖α〉 〈β∗‖
〈β∗‖ α〉 ,
defined in terms of un-normalised Bargmann-Glauber co-
herent states ‖α〉, where
‖α〉 ≡
∏
k
[∑
nk
αnkk√
nk!
|nk〉
]
.
For the purposes of the sampling, it is only necessary
to know that αk and βk are complex numbers, and that
the phase space method will generate the correct quan-
tum moments. We choose to integrate around a circu-
lar contour with a complex-valued weight P (α,β). The
over-completeness of the coherent states in quantum me-
chanics means that there is more than one way to choose
the contour C, and in particular the circular radius can
be varied. It is an essential feature of our method that
this flexibility enables us to tailor the representation to
optimise the sampling for different tasks.
To perform simulations using this approach it is nec-
essary to have a representation, P (α,β), of the initial
state. This distribution exists for an arbitrary initial
density matrix, either pure or mixed, with any coher-
ence properties and photon numbers [18]. In this paper,
we focus on the standard case: a pure state in which the
k-th channel has an nk-boson input. The usual boson
sampling experiments send one photon into each of a set
S of input modes, so that nk = 0, 1. There is more than
one way to represent these states, which are illustrated
below.
Any bosonic input density matrix ρˆ(in) is changed by
transmission through a linear network to an output den-
sity matrix ρˆ(out). To calculate the effect of this trans-
mission, we introduce a transmission matrix T =
√
tU .
This combines the unitary mode transformation U of the
network, with an absorptive transmission coefficient t.
One can equivalently consider a larger unitary that in-
cludes loss channels, such that T is the sub-matrix for
the accessible channels that are measured.
The effect of the transmission matrix T on the phase-
space distribution is straightforward, owing to the nor-
mal ordering property of the representation. It simply
transforms the coherent amplitudes in a deterministic
way [21], such that α(out), β(out) = Tα, T ∗β. The re-
sulting output density matrix is therefore a contour inte-
gral with the same weight, but a modified projector:
ρˆ(out) =
‹
C
P (α,β)Λˆ (Tα, T ∗β) dαdβ .
Any output number correlation is given by comput-
ing moments of the input P -function, using the out-
put number variable n
(out)
k (α,β) = α
(out)
k β
(out)
k =(∑
j Tkjαj
)(∑
j T
∗
kjβj
)
. A typical observable in these
experiments is an arbitrary normally ordered quantum
correlation of k-th mode operators, nˆk ≡ aˆ†kaˆk, belong-
ing to a set of output modes S′. This is given by the
following expression,〈∏
k∈S′
nˆk
〉
Q
=
‹
C
P (α,β)
∏
k∈S′
n
(out)
k (α,β)dαdβ
=
〈∏
k∈S′
n
(out)
k (α,β)
〉
P
.
As the distribution is not unique (the choice of C being
flexible), one can choose different representations of the
input state. These lead to different strategies for using
random sampling methods, as well as different sampling
weights. In this work we use two kinds of representations
tailored for different scenarios, described below: a con-
tinuous sampling method (VCP) and a discrete method
(QCP). Which is preferred depends on the results being
calculated.
Continuous complex P-representation: VCP results
This section describes a general continuous complex
P-type distribution, while the next section describes a
3discrete representation which restricts the initial state
and measured correlations. We start from a continuous
analytic complex P-distribution for the initial state
P (α,β) =
∏
k
[(
nk!
2pii
)2
eαkβk
(αkβk)nk+1
]
, (1)
where nk is the photon count in the mode k. For nk = 0,
the single pole at the origin means that one can replace
the input variable by its vacuum value of αk = βk = 0 in
any average, so that P (α,β) =
∏
k δ (αk) δ (βk) for the
vacuum modes.
A complex contour is used for nonzero boson number
inputs. Rather than integrate this analytically, it is nu-
merically sampled for the complex-P representation de-
fined in Eq. (1). It is convenient to integrate on a circular
contour C of radius r, using an angular measure, so that
αk = rzk = r exp
(
iφ
(α)
k
)
and βk = rz˜
∗
k = r exp
(
−iφ(β)k
)
respectively, where the coherent modulus r is chosen to
minimise the sampling error.
The phase variables can be understood intuitively on
defining φk =
(
φ
(α)
k + φ
(β)
k
)
/2 and θk = φ
(α)
k − φ(β)k ,
where φk is the classical phase, and θk is a nonclassi-
cal phase which only exists when the quantum state has
nonclassical features. In this case we get:
ρˆ =
∏
k
[
(nk!)
2
4pi2r2nk
ˆ pi
−pi
dθk
ˆ pi
−pi
dφk
× exp (r2 cos θk + i (r2 sin θk − nθk)) Λˆ (αk, βk)] .
(2)
It is clearly possible to separate the real and imaginary
parts of the exponential. We use random probabilis-
tic sampling for the real part. The resulting distribu-
tion is called a circular von Mises complex-P distribution
(VCP), since the weight around the contour has a von
Mises probability distribution [22]. Once the random
phase angle is randomly chosen, the imaginary part is
included as an additional complex weight. The full sam-
pling algorithm is described in the Materials and Meth-
ods section.
In general cases it is most efficient to use this method,
with a finite radius and von Mises sampling, especially
for low-order correlations. This approach also provides
a link with contour integral methods for matrix perma-
nents [23].
Discrete complex P-representation: QCP results
Suppose that the initial photon number is bounded,
for example with a fixed input boson number. We now
introduce a discrete sampling method, which we term
the discrete or qudit complex P-representations (QCP)
[24]. This construction is useful in the limit of r → 0,
which is expanded using d coherent phases distributed
on a circle. This is equivalent to a d-dimensional qu-
dit, with initial occupation numbers in each mode of
n = 0, . . . d − 1. This approach unifies quantum optical
representation theory [18] with discrete sampling perma-
nent approximation methods [25].
In this approach we consider a discrete set Q of coher-
ent amplitudes defined as
α(qj) = rzqj = r exp (iqjφ) , qj = 0, . . . d− 1
β(q˜j) = r
(
z˜q˜j
)∗
= r exp (−iq˜jφ) , q˜j = 0, . . . d− 1
The density matrix is expanded in coherent states with
a discrete summation:
ρˆ =
1
d2M
∑
q,q˜
P (q, q˜)Λˆ(q, q˜) ,
where Λˆ(q, q˜) =
∥∥α(q)〉 〈β(q˜)∗∥∥, noting that these coher-
ent states have unit norm in the limit of r → 0. Using
this expansion, a complex qudit P-function PQ always
exists for a given input density matrix ρ̂, where:
PQ(q, q˜) =
∑
n,m
〈m| ρ̂ |n〉
∏
j
r−(nj+mj)eiφ(nj q˜j−mjqj)
√
nj !mj ! .
In the simplest binary, or qubit, case where nk = 0, 1
(so d = 2), we consider φk = {0, pi}, which implies
that αk = ±r. In the qudit case, for a single-mode
Hilbert space dimension d, we consider d random dis-
crete phases. Here φk can have values of (0, . . . d−1)×φ,
with φ = 2pi/d, allowing occupation numbers for mode
k up to nk = 0, . . . d − 1. We note that such discrete
sampling reduces to continuous sampling in the limit of
d→∞.
This method is more efficient for highest N -th order
correlations, and especially useful in the case of boson
sampling interferometry. Details are given later in this
section, as well in the Materials and Methods section.
Error scaling
There are close similarities between experimental mea-
surements and the use of “quantum software”. In both
cases there is a sampling error caused by the fact that one
must calculate results for correlations or moments using
a finite number of samples. The complexity is propor-
tional to the number of samples. It is therefore crucial
to know how the average sampling error scales with the
number of active channels N , since this determines the
computational time required.
To make useful predictions about experiments, perfect
accuracy is not essential. It is only necessary to cal-
culate permanents with better than experimental errors.
These in turn depend on the average scaling behaviour of
N -channel coincidences, which can be calculated analyt-
ically. In a boson sampling experiment, the probability
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FIG. 1. Scaling of errors for the coincidence rate. (A-
D) Estimation of the error for coincidence rate PN|kN as a
function of N using the QCP method with a random discrete
phase d → ∞. For each point we have used Nm = 100 ran-
dom unitary matrices and Ne = 100 ensembles of Ns = 10
5
samples each. Dotted red line corresponds to the average for
the exact value of PN|kN . Solid blue line is the average er-
ror compared to the exact value E. Dash-dotted yellow line
denotes the estimated experimental error
√〈P 〉e,m/ (NsNe).
Dotted grey line is a linear fit of the error. Here we consider:
(A) k = 1, (B) k = 2, (C) k = 6 and (D) k = 10.
of finding N photons in the M output modes of a linear
optical network is given by the permanent of an N ×N
sub-matrix of an M×M matrix, (perm (UN |M)) [9]. We
denote the average over all unitary transformations of
this permanent as
〈∣∣perm (UN |M)∣∣2〉
U
≡ PN |M . This
has a known scaling law given by [26, 27]:
logPN |M = N (k) +O(logN), (3)
where  (k) = k log k − (1 + k) log(1 + k) and k = M/N
is the channel ratio.
In any experiment with T trials, the average Poisso-
nian measurement error due to shot-noise is σ =
√
P/T ,
which therefore scales as log σ = N (k) /2− (log T )/2 +
O(logN). To verify an experimental probability, one
must have a theoretical error less than this experimental
sampling error.
Figures 1A-D shows the exact modulus squared of the
permanent of an N×N sub-matrix, denoted by PN |kN , as
well as the average deviation of the sampled result from
the exact value E, defined as E = 〈|P − 〈P˜ 〉e|〉m, where
〈P˜ 〉e is the quantum software ensemble average. All re-
sults are averaged over a finite unitary ensemble of matri-
ces 〈〉m. We have also plotted the Poissonian experimen-
tal error, which is asymptotically larger than the error
of our simulations for an identical sample number. This
shows that the computational error using our method has
a better scaling than experiment, for the same number of
measurements or samples.
This is a necessary requirement for any verification
method, since without this favourable scaling, the calcu-
lation of expected correlations would take exponentially
longer than the experiment itself. Our computational
sampling errors reduce rapidly with N — much faster
than experimental error reductions — but the average
permanent values reduce even faster. This makes di-
rect permanent measurement problematic at large N . In
other words, at sufficiently large N the count rate for any
individual set of channels goes rapidly to zero, so that the
experimental measurement of any individual correlation
or moment is impractical in a finite time. Before explain-
ing how this experimental problem is solved, we explain
in greater detail how these advantageous theoretical scal-
ing properties are obtained, and how our results compare
to other methods that could be utilised.
Sampled calculations
In both the continuous phase and discrete phase ap-
proach, we use independent random samples of z, z˜,
which correspond to scaled versions of α,β in the original
complex P-representation. It is essential, in order to ob-
tain an unbiased estimate of the absolute value squared,
that one uses two sets of size N˜s = Ns/2 of independent
conjugate variables, z, z˜. Each approximation of the per-
manent, which we denote as p(M, z), is a function of the
sub-matrix M and a noise vector z.
Both methods give an unbiased estimate of the
modulus-squared of the permanent, and are applicable to
any type of matrix permanent calculation, although the
error scaling with matrix size depends on the algorithm
and type of matrix. We use 〈〉Ns to denote a stochastic
expectation value over Ns random samples of a stochastic
vector, so that:
〈p(M, z)〉N˜s ≡
1
N˜s
N˜s∑
j=1
p(M, z(j)) .
The permanent squared is initially approximated as a
function of a set of samples, Z, Z˜, each composed of N˜s
random vectors:
P˜ (M,Z, Z˜) ≡ <〈p(M, z)〉N˜s 〈p(M, z˜)〉
∗
N˜s
(4)
The noises variables factors into two terms which are
independent but conjugate on average. The factored
terms give independent estimates of the permanent and
its conjugate, so their product is an unbiased estimate of
the modulus squared. We take the real part to impose
the constraint that the final result must be real.
5Sampling error estimation
In any calculation that uses random sampling, it is es-
sential to have a statistical procedure for estimating the
errors. This gives a theoretical error-bar, which indicates
how accurate the calculation is. In all our stochastic cal-
culations, we use sub-ensembles, each including Ns ran-
dom noise vectors. Since the sub-ensembles have a large
number of independent noise terms, their averages have
a Gaussian distribution for large Ns, by the central limit
theorem. This gives us independent estimates of the per-
manent and its conjugate.
Combining these in pairs gives us an unbiased estimate
of the permanent squared. We then take an average over
Ne such estimates to give an overall average that is used
for estimation, together with error estimates:
|perm(M)|2 =
〈
P˜ (M)
〉
Ne
≡ 1
Ne
Ne∑
i=1
P˜ (M,Z(i), Z˜(i)).
This allows us to estimate sampling errors using statisti-
cal methods valid for Gaussian distributions, giving ac-
curate estimates for the variance in the mean, as plotted
in the figures.
In many of these results, we are interested in typical
properties of random unitaries. In these calculations, we
therefore obtain a set of randomly chosen unitary matri-
ces according to the Haar measure over the unitaries, to
give a third level of random averaging. We repeat the
above process for each unitary matrix, to get unitary av-
erages over the sampling errors that occur in simulating
typical random unitary matrices.
There is a close relationship between the QCP method
with qubits for the permanent squared, and the older
Gurvits method for permanent approximation [25], in
the case of an N -photon input and output. Both meth-
ods employ random sampling over binary numbers. We
extend this to qudit and continuous cases, which has ad-
vantages for the combined calculations given below. The
earlier method provides an unbiased estimate of the per-
manent. However, it introduces systematic errors when
computing the permanent squared, owing to effects of the
finite distribution width, and very large sampling errors
when estimating combinations of permanents.
Fig. 2A-B shows the systematic errors of the modulus-
squared of the permanent using the older method and
the novel QCP representation with d → ∞ for a ratio
k = 4, and 10× 10 and 20× 20 unitary matrices respec-
tively. These figures show that the Gurvits algorithm
has a statistical bias for the permanent squared which
is of an order of magnitude larger than the standard de-
viation. This statistical bias is reduced as the number
of samples is increased, but the samples required rapidly
become impractical as the matrix size N is increased. A
description of the sampling for these plots is given on the
Material and Methods section.
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FIG. 2. Systematic errors for the modulus-squared of
the permanent. (A-B) Systematic error of the Gurvits
method and the QCP representation with d→∞, expressed
in the units of the sampling error, as a function of the total
number of samples Ns = NeNse. For each point we have used
Nm = 100 random unitary matrices and Ne = 1000 ensembles
of Nse = 10
4 . . . 106 (107 for the panel B) sub-ensemble sizes.
Solid blue lines correspond to the Gurvits method, dashed
red lines corresponds to the QCP method and dotted grey
lines correspond to the confidence interval (3 sigmas). Here
we consider k = 4, (A) N = 10 and (B) N = 20.
Our method gives an unbiased estimate of the per-
manent squared, which is the relevant quantity in bo-
son sampling experiments. Even more importantly, our
methods can also be used in the practical case that the
input is not a pure binary number state, or where the
output measurements are not n-th order correlations.
From the mathematical viewpoint, these numerical
methods unify the complex P-representation approach in
quantum optics with the computational problem of effi-
cient approximations of permanents and the permanent
squared, which is the relevant calculation for boson sam-
pling.
In order to show that these novel complex P-
representation methods are also more efficient than other
phase space methods, in Fig. 3, we plot the relative sam-
pling errors of the permanent squared averaged over ran-
dom matrices using the VCP representation with r = 0.1,
the QCP with d→∞ and the Q-function [28].
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FIG. 3. Sampling errors for different phase space
methods. Relative sampling errors of the permanent squared
(the maximum-order nonzero correlation) as a function of the
sub-matrix size N using the Q-function, the QCP with d→∞
and the VCP method with a parameter r = 0.1. Here we used
k = 2, Ne = 1000 ensembles withNse = 10
5 sub-ensemble size
and NM = 10 random matrices for each point.
Combined correlations verification strategy
As these experiments improve, the problem of verifica-
tion at large N will become acute [12, 29–34]. One needs
a verification protocol that is calculable and measurable
at large N , is related to permanents, depends on the
unitary matrix, can distinguish different unitaries, and
cannot be mimicked by other processes. Since the exact
permanents are exponentially hard to compute, an ideal
solution is to have an analytic signature that is measur-
able.
To obtain a large N quantity that is both measurable
and calculable, we first consider the combined correlation
CN |M ≡ 〈CˆN |M 〉, defined as the sum over all different
channel combinations σ of length N :
CˆN |M =
∑
σ
N∏
p=1
nˆσp . (5)
These sums combine an exponentially large number
of permanents, each of which is exponentially hard to
compute. Despite this, they can be evaluated efficiently
using the QCP method using a modification of this tech-
nique that utilises a discrete Fourier transform (DFT);
see Materials and Methods for details. We note that
while Gurvits type binary methods can also be used in
combination with the DFT approach, the sampling error
is greatly improved with a qudit or continuous sampling.
This provides an exceptionally efficient route to the
randomised calculation of all the exponentially large
number of N -th order correlations, each involving an ex-
ponentially large permanent calculation. The advantage
of using CN |M is that it allows to calculate a signature
that has high count rates even at large N values, and
therefore is scalable. This can be measured experimen-
tally with high average count rates, especially in the im-
portant large k regime [26, 27].
However, there is a cost involved: this is still not ex-
act for finite resources, due to sampling errors both in
the experiment measurements and theoretical estimates.
The difficulty is that, for large N , CN |M is almost al-
ways given by its unitary average. Although satisfying
the other criteria, it doesn’t adequately distinguish be-
tween the different unitaries due to sampling errors in the
measurement process. A fraudulent boson sampler could
therefore be constructed to replicate the required statis-
tics, without having to process any information about
the unitary.
Channel-deleted verification
An improved strategy is needed in order to discrim-
inate between different unitary matrices, and obtain a
unique signature of the required permanent distribution.
Therefore, to verify the boson sampler, we now consider
a hierarchy of experiments in which one or more channels
is deleted from the channel combinations. This leads to
channel-deleted, combined correlation C
(p)
N |M , which sum
over all N -fold correlations that don’t include a specific
channel p:
Cˆ
(p)
N |M =
∑
σ,p/∈σ
N∏
j=1
nˆσj . (6)
In this approach we measure the combined permanents
conditioned on channel p having no counts. Similarly, one
can have a hierarchy of measurements C
(p,q,...)
N |M , which are
conditioned on channels p, q, . . . have no counts. Even-
tually this exhaustively enumerates all the possible N -th
order correlations, starting with the most readily mea-
sured combinations having the highest count rates and
the lowest experimental errors.
The advantage of this approach is that the goal of a
boson sampling device is to generate samples with a per-
manent distribution. However, any probability distribu-
tion over a finite range has a unique fingerprint [35]: the
set of all its moments. The hierarchy of channel-deleted
combinations converges to this unique signature, in the
limit in which all possible deletions are included.
The specified channel becomes a loss reservoir for the
remaining M−1 channels. This modified correlation can
be readily evaluated using the QCP method, since its
expectation value can be calculated probabilistically as:
C
(p)
N |M =
〈
1
M − 1
∑
j
e−ijkδ
M−1∏
k=1
[
1 + eijδmk
]〉
. (7)
Here mk is a scaled boson number. We note, however,
that even this technique eventually has too large a sam-
pling error for large enough N values. Eventually, it will
7become essential to obtain an analytically calculable sig-
nature to verify boson sampling for the large N case,
which is important from the complexity theory view-
point.
For this modified correlation with a single channel-
deletion we give a physical argument that allows to con-
jecture an analytical form at large N . In this case the
selected channel p acts as a loss reservoir for the other
M−1 channels. Therefore, we can write α(out) = Uα(in),
β(out) = β(in)U† so that
〈
n
(out)
j
〉
=
〈
Uα(in)β(in)U†
〉
jj
=
N∑
i=1
|Uij |2 = Tj ,
and
∑M
j=1 Tj = N . Next, we exclude the counts in chan-
nel p, since this acts as a loss reservoir. From unitarity,∑M
j=1 Tj = Nt , and we get:
M∑
j 6=p
Tj = Nt− Tp = Nt (1− Tp/Nt) = tpN,
where the effective channel loss rate for channel p is tp =
t
(
1−∑Ni=1 |Upi|2 /N) .
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FIG. 4. Combined correlations. (A) Combined correla-
tions C
(M)
N|M given in Eq. (7) evaluated using the QCP method.
Here we have used d → ∞, k = 6, Nm = 1 and Ne = 104
ensembles of 106 samples. The dotted grey line is the analyt-
ical result given in Eq. (8), where N = M/k. The dashed
blue line corresponds to our numerical results. The solid
blue line is the average estimate of the error in the mean
S = 〈√〈C2〉 − 〈C〉2〉m/√Ne. (B) Modulus of the differ-
ence between the numerically obtained combined correlation,
and the conjecture C
(M),conj
N|M (dash-dotted red line) plotted
against the error estimate from the top panel, normalised on
C
(M),conj
N|M . (C) Standard deviation of the analytic conjecture
for 104 random matrices (solid green line) plotted against its
mean value, showing that there is a substantial variation be-
tween unitaries even for relatively large N .
For large k ≡M/N , the modified correlation — which
is the probability of N coincidences in any of the re-
maining M − p channels — is given by the sum of per-
manents of the N × N sub-matrices of the remaining
(M − 1) × (M − 1) matrix. We conjecture that this is
given asymptotically by taking an M − 1 dimensional
unitary average, together with an additional reduction
8of tNp due to channel loss, in channel p, so that:
C
(p),conj
N |kN ∼k→∞
tNp (kN − 1)!(kN − 2)!
((k − 1)N − 1)!((k + 1)N − 2)! , (8)
We have tested this result using quantum software meth-
ods, that allow us to sum over exponentially large num-
bers — up to 1034 — of large permanents in parallel. In
Fig. 4 we show numerical results for the channel combi-
nations C
(p)
N |M using the QCP method as well as for the
conjecture C
(p),conj
N |M . This remarkable task of summing
over exponentially large numbers of quantities, each of
which is exponentially difficult to compute, would take
some trillions of lifetimes of the universe using previously
known exact or approximate methods.
Our numerical simulations show that the conjecture is
asymptotically valid at large k for a single unitary, apart
from highly anomalous matrices with zero asymptotic
measure, such as the unit matrix. It is in excellent agree-
ment with our quantum simulations of a random unitary
to a relative accuracy of order 1% for k = 6. This signa-
ture is purely analytic, and calculable for large sizes. It is
experimentally accessible, and can distinguish unitaries.
It can be generalised to arbitrary channel deletions, giv-
ing an increasingly unique fingerprint of the permanent
distribution.
This is more powerful than methods that distin-
guish a boson sampler from one with a uniform dis-
tribution [12, 30, 31] or distinguish particles based on
their statistics [29]. It is more scalable than meth-
ods requiring knowledge of the permanent [1], including
coarse-graining [30], because permanents cannot be com-
puted exactly for large matrices. It is not restricted to
Fourier-transform unitaries [32]. It is applicable, with
modifications, to recently proposed scatter-shot experi-
ments [33, 36]. Efficient nanowire detectors with t = 0.9
(using an optimistic estimate) and 1 GHz measurement
rates [37] could allow one to reach count rates as high as
one per second even for N = 100 and k = 10., so this
appears potentially viable in terms of count rates.
Simulating QuFTI
Finally, to test our methods for quantum enhanced
technology we consider the following quantum metrology
experiment: the quantum Fourier transform interferom-
eter (QuFTI) [3]. This is a novel multi-mode interfer-
ometer that measures gradients of a phase-shift and cor-
responds to consider the case where the input state is
one photon in each input mode. Here the permanent of
the full matrix is evaluated, not the permanents of sub-
matrices, so that M = N . Motes et al [3] conjecture that
the count rate, Q(conj), showing an M -fold improvement
in fringe visibility is:
Q(conj) =
∣∣∣permU (M)∣∣∣2
=
1
M2M−2
M−1∏
j=1
[
2j(M − j) cos(Mφ) +M2 − 2jM + 2j2] .
(9)
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FIG. 5. Quantum Fourier transform interferometer
(QuFTI): (A) Estimated error in the mean of modulus
square of the permanent denoted by Q,
√〈Q2〉 − 〈Q〉2/√Ne,
using two different methods of the quantum software. The
solid blue line corresponds to the VCP with r = 0.1, while
the red dashed line corresponds to the QCP with d = 2.
The dashed grey line is the estimated experimental error√
Q(conj)/ (NeNs) (Ne = 200, Ns = 10
4). Here Q(conj) is
given in Eq. (9). (B) Value of the interferometry correlation
Q, for different amounts of noise included in the measured
angle. The values were obtained using QCP with d = 2. Here
we have considered M = 100, Ne = 200 ensembles, Ns = 10
4,
the results are averaged over 20 matrices. (C) Correlations of
different order for M = 30 obtained using the VCP method
with 200 ensembles of 106 samples. The VCP parameter was
set to r = 0.8 to minimise the sampling error (see Fig. 6b).
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FIG. 6. Scaling of the error for the VCP parameter:
(A) Dependence of the estimated error in the mean with re-
spect to the parameter r for the VCP method. Here we have
used M = 100 and φ = 0.007, Ne = 200, Ns = 10
5. (B)
Dependence of the error for the 25th order correlation as a
function of r for M = 30 and φ = 0.01, obtained with the
VCP method with 200 ensembles of 104 samples.
Fig. 5 shows results obtained with our quantum soft-
ware for the QuFTI. We confirm the interferometer
conjecture with an unprecedented permanent size of
100 × 100. Exact methods would take trillions of years
to compute this. In Fig. 5A we evaluate the error in the
modulus square of the permanent using both the VCP
and QCP representation with d = 2.
In our simulations we include the effect of decoherence,
using an independent phase noise term ξ at each site with
a normal distribution, having zero mean and variance σ2.
This is vitally important, since other Heisenberg-limited
interferometry proposals are fragile against such deco-
herence effects. Each mode has a noise term given by
φj = jφ + ξj , j = 1, . . . ,M . This effect of the noise
is shown in Fig. 5B for different values of the variance.
We also evaluate different order correlations; since ex-
perimental inefficiencies may lead to greater count rates
for lower order correlations. This is shown Fig. 5C, for
M = 30, where we show three different order correlation
functions, Q = 〈nˆ1 . . . nˆM 〉. Figure 6 gives the sampling
error as a function of r, showing that the optimal contour
radius depends on the order of the correlations.
DISCUSSION
In summary, we obtain novel “quantum software”
methods based on complex phase-space distributions.
These can be used for the simulation of linear photonic
networks. Our results are valid for arbitrary inputs,
losses and outputs. We calculate how the sampling error
scales with the number of photons. We propose a com-
bined channel grouping protocol that allows one to vali-
date large-scale boson sampling experiments. Our results
also demonstrate the exceptional robustness of N -photon
quantum Fourier interferometry against decoherence.
These results are limited by sampling errors, even with
the highly efficient methods we use. Since the analytic
test we propose is a conjecture, its limitations need to
be investigated by further studies using random matrix
theory tools.
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MATERIALS AND METHODS
Circular von Mises
In order to sample the initial state according to the
VCP distribution(2), we split it into a probability distri-
bution and a complex weight that is used for calculating
moments.
The sampled probability distribution is:
P (θ,φ) =
∏
k
1
2piI0 (r2)
exp
(
r2 cos θk
)
,
where I0 (x) is the modified Bessel function of the first
kind of order 0, θk ∈ [−pi, pi), and φk ∈ [−pi, pi). This
corresponds to sampling the variables separately as:
θk = U (−pi, pi) ,
φk = VM
(
0, r2
)
,
where U is the uniform distribution, and VM is the
circular von Mises distribution [22]. For each sam-
ple we calculate the phase-space variables as αk =
r exp (i (φk + θk/2)), βk = r exp (i (φk − θk/2)). For
factors where nk = 0 we use the optimal distribu-
tion P (α,β) =
∏
k δ (αk) δ (βk) instead, that is, take
αk = βk = 0.
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The corresponding complex weights are
Ω =
∏
k
{
(nk!)
2I0(r2)
r2nk
exp
(
i
(
r2 sin θk − nkθk
))
, nk > 0,
1, nk = 0.
These are used to calculate a moment f(α,β) in con-
junction with the drawn samples of α and β as
〈f(α,β)〉 = 1
Ns
Ns∑
j=1
Ω
(
α(j),β(j)
)
f
(
α(j),β(j)
)
,
where Ns denotes the number of samples, and α
(j) and
β(j) is the sampled pair of random phase-space coordi-
nates.
Qudit sampling
The complex qudit P-distribution (QCP) can be shown
to exist using discrete Fourier transforms. The distribu-
tion in this case corresponds to a discrete choice of phases
φk, allowing one to obtain more efficient sampling in some
cases, especially in Fourier transform interferometry.
The result is similar to a path integral, except that the
distribution is now a discrete sum over delta-functions in
phase. The complex qudit P-function PQ is:
PQ(q, q˜) =
∑
n,m
〈m| ρ̂ |n〉
∏
j
r−(nj+mj)eiφ(nj q˜j−mjqj)
√
nj !mj ! .
This can be verified as a solution, by inserting this dis-
tribution into the expansion of the density matrix, and
noting that, from the properties of the discrete Fourier
transform,
1
dM
∑
q
eiq·(n−m)φ = δn−m.
In the one mode, one boson case, then apart from a
radial factor, the P-function is simply the product of two
complex variables:
PQ(q, q˜) =
1
r2
z˜q˜ (zq)
∗
.
The advantage of the small radius limit is that the
known identities for the generalised P-representation are
all valid, provided the r → 0 limit is taken after the cal-
culation. Thus, we can use the standard result that after
transmission through a linear optical system with phase-
shifts, beam-splitters and losses, the output coherent am-
plitudes are multiplied by the relevant linear transmission
matrix. In calculating N -th order correlations of an N -
photon input, all the factors proportional to the radius r
simply cancel.
The photon number phase-space variable, for an input
of single bosons into the first N modes, is
n
(out)
k (q, q˜) = r
2
∑
j∈S
Tkjz
q
j
∑
j′∈S
Tkj′z
q˜
j′
∗ ,
As a result, after including the complex P-function
weights, an N -th order output correlation is〈∏
k∈S
nˆk
〉
Q
=
∣∣∣∣∣∣ 1dM
∑
q
∏
i∈S
zqi
∗ ∏
k∈S′
∑
j∈S
Tkjz
q
j

∣∣∣∣∣∣
2
.
= |perm [T (S′, S)]|2
As expected [5], this is the square of the permanent
of the sub-matrix of T with rows in S′ and columns
in S, which we call T (S′, S). After summation on the
q indices, the only terms that survive involve products
of distinct permutations of the matrix indices, which is
the permanent. There are exponentially many terms in-
volved at large N . For reasons of efficiency, this is evalu-
ated computationally by taking randomly chosen integers
(q, q˜), and averaging over many samples of these random
phases.
Evaluation of sampling errors for the Gurvits and
QCP method
The data processing for Fig. 2 is performed as fol-
lows. Each data point in the plot corresponds to Ns
total samples, which is split in Ne = 10
3 ensembles of
Nse = Ns/Ne samples. For each data point we obtain a
Nm × N ′e matrix P (m)j of permanent squared values for
each of Nm random matrices and each ensemble. The
effective number of ensembles N ′e is equal to Ne for the
Gurvits method, and Ne/2 for the QCP method (since
two independent ensembles are used to produce a single
ensemble value of the permanent squared). We also cal-
culate the exact permanent squared values P˜ (m) for each
random matrix.
Per-matrix systematic errors and sampling errors are
calculated as:
D(m) =
∣∣∣∣∣∣ 1N ′e
N ′e∑
j=1
P
(m)
j − P˜ (m)
∣∣∣∣∣∣ ≡
∣∣∣〈P (m)〉e − P˜ (m)∣∣∣ ,
E(m) =
√
〈(P (m))2〉e − 〈P (m)〉2e√
N ′e
.
We then plot the systematic errors D measured in the
respective sampling errors E, that is, we calculate the
values
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S(m) = D(m)/E(m)
and plot the mean 〈S〉M and the estimated error of the
mean
√〈S2〉M − 〈S〉2M/√NM as error-bars.
Combined correlations
We use the QCP method in order to evaluate the sums
of combined correlations CN |M ≡ 〈CˆN |M 〉 of the form
given by
CˆN |M =
∑
σ
N∏
j=1
nˆσj .
These sums combine an exponentially large number of
permanents, each of which is exponentially hard to
compute. We first consider the following type of nor-
mally ordered correlation polynomial, calculated for j =
0, . . .M − 1:
Dˆj =
M∏
k=1
[
1 + eijδnˆk
]
,
with δ ≡ 2pi/M . There are M distinct correlation poly-
nomials for j = 0, . . .M − 1, each including all possible
combinations of nˆk. The inverse Fourier transform is
given by:
Fˆk =
1
M
∑
j
e−ijkδDˆj .
When k = N , the phase factors for N -th order correla-
tions cancel, and we get the following result, that includes
all the output correlations in all sets S′ of length N :
FˆN =
∑
S′
∏
k∈S′
nˆk ≡ CN |M (nˆ) .
We now wish to relate these combined correlations to
the evaluation of the modulus squared of the permanent
of all the unitary sub-matrices M. Hence we consider
the case where α(out) = Tα(in), and T is a unitary ma-
trix. As described above, we use random variables zi
with unit modulus, and the Einstein summation conven-
tion. A stochastic mean over the random phase variables
is denoted 〈〉.
For each sub-matrix M, we know that:
perm (M) =
〈∏
i
z∗i
∏
k
(Mkjzj)
〉
.
Using the QCP method we can evaluate the modulus
square of the permanent as in Eq. (4), obtaining:
|perm(M)|2 =
〈∏
i
z∗i
∏
k
(Mkjzj)
∏
i
z′i
∏
k
(
Mkjz
′
j
)∗〉
We note that for measurements in the selected channels of
the sub-matrix, αk = rMkjzj , β
∗
k = rMkjz
′
j . Introducing
a scaled boson number mk = αkβk/r
2, and a combined
unit random yi = z
∗
i z
′
i, gives the following expression:
|perm(M)|2 =
〈∏
j
yj
∏
k
mk
〉
.
For the present problem, in terms of permanents of a
sub-matrix T˜ of size S′ × S which will be denoted by
T˜ (S′, S), we obtain:
∑
S′
∣∣∣perm(T˜ (S, S′))∣∣∣2 = ∑
S′
〈∏
j∈S
yj
∏
k∈S′
mk
〉
.
Next, using the Fourier expansion result given above, we
get:
∑
S′
∣∣∣perm(T˜ (S, S′))∣∣∣2 = 〈CN |M (m)∏
j∈S
yj
〉
,
with:
CN |M (m) =
1
M
∑
j
e−ijNδ
M∏
k=1
[
1 + eijδmk
]
.
We note that the above expression allow us to perform
the randomised calculation of all the exponentially large
numbers of N -th order correlations. This would not be
feasible with any previous algorithm that does not use
the innovative Fourier transform strategy.
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