The paper considers a continuous-time birth-death process where the jump rate has an asymptotically polynomial dependence on the process position. We obtain a rough exponential asymptotics for the probability of excursions of a re-scaled process contained within a neighborhood of a given continuous non-negative function.
Introduction
In the modern literature on the large deviation principle, one considers various conditions for random processes guaranteeing a rough exponential asymptotics for probabilities of rare events. See, for example, [1] - [6] . In this paper we deal with birth-and-death Markov processes that are inhomogeneous in the state space: the rates of jumps are polynomially dependent on the position of the process. For these processes we obtain exponential asymptotics for the probabilities the normalized process to be in a neighborhood of a continuous function.
Moreover, we provide this asymptotics both for ergodic processes and for transient (even exploding) processes.
The study of birth-and-death processes is of a certain mathematical interest and, moreover, is important for a number of applications. As examples, we can cite the information theory (encoding and storage of information, see [7] ), biology and chemistry (models of growth and extinction in systems with multiple components, see [8] , [9] ), and economics (models of competitive production and pricing, [10] , [11] ).
Consider a continuous-time Markov process ξ(t), t ≥ 0, with state space Z + ∪ {∞},
where Z + = {0} ∪ N. Let us assume that the process starts at 0.
The evolution of the process ξ( · ) is described as follows. For a given t ≥ 0, let ξ(t) =
x ∈ Z + . The state of the random process does not change during the random time τ x with exponential distribution with parameter h(x) > 0. At the moment t + τ x the process jumps to the states x ± 1 with probabilities P(ξ(t + τ x ) = x + 1) = λ(x) h(x) , P(ξ(t + τ x ) = x − 1) = µ(x) h(x) ,
correspondingly, where λ(x) + µ(x) = h(x), λ(x) > 0 when x ∈ Z + , and µ(x) > 0 for x ∈ N.
Suppose that for x = 0 the rates µ(x) = 0, λ(x) = λ 0 > 0 (i.e. the process cannot take negative values), and the following asymptotics hold true
where P l and Q m are positive constants, and l ≥ 0, m ≥ 0, l ∨ m > 0.
When l ≤ 1, the existence of a Markov process with the above properties is established in the standard way, see for example [12] , Ch. 17, §4, 5, and also [13] , Ch. 2, § 5, Theorem 2.5.5, [14] , Ch. 6, 7. When l > 1 the process ξ(·), generally speaking, can go to infinity ("explode") during a random time, finite with probability one. There are two approaches to construct such processes. (1) One can stop the process at the random time point (the time of explosion); viz., see [15] , Ch. 15, §4, [16] , vol. 1, Ch 6, P. 365; vol. 2, P. 274. (2) One can extend the phase space Z + by adding an absorbing state (denoted by ∞); see, e.g., [17] , Ch.
4, §48, [12] , Ch. 17, § 10. In this paper we use the second approach.
The above class of random processes has been given the name birth-and-death processes;
see, for example, [12] , [17] .
There exist conditions on l and m which are sufficient for explosion and non-explosion.
For example, when l > 1 and m < l, the process ξ( · ) explodes, while if m > l it does not.
As references, cf. original papers [18] , [19] and references within. See also [20] , Ch. 23, § 7,
[13], Ch. 2, § 5, and [21] , Ch.5, § 3 (the last reference includes results for general Markov chains, not only for birth-and-death processes).
We are interested in the local large deviation principle (LLDP) for the family of scaled
where T > 0 is a parameter (see, [22] , [23] ). In a sense, the formulation and analysis of the LLDP should precede the study of other forms of the large deviation principle.
The validity of our results does not depend on whether or not the process ξ(·) explodes within a finite time. We focus on the asymptotics of the probability of the event that the 
Here
In the framework of Definition 1.1 there are various cases to consider. We separate three cases: 1) l > m, 2) l < m and l = m.
Note that the case m = 1, l = 0, follows from [10] (where a two dimensional Markov process is treated). A similar result is obtained in [24] for solutions of stochastic differential
Ito's equations. The classical case l = m = 0, ϕ(T ) = T follows, for example, from [25] .
In this paper we use the approach developed in [10] . We would like to note that the large deviation principle for the sequence of processes ξ T ( · ) in space D[0, 1] with Skorohod metric cannot be obtained even for non-exploding processes: one can show that the corresponding family of measures is not exponentially dense, except for the case l = m = 0.
The paper is organized as follows: in § 2 we introduce our definitions and the system of notation, as well as the main result (Theorem 2.1) and key lemmas. In § 3 we prove Theorem 2.1 and key lemmas. In § 4 (the Appendix) some auxiliary technical assertions are established.
Main results, definitions
Let F denote the set of functions f (t) ∈ C[0, 1] such that f (0) = 0 and f (t) > 0 as 0 < t ≤ 1. 
The case where l = m and P l = Q m needs a different normalization; we do not discuss it in this paper.
Consider a space-and time-homogenous Markov process ζ(t), t ∈ [0, T ], on the phase space Z, where the jump rate is equal to 1, and the jump size is ±1, occurring with probability
Denote by X T the set of all right-continuous step-functions with a finite number of
Lemma 2.2 For any given T , the distribution P (ξ)
T ( · ∩X T ) of process ξ(·) on X T is absolutely continuous with respect to the distribution P (ζ)
T of process ζ(·) on X T . The corresponding density (the Radon-Nikodym derivative) p T (u) = dP
Here it is supposed that the function u(·) on [0, T ] has exactly N T (u) jumps at the time points
Observe that the probability P(ξ(·) ∈ X T ) in Lemma 2.2 is allowed to be less then 1.
(Clearly, this probability is positive.) The same density p T was used in [10] .
Let us denote by N T (ζ) the random number of jumps in process
The assertion of Lemma 2.2 is equivalent to the fact that for any measurable set
We set
The expressions in (7) specify, in our context, the statement of the Radon-Nikodym theorem (see, e.g., [26] , Theorem 2, sec. III, ch. 10). The expressions (7) are used for analysing the asymptotical behaviour of the logarithm of probability
Theorem 2.1 indicates that for l = m the main contribution into the asymptotics is brought by A T (ζ), whereas in the case l = m the asymptotics involves both A T (ζ) and
Consider the family of scaled processes
Let k + and k − denote the number of positive and negative jumps in ζ T (·) and set
we have the inequality
The jumps in ζ T (·) are ±1/T , therefore (9) yields the inequalities
With these definitions and observations we can write:
For brevity, we write below ξ T , ζ T and
Proofs of Theorem 2.1 and Lemmas 2.2-2.4
In what follows, marks the end of a proof.
Proof of Theorem 2.1 We are going to get the LLDP for functions f ∈ F . First let us estimate the quantity A T . Fix a value ε > 0 until a further notice.
From equation (8) it follows that
Let δ ∈ (0, 1) be also fixed for the time being and denote m δ := min
Let us estimate A T on the set of trajectories where inequality (12) is valid. From (12) it follows that
. Therefore, by virtue of condition (2), for any γ 0 ∈ (0, 1) and s ∈ [δ, 1], for T large enough we have the inequalities
and
Consider the case l > m. Owing to (12) and (13), for T sufficiently large, we get
Set M := max( max
f (t), 1). By using (12) , for T large enough we have that
Consequently, from (16) we obtain the inequality
By using the bound (17) and equation (7), we get the following:
Further, by virtue of (18)
Next, from (19) it follows that
Note that the inequatity (20) is valid for all γ 0 , δ > 0. Letting γ 0 → 0 and δ → 0 we get
In a similar way, by using (14) and (15) we obtain inequalities for the case l = m:
and for the case l < m:
Observe that in the course if deducing the estimates (21), (22) and (23) Remark 3.2 For the Yule process (a process of pure birth with l > 0, P l > 0 and µ(x) ≡ 0, see e.g. [12] ), the rate functional has the form
where F M is a set of not-decreasing continuous functions f (t) on [0, 1] with f (0) = 0.
Proof of Lemma 2.2. Let N T (ξ) be the number of jumps in process ξ in the time interval [0, T ]. In the course of the proof we work on the event that the trajectoriy of ξ belongs to X T , i.e., that N T < ∞. This event has a positive probability.
As was mentioned earlier, the statement of the lemma means that for any measurable set G ⊆ X T the equality (7) is valid. Denote by X (n) T a set of functions u ∈ X T with N T (u) = n, n = 0, 1, . . . . Consider one-to-one mapping
Here t 1 , . . . , t n is a sequence of jump times for function
The probabilities P(ξ(·) ∈ G) and P(ζ(·) ∈ G) are determiined by a) the respective densities f ξ and f ζ relative to the summation measure 
The densities f ξ and f ζ are of form
and f ζ (t 1 , . . . , t n ; ∆ 1 , . . . ,
where (25) gives the probability density h(
for the time the process ξ spent at state x i−1 multiplied by the probability ν(
of a jump from x i−1 to x i . The factor e −h(xn)(T −tn) is the probability to stay at x n until time T . A similar meaning is attributed to the factors
e −τ i and e −(T −ttostayan ) . The products of terms in (25) and (26) reflect the Markovian character of both processes.
The Radon-Nikodym derivative p T = dP
T is one-to-one. The Radon-Nikodym theorem can be applied here as both densities f ξ and f ζ are positive on X Proof of Lemma 2.3. First, we upper-bound the expected value E(e B T +N T (ζ) ln 2 ; ζ T ∈ U ε (f )).
Given a > 1 we write:
Let us bound E 1 from above. If ζ T ∈ U ε (f ) and N T (ζ) ≤ T a then, by virtue of (2), it follows that for any γ 1 > 0 and T large enough,
Here, as before, M = max max
f (t), 1 .
Then the following inequality is fulfilled:
Next, we establish an upper bound for E 2 .
Fix ε and δ ∈ (0, 1) until the completion of the argument. Denote M δ := max
As earlier, t i are the times of jumps in u.
If ζ T ∈ U ε (f ) then, by (2) and the form of function ν(u(t i−1 ), u(t i )), for T sufficiently large and t i−1 < δT we have an inequality
Next, if ζ T ∈ U ε (f ) and ε is sufficiently small then for s > δ we have ζ T (s) > min
Thus, for t i−1 ≥ δT the condition (2) implies that for any γ 2 ∈ (0, 1) and T large enough
Owing to inequalities (29), (30) for any γ 2 ∈ (0, 1) and T sufficiently large we have that
From the form of ν(ζ(t i−1 ), ζ(t i )) it follows that for ζ T ∈ U ε (f ) one of inequalities holds true, depending upon the sign of ζ(t i ) − ζ(t i−1 ): either
or
If ζ T ∈ U ε (f ) then, by virtue of (11), process ζ T has N T (ζ) + L 2 positive jumps and
negative jumps. Hence, from (31), (32) we obtain that
Set
Then from (10) it follows that
In addition, set
Owing to inequalities (33), (34), for T sufficiently large
Following Remark 4.2 from Appendix, we get an exponential bound for E 2 :
Then, for T sufficiently large, selecting a < l+m 2 + 1 we obtain from the bound (28) that
Finally, by taking into account that the value ln
is of order T ln T , while ln k 3 (T )k 4 is of order T , we conclude: for any γ 2 ∈ (0, 1) and δ ∈ (0, 1), the following bounds hold true:
Taking the limit as γ 2 , δ → 0 completes the proof. Obviously
where
f (t) ≥ 2ε} and denote r(δ) := min{i : (2), depending upon the sign of ζ(t i ) − ζ(t i−1 ), we have ether
If the event C ε has occurred, and [εT /4] ≤ i ≤ r(δ), then, owing to condition (2), for any γ 3 ∈ (0, 1) and a sufficiently large T the following inequality holds true:
where w := min(l, m).
Let us introduce the function
Using (11), (35), (36), (37), (38), we get the bound
. From inequalities (10), (34) we obtain
. From Lemma 4.4 of Appendix it follows that for any γ 4 ∈ (0, 1) and T sufficiently large the following holds true
Here γ 4 is expressed via γ 3 and θ whereas θ ∈ (0, 1) is introduced in Lemmas 4.3, 4.4 from Appendix.
To estimate the product from (39), we use Lemma 4.1. Taking into account that n > T a , we get that for T large enough,
Here (43) in Appendix) .
Let us now estimate the last summand in the right side of (40). Denote k 8 := sup
From this it follows that, selecting a < w + 1, for T large enough we obtain the inequalities
By virtue of (41) and the fact that ln k 7 is a quantity of order T ln T , we now obtain that lim inf
Furthermore, taking into account the definition of function f (s), we obtain that
Taking the limit as δ → 0 and γ 4 → 0 completes the proof of the lemma.
Appendix
In this section we prove the auxiliary assertions used in earlier arguments.
Let X (n) T stand for the event that process ζ has exactly n jumps on the interval [0, T ].
Lemma 4.1 Let g(t) be a non-negative bounded Borel function and n ≥ 1. Then
Here ∆ > 0 is a constant and α ∆ := ∆ 2 inf
. Further, t 1 , . . . , t n are jump times on
[0, T ] in process ζ and τ n+1 := T − t n .
Proof. First, we prove (42). To this end, write:
where η is a Poisson process with mean Eη(t) = t.
From [14] , Theorem 2.3, p. 126, it follows that
Therefore,
Next, we turn to the proof of (43). Here
Using the fact that max 1≤k≤n+1 τ k > T ∆, we get that there exists an r with 1 ≤ r ≤ [
∆
] and with no jumps on interval
By using the independence of increments in, and the homogeneity of, the Poisson process and formula (42) we obtain
Similarly for any 1 ≤ r ≤ [
] one obtains that
In view of the relations
we get that 
where T → ∞ while ∆ > 0, β > 1 are fixed. Then for any θ ∈ (0, 1) and sufficiently large T we hjave the bound
, has an equal number of 1 and −1, and in the sequence b 2d[
]+1 , ..., b n the difference between the numbers of 1 and −1 in the absolute value is at most 1 then required property is fulfilled. The number of such sequences is not less then
] .
Using Stirling's formula gives that
Thus, owing to the fact that −2d ln 2 − nrd 4d = o(n), we obtain that, for any θ ∈ (0, 1) and T sufficiently large,
Lemma 4.4 Take β > 1 and n ≥ T β and let g(·) be a non-negative bounded Borel function.
For any θ > 0 and all T sufficiently large the following estimate holds true Denote by B mr,δr the event where process ζ has exactly m r jumps on the interval
Then we can write 2) The jumps at times t d ε,1 +1,1 , ..., t m 1 ,1 are such that for any integer k ∈ d ε,1 + 1, m 1 ]
we have the inequality k l=d ε,1 +1 ζ(t l,1 ) ≤ T ε 8 .
Then, for T large enough, the trajectory ζ T (t) has the following properties.
1) The trajectory is non-negative and lies in an ε-neighborhood of function f for t ∈ [0, δ].
2) ζ T (t) ≥ ε/16 for t > t d ε,1 ,1 /T . 2) At times t |d ε,2 |+1,2 , ..., t m 2 ,2 are such that for any integer k ∈ [|d ε,2 |+1, m 2 ] the following inequality holds true:
ζ(t l,2 ) ≤ T ε 8 .
Then, again for T large enough, the trajectory ζ T (t) has the following properties.
1) The trajectory is non-negative and lies in a ε-neighborhood of f for t ∈ [δ, 2δ].
2) ζ T (t) ≥ ε/16 as t ∈ [δ, 2δ].
3) |ζ T (2δ) − f (2δ)| ≤ 3ε/8.
Further pieces of the trajectory are dealt with by induction.
Let us count the trajectories whose jumps satisfy the above properties.
As max Consequently, the number of trajectories that fulfill the above properties for all r is not less then
Next, the jump directions in ζ are mutually independent and do not depend either on the number of jumps within the interval or on the jump times. Hence, we can use equality T ) .
