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Abstract 
Moving existing legacy systems to cloud platforms is a difficult and high cost process that may involve 
technical and non-technical resources and challenges. There is evidence that the lack of understanding and 
preparedness of cloud computing migration underpin many migration failures in achieving organisations’ goals. 
The main goal of this article is to identify the most important challenging activities for moving legacy systems 
to cloud platforms from a perspective of reengineering process. Through a combination of a bottom-up and a 
top-down analysis, a set of common activities is derived from the extant cloud computing literature. These are 
expressed as a model and are validated using a population of 104 shortlisted and randomly selected domain 
experts from different industry sectors. We used a Web-based survey questionnaire to collect data and analysed 
them using SPSS Sample T-Test. The results of this study highlight the most important and critical challenges 
that should be addressed by various roles within a legacy to cloud migration endeavour. The study provides an 
overall understanding of this process including common occurring activities, concerns and recommendations. In 
addition, the findings of this study constitute a practical guide to conduct this transition. This guide is platform 
agnostic and independent from any specific migration scenario, cloud platform, or an application domain.  
Keywords: Cloud Computing, Legacy Systems, Cloud Migration, Cloud Migration Process  
1. Introduction 
Cloud computing platforms, like those offered by Amazon Web Services, AT&T, GoGrid, Rackspace 
Cloud Hosting, HP, Yahoo, Intel, IBM, and Google cloud have received significant attention in 
addressing the requirements of IT-based organisations such as computational power, reducing the cost 
of infrastructure and maintenance, and efficient resource usages [1-3]. These benefits are realised by a 
wide range of services which are universally accessible, dynamically acquirable and releasable, and 
through usage based costing models. Cloud computing is a fundamental shift in delivering IT services 
with broad impact on organisations. Cloud enablement of existing legacy systems, as a backbone of 
organisations, has significant implications for organizational performance. A recent report by Gartner 
concludes that, by 2020, an organisation with No-Cloud policy will be as rare as one with No-Internet 
policy is today [4]. This momentum is concomitant to an ever increasing number of dedicated journal 
special issues, conferences, conference tracks, and workshops on cloud migration. These trends 
provide the backdrop of this paper.   
The industry and academia discussions on the cloud computing technology vary from pure technical 
solutions for utilizing cloud services to theoretical analysis of its potential socio-technical impact. 
According to a literature review conducted in [5] and elaborated later in [6], software engineering and 
practitioners’ reports typically suggest partial or technical solutions applicable to only a specific stage 
of the cloud migration process. The current body of cloud computing knowledge still lacks detailed 
and overarching view to reengineer legacy systems to make them cloud-enabled. This requires tying 
together these bins and ad-hoc solutions fragmented in the literature to understand how cloud 
migration process can be systematically conducted. That is, organisations often lack a complete 
understanding of circumstances to successfully undertake the complex changes required in their 
legacy systems to attain advantages of cloud services [7]. We are not alone in observing this. 
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Mahmood [8] points out “although the technologies underlying the cloud paradigm have been in 
existence for some time, the frameworks and methodologies for construction, deployment and 
delivery of cloud services and environments are in the process of being further developed and refined” 
(p. viii). Calls have also been made to focus further studies on exploration of what a typical cloud 
transition entails along with relevant concerns for taking into account [5, 9, 10]. Notwithstanding, this 
recent surge of awareness, not much progress has been made as a recent survey by Fahmideh et. al [6] 
highlights. 
Further research can certainly facilitate identification of critical difficulties and their organisation, 
anticipation of events, cost involved, and expected outcomes from the legacy system to cloud 
enablement. This can help IS executives to carry out a safe and risk-aware migration, instead of 
struggling to identify what and how to move their existing legacy systems to the cloud or moving 
from an existing cloud platform to another one in the post-migration phase in an ad-hoc manner 
leading to a poor, unsecured migration, and a cost blowout. Our study attempts to address the call 
made by [6] on investigating how legacy systems are reengineered to utilize cloud services, critical 
activities incorporating, and ways they are conducted. We explore this process in-depth and uncover 
critical activities, work-products, concerns, and recommendations along with getting insights from 
domain experts. This study concentrates on the following research question: What are the key critical 
difficulties that are incorporated into the cloud migration process and should be systematically 
addressed? In this research, legacy systems are viewed as the unit of analysis, a socio-technical IT 
artefact embedding in business processes of organisations. 
The remaining parts of the paper continue with Section 2 where a discussion is provided on related 
work and how our study is situated in the context of the current literature. Section 3 explains the 
research methodology used to answer the research question of the study. Section 4 describes a derived 
model for moving legacy systems to the cloud along with domain experts’ suggestions. Finally, this 
paper concludes with a discussion on research implications of the current study and its further 
directions in sections 5 and 6, respectively.  
2. Prior Research  
2.1 Legacy systems  
The term legacy system firstly appeared in IT literature in 1990 meaning “relating to, or being a 
previous or outdated computer system” [11]. Many other definitions can be found. For instance, an 
earlier definition, from [12], says “large software systems that we don't know how to cope with but 
they are vital to our organisation” (p.19). Holland [13] mentions that “legacy applications encapsulate 
the existing business processes, organization structure, culture, and information technology” (p.31). 
Studies [14, 15] characterise legacy systems as those that are mission critical, expensive to maintain, 
brittle and inflexible to changes, run on obsolete hardware, incomplete or outdated documentation, 
and difficult to extend and integrate with other systems. The term legacy system is often co-located 
with old mainframe-based systems that are written in programming languages such as FORTRAN and 
COBOL and processing users’ transactions. However, modern systems such as web-based systems 
which have been developed using the latest technologies available in the marketplace, but currently do 
not satisfy new business requirements are also considered as legacy system [16, 17]. A common 
impression provided in all above definitions is the worthiness of the legacy systems and this has been 
the reason to keep them working in organisations. Legacy systems support business processes, 
maintain organisational knowledge, and provide significant competitive advantage with a positive 
return and contribution to the organisation revenue and growth [12, 18, 19].  
After few decades of research on legacy system modernisation, there are still many operational legacy 
systems continuously evolving to support IT functions of organizations. They are characterised by the 
need for high computing capability, reducing the cost of maintenance and upgrading, efficient 
resource utilisation, and less environmental impact and electrical energy consumption [1-3]. In 
addressing these modernisation requirements, cloud computing has been recognised as a promising 
initiative. The primary aim of legacy system migration to the cloud is essentially to reduce 
maintenance cost, increase reusability, and extend their functionalities [6].  
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2.1 Cloud Migration Research 
In the current research, we distinguish between IT adoption and IT migration because migration 
happens from an incumbent IT to a substitute IT, whereas adoption does not necessarily assume an 
existing IT [20]. Exploring cloud migration as an instance of switching from client-hosted systems to 
cloud-hosted systems is an on-going research track and has been studied in the literature from a 
variety of perspectives including models for organisations to decide on the suitability of cloud 
migration [21], tools for making decision about selecting suitable cloud services [22], inhibitors and 
enablers associated with this cloud technology [23], its benefits in terms of enhanced competitive 
advantages [24], standardization [25], and interoperability issues [26], to mention a few. For example, 
drawn from a sample of students using Google Apps, Bhattacherjee et al. in [20] examined why end 
users migrate from client-hosted to cloud computing platforms. The study presents and empirically 
validates a model showing pull factors (e.g. dissatisfaction with client IT and relative usefulness) and 
push factors (e.g. learning cost, setup cost, and security concerns). However, the authors state that 
despite the presence of these factors, users may not universally migrate to the cloud due to obstacles 
such as switching costs and personal judgment. In addition, in [27], the agency theory has been used 
to understand and analyse conflicts of interests occurring between cloud service providers and 
consumers. The study categorizes and assesses countermeasures to these conflicts and to identify 
possible technical and non-technical means to extend the practicality of cloud migration. Using the 
transaction cost theory, another study, [28] observed that organisations have concerns about the cloud 
services because liabilities may not be clearly specified as traditional outsourcing do and also the 
nature of cloud services involve different roles and foreign legislation. Such uncertainty appears in the 
form of opportunism of cloud service provider, confidentiality, integrity, and availability of 
information. The above research views the cloud migration as a ‘black box’ by not narrowing its focus 
down on key internal operational difficulties involved in the migration process. 
In the software engineering literature majority of studies that investigate cloud migration are mainly 
technically oriented with focus on: reusing legacy system codes and deploying them in the cloud [29], 
addressing interoperability issues [30], and optimum distributions of legacy system components on 
cloud servers (e.g. CloudGenius) using applying different techniques such as simulation [31, 32]. 
None of the existing studies provide a holistic picture of migration process nor take into consideration 
key challenges inherent to the cloud migration, such as multitenancy or scalability, nor provides an 
empirical validation. We have yet to see suggestive evidence of key challenges when legacy systems 
are moved from existing on-premise local-hosted systems to cloud-hosted systems for their data, 
functionalities, and storage needs. This constitutes the main motivation of the current study.  
A few definitions of legacy system to cloud migration process exist in the literature. Chauhan at el. 
[33] define this process as a kind of a reengineering process to enable interaction with and utilization 
of cloud services. Another definition views migration as a re-architecting process applying a set of 
modifications on different components (business and data layers) of legacy systems in order to make 
them cloud complaint [34]. A broad definition encompassing socio-technical aspects of the cloud 
migration defines this process as “a set of migration activities carried out to support an end-to-end 
cloud migration. Cloud migration processes define a comprehensive perspective, capturing business 
and technical concerns of Stakeholders with different backgrounds are involved” [35]. But, it is still 
remain unanswered question as what key critical and unique activities are involved in legacy system 
to cloud migration in comparison to traditional legacy system reengineering.  
Migrating large-scale legacy systems is a challenging exercise since they often predate cloud 
computing and may have been developed without taking into account the unique characteristics of 
cloud environments [6] and [34]. For example, the cloud environment is characterised with a an 
infinite pool of resources such as CPU, memory, storage, and network bandwidth which can be 
acquired and released by service consumers, based on demand to optimise resource usage in the case 
of fluctuation in workload. This characteristic is often referred to elasticity that distinguishes this 
computing paradigm from other ones such as cluster and grid computing [36]. However, some legacy 
systems might not have been implemented with a support of dynamic scaling up/down of cloud 
resources; rather they assume that the elasticity is supported by providing more powerful physical 
servers. As such, the legacy system architecture should be refactored and modified to support the 
feature of elasticity. In addition, the literature indicates that the migration process has sometimes 
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failed to achieve organisations’ goals due to: (i) inadequate understanding of cloud computing 
requirements, (ii) early engagement with technical implementation phase of cloud enablement, (iii) 
lack of planning, (iv) being simply seduced by magazine/hype, and (v) facing unexpected issues that 
were out of the control of service consumers and providers [37-40]. A major concern of an 
organisation is how to avoid failure in cloud environment. For example, Google’s email service 
failure caused many user’s emails, themes, folders, and personalized settings be erased [41]. 
Taking into account the above issues, evidence suggests that not all organisations are rushing to 
utilize cloud services [42, 43]. Due to these difficulties, some high-privacy and safety critical systems 
such as military, aviation, and aerospace systems might not be able to directly take advantage of cloud 
services [34, 44]. Others such as business information systems can be reengineered to utilise cloud 
services and thus are adaptable to the cloud platforms. Understanding the nature of moving such 
systems to cloud platforms is the focus of the current research.  
Typically, software systems constitute several layers mainly a user interface, business logic, and data 
layers along with databases. Each layer may have several components deployable on different servers 
and work collaboratively. According to [6], there is a few possibilities that these layers of a system 
can become cloud enabled based on the common type of cloud service delivery models IaaS, PaaS, 
and SaaS. They are called migration variants and are defined as follow: 
 Type I: Deploying business logic layer of legacy systems, offering independent and reusable 
functionalities, on the cloud server/infrastructure by applying the service delivery model IaaS. 
However, the data associated with the legacy systems are kept in local organisational network. 
Deploying an image-processing component of a legacy system on Amazon EC2, is an example of 
this migration type.  
 Type II: Re-engineering a legacy system to SaaS or replacing some of its components with an 
available and fully tested SaaS. The Salesforce CRM system is a typical example of SaaS, which 
can be integrated with other legacy systems via its interfaces or wrapping mechanisms.  
 Type III: Deploying the legacy database on a cloud data store provider through IaaS delivery 
service model. In this migration type, the components related to business logic layer are kept in 
local organisational network and the database is deployed on a cloud data store such as Amazon 
Simple Storage Service (S3), Amazon Elastic Block Store (EBS), Dropbox, Zip Cloud, and Just 
Cloud. 
 Type IV: Converting the data, schema, and modifying the data of a legacy system to a cloud 
database solution provider such as Amazon SimpleDB, Google App Engine data store, or Google 
Cloud SQL.  
 Type V. Deploying the whole legacy system stack on a cloud infrastructure via service delivery 
model IaaS. The legacy system is encapsulated into a single Virtual Machine (VM) and then is 
run on the cloud infrastructure. Hosting of a Web application and its Web server as a VM on EC2 
is an example of such a migration variant. 
The reason for selecting a particular or a combination of migration variants can be due to security, 
network performance, or migration cost. These variants will be used in Sections 3.1 to show how 
different cloud migration scenarios may entail different requirements.  
The current study adds to the body of knowledge on the cloud migration by providing a consolidated 
understanding of the legacy to cloud migration process which supersedes previous work in the 
following ways. Unlike previous research which tends to explore cloud enablement of IT-based 
organizations as a unit of analysis, we have established our research as an exploratory study, aiming 
to narrow down our view and discover insights of cloud-enablement of legacy systems. In addition, 
we not only identify key important technical and non-technical relevant critical process elements and 
corresponding recommendations associated with such transition, but also we empirically confirm 
them by getting insights from experts to further increase the reliability of the findings. Furthermore, 
our study is a response to the call made by [6] to empirically investigate how reengineering process of 
legacy systems to the cloud is conducted; and hence the process-based view of this transition is 
provided for both IS researchers and practitioners as a guidance.  
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3. Research methodology  
Given the objective of our study and in the light of our literature review, we used a mixed-methods 
approach in our attempt to provide an exhaustive understanding of the legacy to cloud migration and 
to identify key process elements involved in this transition [45]. There are some studies that have 
concurrently taken advantage of both qualitative and quantitative methods such as the work by [46] on 
customer-oriented citizenship behaviours of IS professionals, on the exploration of technical debt in 
IS [47], on the role of behavioural control on trust decline in virtual teams [48], and analysing 
effective mechanisms in cross-project learning [49]. The qualitative and quantitative methods are 
complementary to each other and can lead to a richer understanding of the phenomena and increase 
reliability and accuracy of results [50]. We followed Venkatesh’s guidelines [51] in designing mixed 
research method. Table 1 shows how these guidelines are mapped to the context of this research. We 
conducted a two-phase research process, each step employing both qualitative and quantitative 
methods in different forms. In the first phase, we derived a model showing the key elements that a 
generic cloud process entails. This probing model can be used by organizations to examine the extent 
to which these process elements are in place. This is further outlined in Section 4. In the second phase, 
we report on the structured survey results of cloud computing experts to illustrate how the various 
items identified in the process model come to real-world cloud migration scenarios and thus provide a 
rich description of these elements.  
Table 1. Guidelines by [51] for conducting the mixed-methods 
Guideline Evaluation criteria Specialization in this study 
Decision on the 
appropriateness of a 
mixed-methods 
approach 
Consider the core 
research objective and 
check if the mixed- 
methods is suitable for 
an inquiry 
We used the mixed-methods to assess the credibility of our 
understanding about what legacy system migration to cloud 
environments entails from the perspective of process. Based 
on an intensive qualitative analysing of existing anecdotes in 
the literature, a conceptual model of the cloud migration 
process was derived. We confirmed the relevancy and 
soundness of this process model using a quantitative survey 
and qualitative feedback from domain experts. 
Define a strategy 
for mixed-methods 
research design 
Evaluate the mixed 
methods from the 
perspectives of 
research objectives and 
sough theoretical 
contributions 
Qualitative and quantitative data collections were 
undertaken in this research. Firstly, qualitative data 
collection, i.e. anecdotal descriptions of cloud migration 
process in the existing literature, enabled us to understand 
how the process of transition to cloud environments is 
defined by the literature. Next, the quantitative and 
quantitative analysis of the survey data allowed us to 
confirm our findings, i.e. the process model derived from the 
literature.  
Develop a strategy 
for analysing 
mixed-methods 
data 
Apply norms in 
qualitative and 
quantitative analysis 
techniques that are 
commonly used for 
developing and 
evaluating models 
For qualitative analysis in phase 1, we followed common 
qualitative data analysis techniques for the metamodeling 
including extracting and short-listing a set of candidate 
elements from the existing sources, reconciling their 
definitions, organizing elements into migration phases, and 
classifying elements based on the migration variants 
(Section 2.1). For phase 2, we performed One Sample T-
Test to confirm soundness of the critical elements in the 
process model. Furthermore, complementary qualitative 
comments provided by domain experts were used to show 
why elements in the model are perceived as important for 
consideration in a real-world scenario of legacy system to 
cloud migration.  
Make meta-
inferences from the 
results arising from 
the mixed-methods 
analysis 
Meta-inferences should 
be based on the 
viewpoint of research 
objective 
In section 4 (Findings), we provided a detailed description 
of the cloud migration process by triangulating results from 
the phases 1 and 2.  
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3.1 Phase 1— Derivation of key critical challenges of cloud migration process 
The first phase was the derivation of a set of key critical activities during cloud migration process 
synthesized from the existing literature. In this research, we viewed anecdotal descriptions of 
challenges involving legacy system to cloud migration in the literature in order to derive a generic 
view of cloud migration process model. Anecdotes have been recognized as important sources of 
information for understating the nature of technology adoption, particularly in applied area. For 
example studies by [52] on developing a process model of IS flexibility, [53] on service-oriented 
system development, [54] on model-driven disaster management, and [55, 56] designing a metamodel 
of agent-based system development all use anecdotal description. This is also aligned with the 
recommendation by Schwarz, who states that a conceptual model synthesizes previous research in an 
actionable way for practitioners [57]. In this research, this phase was performed by extensive 
qualitative analysis of existing papers in the cloud migration literature. For the data analysis we 
adopted the following steps of thematic analysis as per the guidelines in [55, 56, 58]: 
(i) Identifying studies. We first identified all relevant reports (i.e. case studies, experience reports) on 
the legacy system migration to cloud platforms. Every year a considerable number of research papers 
have been published, each reporting different set of successful experience and challenges. As a result, 
recommendations in conducting a systematic literature review [59] seemed an appropriate review 
method for the current study to ensure all major relevant studies are included in the derivation of the 
target process model. These recommendations included (i) defining search strings, (ii) selecting study 
sources, (iii) defining study selection criteria, (iv) conducting the review, and (v) extracting 
demographic data.  
(ii) Extracting and shortlisting key activities, work-products, and general principles. In this 
research an item refers to one of the following (i) activity: a discrete and small unit of migration work 
that IT developers may perform to achieve one or more specified goal, (ii) work-product: a tangible 
artefact that is produced during the migration process and used by other activities, and (iii) design 
principles that are taking into account during a cloud architecture design. We first carefully reviewed 
all identified papers and then specific segments of text related to an item were stored in a table, along 
with its names and references. The following criteria were used to identify and extract items from the 
papers: (i) an element should be sufficiently generic to a variety of cloud migration scenarios 
regardless of a particular cloud platform and underlying technology (ii) an item should be cloud-
specific and related to one or more concerns relevant to the cloud migration process mainly for 
analysing organisational context, understanding cloud migration objectives and requirements, proper 
cloud migration planning, understanding legacy systems, target cloud platform/service selection, re-
architecting legacy systems, environment configuration, and testing as described in [6]. Note that, 
items related to the post migration phase such as monitoring and optimising the legacy systems were 
out of the scope of the current study.  
(iii) Creating a model of higher-order themes. By adopting a bottom-up approach, this step has 
focused on analysing and grouping the extracted items, analysing their similarities, classifying, and 
reconciling differences in order to group all related text segments, and generating a set of high-level 
elements that together form a view of the migration process.  
(iv) Defining relationships between migration variants and the process elements. It is important 
to realise that the migration variants (i.e. I, II, III, IV, and V), presented in Section 2.1, may raise 
some concerns to be addressed during the migration process. In this regard, some elements in the 
model are deemed constant in any migration scenarios. For example, as it has also been confirmed by 
[60], it is necessary to analyse the impact of organisational changes, risks, and effects associated with 
the cloud migration before the migration process proceeds. Thus, the process element Analyse Context 
is mandatory in all types of migration variants. This is also true for the activity Design Cloud Solution 
which is to define a new architecture model/topology of migrated legacy system components on the 
cloud and their communication with none-migrated components in local organisational network. 
Derived from the studies identified in phase 1, we found the following process elements as mandatory 
one in any legacy system to cloud migration process: Analyse Context, Analyse Migration 
Requirements, Define Plan, Choose Cloud Platform/Provider, Design Cloud Solution, Cloud Solution 
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Architecture Model, Deploy System Component, Handle Transient Faults, Synchronise/ Replicate 
System Components, and Test. 
On the other hand, some elements are situational, largely depending on characteristics of legacy 
systems, the choice of a migration variant, cloud architecture design, and cross-cutting concerns such 
as security, elasticity, performance variability, network latency, and availability. For example, due to 
some incompatibility issues such as APIs, interfaces or data types between legacy systems and cloud 
services, it might be required to perform some modifications in the source codes of legacy systems. 
This situation is possible to occur when all migration variants (Section 2.1) are applied, except for 
migration type V [34, 61]. 
(v) Assess the trustworthiness of the synthesis. To ensure the reliability of the findings, we applied 
peer crosschecking as a technique among the authors of current article. This resulted in an intense and 
fruitful discussion among the authors involved in this study as to whether the elements of the model 
correctly capture the essence of the reviewed literature. A full description of conducting the 
abovementioned steps is publically available upon request.  
Resultant model. The model in Figure 1 shows a typical legacy to cloud transition process without 
situation-specific operationalisation and technical details. This yields in an abstract view of what a 
transition process may entail. Table 2 shows all situations in which an element should be incorporated 
into the migration process with respect to a given migration variant. In this table, symbols √, (√), and 
× specify a Mandatory, Situational, and Unnecessary adoption of an element, respectively.  
   
Figure 1. Critical process elements in moving legacy systems to cloud platforms 
 8 
 
Table 2. Key elements incorporating into the legacy system migration to cloud platforms systems 
Process element Definition Goal 
Migration Type 
I II III IV V 
Analyse Context 
Analyse migration suitability with respect to factors such as cost of system modification, 
installation, training, administration, license management, required expertise, pricing models 
of the service providers, infrastructure procurement imposed by the migration, impact of the 
cloud on stakeholders, organisational constraints, responsibilities, and working practices. 
Cost estimation, risk mitigation 
√ √ √ √ √ 
Analyse Migration 
Requirements 
Identify a set of requirements to be satisfied by the cloud such as computational requirements, 
servers, data storage and security, network and response time, and elasticity. 
Project management, quality 
assurance, traceability to migration 
requirements 
√ √ √ √ √ 
Choose Cloud 
Platform/Provider 
Define a set of suitability criteria that characterise desirable features of cloud providers 
including pricing model, constraints, offered QoS, electricity costs, power and cooling costs, 
organisation migration characteristics (migration goals, available budget), and system 
requirements.  
Finding a best possible providers 
that address the migration 
requirements 
√ √ √ √ √ 
Decouple Legacy 
System 
Components 
Decouple legacy system components from each other. Use mediator and synchronisation 
mechanisms to manage interaction between the loosely coupled components. 
Facilitating scalability, increasing 
maintainability, increasing 
transparency 
(√) (√) (√) (√) (√) 
Define Plan 
Define a correct and safe sequence of activities which guide the migration process by analysis 
feedback from stakeholders. A plan may include (i) notice of temporal unavailability of legacy 
systems, (ii) roll-back to in-house versions, (iii) migration variant and the degree of migration 
(.i.e. complete or partial), and (iv) retirement procedures. 
Project management, risk 
mitigation 
√ √ √ √ √ 
Deploy System 
Component 
Install system components and any required third party tools in the cloud.  Make the system operational 
√ √ √ √ √ 
Design Cloud 
Solution 
Identify those legacy systems which are appropriate for the migration regarding migration 
requirements and then define their distribution on cloud servers. 
Finding an optimum set of legacy 
parts for the cloud migration and 
their distribution in the cloud. 
√ √ √ √ √ 
Develop 
Integrators 
Develop mediators/wrappers to hide incompatibilities occurring at runtime between legacy 
system components and cloud services that are plugged to these system components.  
Increasing interoperability, 
Reducing vendor lock-in, 
Increasing transparency access to 
the system components in the cloud 
(√) (√) (√) (√) (√) 
Enable Elasticity 
Define scaling rules and provide support for dynamic acquisition and release of cloud 
resources. 
Increasing resource efficiency 
(√) (√) × × (√) 
Encrypt/Decrypt 
Database 
Encrypt critical databases prior to hosting them on the cloud. Increasing security 
× (√) (√) (√) (√) 
Encrypt/Decrypt 
Messages 
Secure messages transmission between the local components and those hosted on the cloud or 
distributed across multiple clouds using an encryption mechanism. 
Increasing security 
(√) (√) (√) (√) (√) 
Handle Transient 
Faults 
Detect and handle transient faults may occur in the cloud.  Handling accidental faults 
√ √ √ √ √ 
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Identify 
Incompatibilities 
Identify technical mismatches between legacy system components and selected cloud service.  An estimation of cost and effort to 
resolve incompatibilities 
√ √ × √ √ 
Identify Legacy 
System 
Produce a complete representation of legacy system architecture including its data, 
components, dependencies among components and infrastructure, system data usage and 
resource utilisation model (e.g. CPU, Network, storage). 
Understanding of the legacy system 
dependencies √ √ √ √ √ 
Isolate Tenant 
Protect tenants' data security, performance, customizability, availability, and faults from other 
tenants which are running on the same cloud server.  
Reducing fault resiliency, 
Increasing availability, keeping 
tenant performance, increasing 
security  
× √ × × × 
Make Legacy 
System Stateless 
Enable legacy system to handle safety and traceability of tenant’s session when various system 
instances hosted on the cloud. 
Facilitating scalability, increasing 
maintainability, increasing 
transparency 
(√) (√) (√) (√) (√) 
Make Mock 
Migration 
Build a prototype of cloud solution to get an understanding of how the functional and none-
functional aspects of the system will work on the cloud. 
Testing quality of system 
architecture, an early 
approximation of a final cloud-
enabled legacy system 
(√) (√) (√) (√) (√) 
Obfuscate Codes 
Protect unauthorised access to code blocks of system components by other tenants that are 
running on the same cloud provider.  
Increasing security 
 
(√) (√) × × (√) 
Re-configure 
Network 
Re-configure the running environment of the system including reachability policies to 
resources and network, connection to storages, setting ports and firewalls, and load balancer. 
Increasing security 
 
√ √ √ √ √ 
Replicate/ 
Synchronise 
System 
Components 
Deploy system components (e.g. database, business logic) on multiple cloud servers and 
provide a support for synchronising them, .i.e. replica, hosted on on-premise network and 
cloud servers. 
Guarantee consistency of system 
components, increasing availability 
(√) (√) (√) (√) (√) 
Test 
Interoperability 
Test compatibility of components with different cloud environments specifically, when 
components can be switched between different infrastructures. 
Detecting interoperability issues  
(√) (√) × (√) (√) 
Test Multi-tenancy 
Test if tenants can easily configure the system components, i.e. user interfaces, business logic 
and workflows, and functional services. 
Detecting multi-tenancy issues 
× √ × × × 
Test Network 
Connectivity 
Test the network connectivity between local components and those hosted on the cloud. Assuring connectivity between 
local-hosted components and 
cloud-hosted components 
(√) (√) (√) (√) (√) 
Test Performance 
Test the performance (e.g. process speed, response time, throughput, latency, and etc.) of the 
system when subjected to increased load from multiple tenants. 
Detecting performance bottlenecks  
(√) (√) (√) (√) (√) 
Test Scalability Test to assure the system acquire and release the computing resources in an efficient manner. Detecting scalability issues (√) (√) × × (√) 
Test Security 
Test system components and reachability policies to access these components against the 
security requirements. 
Detecting security issues 
(√) (√) (√) (√) (√) 
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3.2 Phase 2 — Survey  
The purpose of the second phase was to examine if the process elements derived in the previous phase 
are perceived as sound and relevant for consideration in reengineering of legacy systems to cloud 
platforms. We followed the guidelines for survey design, sampling, and data collection outlined in 
[62]. 
Survey design and data collection. A Web-based survey was designed using Qualtrics [63], which is 
a Web-based survey designer software and is able to store survey results. Questions related to each 
process element were derived from the studies identified in the phase 1 and their definitions in Table 
2. Responses to the survey questions fall into a spectrum of seven scales (1-7) where 1 represents 
‘completely irrelevant’, 2 indicates ‘unimportant’, 3 for ‘somewhat unimportant’, 4 for ‘neither 
important nor unimportant’, 5 for ‘somewhat important’, 6 for ‘important’, and 7 for ‘extremely 
important’.  
The survey was public and distributed via sending email to cloud computing experts who had a profile 
in the social media such as Twitter, Linkedin, Facebook, and academic research groups. To increase 
the credibility of the collected responses, purposeful sampling technique [64] was used. The target 
eligible population for participation in the survey was decided to be those who had real-life 
experience in cloud migration, as well as the academia who had already published papers in academic 
journals and conference proceedings related to the cloud computing. Prior to the recruitment of each 
participant and through an inquiry email, we questioned each participant if he/she had real-life 
experience and/or high-level academic knowledge on cloud related process activities that may have 
not been reflected in their social media profile. If their response and profile combined were 
satisfactory, then the survey and an invitation letter would be sent to them through a second email. 
Furthermore, to extend the target population of respondents, the snowball sampling method [65] was 
employed meaning that the first identified respondent helped us to identify other respondents who 
could satisfy the criteria for the participation in the survey. Participation in the survey was voluntary. 
Close to the end of the data collection period, a friendly reminder e-mail was sent to respondents who 
had not answered the survey. In total 515 experts were initially invited for the participation and 144 
qualified respondents answered the survey. Of 144 responses, 104 were usable after excluding 
incomplete answers, giving a final response rate of 20%. The respondents were from 32 countries. 
The average of cloud migration experience of respondents was 3.8 years.  
Quantitative data analysis. In this research, the main question facing researchers is “what are critical 
elements, .i.e. activities, work-products, and design principles that should be properly addressed in the 
migration process of legacy to cloud platforms?”. Data obtained from the questionnaire were then 
tested using SPSS statistical package. One Sample T-Test [66] was used to examine if the importance 
ratings of the process elements were distributed away from a known median of 5, a test-value, 
representing ‘somewhat important’.  
Several assumptions were checked before using the above statistical test. Firstly, the normality of the 
sample data was checked using Kolmogorov–Smirnov test [67]. This detected that the collected data 
deviates from the normality assumption. Nevertheless, according to the central limit theorem [68], a 
sufficiently large sampling distribution, which was N=104 in our case, will approximately have a 
normal distribution. This argument has also been confirmed by a variety of results from existing 
studies that have shown parametric tests are not sensitive to the non-normality assumption [69, 70]. 
Secondly, One Sample T-Test assumes that variables are measured at a ratio level which was true in 
our case as constructs were rated using Likert scale from 1 to 7. And finally, One Sample T-Test 
assumes that the responses are collected independently in the sense that the respondents are randomly 
selected and they individually participate in the survey without any cross-effects. This assumption 
was also true in our data collection as no respondent was aware of the identity of the final set of 
respondents. Once the assumptions of One Sample T-Test were satisfied, the test was applied for 
statistical analysis using SPSS software [71].  
Findings. Table 3 shows the descriptive statistic and the results of One Sample T-Test’s with p < .05 
for each element. Since the hypothesis was formulated for a right-tailed test, the p values in Table 3 
were divided by 2. Column six of this table shows the majority of the elements defined in the 
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proposed process model (27 out of 29) were regarded significant by respondents. This finding 
confirms the relevance and importance of the defined constructs in the suggested conceptual model. 
On the other hand, the Tenant Isolation (t-test statistic of= -1.499, p-value of=0.06) and the Virtual 
Machine Specification (t-test statistic of=0.513, p-value of =0.30) were not perceived important.  
Table 3.  Descriptive statistics for the constructs and the results of one sample T-Test for each element 
 Process element Mean Std. 
Deviation 
T-Statistic 
value 
p-value 
1)  Adapt Data 4.6250 1.16742 -3.276 0.000 
2)  Analyse Context  5.6827 .97805 7.118 0.000 
3)  Analyse Migration Requirements  6.1346 .75115 15.404 0.000 
4)  Choose Cloud Platform/Provider 5.9519 .92830 10.458 0.000 
5)  Configure Network  5.7476 1.03581 7.325 0.000 
6)  Decouple Legacy System Components  5.9417 .94791 10.083 0.000 
7)  Define Plan 6.3365 .67710 20.130 0.000 
8)  Design Cloud Solution 6.2692 .85025 15.223 0.000 
9)  Develop Integrators 4.4706 .95135 -5.620 0.000 
10)  Deploy System 5.2404 1.31086 1.870 0.032 
11)  Enable Elasticity  5.8641 .95022 9.229 0.000 
12)  Encrypt Database  5.2692 1.28645 2.134 0.017 
13)  Encrypt/Decrypt Messages 5.6923 1.07104 6.592 0.000 
14)  Handle Transient Faults  5.6635 1.05766 6.397 0.000 
15)  Identify Incompatibilities  5.9712 .93950 10.542 0.000 
16)  Make Legacy System Stateless 5.6346 1.19105 5.434 0.000 
17)  Obfuscate Code 4.6311 1.54025 -2.431 0.008 
18)  Rebalance System Components 5.3786 1.18086 3.254 0.001 
19)  Refactor Codes 4.6505 .85988 -4.125 0.000 
20)  Replicate/Synchronise System Components  5.8462 .93237 9.255 0.000 
21)  Isolate Tenants 4.8269 1.17781 -1.499 0.068 
22)  Identify Legacy System   6.1346 .98590 11.736 0.000 
23)  Test System   6.0865 .71204 15.562 0.000 
24)  System  Templates  5.3725 1.16824 3.221 0.001 
25)  Cloud Solution Architecture 5.9615 1.00410 9.766 0.000 
26)  Legacy System  Model  5.7115 1.11192 6.526 0.000 
27)  Migration Plan 6.1058 .82342 13.695 0.000 
28)  Migration Requirements 5.9135 .96653 9.638 0.000 
29)  Virtual Machine Specification 5.0686 1.35164 .513 0.3045 
* p-values were divided by two as t-test was one-tailed 
Qualitative data analysis. In a parallel effort, and to increase the meaningfulness of the quantitative 
responses, the participants were also requested to provide their justifications for their ratings of each 
element that they perceived as important. From 104 received responses, 101 participants provided 
qualitative responses, resulting in 30 pages of text. Responses with complete sentences and 
sufficiently generic for a variety of cloud migration scenarios were used for further analysis and those 
comments entangled with technical implementations of elements were considered out of the scope of 
this research and were excluded from further analysis. As a result, the comments of 31 participants 
were found coherent and meaningful to be used as a supplementary qualitative support for the 
importance of critical elements in the process model. Table 4 shows those respondents who provided 
qualitative explanations for their ratings. The identification code E1 to E26 was assigned for each 
respondent to ensure anonymity.  
Table 4. Details of the respondents  
Expert Years of 
experience 
Role(s) Industry sector(s) 
E1 4 IT Developer Health Care, Utilities 
E2 6 IT Developer Not Stated 
E3 4 IT Developer IT 
E4 4 IT Consultant Finance, IT, Telecommunication Services 
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E5 2 IT Developer IT, Utilities 
E6 5 IT Consultant IT, Telecommunication, Consumer Discretionary 
E7 5 Instructor Financial, IT 
E8 8 IT Developer Energy, Financial, Telecommunication Service 
E9 3 IT Developer IT, Medical 
E10 4 IT Developer Energy, IT 
E11 3 Instructor Not Stated 
E12 4 Instructor Consumer discretionary 
E13 5 IT Developer IT, Online Advertisement 
E14 7 IT Developer Health Care, IT 
E15 Not Stated IT Developer Not Stated 
E16 5 IT Developer Not Stated 
E17 3 Academic researcher Health Care 
E18 3 IT Developer IT 
E19 5 IT Developer Financial  
E20 4 IT Developer IT, Telecommunication Service, Utilities, Higher Education  
E21 2 IT Developer Energy, Utilities 
E22 2 IT Developer IT 
E23 5 IT Developer Scientific Work-Flow, IT 
E24 5 IT Developer IT, Utilities, Consumer discretionary 
E25 5 IT Developer Financial, IT, Telecommunication Service 
E26 5 IT Developer, 
Consultant 
Financial, IT 
4. Findings  
The following subsections present a detailed explanation of all key elements in the process model 
organised in three phases and synthesised with relevant quotes from the participants as confirmatory 
evidence to justify why these elements should be incorporated and adequately addressed in a 
migration exercise. The process elements are presented in italic.  
4.1 Plan phase  
Transition to the cloud is not only a technological improvement of existing legacy systems, but also it 
is a change in the way these systems hereinafter operate, provide services, and are to be maintained. 
Therefore, an understanding of the impact and scope of changes associated with cloud-enablement of 
legacy systems is an important consideration. Project stakeholders need to perform Analyse Context to 
assess the suitability of the cloud migration for empowering existing legacy systems. This essence 
was mentioned frequently by the participants in the survey. For instance, E2 stated that:  
“To me it does not make sense when people talk about changing something internally in an 
application or system, which doesn't provide business value e.g. new features or better 
performance. Changing something because it's the latest thing is simply a waste of money. 
Thus, when moving to cloud you have well defined goals. Some questions you may ask yourself 
are, should I add new features or change the application behaviour now that I'm going to 
redesign/redevelop it?”  
A similar statement of performing Analyse Context was also mentioned by E4:  
“Cloud migrations will almost always result in significant change to (often longstanding) 
business processes. Many employees will begin to worry about job security - similar to 
outsourcing projects. Be prepared to deal with resistance in equal quantities from business users, 
as well as engineers and developers”.  
In addition, E3 referred to the Analyse Context as the “Pre-Migration Assessment” meaning that 
“whether it is actually worthwhile to conduct the migration”. Also, E5 mentioned “particularly at first, 
there should be reason whether there is a need to move application to the cloud, as it's not a silver 
bullet and not all applications gain some benefits from running in the cloud”.  
Furthermore, E18 stated that Analyse Context is for “justification of choice of technologies and 
providers”. E1 justified the importance of Analyse Context from a financial perspective:  
 13 
 
“Financial models are critical in determining why moving to the cloud is important, and useful 
in terms of lowering the Total cost of ownership (TCO). Cloud cost calculators can be leveraged 
to benchmark application performance / usage / trends, which would determine in predicting 
overall costs of the system”.  
Finally, E3 explained that:  
“One interesting question is whether the application demand variations are such that justify the 
migration. If the application usage (and resource demand) has very few peaks for example or is 
very stable, then it does not exploit one of the basic features of clouds with regard to resource 
elasticity and pay-as-you-go model”. 
It is quite possible that the knowledge about the legacy systems being outdated, imperfect, and 
undocumented. Hence, an in-depth understanding of their current state may be required for better 
migration outcome. The activity Identify Legacy System is to recapture an abstract As-Is 
representation of legacy systems, their functionality, dependencies to other systems, interaction points 
and message follows between these systems, and quality of legacies’ code blocks for reuse and 
adaptation. Participants confirmed that the necessity of this activity by terms such as “understanding 
how the legacy communicates” E6, “analysing legacy dependencies” E7, and “code understanding” 
E3.  
The activity Analyse Migration Requirements is to specify organisational goals and expectations that 
are to be met by the cloud migration. These may include computational requirements, servers, data 
storage and security, networking and response time, and elasticity requirements. Respondents 
mentioned that a requirement analysis in the context of cloud migration needs to have a focus on 
aspects such as “costing of elasticity support” E12 and “costs due to variable infrastructure” E8. 
As name implies, the activity Define Plan is to specify a sequence of further activities guiding the 
migration process. It may include a procedure for notifying users of temporal unavailability of legacy 
systems, a proper roll-back plan to in-house version of legacies in the case of occurrence of any 
failures, and a retirement scheduling of legacies. E21 mentioned about the considering temporarily 
disabling access to legacy systems as a part of planning activity. He stated that  
“Depends on the application, for a critical application this should happen as unnoticeable as 
possible, for some, this can happen over the weekend when no one is using the application”.   
Similarly, E15 referred to this as “downtime window for migration”. Since the migration might be 
time-consuming process rather than instantaneous, incoming requests by other working systems to 
legacy systems should be passed to a mediator gateway in the course of the migration process. Such 
gateway by translating and redirecting calls from the legacy systems to other target systems allows 
other working systems to interact with legacy systems during migration. 
Finally, a proper plan in order to roll back from the cloud to an in-house version of legacy system at 
any stages of the migration will significantly reduce the risk and exposure to the organisation. E9 used 
the phrase “hot swapping (roll-back planning)” to highlight this aspect of the migration planning. E8 
with the experience of participating in 5 migration projects pointed out incorporating roll-back plan as 
a part of planning: 
“In a migration methodology, there should be tasks to roll back the cloud application to a 
previous version if things go wrong. In a worst-case scenario, cloud application needs to pull 
back to be an on-premise application”. 
4.2 Design phase 
The primary goal of this phase is to define an appropriate cloud architecture model for the legacy 
systems in line with goals and requirements defined in the Plan Phase. For many reasons such as data 
security, privacy laws, and potential performance and network latency in cloud environments, an 
organisation may move some components of a legacy system to cloud whilst other system 
components are kept in the local organisation network and cloud services are offered to them. In such 
situations, the activity Design Cloud Solution in the process model is to split a legacy system into its 
components and identify an optimum set of them to be migrated to the cloud regarding non-functional 
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requirements such as data privacy, expected workload profile, and acceptable network latency. Next, 
an appropriate distribution and deployment of these selected components on cloud servers should be 
specified. Again factors such as availability zone of cloud providers, affinity of servers, acceptable 
network latency, and the geographical location of cloud servers should be taken into account. E10 
explained how designing a cloud architecture model can become a challengeable activity: 
“As the architecture of the application becomes more complex, i.e. involving different 
computational nodes, storage nodes, database nodes, redundant nodes, temporal nodes to 
cover increases on the demands and different providers. It is more crucial to have a clear idea 
of where the different parts of the systems are running, or where they can run”.  
The activity Choose Cloud Platform/Provider is to identify, analyse, and prioritise cloud services that 
suit cloud migration objectives and legacies’ requirements. Respondents mentioned several factors 
that should be considered when analysing cloud services available in market place. These include 
“data lock-in concerns” E15, “ability to offer a combination of IaaS, PaaS and SaaS to support hybrid 
architecture during the transition period” E4, “legacy system requirements” E13, “heterogeneity 
among varied cloud vendors” E11, “benchmarking cloud service offering candidates” E14, and “cloud 
offering selection cannot be decoupled from the design” E23.  
Advancements in the cloud computing are still on an ongoing track and there is not common standard 
for development of cloud services [26]. As a result, integrating legacies to cloud services is a 
challenging process because cloud services are offered by different providers with different 
underlying technologies and proprietary APIs. If a legacy is to be bound to specific set of cloud 
services, potential incompatibilities between the legacy systems and these services should be 
identified and resolved accordingly through legacy modification mechanisms. This consideration is 
defined in the process model by the activity called Identify Incompatibilities. Performing this activity 
gives developers an estimation of required adaptation effort to enable legacies to be integrated with 
cloud services. E3 described the importance of this activity as follow: 
“Provider selection may produce additional requirements in terms of implementation. This 
refers to the fact that based on what provider (e.g. Google App engine or Azure), specific 
requirements may be posed on the technical implementation. For example, if you go for PaaS, 
then providers usually support only a subset of the available Java frameworks. If the migration 
is from an SQL-based database for example to a SQL based service database, then migration is 
easy. If migration involves the alteration of the data model (e.g. to a NoSQL solution), then 
significant modifications must be performed and more importantly to check the constraints of 
the new used paradigm. Thus you must take that under consideration, especially when you want 
to reutilize existing code, which is the case in application migration. Checking which 
frameworks are supported against which frameworks have been used for your initial application 
gives you an indication of how complex it would be to migrate to that specific provider”. 
A similar argument was reiterated by E17 who mentioned:  
“Cloud providers will have certain limitations (e.g. which platforms are supported, which 
features). An example, using Azure SQL will have limitations, as not all SQL functions can be 
used. Therefore application might need to be adapted to support a selected cloud provider”. 
During the re-architecting of a legacy system to utilise cloud services, a number of design principles 
should be taken into account as described in the following. A notable design principle is Handle 
Transient Faults (Figure 1). Despite the high availability of cloud services, random transient faults 
such as temporal faults in establishing a connection to a cloud service are likely to occur. Therefore, 
the legacy system should be enabled by implementing mechanisms to detect and handle different 
transient faults in the cloud. E10 shared his opinion and explained that: 
“Providers can disappear. It is quite important to analyse the need to implement mitigation 
features in the application to address possible discontinuities in the related providers”. 
Another important design principle is Decouple Legacy System Components. Thanks to the 
proliferation of cloud servers allowing software systems leverage multiple-clouds, systems can 
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change their deployment environment at the runtime regarding specific needs of the system, or user’s 
preferences. In order to support dynamic deployability and independent scalability of a system, the 
system needs to be modified for being stateless to minimise storing contextual data during their 
execution. The decoupling of legacy system components, enables independent elastic scaling of the 
components by dynamically adding/removing more instances of the same component, transparent 
access to components, and coping with failures. The importance of such a design principle was stated 
by E24 as a way “to minimise the amount of time needed for code refactoring if changing cloud 
provider”. Additionally, E16 stated the importance of decoupling for the fault tolerance when the 
system is run in the cloud. He said: 
“When you deploy on a cloud like EC2, your architecture has to take into account that parts 
could fail at any time: e.g., servers can go down, networks can have transient problems. In 
this sort of environment, you want to avoid deploying single monolithic. So what you do is 
break up your application into independent services, and you try to make those services 
stateless where you can. It makes the failure domain smaller by breaking up your application 
into services like this”.  
Coexistence of multiple instances of a system (or its components) at the runtime in the cloud requires 
clear session management of the system in order to track tenant’s activities in the cloud, and to 
dynamically ensure their security when system instances are added or removed. Hence, a legacy 
system should have enabled implementing session management mechanisms. This is captured in the 
proposed model by the design principle Make Legacy System Stateless.  
Finally, to support high business continuity and minimal downtime, the system components should be 
deployed over multiple cloud servers. This implies enabling the system to support synchronisation of 
its components (local replicas and those hosted in the cloud). To this end, the process model defines 
the elements Replicate Components and Synchronise Components. 
4.3 Enable phase 
This phase embraces a series of code modifications in legacy system in order to enable it to interact 
with and utilise cloud services in accordance with a cloud solution designed in the Design phase. The 
modifications may lead to either the implementation of new components to be integrated with the 
existing system components or hosted in a cloud server separate from the system. 
As shown in Figure 1, the process model includes three types of modification activities for dealing 
with incompatibility issues between legacy systems and cloud services. These are classified under the 
process element Resolve Incompatibilities. A basic form of the modification is to Refactor Code 
which is to modify legacy system codes and interfaces to remove mismatches with cloud service. 
Mismatches can be in the form of interface signature, operation ordering, operation names, message 
format, interaction protocols, and data type. Alternatively, developing integrators (or wrappers) can 
serve to resolve incompatibilities. This is captured by the activity Develop Integrator in the process 
model. Integrators provide an abstraction layer, keeping legacy system codes untouched facilitating 
system interoperability and portability over multiple clouds. The third type of modification is captured 
by the element Adapt Data which is related to the modification of legacy data. Migrating legacy data 
to a cloud database solution might cause different incompatibility issues so that business logic layer 
cannot call data access layer functionalities as it previously did. For instance, migration to/from a 
relational database from/to a non-relational/non SQL database (e.g. Amazon SimpleDB) may imply 
applying different adaptations such as data type conversions, query transformation, database schema 
transformation, and implementing runtime emulators. 
In cloud environments, each service consumer is called a tenant [72, 73]. Multi-tenancy is an ability to 
use the same instance of a cloud service at the same time by different tenants. It maximises resource 
utilisation and profit since only one system instance is required to deploy in the cloud. Each tenant 
feels that he/she is the only users of the systems and able to customise system components such as 
user interface appearance, business rules, sequence of workflow execution, and last but not least the 
system code. A major concern in the migration from single-tenant architecture to a multi-tenants one 
is the isolation of tenants that concurrently access the system components such as data and resources. 
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In the proposed process model, there are five sub-classes of the construct Isolate Tenants which 
maintain security, performance, fault, customisability, and availability of tenants using the system and 
cloud services (Figure 1). Each tenant should be properly authorised, load a right instance of the 
system, and be protected from unauthorised access by other tenants that are using the system, as E6 
pointed out: 
“The big issue with multi-tenancy is the security posture of the system. Some customers don't 
want their data mixed with other customers’ data. If you have to use a multi-tenant model then 
your security controls must be in place and you need to be able to explain what those controls 
are”.  
To address system security in the cloud, the superclass element Encrypt/Decrypt Entities (Figure 1) 
has three subclasses as defined in the following. The code blocks of the system which reflect an 
organisation’s business processes might need to be secured prior to hosting in the cloud in order to 
protect unauthorised access by other tenants which are running on the same cloud. With respect to 
this, in the process model the element Obfuscate Codes is to assure the confidentiality of code 
execution through encryption mechanisms so that no other tenants will be able to access, read, or alter 
the code blocks within the system when running on cloud servers. In the case of deploying database in 
the cloud, not only the database might be threatened by external malicious tenant attacks, but also 
cloud providers may be granted access to the database and they may deliberately or inadvertently 
adventure the database [74]. Furthermore, as the cloud providers may have their subcontractors, the 
subcontractors may also have access to the database and affect organization’s database confidentiality. 
With respect to this E14 said: 
“When you move your data into the cloud you lose the control who can access, manipulate, 
etc. it. Again for most people using Facebook, Google Services, etc. privately unfortunately it 
is not important and they do not care, but for enterprise applications it is highly important that 
you protect your data and control the access, etc. to it”.  
Therefore, encrypting system’s database prior to hosting it in the cloud environment, as captured by 
the element Encrypt Database, is to address database confidentiality concern. Database encryption 
subsequently may imply extending the data access layer with the new functionalities so as to run SQL 
queries over encrypted database including select, join order, and aggregate operations as stated by 
[S43]. The third subclass of Encrypt/Decrypt Entities is Message encryption/decryption which is 
performed to secure messages transmission between the local legacy system components and those 
components which are either hosted on the cloud or distributed across multiple clouds.  
Elasticity is the ability to scale up and down depending on resource demand and provide a mean for 
optimizing resource usage [75]. If the required resources of a legacy system significantly vary during 
in the course of its execution, the system should be extended to support dynamic resource acquisition 
and release of cloud resources. With respect to this, the element Enable Elasticity is defined in the 
process model. E22 said: 
“Considering efficient use of resources by the application needs to be taken care of in entire 
software development lifecycle; design, programming and coding, DB design and so because 
cost model is different than legacy deployments and is usually usage based in cloud-based 
applications and services”.  
Generally speaking, two common types of scalability are applied to cloud environments to provide a 
foundation for the elasticity [34]. There are vertical and horizontal scalability. The former is to add 
new computational resources to a cloud server (e.g. more CPU, RAM or hard drive space) and the 
latter is to add more instances of cloud servers for getting enhanced system performance. 
Implementation of the vertical scalability depends on the ability of the cloud service provider to 
support this feature. On the other hand, the horizontal scalability depends on how legacy system 
components are able to handle it and therefore it requires planning and ensuring whether required 
resources are available. For instance, re-architecting a legacy system performing transactions to 
support a horizontal scalability would need replicating data layers in servers and thus implementing 
additional concurrency management mechanisms in legacy systems.  
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Elasticity feature in a legacy system can be realised by implementing a new elasticity controller being 
embed in the system or separately hosted in the cloud server which continuously monitors the system 
resource usage variables and performs appropriate action to acquire or release resources on the basis 
of a set of scaling rules/conditions related to specific workload, threshold, events, or metrics.  
Additionally, the construct System Rebalancing in the process model is the termination of system 
instances in a low-preference cloud and resuming its execution in a high-preferred cloud in order to 
satisfy system user preferences. If required, the legacy system should be extended to a new 
component which will be responsible for rebalancing the system at the runtime based on a set of 
rebalancing policies. E25 shared his own experience by saying:  
“Regarding application re-balancing, typically we used various cloud providers based on their 
location and performance to our end users. Development was all done in the same (lowest-
cost) cloud provider while production was pushed to any cloud provider that could run our 
applications and be close to the users”.  
Once modifications are applied to legacy systems through abovementioned process elements, the 
system will then be examined through the activity Test System. This element is performed to ensure 
that system conforms to the expectation of the cloud migration. As shown in Figure 1, the process 
model includes several subclasses of the test activity including Test Network Connectivity, Test 
Scalability, Test Multi-Tenancy, Test Security, Test Performance, Test Interoperability, Test 
Scalability, and Test System.  
Finally, the activity Deploy System refers to installation of legacy components on the cloud servers. 
Different third-party libraries and tools (.e.g. monitoring and reporting tools) might be required to be 
installed both in the cloud and the local network; and this should be done prior to running the system 
in the cloud. Once the system migrated to the cloud, the connection between the local network and the 
migrated system in the cloud may still be required. In this regard, the activity Reconfigure Network is 
performed to reassign network addresses and configuring policies to assure the security of the system 
will be satisfied in the cloud. This will assure that tenants’ reachability policies for accessing the 
system still are observed in the cloud. 
5. Research Implications 
Prior researches largely have been devoted to either adhocracy development of technical-oriented 
solutions for the integration of legacy systems to cloud services and identification of the drivers and 
determinants for aspects of successful cloud adoption. This article contributes to the cloud computing 
literature by deriving a set of important process elements involved in the moving existing legacy 
systems from on-premise to cloud platforms. Twenty nine elements are identified and categorized in 
three groups plan, design, and enable phases. The study results in a complementary model are 
consistent with previous research in the sense that it consists of more granular process elements 
discussed in ex-ante literature. They are critical to understand how to conduct legacy system 
reengineering to cloud platforms. Such understanding in turn is expected to lead to concrete 
guidelines for organizations which are either at the edge of transition to the cloud or are moving from 
an existing cloud platform to a new cloud platform in post-adoption phase. [5] identifies and classifies 
studies relevant to the cloud migration, focusing on existing techniques and methods and reflecting on 
areas of future research. A recent study [6] proposes an evaluation framework to highlight criteria that 
an ideal cloud migration process model should adhere to. The current study extends cloud computing 
body of knowledge by presenting a model that facilitates understanding of underlying structure of the 
cloud migration process by unifying and distilling cumulated knowledge in the literature evaluated by 
domain experts. This in turn is expected to enhance communication among various roles involved in 
the migration process.  
This model is a useful starting point for providing contextual education to the current IS scholars and 
practitioners as well as newcomers to the cloud computing field to envisage an overall view of the 
transition to the cloud environments. From this angle, this research can be viewed as a response to the 
call made by Tran et al. [76] where they identified key factors affecting cloud migration costs, among 
them the costs involved in the learning curve of cloud migration as a cause of cost overheads. Also, 
 18 
 
due to the generic and independent nature of the presented model from any particular cloud migration 
scenario or underlying technology, it can also be thought as a knowledge sharing artefact for 
enhancing communication and knowledge transfer among IS scholars and practitioners by acting as a 
reference model. The need for this is corroborated by [25, 77].  
Furthermore, from the perspective of information system development, the model presented in this 
research provides a tool for organisations to analyse and appraise their acquisition method alternatives 
(e.g. in-house or off-the-shelf methods) when moving from legacy to cloud platforms, as well as 
better understanding of the shortcomings, strengths, similarities, and differences among these 
alternative methods. This work further heeds Siau and Rossi recommendation for using a meta 
process model in IS method selection [78].  
6. Conclusion and future work 
Prior research in the cloud computing emphasises the availability of mechanisms that can ensure 
increased benefit and effectiveness of the cloud computing technology. To extend the trend and 
grounded in an extensive qualitative analysis of the literature and quantitative and qualitative 
evaluation by domain experts, we presented a legacy-to-cloud process model to explain how 
organizational legacy systems can be reengineered to utilize cloud services. Without entangling with 
technical implementation aspects of cloud migration, the model provides sufficiently generic insight 
into the key challenges in such transition. These insights include analysing organisational context, 
understanding cloud migration requirements, planning, understanding legacy systems, choice and 
impact of cloud platform for maintaining incompatibility between legacy systems and cloud services 
and subsequent code refactoring and data adaptation, distribution of legacy system components on 
cloud servers, tenant isolation, environment configuration, and testing.  
One limitation of this study is that even though the model is drawn from the literature and evaluated 
using domain experts, we do not claim its generalisability. There are still areas to augment the model 
by including new elements, in particular ones related to the post migration, i.e. referring to the phase 
after legacy systems are successfully moved from local original environment to a target cloud 
platform, which have received less attention in the current literature [79]. These elements may be 
related to the continuous monitoring and collecting critical data about legacy system health to assure 
SLAs and identify any violations of the agreement from cloud provider or areas that might need 
special attention, billing management to track tenants that use the services and accordingly bill them 
for their usage of the system in terms of time and resource, and system back up, patch update, 
decommissioning and withdrawing cloud services, and continuous integration of the system in the 
cloud in a smooth and coordinated manner.  
There is no universally superior or applicable method for all cloud migration scenarios and thus 
methods should be tailored with respect to the specific characteristics of the given scenario [80]. One 
option to resolve this issue is to extend the current study to provide a method engineering foundation 
[81, 82]. The method engineering approach is based on the idea that instead of looking for a universal 
information system development method, IS developers should construct methods by reusing and 
enhancing existing methods to meet project goals. The reuse gets supported with a model driven 
retrieval approach as illustrated in [83]. Reusing the actual existing process elements, which form a 
knowledge repository of key elements of cloud process with a possibility for extension, will enable 
constructing instances of migration methods that fit characteristic of a given migration scenario. By 
characteristics we mean factors such as code refactoring cost, the choice of a migration variant and 
target cloud platform, the pricing model of cloud providers, the capability of the development team, 
and time to market which may influence on method customisation.  
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