With the cointegration formulation of economic long-run relations the test for cointegrating rank has become a useful econometric tool. The limit distribution of the test is often a poor approximation to the finite sample distribution and it is therefore relevant to derive an approximation to the expectation of the likelihood ratio test for cointegration in the vector autoregressive model in order to improve the finite sample properties. The correction factor depends on moments of functions of the random walk, which are tabulated by simulation, and functions of the parameters, which are estimated. From this approximation we propose a correction factor with the purpose of improving the small sample performance of the test. The correction is found explicitly in a number of simple models and its usefulness is illustrated by some simulation experiments.
introduction and summary
The formulation of long-run economic relations as cointegrating relations (see Engle and Granger (1987) ) has lead to a widespread application of the vector autoregressive model for analyzing economic data. The most frequently used model is
If X t is I 1 and = , then X t − E X t is stationary, and X t is said to cointegrate with cointegrating vector .
Under the assumption of Gaussian errors, the derivation of the likelihood ratio LR test for the hypothesis = and = , the so-called trace test, and the estimation of the parameters are performed by the technique of reduced rank regression (see Anderson (1951) ). The asymptotic distribution of −2 log LR, under the assumption of i.i.d. errors is derived by Johansen (1988 Johansen ( , 1996 and 1 Discussions with Bent Nielsen and Henrik Hansen have been very useful for the results of this paper, and Henrik Hansen and Stefano Fachin have helped me with the calculations involved in the approximation of the moments using RATS and GAUSS. The results are available on http://www.math.ku.dk/ ∼ sjo/. The referees have done an extremely good job with the first version of the paper. One of them even found a mistake in the formulae, a fact for which I am very grateful. Their comments greatly improved the presentation of the results.
1929 Ahn and Reinsel (1990) . It is given by a nonstandard distribution expressed in terms of a Brownian motion and the deterministic terms. It does not contain any parameters and is tabulated by simulation as a function of n − r and n d because it is analytically intractable.
There are many studies that show by simulation that the small sample properties of the trace test are different from the asymptotic properties; see for example Cheung and Lai (1993) , Toda (1995) , Haug (1996) , and Gonzalo and Pitarakis (1999) . Ahn and Reinsel (1990) and Reimers (1992) proposed a small sample correction based on degrees of freedom, which is now commonly used, and Hansen and Rahbek (2002) employ ideas of profile likelihood to derive a correction of the Dickey Fuller test.
The distribution of the likelihood ratio test statistic depends on T and , where denotes the parameters under the null hypothesis. For T → the dependence on disappears, but not uniformly in . If is close to the boundary where the cointegrating properties change, the approximation can be very poor; see Nielsen (1997b) for a discussion.
The trace test is widely used for making inference on cointegrating rank in many econometric software packages. It is therefore of utmost importance to have a reliable procedure, which improves the asymptotic results. The obvious alternative at the moment is to check the inference by simulating the exact distribution, using for instance the estimated parameter values as representing the DGP, and generating i.i.d. Gaussian errors or possibly resampling the errors from the fitted model. This gives the same limit distribution but not necessarily an improved approximation because of the nonuniformity in the convergence.
In this paper we suggest a correction factor to the likelihood ratio test that improves the finite sample properties. The idea is that of the Bartlett correction; see Bartlett (1937) . Bartlett suggested finding the expectation of the likelihood ratio test statistic and thereby correcting it to have the same mean as the limit distribution.
A more precise formulation is as follows. We let denote the parameters of (1) under the assumption that = and = . We want to derive an approximation to E −2 log LR = , = 1 ], which is a function of and T under the assumption of Gaussian errors. The result is expressed in terms of the LR test of * = 0, * = 0 in the model for X * t , of dimension n − r,
It turns out that if * = 0, * = 0, then f T n − r n d = E −2 log LR * = 0 * = 0 0 1
only depends on T , n − r, and n d and can therefore be tabulated by simulation. We can find an approximation to E −2 log LR = , with f n − r n d = lim T → f T n − r n d and a T n − r n d = f T n − r n d /f n − r n d . In this paper we derive an analytic expression for b . The calculation of a T n − r n d is difficult; see Larsson (1997 Larsson ( , 1998 , Nielsen (1997a) , Abadir, Hadri, and Tzavalis (1999) , and Doornik, Nielsen, and Rothenberg (2002) , so we suggest tabulating it by simulation as is done with the limit distribution. We then propose a simplified version of the correction factor and check its usefulness by simulation.
In many situations in classical statistics with i.i.d. observations, the Bartlett correction gives a remarkable improvement of the fit; see Bartlett (1937) and Lawley (1956) , who prove that the approximations of higher order cumulants are improved in the same way as the mean. In the unit root case, however, we know that we cannot expect the same. In fact Jensen and Wood (1997) show that the Dickey-Fuller test in a univariate situation cannot be Bartlett corrected, even though Nielsen (1997a) shows that one in practice can get a better fit. This idea is followed up by Bravo (1999) who shows that for the univariate Dickey Fuller test it holds that for the cumulants of order 2, 3, and 4 the coefficient of the T −1 term is decreased by correcting the mean. In Jacobson and Larsson (1999) a correction factor is derived for a bivariate cointegration model for a single equation cointegrating test. Again the null hypothesis is that there is no cointegration, so that under the null hypothesis no parameters are present.
It should be noted that the calculation of the correction factor (4) is tied to the particular model (1), using the idealized assumptions that the errors are i.i.d. Gaussian, the lag length and cointegrating rank correctly specified, that is, that the data generating process is contained in the statistical model. Thus, when applying the correction, it is important to check the assumptions of the model carefully. We believe that the calculation is useful as a complement to the asymptotic analysis since it analyses the effect of the nuisance parameters and demonstrates that an uncritical use of asymptotic tables can be misleading.
In the following we repeatedly find stochastic expansions of the form
where A i T ∈ O P 1 . We write
to indicate that we have kept terms of order T −1 , and similarly, Q T 0 = A 0 T to indicate that we have kept terms of order T 0 , when replacing Q T by the righthand side. We apply these expansions to approximate E Q T by the expectation of the right-hand side and write therefore
Parameter Functions
Under the assumption that the process X t , given by (5), is I 1 , we let Y t be the process
corrected for its mean. The process Y t is a stationary AR(1) process of dimension n y = r + k − 1 n, given by the equations
We use the identity
to decompose t into the permanent shocks B t and transitory shocks U t :
of dimensions n b = n − r and n u = r, so that B t U t are i.i.d. N n 0 I n . We find the representation
We define the variances and covariances
The variance can be found from the linear equations = P P + Q Q , with solution vec = I n 2 y − P ⊗ P −1 vec Q Q . For numerical purposes it is an advantage to diagonalize P and let P = KRK −1 , where R = diag 1 n y . Then
give the long-run variances and of Y t and Y t respectively. We normalize these by , the variance of Y t , and define the matrices
Finally we need matrix
The trace of V can be calculated as follows:
Hence we find tr V = tr I n y − P V ⊗ P I n 2 y − P ⊗ P −1 + tr V P I n y + P −1
Equivalently we can find an expression in terms of the eigenvectors and eigenvalues of P = KRK −1 :
3 Product Moments of Random Walks
We define the extended process A t of dimension n a = n − r + 1, 
The moments M M + , and M ++ converge to functionals of Brownian motion as discussed in Lemma 2 in the Appendix, whereas K j and M − have to be normalized by T −1/2 to converge.
4 The Correction Factor
We now formulate the main result about an approximation of the expectation of the log likelihood ratio test for cointegration. and K j are defined in (18) and (19) and the coefficients V are found in (12), (13), and (15) .
The proof will be given in Appendix A based upon an expansion of the likelihood ratio statistic. We next derive the correction factor. Let n b = n − r be the dimension of B t or the number of common trends, and define the functions (see (4))
A consequence of Theorem 1 is the following corollary, which implements the approximation to a correction factor for the likelihood ratio test. 
Here , and j are defined in (11), (12), and (13) , and 
The first term is
Hence we find
It is shown in Lemma 2 in the Appendix, that the matrices M M + M ++ M − K j have expectations that are proportional to the identity matrix, so that for instance tr
which is the result given in Corollary 1.
Q.E.D.
The matrix appearing in c 2 is V + V = + −1 which measures the "ratio" of the long-run variance to the short-run variance of the process Y t . We do not have an interpretation of the coefficient c 3 . Note that the parameters c 1 c 2 , and c 3 do not depend on or n d , but on the remaining parameters
and hence the dimensions n and r and lag length k.
5 Implementation of the Correction Factor
In order to implement the correction (22) in practice we need to cal-
These are complicated functions of a random walk, and we choose to tabulate them by simulation for the most commonly used values of n d = 0 1 2, as well as for the situation with no deterministic terms, denoted by n d = * .
We use 500,000 simulations and fit a polynomial in
described by a polynomial in n b /T and 1/T ; see Table I . This approximation is correct to two decimals. A similar methodology is used to find g n b n d and h n b n d (see Table II ), and to describe them as a polynomial in 1/n b . Finally it is seen by the same methods that k T n b n d j → 0 T → , so that k n b n d j = 0 is a good approximation. 
where * denotes the model without deterministic terms.
Details on the simulations can be found in Johansen, Hansen, and Fachin (2002) , where also a RATS program is given for calculating the correction factor for given values of T n b n d . We therefore propose to use the correction factor a T n b n d 1 + b ˆ /T , where
where the approximations to the coefficients a T n b n d g n b n d , and h n b n d are given in Tables I and II , and the coefficients c i = c i are defined in Corollary 1.
The next section contains some simulations to investigate if the correction factor can improve the asymptotic tables for the likelihood ratio test to get more accurate information on the size of the test. Here we briefly discuss the power.
It is obvious that when correcting the size of a nominal 5% test from the actual value around 25%, say, to around 5% by the correcting factor, the power is decreased correspondingly. In order to investigate if the correction factor also improves the finite sample approximation under the alternative one would have to calculate the expectation under the alternative, and the reformulations and expansions found in this paper may have to be modified. We know, however, 
b for n d = * 0 1 2, where * denotes the model without deterministic terms.
that the likelihood ratio test is consistent in the sense that if the data generating process has rank r + r 1 , then −2 log LR is of the order of T and hence the power tends to one. The asymptotic power against local alternatives has been studied in Johansen (1991) . The corrected test will be consistent with the same local power properties if b ˆ is bounded. The coefficient b is a function of the parameters as given in Theorem 1, and it is seen that as long as I n y − P is a full rank matrix, or equivalently P does not have a unit root, then the coefficients are well behaved. In order to analyze this, assume that the DGP under the alternative has the form
where is n × r and 1 is n × r 1 . Under the local alternative we assume that 1 is O T −1 . Let P = P r be defined by (8) on the basis of only and , whereas P r + r 1 is defined similarly on the basis of 1 and 1 . The assumption that X t is I 1 under the alternative means that P r + r 1 has eigenvalues less than 1 in absolute value, and the assumption that X t is I 1 under the null hypothesis means that P r has eigenvalues less than 1 in absolute value. We want to estimate the parameters of the null hypothesis so that they are consistent even under the local alternative. We therefore estimate them from the unrestricted VAR by reduced rank regression. By the methods of Johansen (1996, Chapter 14) it can be proved that these estimators are consistent even under the local alternative.
some special cases
In this section we illustrate the results in some special cases, where the coefficients can be worked out explicitly, and which are therefore convenient for gaining some intuition for the result.
1 The Test for No Cointegration in the Model with Two Lags
We consider the test of = 0 and = 0 in the model (1) with k = 2 and n d = 1:
Under the null hypothesis there is no cointegration, but parameters 1 , and . The distribution of the test statistic does not depend on and , so in the DGP we can take = 0 and = I n . We can find a simple expression for the correction factor, if we consider the DGP given by 1 = I n −1 < < 1, and hence see the effect of the short term dynamics. In this case we have = = 0, ⊥ = ⊥ = I n , a For the simulations we assume = 0 = 0 1 = I n , and = I n . Each entry shows the simulated rejection probability of a nominal 5% test using asymptotic critical values, over the rejection probability for the corrected test with the correction factor in parenthesis. The number of simulations is 10,000. The correction is calculated from (26).
and that Y t = X t − E X t is autoregressive with coefficient P = I n , Q = I n , and Y t = m=0 m t−m . This gives
From (23) we get the correction factor with k = 2 r = 0 n b = n n d = 1:
Some simulations were performed and are given in Table III to illustrate the usefulness of formula (26). Note that as tends to 1, where X t becomes I 2 , the rejection probability of the test increases almost to one, and hence the asymptotic I 1 critical values (Johansen (1996, Table 15 .4)) for the trace test are not useful. Thus, it is important to test if the process is I 2 before determining the rank of . The correction factor manages to correct the rejection probability to a reasonable level for ≤ 0 6 − 0 7, say. For = 0 6 and T = 50 a nominal 5% test, using the asymptotic critical values, has a rejection probability of 83%. The correction brings the value down to around 4%. As the test becomes even more distorted the correction factor overcorrects due to the singularity in the expression 1/ 1 − .
If we define the size of the test of = 0 = 0, using a critical region C, as max 1 P 1 C , then by applying the asymptotic critical values the size of the test is very close to 1, since this is the value we get for close to 1. The corrected test appears to attain the largest rejection probability of 7-9% around = 0, but the choice of DGP 1 = I n does not allow determination of the actual size.
2 The Test for Rank One in the Model with One Lag
The model with k = 1 and n d = 1 is X t = X t−1 + t + + t (27) and we test = , = , where and are n × 1 . Under the null hypothesis,
so that = var X t = / 1 − 1 + 2 and P = 1 + , Q = n y = 1. We define the parameter
(see (9)), and find the coefficients
From (23) we find the correction factor for testing r = 1 in the model with only one lag:
In model (27) it is enough to consider DGP's with
The stationary process X t − E X t is autoregressive with parameter 1 + = 1 + a 1 . If we consider a sequence → = 0, then a 1 = → 0, and in the limit r = 0, so there is no cointegration. If, however, we let → = 0, but so that = 0, then again a 1 = → 0 but the process is in the limit I 2 . Thus the interpretation of the singularity at a 1 = = 0 depends on the direction it is approached. We choose to tabulate the rejection probability as a function of a 1 a 2 for a 1 = −0 1 −0 8 a 2 = 0 0 −0 1 −0 8. The function is symmetric in a 2 , so that Table IV suitably extended covers all possible simulation results for n = 5 r = 1. It is seen from Table IV that if we are close to an I 1 model with lower rank a 1 → 0 a 2 = 0 , then the distribution is shifted to the left, and the rejection probability is less than 5%, and if we are close to an I 2 model a 1 → 0 a 2 = 0 , the distribution is shifted to the right, and the rejection probability is greater than 5%, as was also seen in Section 3.1.
By applying the asymptotic critical values the size of the test is at least 29.9% for T = 50, since this is the value we get for the combination a 1 = −0 1 and a 2 = −0 8. By applying the correction we get a test where the maximal simulated value of the rejection probability is attained for a 1 = a 2 = −0 8, and further simulations indicate a size around 9%.
The Dickey Fuller Test for Rank Zero in the Model with k Lags
We consider the test of = 0 and = 0 in the statistical model (1). We can evaluate the expectation of the test statistic in the simple case of a DGP, where a For the simulations we assume that = , = , where = 0, = a 1 a 2 0 0 0 , = 1 0 0 0 0 , = 0, and = I 5 . Each entry shows the simulated rejection probability of a nominal 5% test using asymptotic critical values, over the rejection probability for the corrected test with the correction factor in parenthesis. The number of simulations is 10,000. The correction is calculated from (28).
we assume 1 = · · · = k−1 = = 0 and = 0, in which case X t = d t + t , in order to see the effect of lag length k. The stationary process Y t is of dimension n y = k − 1 n, and when all i = 0, it is given by
We find
where e i is the ith unit vector in R k−1 and E k−1 is the k − 1 × k − 1 shift matrix defined by
Note that E k−1 k−1 = 0, and that
We find for ⊥ = I n that V = 0 and
and hence we get c 1 = tr V = n k − 1 = n y , and since n y = tr V , we find c 2 = tr I n y − V − V = tr I n y − V = n y − n y = 0. Finally to find c 3 we evaluate
since tr P i+1 = 0, and hence
This coincides with (26) for k = 2, = 0, and n d = 1. For k = 1 we just get the correction factor a T n n d , corresponding to the normalization on the Dickey Fuller test in the model with one lag. The simulations in Table V show that as long as the number of parameters per observation, kn/T , is less than 0.2, the formula gives a reasonable result. Thus for instance for n = 5, k = 2, T = 50 the rejection probability of a nominal 5% test using asymptotic critical values is in fact close to 37%. The correction gives a test with rejection probability around 11%, which is much better than the direct use of the asymptotic tables.
Note that if we set h = g = 0, the second factor becomes 1 + k − 1 n/T which corresponds to multiplying the likelihood ratio test by T − k − 1 n /T , which is the correction found by Hansen and Rahbek (2002) based on an argument involving a profile likelihood, whereas Ahn and Reinsel (1990) and Reimers (1992) suggested use of T − kn /T . Both of these "degrees of freedom" corrections capture part of the dependence on lag length, but not the dependence on the parameters. ( 1.03) a For the simulation we assume that n = n b = 5, n d = 1, and = 0, = 0, i = 0 i = 1 k, = I n . Each entry shows the simulated rejection probability of a nominal 5% test using asymptotic critical values, over the rejection probability for the corrected test with the correction factor in parenthesis. The number of simulations is 10,000. The correction is calculated using (29).
4 A Real Life Example
We illustrate the methods by a data set taken from Johansen (1996) . We consider the Danish data set consisting of the four variables m t (log real M2), y t (log real income), i b t (bond rate), and finally i d t (deposit rate) observed quarterly from 1974:1 to 1987:3. We fitted a model with two lags, restricted constant term, and seasonal dummies.
We decided in the book to take r = 1, to illustrate the methods, even though the trace statistic (49.14) was below the 95% critical value 53.42 in the asymptotic distribution. We here investigate by simulation the rejection probability of the test that uses the asymptotic distribution, and the effect of applying the correction factor in order to mimic an actual application.
In each simulation we use the estimated values of the parameters ˆ ˆ , 1 ˆ from the Danish data to define the data generating process. We simulate 10,000 time series with 53 observations, which was the number of observations in the example. The processes are started at the actual initial values and, to simplify, the seasonal dummies have been left out. In each simulation we estimate the parameters and the correction factor.
We first let r = 0, and hence use only the parameters 1 from the data generating process. We next assume that r = 1 and simulate the data using the estimated adjustment and cointegration vectorˆ andˆ and 1 . We compare in Table VI the simulated 95% quantiles with the asymptotic ones. The simulated quantiles are larger than the asymptotic ones and this is what is captured by the correction factor. There seems to be very little statistical evidence of cointegration in the Danish data.
We also see that the direct use of the asymptotic tables gives for the test of r = 0, a 19% rejection probability instead of the nominal 5%. The rejection probability of the corrected test is 6%. For r = 1 we get 17% instead of 5%, but the correction factor brings the rejection probability down to 4%.
When we simulate the DGP with r = 1, and use the corrected test statistic for the hypothesis that r = 0, we find the power of the test. Using the 95% critical (1.21) a The columns give the rank and common trends tested, the asymptotic 95% quantiles and the simulated ones. Next follows the simulated rejection probability of a nominal 5% test using asymptotic critical values, over the rejection probability for the corrected test with the correction factor in parenthesis. As DGP we use the estimated values from the Danish data.
values from the asymptotic distribution we find the power 90.8%, and using the correction factor we get 76.9%. Thus the power function is shifted down by the correction factor. We get the same value whether we use the estimates under the hypothesis r = 0 or the estimates from the unrestricted VAR.
conclusion
A detailed analysis of the Taylor's expansion of the trace statistic for cointegrating rank gives an approximation of its expectation. This is used to suggest a correction factor to the trace statistic of the form a T n b n d 1 + T −1 b ˆ , where denotes the parameters under the null hypothesis, and a T n b n d is the correction factor needed for the test of no cointegration in the model with one lag and dimension n b = n − r. A numerical approximation to a T n b n d is found by simulation and a computable formula for b is given. A general conclusion from the simulation experiments is that as approaches a boundary point, where the process is almost I 2 , the rejection probability of a nominal 5% test grows in some cases to almost one, meaning that a nominal 5% test can have very large size. The correction factor also grows and manages to capture part of the size distortion.
Throughout, however, the corrected rejection probability is closer to the nominal value, so there seems to be a large area of the parameter space where the correction appears to be a useful supplement to the tool box for the analysis of cointegrated systems. Universitetsparken 5, 2100 Copenhagen Ø, Denmark; sjo@stat.ku.dk; www.math.ku.dk Manuscript received July, 2000; final revision received December, 2001 .
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APPENDIX A
This Appendix contains the proof of Theorem 1. We first show that by introducing a model with a simple hypothesis on the cointegrating space, we can exploit previous results (Johansen (2000 (Johansen ( , 2002 ) and simplify the derivations. Then we introduce a convenient reparameterization of model 1 and use it to derive an expansion of the test statistic in Theorem 2. Section A.4 contains some asymptotic results on the moment matrices and the detailed evaluation of the terms in the expansion is left to Section A.5.
A 1 A Simple Hypothesis on the Cointegrating Space
We define model 3 by specifying the cointegration space sp 0 and sp 0 , that is = 0 = 0 r × r . In this case the model equations are
Note that the parameter can be absorbed in , and that 3 ⊂ 2 ⊂ 1 , in the sense of inclusion of parameter space.
The test for cointegrating rank is the test of 2 in 1 , but it is convenient to use the usual trick (see Lawley (1956) ) and compare the two models by introducing 3 . Let L i denote the maximized likelihood in model i ; then
and hence
The purpose of this expression is that we can use results for −2 log LR 3 2 from Johansen (2000), which deals with the correction factor for a simple hypothesis on in the cointegration model 2 . Here we find a correction to the joint test of rank and , −2 log LR 3 1 , by deriving an expansion of the expectation and finally we find the required approximation to the expectation of the test for cointegrating rank by subtraction. The reason for introducing the model 3 is that under the null hypothesis, estimation of (30) is a simple regression that facilitates the calculations.
A 2 A Reparameterization of 1 It is of course easy to derive the test statistic of 3 in 1 , applying the usual regression formulae based upon equations (1) and (30). We find with an obvious notation
We want to calculate the expectation of (31) for a given value of the parameters 0 0 , etc. which we call the true value. In order to get more manageable expressions we introduce a new parameterization and new regressors using the true value of the parameters, as described in detail in Johansen (2000 Johansen ( , 2002 .
We use¯ 0 = 0 0 0
⊥ and define new parameters and = 1 2 as functions of the old by
The old parameters are given in terms of the new by
The hypothesis = 0 0 is then expressed as = 0.
Model equation (1) with the new parameters is
Under 3 , it holds that E 0 X t−1 + 0 D t and E X t are linear in d t ; see Johansen (2002) . We therefore introduce the stationary regressors
by modifying suitably. Note that Y t = V t Z t ; see (7). We replace the regressors
and model equation (32) 
where the dimensions are indicated below each variable. The test for 3 in 1 is the test for = 0 in (34). The estimators for the parameters , and are found by regression of X t on V t−1 A t−1 Z t−1 d t , and under the hypothesis = 0 the parameters can be found by regression of
Similarly the model 2 can be reparameterized as
(see equation (14) in Johansen (2000)) and the test for 2 in 1 is the test for = 0 in (35).
A 3 The Likelihood Ratio Test and its Expansion
We define the product moment matrices M •• for the variables X t t , and d t at time t but V t−1 A t−1 , and Z t−1 lagged one period. Thus for instance
We use the notation for any three process X t U t , and V t , say,
and in particular we use a notation for the moment matrices corrected for the lagged differences Z t−1 and d t , since many results look a bit simpler this way, and some results can be taken from Johansen (2000):
These moment matrices appear naturally when the likelihood function is concentrated with respect to and . The likelihood ratio test of 3 in 1 is the test that = 0, which is expressed in terms of product moments as
aa·v S a ·v S ·v which is just another expression for (31), but given in terms of processes that are normalized. Hence with N = T S −1 ·v S a·v S −1 aa·v S a ·v , which is O P 1 , we find
indicating that we have kept terms of order O P T −1 . 
where N 1 and N 2 are O P 1 . From (37) we find
The term N 2 can be rewritten as follows 
Hence the term N 22 in (39), becomes
which cancels the double product from 1 2 Taking expectations, we find that E M is invariant under all orthogonal transformations and hence proportional to I n b . This proves (41).
Q.E.D.
In order to find the asymptotic properties of the moments we define the processes It is seen that all these processes are mutually independent. Suitably normalized the process A Ts (see (33)) converges to a limit F , which depends on W and the deterministic terms. 
we find
It follows (see (19) ) that
Note that the limits of
is independent of W . 
It follows that
aa M ay is Gaussian with the same limit distribution as
Proof: The Central Limit Theorem shows that T −1/2 M yb M yy − T is asymptotically Gaussian with mean zero. We apply in the following the well known formula for the moments of a multivariate Gaussian distribution X with mean zero and variance cov X i X j X k X l = ik jl + il jk , from which it follows that for any linear processes S t H t K t , and L t with exponentially decreasing coefficients and independent identically distributed Gaussian errors we have
where for instance sk m is the covariance function for the processes S t and K t . The formula (52) implies the results in (47) 
We define the functional M = M˜bãM Q.E.D.
A 5 Proof of Theorem 1
Proof: We apply the expansion from Theorem 2, and we find that the expectation of the last five terms are calculated in Johansen (2000, proof of Theorem 4, p. 775) . It is shown there that the total contribution of these terms is
where v = tr 
We start with the second term in (55). The factor T −1 in front means that we can replace matrices by their limit. From the definition of S aa·v (see (36)) we find with Y t = V t Z t that because A t−1 is orthogonalized on d t we have M aa·d = M aa and M ya·d = M ya and then get
Similarly we find the evaluations
so that
in the sense that the difference tends to zero in probability. We now replace the expectation of the right-hand side by the expectation of the left-hand side and write therefore
What remains is the first term of (55). We expand it as follows:
where we have used that M ad = 0, since A t−1 has been orthogonalized on d t . We get a number of different terms when expanding and keeping terms of order T −1 :
The expectation of the trace of the first term is is given by (14) and V by (15). Adding these contributions we note that the first term in E tr K 4 cancels (54) and we find the result in Theorem 1.
The final part of this proof contains an evaluation of E tr K 1 E tr K 4 , in order to prove these relations. Inspecting the expressions for K 1 K 4 , one can see that one can normalize Y t so that = I n y , and A t−1 so that M aa = I n a . This simplifies the notation. where V is defined in (15).
