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ABSTRACT 
We examine the following question: Suppose R is a principal ideal domain, and 
that F is an n X m matrix with elements in R, with n > m. When does there exist an 
m x n matrix G such that GF = I,,,, and such that certain prescribed minors of G 
equal zero? We show that there is a simple necessary condition for the existence of 
such a 6, but that this condition is not sufficient in general. However, if the set of 
minors of G that are required to be zero has a certain pattern, then the condition is 
necessary as well as sufficient. We then show that the pattern mentioned above arises 
naturally in connection with the question of the existence of decentralized stabilizing 
controllers for a given plant. Hence our result allows us to derive an extremely simple 
proof of the fact that a necessary and sufficient condition for the existence of 
decentralized stabilizing controllers is the absence of unstable decentralized fixed 
modes, as well as to derive a very clean expression for these fixed modes. In addition 
to the application to decentralized stabilization, we believe that the result is of 
independent interest. 
1. INTRODUCTION 
In this paper, we examine the following question: Suppose R is a principal 
ideal domain, and that F is an n X m matrix with elements in R, with n > m. 
*This research was supported by The Natural Sciences and Engineering Research Council of 
Canada under grant no. A-1240. 
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When does there exist an m X n matrix G such that GF = I,,,, and such that 
certain prescribed minors of G equal zero? 
To make the problem formulation precise, let RnX"' denote the set of 
n X m matrices with elements in R, and let I,,, denote the m X m identity 
matrix. Following Marcus and Mint, let S(m, n) denote the set of all strictly 
increasing m-tuples with elements from { 1,. . . , n }. Thus S( m, n) consists of 
all m-tuples (i,,..., i,,) with 1 < i, < i, < . . . < i,, < n. The set S(m, n) is a 
convenience for labeling the m x m minors of an n x m or m x n matrix. 
Thus if F E Rnx”’ and J E S(m, n), then f,. denotes the m x m minor of F 
consisting of the rows from J and all columns. Similarly, if G E R”lX”, then 
g _I denotes the m X m minor of G consisting of all rows and of all the 
columns in .Z. 
With this notation, the problem at hand can be stated as follows: Given 
FE Rnx"' and a subset D of S( m, n ), when does there exist a matrix 
G E R”’ X n such that GF = I, and such that g ., = 0 for all J P 8? This 
problem arises in the design of decentralized stabilizing controllers; this 
application is studied in Section 4. 
2. PRELIMINARIES 
In this section, we state a few preliminary results concerning the problem 
posed in the Introduction. The purpose of these results is to demonstrate that 
there is a natural transition from previously known results to those presented 
here in subsequent sections. 
LEMMA 1. Suppose F E R” x “I. Then there exists a G E R”’ x n such that 
GF = I,,, if and only if the ideal generated by the set of minors { fi., 
J E S(m, n)} equals R. 
For the case where R is a principal ideal domain, Lemma 1 is well known 
and the necessary and sufficient condition can be equivalently stated as “the 
greatest common divisor of the set { fi., J E S(m, n)} is one.” However, 
Lemma 1 as stated is valid over any commutative ring with identity; see [l, 
Theorem (S.l.lZ)]. 
LEMMA 2. Suppose F E R” x n’ and that 52 is a subset of S(m, n). Then 
there exists a G E R" Xn such that GF = I,, and such that g .] = 0 for all 
I 4 L? only if the ideal generated by the set of minors { fr., ] E D } equals R. 
Note that when Q equals S(m, n), Lemma 2 reduces to half of Lemma I. 
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Proof. This is a direct consequence of the Binet-Cauchy formula. If such 
a G exists, then 
l=(Z,I=IGFI= c g.,fJ. 
lES(m,n) 
since g ., = 0 whenever _Z 4 Qt. n 
The rest of the paper is devoted to a study of the sufficiency of the 
condition in Lemma 2. That is, if the minors { f,., JE 52 } together generate 
R, does there exist a suitable G? It appears that the sufficiency of the 
condition is tied up with the nature of the set a. The following example, due 
to Hans Schneider, demonstrates that the condition is not always sufficient.’ 
EXAMPLE 1. Let R = Z, the set of integers, let n = 4, m = 2, and let 
Suppose 5Z = { (1,2),(3,4)}. Since the minors &i a). = 2 and f;3,4j = 3 are 
coprime, clearly the condition of Lemma 2 is satisfied. Yet, there does not 
exist a G E Z2x4 such that GF = I, and such that 
g .(1,3) = g .(1,4) = g .(2,3) = g .(2,4) = ‘. 
To see this, we proceed as follows: First, the fact that GF = I, implies 
that G has rank 2. Hence G has at least two nonzero columns. Next, suppose 
that G has exactly two zero columns. Then the remaining two columns of G 
must form the inverse of the corresponding 2 X 2 submatrix of F. However, 
rw 2 X2 submatrix of F has an integral inverse. Next, suppose that G has 
either one or zero zero columns. Then the requirements on the minors of G 
imply that all the nonzero columns of G are proportional, whence G has rank 
one. Thus GF cannot equal I,, which has rank 2. Hence no such G exists. 
‘We thank the referee for simplifying the original version of this example 
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Thus the above example shows that the converse of Lemma 2 is false in 
general. The principal result of this paper shows that the converse is true 
provided the set D has a certain structure. Moreover, this structure arises 
naturally in connection with decentralized controller design. 
3. MAIN RESULT 
In this section we state and prove the main result of the paper. 
We first introduce the class of sets Q for which all of the results hold, and 
give it a name in the interests of brevity. 
DEFINITION 1. Given integers n and m with n > 111, suppose Q is a 
subset of S( m, n). Then Q is of type D if it is of the following form: There 
exist integers s, n,, . . . , rty, ml,. . . , rn,, with 0 < m, < n, for all i, such that 
s 
C n,=n, i: mi = m, (3.1) 
I=1 i=l 
and moreover s2 consists of all m-tuples that contain exactly m, elements 
from {l,..., n,},exactlym,elementsfrom{n,+1,...,n,+n,},a~~dsoon. 
To illustrate the definition, suppose m = 2, n = 4, s = 2, ml = ma = 1, 
n,=n,=2. Then 
fi = { (1,3), (1,4), (2,3), (2,4)}. (3.2) 
If m=3, n=5, s=2, m,=l, m,=2, n,=2, n2=3,then 
!J = {(1,3,4),(1,3,5),(1,4,5),(2,3,4),(2,3,5),(2,4,5)}. (3.3) 
An example of a matrix H E R”‘X” that has the property that h., = 0 for 
all J P Q is a blockdiagonal matrix of the form H = BlockDiag{ H,, , H,}, 
where the block Hi is of dimension mi x ni. If U E Rt’lXr” and G = liH, then 
G also has the same property. However, not all matrices having this property 
need be blockdiagonal. Moreover, if two matrices have this property, their 
sum need not. 
Now we come to the main result. 
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THEOREM 1. Suppose F E R” xm with n > m, and that Q is a subset of 
S( m, n) of type D. Then there exists a matrix G E R” Xn such that GF = I, 
and such that g .t = 0 for all J 66 Q if and only if the greatest common divisor 
of all the minors f, I, J E 8, is one. 
Since Lemma 2 already contains the “only if” part of Theorem 1, it is 
only necessary to prove the “if” part. The proof of this part is based on 
several lemmas. 
LEMMA 3. GivenelementsaijER, l<i<k, 1~ j<l, suchthat 
g.c.d. { aij} = d, 
i,j 
(3.4) 
there exist elements bi, i E R, such that 
(3.5) 
Proof. Let A denote the matrix in Rkx’ whose elements are the aij’s. 
Then (3.4) states that the smallest invariant factor of A is d. Let S be a 
Smith form for A, and select unit matrices U E Rkxk, V E RIX’ such that 
A = USV. The claim to be proved is that there exists a vector b E Rlxk such 
that the vector bA E R”’ is equivalent to [d 0 . . . 01. Now bA = bUSV, 
so it is enough to demonstrate the existence of a b such that bUS is 
equivalent to [d 0 . . . 01. Since U is a unit matrix, there exists a vector 
b E Rlxk such that bU= [l 0 . . . 01; in fact, let b be the first row of 
U’. Since the leading diagonal element of S is d, it follows that bUS = 
[d 0 ... 01. W 
LEMMA 4. Given a matrix M E Rkx’, partitioned as M = [A’ B’]‘, where 
A E Rklx’ B E Rkzx’, together with a subset Q, of S(l- 1, k,), suppose the 
following &s true: The g.c.d. of the collection of 1 X 1 minors of M formed by 
choosing exactly one row of B and a s&matrix of A corresponding to a set of 
I- 1 rows j&n @, equals one. Then there exists a vector v E R’ x k2 such that 
the following is true: The g.c.d. of the collection of 1 X 1 minors, formed by 
choosing a s&matrix of A corresponding to a set of 1 - 1 rows from a, and 
the row vector vB, equals one. 
108 M. VIDYASAGAR AND N. VISWANADHAM 
Proof. If J E @‘, let A,. denote the (I- 1) X 1 submatrix of A consisting 
of the rows in J, and let h,,. . , bkq denote the rows of B. Then the 
hypothesis is that 
g.c.d. 
IE@,iE(1,....k2] 
Now, by Lemma 3, there exists a vector u E R’ xk, such that 
However, by the multilinearity of the determinant function, 
i=l 
Hence (3.7) becomes 
= 1, 
(3.6) 
(3.7) 
(3.9) 
which is exactly the claim. n 
LEMMA 5. Given a matrix M E Rkx’, partitioned as [A’ B’] ‘, where 
A E Rklx’, BE Rkzx’, and integer 1, such that l- 1, =: 1, < k, and 1, < k,, 
and a subset @ of S(l,, k,), suppose the following is true: the g.c.d. of all 
1 x 1 minors of M formed by choosing 1, rows of B and a submatrix of A 
corresponding to a set of 1, rows from a’, equals one. Then there exists a 
matrix V E R’sXk2 such that the following is true: The g.c.d. of the collection 
of 1 x 1 minors, fnmed by choosing a submatrix of A corresponding to a set 
of 1, rows from Q’, and all rows of VB, equals one. 
Note that Lemma 4 is a special case of Lemma 5 corresponding to the 
case I,= 1. 
INVERSES WITH PRESCRIBED MINORS 109 
Proof. Form the augmented matrix 
(3.10) 
where the matrix B is repeated I, times. Then it is easy to verify that the 
hypothesis is also equivalently stated as follows: The g.c.d. of all 1 X 1 minors 
of N consisting of exactly 1, rows of A chosen from the set a’, and exactly 
one row from each of the B, equals one. Now apply Lemma 4, with the last 
(or bottom) B playing the role of B, and the rest playing the role of A. This 
allows one to conclude the existence of a row vector ol, such that, for the 
matrix 
(3.11) 
where the B is now only repeated 1, - 1 times, the following is true: The 
g.c.d. of all 1 x 1 minors of N,,_r consisting of 1, rows of A chosen from the 
set @, exactly one row from each of the B, and ul,B, equals one. Once again 
apply Lemma 4, to the currently last (and originally next to last) B, and 
repeat. This finally results in row vectors or,. . . ol, such 
is true: of all 1 X minors consisting of I, rows of 
from 1, rows, equals one. Now V denote 1, k, 
matrix whose . ul,, is proved. n 
Proof Theorem 1. We first consider s 2; of 
the general is quite similar (recall s occurs in Defini- 
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Accordingly, suppose s = 2. Then we are given a matrix F E Rnx”‘, and 
integers n,, n2, m,, m2 such that nl + n2 = n, m, + m2 = m, and the follow- 
ing is true: Partition F as [F; FL] ‘. Then the g.c.d. of all m X m minors of F 
formed by choosing exactly m, rows of F, and exactly m2 rows of F, equals 
one. Now apply Lemma 5 with A = F,, Z3 = F,. This shows the existence of a 
matrix Q E R”‘zX” * such that, for the matrix M = [F; ( QF2)‘] ‘, the following 
is true: The g.c.d. of all m X m minors of M formed by choosing mi rows 
from F, and appending the m2 rows of QF, equals one. Now apply Lemma 
5 again, with A = QF,, Z? = F, (the reversal in the positions of A and B, 
which only affects the minors by a + 1 factor, is clearly immaterial). This 
shows the existence of a matrix P E R”‘1 Xnl such that, for the matrix 
U := [( PF,)’ (QF,)‘] ‘, the following is true: The g.c.d. of all m X m minors of 
U consisting of exactly m, rows from PF, and exactly m2 rows from QF, 
equals one. But U is a square matrix. This shows that 1L.J = 1, i.e. that 
U E R”’ X”’ is a unit matrix. Finally, let 
H= ’ ’ 
[ 1 0 Q'
G=U-‘H. (3.13) 
Then GF = I,,. Moreover, from the block-diagonal structure of H, it is clear 
that h.,= 0 for all J@ a. Since g.,= ICJp’h.,, G also has the same 
property. 
The case where s > 2 is only messier in terms of notation. To keep the 
notation from getting out of hand, we only do the case s = 3 here, and leave 
the general case to the reader. In this case, F is partitioned as 
(3.14) 
Let @ denote the subset of s( m, + m2, nl + n,) consisting of those (m, + 
m,)-tuples where the first m, elements are between 1 and n i, and the rest 
are between n, + 1 and nr + ns. Then the hypothesis is that the g.c.d. of all 
m x m minors of F, formed by choosing exactly m3 rows from F3 and the 
rest from the set a’, equals one. The matrix G is now found after three 
applications of Lemma 5. First, let 
Fl 
A= F 
[ 1 > B= F3, 2 (3.15) 
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and denote the matrix resulting from applying Lemma 5 (called V in Lemma 
5) by R. Next, let 
A= ;; [ 1 , B=F,, 3 (3.16) 
and denote the matrix resulting from applying Lemma 5 by Q. Finally, let 
2 
A= g [ 1 , B = F,, 3 (3.17) 
and denote the matrix resulting from applying Lemma 5 by I’. Then, as 
before, the square matrix PF, u= QF, 
[ 1 (3.18) RF, 
is a unit of R”’ “‘I. Let 
G=u-’ 
This concludes the proof. 
-P 0 
0 Q 0. 
.O  0 1 R 
(3.19) 
Theorem 1 is to the of decentralized 
absence of unstable decentralized 
present proof is and more 
The of feedback stabilization general framework 
following [5, 61. In what follows, the ring R 
suppose P (the plant) to Fkx’. A 
matrix C E Flxk (the controller) 
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f 0, and if the matrix 
H(P,C) = 
[ 
(z+Pc) ’ -P(Z+CP) ’ 
c(I+Pc)-’ (z+cP)-’ 1 
(4.1) 
belongs to R (k+“x(k+“. A pair (N, D) is said to be a right-coprime factoriza- 
tion (r.c.f.) of P if P = ND-’ and 
[I [I D _ 1, N o’ (4.2) 
where - denotes equivalence. A pair (fi, *T) is a left-coprime factorization 
(1.c.f.) of P if P = &‘A, and [fi $1 - [Zk 01. If (N, D) is any r.c.f. of P, 
then the set of all r.c.f.2 of P consists of all pairs (NU, DC) where U is a 
unit of RIX’ [l, Th eorem (4.1.43)]. Similarly, if (6, fi) is any 1.c.f. of P, then 
the set of all l.c.f.‘s of P consists of all pairs (Vfi, L&) where V is a unit of 
RkXk 
The following result is well known [l, 5, 61. 
LEMMA 2. Let (_N,, D,), (N,, 0,) be any r.c. f.‘s of P and C respec- 
tively, and let (fi,,, N,), (fit, @Cc> be any l.c. f.‘s of P and C respectively. 
Then the following three statements are equivalent: 
(i) C stabilizes P. 
(ii) U = fit D, + acN,, is a unit of Rlxr. 
(iii) V= fi,,Dc + fipN, is a unit of Rkxk. 
The problem of decentralized stabilization is as follows: One is given an 
integer s, known as the number of channels, together with integers 
k ,....>k,,l,,...,l, such that Xi= Iki = k, C,:= lZi = 1. This collection of integers 
is sometimes called an infmtion structure. A controller C is decentralized 
if it is blockdiagonal of the form C = BlockDiag{ C,, . . , CT, }, where C, E 
R’t x kt. The problem is to determine whether a given plant P E FkX’ can be 
stabilized using a decentralized controller. The solution to this problem can 
be given very simply using Theorem 1. 
THEOREM 2. Given P E Fkx’, let (N, D) be any r.c. f. of P, and 
observe that D E RIx’, N E Rkx’. Partition D, N as 
(4.3) 
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where Di E R’l x*, 3 E RkcX’. Finally, define 
E R(k,+l,)xl E R(k+l)xl 
(4.4) 
and let A denote the g.c.d. of all 1 x 1 minors of F obtained by choosing 
exactly li rows from Fi. Then P can be stabilized by a decentralized controller 
if and only if A = 1. 
The quantity A is the so-called decentralized fixed determinant. Its zeros 
in the closed right half plane and at infinity (if any) are the unstable 
decentralized fixed modes. Note that, if (N, D) is a rightcoprime factoriza- 
tion of P over the polynomial ring rather than the ring of desirable transfer 
functions, then A as defined above is a polynomial whose zeros are the 
decentralized fixed modes. This provides an alternative characterization of 
these modes to that in [7]. 
To apply Theorem 1, it is necessary first to define the set 3. For this 
purpose, the following identifications are made. Let m = 1, n = k + 1, m, = l,, 
n, = ki + li; then the set fi is as in Definition 1. 
The proof of Theorem 2 requires a preliminary lemma. 
LEMMA 7. Suppose C E Flxk, and let (A, B) be an l.c. f, of C. Partition 
A,Bas 
A= [Ai ... A,], B= [B1 ... (4.Fj) 
where A, E RIx’l, BE Rlxk,, and define 
G, = [A, Bi] E R[x(k,+l,), G = [G, . . ’ GS] E R’x(k+‘). (4.6) 
Then C is a decentralized controller if and only if g ., = 0 for all J 4 !L 
Proof. To keep the notation from becoming overwhelming, we only deal 
with the case s = 2; the general case is entirely similar. 
“Only if”: Suppose C = BlockDiag{ C,, C,}, where Ci E F’lxkl, and let 
( Si, q) be an 1.c.f. of C, for i = 1,2. Then clearly 
(4.7) 
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is an 1.c.f. of C. If we identify an 1.c.f. (A, B) of C from the above, then G in 
(4.6) becomes 
G= 
s, T, 0 0 
0 1 0 S, T, ’ 
(4.8) 
and it is clear that g ., = 0 for all J P Q. Now any other 1.c.f. of C only differs 
from that in (4.7) by left multiplication by a unit matrix; hence the corre- 
sponding G only differs from that in (4.8) by left multiplication by the same 
unit matrix. This does not affect the property that g _, = 0 for all J tin 3. 
“If”: Suppose g ., = 0 for all J @ Q2; it is to be shown that C is decentral- 
ized, i.e. that clj = 0 whenever 16 i < I, and k, + 1~ j < k, + k,, or I, + 
l<i<l,+l, and l<j < k,. Since C= A-‘B, by Cramer’s rule IAlc,j 
equals the I X 1 minor of G obtained by replacing the ith column of A by the 
jth column of B. Now, from the fact that g ., = 0 whenever J @ &?, it readily 
follows that C is decentralized. n 
Proof of Theorem 2. “If”: Suppose A = 1. Then, by Theorem 1, there 
exists G E Rlxck+‘) such that GF = I,, and such that g ., = 0 whenever J @ Q. 
Working backwards from G, define A and B as in (4.5) and let C equal 
A ‘B. Then C is a decentralized controller that stabilizes P. 
“Only if”: Suppose C E F lx’ is a decentralized stabilizing controller for 
P, and let (S, T) be an 1.c.f. of C. Then, by Lemma 6, V = SD + 7’N is a mlit 
of RIX’. Hence (A, B)=(V-‘S,V’T) is also an 1.c.f. of C, and moreover 
AD + BN = I,, so that G defined in (4.6) is a left inverse of F defined in 
(4.4). (Note that the row permutations needed to turn [D’ ,‘I’ into t; 
correspond precisely to the column permutations needed to turn [A B] into 
G.) Moreover, since C is decentralized, g _, = 0 for all J e Q. Hence, by 
Theorem 1 (or Lemma 2), A = 1. n 
5. CONCLUSIONS, OPEN PROBLEMS 
In this paper, we have studied the existence of one-sided inverses with 
prescribed zero minors, and have solved the problem completely in the case 
where the set of minors required to be zero has a particular structure. This 
structure arises naturally in connection with decentralized control problems. 
We have not addressed other types of structures; this is a problem for future 
research. Also, as pointed out in Section 2, Lemma 1 concerning the existence 
of one-sided inverses (without restrictions on zero minors) is valid over an 
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arbitrary commutative ring with identity. In contrast, the results given here 
rely heavily on the existence of a Smith form, and are therefore restricted to a 
Bezout domain at best. Thus, it would be interesting to determine whether 
Theorem 1 holds in a more general setting. 
Another very important problem is that of characterizing all one-sided 
inverses having prescribed zero minors. Given a matrix F E Rnx”‘, if F has a 
left inverse at all, then the set of all left inverses of F is easily determined: 
First, “complement” the matrix F into a unit matrix U E Rnx”, i.e. construct 
an n x n unit matrix whose first m columns are those of F. Then the set of 
all inverses of F is given by [I,, S]V ‘, here S is an arbitrary matrix in 
R”‘X(“-“‘). In fact, this result also holds over an arbitrary ring. (See [l, 
Lemma 4.1.321.) However, what choices of S lead to left inverses having 
prescribed zero minors? This is the problem of characterizing all decentral- 
ized stabilizing controllers, which is known to be highly intractable. 
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