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Abstract 
Many authors have discussed the source of errors in PERT networks as follows: Uncertainty in the mean and variance 
calculations of (a) activity’s durations and (b) total project duration, and its related distributions. Different corrections formulas 
and procedures were proposed. In the other hand, there’s an existing risk of delay related to the project morphology, in terms of 
the number of activities, shape and complexity of the project network. However, the relationship of network’s morphology and 
the uncertainty of the whole project’s duration are poorly studied. In this research, a set of project networks with different 
morphology were generated and several methods available in literature (original PERT included) were used to estimate the 
parameters (mean and variance) of total project duration, then comparing them to the Monte Carlo Simulation as a 
representation of the reality, and the best and most accurate method(s) were chosen. 
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the IPMA. 
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1. Introduction 
We understand that due the work’s nature, the estimation of activity’s duration is uncertain. The authors of 
PERT (1958) and others (e.g. Malcolm et al., 1959) have adopted the beta distribution parameters (mean and 
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variance) to reflect this uncertainty and represent the probable duration of and activity based on assumptions of 
adjustment to reality, which has been accepted mainly due to the "flexibility" of the distribution (Moder and 
Phillips, 1970). However, the adoption of these parameters have been previously criticized by authors such as Perry 
and Greig (1975), Moder and Rodgers (1968) and MacCrimmon and Ryavec (1962 and 1964), due to lack of 
accuracy. The reality is, that although the distribution of any project network activities’ duration has been specified 
(as beta), the actual distribution of these activities’ duration is likely to be unknown. PERT, propose formulas for 
the approximation of the beta distribution mean and variance that can possibly introduce errors in the total duration 
of the whole project (MacCrimmon and Ryavec, 1962 and 1964). Many authors tried to correct the PERT formulas 
for the approximations of the mean and variance of activities’ duration, but no empirical results are shown using 
the network’s morphology and the effects on the total duration of the whole project network. Some authors 
presented corrections for the approximations of the mean and variance, such as: 
• Buffa and Sarin (1987), Kerzner (1992, 2009) and Meredith and Mantel (1989, 2009). 
• Keefer and Bodily (1983) 
• Pearson and Tukey (1965) 
• Swanson and Megill (1977) 
• Troutt (1989) 
• Farnun and Stanton (1987) 
• Golenko and Ginzburg (1988)  
• Keefer and Verdini (1993) 
The PERT procedure for calculating the project completion time distribution (value of the mean and variance of 
the duration of the activities at the final event) assumes that it is normally distributed. The problem with the 
conventional PERT method is that it always leads to an optimistically biased estimate of the expected total duration 
for the project network. The bias arises because in the PERT-CPM all subcritical paths are ignored in the 
calculations. McCrimmon and Ryavec (1962 and 1964) study this problem and include the most important factors 
that affect the merge bias problem. The statistical correction of this problem deal with the determination of the 
maximum value of a set of random variables, that are, not necessarily statistically independent. Several authors 
have proposed different solutions to the problem, but some of the most representative and mentioned in the 
literature are the solutions found in earlier papers. Some were chosen for this research, as shown below 
• Clark (1961, 1962) and Moder and Phillips (1970) with the Clark’s Bias Correction Procedure. 
• Fulkerson (1962) "f" estimate. 
• Ang et al. (1975) Modified Network Evaluation Technique (PNET).  
• And finally, Monte Carlo Simulation (Eckhardt, 1987). 
The above solutions claim to be more accurately than original PERT, but none of these has explored the effect 
of network’s morphology on the estimation of the mean and variance of project duration.  
In the other hand, a few studies have estimated the effect of morphology in the project duration, such as Tavares 
et al. (1999 and 2002), and Vanhoucke et al. (2008), among others. These studies propose a set of indicators to 
describe the morphology of the project network, such as the number of activities, shape and complexity. Currently, 
the actual project management software includes the study of project networks, but little or no attention has been 
given to the analysis of the relationship between the morphology and the uncertainty concerning the total duration 
of the project (Tavares et al., 1999). 
The objective of this paper is to develop a comparative analysis of the estimation of the mean and variance and 
the effect of the morphology in the PERT networks. Two sources of error were analyzed (individual activity times 
and total project duration estimations) combined with the morphology of the network: 1) the use of beta 
distribution and the approximation formulas of PERT for the mean and variance for the estimation of the individual 
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activity times and the literature proposed corrections, and 2) the effect of the morphology on the total project 
duration.  
2. Literature Review 
Buffa and Sarin (1987), Kerzner (1992, 2009) and Meredith and Mantel (1989, 2009), proposed a “Modified 
PERT formulas”, for better estimation of the mean and variance of activity times. Keefer and Bodily (1983) 
identified the “modified PERT formulas” to re-estimate the mean and variance of Pearson and Tukey (1965), 
whose approximation is based on a robust distribution for the mean developed by the authors, and the Swanson and 
Megill (1977) approximation which is based on a shortcut for calculating the mean. Troutt (1989) shows a 
modification of the original PERT formulas using the mode instead of the average to improve the average 
estimation of the activity time. Farnum and Stanton (1987) and other authors like Pemachandra (2001), Mohan et. 
al. (2007) and Golenko and Ginzburg (1988) have proposed modifications to the original formulas PERT estimates 
based on two and three points, mode and media, extremes, as well as other distributions. Keefer and Verdini (1993) 
made comparisons between some of the most important approximations for the mean and variance of PERT. In this 
work, comparisons of Buffa and Sarin (1987), Kerzner (1992, 2009), Meredith and Mantel (1989, 2009), extended 
Pearson and Tukey (1965), extended Swanson and Megill (1977), Troutt (1989), Farnun and Stanton (1987), and 
Golenko and Ginzburg (1988) were performed using the error and the percentage error.  
The first reference found in the literature referred to PERT optimistic estimates, is due to Fulkerson (1962). The 
author proposed the “f” estimate, allowing the calculation of largest networks in less time and with better 
approximations. Clark (1961, 1962), proposed an approximate solution to the problem, which was presented by 
Moder and Phillips (1970) as a correction procedure. Ang et al. (1975) developed the Probabilistic Network 
Evaluation Technique (PNET), a practical and simple method for evaluating activity networks under uncertainty or 
predicting the completion times of project networks.  Finally, the invention of Monte Carlo Simulation, especially 
the use of computers in the calculations, has been credited to John von Neumann, Stanislaw Ulam and Nicholas 
Metropolis, while they were working on “Manhattan Project” (Eckhardt,1987 and Metropolis, 1987).  
Tavares et al. (1999) proposed a set of indicators (I1, I2, I3, I4, I5 and I6) to describe the morphology of the 
project network. An experimental research was carried out to relate the distribution of the total duration with such 
indicators. The results show how sensitive the parameters are to the distribution of the total duration to the 
network’s morphology, allowing the project manager to estimate the risk of delay in terms of the developed 
indicators. Tavares et al. (2002) in their study of benchmark of projects, evaluate the taxonomy of four different 
sets of projects using a comparative analysis of its indicators (I1, I2, I3, I4, I5 and I6) and the relationship between 
them. The results show the lack of representation of some of these sets.  
3. Methodology 
The methodology used in this paper is composed of four stages. In the first stage the methods listed in Section 1 
were programmed. A total of 11 methods were used as follows 
First set of methods (estimation of the individual activities duration mean and variance), identified as Correction 
Formulas (CF) are: 
• (CF1) Modified PERT formulas by Buffa and Sarin (1987), Kerzner (1992, 2009), and Meredith and Mantel 
(1989, 2009), and Keefer and Bodily (1983). 
• (CF2) Modified PERT formulas (Extended) by Pearson and Tukey (1965). 
• (CF3) Modified PERT formulas (Extended) by Swanson and Megill (1977). 
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• (CF4) Estimation of the mean by Troutt (1989). 
• (CF5) Estimation of the mean and variance by Farnun and Stanton (1987). 
• (CF6) Estimation of the mean and variance by Golenko and Ginzburg (1988).  
Second set of methods (estimation of the total project duration mean and variance), identified as Correction 
Methods (CM) are: 
• (CM1) Monte Carlo Simulation. (Eckhardt, 1987) which simulates reality. 
• (CM2) Original PERT (1958). 
• (CM3) Clark’s Bias Correction Procedure, by Moder and Phillips (1967). 
• (CM4) Fulkerson (1962) "f" estimate.  
• (CM5) Modified PNET by Moder and Phillips (1970). 
In the second stage a set of 20 AoA project networks were generated using a set of indicators that were created 
with reference to the work of Tavares et al. (1999, 2002) and Vanhoucke et al. (2008) as follows: 
• ܫଵ ൌ ܰ, Defined as the number of the set activities.  (1) 
• ܫଶ ൌ ሺܯ െ ͳሻ ሺܰ െ ͳሻΤ   (2) 
Where M is defined by the dimension of the longest path measured in terms of the hierarchical level (M 
progressive levels). I2 is the relative length and measures how serial is the shape of the network. For this 
research, we choose to modify the indicator to measure the number of the hierarchical level, taking as starting 
point the nodes in the net (unlike Tavares, who uses the level of the activities). 
• I3 = Width: This magnitude can be defined by the number of activities at each progressive level. In our case: 
ܫଷሺͳሻ ൌ ܫଷሺܯሻ ൌ ሼܫଷሾሺܯ ൅ ͳሻȀʹሿሽ ʹΤ    (3) 
Means that the shape of the network was chosen taking into account what is observed in most of the real 
projects, wherein the first and last level are half the width of the intermediate level. 
• I4 = (n(1) ̢ N) / (D ̢ N)   (4) 
Where ݊ሺͳሻ is the number of links with a length equal to one and D is the maximal number of the non-
redundant precedence links with length equal to one, which will satisfy  Ͳ ൑ ܫସ ൑ ͳ and ݊ሺͳሻ ൑ ܦ.  
In the third stage a design of experiments was conducted. The project network’s morphology increases its 
complexity as the number of activities remains constant. This can be achieved by increasing the number of levels in 
the same relation and the percentage of the activities with length equal to one in the whole network (as the rest 
activities remain with length different to one). A set of 20 networks was generated varying the number of activities 
(100 to1000) and the I4 indicator (0.1 to 0.5). A total of 220 runs for the 10 first methods (All CFs and CMs except 
CM1) and 10,000 runs for Monte Carlo simulation (CM1) were performed. All project networks were randomly 
generated using different random seeds in VBA. On the other hand, the 11 solution procedures were coded in 
Visual Studio 2012 and Java 1.7. The experiments were run in a Lenovo computer with windows 7 professional, 32 
GB of memory and an Intel Core i7 3.4 GHz processor. 
Finally, in the fourth stage, comparisons and analysis were made. The resulting mean and variance from the 
different methods were compared against Monte Carlo simulation. Errors and percentage errors were determined 
and the best methods were selected. 
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4. Comparisons and experimental results 
The basis for the errors and percentage errors determination is the beta distribution, which is generally 
recognized as reasonable for the representation of PERT activity times. The Monte Carlo Simulation uses the 
standard beta PDF with parameters p and q which random variable x is illustrated by Keefer and Verdini (1993). 
Then, we assume that the correct values of ȝ and ߪଶ are those obtained by the Monte Carlo Simulation (reality, “s”) 
and the performance of each other methods (estimate or approximation, “ǆ”) are given by 
ܧݎݎ݋ݎ ൌ ݏ െ å     (5) 
Ψ݁ݎݎ݋ݎ ൌ ሺͳͲͲሺݏ െ åሻሻȀݏ  (6) 
The set of PDFs used is identical to that in Keefer and Bodily (1983) and Keefer and Verdini (1993). 78 PDFs 
corresponding of all combinations of p and q for which ݌ ൑ ݍ were used (values for p and q: 2, 3, 4, 5, 6, 8, 10, 12, 
15, 20, 30 and 60). Each PDF is either symmetric or skewed to the right, as to be the case for PDFs of activity 
times and each has a single mode (MacCrimmon and Ryavec, 1964, and Keefer and Verdini, 1993). Also, PDFs 
with ݍ ൏ ݌ are not considered due to symmetry of the errors (MacCrimmon and Ryavec, 1964, and Keefer and 
Verdini, 1993). The “real” (s) total project mean and variance duration selected is the maximum of all PDFs tested. 
For each method and correction formula the error and percentage error were calculated from (5). The results are 
shown in Appendix A. 
Regarding the mean, the best methods, with the lowest absolute mean average percentage errors (and absolute 
mean average errors) are: CM4 (2.6%), CM3 (4.7%), CM5 (5.6%) and CF6 (6.7%). Related to the variance, the 
best methods, with the lowest absolute variance average percentage errors (and absolute variance average errors) 
are: CM5 (29.8%) and CM3 (44.4%). Hence, CM4 (Fulkerson, 1962) is the best method, followed by CM3 
(Clark’s Bias Correction Procedure, by Moder and Phillips, 1967) and CM5 Modified PNET by Moder and 
Phillips, 1970). Unfortunately, CM5 were not able to solve most of the instances tested (larger instances) because 
the computational time was greater than 4.5 days. Almost in all cases, the methods CF2, CF3 and CF5 performed 
poorly for the mean estimation, even compared to the Original PERT formulas. CF6 only was better than PERT 
(and better than the others CFs) in the first scenario. For the variance estimation, PERT has a better performance 
than CF5, CF2 and CF3, and CM3, CM5, CF1 and CF6, have better performance than PERT in all cases. 
5. Conclusions and future research 
This paper discusses and compares different methods for the calculation of errors in the mean and variance 
estimation of project networks. In almost all the cases, the methods that estimate the total project duration (CM) 
lead to better results for the estimation of the mean and variance of the project duration than the correction 
formulas for the estimation of activity times (CF). Furthermore, the use of the CFs methods would lead to larger 
errors in the CDF for total project completion times, even if the managerial aspects are handled correctly. However, 
new and better methods for mean and variance approximation are being developed in order to get better estimates 
of reality. Thus, this may be lead to a better comparison with earlier methods that improve the actual 
approximations accuracy. The combination of the correction formulas for the approximation of activities duration 
with the methods for the estimation of total project duration may lead to improved estimations. 
Acknowledgements 
The authors would like to thank Escuela Colombiana de Ingeniería Julio Garavito for the financial support 
granted for the conduction of this research, and David Diaz Vega and Sebastián Aguado for their valuable input 
regarding the programming of correction formulas and methods presented in this paper. 
7
 G
erm
án Eduardo G
iraldo G
onzález et al.  /  Pro
cedia - Social and Behavioral Sciences  
 119  ( 2014 )  2 – 11 
Appendix A. Mean, variance, error and percentage error 
Table 1. Experimental results. Time Units (TU) 
  Mean (TU)   Variance (TU) 
Project 
Network CM1 CM2 CM3 CM4 CM5 CF1 CF2 CF3 CF4 CF5 CF6   CM1 CM2 CM3 CM5 CF1 CF2 CF3 CF5 CF6 
a1 134 125 128 133 127 125 123 123 125 125 125   7 12 7 9 11 51 65 12 12 
a2 151 141 144 143 143 141 133 133 141 141 141   19 34 16 24 33 92 118 34 32 
a3 153 142 145 150 145 142 145 145 142 142 142   5 6 4 6 5 34 43 6 7 
a4 146 135 139 146 137 135 137 137 135 135 136   7 17 7 10 17 30 38 17 16 
a5 156 145 149 149 147 145 138 138 145 145 145   7 19 6 12 18 62 79 19 16 
a6 240 223 228 228 227 223 220 220 223 222 223   19 43 18 24 41 108 138 48 44 
a7 265 249 250 255 250 249 246 246 249 249 249   12 20 12 13 19 53 68 20 23 
a8 258 242 245 252 243 242 235 235 242 242 242   15 26 11 20 25 34 43 26 25 
a9 262 244 249 255 246 244 237 237 244 244 245   12 24 6 14 23 64 82 24 26 
a10 269 253 256 264 254 253 250 250 253 253 253   15 34 9 19 32 30 39 34 33 
a11 513 479 489 479 484 479 457 457 479 479 480   56 125 19 79 120 234 299 144 124 
a12 533 492 509 532 - 492 494 494 492 492 493   35 106 15 - 102 189 242 106 95 
a13 562 522 539 561 - 522 517 517 522 522 523   28 60 10 - 58 201 258 60 59 
a14 589 546 561 577 - 546 536 536 546 546 547   26 73 11 - 70 101 130 73 68 
a15 592 552 564 589 - 552 545 545 552 552 553   16 40 7 - 39 84 107 40 36 
a16 1035 965 992 977 - 965 941 941 965 964 967   99 186 24 - 179 390 500 188 184 
a17 1118 1045 1070 1079 - 1045 1024 1024 1045 1045 1046   72 142 15 - 136 279 357 142 143 
a18 1152 1073 1100 1119 - 1073 1049 1049 1073 1073 1074   50 118 11 - 113 253 325 118 120 
a19 1203 1130 1147 1173 - 1130 1107 1107 1130 1129 1131   49 88 8 - 84 220 282 106 87 
a20 1197 1110 1142 1187 - 1110 1097 1097 1110 1110 1112   42 134 8 - 128 241 308 134 134 
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Table 2. Mean and variance errors  
  
Mean Error Variance Error 
Project 
Network CM2 CM3 CM4 CM5 CF1 CF2 CF3 CF4 CF5 CF6 CM2 CM3 CM5 CF1 CF2 CF3 CF5 CF6 
a1 9.7 6.9 1.1 7.3 9.7 12.0 12.0 9.7 9.7 9.5 -4.2 0.6 -1.4 -3.7 -43.5 -57.9 -4.2 -4.9 
a2 9.7 6.6 7.5 7.9 9.7 17.7 17.7 9.7 9.7 9.4 -15.0 3.3 -5.2 -13.7 -73.2 -99.2 -15.0 -13.0 
a3 10.8 7.8 2.9 8.3 10.8 8.1 8.1 10.8 10.8 10.8 -1.1 0.5 -1.3 -0.9 -29.4 -38.9 -1.1 -2.0 
a4 10.4 7.0 0.2 8.2 10.4 8.7 8.7 10.4 10.4 10.0 -10.2 -0.1 -2.5 -9.5 -22.6 -31.0 -10.2 -8.5 
a5 11.5 7.0 7.4 8.9 11.5 18.9 18.9 11.5 11.5 11.1 -11.9 1.1 -4.8 -11.1 -55.1 -72.5 -11.9 -8.8 
a6 16.7 12.0 11.6 13.0 16.7 20.1 20.1 16.7 18.0 16.6 -24.2 0.9 -5.4 -22.5 -89.2 -119.6 -28.8 -25.4 
a7 16.0 14.2 9.6 14.2 16.0 18.6 18.6 16.0 16.0 15.9 -7.4 0.2 -1.0 -6.6 -40.8 -55.7 -7.4 -10.2 
a8 16.2 12.9 5.7 15.3 16.2 23.0 23.0 16.2 16.2 15.9 -11.1 4.8 -4.9 -10.0 -18.5 -28.1 -11.1 -9.5 
a9 17.3 12.4 6.6 15.6 17.3 24.6 24.6 17.3 17.3 17.0 -11.9 6.2 -2.0 -11.0 -52.4 -70.4 -11.9 -14.0 
a10 16.5 13.2 5.3 14.8 16.5 19.7 19.7 16.5 16.5 15.9 -18.4 6.8 -3.2 -17.1 -14.9 -23.4 -18.4 -17.7 
a11 33.8 23.4 33.6 29.0 33.8 56.3 56.3 33.8 34.2 32.6 -68.8 37.6 -23.3 -63.9 -177.5 -243.3 -88.2 -67.8 
a12 40.5 24.2 1.2 - 40.5 38.8 38.8 40.5 40.5 39.7 -71.2 20.6 - -66.9 -153.3 -206.3 -71.2 -60.2 
a13 40.1 23.7 1.2 - 40.1 45.4 45.4 40.1 40.1 39.6 -32.8 17.7 - -30.4 -173.5 -230.0 -32.8 -31.8 
a14 43.4 27.8 12.3 - 43.4 53.1 53.1 43.4 43.4 42.4 -46.7 15.5 - -43.8 -75.0 -103.4 -46.7 -41.9 
a15 40.3 28.4 3.8 - 40.3 47.3 47.3 40.3 40.3 39.6 -24.4 9.5 - -22.8 -67.8 -91.3 -24.4 -20.4 
a16 70.4 43.8 58.1 - 70.4 94.4 94.4 70.4 71.6 68.8 -86.9 75.3 - -79.5 -290.4 -400.1 -88.1 -84.3 
a17 73.4 48.4 39.1 - 73.4 94.4 94.4 73.4 73.4 71.9 -69.8 57.1 - -64.2 -206.7 -285.1 -69.8 -70.7 
a18 79.1 51.6 33.2 - 79.1 103.6 103.6 79.1 79.1 77.7 -67.7 39.1 - -63.0 -203.2 -274.5 -67.7 -69.8 
a19 73.5 56.5 30.4 - 73.5 96.8 96.8 73.5 73.9 72.4 -38.4 41.2 - -34.9 -170.3 -232.1 -56.7 -37.7 
a20 86.5 54.5 10.0 - 86.5 99.8 99.8 86.5 86.5 84.8 -91.6 33.8 - -86.3 -198.7 -266.4 -91.6 -92.1 
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Table 3. Mean and variance percentage errors  
  
Mean Percentage Error Variance Percentage Error 
Project 
Network CM2 CM3 CM4 CM5 CF1 CF2 CF3 CF4 CF5 CF6 CM2 CM3 CM5 CF1 CF2 CF3 CF5 CF6 
a1 7.2% 5.1% 0.8% 5.4% 7.2% 8.9% 8.9% 7.2% 7.2% 7.1% -57.3% 8.5% -18.6% -51.1% -594.2% -789.5% -57.3% -67.3% 
a2 6.5% 4.4% 5.0% 5.2% 6.5% 11.8% 11.8% 6.5% 6.5% 6.3% -78.3% 17.0% -27.0% -71.2% -380.8% -516.1% -78.3% -67.8% 
a3 7.0% 5.1% 1.9% 5.4% 7.0% 5.3% 5.3% 7.0% 7.0% 7.0% -24.5% 10.9% -29.6% -19.6% -651.4% -862.8% -24.5% -44.7% 
a4 7.1% 4.8% 0.1% 5.7% 7.1% 6.0% 6.0% 7.1% 7.1% 6.9% -141.1% -1.5% -34.0% -131.5% -313.4% -429.7% -141.1% -118.1%
a5 7.4% 4.5% 4.7% 5.7% 7.4% 12.1% 12.1% 7.4% 7.4% 7.1% -173.2% 16.0% -70.6% -162.3% -802.7% -1056.6% -173.2% -127.8%
a6 7.0% 5.0% 4.8% 5.4% 7.0% 8.4% 8.4% 7.0% 7.5% 6.9% -129.1% 4.7% -28.8% -120.0% -475.6% -637.5% -153.7% -135.4%
a7 6.0% 5.4% 3.6% 5.4% 6.0% 7.0% 7.0% 6.0% 6.0% 6.0% -60.3% 2.0% -7.8% -54.0% -332.4% -454.0% -60.3% -83.4% 
a8 6.3% 5.0% 2.2% 5.9% 6.3% 8.9% 8.9% 6.3% 6.3% 6.2% -72.2% 31.4% -32.0% -65.4% -120.8% -182.9% -72.2% -62.1% 
a9 6.6% 4.7% 2.5% 6.0% 6.6% 9.4% 9.4% 6.6% 6.6% 6.5% -99.7% 51.6% -16.9% -91.8% -438.8% -590.3% -99.7% -117.4%
a10 6.1% 4.9% 2.0% 5.5% 6.1% 7.3% 7.3% 6.1% 6.1% 5.9% -120.5% 44.3% -21.1% -111.8% -97.5% -153.0% -120.5% -115.6%
a11 6.6% 4.6% 6.6% 5.7% 6.6% 11.0% 11.0% 6.6% 6.7% 6.4% -122.6% 67.0% -41.5% -113.7% -316.1% -433.1% -156.9% -120.8%
a12 7.6% 4.5% 0.2% - 7.6% 7.3% 7.3% 7.6% 7.6% 7.5% -202.0% 58.4% - -190.1% -435.1% -585.7% -202.0% -170.8%
a13 7.1% 4.2% 0.2% - 7.1% 8.1% 8.1% 7.1% 7.1% 7.0% -118.6% 64.1% - -109.9% -627.8% -832.5% -118.6% -115.1%
a14 7.4% 4.7% 2.1% - 7.4% 9.0% 9.0% 7.4% 7.4% 7.2% -178.5% 59.1% - -167.5% -286.5% -395.2% -178.5% -160.2%
a15 6.8% 4.8% 0.6% - 6.8% 8.0% 8.0% 6.8% 6.8% 6.7% -152.6% 59.2% - -142.6% -423.8% -571.1% -152.6% -127.3%
a16 6.8% 4.2% 5.6% - 6.8% 9.1% 9.1% 6.8% 6.9% 6.6% -87.4% 75.7% - -80.0% -292.0% -402.3% -88.5% -84.7% 
a17 6.6% 4.3% 3.5% - 6.6% 8.4% 8.4% 6.6% 6.6% 6.4% -96.8% 79.1% - -89.0% -286.4% -395.1% -96.8% -97.9% 
a18 6.9% 4.5% 2.9% - 6.9% 9.0% 9.0% 6.9% 6.9% 6.7% -134.8% 77.8% - -125.5% -404.5% -546.4% -134.8% -138.9%
a19 6.1% 4.7% 2.5% - 6.1% 8.0% 8.0% 6.1% 6.1% 6.0% -77.7% 83.3% - -70.6% -344.3% -469.3% -114.7% -76.2% 
a20 7.2% 4.6% 0.8% - 7.2% 8.3% 8.3% 7.2% 7.2% 7.1% -218.3% 80.5% - -205.7% -473.5% -634.9% -218.3% -219.4%
Table 4. Minimum, maximum and average percentage for mean and variance errors  
Mean Error Variance Error 
Method CM4 CM3 CM5 CF6 CF1 CF4 CM2 CF5 CF2 CF3 CM5 CM3 CF1 CF6 CM2 CF5 CF2 CF3 
MIN % 0.1% 4.2% 5.2% 5.9% 6.0% 6.0% 6.0% 6.0% 5.3% 5.3% -70.6% -1.5% -205.7% -219.4% -218.3% -218.3% -802.7% -1056.6% 
MAX% 6.6% 5.4% 6.0% 7.5% 7.6% 7.6% 7.6% 7.6% 12.1% 12.1% -7.8% 83.3% -19.6% -44.7% -24.5% -24.5% -97.5% -153.0% 
AVG % 2.6% 4.7% 5.6% 6.7% 6.8% 6.8% 6.8% 6.8% 8.6% 8.6% -29.8% 44.4% -108.7% -112.5% -117.3% -122.1% -404.9% -546.9% 
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