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The hydrodynamic equation of a spinor Bose-Einstein condensate (BEC) gives a simple description
of spin dynamics in the condensate. We introduce the hydrodynamic equation of a ferromagnetic
BEC with dissipation originating from the energy dissipation of the condensate. The dissipative
hydrodynamic equation has the same form as an extended Landau-Lifshitz-Gilbert (LLG) equation,
which describes the magnetization dynamics of conducting ferromagnets in which localized magne-
tization interacts with spin-polarized currents. Employing the dissipative hydrodynamic equation,
we demonstrate the magnetic domain pattern dynamics of a ferromagnetic BEC in the presence and
absence of a current of particles, and discuss the effects of the current on domain pattern forma-
tion. We also discuss the characteristic lengths of domain patterns that have domain walls with and
without finite magnetization.
PACS numbers: 03.75.Kk, 03.75.Mn 03.75.Lm
I. INTRODUCTION
A particular feature of superfluids and superconductors with spin degrees of freedom, such as superfluid Helium
three, p-wave superconductors, and spinor Bose-Einstein condensates (BECs) of ultra-cold atoms, is that they support
the non-dissipative flow of spins, or spin supercurrent [1, 2]. In such systems, the condensed state is described with
a multi-component order parameter; the supercurrent of the particles in each spin state is proportional to the phase
gradient of the corresponding component of the order parameter; hence, the gradient of the relative phase of the order
parameters in different spin states yields the supercurrent of spins. In particular, when the system is spontaneously
magnetized, the spin supercurrent is expected to give a nontrivial effect on the magnetization dynamics. This is the
case for a ferromagnetic BEC. In recent experiments, in situ techniques for the imaging of magnetization profiles
enables us to investigate the real-time dynamics of magnetizations, such as spin texture formation and the nucleation
of spin vortices, in ferromagnetic BECs [3–5].
For the investigation of the magnetization dynamics, a hydrodynamic equation has an advantage. It provides the
simple description of magnetization dynamics in a ferromagnetic BEC to investigate instabilities [6, 7] and config-
urations of skyrmions and spin textures [8, 9]. The hydrodynamic equation, in the absence of energy dissipation,
takes the same form as the Landau-Lifshitz-Gilbert (LLG) equation without damping if the partial time derivative
is replaced by the material derivative Dt = ∂t + vmass ·∇, or equivalently, if the adiabatic spin-transfer torque is
added [10, 11]. Here, vmass is the superfluid velocity, which is related to the magnetization direction fˆ as
∇× vmass = ~F
2M
fˆ · (∇fˆ ×∇fˆ ), (1)
where F and M are the spin and mass of an atom, respectively. This identity comes from the continuous spin-gauge
symmetry of the ferromagnetic BEC [12, 13], and is known as the Mermin-Ho relation [14]. Since the spin is transferred
along the velocity field vmass [see Eq. (24)], the appearance of vmass in the hydrodynamic equation is the consequence
of the spin supercurrent.
In this paper, we investigate the effect of vmass on the magnetization dynamics using the hydrodynamic description.
We show that in the presence of energy dissipation, the Gross-Pitaevskii (GP) equation for a ferromagnetic BEC is
reduced to a dissipative hydrodynamic equation, which is equivalent to the extended LLG equation written as
∂fˆ
∂t
=
1
~
fˆ ×Beff − Γ′fˆ × ∂fˆ
∂t
− (vmass · ∇)fˆ , (2)
where Beff is an effective magnetic field and Γ
′ is a damping parameter. The standard LLG equation, which is
widely used to describe the magnetization dynamics in ferromagnets [15], consists of a spin torque due to the effective
magnetic field and a damping term, and it corresponds to Eq. (2) without the third term on the right hand side.
The extended LLG equation was introduced to describe the magnetization dynamics affected by spin currents [16],
2which includes additional torque terms, the so-called adiabatic [10, 11] and nonadiabatic [17] spin-transfer torques.
The third term on the right-hand side of Eq. (2) corresponds to the adiabatic spin torque term. Thus, Eq. (2) is the
extended LLG equation without the nonadiabatic spin-transfer torque. In conducting ferromagnets, currents can be
controlled by the external field as well as generated by magnetic texture dynamics [18]. In the case of a ferromagnetic
BEC, the spin-transfer torques are related to the superfluid velocity vmass, which is induced by spin textures [see
Eq. (1)]. The damping parameter Γ′ in Eq. (2) corresponds to the so-called Gilbert damping parameter. The Gilbert
damping was introduced originally on a phenomenological basis. However, in a conducting ferromagnet system, the
damping parameter can be derived microscopically [19]. In the case of a ferromagnetic BEC, the damping term arises
due to collision with non-condensed atoms, which is introduced in a phenomenological manner.
The analogy between the dissipative hydrodynamic equation and the extended LLG equation implies interesting
connections between ferromagnetic BECs and conducting ferromagnets. For instance, the current-driven motion of
domain walls and spin vortices, which has been investigated in conducting ferromagnets theoretically [17, 20, 21] and
experimentally [22, 23], can be investigated also in ferromagnetic BECs by comparison. More interesting phenomena
such as the anomalous Hall effect, which is the Hall effect due to the magnetization in a conducting ferromagnet [24–
27], may be investigated in a ferromagnetic BEC from the viewpoint of the interaction between current and spin
configuration. Since there are no impurities in a ferromagnetic BEC, which is also indicated by the absence of the
nonadiabatic term in the hydrodynamic equation, we can expect to investigate pure adiabatic spin-transfer effects in
this system. These interesting connections motivated us to investigate the domain wall motion and the effect of the
superfluid current in a ferromagnetic BEC. In this paper, we demonstrate the magnetic domain pattern dynamics,
which are mainly simulated by the dissipative hydrodynamic equation.
In the study of magnetization dynamics, we take into account the magnetic dipole-dipole interaction (MDDI) and
the quadratic Zeeman effect. The MDDI is known to yield the spatial structure of magnetizations [28–31]. On the
other hand, the quadratic Zeeman energy determines the easy axis of the magnetization. In this paper, we consider a
quasi-two dimensional (2D) system and choose the easy axis normal to the 2D plane. Labyrinthine or striped patterns
then appear in the magnetic domains with the magnetization parallel and anti-parallel to the normal direction,
similar to the domain patterns in a ferromagnetic thin film [32]. We numerically investigate the domain formation
dynamics with and without the superfluid current, and find that the superfluid current helps the spin transport to
reach a stationary configuration. We also discuss characteristic lengths of a domain pattern in the stationary state.
The analytical estimation of domain size shows good agreement with the averaged domain size of the numerically
simulated domain pattern.
The paper is organized as follows. In Sec. II, we derive the dissipative hydrodynamic equation from the GP equation
with dissipation. In Sec. III, we explain how the MDDI is implemented in the hydrodynamic equation and which
type of magnetic domain pattern is expected to appear depending on the balance between the MDDI energy and
the quadratic Zeeman energy. We demonstrate the dynamics of the magnetic domain patterns simulated by the
dissipative hydrodynamic equation in Sec. IV. The time evolution of average longitudinal magnetization, kinetic and
MDDI energies is also shown for different quadratic Zeeman energies. The domain pattern dynamics are compared
between hydrodynamic equation simulations with and without the superfluid current and those of the GP equation.
In Sec. V, we theoretically estimate the characteristic lengths of magnetic domain patterns. The characteristic domain
size shortly after the emergence of a pattern is estimated from the dynamical instability, and that of the stationary
pattern is estimated using an ansatz of a stripe domain configuration. Conclusions and outlook are given in Sec. VI.
II. DISSIPATIVE HYDRODYNAMIC EQUATION
We consider a spin-F BEC of N atoms under a uniform magnetic field applied in the z direction confined in a
spin-independent optical trap Utrap(r). The zero-temperature mean-field energy is given by
E = Ekin + Etrap + Ep + Eq + Es + Edd, (3)
where Ekin, Etrap, Ep, Eq, Es, and Edd are the kinetic energy, the trapping potential energy, the linear and quadratic
Zeeman energies, the short-range interaction energy, and the MDDI energy, respectively. The kinetic and the trapping
potential energies are given by
Ekin =
∫
dr
F∑
m=−F
Ψ∗m(r)
(
− ~
2
2M
∇2
)
Ψm(r), (4)
Etrap =
∫
drUtrap(r)
F∑
m=−F
|Ψm(r)|2, (5)
3respectively, where Ψm(r) is the condensate wave function for the atoms in the magnetic sublevel m. The wave
function is normalized to satisfy
N =
∫
dr
F∑
m=−F
|Ψm(r)|2. (6)
The linear and quadratic Zeeman energies under the external magnetic field B = Bzˆ are given by
Ep = p
∫
dr
F∑
m,n=−F
Ψ∗m(r)(Fz)mnΨn(r), (7)
Eq = q
∫
dr
F∑
m,n=−F
Ψ∗m(r)(F
2
z )mnΨn(r), (8)
respectively. Here, Fx,y,z are the spin-F matrices. The linear Zeeman energy per atom is given by p = gFµBB, where
gF is the hyperfine g-factor, and µB is the Bohr magneton. The quadratic Zeeman energy is induced by a linearly
polarized microwave field as well as by an external magnetic field: q = qB+qEM, where qB = (gFµBB)
2/Ehf , with Ehf
being the hyperfine splitting energy, and qEM = −~2Ω2/(4δ), with Ω being the Rabi frequency and δ the detuning [33].
The short-range interaction energy is
Es = 1
2
∫
dr
∑
m,n
∑
m′,n′
Ψ∗m(r)Ψ
∗
m′(r)
2F∑
S=0,even
S∑
MS=−S
4π~2
M
aS〈Fm,Fm′|SMS〉〈SMS |Fn′, Fn〉Ψn′(r)Ψn(r), (9)
which comes from the short-range part of the two-body interaction given by
Vs(r, r
′) = δ(r − r′)
2F∑
S=0,even
4π~2
M
aSPS, (10)
where PS =
∑S
MS=−S |SMS〉〈SMS | projects a pair of spin-F atoms onto the state with total spin S, aS is the s-
wave scattering length for the corresponding spin channel S, and 〈Fm,Fn|SMS〉 in Eq. (10) is the Clebsch-Gordan
coefficient.
The MDDI energy is given by
Edd = cdd
2
∫
drdr′
∑
µ,ν=x,y,z
fµ(r)Qµν(r − r′)fν(r′), (11)
where cdd = µ0(gFµB)
2/(4π), with µ0 being the magnetic permeability of the vacuum, Qµν(r) is the dipole kernel,
whose detailed form is given in the next section, and
fµ(r) =
F∑
m,n=−F
Ψ∗m(r)(Fµ)mnΨn(r) (12)
is the spin density. The number density is defined by
ntot(r) =
F∑
m=−F
|Ψm(r)|2. (13)
The hydrodynamic equation without dissipation has been derived from the GP equation [6–8]. Here, we consider
dissipation, which can be phenomenologically introduced to the GP equation by replacing i∂/∂t with (i−Γ)∂/∂t [34].
The origin of the dissipation can be interpreted as the relaxation process of the thermal particles into the conden-
sate [34, 35]. The value of Γ is often taken to be 0.03, and, in fact, experimental results have been well explained by
the dissipative equation with Γ = 0.03 [34, 35]. The dissipative GP equation is given by
(i− Γ)~ ∂
∂t
Ψm(r, t) =
δ(E −Nµ(t))
δΨ∗m(r, t)
=
F∑
n=−F
[
− ~
2
2M
∇2δmn +Hmn(r, t)− µ(t)δmn
]
Ψn(r, t), (14)
4where we use the time-dependent chemical potential µ(t) so that the total number of atoms is conserved. The
spin-dependent part Hmn is given by
Hmn(r, t) = Utrap(r)δmn + p(Fz)mn + q(F
2
z )mn
+
F∑
m′,n′=−F
2F∑
S=0,even
S∑
MS=−S
4π~2
M
aS〈Fm,Fm′|SMS〉〈SMS |Fn′, Fn〉Ψ∗m′(r, t)Ψn′(r, t)
+ cdd
∑
µ=x,y,z
bµ(r, t)(Fµ)mn, (15)
where the non-local dipole field b(r, t) is defined by
bµ(r, t) =
∫
dr′
∑
ν=x,y,z
Qµν(r − r′)fν(r′, t). (16)
Below we omit the summation symbol: Greek indices that appear twice are to be summed over x, y, and z, and
Roman indices are to be summed over −F, . . . , F .
In the following, we consider a ferromagnetic BEC. We assume that the BEC is fully magnetized, |f | = Fntot, and
only the direction of the spin density can vary in space. This assumption is valid when the ferromagnetic interaction
energy is sufficiently large in comparison with the other spinor interaction energies, MDDI energy, quadratic Zeeman
energy, and the kinetic energy arising from the spacial variation of the direction of f . The linear Zeeman effect is not
necessarily weaker than the ferromagnetic interaction, since it merely induces the Larmor precession. For example,
the short-range interaction (10) for a spin-1 BEC can be written as (see Appendix B 2)
〈mn|Vs(r, r′)|m′n′〉 = δ(r − r′) [c0δmnδm′n′ + c1(Fµ)mn(Fµ)m′n′ ] , (17)
where c0 = 4π~
2(2a2 + a0)/(3M) and c1 = 4π~
2(a2 − a0)/(3M). The ground state is ferromagnetic for c1 < 0.
The above assumption is valid when |q| ≪ |c1|ntot, cdd ≪ |c1|, and the length scale of the spatial spin structure is
larger than the spin healing length ξsp = ~/
√
2M |c1|ntot. Moreover, in the incompressible limit, namely when the
spin-independent interaction (c0ntot for the case of a spin-1 BEC) is much stronger than the ferromagnetic interaction
and MDDI, the number density ntot is determined, regardless of the spin structure, and assumed to be stationary.
This is the case for the spin-1 87Rb BEC.
We introduce a normalized spinor ζm with Ψm(r, t) =
√
ntot(r, t)ζm(r, t). When the atomic spin is polarized in
the z direction, the order parameter is given by ζ
(0)
m = δmF . The general order parameter is obtained by performing
the gauge transformation and Euler rotation as
ζm = e
iφe−iFzαe−iFyβe−iFzγζ(0)m
= ei(φ−Fγ)e−iFzαe−iFyβζ(0)m
≡ ei(φ−Fγ)Uζ(0)m , (18)
where α, β, and γ are Euler angles and φ is the overall phase. Due to the spin-gauge symmetry of the ferromagnetic
BEC (i.e., the equivalence between the phase change φ and spin rotation γ), distinct configurations of ζm are charac-
terized with a set of parameters α, β, and φ′ ≡ φ − Fγ. The unit vector of the spin density, fˆ ≡ f/(Fntot), for the
order parameter (18) is denoted by α and β:
fˆ =
1
F
ζ∗mFmnζn
=
1
F
ζ(0)∗m
(
U †FU
)
mn
ζ(0)n
=
1
F
R
[
ζ(0)∗m Fmnζ
(0)
n
]
=

sinβ cosαsinβ sinα
cosβ

 , (19)
where R is an SO(3) rotation matrix given by
R =

cosα − sinα 0sinα cosα 0
0 0 1



 cosβ 0 sinβ0 1 0
− sinβ 0 cosβ

 . (20)
5The time evolutions of the total number density and the normalized spin density are given by
∂ntot
∂t
= Ψ∗m
(
∂
∂t
Ψm
)
+
(
∂
∂t
Ψ∗m
)
Ψm, (21)
∂fˆ
∂t
=
1
Fntot
[
Ψ∗mFmn
(
∂
∂t
Ψn
)
+
(
∂
∂t
Ψ∗m
)
FmnΨn
]
− ∂ntot
∂t
fˆ
ntot
, (22)
respectively. The velocities of the superfluid current and spin superfluid current are defined by
vmass =
~
2Mi
[ζ∗m(∇ζm)− (∇ζ∗m)ζm]
=
~
M
[∇φ′ − F (∇α) cosβ], (23)
v
µ
spin =
~
2Mi
(Fµ)mn[ζ
∗
m(∇ζn)− (∇ζ∗m)ζn]
= Fvmassfˆµ − ~F
2M
(fˆ ×∇fˆ)µ, (24)
respectively. Substituting Eq.(14) into Eq. (21), we obtain
∂ntot
∂t
= − 1
1 + Γ2
∇ · (ntotvmass)− Γ
1 + Γ2
2
~
ntot[µlocal − µ(t)], (25)
where
µlocal =
Ψ∗mHmnΨn
ntot
− ~
2
2M
∇2√ntot√
ntot
+
M
2
v2mass +
~
2F
4M
(∇fˆ )2. (26)
From the above equations, we can also derive the time derivative of vmass:
M
∂
∂t
vmass = −∇
[
µlocal − µ(t)
1 + Γ2
− Γ
1 + Γ2
~
2ntot
∇ · (ntotvmass)
]
+ ~F (∇fˆ) ·
(
fˆ × ∂fˆ
∂t
)
. (27)
The detailed derivation is given in Appendix A.
Next, we consider the incompressible limit and assume ∂ntot/∂t = 0. Then, Eq. (25) leads to
∇ · (ntotvmass) = − 2
~
Γntot [µlocal − µ(t)] . (28)
This equation simplifies Eq. (27):
M
∂
∂t
vmass =
~
2ntotΓ
∇ [∇ · (ntotvmass)] + ~F (∇fˆ ) ·
(
fˆ × ∂fˆ
∂t
)
. (29)
Substituting Eq.(14) into Eq. (22) and using Eq. (28), we obtain the equation of motion for spin as follows:
∂fˆ
∂t
=
1
1 + Γ2
[
1
~
fˆ ×Beff − (vmass · ∇)fˆ
]
− Γ
1 + Γ2
fˆ ×
[
1
~
fˆ ×Beff − (vmass · ∇)fˆ
]
, (30)
Beff =
~
2
2M
∇2fˆ + ~
2
2M
(a · ∇)fˆ − cddb− pzˆ − q(2F − 1)fˆzzˆ, (31)
where a = (∇ntot)/ntot. The detailed derivation is given in Appendix B. The effective field Beff is also derived from
the reduced Hamiltonian Hmag that contains only spin-dependent terms: FBeff = −δHmag/δfˆ , where
Hmag = 1
ntot
∫
dr
{
~
2
4M
(∇f)2
Fntot
+
cdd
2
b · f + pzˆ · f + q
2
(2F − 1)
Fntot
(zˆ · f)2
}
, (32)
and b includes f .
Here we note that Eq. (30) is equivalent to Eq. (2) and corresponds to the extended LLG equation, which describes
the magnetization dynamics in a conducting ferromagnet in the presence of spin currents interacting with magnetiza-
tion, with the adiabatic spin-transfer torque. The superfluid velocity vmass in Eq. (30) corresponds to the spin current,
which is associated with the electric current density in the extended LLG equation of a conducting ferromagnet.
6III. MAGNETIC DIPOLE-DIPOLE INTERACTION
Below, we consider a BEC confined in a quasi-2D trap whose Thomas-Fermi radius in the z direction is smaller
than the spin healing length. We approximate the wave function in the z direction by a Gaussian with width d:
Ψm(r⊥, z) = ψm(r⊥)h(z), where r⊥ ≡ (x, y), and h(z) = exp[−z2/(4d2)]/(2πd2)1/4. When we consider a quasi-2D
BEC, ntot, fˆ , and vmass are defined by means of ψm instead of Ψm [36]. If one replaces Ψm with ψm, aS with ηaS ,
cdd with ηcdd, and b with b¯, the equation is the same as Eq. (14), where η =
∫
dzh4(z)/
∫
dzh2(z) = 1/
√
4πd2 and
b¯µ(r⊥) =
∫
d2r′⊥Q
(2D)
µν (r⊥ − r′⊥) [ψ∗m(r′⊥)(Fν)mnψn(r′⊥)] , (33)
with
Q(2D)µν (r⊥ − r′⊥) =
1
η
∫∫
dzdz′h2(z)h2(z′)Qµν(r − r′). (34)
The 2D dipole kernel in the laboratory frame of reference is given by
Q(2D,lab)µν (r) =
∑
k
eik·rQ˜(2D,lab)
kµν , (35)
where the subscript ⊥ is omitted for simplicity and
Q˜
(2D,lab)
k
= −4π
3

 1 0 00 1 0
0 0 −2

+ 4πG(kd)

 kˆ2x kˆxkˆy 0kˆxkˆy kˆ2y 0
0 0 −1

 , (36)
with k = (kx, ky), k = |k|, kˆx,y = kx,y/k, and G(k) ≡ 2kek2
∫∞
k e
−t2dt =
√
πkek
2
erfc(k). It can be shown that G(k)
is a monotonically increasing function that satisfies G(0) = 0 and G(∞) = 1.
When the linear Zeeman energy is much larger than the MDDI energy, we choose the rotating frame of reference in
spin space by replacing Ψm with e
−ipmt/~Ψm, and eliminate the linear Zeeman term from the GP equation. In this
case, the contribution of the MDDI is time averaged due to the Larmor precession. The 2D dipole kernel, which is
averaged over the Larmor precession period, under an external magnetic field in the z direction, is given by [36]
Q(2D,rot)µν (r) = (δµν − 3δzµδzν)
∑
k
eik·rQ˜k, (37)
where
Q˜k = 2π
3
[−2 + 3G(kd)]. (38)
The formation of a stable magnetic domain pattern depends on the quadratic energy as well as the MDDI. Since
the quadratic Zeeman energy is the monotonic function of q(zˆ · f)2, transverse (fˆz = 0) and longitudinal (fˆz =
±1) magnetization is preferable for q > 0 and q < 0, respectively. For q > 0, the uniform pattern of transverse
magnetization is stable because of the MDDI. When a strong magnetic field is applied, the dipole kernel is given by
Eq. (37), which is low for small-k modes of a transverse magnetization pattern and for large-k modes of a longitudinal
one. Thus, a uniform transverse magnetization pattern (i.e., k = 0) is stable for q > 0. The situation is the same for
a magnetic pattern under zero field, in which the dipole kernel is given by Eq. (35). For q < 0, the uniform transverse
magnetization pattern is still stable if the quadratic Zeeman energy is smaller than the MDDI energy. When q < 0
and |q| is large enough to balance with the MDDI, the uniform transverse magnetization becomes unstable and a
longitudinal magnetization pattern appears. In other words, there is a threshold of q where a non-uniform longitudinal
magnetization pattern appears. The threshold can be calculated from the linear stability analysis, as will be discussed
in Sec. V.
Here, we focus on the negative-q regime, which can be achieved by means of a linearly polarized microwave field even
in the absence of an external magnetic field [see, below Eq. (8)]. When q < 0 and |q| is sufficiently large, longitudinal
magnetization is dominant and magnetic domains with fˆz ≃ ±1 form patterns because of the MDDI. This situation
is consistent with that of a uni-axial ferromagnet [32].
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FIG. 1: (Color online) (a) Time dependence of the averaged longitudinal magnetization, kinetic and MDDI energies in the
presence (solid curves) and absence (dashed curves) of vmass. The dot-dashed curve in the graph of Ekin/h (middle panel)
corresponds to the contribution from vmass. (b) Snapshots of longitudinal magnetization in which white and black correspond
to positive and negative values of fˆz, respectively. The size of each snapshot is 256 × 256 µm. Here, we take q/h = −50 Hz,
and ntot = 6n
(0)
tot, where n
(0)
tot =
√
2pid2n
(0)
3D with n
(0)
3D = 2.3× 1014 cm−3 and d = 1.0 µm. The damping rate is given by a typical
value Γ = 0.03. The other parameters are given by the typical values for a spin-1 87Rb atom: M = 1.44 × 10−25 Kg, F = 1,
and gF = −1/2.
IV. DOMAIN FORMATION DYNAMICS
In this section, we focus on the domain formation dynamics with and without vmass under a strong magnetic field
to illustrate how vmass affects domain pattern formation. Later, the domain patterns under zero magnetic field are
also shown as complementary results. The validity of the dissipative hydrodynamic equation is also examined by
comparing hydrodynamic and GP equation simulations.
For the magnetic domain pattern simulations, we solve the coupled equations (29) and (30), where vmass and Beff
are defined by Eqs. (23), and (31), respectively. For simplicity, we take a = 0 and use periodic boundary conditions.
In the case of a strong magnetic field, we employ Eq. (37) as a dipole kernel. To see the role of vmass, we demonstrate
the calculation without vmass, in which vmass is always taken to be zero, as well as the full calculation using all those
equations in the presence of vmass. The initial condition is fˆx ≃ 1, fˆy ≃ 0, and fˆz ≃ 0 with small noises, and vmass = 0.
Figure 1(a) shows that the longitudinal magnetization grows rapidly to form magnetic domains. The kinetic and
MDDI energies also grow rapidly at first. After the rapid increase, the kinetic energy decays as magnetic domains grow
and the domain wall density decreases. The averaged longitudinal magnetization, kinetic energy and its contribution
from vmass, and MDDI energy (per unit area per atom) are defined by
|fˆz| = 1
L2
∫
d2r |fˆz(r)|, (39)
Ekin = Eflow +
1
L2
∫
d2r
~
2
4M
[
(∇fˆx(r))2 + (∇fˆy(r))2 + (∇fˆz(r))2
]
, (40)
Eflow =
1
L2
∫
d2r
M
2
vmass(r)
2, (41)
Edd =
1
L2
∫
d2r
cdd
2
ηb¯(r) · fˆ(r), (42)
respectively. Here, L is the system size.
The longitudinal magnetization grows rapidly for a short time, and then the averaged longitudinal magnetization
saturates at around |fˆz| ≃ 1 [see the top panel of Fig. 1(a)]. Figure 1(b) shows that magnetic domains emerge in a
short time and, after that, spread slowly to reach a stationary configuration. After the rapid growth of fˆz, magnetic
domain patterns grow faster in the presence than in the absence of vmass. The difference is apparent in the series
of snapshots and Ekin and Edd, although the contribution of vmass to Ekin is small compared with the total kinetic
energy [see the middle panel of Fig. 1(a)]. In the presence of vmass, magnetic domains grow efficiently because of spin
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FIG. 2: (Color online) Comparison of domain formation dynamics between the hydrodynamic description and GP numerics.
(a) Time dependence of the averaged longitudinal magnetization, kinetic and MDDI energies simulated by the hydrodynamic
equation (left column) and the GP equation (right column). (b) Snapshots at t = 5 s simulated by the hydrodynamic and GP
equations. Solid, dashed, and dot-dashed curves in (a) are for q/h = −50, −40, and −30, respectively.
transfer accompanied by the transfer of atoms by means of vmass.
To examine the validity of the hydrodynamic description, we compare the simulations of the dissipative hydrody-
namic and the GP equations. In both cases, the averaged |fˆz|, Ekin, Edd, and snapshots for several values of q are
shown in Fig. 2. For the GP equation, the averaged longitudinal magnetization, kinetic and MDDI energies (per unit
area per atom) are defined by
|fˆz| = 1
L2
∫
d2r
|fz(r)|
ntot(r)
, (43)
Ekin =
1
L2
1
N
(
− ~
2
2M
)∫
d2r
∑
m
ψ∗m(r)∇2ψm(r), (44)
Edd =
1
L2
1
N
∫
d2r
cdd
2
ηb¯(r) · f(r), (45)
respectively. Here f and ntot are defined in Eqs. (12) and (13), respectively. These values are equal to Eqs. (39), (40),
and (42) if ntot is uniform and |f(r)| = ntot. Below the threshold where a non-uniform pattern begins to appear,
the most stable pattern is a uniform pattern. The threshold is q/h ≃ −30 for the hydrodynamic description and
q/h ≃ −40 for the GP equation. Near the threshold, the averaged longitudinal magnetization is small compared to
those in other cases. Except for in the vicinity of the threshold, the time dependence of domain pattern formation looks
similar for the two simulations. However, the domain size differs significantly due to differences in the domain wall
structure. In the GP simulation, the amplitude of magnetization is suppressed in domain walls, while the suppression
of magnetization does not occur in the hydrodynamic description. An analysis of domain sizes for both cases will be
given in the next section.
The magnetic domain patterns under zero field are simulated by the dissipative hydrodynamic equations with
Eq. (36). In Fig. 3, domain pattern formation from the initial condition of fˆx ≃ 1 is shown in the presence and in
the absence of vmass. The magnetic domain patterns under zero field look similar to those under a strong magnetic
field. The effect of vmass is also similar: vmass moves the domain walls faster. However, they are strongly affected by
9FIG. 3: Domain pattern formation in the absence of a magnetic field. The direction of the stripes depends on the initial
configuration of spins. The parameters are the same as those given in Fig. 1
.
the initial condition. This is because the spin and orbit degrees of freedom couple in the MDDI under zero field [see
Eq. (36)]. If the initial condition is given by fˆy ≃ 1, one can see remarkably similar domain patterns as shown in the
snapshots in Fig. 3, which are rotated by 90◦.
V. CHARACTERISTIC LENGTHS OF DOMAIN PATTERNS
We have seen in the previous section that the magnetic domain pattern has an initially short characteristic length
that later increases in size. At the beginning of domain pattern formation, domain size is estimated from the linear
instability analysis. The domain size of the stationary pattern can be estimated as that of a stripe domain pattern.
For the parameters given in our numerical simulations, the domain size of the stable stripe pattern is longer than the
domain size estimated from the linear instability.
A. Dynamical instability
The dynamical instability (linear instability) under a strong magnetic field has been discussed previously, both for
the hydrodynamic equation [7] and for the GP equation [36]. For the hydrodynamic equation, the growth rate of the
unstable mode is calculated from the eigenvalues of the linearized equation of small deviations from the uniform initial
condition. For the GP equation, a similar equation is derived by means of Bogoliubov analysis. When the initial
magnetic pattern is uniform and fˆx = 1, the respective growth rates of the unstable mode for the hydrodynamic and
GP equations are given by
λH(k) =
√[
−~
2k2
2M
− q − 4πcddn˜tot[1−G(kd)]
] [
~2k2
2M
+ 2πcddn˜totG(kd)
]
, (46)
λG(k) =
√[
−~
2k2
2M
− q − 4πcddn˜tot(1− q˜)[1−G(kd)]
] [
~2k2
2M
+ 2πcddn˜tot(1 + q˜)G(kd)
]
, (47)
where n˜tot = ntotη and
q˜ =
q
2n˜tot(|c1|+ 4πcdd/3) . (48)
Here, we have considered vmass = 0 and neglected the dissipation, which is very small (i.e., Γ≪ 1).
The domain size at the emergence of a non-uniform pattern is estimated as
ℓi = π/k0, (49)
where k0 is given by the momentum at which λ
H(k0) or λ
G(k0) has its maximum value.
B. Domain size estimated from the hydrodynamic equation
Here, we estimate characteristic lengths of the domain pattern in the stationary state. For q < 0 with large |q|,
the ideal stable pattern is the stripe pattern of longitudinal magnetization. We assume that the stable pattern is
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described by
fˆx = cn(x/κξ, κ
2), fˆy = 0, fˆz = sn(x/κξ, κ
2), (50)
where sn(x/κξ, κ2) and cn(x/κξ, κ2) are the Jacobi elliptic functions with 0 < κ2 ≤ 1. These functions contain the
characteristic lengths of the stripe domain pattern [37]: the domain wall width ξ and the periodicity of the pattern
2ℓs with
ℓs ≡ 2κξK(κ2), (51)
whereK(κ2) is the complete elliptic integral of the first kind. The kinetic and quadratic Zeeman energies are calculated
as
Ekin =
~
2
2M
1
ξℓs
E(κ2)
κ
, (52)
Eq =
1
L2
∫
d2r
q
2
(1 + fˆ2z )
=
q
2
− qξ
ℓs
E(κ2)
κ
, (53)
where E(κ2) is the complete elliptic integral of the second kind. The domain wall width is estimated to be the length
at which the summation of the two energies has a minimum value. Solving ∂(Ekin + Eq)/∂ξ = 0, we obtain
ξ =
~√−2Mq. (54)
For estimation of ℓs, we need to take the MDDI energy into account. For simplicity, we assume ℓs ≫ ξ, and take
fˆx = fˆy = 0 and
fˆz =
{ −1 for (2n− 1)ℓs < x < 2nℓs
1 for 2nℓs < x < (2n+ 1)ℓs
=
∞∑
n=1
1− (−1)n
inπ
(einπx/ℓs − e−inπx/ℓs), (55)
where n is an integer. From Eqs. (33), (37), and (42), we can calculate the MDDI energy as
Edd = −4π
3
cddn˜tot
∞∑
n=1
[−2 + 3G(nπd/ℓs)]
[
1− (−1)n
nπ
]2
. (56)
Instead of using the original definition of G(k), we use an approximate function G(k) ≃ 1 − exp(−√πk). Then,
Eq. (56) is rewritten as
Edd = −4π
3
cddn˜tot
{
1
2
+
6
π2
[
Li2(−e−π
√
πd/ℓs)− Li2(e−π
√
πd/ℓs)
]}
, (57)
where Lis(z) ≡
∑∞
k=0 z
k/ks is the polylogarithm. We estimate ℓs to be the length at which the total energy has its
minimum value in the limit of κ → 1 [thus E(κ2) → 1]. Solving ∂(Ekin + Eq + Edd)/∂ℓs = 0 and taking κ = 1, we
obtain
ℓs =
√
π
3
d
2
1
arctanh
[
exp
(
− ~2/(Mξ)
8cddn˜tot
√
πd
)] . (58)
In Fig. 4(a), we plot the q dependence of ℓi, ξ, and ℓs for ntot = 6n
(0)
tot. The estimated domain size is in good
agreement with the average domain size of the simulations; e.g., for q/h = −40, the estimated domain size ℓs ≃ 24
µm from Eq. (58) and the average domain size ℓs ∼ 20 µm from simulations shown in Fig. 2(b). The stable domain
size ℓs is larger than the initial domain size ℓi. This property is consistent with the simulations in which initially
small magnetic domains appear within a short time before spreading to form a stable (or metastable) pattern. The q
dependence of ℓs is also consistent with the simulations in which the domain size increases as |q| increases.
The domain size of a stable pattern depends also on the number density. In Fig. 4(b), ℓs is plotted for ntot = 3n
(0)
tot,
6n
(0)
tot, 10n
(0)
tot and 20n
(0)
tot. The smaller the value of ntot, the larger the ℓs. For the typical number density ntot = n
(0)
tot
in experiments [3–5], the estimated domain size is too large to observe in a conventional experimental system.
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FIG. 4: (Color online) Dependence of theoretical characteristic lengths on −q/h for the hydrodynamic description. (a) Theo-
retically estimated characteristic lengths of a stripe pattern (solid curve) [Eq. (58)], a pattern at its emergence (dashed curve)
[Eq. (49) with Eq. (46)], and the domain wall width (dot-dashed curve) [Eq. (54)] for ntot = 6n
(0)
tot. (b) Theoretical characteristic
length of a stripe pattern [Eq. (58)] for ntot = 3n
(0)
tot (dashed line), 6n
(0)
tot (solid line), 10n
(0)
tot (dot-dashed line), and 20n
(0)
tot (dotted
line).
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FIG. 5: (Color online) Dependence of theoretical characteristic lengths on −q/h for the GP equation. (a) Theoretically
estimated characteristic lengths of the stripe pattern with fully-magnetized domain walls (solid curve) [Eq. (58)], that of the
stripe pattern without transverse magnetization (dot-dashed line) [Eq. (65)], and that of a pattern at its emergence (dashed
curve) [Eq. (49) with Eq. (47)] for ntot = 6n
(0)
tot. (b) Theoretically estimated domain width of the stripe pattern with fully-
magnetized domain walls (solid curve) [Eq. (54)] and that of the stripe pattern without transverse magnetization (dot-dashed
line) [Eq. (64)] for ntot = 6n
(0)
tot.
C. Domain size estimated from the GP equation
In the GP equation, spins are not always fully magnetized. Even when fˆz ≃ ±1 over most of a magnetic domain
pattern, the magnetization in the domain walls may vanish. The domain wall structure depends on the ferromagnetic
interaction (c1ntot), which competes with the quadratic Zeeman and kinetic energies. The ferromagnetic interaction
lowers energy for high spin density. In other words, the transverse magnetization exists in the domain wall between
magnetic domains with fˆz ≃ ±1, when the ferromagnetic interaction is strong. On the other hand, the quadratic
Zeeman energy prefers a state with sublevels m = ±1. Here, let us consider two states with fˆz = 0; for instance,
(a) (ζ1, ζ0, ζ−1)T = (1/2, 1/
√
2, 1/2)T and (b) (1/
√
2, 0, 1/
√
2)T . State (a) corresponds to fˆx = 1 and fˆy = fˆz = 0
(transverse magnetization), and state (b) to fˆx = fˆy = fˆz = 0 (zero magnetization). Comparing them, one can find
that the quadratic Zeeman energy of state (b) is smaller than that of state (a). In other words, domain walls with
zero magnetization appear when the quadratic Zeeman energy is dominant. Therefore, the domain wall structure
changes at around |c1|n˜tot ≃ |q|.
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Now we estimate characteristic lengths of magnetic domains for |c1|n˜tot < |q|. Since zero magnetization is preferred
in domain walls, we assume the stripe pattern in this case is described by
ψ1 =
√
ntot cos
θ − π/2
2
, ψ0 = 0, ψ−1 =
√
ntot sin
θ − π/2
2
, (59)
with θ = am(x/κξ, κ2), where am(x/κξ, κ2) is the Jacobi amplitude. Equation (59) corresponds to
fˆx = fˆy = 0, fˆz = sn(x/κξ, κ
2). (60)
Then, the kinetic, quadratic Zeeman, and ferromagnetic interaction energies are calculated as
Ekin =
~
2
4M
1
ξℓs
E(κ2)
κ
, (61)
Eq = q, (62)
Ec1 =
c1n˜tot
2
1
L2
∫
dr2 fˆ2(r)
=
c1n˜tot
2
[
1
κ2
− 2ξ
ℓs
E(κ2)
κ
]
. (63)
Note that Eq is independent of ξ and ℓs. Solving ∂(Ekin + Ec1)/∂ξ = 0 in the κ→ 1 limit, we obtain
ξ =
~√−4Mc1n˜tot
. (64)
In Fig. 5(b), Eq. (64) is plotted as the dot-dashed line, while the solid curve is the plot of Eq. (54). Equation (64) is
valid for |q| > |c1|n˜tot ≃ 35h. In this region, the values of ξ of both equations almost coincide, as seen in Fig. 5(b).
To estimate the domain size of the stripe pattern, we again assume the MDDI energy is given by Eq. (57). Solving
∂(Ekin + Ec1 + Edd)/∂ℓs = 0 with κ = 1, we obtain
ℓs =
√
π
3
d
2
1
arctanh
[
exp
(
− ~2/(Mξ)
16cddn˜tot
√
πd
)] . (65)
In Fig. 5(a), Eq. (65) is plotted as the dot-dashed line and compared with the solid curve given by Eq. (58). The
dashed curve expresses the domain size ℓi at the beginning of domain pattern formation and has a nonzero value
above the threshold. Since |q| > |c1|n˜tot in the region above the threshold, the domain size ℓs is estimated by Eq. (65)
instead of Eq. (58) for the stable pattern simulated by the GP equation. Also in this case, the estimated domain size
is in good agreement with the average domain size obtained from simulations.
VI. CONCLUSIONS AND OUTLOOK
We have derived the dissipative hydrodynamic equation of a ferromagnetic Bose-Einstein condensate (BEC). This
equation has the same form as the extended Landau-Lifshitz-Gilbert (LLG) equation, which was originally developed
to explain the spin dynamics in a conducting ferromagnet interacting with spin-polarized currents, including an
adiabatic spin-transfer torque term. The dissipative hydrodynamic equation enables us to investigate how the domain
formation dynamics are affected by the superfluid velocity vmass, which is inseparable in the Gross-Pitaevskii (GP)
equation.
We have demonstrated domain pattern formation simulated by the dissipative hydrodynamic equation with and
without vmass. Although no remarkable difference appears at the beginning of domain pattern formation, vmass has
an effect on later domain formation dynamics: pattern formation is faster in the presence than in the absence of vmass.
We have also shown simulations of the GP equation and compared them with those of the hydrodynamic equation.
The dependence on q, which characterizes the quadratic Zeeman energy, of domain pattern formation is different
between hydrodynamic and GP simulations because the threshold for a nonuniform magnetic pattern differs between
them. Nevertheless, for large |q|, magnetic domain patterns eventually come to look similar in both simulations,
although they differ in size. The difference is caused by the fact that the assumption of full magnetization for the
hydrodynamic description is not satisfied for large |q| in the GP simulations.
13
To explain the difference in domain size between the hydrodynamic and GP equation simulations, we have estimated
the characteristic lengths of the domain patterns. The domain size at the beginning of pattern formation is estimated
by means of the linear stability analysis. The difference in domain size for a short time is based on the dynamical
instability. The domain size of the domain pattern in the stationary configuration is estimated using the ansatz of
the stripe pattern of longitudinal magnetization domains. The analytical estimations are in good agreement with the
numerical simulations.
In conclusion, the dissipative hydrodynamic equation provides a simple approach to discuss magnetization dynamics
in a ferromagnetic BEC. The hydrodynamic equation simulation qualitatively well reproduces the domain formation
dynamics that are simulated by the GP equation. However, quantitative discrepancies arise when the assumption
of the hydrodynamic description fails: for instance, the ferromagnetic interaction energy becomes comparable with
the quadratic Zeeman energy. The analogy between the dissipative hydrodynamic equation and the extended LLG
equation can provide suggestions on new experiments of a ferromagnetic BEC to investigate interesting phenomena
that are observed in conducting ferromagnets.
One of such interesting and possible phenomena is the anomalous Hall effect (AHE), which is the Hall effect due
to the magnetization and observed in conducting ferromagnets. Here, we focus on the AHE caused by a skyrmion
configuration or spin chirality [24–27], although there are several mechanisms to cause the phenomenon. The Berry
phase, which is generated by a skyrmion configuration, induces an effective magnetic field or gauge flux. When an
electric field is applied, electrons move to the perpendicular direction to both the electric and the effective magnetic
field. This is the mechanism of the AHE due to spin chirality. Inversely, the electric current can move the skyrmion.
The AHE is expected to be observed very clearly in the adiabatic limit, where a ferromagnetic BEC is supposed
to realize. Unfortunately, there are difficulties for observation of the AHE in a ferromagnetic BEC: for example,
it is difficult to create the external field that corresponds to the electric field of a conducting ferromagnet system.
However, the essential aspect of the AHE (i.e., the interaction between current and spin chirality) can be investigated
in a ferromagnetic BEC. Experimentally, one can create a current by sudden change of a trapping potential or the
fictitious field that is created through the vector potential induced by a laser field [38]. The investigation about the
interaction between current and spin configuration in a ferromagnetic BEC will give an insight on pure adiabatic
spin-transfer effects.
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Appendix A: Time evolution of vmass
Substituting Eq. (18) into Eq. (14) and applying Ψ∗m from the left, we have
(i − Γ)~
(√
ntot
∂
√
ntot
∂t
+ intot
∂φ′
∂t
− intotF cosβ ∂α
∂t
)
= − ~
2
2M
Ψ(0)∗m
{
[∇+ i∇φ′ − i(∇α)eiFyβFze−iFyβ − i(∇β)Fy ]2
}
mn
Ψ(0)n
+Ψ∗mHmnΨn − ntotµ(t), (A1)
where we have used Ψm = e
iφ′UmnΨ
(0)
n . The first term on the right hand side is calculated as
Ψ(0)∗m
{
[∇+ i∇φ′ − i(∇α)eiFyβFze−iFyβ − i(∇β)Fy ]2
}
mn
Ψ(0)n
= ntotζ
(0)∗
m
{∇2√ntot√
ntot
− [∇φ′ − Fz(∇α) cos β]2 − [Fx(∇α) sin β − Fy(∇β)]2
}
mn
ζ(0)n
+ iζ(0)∗m {ntot∇ · [∇φ′ − Fz(∇α) cos β] + 2
√
ntot∇√ntot · [∇φ′ − Fz(∇α) cos β]}mn ζ(0)n
= ntot
[
∇2√ntot√
ntot
−
(
M
~
vmass
)2
− F
2
(∇fˆ )2
]
+ i
M
~
∇ · (ntotvmass), (A2)
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where we have used Eq. (23) and the following equations:
ζ(0)∗m (Fµ)mnζ
(0)
n = Fδµz , (A3)
eiFyβFze
−iFyβ = Fz cosβ − Fx sinβ, (A4)
ζ(0)∗m
{
[Fx(∇α) sinβ − Fy(∇β)]2
}
mn
ζ(0)n =
F
2
[
(∇α)2 sin2 β + (∇β)2]
=
F
2
(∇fˆ )2. (A5)
The imaginary part of Eq. (A1) reads
∂ntot
∂t
= 2Γntot
(
∂φ′
∂t
− F cosβ ∂α
∂t
)
−∇ · (ntotvmass). (A6)
From the real part of Eq. (A1), we have
~Γ
2ntot
∂ntot
∂t
+ ~
(
∂φ′
∂t
− F cosβ ∂α
∂t
)
+ [µlocal − µ(t)] = 0, (A7)
where
µlocal(r, t) =
Ψ∗mHmnΨn
ntot
− ~
2
2M
∇2√ntot√
ntot
+
M
2
v2mass +
~
2F
4M
(∇fˆ )2. (A8)
Combining Eqs. (A6) and (A7) and eliminating (∂φ′/∂t− F cosβ∂α/∂t), we obtain Eq. (25) as follows:
∂ntot
∂t
= − 1
1 + Γ2
∇ · (ntotvmass)− Γ
1 + Γ2
2
~
ntot[µlocal − µ(t)]. (A9)
On the other hand, substituting Eq. (A6) into Eq. (A9), we have
~
(
∂φ′
∂t
− F cosβ ∂α
∂t
)
= − 1
1 + Γ2
[µlocal − µ(t)] + Γ
1 + Γ2
~
2ntot
∇ · (ntotvmass). (A10)
The gradient of the left hand side of Eq. (A10) is
~∇
(
∂φ′
∂t
− F cosβ ∂α
∂t
)
= ~
{
∂
∂t
[∇φ′ − F (∇α) cos β]− F
[
(∇ cos β)∂α
∂t
− (∇α)∂ cosβ
∂t
]}
=M
∂
∂t
vmass − ~F
[
(∇α) sinβ ∂β
∂t
− (∇β) sin β ∂α
∂t
]
. (A11)
Here, we introduce vectors mˆ and nˆ, which are orthogonal to fˆ ,
fˆ =

sinβ cosαsinβ sinα
cosβ

 , mˆ =

cosβ cosαcosβ sinα
− sinβ

 , nˆ =

− sinαcosα
0

 . (A12)
One can easily see
mˆ = nˆ× fˆ , nˆ = fˆ × mˆ (A13)
∂fˆ = (∂β)mˆ+ (∂α) sinβnˆ. (A14)
Employing these vectors, we have
(∇fˆ ) ·
(
fˆ × ∂fˆ
∂t
)
= [(∇β)mˆ + (∇α) sinβnˆ] ·
[
fˆ ×
(
∂β
∂t
mˆ+
∂α
∂t
sinβnˆ
)]
= [(∇β)mˆ + (∇α) sinβnˆ] ·
(
∂β
∂t
nˆ− ∂α
∂t
sinβmˆ
)
= (∇α) sin β ∂β
∂t
− (∇β) sinβ ∂α
∂t
. (A15)
From Eqs.(A10), (A11) and (A15), we obtain Eq. (27) as follows:
M
∂
∂t
vmass = −∇
[
µlocal − µ(t)
1 + Γ2
− Γ
1 + Γ2
~
2ntot
∇ · (ntotvmass)
]
+ ~F (∇fˆ) ·
(
fˆ × ∂fˆ
∂t
)
. (A16)
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Appendix B: Time evolution of f
The time evolution of the normalized spin density is calculated as
∂fˆµ
∂t
=
1
Fntot
[
Ψ∗m(Fµ)mn
∂Ψn
∂t
+
∂Ψ∗m
∂t
(Fµ)mnΨn
]
− ∂ntot
∂t
fˆµ
ntot
=
1
Fntot
1
~(1 + Γ2)
{
− ~
2
2M
[
(−i− Γ)Ψ∗m(Fµ)mn∇2Ψn + (i − Γ)(∇2Ψ∗m)(Fµ)mnΨn
]
+(−i− Γ)Ψ∗m(Fµ)ml[H − µ(t)]lnΨn + (i− Γ)Ψ∗m[H − µ(t)]ml(Fµ)lnΨn}
=
1
Fntot
1
~(1 + Γ2)
{
− ~
2
M
[
Im
(
Ψ∗m(Fµ)mn∇2Ψn
)− ΓRe (Ψ∗m(Fµ)mn∇2Ψn)]
+2 [Im (Ψ∗m(Fµ)mlHlnΨn)− ΓRe (Ψ∗m(Fµ)mlHlnΨn)] + 2Γµ(t)} , (B1)
where we have assumed ∂ntot/∂t = 0.
1. Kinetic energy terms
First, we calculate the spacial derivative terms. Making use of Eqs. (A4) and (A12), we have
Ψ∗m(Fµ)mn∇2Ψn = ζ(0)∗m (Fxmˆµ + Fynˆµ + Fz fˆµ)
{√
ntot∇2√ntot
+ intot∇ · [∇φ′ − (∇α)Fz cosβ + (∇α)Fx sinβ − (∇β)Fy ]
+ i∇ntot · [∇φ′ − (∇α)Fz cosβ + (∇α)Fx sinβ − (∇β)Fy ]
−ntot [∇φ′ − (∇α)Fz cosβ + (∇α)Fx sinβ − (∇β)Fy ]2
}
mn
ζ(0)n . (B2)
Using Eqs. (23), (A5), (A13), (A14) and the relation
(∇α) sin βmˆ− (∇β)nˆ = −fˆ ×∇fˆ , (B3)
(∇α) sin βnˆ+ (∇β)mˆ = −fˆ × (fˆ ×∇fˆ ), (B4)
we obtain
Ψ∗m(Fµ)mn∇2Ψn
Fntot
= −
{
−∇
2√ntot√
ntot
+
(
M
~
vmass
)2
+
F
2
(∇fˆ )2
}
fˆµ +
M
~
[
fˆ × (vmass · ∇)fˆ
]
µ
− 1
2
[
fˆ ×
(
fˆ ×∇2fˆ
)]
µ
− 1
2
[
fˆ ×
(
fˆ × ∇ntot
ntot
· ∇fˆ
)]
µ
+ i
M
~
[∇ · (ntotvmass)
ntot
fˆµ + (vmass · ∇)fˆµ
]
− i
2
[
fˆ ×∇2fˆ
]
µ
− i
2
[
fˆ × ∇ntot
ntot
· ∇fˆ
]
µ
. (B5)
From this equation and Eq. (28), we can rewrite the space derivative terms of Eq. (B1) as
Re
[
Ψ∗m(Fµ)mn∇2Ψn
Fntot
]
=
2M
~2
(
Ψ∗mHmnΨn
ntot
− µlocal
)
fˆµ
+
{
fˆ ×
[
M
~
(vmass · ∇)fˆ − 1
2
fˆ ×
(
∇2fˆ + (a · ∇)fˆ
)]}
µ
, (B6)
Im
[
Ψ∗m(Fµ)mn∇2Ψn
Fntot
]
= −Γ2M
~2
[µlocal − µ(t)]fˆµ +
[
M
~
(vmass · ∇)fˆ − 1
2
fˆ ×
(
∇2fˆ + (a · ∇)fˆ
)]
µ
, (B7)
where a = ∇ntot/ntot.
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2. Short-range interaction terms
Next, we calculate the contributions of the short-range interaction Ψ∗m(Fµ)mlH
s
lnΨn, where
Hsmn = C
mm′
nn′ Ψ
∗
m′Ψn′ , (B8)
Cmm
′
nn′ ≡
∑
S=0
4π~2
M
aS〈Fm,Fm′|PS |Fn′, Fn〉. (B9)
Now we rewrite the matrix elements of the short-range interaction Cmm
′
nn′ in terms of the spin matrices. The projection
operator PS satisfies the completeness relation
∑
S PS = 1, that is,
δmnδm′n′ =
2F∑
S=0,even
〈Fm,Fm′|PS |Fn′, Fn〉. (B10)
On the other hand, from the identity equation
(F1 · F2)k =
[
(F1 + F2)
2 − F 21 − F 22
2
]k
, (B11)
we obtain
(Fν1Fν2 · · ·Fνk )mn(Fν1Fν2 · · ·Fνk)m′n′
=
2F∑
S=0,even
[
S(S + 1)− 2F (F + 1)
2
]k
〈Fm,Fm′|PS |Fn′, Fn〉. (B12)
Using Eqs. (B10) and (B12), Cmm
′
nn′ can be generally expressed as
Cmm
′
nn′ = Λ0δmnδm′n′ +
F∑
k=1
Λk(Fν1Fν2 · · ·Fνk)mn(Fν1Fν2 · · ·Fνk)m′n′ , (B13)
where Λ0 and Λk are given by the linear combinations of aS . For the case of F = 1, for example, we obtain
Λ0 = c0 = π~
2(2a2 + a0)/(3M) and Λ1 = c1 = 4π~
2(a0 − a2)/(3M), and Cmm′nn′ can be written in the following form:
Cmm
′
nn′ = c0δmnδm′n′ + c1(F )mn · (F )m′n′ . (B14)
Substituting Eq. (B13) to Eq. (B8), we obtain
Hsmn = C
mm′
nn′ Ψ
∗
m′Ψn′ (B15)
= Λ0ntotδmn +
F∑
k=1
ΛkntotMν1ν2···νk(Fν1Fν2 · · ·Fνk )mn, (B16)
where
Mν1ν2···νk = ζ∗m(Fν1Fν2 · · ·Fνk)mnζn, (B17)
and we have used Ψm =
√
ntotζm and ζ
∗
mζm = 1.
When we consider the ferromagnetic state (i.e., when the order parameter is given by Ψm =
√
ntote
iφ′Umnζ
(0)
n with
ζ
(0)
m = δmF ), we have
Mν1ν2···νk = ζ(0)∗m (U †Fν1UU †Fν2U · · ·U †FνkU)mnζ(0)n
= Rν1ν′1Rν2ν′2 · · · Rνkν′k(Fν′1Fν′2 · · ·Fν′k)FF
= Rν1ν′1Rν2ν′2 · · · Rνkν′kM
(0)
ν′
1
ν′
2
···ν′
k
, (B18)
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whereM(0)ν1ν2···νk ≡ (Fν1Fν2 · · ·Fνk )FF , and R is defined in Eq.(20). Then, Ψ∗mHsmnΨn is shown to be independent of
the local spin direction:
Ψ∗mH
s
mnΨn = n
2
totΛ0 + n
2
tot
F∑
k=1
ΛkM(0)ν1ν2···νkM(0)ν1ν2···νk . (B19)
In a similar manner, we obtain
Ψ∗m(FµH
s)mnΨn = n
2
totΛ0F fˆµ + n
2
tot
F∑
k=1
ΛkRµµ′M(0)ν1ν2···νkM(0)µ′ν1ν2···νk . (B20)
Note here that Fx or Fy has to appear an even number of times in the product of Fν1Fν2 · · ·Fνk so thatM(0)ν1ν2···νk =
(Fν1Fν2 · · ·Fνk)FF is nonzero. Hence, M(0)ν1ν2···νkM(0)µ′ν1ν2···νk becomes nonzero only when µ′ = z:
M(0)ν1ν2···νkM(0)µ′ν1ν2···νk = δµ′zFM
(0)
ν1ν2···νkM(0)ν1ν2···νk . (B21)
Then, Eq. (B20) is written as
Ψ∗m(FµH
s)mnΨn
= n2totΛ0F fˆµ + n
2
totFRµz
F∑
k=1
ΛkM(0)ν1ν2···νkM(0)ν1ν2···νk (B22)
= (Ψ∗mH
s
mnΨn)F fˆµ. (B23)
Thus, we obtain
Re[Ψ∗m(FµH
s)mnΨn] = (Ψ
∗
mH
s
mnΨn)F fˆµ, (B24)
Im[Ψ∗m(FµH
s)mnΨn] = 0. (B25)
3. Other terms
Finally, we calculate the remaining terms. Using Eqs. (15) and (B25), we easily obtain
(B26)
Im
[
Ψ∗m(Fµ)mlHlnΨn
Fntot
]
=
1
2iFntot
Ψ∗m[Fµ, H ]mnΨn
=
1
2iFntot
Ψ∗m
{
p[Fµ, Fz ] + q[Fµ, F
2
z ] + cddbν [Fµ, Fν ]
}
mn
Ψn
= −1
2
[
fˆ ×
(
pzˆ + q(2F − 1)fˆzzˆ + cddb
)]
µ
. (B27)
Employing Eqs. (15), (B24), and (B25), we obtain
Re
[
Ψ∗m(Fµ)mlHlnΨn
Fntot
]
=
Ψ∗mH
s
mnΨn
ntot
fˆµ + Utrapfˆµ +
p
2
[
δµz + (2F − 1)fˆzfˆµ
]
+
q
2
[
(2F 2 − 3F + 1)fˆ2z fˆµ + F fˆµ + (2F − 1)fˆzδµz
]
+
cdd
2
[
bµ + (2F − 1)(b · fˆ)fˆµ
]
, (B28)
where we have used
Ψ∗m(FµFν + FνFµ)mnΨn = Fntotδµν + F (2F − 1)ntotfˆµfˆν , (B29)
Ψ∗m(F
2
z Fµ + FµF
2
z )mnΨn = Fntot
[
(2F − 1)fˆzδµz + (2F 2 − 3F + 1)fˆ2z fˆµ + F fˆµ
]
. (B30)
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Equation (B28) is rewritten as
Re
[
Ψ∗m(Fµ)mlHlnΨn
Fntot
]
=
Ψ∗mHmnΨn
ntot
fˆµ +
1
2
[
pzˆ + q(2F − 1)fˆz zˆ + cddb
]
µ
− 1
2
{
fˆ ·
[
pzˆ + q(2F − 1)fˆz zˆ + cddb
]}
µ
=
Ψ∗mHmnΨn
ntot
fˆµ − 1
2
{
fˆ ×
[
fˆ ×
(
pzˆ + q(2F − 1)fˆzzˆ + cddb
)]}
µ
, (B31)
where
Ψ∗mHmnΨn = Ψ
∗
mH
s
mnΨn + ntot
{
Utrap + pF fˆz +
q
2
F
[
1 + 2(F − 1)fˆ2z
]
+ cddFb · fˆ
}
. (B32)
Substituting Eqs. (B6), (B7), (B27), and (B31) into Eq. (B1), we obtain Eqs. (30) and (31) as follows:
∂fˆ
∂t
=
1
1 + Γ2
[
1
~
fˆ ×Beff − (vmass · ∇)fˆ
]
− Γ
1 + Γ2
fˆ ×
[
1
~
fˆ ×Beff − (vmass · ∇)fˆ
]
, (B33)
Beff =
~
2
2M
∇2fˆ + ~
2
2M
(a · ∇)fˆ − cddb− pzˆ − q(2F − 1)fˆzzˆ. (B34)
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