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Abstract. The water molecule has the convenient property that its molecular polarizability tensor is 
nearly isotropic while its dipole moment is large. As a result, the low-frequency anisotropic Raman 
spectrum  of  liquid  water  is  mostly  collision  induced  and  therefore  reports  primarily  translational 
motions while the far-infrared (terahertz) and dielectric spectrum is dominated by rotational modes. 
Atomic and globular-molecular liquids have a zero dipole moment as well as an isotropic polarizability 
tensor. These spectrum-simplifying properties were exploited in a study of a number of liquids and 
solutions  using  ultrafast  optical  Kerr-effect  (OKE)  spectroscopy  combined  with  dielectric  relaxation 
spectroscopy  (DRS),  terahertz  time-domain  spectroscopy  (THz-TDS),  and  terahertz  field-induced 
second-harmonic generation (TFISH) spectroscopy. For room-temperature ionic liquids (RTILs), liquid 
water, aqueous salt solutions, noble gas liquids, and globular molecular liquids it was found that, in 
each case, surprising structure and/or inhomogeneity is observed, ranging from mesoscopic clustering 
in RTILs to stretched exponential dynamics in the noble gas liquids. For aqueous electrolyte solutions 
it is shown that the viscosity, normally described by the Jones-Dole expression, can be explained in 
terms  of  a  jamming  transition,  a  concept  borrowed  from  soft  condensed  matter  studies  of  glass 
transitions in colloidal suspensions. 
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1. Introduction 
The  nanometer  scale  structuring  of  liquids  is  of  great  importance  to  an  understanding  of  chemical  and 
biochemical reactions as well as of the thermodynamic properties of liquids. Structure is well known in water as 
a result of the tetrahedral hydrogen-bond network that is perfect in the crystalline ice Ih phase and perturbed in 
the  liquid  phase. [1,2]  Changes  in  the  degree  and  type  of  local  structuring  in  water [3,4]  may  give  rise  to 
phenomena  ranging  from  multiple  crystalline  phases  to  glass  formation,  and  possible  liquid–liquid  phase 
transitions. [5-11] Recent studies on room temperature ionic liquids (RTILs [12,13]) have shown mesoscopic 
structure that is not liquid crystalline in origin. [14-17] Such RTILs may well form the micelle-like structure that 
is normally associated with amphiphilic properties. There are hints that such nanoscale aggregation may even 
occur in molecules as simple as n-alcohols. [18] 
It is widely thought that solutes – in particular charged solutes – can increase or reduce the extent of the 
structure  of  the  solvent,  and  are  classified  in  the  Hofmeister  series  as  kosmotropes  (structure  makers)  and 
chaotropes (structure breakers), through their influence on viscosity, and on protein folding and unfolding. [19-
21] Mesoscopic structure has been observed in aqueous solutions [22-24] as well as in mixtures [25] by a variety 
of techniques. 
Supercooling and glass formation of liquids has been studied for well over 200 years [26] and is still a very 
active field. The approach of the glass transition is thought to lead to spatial heterogeneity on increasing length 
scales  and  the  formation  of  mesoscopic  structure  sometimes  referred  to  as  Fischer  clusters. [27,28]  Such 
behavior can be explained by a locally favored structure that is not the structure corresponding to the global 
enthalpy  minimum. [29,30]  For  example,  in  a  Lennard-Jones  liquid,  the  locally  favored  structure  is  an 
icosahedron whereas the global minimum enthalpy is achieved for an fcc or hcp lattice. [31] In a few cases, the 
mesoscopic clustering extends to greater length scales and becomes visible. [32,33] 
In this short collaborative review, we show that through combining a number of spectroscopic probes and 
applying these to liquids of varying complexity, a better understanding of the macroscopic properties can be 
achieved.  In  section  2,  the  experimental  techniques  are  introduced.  Section  3  gives  the  methodology  of 
simplifying the spectra, and section 4 applies this approach to aqueous salt solutions allowing a re-interpretation 
of viscosity in the context of the jamming transition. In section 5, the OKE spectra of very simplest liquids are 
shown to reveal surprisingly complex behavior and in section 6 this is shown to be remarkably similar to that of 
water, implying a universality of non-exponential translational relaxation. 
2. Experimental 
One is typically interested in macroscopic properties of liquids such as the structural relaxation, which is related 
to the flow of liquid under shear stress as measured by its viscosity. The macroscopic property of viscosity is 
related to microscopic phenomena through the well-known Stokes Einstein Debye (SED) equation, which, for a 
probe particle immersed in a solvent, expresses the orientational relaxation time tn as [34-37] 
 
   
tn =
6
n n+1 ( )
Vh
kBT ,
  (1) 
where n relates to the type of spectroscopy and is typically 1 or 2, V is the volume of the probe, T the absolute 
temperature, and h the shear viscosity, which in the simplest cases is given by 
   
h µexp E / kBT ( ). Although ACCEPTED MANUSCRIPT
ACCEPTED MANUSCRIPT
3 
 
originally developed for large probes, the SED equation works surprisingly well for molecular probes to within 
about an order of magnitude or slightly better. For example, at room-temperature in liquid water, with n = 2 
(appropriate for four-wave mixing spectroscopies), V = 10
−3/(55 Na) m
3 (where Na is the Avogadro number), 
h = 1 cP, and T = 300 K, one obtains t2 = 7.3 ps, whereas the anisotropy decay time of the OD-stretch in HOD 
measured using infrared pump-probe experiments is t2 = 2.5-3 ps. [20] Thus, the structural relaxation timescale 
is approximately a picosecond corresponding with a frequency of 1 THz. It is for this reason that the terahertz 
frequency region is crucial to an understanding of liquids such as water. 
There are numerous techniques for measuring terahertz structural relaxation such as dielectric-relaxation 
spectroscopy (DRS), terahertz time-domain spectroscopy (THz-TDS), Fourier-transform infrared spectroscopy 
(FTIR), inelastic neutron scattering (INS), Raman scattering, etc. All of these techniques essentially measure a 
two-point correlation function. The techniques of DRS, THz-TDS, and FTIR measure  
 
   
SDR t ()µ m 0 ( )m t () ,  (2) 
the  two-point  correlation  function  of  the  (permanent)  dipole  moment [19,38-44]  and  will  be  referred  to 
collectively as dielectric relaxation. Anisotropic Raman scattering and optical Kerr-effect spectroscopy (OKE) 
measure [40,45-50] 
 
   
SOKE t ()µ axy 0 ( )axy t () ,  (3) 
the  correlation  function  of  the  anisotropic  part  of  the  polarizability  tensor. [40,45-49]  The  lesser-known 
technique of terahertz field-induced second-harmonic generation (TFISH) measures 
 
   
STFISH t ()µ m 0 ( )b t () ,  (4) 
the correlation function of the (permanent) dipole moment and the hyperpolarizability tensor. [51,52] Finally, 
Brillouin light, X-ray, and neutron scattering experiments measure [53] 
 
   
SBrillouin  r,t ( )
µ dR ∫ d R- Ri 0 ( )    d R+ r - Rj t ()    
,  (5) 
a two-point correlation function involving position as well as time. [53] Other techniques have been developed 
that measure higher order correlation functions depending on three or even four time intervals, such as, (infrared) 
photon  echoes  and  2D-IR, [54-57]  fifth-order  spectroscopy, [58-61]  and  Raman  photon  echoes. [62-64] 
Although such higher order techniques can in principle extract more information, generally the depth of analysis 
is limited by poorer signal-to-noise ratios. 
A typical spectrum as measured by one of the two-point correlation function techniques is shown in Fig. 1. In 
a typical molecular liquid, the spectrum consists of several overlapping broad bands. At the lowest frequency is 
the structural relaxation or a-relaxation band, which is generally associated with rotational diffusion. At the 
highest frequencies are librational and vibrational bands, while at intermediate frequencies are bands due to 
rattling of molecules in the cage of surrounding molecules referred to as b relaxation. [38] In some cases, such as 
in some room-temperature ionic liquids (RTILs), mesoscopic structure can give rise to an even lower frequency 
band referred to as sub-a relaxation. [16]  ACCEPTED MANUSCRIPT
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Fig. 1. A typical terahertz-frequency spectrum such as a reduced Raman spectrum or a dielectric relaxation 
spectroscopy spectrum. 
The  most  complete  model  of  relaxation  is  expected  to  be  provided  by  mode-coupling  theory  (MCT) 
developed and widely applied in studies of glass forming liquids. MCT predicts a critical (singular) temperature 
TC typically 15–20% above the glass-transition temperature. Above TC, a low frequency α relaxation is observed 
that is diffusive and therefore temperature dependent. This is accompanied by temperature-independent, i.e., 
non-diffusive  or  oscillatory  fast  dynamics.  In  the  supercooled  region,  the  lineshape  of  the  α  relaxation  is 
typically  stretched  (i.e.,  broadened  with  respect  to  a  Debye  function)  but  the  lineshape  and  amplitude  are 
temperature-independent above TC. [65-68] 
Extending MCT to include the terahertz region is still challenging, and inevitably results in less meaningful 
fitting models, and we therefore use more conventional but readily interpreted phenomenological models. Even 
so, the contributions to the low-frequency spectrum are very difficult to disentangle and one of our aims is to 
identify the individual contributions through simplifying the spectra. 
The three experimental techniques used in the work described here are dielectric spectroscopy (DS), optical 
Kerr-effect spectroscopy (OKE), and terahertz field-induced second-harmonic generation (TFISH). 
The experimental setup for the OKE measurements has been described previously [16,69-72] and uses 800-
nm 24-fs (FWHM) sech
2 pulses with 8 nJ per pulse at a repetition rate of 76 MHz. The beam is split into pump 
and probe beams (9:1), which are co-focused by a 10-cm focal length achromat into the sample contained in a 2-
mm-pathlength quartz cuvette. The variable pump-probe time delay was introduced by an optical delay line with 
a resolution of 500 nm (3.3 fs). The OKE signal is measured by a balanced-detection technique. For temperature 
dependent  experiments,  the  samples  were  condensed  into  sealed  glass  cuvettes  held  in  a  cryostat  (Oxford 
Instruments, Optistat DN). [73]  
Typical OKE data in the time domain is shown in Fig. 2 on double logarithmic axes. [72] The signal in the 
first few tens of femtoseconds is due to the instantaneous electronic response. This is followed by the rise of 
librational  motions  peaking  at  ~100 fs  and  fast  oscillations  due  to  intramolecular  vibrations.  The  decay  at 
intermediate times (1-10 ps in this case) appears like a power law and reflects b relaxation. Finally, at the longest 
times (>10 ps in this case) the decay becomes exponential reflecting a relaxation. The inset of Fig. 2 shows a ACCEPTED MANUSCRIPT
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Fourier analysis of the signal, which displays the spectral components of a relaxation (Debye), b relaxation 
(Cole-Cole), librations, and vibrations. [71,72] 
 
Fig. 2. OKE measurements on trans-1,2-dichloroethene in the time domain showing, on logarithmic axes, five 
sets of data measured at 210, 230, 250, 270, and 300 K. The instrument response (autocorrelation) is also shown 
(dashed). The inset shows the signals at the lowest and highest temperatures in the frequency domain. [72] 
Broadband  dielectric  spectra  were  obtained  by  a  combination  of  data  from  a  frequency-domain 
reflectometer using a Hewlett-Packard 85070M dielectric probe system based on a vector network analyzer 
(VNA) at 0.2 to 20 GHz, two waveguide interferometers (IFMs) at 27 to 89 GHz, and a transmission/reflection 
terahertz time-domain spectrometer (THz-TDS) at 0.3 to 3 THz. Far-infrared data were recorded from 0.9 to 
12 THz on a Bruker Vertex 70 FTIR spectrometer. Complex permittivity spectra were then derived by Kramers-
Kronig transformation. [16,19,74] 
A typical dielectric spectrum and its comparison with an OKE spectrum over the same range are shown in 
Fig. 3. [16] As the dielectric spectrum and the OKE spectrum should show the  same dynamics albeit  with 
different strengths for the various components, [40] comparison of the two can give rise to greatly improved 
fitting. In the case of RTILs, it was found that mesoscopic structure [15,18] gives rise to a sub-a relaxation peak 
that is very strong in the OKE spectrum but nearly undetectable in the dielectric relaxation spectrum. [16] ACCEPTED MANUSCRIPT
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Fig. 3. An OKE spectrum (top) and dielectric spectrum (bottom) of the room temperature ionic liquid 1-ethyl-3-
methylimidazolium dicyanamide (emim DCA). Comparison of the two spectra allows one to identify a sub-a 
relaxation peak due to mesoscopic structure that is only clearly visible in the OKE spectrum. [16] 
TFISH  measures  the  correlation  function  of  the  dipole  moment  and  the  hyperpolarizability. [51]  This 
relatively  untried  technique  has  great  potential  for  unraveling  these  low-frequency  spectra.  In  TFISH,  an 
incoming  terahertz  pulse  aligns  dipoles  in  an  initially  isotropic  sample  causing  it  to  become  non-
centrosymmetric. The decay of the non-centrosymmetry is probed through the second-harmonic generation of a 
delayed 800-nm probe pulse. As the first field interaction is via the dipole moment, the measured dynamics are 
expected to be identical to that in DR. 
3. Simplifying the spectra 
At low  frequencies, the three types of spectroscopy described here – DR, OKE, and TFISH – all measure 
rotation of the macroscopic dipole moment or polarizability. [46,51] Thus the spectra have two contributions: 
from (essentially single-molecule) rotations and librations, and from collision-induced effects. [49] Collision-
induced effects were first introduced to explain light scattering from atomic liquids but play a major role in the 
spectra of all molecular liquids. [46,75-77] 
The spectra can in principle be simplified if either the permanent dipole moment or the anisotropic part of the 
polarizability tensor vanishes. Thus, atomic liquids and globular molecular liquids, by definition, give rise to 
purely  collision-induced  spectra.  In  fact,  as  atoms  obviously  cannot  rotate,  these  spectra  purely  reflect 
translational motions. Globular molecular liquids, e.g., carbon tetrachloride, also have purely collision-induced 
spectra due to the centrosymmetry of the molecules, however, in this case the collision-induced spectrum may 
have contributions from both translations and rotations (including librations). 
In the case of water, the spectra are also simplified: the water molecule has a large permanent dipole moment 
but an essentially isotropic molecular polarizability tensor (although not because of any intrinsic symmetry). [78] 
Therefore, DR spectroscopy is sensitive to diffusive orientational relaxation and a time constant of t1/3 = 2.8 ps 
is measured [70,79,80] and found to be consistent with orientational relaxation measured with infrared pump-
probe  experiments. [20]  OKE  is  insensitive  to  single-molecule  rotational  motions  and  instead  measures 
collision-induced effects due to translational motions of pairs and larger groups of water molecules. [70,71] The 
OKE decay fits to a Cole-Cole function or a stretched-exponential function with a characteristic timescale of ACCEPTED MANUSCRIPT
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t2 = 0.61 ps. [70,71,80] Thus, OKE spectroscopy measures a b relaxation related to the formation of transient 
cages in the liquid. Temperature dependent OKE experiments have shown that the b-relaxation process in water 
slows down as a function of temperature consistent with the predictions of MCT, with a critical temperature Tc = 
221 K. [67] 
4. Aqueous salt solutions 
Aqueous electrolyte solutions are of particular interest as the influence of the charges on the structure of the 
surrounding water is still controversial. The surfaces of water-soluble proteins and the active sites of enzymes 
are charged and — as often confirmed by x-ray diffraction studies — hold on to water molecules. It has been 
suggested that the resultant changes in the local structure of water affect the rates of biochemical reactions. Salts 
also  influence  the  stability  of  proteins  in  solution  as  expressed  by  the  Hofmeister  series. [19]  It  has  been 
suggested that this effect is also due to the influence of the ions on the local structure of the water. 
When  salts  (or  sugars)  are  added  to  water,  the  shear  viscosity  and  density  generally  increase  as  is,  for 
example, the case with syrup. The attempt to interpret properties of electrolyte solutions at concentrations far 
from the very dilute region where the Debye-Hückel theory applies has been one of the celebrated failures of 
physical chemistry. [81] The anomalous concentration dependence of viscosity with solute concentration has not 
been addressed by a microscopic theory. In the standard picture the viscosity is described by the Jones-Dole 
expression 
 
   h/h0 =1+ A x + Bx,  (6) 
where  h/h0  is  the  normalized  concentration-dependent  viscosity,  x  the  salt  concentration,  and  A  and  B 
coefficients. [82,83]  The  Jones-Dole  B  coefficient  is  often  used  to  classify  ions  as  either  structure  makers 
(kosmotropes) or structure breakers (chaotropes) according to their supposed strengthening or weakening of the 
hydrogen-bond network of water. [84] Such structural changes appear consistent with changes in viscosity [82] 
and NMR relaxation timescale. [85] However, infrared pump-probe experiments have indicated that ions have a 
negligible effect on the structure of water. [20,56,86,87] 
The ability to measure rotational and translational motions independently in liquid water by using DR and 
OKE spectroscopy, has been exploited in the study of aqueous salt solutions. [70] The salts NaCl and MgCl2 
were  chosen  since  the  monatomic  ions  do  not  introduce  additional  dipole  moments  or  anisotropic 
polarizabilities, thus ensuring that the measured dynamics is entirely due to the water with no contribution from 
the rotation of the ions. 
In the OKE experiments, a rapid slowing down of the dynamics was observed as a function of increasing 
concentration of MgCl2 (see Fig. 4). [70] In contrast, in the DR experiments only a very slight variation of the 
relaxation  time  is  observed  combined  with  a  reduction  of  the  static  dielectric  constant  with  increasing 
concentration. This implies that rotational relaxation of water molecules outside the first solvation shells of the 
ions (as measured in DR experiments) is essentially unaffected while translational relaxation (as measured in 
OKE experiments) slows down. Both types of experiments observe an increase in the inhomogeneity of the 
dynamics  with  concentration,  that  is,  the  data  indicate  that  the  relaxation  is  exponential  but  with  an 
inhomogeneous  distribution  of  decay  times.  The  DR  experiments  also  show  that  water  molecules  are ACCEPTED MANUSCRIPT
ACCEPTED MANUSCRIPT
8 
 
immobilized  by  the  cations  with,  at  the  highest  concentration,  approximately  seven  water  molecules 
immobilized by each Mg
2+ ion. 
 
Fig. 4. Relaxation times of aqueous solutions of MgCl2 at 25° C obtained using DRS (·) and OKE spectroscopy 
(￿).  The  DRS  relaxation  time  has  been  divided  by  a  factor  of  3.  The  DRS  relaxation  is  associated  with 
rotational motion while the OKE relaxation is associated with translational motions. [70] 
The shear viscosity of aqueous salt solutions is generally an increasing function of salt concentration (see 
Fig. 5). At high concentration, these trends do not follow the Jones-Dole expression Eq (6) but instead rise more 
steeply and it is necessary to introduce higher order terms to maintain agreement. Using the Stokes-Einstein-
Debye expression Eq (1), one would expect the rotational relaxation time to increase with viscosity and hence 
salt concentration but, as Fig. 4 shows, this is not the case. 
 
Fig. 5. The macroscopic shear viscosity of aqueous solutions of some divalent cations. [88] In all cases, the 
anion is chloride. Notice that the viscosity scale is logarithmic. 
In  the  theory  of  supercooled  liquids  and  glasses,  the  shear  viscosity  increases  with  decreasing 
temperature. [9,38,89,90] As the glass transition is approached, viscosity diverges away from simple Arrhenius 
behavior but may be described using the Vogel-Fulcher-Tammann (VFT) equation ACCEPTED MANUSCRIPT
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h µexp
DT0
T -T0

 

  ,  (7) 
where T0 is the critical temperature corresponding to the glass transition and D is the fragility parameter. [91] 
The interpretation of the VFT equation is that as the temperature is lowered, the barrier for rearranging the liquid 
structure increases (due to the increasing extent of cluster formation) resulting in super-Arrhenius behavior of 
the temperature dependent viscosity. At the critical temperature, the barrier becomes infinite and the system 
‘jams’ to form a solid-like state. 
The concept of jamming also occurs in soft condensed-matter physics. For example, a suspension of colloidal 
particles can jam when a critical concentration of particles is reached. This may be expressed as 
 
   
h µexp
A
f -f0

 

  ,  (8) 
(or similar algebraically diverging expressions derived from mode-coupling theory [92]) where f is the packing 
fraction and f0 the critical packing fraction. [93] For monodisperse simple hard spheres, the highest physically 
achievable packing fraction is 
 f = p / 18 @ 0.740, which occurs for a perfect crystalline fcc or hcp lattice. For a 
random close-packed hard sphere liquid, jamming occurs at 
 f @ 0.63. [94] The concepts of glass formation and 
jamming are now generally considered to be equivalent within a model that considers temperature, packing 
density, and shear force. [95-97] 
The Mg
2+ cation considered here holds on tightly to a layer of about 6-7 water molecules. The residence time 
of these, first solvent shell, water molecules is about 400 ps [98] compared to about 4 ps for water in the first 
shell around water. [99] Therefore, this cluster with the cation at the center can be considered a (relatively-soft) 
sphere. As the concentration of the salt increases, so does the concentration of these soft spheres, thus, one may 
expect a VFT-like dependence of viscosity on salt concentration x, i.e., 
 
   
h µexp
Dx0
x- x0

 

  ,  (9) 
where  x0  is  the  jamming  concentration.  A  similar  expression  for  solution  conductivity  has  been  suggested 
previously [81] although without reference to the concept of jamming. 
Fig. 5 shows fits with the VFT expression Eq (9) to the shear viscosity data for four group 2 cations, while 
Table 1 shows the fit parameters for both divalent and monovalent cations. In each case the critical radius r0 
derived from the jamming concentration x0 agrees with the cation–OH2 distance obtained from MD simulations 
and therefore consistent with the soft-sphere model. 
Table 1. Mono- and divalent cations, their effective jamming radius r0, the cation–OH2 distance as obtained 
from MD simulations rion-O (Å), and the first shell residence time tMD. 
ion  r0 (Å)  rion-O (Å)  t t t tMD (ps) 
Mg
2+  2.97  2.1-2.2 
 [98,100] 
422 [98] ACCEPTED MANUSCRIPT
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Ca
2+  3.18  2.4-2.5 
 [98,100,101] 
700 [101] 
Sr
2+  3.53  2.9 [98]  51 [98] 
Ba
2+  3.44  -  - 
       
H
+
  1.95  -  - 
Li
+  2.26  2.0 
 [98,101,102] 
40-100 
 [98,101-104] 
Na
+  2.96  2.4-2.5 
 [98,100,101] 
14.7-34 
 [98,101,103,104] 
K
+  -  2.8-2.9 
 [98,100,101] 
8.2-14 
 [98,101,103] 
5. Simple liquids 
As  explained  above,  the  water  molecule  has  a  nearly  isotropic  molecular  polarizability  tensor  allowing  the 
isolation of translational relaxation from rotational relaxation in OKE spectroscopy. The logical next step then is 
to study molecules with a centre of inversion (e.g., methane) or even atoms. [105-107] We have studied the 
noble-gas  liquids  of  argon,  krypton,  and  xenon  under  the  initial  assumption  that  the  dynamics  would  be 
extremely simple. [73]  
OKE spectroscopy (as well as anisotropic Raman scattering) is sensitive to rotation of the polarizability 
tensor. [46,49] The only anisotropy in the polarizability tensor of atomic liquids comes from collision-induced 
effects. The first-order collision-induced contribution p  on atom j due to other atoms k can be expressed as 
 
   
p j = a j × Tjk ×
k=1
k¹ j
N
∑ ak ,  (10) 
where α is the isolated-atom polarizability and 
   
Tjk  
is the dipole-dipole interaction tensor. [49,76] In atomic 
liquids, the dipole-dipole tensor is simply 
   
Tjk =1 rjk
3  where r is the interatomic separation. Thus, the collision-
induced spectrum depends on interatomic spacing as r
-6 to r
-8 and is therefore essentially due to nearest neighbor 
contributions only. The ‘rotation’ that is seen in such an experiment is that of an encounter pair undergoing 
transverse and longitudinal relative motions. 
Brillouin scattering experiments can measure the dispersion curves of the acoustic (LA and TA) phonon 
modes up to the Brillouin zone boundary in crystalline samples. In crystalline argon, the LA and TA phonon 
frequencies at the zone boundary are 1.6 and 2.1 THz. In disordered materials such as liquids, spatial damping 
localizes the ‘phonons’ near the pseudo Brillouin zone (PBZ) where the phonon wavelength becomes equal to 
the interatomic spacing. As a result, Brillouin scattering cannot resolve phonons near the PBZ. 
Normally,  Raman  scattering  (and  hence  OKE  spectroscopy)  is  only  sensitive  to  acoustic  phonons  at 
scattering  wavevectors  near  zero.  However,  because  the  Raman  (and  OKE)  scattering  intensity  is  wholly 
collision-induced in this case, and since this effect falls off so rapidly with interatomic distance, the spectrum 
now represents the dynamics of (localized) phonons at the PBZ. ACCEPTED MANUSCRIPT
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The OKE signals of liquid argon, krypton, and xenon near their respective triple points and water at room 
temperature are shown in Fig. 6. The signals have been rescaled (to the argon signal) to show that – despite the 
different properties of atomic mass, size, and polarizability – the decay function for the three atomic liquids is 
identical within the signal-to-noise ratio except for a pair of amplitude and frequency scaling parameters. [73] At 
times t/tx > 1.5 ps the decay measured is consistent with the derivative of the stretched-exponential function 
 
   
d
dt
exp - t t ( )
b 
 

 
,  (11) 
with β = 0.66 for all three liquids. [73] Around t/tx = 1 ps, weak oscillatory behavior is visible. To fit the data 
accurately, a pair of oscillatory modes is necessary and the optimum fit was given by a pair of damped harmonic 
oscillators in addition to Eq (11) (B1, B2, and S in Fig. 6). 
 
Fig. 6. Time-domain OKE data for liquid xenon, krypton, argon, and water displayed on logarithmic axes. The 
fit  to  the  xenon  data  is  shown  decomposed  into  two  oscillatory  functions  (B1  and  B2)  and  a  stretched 
exponential function (S). The xenon, krypton, and water data have been scaled horizontally (tx = 0.61, 0.74, 0.81 
respectively) and vertically (cx = 0.2, 0.46, 1) to show the universal diffusional decay: all decay according to a 
stretched-exponential function with b = 0.66 (~0.6 in water [67]). [73] 
It is well known that the law of corresponding states [108] applies to thermodynamic properties of simple 
liquids and it was long since demonstrated that the thermodynamic variables and phonon frequencies of noble-
gas solids are homologous and are related to each other through a scaling factor. Inelastic neutron-scattering 
studies have also shown that the phonon dispersion curves for solid argon, krypton, and xenon [109] and liquid 
neon and argon [110] are scalable. Of all substances, argon, krypton, and xenon best satisfy the criteria for 
application of the law; here we see that it also applies to the dynamics in the liquid state. 
In the case of water, it can be seen that the relaxational decay, over approximately two orders of magnitude in 
amplitude,  exhibits  the  same  stretched  behavior  as  the  atomic  liquids.  In  a  study  of  liquid  and  moderately 
supercooled  water, [67]  the  OKE  relaxation  was  also  found  to  conform  to  the  derivative  of  a  stretched-
exponential function with a very similar stretching parameter of β ≈ 0.6 over the entire temperature range. This 
similarity suggests that the stretched exponential decay has a fundamental origin. [73] ACCEPTED MANUSCRIPT
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6. Universal behavior? 
For water, the behavior seen at short times appears very different to that of the noble-gas liquids. Fig. 7 shows 
the OKE spectrum of liquid water at room temperature where the translational diffusional (cage-rattling) mode is 
accompanied by two modes: the hydrogen-bond bend and stretch or, equivalently, the transverse acoustic (TA) 
and longitudinal acoustic (LA) phonon modes. [35,111-114] For water, with its relatively stiff bonding, these are 
readily identified. In Fig. 7 one can also see the onset of the water librational band (peaking at ~600 cm
-1 or 
~20 THz), which is of course absent in the noble gas liquids. 
 
Fig. 7. OKE data for neat water at 25° C transformed to the frequency domain and deconvoluted. Data (dots), fit 
(red solid line), and a decomposition of the fit into a cage-rattling b-relaxation mode, two damped harmonic 
oscillators (corresponding to hydrogen-bond bend and stretch modes), and a harmonic oscillator representing 
the onset of the librational band. [70,71] 
The fit to the OKE data for argon, krypton, and xenon also require two phonon-like modes. [73] If these were 
similar in origin to the TA and LA modes in water, it is reasonable that they would be shifted to lower frequency 
and softened due to the weaker interactions. The pattern of a stretched-exponential mode with b » 0.6 at low 
frequency and ‘phonon’ modes at higher frequency can also be observed in globular molecular liquids, such as 
carbon tetrachloride and neopentane (see Fig. 8). ACCEPTED MANUSCRIPT
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Fig. 8. OKE data for carbon tetrachloride at 25° C transformed to the frequency domain and deconvoluted. 
Data (black solid line), fit (red solid line), and a decomposition of the fit into a cage-rattling b-relaxation mode 
(stretched-exponential decay with b = 0.6), two anti-symmetrized Gaussian bands, and two harmonic oscillators 
corresponding to intramolecular vibrational modes. 
It is not surprising to find complicated dynamics in liquid water, which is known to have strong directional 
hydrogen bonds and clear indications of structure. It is surprising to see similar dynamics in simple liquids above 
their melting temperatures. As the OKE signal is collision induced and due to nearest neighbors, the relaxation 
dynamics  must  correspond  with  the  breakup  of  the  local  solvent  cage.  It  is  remarkable  that  for  a  weakly 
interacting liquid this process is non-exponential and nearly identical to that in water. 
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