Abstract. In this paper, we extend the Montogomery identities for the RiemannLiouville fractional integrals. We also use this Montogomery identities to establish some new integral inequalities for convex functions.
Introduction
The inequality of Ostrowski [16] gives us an estimate for the deviation of the values of a smooth function from its mean value. More precisely, if f : [a, b] → R is a differentiable function with bounded derivative, then
for every x ∈ [a, b]. Moreover the constant 1/4 is the best possible. For some generalizations of this classic fact see the book [8, p.468-484] by Mitrinovic Pecaric and Fink. A simple proof of this fact can be done by using the following identity [8] :
If f : [a, b] → R is differentiable on [a, b] with the first derivative f ′ integrable on [a, b] , then Montgomery identity holds:
where P 1 (x, t) is the Peano kernel defined by
Ostrowski's inequality, we refer the reader to the recent papers [3] , [6] , [9] - [11] , [13] - [15] .
In this article, we use the Riemann-Liouville fractional integrals to establish some new integral inequalities of Ostrowski's type. From our results, the weighted and the classical Ostrowski's inequalities can be deduced as some special cases.
Fractional Calculus
Firstly, we give some necessary definitions and mathematical preliminaries of fractional calculus theory which are used further in this paper. More details, one can consult [7] , [12] . Definition 1. The Riemann-Liouville fractional integral operator of order α ≥ 0 with a ≥ 0 is defined as
Recently, many authors have studied a number of inequalities by used the RiemannLiouville fractional integrals, see ([1] , [2] , [4] , [5] ) and the references cited therein.
Main Results
In order to prove our main results, we need the following identities, which corrects the result proved in [1] :
where P 2 (x, t) is the fractional Peano kernel defined by
Proof. By definition of P 1 (x, t), we have
Integrating by parts, we can state:
and similary, (3.4)
Adding (3.3) and (3.4), we get
If we add and subtract the integral (α − 1) 
Multiplying the both sides by (b − x) 1−α , we obtain
and so
This completes the proof.
Remark 1.
If we choose α = 1, the formula (3.1) reduces to the classical Montgomery Identity with
However, because of the paces of the < and ≤ signs in [1] , the correspınding result therein does not reduce to the classical Montgomery Identity.
. Then for any x ∈ (a, b), the following inequality holds:
Proof. From Lemma 1, we have
Since f is convex, then for any x ∈ (a, b) we have the following inequalities
If we multiply (3.7) by (b − t)
and if we multiply (3.8)
Finally, if we subtract (3.10) from (3.9) and use the representtation (3.6) we deduce the desired inequality (3.5).
Corollary 1.
Under the assumptions Theorem 1 with α = 1, we have
The proof of the Corrollary 1 is proved by Dragomir in [10] . Hence, our results in Theorem 1 are generalizations of the corresponding results of Dragomir [10] .
Remark 2. If we take x = a+b 2 in Corollary 1, we get
, the following inequality holds:
Proof. Assume that f 
If we multiply (3.12)
and if we multiply (3.13)
Finally, if we subtract (3.14) from (3.15) and use the representtation (3.6) we deduce the desired inequality (3.11).
Corollary 2. Under the assumptions Theorem 2 with α = 1, we have
The proof of the Corrollary 2 is proved by Dragomir in [10] . So, our results in Theorem 2 are generalizations of the corresponding results of Dragomir [10] .
Remark 3. If we take x = a+b 2 in Corollary 2, we get
Now, we extend the Lemma 1 as follows:
, then the following identity holds:
where P 3 (x, t) is the fractional Peano kernel defined by
Proof. By similar way in proof of the Lemma 1, we have
and similary,
Thus, using J 1 and J 2 in (3.18) we get (3.16) which completes the proof.
Remark 4. We note that in the special cases, if we take λ = 0 in Theorem 3, then we get (3.1) with the kernel P 2 (x, t).
where a < b. If f ′ (x) ≤ M for every x ∈ [a, b] and α ≥ 1, then the following inequalty holds:
Proof. From Theorem 3, we get
By simple computation, we obtain J 3 = Using J 3 and J 4 in (3.20), we obtain (3.19).
Remark 5. We note that in the special cases, if we take λ = 0 in Theorem 4, then it reduces Theorem 4.1 proved by Anastassiou et. al. [1] . So, our results are generalizations of the corresponding results of Anastassiou et. al. [1] .
