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The eigenvalue problem Ly(x) = (l..(x) - pr(x)) y(x) is considered for a self- 
adjoint 2nth -order operator L which is bounded below with compact resolvent on 
L’(a, b), and for real functions f, r with certain restrictions. It is shown that the 
(I, p) eigencurves are piecewise analytic with no line segments unless s = f/r is con- 
stant a.e., when the curves are lines, and possesses left (right) hand asymptotes iff 
s attains its minimum (maximum) value a.e. on some interval. The asymptote equa- 
tions are given explicitly in terms of the eigenvalues of certain simpler boundary 
value problems. The second-order case is discussed in detail. ‘E 1989 Academic Press, 
Inc. 
1. INTRODUCTION 
Recently [ 11, we studied eigencurves arising from abstract two- 
parameter spectral problems of the form 
Ty = (AS - pR)y, (1.1) 
on a Hilbert space Y. Here R, S are bounded self-adjoint operators on Y 
while T is self-adjoint, bounded below, and has compact resolvent. 
Actually, R = Z in [l] but this may be arranged provided there is o! > 0 so 
that (Ry, y) 2 clll y(12 for all J’ E Y by means of a simple transformation 
involving R”’ or, as is appropriate to our current purposes, by using 
R ~ ’ T, R -‘S in the Hilbert space Y renormed via the inner product (R., . ). 
Our aim is to sharpen some of the results in [l] for the ordinary 
differential equation 
,Eo (pj)q(jJ (x) = w-(X)-P-(-~)) Y@), (1.2) 
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under conditions permitting us to use results of both [ 1 ] and Hinton [S]. 
One of our assumptions will be T(X) > 0 and, in the light of the discussion 
above, we recast (1.2) as 
My(x) := r(x) - ’ i (p, y”‘)(j) (x) = (h(x) - ,u) y(x), (1.3) 
j=O 
where s = f/r. 
In (l.l), the spectrum o(T- AS) may be indexed variationally as 
{-#(1)Ij=Ol,...) where ~‘(1) 2 g’(n) 2 . . . and the eigencurves for 
(1.1) are the corresponding graphs 2’ of the #. One of the basic properties 
demonstrated in [ 1 ] is that the eigencurves are piecewise analytic and have 
no line segments if S has no eigenvectors in the form domain of T. In 
Section 2 we shall show that this can be relaxed to the condition that s(x) 
of (1.3) is not a.e. constant, and that both results, i.e., for (1.1) and (1.3) 
are, in a sense, sharp. 
The presence of straight line segments forces the existence of eigencurve 
asymptotes which are attained and thus is indirectly of an asymptotic 
nature. Our other results are more directly asymptotic, the simplest being 
the existence of j-independent “asymptotic directions” for the eigencurves, 
i.e., 
PJ(~)=~.~+414), as A-+fc;o, (1.4) 
where to f are independent of j. This result, which fails for general abstract 
problems (l.l), was obtained by Turyn [lo] for Sturm-Liouville problems 
via the Priifer transformation. 
The main result of Section 3 concerns existence of asymptotes. Here we 
combine ideas from [l, 51 to establish that (1.4) can be improved to 
p’(A) = ct f II + pi, + o( 1 ), as A-)+r;o, (1.5) 
if, and only if, *s(x) attains its maximum a.e. on some interval. 
It is important to note that this condition is independent of+in other 
words, either each or no eigencurve has a right, respectively left, hand 
asymptote, and again this fails for the general case of (1.1) as we shall see. 
Somewhat weaker results have been given for p” by Moore [83 for Hill’s 
equation and by ourselves [2] for the abstract case. We also show, in 
Section 4, how to calculate the coefficients explicitly in terms of boundary 
value problems for M simpler than (1.3). 
In Section 5 we specialize to second-order problems. These permit some 
relaxation of the smoothness conditions on the coefficients. As an applica- 
tion we calculate the index j (in an oscillation or variational sense) of the 
minimal (respectively, maximal) eigenvalue for (1.3) when sb0 (respec- 
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tively, ~0) a.e. This extends, in certain respects, the results of Eve&t et al. 
[4] on Sturm-Liouville problems obtained via the Priifer transformation. 
We also extend results of Loud [7] on positions of asymptotes for stability 
boundaries of Hill’s equation with two parameters. 
2. GENERAL PROPERTIES OF EIGENCURVES 
It is convenient to make our assumptions at the outset, although for this 
section they could be relaxed somewhat. We assume that r,f, l/r~ Lm(u, b) 
with a, b finite and r > 0 almost everywhere. This permits us to consider the 
differential equation (1.3) and to deduce that S: y(x) -+s(x)J(x) is 
bounded on Y= L*((a, b), T(X) d-x). As in Hinton [S] we assume that 
pj E C’Ca, 61, 1 GjGn; (-l)“p,,>O; pot L”(u, b). 
Note that our pi corresponds to Hinton’s (- l)jp,-,. To define T we 
follow Hinton [S, p. 284) and write 
),Cil = ,(il 
J 3 for i-en, 
= ( - 1 )“p, p, for i=n, 
= -(yCi-ll )‘+(-l)iP2n-ry’2n-i’, for i>n. (2.1) 
Then we put 
G?(T)=(yEL*(u,b)I J ci1 E AC[u, b], 0 < i < 2n, My E L*(u, 6)) n BC, 
where M comes from (1.3) and BC is a linear subspace of L’(u, 6) defined 
by self-adjoint boundary conditions which we shall specify more carefully 
in Section 3. We then set 
Ty=My for y E Q(T), 
which defines T as a regular self-adjoint differential operator, and moreover 
of the type used in [ 11. Here we appeal to [S, Theorem 11, which assumes 
continuity of r, but the extension to our hypotheses is straightforward. 
We recall the following basic facts from [ 11. The #, as defined in 
Section 1, are piecewise analytic with everywhere defined left and right 
derivatives 
bj)‘,(J-)=J:s(x) l.~~(hx)l~r(x)d-~, (2.2) 
for appropriate y + (2, . ) of unit norm in Y. Since the pL’ are repeated 
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according to multiplicity, we see that at most 2n eigencurves can pass 
through any given point (A, p). Indeed this number can frequently be reduced 
depending on the boundary conditions. For example, the Sturm-Liouville 
problem (i.e., n = 1, with separated end conditions) possesses at most one 
eigencurve through each point, and consequently, the eigencurves are 
everywhere analytic. 
Preliminary asymptotic information may be obtained as follows. 
LEMMA 2.1. #(A)=crkA.+o(lAl) as 13+ fco, where 
u + = ess sup s(x), 
JE [u,b] 
a_ = yjnl s(x). 
Proof. S has numerical range [a-, u +] and a+ are either eigenvalues 
of infinite multiplicity or points of the continuous spectrum of S. We may 
now apply [ 1, Corollary 2.6 et seq.] and the result follows. 
This shows that the asymptotic directions of the curves pLi (cf. [ 101) are 
f (1, c1 f ) as I + f co, and are independent of j. That such a result fails in 
general may be seen from 
EXAMPLE 2.2. Let Y= L2(0, 1) @ @, T(y, z) = (-II”, 0) on 9(T) = 
{yl y”oL’(O, l),y(O)=y(l)=O}@@, and S(y,z)=(y,O). (Settings 
involving L2 0 Ck arise naturally when spectral parameters are present in 
the boundary conditions; cf. [3, 11 I.) 
The real eigencurves for this realization of (1.1) are formed from the 
straight lines p = A+ n2x2, n = 1, 2, . . . . and the line p = 0. It follows that p” 
and ~1’ (j> 1) have left-hand asymptotic directions (- 1,0) and (- 1, - l), 
respectively. This example also shows that not all “analytic eigencurves” 
can be realized variationally, since no variational eigencurve has right-hand 
asymptotic direction (l,O). 
Here and below we shall use examples of this type to emphasize the 
connexion with ( 1.3). In most cases finite-dimensional examples are also 
possible. 
COROLLARY 2.3. The following possibilities, and only these, can occur. 
(i) a- =u+, s(x)=a+ a.e., and 
/d(n) = CL, A + p for some /3j, j = 0, 1, 2, . . . . 
(ii) pj is monotonic (in the same sense for each j) and non-linear; 
(iii) a- <O<cI+, so each pj is non-monotonic. 
Proof: This follows because u- <u+ from Lemma 2.1. Evidently, (i) 
EIGENCURVES 293 
characterizes the situation when one, and hence all, eigencurves are straight 
lines. Moreover, -PO, -pi, . . . are precisely the eigenvalues of T in this case. 
We now strengthen this result as follows. 
THEOREM 2.4. Except in the situation of Corollary 2.3(i), no eigencurve 
Zi can contain a line segment. 
Proof Suppose p’(A) = al + /I for all I in some interval J. It is 
convenient to rotate the A-axis by means of the transformation 
p-+p--A-B, S+S-al, T+ T+ /?I. (2.3) 
It is easy to see that (1.1) remains unchanged under these substittions, 
which have the effect of replacing our current hypothesis $(A) = aA + p by 
#(A)=0 for AEJ. 
For 1 EJ, then, we have by Rellich’s theorem [6, Theorem VII.3.9, 
p. 3921 
for some yn E Y, analytic in A. Successive differentiation yields 
wu,=su,~,, i = 1, 2, . . . . (2.4) 
where ui = (l/i!)(diJdA’) and W = T- AS. Thus if k < i, 
= ... =(Ui+k, Wu,)=O. 
It follows that the span, C, of the ui lies within { y 1 (y, WJT) = O}. Now W 
has only finitely many non-negative eigenvalues and hence dim C is finite. 
We first claim the existence of a chain (u,, U, , . . . . up) satisfying (2.4) and, 
in addition, 
Indeed, 
su, = 0. (2.5) 
up + 1 = i$o ciui 
for some p and co, . . . . cP since dim Z is finite. Then 
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o=s up- i ciui-, 
( i= I > 
W 
( 
Up- f: CiUi-1 
P 
=s Up-l- c,u, 7 
i= 1 > ( 
c .A) 
i=2 
wu, - Cp%) =S(h) 
wu, = 0. 
Replacing uO, . . . . up by uO, u, - cpuO, .. . . up -If=, ciui-, as above, we 
establish the claim. Thus without loss of generality we shall assume (2.5). 
Recalling that (2.3) translates a(S) by LX, we see that the situation of 
Corollary 2.3(i) holds if, and only if, s(x) = 0 a.e. Assume from now on then 
s(x) # 0 on a set Q of positive measure. 
Our next claim is that d;(w) := d’u,(w)/d,u’= 0 for 0 d i < 2n, for almost 
all o E Q. By (2.5) this holds for i = 0, so assume that it holds for 
i = k - 1 < 2n - 1. Since a full measure subset of B is dense therein, and 
(2.4) gives u, E Q?( T) whence d: ~ ‘(w) E AC(a, !I), we may calculate 
d:(o)= lim (d~-‘(w’)-d~-L(~)/(co’-co)=O 
tr’- 
for almost all o E Q. The result follows by induction. 
With this second claim established, we see that Wu,=O a.e. in 52 and 
since Wu, = Su, _, by (2.4), we conclude u,- 1 = 0 a.e. in 52. Repeating the 
argument used for the second claim above we ultimately obtain &i(w) = 0, 
0 < i < 2n, a.e. in 52. Finally, u,, is in the nullspace of the 2n th-order 
differential operator W and so the vanishing of its first 2n - 1 derivatives 
forces u0 =y, = 0, contradicting IIyJ = 1 in Y. This completes the proof. 
The analogous result for abstract problems ( 1.1) is that the eigencurves 
have no line segments if S has no eigenvectors in the form domain g(t) of 
T. After the transformation (2.3), this means that there are no horizontal 
line segments if 
N(S)nW~)= {O}, (2.6) 
i.e., condition N of [ 1, Corollary 3.91. Example 2.2 illustrates the sharpness 
of this result since each eigencurve has a horizontal line segment even 
though 
N(S)nsqt)= {O}OC 
is only one dimensional. 
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On the other hand, Example 2.5 below shows that (2.6) is stronger than 
necessary when applied to (1.3). Indeed we shall see in Section 3 that (2.6) 
is enough to rule out any eigencurve asymptotes if s > 0 or 60. 
EXAMPLE 2.5. Let Ty = -y” with y(0) =y( 1) = 0, s(x) = 0 on [0, 41, 
s(x)=1 on (i, 11. By [S, Theorem21 9(t)= {~EAC[O, l] 1 y(O)= 
?,(l)=O}, so 
N(S)nQ(t)={ycAC[O, l] I J(O)=y(x)=OforallxE[t, l]), 
which clearly violates (2,6)-in fact N(S) n 9(t) is infinite dimensional. On 
the other hand, no eigencurves have line segments by Theorem 2.4. 
3. EXISTENCE OF ASYMPTOTES 
Existence and location of asymptotes for ( 1.1) were discussed in [l] with 
conditions involving the form domain 2(t) of T. Here and in the next 
section we shall specialize those results by giving more explicit conditions 
for differential equations. By Lemma 2.1 we have expansions of the form 
p’(A) = cd + o(A) as 2-a (3.1) 
with a similar formula as A-+ - 00. Thejth eigencurve $ has an asymptote 
p = ct2 + /I’ if (3.1) can be improved to 
for some /P. 
/l’(A) = d + p’ + o( 1) as 1-a (3.2) 
In general, the eigencurves may cross their asymptotes, or possess line 
segments along them, albeit only finitely many times [ 1, Section 41. An 
example of some of the possibilities is [ 1, Example 5.31. Here the situation 
is simplified as follows. 
LEMMA 3.1. p’(A) - cll decreases strictly in ;1 to a limit j?j if (3.2) hold&y, 
or to - CC if p’ has no right-hand asymptote. 
Remark. Here and below, the discussion of left-hand asymptotes 
follows similar lines and will be left to the reader. 
Proof: By Lemma 2.1, c( =ess sup s(x), and thus by (2.2) p’(A)-aA 
decreases in A and by Theorem 2.4, the sense must be strict. This completes 
the proof. 
Recall that T involves boundary conditions on M. General self-adjoint 
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conditions are discussed by Hinton [S, Eq. (2.11), Theorem l] and, after 
some elementary manipulations, we can take them in the form 
AG+W=O, (3.3) 
where A, B are 2n x 2n matrices, B= [0 C] ‘, where C is of full rank, say 
r, 0 <r < 2n, AB* = B*A, and 
iiT= [u(a) u(b)], CT= [v(u) -v(b)], 
UT’= [ycw.yc”-‘l], vT= [p- 11,. .#“I]; 
cf. (2.1). We may therefore divide the scalar conditions in (3.3) into two 
groups L (respectively H) consisting of the first 2n - r (respectively final r) 
equations from (3.3). The conditions in L. involve only the lower order 
derivatives u while those in H involve higher order (quasi) derivatives v. 
The following explicit representation of the form domain Q(t) is then 
available. 
THEOREM 3.2. 
Q(t) = A n { y E L2(u, 6) 1 ycil E ACLU, 61, 0 < i < n, yc”’ E L2(a, b)) 
where 
A = { y E AC[u, b] 1 y satisfies the conditions L}. 
Proof: This result is implicit in [5 J. The subspace Y of [S, p. 2881 is 
given by 
Y= {ii 1 yen}, (3.4) 
where we use the notation of (3.3) et seq. Thus our candidate for 9(t) is 
Hinton’s g(6). The connection with 9(t) per se is provided by [S, 
Theorem 21 and the spectral theorem. 
Returning to the discussion of asymptotes, we see from Lemma 3.1 that 
if $ has an asymptote then so has pk for each k 6 j since pk > $. In general 
the converse fails for (1.1) as we shall see later. Again the situation is 
simpler for (1.3). 
THEOREM 3.3. For any index j, pi has a right-hand asymptote if, and only 
if, s achieves its essential supremum (u.e.) on some interval J. 
Proof: As for Theorem 2.4, we apply the transformation (2.3) so we 
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may assume a+ = 0 and s < 0, a.e.; i.e., S is non-positive detinite. Following 
[l, Eq. (2.11)] we write 
Y=N-(S)ON(S)ON+(S) 
for the orthogonal decomposition of Y into negative, null and positive 
spectral subspaces of Y. 
If s achieves its essential supremum a.e. on J, then the C” functions 
defined on (a, b) with compact support in .I constitute an infinite dimen- 
sional subspace of 
Existence of a right-hand asymptote then follows from [ 1, Theorem 4.41 
since dim N + (S) = 0. 
Conversely, suppose no interval J exists as stated. Then the only con- 
tinuous function on (a, b) with support in s-‘(O) is the zero function. By 
Theorem 3.2, every element of Q(t) is (absolutely) continuous, and so 
dim[9(t)n(N(S)@N+(S))]=O 
and the non-existence of asymptotes follows from [l, Theorem 4.43. This 
completes the proof. 
The case j = 0 has been treated by various authors. Two results aimed 
directly at the above situation are given by Moore [8] and by Turyn and 
ourselves [2], but in both cases there are gaps between necessity and 
sufficiency. Moore considers Hill’s equation (n = 1, p, = - 1, p0 = 0 with 
periodic boundary conditions) with s continuous and proves that ,u’ has a 
(right) asymptote if the set Z of maximisers of s contains an interval, and 
has no asymptote if C has measure zero. Our results in [2] are more 
general since they apply to (1.1) but they essentially reduce to those of 
Moore in the case of Hill’s equation. 
It is important to note that the condition on s in Theorem 3.3 is inde- 
pendent ofj. Thus either all eigencurves have asymptotes, or else none do. 
This contrasts with the general situation of (1.1) as the following shows. 
EXAMPLE 3.4. We modify Example 2.2 by taking S(y, z) = (my, 0) 
where (my)(x) = -XJJ(X) for all XE (0, 1). The projection of (1.1) onto the 
y-coordinate L* space satisfies Lemma 2.1 with a + = 0 and Theorem 3.2 
with s-‘(O)= (0). Thus the eigencurves ~1’ for (1.1) are now formed 
from p = 0 and the graphs of functions $ which decrease strictly to - co, 
according to Lemma 3.1. It follows that p” has (and attains) a right-hand 
asymptote p= 0, whereas ,~j has no right-hand asymptote for i > 0. 
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4. LOCATION OF ASYMPTOTES 
We turn now to the location of asymptotes, i.e., the determination of /?’ 
when (3.2) holds. It is convenient to define Sz as the union of non-trivial 
intervals J appearing in Theorem 3.3, i.e., 
52 = (o E (a, b) 1 s(x) = 0 a.e. x in some neighbourhood of o} (4.1) 
is the “essential interior” of s-‘(O). The description of 52 via (4.1) may 
already be found in the investigation [4] of a related problem for 
Sturm-Liouville equations and we shall return to this in Section 5. 
Now B is open, so we may write it as a disjoint union of intervals 
(u,,b,), i=o, l)...) which in fact have no common endpoints. In the sequel 
we write -pi for thejth eigenvalue, repeated according to multiplicity, of 
My = py restricted to (a,, bi) subject to boundary conditions determined as 
follows. 
(A) If (a,, bi)= (a, b), so i=O, then we retain (3.3). 
(B) If a, > a, bi < 6, then we use Dirichlet conditions u(ai) = u(bi) = 0. 
(C) If ai = a and bk < b for all k, then three sets of boundary condi- 
tions are imposed: 
(i) u(bi) = 0; 
(ii) L,, i.e., L with u(b) set equal to O-see (3.3) et seq.; 
(iii) Ha, which is a modification of H, obtained as follows. We first 
note that H admits the representation 
Qii-iIY, (4.2) 
where Q = A*( - AB*)+A, ’ denotes Moore-Penrose inverse, and Y comes 
from (3.4). This is a slight rephrasing of results in Reid’s book [9, 
pp. 369-3701, reproduced as [S, Lemma 11. The fact that H may be 
represented as (4.2) when r = 2n follows from the self-adjointness condition 
AB* = BA* for (3.3). Our modification Ha of H is then 
Q,u(a) - v(a) 1 -X, 
where Q, is the top-left n x n submatrix of Q and 
YU = (u(u) I )’ satisfies L,}. 
(D) If uk > a for all k and hi = b, we follow case (C) and impose 
(i) ~(a,) = 0; 
(ii) L,, i.e., L with u(u) set equal to 0; 
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(iii) Hb, i.e., 
where Qb is the bottom right n x n submatrix of Q and 
Yb = {u(b) ( y satisfies Lb} 
(E) If there are indices i and k such that ai=a<bj<a,< hk= 6, 
then we write --pi for the jth eigenvalue of My=py on (a, b;)u (a,, b) 
subject to (3.3) and y(b,)=y(a,)=O. Moreover, we do not define pi. 
While it would be slightly more direct to proceed ab initio, we have 
chosen for ease of exposition to base these constructions on those of Reid 
and Hinton. Examples of the explicit calculations will follow in Section 5. 
We are now ready for the calculation of the /?j of (3.2). 
THEOREM 4.1. /I?” is the k th element, counted by multiplicity, in descend- 
ing order, of the set {p{ ( i, j 2 O}. 
Proof It follows from standard quadratic variational theory that the 
critical points of 
over Un9(t), U=O,EHI 1ly\1=1} must satisfy My = py and the trans- 
versality condition H. This may be demonstrated via the Dirichlet formula 
n- I 
p,(x) ly"'(x)12 & = x j['](,v) y['"- l-l] 
i=o 
(-4]* 
u 
+ I” j(x)My(x)r(x) dx, (4.3) a 
and the constraint ji 1 y(x)l* r(x) dx = 1. Bearing in mind Theorem 3.2, 
then, we see that the critical values of t are precisely the eigenvalues of T 
and that t(y) is the quadratic form induced by T into .9(t). 
It thus follows in the special case (a,, bJ = (a, b), i.e., (A) above, that 
-Jo: are the critical values of t restricted to the elements of U n $R( t) with 
support in [a;, bi], and we claim that this remains true for any choice of 
(ai, bi). For case (B), the Dirichlet conditions ~(a,) = u(bi) = 0 are clear and 
from (4.3) we see that t(y) reduces to 
s 
h 
j(x) My(x)r(x) dx. L1, 
505,79:2-B 
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Thus for critical points we come to M-V = ~JJ with no transversality condi- 
tion and support of y in [ai, bi]. 
For case (C), again u(bi) = 0 is clear and so is L,. Further, (4.3) shows 
that now 
n-1 
r(y) = uT(a)Q,u(u) - c j+‘(u) y 
i=O 
c2n-i-‘1(u)+~b’ j(x)My(x)r(x) dx. 
0, 
For critical points, this leads to My = py and H,. The argument for (D) is 
similar. Finally in case (E) we note that u(bi) = U(Q) = 0 follows again and 
now the argument continues as before. 
This establishes the claim and we now appeal to [ 1, Theorem 4.43 to 
complete the proof, bearing in mind that for y E 9(t) n N(S), t(y) is a sum 
of contributions from each (ai, bi). 
We note in passing that this result implies that for any constant LYE R, 
the number of pairs (i, j) for which p! 2 c1 is a finite. A direct proof of this 
result can also be given. 
Recall that the eigencurves are indexed variationally and we shall say 
that a solution (A, p, y) of (1.3) has (variational) index j if p=p’(L). If 
several Z’ pass through (1, p) then there will be several such indices. Con- 
cerning our next result, we note that s < 0 a.e. may always be arranged via 
the transformation (2.3). 
COROLLARY 4.2. Suppose s> 0 (resp. ~0) u.e., and is not identically 
zero. Then the index of the minimal (resp. maximal) eigenvulue A,,,(p) of 
( 1.3), for u given p, is the number of pairs (i, j) for which ,a < p{. 
5. SECOND-ORDER EQUATIONS 
We shall now specialize to the case n = 1, under the following conditions 
on the coeffkients: p1 < 0 <r, a.e.; l/p, E L’(a, b), p1 po, p,sE Lm(a, 6). 
In particular, we shall relax the previous smoothness requirement 
pl E C’[a, b] to the minimal possible; cf. [4]. With the aid of a standard 
substitution we can then carry over our previous results as follows. 
THEOREM 5.1. Consider (1.3) under the above assumptions on pO, p,, r, s. 
Then the conclusions of Sections 2 and 3 all hold provided that in their 
statements (and associated definitions), s is replaced by p, s. 
ProoJ Set 
5=x(5)=5-‘(t), 
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so that (1.3) becomes 
~(5)=P,(5)CPo(4)-~s(5)-~r(5)ly(r), (5.1) 
where . := d/dT and 0 < T < c := r(b). The boundary conditions (3.3) take 
the same form but with ycl’ (x) replaced by j(c) and thus the boundary 
value problem defining T involves the replacement of coefficients (p,(x), 
PI(X), r(X), St-x)) by (P,(X(T))PCJ(X(T)), - 1, PI@(T)) r(X(f))v h(X(T)) 
s(x(T))) and the independent variable x by T. The underlying Hilbert 
function space Y now has inner product 
(Y, Z)= j; Y(T)z(T)P,(X(T))r(?r(s)) dT. (5.2) 
The cited results thus hold when expressed in terms of the independent 
variable T and it remains to show that conditions phrased in terms of T 
may be replaced by corresponding ones in terms of x. For this we claim 
that Nc [a, b] has positive x-measure if, and only if, T(N) c [0, c] has 
positive r-measure. Indeed, the z-measure of t(N) is - IN l/p,(x) dx which 
is zero if, and only if, N is null. This establishes the claim and completes 
the proof. 
A similar result corresponds to Theorem 4.1. Here, the number of cases 
is manageable, so we shall list all the real ones in terms of Reid’s classilica- 
tion [9, p. 2641, where roman numerals indicate 1 + r = 1 + rank C-see 
(3.3) et seq. Note that S(X) is to be replaced by p,(x)s(x) in the definition 
of Q (3.4). 
THEOREM 5.2. Theorem 4.1 and Corollary 4.2 hold with u{ corresponding 
to boundary conditions from one of five cases determined as follows. Set 
w(a) = cry(a) -y[‘l(a) 7 o(b) =y[“(b) - by(b). 
I. L:y(a)=p(b)=O; L,:y(a)=O; L,:y(b)=O; H= H,= H,,=QI. 
II,. L:y(a)=O; H:o(b)=O; L,=L; Lb=H,=O, H,=H. 
II,. L:y(b)=O; H:o(a)=O; L,=H,=@; L,=L, H,=H. 
II,. L: G1 y(a) + $2y(b) = 0, (w Z 0); H: $,w(b) = $2w(a); L,: 
y(a)=O, L,: y(b)=O; H,= H,= 0. 
III. L=L,=L,=@; H: w(a)=ey(b), o(b)=dy(a); H,: o(a)=O; 
Hb: o(b) = 0. 
Proof Direct application of the r-transformation leads to critical points 
obeying the differential equation (5.1) with no 2s term, i.e., (1.3) with no 
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As term. Boundary conditions may be carried over via the notation yril so 
it will be suffkient to note the following. 
In cases I, II,, and II,, Y0 = @ so H, = 0. Similarly, H, = 0 in cases I, 
II,, II,. For II, and III, Ya= (0) and Q, = [cr]. In cases II, and III, 
q={OfandQ,=[/I].Th f 1 e ma contention follows from Reid [9, p. 2651. 
The most commonly studied second-order problems involve the Hill and 
Sturm-Liouville equations and it is appropriate that we examine the above 
general results in these two important special cases. 
COROLLARY 5.3. Let (1.3) represent Hill’s equation, i.e., r = -p, = 1, 
p0 = 0, s E L”(a, b) with either periodic or antiperiodic boundary conditions. 
Then the asymptotics of the stability boundaries in the (A, u)-plane are 
described by Lemma 2.1 and Theorem 3.3. When the boundaries have 
asymptotes, the pi are determined via Theorem 4.1 using 
-p~=j2~2(bi-ai)p2 in cases (A), (B), (CL (D), 
-uj=j2z2(bi-ai+bk-ak)-2 in case (E ). 
In particular, ( 1.3) has a fundamental eigenfunction without zeros internal to 
(a, b) ifs>0 or ~0 a.e. and ,u=O. 
Proof For Hill’s equation, My = -y” and thus we come to consider 
-y” = py over (ai, bi) with Dirichlet conditions from case II,. The values 
for p{ for situations (Ab(D) are then immediate and the necessary 
modification for (E) is easy. The final contention then follows directly from 
Corollary 4.2. 
Loud [7] has given asymptotic developments of the stability boundaries 
for certain cases of continuous even s. He discusses cases where asymptotes 
fail to exist and we hope to return to this elsewhere. He also discusses cases 
where s attains its supremum either over one subinterval or over two sub- 
intervals (a,, bi) of equal length, and our results confirm and extend his. 
For the Sturm-Liouville problem we have 
COROLLARY 5.4. Let (1.3) represent the Sturm-Liouville equation with 
r= 1, l/p, E L’(a, b), pop,, p,s~ Lio(a, 6) and separated end conditions. 
Then the asymptotes of the eigencurves are described by Theorem 5.1. If 
asymptotes exist, the boundary conditions for the calculation of p! in 
Theorem 5.2 are as follows: 
(i) if ai = a (resp. bi= b), we use the given left (resp. right) hand end 
condition for T; 
(ii) ifai#a (resp. bi# b), we use a Dirichlet condition at a (resp. b). 
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Proof The result follows from cases I, II,, II,, and III of Theorem 5.2. 
This last result has strong connections with the work of Everitt er al. 
[4], although the statements are somewhat different. For example, [4, 
Theorem 141 uses boundary conditions as in Corollary 5.4 and gives our 
index j as the number of internal eigenfunction zeros corresponding to 
A,(O) in Corollary 4.2. In the main, they study conditions for the existence 
of a fundamental eigenfunction for (1.3) with p = 0. In our terms this 
corresponds to Z” crossing the A-axis: if it does not, then Lemma 3.1 forces 
Z” to have an asymptote. Thus Everitt et al. implicitly give conditions for 
the existence of asymptotes and their work implies that Z” has no 
asymptote if Q of (3.4) is empty, although they do not discuss eigencurves 
explicitly. Note that for the results of [4], the replacement for Q used in 
Theorem 5.2 actually coincides with Q of (3.4) since o! + = 0 and pi < 0 a.e. 
The work of Eve&t et al. is based on a careful study of the equation for 
-py’/y = tan 6’ and is thus related to Priifer transformations. Since the 
boundary conditions for T cannot in general be written in terms of 0 our 
framework is more general than [4] even when n = 1. On the other hand 
p. and s need only belong to L’(a, 6) in [4] and this is less restrictive than 
our requirements. 
REFERENCES 
1. P. A. BINDING AND P. J. BROWNE, Spectral properties of two parameter eigenvalue 
problems II, Proc. Roy. Sot. Edinburgh Sect. A 106 (1987). 39-51. 
2. P. A. BINDING, P. J. BROWNE, AND L. TURYN, Spectral properties of compact multi- 
parameter operators, Proc. Roy. Sot. Edinburgh Sect. A 98 (1984), 291-303. 
3. P. J. BROWNE AND B. D. SLEEMAN, Regular multiparameter eigenvalue problems with 
several parameters in the boundary conditions, J. Math. Anal. Appl. 72 (1979), 29-33. 
4. W. N. EVERITT, M. K. KWONG, AND A. ZETTL, Oscillation of eigenfunctions of weighted 
regular Sturm-Liouville problems, J. London Math. Sot. (2) 27 (1983). 106120. 
5. D. B. HINTON, On the eigenfunction expansions of singular ordinary, differential 
equations, J. DSfferenrial Equations 24 (1977), 282-308. 
6. T. KATQ ” Perturbation Theory for Linear Operators,” Springer-Verlag. New York, 1966. 
7. W. S. LOUD, Stability regions for Hill’s equation, J. Differenfiul Equations 19 (1975). 
226-241. 
8. R. A. MOORE, The least eigenvalue of Hill’s equation, J. d’dnalyse Math. 5 (1956/7), 
183-196. 
9. W. T. REID, “Ordinary Differential Equations,” Wiley, New York, 1971. 
10. L. TURYN. Sturm-Liouville problems with several parameters, J. Differential Equations 38 
(1980), 239-259. 
Il. J. WALTER, Regular eigenvalue problems with eigenvalue parameter in the boundary 
condition, Math. Z. 133 (1973), 301-312. 
