Quantum Mechanics Investigation of the Photophysical Properties of
Ruthenium(II)-Based Complexes Combined with the Development of their
Force Field Parameters Using Molecular Mechanics and Molecular Dynamics
Simulation
By
Sanaa Saad AlAbbad
M. Sc., Physical Chemistry, University of Dammam, Saudi Arabia, 2009
Dissertation
Presented in Partial Fulfillment of the requirements for the degree of
Doctor of Philosophy, in Physical Chemistry
University of Montana
Missoula, MT
Summer 2018
Approved by:
Dr. J. B. Alexander Ross, Committee Chairperson
Department of Chemistry & Biochemistry
Dr. Edward Rosenberg, Committee Chairperson
Department of Chemistry & Biochemistry
Dr. Bruce Bowler, Committee Member
Department of Chemistry & Biochemistry
Dr. Dong Wang, Committee Member
Department of Chemistry & Biochemistry
Dr. David Holley, Committee Member
Center of Biomolecular Structure and Dynamics
i

AlAbbad, Sanaa S., Ph. D., Summer 2018

Chemistry

Quantum Mechanics Investigation of the Photophysical Properties of Ruthenium(II)-Based
Complexes Combined with the Development of their Force Field Parameters Using
Molecular Mechanics and Molecular Dynamics Simulation
Co-Chairpersons: Dr. J. B. Alexander Ross and Dr. Edward Rosenberg
Abstract
The focus of this study is to develop a theoretical strategy that can help guide the design of novel

organometallics with desirable photophysical properties for molecular engineering. This
computational study includes proposed complexes and others for which experimental data are
available. The agreement between the computational results and the experimental observations
confirms the validity of our procedure and the level of theory we applied in this study. The ground
singlet (S0) and excited triplet (T1) electronic states and corresponding optical spectra of a series of
cationic complexes —[RuH(CO)L(PPh3)2]+ (L= 2,2´-bipyridyl) (Rubpy), 4,4´-dicarboxylic-2,2´-bipyridyl
(Rudcbpy), bis-4,4’-(N-methylamide)-2,2´-bipyridyl (Rudamidebpy), bis-4,4’-(methyl)-2,2´-bipyridyl
(RudMebpy), [Ru(CO)2dcbpy(PPh3)2]2+ (Ru(2CO)dcbpy), [Ru(H)2dcbpy(PPh3)2] (Ru(2H)dcbpy), and a
series of cationic complexes [RuLL(phen)(PPh3)2]+ (phen= 1,10-phenanthroline , L= H, CO, Cl, TFA) —
have been studied by combined Density Functional/Time-Dependent Density Functional (DFT/TDDFT)
techniques using different combinations of DFT exchange-correlation functionals and basis sets. We
demonstrate a correlation between HOMO-LUMO energy gap, Stokes shift, and T1 distortion, which
reflects the effects of parent ligand and electron-withdrawing and donating groups. The results of the
study of Ru-phen complexes revealed that this correlation is valid only when the metal-to-ligand chargetransfer (MLCT) transition is not isoenergetic with other transitions. In addition, we successfully
developed new force field parameters for Ru-bpy based complexes, using molecular mechanics

(MM) combined with molecular dynamics (MD), which can help to explain critical aspects of
the optical phenomena of Ru-bpy based complexes in solution and biological systems.
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Chapter 1. Background
1.1. Introduction
Luminescent techniques are analytical tools that have been developing rapidly, with
many new applications in the life sciences. Unique features of these techniques are their
sensitivity and selectivity over broad range of wavelengths. Several important parameters can be
used as observables, including: luminescence intensity, lifetime, quantum yield, quenching
efficiency, and radiative and nonradiative energy transfer [1].
In recent years, organometallic complexes have gained major interest in luminescence
spectroscopy because of their exceptional photophysical properties: long lifetimes (ranging from
about 100 ns to 10 µs), large Stokes shift, high quantum yields, high intrinsic anisotropies, and a
relatively stable triplet excited state associated with metal-to-ligand charge-transfer (3MLCT)
[1]. The second- and third-row transition metal complexes are strong oxidants and ideal for such
techniques. One of the most commonly used ligands for forming MLCT complexes, is the
polypyridyl ring (e.g., 2,2'-bipyridine (bpy) and1, 10-phenanthroline (phen)), because of its
strong reductive capacity, which is based on the low-lying π* acceptor level of the ligand. Upon
absorption of light in the UV-Vis range, an intramolecular electronic charge transfer from t2g
orbitals of the metal to this level will occur causing the formation of the singlet excited state
(1MLCT).
𝐴! 𝑀 − 𝐿

!!

𝐴! 𝑀! − 𝐿!

(1)

where A is a spectator ligand that is not directly involved in the electronic transition process.
Strong spin-orbit coupling, due to the heavy metal, causes the system to undergo a rapid and
efficient intersystem crossing to the triplet excited state, the 'phosphorescent state' (3MLCT),
with a quantum efficiency close to unity [1-3].
1

Once the 3MLCT state is populated, different deactivation processes can take place. First,
phosphorescence is a spontaneous radiative decay that brings the complex back to its ground
singlet state (S0) by dissipating energy as a photon. This decay is described by a radiative rate
constant (kr). Second, nonradiative decay can bring the complex back to S0 by dissipating the
energy through thermal processes such as vibrational relaxation and/or collisional quenching.
This decay is characterized by the rate constant (knr). In addition to formation of the 3MLCT by
intersystem crossing (ISC), based on the interaction between the metal and the ligand, a triplet
metal-centered (3MC) state, which will weaken the emission, can be formed by either thermal
activation of the 3MLCT state or directly by ISC from the 1MLCT state [4-8].

Figure 1. Jablonski diagram (from ref. [8]) showing formation of the 3MLCT and 3MC
states, where kr is the radiative rate constant, knr and knr’ are the nonradiative rate
constants, kmc is the kinetic rate constant for activation to the 3MC state, and ISC is
intersystem crossing.
The careful selection of metal and ligand is the critical step toward attaining desirable
properties for specific applications. Ruthenium-polypyridyl based complexes have been of
considerable interest after the first report of the excited-state electron transfer by [Ru(bpy)3]2+ in
1959 [9]. Since then, this complex and its derivatives have been extensively used in applications
such as dye-sensitized solar cells (DSSC) [10-11], potential agents for the detection of different
biological analytes of clinical and environmental interest [12-14], and DNA diagnostics [15-16].
2

Recently, due to the limitations of platinum-based antitumor drugs, there are ongoing efforts to
develop Ru-based anticancer complexes and some of these complexes have reached phase II
clinical trials [17-22]. The following section briefly describes several applications based on the
photophysical behavior of Ru-polypyridyl complexes.
1.2. Applications
1.2.1. Ruthenium Complexes as Sensitizers in Dye-Sensitized Solar Cells (DSSC)
The DSSC cell is made of three main parts: a photoanode, cathode (counter electrode),
and liquid electrolyte separating them. The photoanode is made of glass that is covered with a
conductive oxide. This glass is covered with mesoporous layers of semiconductor, most
frequently nano-crystalline TiO2 that is covered with a monolayer of dye molecules (Rucomplexes). The dye has to have anchoring group like carboxylic acid to immobilize the dye on
the TiO2 surface. The cathode is made of the same conductive glass as in the photoanode, and
particles of a solid catalyst, typically platinum metal, are deposited on the surface. The
electrolyte is made of a solution of oxidized redox mediator that contains various species of ions
[11, 23-24].
After the dye molecules are excited by absorbing the incident photons, the excited
electrons are injected into the conduction band of the semiconductor. Then, the oxidized dye

Figure 2. A diagram illustrating charge transfer process in DSSC.
3

molecules are reduced by a redox mediator such as (I-) in the electrolyte, creating a hole (I!! ).
Then, the electrons flow through the external circuit to the counter electrode. At the counter
electrode, the electrons reduce the I!! to regenerate iodide, which completes the circuit [11, 2324].
For efficient DSSC, the dye molecule has to fulfill several requirements. The most
efficient Ru-bpy-based dye complexes that have been demonstrated to date have been developed
by the Grätzel group: the N3, N719 and ‘black’ dyes [25-26].

Figure 3. Structures of the Ru-based dyes N3, N719 and ‘black dye’ [25,26].
In addition to the excellent photophysical properties described earlier [1-3], Ru-bpybased dye complexes have ultrafast rates of charge injection with a near unity quantum yield [2728] and long-term dye stability under various environmental conditions [29-30]. When designing
DSSC, it is important to consider the arrangement of the energy levels. In particular, the highest
4

occupied molecular orbital (HOMO) should be spatially separated from the lowest unoccupied
molecular orbital (LUMO). Specifically, the LUMO should be close to the oxide surface for
efficient charge injection, while the HOMO should be far away from the oxide surface to reduce
the rate of the recombination between the injected charges with either the oxidized dye, or the
oxidized redox couple(I!! ) [23-24].
1.2.2. Ruthenium-based anticancer drugs.
Ru(II)-polypyridyl complexes show a unique reactivity that differentiates them from
other organometallic compounds, specifically, their ability to photosubstitute ligands. The
discovery of this reactivity was for [Ru(bpy)3]2+ in 1976 by Van Houten and Watts [31]. In this
process, a triplet metal-centered state (3MC) is formed either by thermal activation of the 3MLCT
state or direct intersystem crossing from 1MLCT state [4-8]. In this state, an electron from one of
the Ru nonbonded orbitals (t2g) is promoted into a Ru-ligand π* eg orbital. Consequently, the Ruligand bond becomes weaker, which facilitates the substitution of a ligand by a solvent molecule.
Either of the two parts, the Ru-containing part, or the ligand-containing part, or both, can have
biological activity [32-33].
light
Ru

Ru

OH2

Figure 4. Photosubstitution of a ligand L bound to a Ru(II) center.
The light-induced cleavage of a chemical bond is very important in designing a drug with
high selectivity that is sufficiently reactive to only bind the biological target and not other
biomolecules encountered on the way. This gives an advantage for Ru-based antitumor drugs
compared to the Pt-based drugs. Regardless of the achievements of the latter, one of their major
drawbacks is the ability to interact with other biomolecules thereby causing severe side-effects
5

such as bone marrow suppression and kidney toxicity [32-33]. Ru-based anticancer drugs that
have reached phase I or II clinical trials are KP1019 and NAMI-A (Figure 5).

Figure 5. The structure of KP1019 (A) and NAMI-A (B). Abbreviation: DMSO,
dimethyl sulfoxide [34].
The critical consideration in the development of such compounds for photopharmacology is achieving activation (1MLCT formation) in the visible range of the spectrum
because visible light is less toxic to cells and infiltrates further into biological tissues, compared
to UV light that poorly penetrates through tissues and causes significant damage to cells [32-33].
Thus, the importance to control the HOMO and LUMO energy levels to the desired range of the
spectrum arises in this application as well.
One can conclude that for phosphorescence applications, the need for fundamental
understanding of the redistribution of the electronic density in response to light excitation, the
energy of T1, and the structural parameters that control the energy levels are key factors for
improving the design of optically active organometallics complexes. However, proceeding
directly to synthesis and experimental characterization is not necessarily the most effective
strategy. For example, designing new materials and testing their applicability is costly and
involves time-consuming synthesis procedures. In addition, the failure to design a dye for DSSC
6

with the desirable properties can occur at a late-stage in the synthesis process. Thus, it is critical
step to first investigate and understand the molecular levels of these complexes. Another issue is
the possibility of generating several excited states that lie in a narrow energy range and that have
short lifetimes or small quantum yields. Furthermore, some excited states are optically forbidden
(dark) states (e.g., 3MC or 3LC) and experimentally difficult to detect because they involve
photochemical reactions or ultrafast relaxation processes. These states have significant influence
on the dynamics of the electronically excited system, and thus it is critically important to find
computational procedures to investigate such phenomena [4-8, 35-36].
To overcome this bottleneck in the development of new organometallics with desirable
photophysical properties, state-of-the-art computational methods need to be employed. Today,
major improvements in computational methods are advancing the study of photophysical and
photochemical properties of organometallics complexes, contributing to a fundamental
understanding of the dynamics of their excited states [35-39]. The power of new-generation
supercomputers facilitates the utilization of large-scale quantum chemical calculations.
Specifically, these calculations provide reliable information that can be used to design and screen
new compounds prior to synthesis. With this power, a rational design of new materials and a
systematic chemical modification of their structures can be achieved.
The widely applied computational approach for modeling ground-state properties is
Density Functional Theory (DFT), while Time-Dependent DFT (TD-DFT) calculations are used
because of their ability to describe precisely the geometrical features and energies of excited
states [35-54]. The use of the TDDFT for computing the optical spectral properties has increased
markedly during the past years. For example, in 1997, there were 37 publications, that exceeded
1000 by 2011 [35-39, 45-49, 53-54]. In general, these calculations are validated by their ability
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to reproduce the experimental data (e.g., absorption spectra, vibrational frequencies), based on
which further interpretation of subtle spectroscopic properties can strategically be made. In the
following section, an overview of the basic concepts of DFT and TD-DFT theories is provided.
1.3. Theoretical overview
1.3.1. DFT
In the mid-1960s, Hohenberg and Kohn set down the basic foundation of modern DFT
[43]. The Hohenberg-Kohn theorem states that the ground-state energy and other properties are
defined by a one-body ground-state density ρ(r). In other words, the energy (E) of the system in
the ground state is described as a functional of ρ(r) [44-50].
Eρ r

=

V!"# r ρ r dr + F[ρ r ]

(2)

where the first term describes the electron interaction with an external potential Vext (r) (this term
arises from the Coulomb interaction between electrons and nuclei). The second term is the sum
of the electrons’ kinetic energy and their inter-electronic interaction. However, the description of
this term is unknown. In particular, it is not known whether the electron is located in occupied or
virtual orbitals (orbital-free theory).
In 1965, Kohn and Sham (KS) solved the Hohenberg-Kohn theorem for an interacting
system by suggesting an approximation for the kinetic energy in which the density of the
interacting many-electron system is obtained as the density of a non-interacting reference system
[50]. Thus, the KS orbitals can be described as single Slater determinant of single-particle spinorbitals. The full expression for the energy E ρ r of an N-electron system with M nuclei that is
giving by KS equations will be:
!
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(3)

The first term is the kinetic energy of a system of non-interacting electrons that have the same
density (charge) as the real system. The second and fourth terms are the electron-electron
Coulombic (Hartree electrostatic) energy, and electron-nuclear interaction, respectively.
Exc ρ r

is the exchange-correlation energy functional and will be further discussed later. The

electron density ρ(r) for non-interacting electrons is the sum over all occupied KS orbitals 𝜓! (r)
and is giving by:
!
!!!

𝜌 𝑟 =

𝜓! (𝑟)

!

(4)

The issue that arises is that molecular orbitals are used as input to calculate the electron
density, yet the goal is to calculate the molecular orbitals that best determine the electronic
structure. For this, the variation theorem is introduced. It states that “the energy calculated from
an approximation to the true wavefunction will always be greater than the true energy” [44]. In
other words, when the energy is a minimum, the best wavefunction is obtained. Thus, since the
true density corresponds to the lowest energy, the energy and density of the interacting reference
can be optimized by variational procedures. The method is based on the linear combinations of
atomic orbitals approach (LCAO). The KS molecular orbitals 𝜓! are expressed as a linear
combinations of atomic orbitals φv (e.g., the basis function):
𝜓! 𝑟 =

!
!!! 𝑐!" 𝜑!

(5)

Where cvi is a coefficient. In equation (5) there are K basis functions, and thus a total of K
molecular orbitals should be derived. In addition, there are different forms for the basis
functions; DFT mostly employs Gaussian functions. The resultant equation is variational in the
wavefunction. Thus, it will find the coefficients that minimize the energy and give the best
wavefunction. In other words, the coefficients will be changed for a given set of orbitals in the
direction that minimizes the energy (∂E/∂civ = 0).
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KS equations also include the exchange-correlation energy functional Exc ρ r .
Electron-exchange energy refers to the Pauli Exclusion Principle, where no two electrons with
the same spin can exist in the same orbital. The electron-correlation energy refers to the fact that
the electrons tend to avoid each other (their motions are correlated), resulting in lower energy
(Hund’s multiplicity rule) [51]. It is worth mentioning that the remarkable success of DFT to
describe the intricate many-body system compared to other methods, such as Hartree-Fock
theory, is its treatment of the exchange-correlation functional Vxc[ρ] using the electron density.
𝑉!" 𝜌 =

!!!" [!]

(6)

!"

The Kronecker delta (δ) is introduced to ensure the orthogonality of the wavefunctions
(KS orbitals) and the normalization conditions. The problem is that the exact mathematical
expression of the exchange-correlation term is unknown; therefore, different forms of
approximate functionals are used (explained below). By introducing eq. 5 and 6 into the KS
equations and applying the variational condition, the KS orbitals 𝜓i and their energies εi are
obtained from the one-electron KS equations as solutions of the Schrödinger equation:
ℏ!

− !! ∇!! −
!

!!
!
!!! !

!!

+

! !!
!!"

𝑑𝑟! + 𝑉!" 𝑟! 𝜓! 𝑟! = 𝜀! 𝜓! (𝑟! )

(7)

To solve KS, the self-consistent field (SCF) strategy is applied. In this strategy, an initial
guess of density will be used from which a set of new molecular orbitals that improve the value
of the density is derived. The new value of density will then be fed into the second iteration, and
so on until convergence is achieved. Therefore, calculating the properties that best describe the
ground state is achieved by deriving the wavefunction that has the lowest energy. Specifically,
the choice of functional forms (approximation) that describe the exchange-correlation term is a
critical step for the success of DFT calculation.
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There are several exchange-correlation functionals that have been developed. The most
popular functional is the hybrid Becke, three-parameter, Lee-Yang-Parr exchange-correlation
functional B3LYP [52]. The three parameters are the Hartree-Fock exact exchange, the local
spin-density approximation exchange, and the gradient-corrected exchange and gradientcorrected correlation. This functional provides data that correspond well with experiment [3539]. Thus, this functional was used extensively in this project.
The remarkable performance of DFT in describing structural and electronic properties in
a vast class of materials with high quality calculations for large molecules is undeniable. In
addition, DFT is computationally relatively simple, and increasing the number of atoms or the
size of the basis sets does not affect the calculation time significantly when compared to the
Hartree-Fock method [43-52]. Most importantly, DFT results can be interpreted in the familiar
terms of molecular orbital theory.
1.3.2. TD-DFT
Twenty years after introducing DFT, Hohenberg, Kohn, and Sham, Runge and Gross
extended the theory to include time-dependent systems, the Time-Dependent Density Functional
Theory (TD-DFT) [53]. It is based on the same concept of DFT that the density of interacting
many-electron system is obtained as the density of a non-interacting reference system inside a
one-body potential. In other words, the time-dependent wavefunction is equivalent to the timedependent electronic density. Deriving the effective potential of the non-interacting system will
return the same density of the many-electron interacting system. Thus, TD-DFT is used to
investigate the properties and dynamics of many-particle systems in the presence of timedependent potentials, such as electromagnetic fields, to extract features like excitation,
absorption, and emission energies. The evolution of the development of TD-DFT is very

11

complicated and beyond the scope of this study, so only the conclusive equations are described
here essentially following Martin [45], Onida [46], Casida et al. [47,54], Vlček Jr et al [48], and
Runge et al [53].
This theorem is based on the linear-response approximation, where the changes of the
electron density ρ(r, t) are proportional to the changes of the external potential, υext (r,t) (timedependent external perturbation). The time-dependent electron density is:
!
!!!

𝜌 𝑟, 𝑡 =

𝜓! (𝑟, 𝑡)

!

(8)

which is determined by solving the time-dependent KS equations:
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This will yield the frequency-dependent dynamic polarizability α(ν), which can be expanded in
terms of electronic transitions energies (denoted n), and the corresponding oscillator strengths fn:
𝛼 𝜈 =
𝛼 𝜈 =

!!! ! !
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E0 and En are the energies of the ground and nth excited states, respectively, while ν0 and νn are
the corresponding frequencies. The oscillator strength determines the intensity of the absorption
band and is obtained as:
𝑓! =

!!!!
!! ! ℏ

𝜈! 𝜇!

!

=

!!!
!! ! ℏ!

𝐸! 𝜇!

!

(12)

where µ is the transition dipole moment. So, by solving these equations, the excitation energies
along with the oscillator strength can be obtained from the DFT framework.
Today, TD-DFT has become one of the most prominent methods for the investigation of
excited states of medium to large molecules [35-39,45-49,53-54]. Based on these computational
successes and the ability to explain critical aspects of the optical phenomena of organometallics,
12

the two main objectives of this study are: 1) provide a strategy to control the HOMO-LUMO
energy gap and the optoelectronics properties in a series of Ru-bpy and Ru-phen complexes by
altering the geometrical structures using a combination of DFT and TD-DFT; 2) develop force
field parameters for Ru-bpy based complexes using molecular mechanics (MM) combined with
energy minimization and molecular dynamics (MD) to obtain insight into the photophysical
properties, specifically how these properties depend on the intermolecular interactions with
solvents and nearby molecules [55-58]. The procedures developed in this project can help guide
the design of novel organometallics with desirable properties for molecular engineering.
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Chapter 2. Trans Influence and Substituent Effects on the HOMO-LUMO Energy Gap and
Stokes Shift in Ru Mono-Diimine Derivatives
2.1. Introduction
Ruthenium (II) poly-diimine complexes have received significant attention in recent
years [1-4], particularly in applications such as dye-sensitized solar cells, artificial
photocatalysis, DNA diagnostics, and as potential agents for the detection of different biological
analytes of clinical and environmental interest [1, 5-12]. Additionally, ruthenium diimine (2,2´bipyridyl) complexes containing hydride, carbonyl and triphenylphosphine (PPh3) ligands have
been used as catalysts for hydrogenation of unsaturated organic compounds [13-17]. The
importance of these complexes comes from their unique photophysical and photochemical
properties.
The push-pull from ruthenium as a strong reductant that donates an electron from the t2g
orbital to the bpy low-lying π* molecular orbital, results in a singlet ground-state (S0) to singlet
metal-to-ligand charge-transfer (1MLCT) transitions. The emission after excitation of the 1MLCT
band has a large Stokes shift, typically greater than 150 nm in the visible-to-near IR region of the
spectrum, and has a long decay time, ranging from 100 ns to 10 µs; the Stokes shift and longlived intensity decay are characteristic of triplet state (3MLCT) emissions [1-4]. Additionally,
ruthenium complexes exhibit reversible redox behavior with adjustable potentials [18-20].
Tuning the emission wavelength of the transition metals complexes over the visible range
is desirable for applications such as organic light-emitting devices (OLEDs) [21], luminescencebased sensors [22], and photocatalysis [23]. Therefore, several modification strategies have been
applied to control the HOMO-LUMO energy gap: taking advantage of the substituent effects on
the ligand parent by changing the ligand parent entirely or by varying the ligands trans to the
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ligand parent [21-27]. For example, tuning molecular orbital energies with a variety of
substituents has been reported for Ir (III), Pt (II), and dyes for dye-sensitized solar cells [25-27].
Density functional theory (DFT) combined with the time-dependent DFT (TD-DFT)
calculations have been employed to study the photophysical properties of different transition
metal systems, and the calculated excitation energies agree well with the experimental data [25,
28-29]. This agreement between theory and experiment demonstrates the power of these
calculations to provide reliable predictions about the nature of the molecular orbitals, electronic
transitions, and conformational changes that can occur upon excitation. Most previous
computational studies have been limited to the description of the trans-influence, the extent to
which a ligand weakens the bond trans to itself in the equilibrium ground state of a complex
[30], and most have been more concerned with square planar rather than octahedral complexes
[31-35].
The purpose of our study is to extend the previous computational studies to include
octahedral Ru (II) complexes, and thereby establish, qualitatively, a broader screening protocol
for evaluating the correlation between the HOMO-LUMO energy gap and the Stokes shift in
transition metal complexes. Here, we are investigating the spectroscopic effects of i) different
ligands trans to bpy (hydride as a good σ-donor in comparison to carbonyl as a good π-acceptor),
and ii) introducing different electron-withdrawing or electron-donating substituents in
derivatives of the Ru(bpy)(PPh3)2 moiety.
Our laboratory has been interested in using the photophysical properties of Ru hydride
complexes to study dynamics in biological membranes and for applications as catalysts and
sensors [36-37]. Here, we report computational results for the photophysical, and photochemical
properties of Ru (II) complexes of bpy, carbonyl and PPh3 and their derivatives, which
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previously have been shown to display long excited-state lifetimes with high quantum yields
[36-37]. We also report a different synthesis procedure for [RuH(CO)bpy(PPh3)2]PF6 (Rubpy)
and [RuH(CO)dcbpy(PPh3)2]PF6 (Rudcbpy) complexes, both of which have been studied
previously in our laboratory [36-37], as well as synthesis of the new complex [RuH(CO)bis-4,
4’-(methyl)bpy(PPh3)2]Cl (RudMebpy) (including spectral data).
The good agreement between the experimental data for the former Ru(II) complexes and
these calculations, encouraged us to extend the study to include theoretical predictions of three
other Ru(II) complexes of interest: [RuH(CO)bis-4, 4’-(N-methylamide)bpy(PPh3)2]+
(Rudamidebpy), [Ru(H)2dcbpy(PPh3)2] (Ru(2H)dcbpy), and [Ru(CO)2dcbpy(PPh3)2]2+
(Ru(2CO)dcbpy) (see Fig. 1).
Rubpy

Rudcbpy

Figure 1. Optimized molecular structures of Rubpy and Rudcbpy complexes.
Hydrogen atoms are omitted for clarity.
2.2. Experimental section
2.2.1. Preparation of complexes
It was found that the previously synthesized Rubpy and Rudcbpy complexes could be
made in one step from Ru(PPh3)3(H)(CO)Cl and the appropriate ligand by following the method
of Malecki and Maroń [38]. Each complex was combined with the appropriate ligand in
equimolar amounts followed by reflux in methanol for 2h. The IR, 1H and 31P NMR were in

19

agreement with previously published data [36]. This same method was then applied to the
synthesis of the new complex, RudMebpy. Details of the crystal structure analysis with crystal
structure of [RuH(CO)bis-4, 4’-(methyl)bpy(PPh3)2]Cl and NMR data are provided in Appendix
A.
2.2.2. Spectroscopy
Absorption, excitation and emission spectra for Rubpy, Rudcbpy, and RudMebpy
(solution in ethanol) were recorded on a Molecular Devices Spectra Max M2 (Fig. 2 and 3).

Figure 2. Experimental absorption spectra of Rubpy, Rudcbpy, and RudMebpy
in ethanol. The intensity is normalized for the comparison.
2.3.Computational Methods
2.3.1. DFT/TDDFT

20

Figure 3. Experimental emission spectra of Rubpy, Rudcbpy, and RudMebpy in
ethanol. The intensity is normalized for the comparison.
To select the appropriate functional for describing the photophysical properties for all
complexes, we employed DFT using six different exchange-correlation potentials: B3LYP [39],
PBE0 [40], CAM-B3LYP [41], M06 [42], B2PLYP coupled with D3 dispersion correction [43]
and hybrid meta-GGA with functional wB97XD [44]. All calculations were performed with the
Gaussian 09 suite of programs [45] to determine the equilibrium structure of Rudcbpy in the S0
state. M06, B2PLYP, and wB97XD were included for better description of noncovalent
interactions. To compare the basis sets, we employed two commonly used effective core
potentials (ECPs) for Ru: the Los Alamos pseudopotential (LANL2DZ) [46] and the StuttgartDresden pseudopotential (SDD) [47]. The former are shape-consistent, have no adjustable
parameters, and are derived by calculation of the spatial distributions of the valence orbital of the
isolated atom. The latter are energy-consistent and include empirical parameters derived from
observable data for a single atom, such as ionization energy. For all other atoms, we used the 621

31G* basis set. In addition, to improve the angular description of the valance orbitals of the
central atoms, a one-set-f-polarization function (exponent: 1.235) and a one-set-d-polarization
function (exponent: 0.371) [48] were added to Ru and to P [49], respectively. All geometries
were optimized, as described below, starting from the crystal structure of Rubpy (Cambridge
Crystallographic Data Center Code CCDC 704327) [36], neglecting the PF6- counterion in the
model. The carboxylic groups were added to the 4 and 4’ positions of the bpy group. The most
stable conformation of the carboxyl groups in S0 state was determined by scanning the potential
energy surfaces (PES) as a function of -COOH torsion angle and optimizing the remaining nonscanned coordinates (relaxed PES scan). We found that the most stable ground state
conformation has both -COOH groups coplanar with bpy, Ru, carbonyl, and the hydride (Fig. 4).

Figure 4. Energy level diagrams of energy-minimized structures of Rudcbpy
22

To assess the performance of the computations, we used several statistical measures [50]:
the mean error ∆, the standard deviation in the errors Δstd, the mean absolute error ∆!"# , and the
maximum absolute error Δmax, where the experimental values used for comparison were taken
from the crystal structure of Rubpy.1 A total of six Ru-ligand and six P-C bond-lengths, and 15
ligand-Ru-ligand, six C-P-C, and six C-P-Ru angles were considered. Solvation effects were
modeled by using the “Polarizable Continuum Model” (PCM) [51-52] and the Onsager reactionfield model [53]. Normal-mode analysis confirmed that all optimized geometries were in
minima. From the optimized S0, the lowest 22 singlet-singlet transitions, and their corresponding
oscillator strengths were determined using TDDFT in combination with B3LYP/LANL2DZ,
B3LYP/LANL2Z with inclusion of f,d-polarization functions to Ru and P, and M06/LANL2DZ
[54]. B3LYP and M06 generated similar excitation and absorption spectra that correlated well
with the experimental data. We determined the nature of each band by calculating the orbital
energies and the composition in terms of atom contributions using electron density difference
maps (EDDMs) implemented in GaussSum 2.2 [55].
The lowest energy T1 states were optimized starting from the S0 geometry using two
approaches: the linear-response TDDFT and the difference in the self-consistent field (SCF)
energies of the S0 and T1 spin states (∆SCF) [56-57]. The later was used to ensure the stability of
the calculated T1 states by TDDFT. For both methods, the spin-unrestricted Kohn-Sham (UKS)
orbitals were used. The analytic gradients and frequencies were calculated for T1 optimized to its
minimum energy configuration via TDDFT using Gaussian 16 [58]. T1 was modeled using seven
different combinations of methods and basis sets as explained in the discussion. The emission
energies were calculated as the energy difference between S0 and T1 with the zero-point (ZP)

1

The details of the statistical methods can be found in Appendix A.
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vibrational energy correction included. For this, the emission energy was determined as the
difference of the ZP of S0 and the ZP of T1 calculated using ∆SCF and TDDFT approaches.
The data suggested that B3LYP/LANL2DZ/6-31G* is sufficient for describing the Ru
mono-diimine system and its photophysical properties. Therefore, at lower computational cost,
we used this level of theory to describe the other systems. To model RudMebpy and
Rudamidebpy, the -COOH groups were substituted by -CH3 and -CONHCH3, respectively. The
Ru(2CO)dcbpy and Ru(2H)dcbpy complexes were modeled starting from the optimized
Rudcbpy ground-state geometry. Energy minima were then obtained by optimizing all the
geometrical parameters.
2.3.2. QTAIM/NBO
To rationalize the effects of the trans influence and substituent groups, we determined the
atomic charges of the optimized structures in the S0 and T1 states using two different approaches:
NBO analysis implemented in Gaussian 09 with and QTAIM implemented in the AIMAll
program package [59-61]. The wave functions were generated first by a single-point calculation
on the optimized structures of the complexes in S0 and T1 using the UKS orbitals. Both methods
provided similar trends for the atomic charge changes between S0 and T1, (Appendix A, Table
A1).
2.4. Results and Discussion
2.4.1. The optimized S0 geometry of Rudcbpy and performance of functionals
Table 1 compares selected bond distances and angles from the experimental data for
Rubpy (Cambridge Crystallographic Data Center Code CCDC 704327) [36] with the calculated
values obtained using B3LYP/LANL2DZ/PCM. The calculations predicted a deviation in the
range of 1.20-11.15 pm in the bond length for the different Ru-ligand and a total mean error of
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7.07 pm. The table also shows the calculated parameters of Rudcbpy using the same level of
theory. Introducing -COOH into the bpy ligand did not significantly affect the core coordination
of the parent complex (Appendix A, Tables A2-A5). For example, the total mean error
associated with the calculated Ru-ligand bond-lengths of Rudcbpy is 7.14 pm. Additionally, the
total mean error for the calculated P-C bond-lengths for Rudcbpy compared to Rubpy differs by
0.09 pm. In the following, we compare the performance of the different combinations of density
functional/basis set/PCM in terms of the calculated Ru and P bond-lengths and bond-angles that
describe the Rudcbpy S0 geometry (Fig. 5, Appendix A, Tables A2-A5).

! relative to experiment in the calculated Ru bond distances (pm)
Figure 5. Mean errors ∆
of Rudcbpy.
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Table 1. Selected bond lengths (Å), bond angles (º), and torsion angles (º) optimized for complexes in S0 and T1 using TDDFT
in ethanol exept for Ru(2H)dcbpy where ∆SCF data are reported.

S0
Ru-P1
Ru-P2
Ru-N1
Ru-N2
Ru-H

2.351
2.349
2.091
2.135
1.623

Rubpy
B3LYP
2.448
2.449
2.174
2.246
1.613

Ru-C

1.816

1.861

1.852

1.865

1.864

1.862

1.852

174.701
75.040
-2.869

170.034
74.733
0.181

168.952
75.579
0.616

168.954
74.858
-0.122

169.194
74.772
0.201

170.099
74.544
1.100

169.164
75.413
1.002

2.414
2.402
2.102
2.097
1.635

2.445
2.518
2.140
2.161
1.627

2.440
2.521
2.137
2.153
1.628

2.408
2.404
2.101
2.089
1.636

1.884

1.896

1.895

1.883

143.280
77.377
4.195

143.788
77.590
3.189

143.024
78.864
-2.046

P1-Ru-P2
N1-Ru-N2
N1-C-C-N2
T1
Ru-P1
Ru-P2
Ru-N1
Ru-N2
Ru-H
Ru-C

a

PBE0
2.392
2.394
2.139
2.196
1.613

Rudcbpy
B3LYP
2.454
2.453
2.168
2.244
1.610

Rudamidebpy
B3LYP
2.451
2.450
2.169
2.246
1.611

P1-Ru-P2
142.144
N1-Ru-N2
78.876
N1-C-C-N2
-2.769
*N1 is trans to CO and N2 is trans to H.
a
Experimental data taken from ref. [36].
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RudMebpy
B3LYP
PBE0
2.448
2.391
2.449
2.392
2.173
2.137
2.246
2.198
1.613
1.613

Ru(2H)dcbpy Ru(2CO)dcbpy
B3LYP
B3LYP
2.364
2.561
2.364
2.560
2.152
2.160
2.186
2.161
1.635,
1.652
1.918,
1.919
160.234
176.817
75.801
76.650
0.172
-0.112
2.406
2.406
2.219
2.218
1.604,
1.630
169.175
74.716
0.114

2.556
2.557
2.144
2.149
1.920,
1.923
178.093
77.505
-0.874

The total mean errors of the bond lengths were, on average, larger for Ru-ligand than for
P-C bonds. We noted that in all methods the maximum error was associated with Ru-N bonds.
As expected, the functionals that were constructed to account for dispersion (M06, B2PLYPD3,
and wB79xD) yielded geometric parameters that were closest to the crystal structure parameters.
The performance of the different DFT methods followed the ‘Jacobs ladder’ classification
scheme with total mean errors of the bond lengths decreasing in the series double-hybrid
(B2PLYPD3) < meta-hybrid (M06) < hybrid-GGA (wB79xD) [62]. The methods, however,
show no trend in evaluation of bond-angles. With all methods, the Ru bond-angles were smaller
(0.01-0.20º) than in the crystal structure of the parent complex Rubpy; the P bond-angles varied
over a range of +0.02/-0.04º. It should be noted that the PBE0/LANL2DZ performance was
superior to B3LYP/LANL2DZ. Both functionals use a fraction of exact exchange energy, but
B3LYP includes empirical parameters determined from the correlation energy of the He atom
[63]. Additionally, PBE0 performance was comparable to that of the functionals that include
dispersion. Including the long-range corrected exchange correlation functional (CAM-B3LYP)
provided a better description compared to that obtained with B3LYP alone.
We found that increasing the basis set size did not provide significant improvement in the
geometric parameters. For instance, adding f,d-polarization functions slightly decreased the mean
error of the bond-lengths of Ru-ligand, but not of P-C. The performance of the basis sets that
include ECPs is tested with B3LYP and M06 level of theory (Fig. 5, Table A2-A5). The results
show better improvements in the determination of Ru-ligand bond-lengths using SDD with both
B3LYP and M06 functionals (total mean errors are 5.4 pm and 4.1 pm, respectively) compared
to LANL2DZ (7.1 pm and 5.5 pm, respectively). However, LANL2DZ provides a better
description of the bond angles, see Table A4 and A5.

27

To determine the S0 geometry of Rudcbpy, we initially used functionals that did not
include dispersion (i.e., B3LYP, PBE0, and CAM-B3LYP). The calculations were performed
first without symmetry constraints and then applied the constraints. In all cases, there was lack of
symmetry in the calculated structure (i.e., C1). However, using functionals that include
dispersion (i.e., B2PLYPD3, M06, and wB79xD), S0 for Rudcbpy was fully optimized with Cs
symmetry (i.e., the bpy rings were coplanar with Ru, CO, and H), without any constraints and it
was a true minimum.
To assess solvent effects, we optimized the structure using B3LYP first in vacuum and
then applying the Onsager model [53]. This procedure produced a minimum geometry with Cs
symmetry. The lower symmetry obtained when using the hybrid functionals B3LYP, PBE0 and
CAM-B3LYP, as described above, is due to the integral equation approach formalism model
(PCM) not accounting accurately for the solute-solvent interaction [64]. In addition, the absence
of the dispersion correction in these methods affects the conformation and stability of the system,
particularly, the interaction between the phenyl rings.
Regardless of the inability of B3LYP/PCM to adequately describe the geometry of
Rudcbpy, it reproduced the experimentally observed absorption and emission energies at a
relatively low computational cost compared to other methods. As will be discussed in the
following, the excitation energies predicted by B3LYP/LANL2DZ are superior compared to
those obtained by other methods. In fact, it has been reported that the functionals that provide the
most precise geometries, M06-2X, underestimated the triplet gaps of Ru(II) complexes [65].
With these considerations, we chose B3LYP/LANL2DZ/6-31G*/PCM to evaluate the
conformational changes and photophysical properties computed for the other compounds.
2.4.2. Ru coordination geometry and molecular orbital energies
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2.4.2.1. Substituent effects
In general, the deviations of the Ru-ligand bond lengths upon introducing substituents in
Rubpy are not significant (< 1.00 pm, see Table 1). The significant changes are in the electronic
distributions and orbital energies. The negative charges over the bpy and phenyl rings decreased
as the donor strength of the substituents decreased and the positive charge on the Ru atom
increased (Table 2). It should be noted that the charges on the P atoms did not correlate well with
the expected trends of the substituents, (i.e., larger positive charge with electron-withdrawing
substituents and larger negative charge with electron-donating substituents). The positive charge
over the P atoms increased in the series: 1.71 e, 1.78 e, and 1.80 e for Rudcbpy, Rubpy,
RudMebpy, respectively.
Table 2. The change in the electron density distribution between optimized S0 and T1
estimated by calculating the partial atomic charges e using QTAIM.
Complex
Rubpy

S0
Ru
0.639

bpy
0.064

Xbpy*
-

2P
3.549

Ph
-2.906

T1
Ru
0.795

bpy
Xbpy*
-0.561
-

2P
3.733

Ph*
-2.722

Rudcbpy

0.669

0.301

-0.386

3.412

-2.764

0.838

-0.197

-0.989

3.581

-2.558

Rudamidebpy

0.669

0.119

0.661

3.411

-2.777

0.845

-0.386

0.081

3.574

-2.583

RudMebpy

0.626

-0.011

0.289

3.601

-2.969

0.806

-0.573

-0.353

3.763

-2.782

Ru(2H)dcbpy

0.474

0.123

-0.275

3.339

-3.075

0.625

-0.257

-0.399

3.408

-2.972

Ru(2CO)dcbpy

0.869

0.365

-0.020

3.461

-2.418

0.885

0.255

-0.067

3.486

-2.287

*

X is the substituent and (Ph) is the phenyl rings for both ligands.

In general, the atomic contributions to the molecular orbitals are similar for Ru
complexes with different substituents (Table 3 and 4, Fig. 6). In all complexes, more than 90% of
the electron density of the HOMO and HOMO-1 is delocalized between the Ru atom and the
(PPh3)2 groups. HOMO and HOMO-1 can be described as a combination of the Ru dyz orbitals
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and the bonding π orbitals of the phenyl rings; one phenyl ring from each PPh3 ligand does not
contribute to the HOMO (Fig. 6). HOMO-2 is Ru dxy with no contribution from the phenyl rings,
while HOMO-3 is a combination of Ru dyz, π bpy, and π (PPh3). The calculations showed that
more than 80% of the electron density of the LUMO in all ions has π* character and is localized
on the bpy rings bearing the substituent with a fractional contribution from the Ru dxz orbital
(Fig. 6).
The changes in the relative energies of the frontier molecular orbitals are based on the
different mesomeric effects of the substituents and are plotted in Fig. 6. Introducing the electron
withdrawing substituents (-COOH), decreased the electron density and stabilized the LUMO
level; the energy is lower by 0.58 eV compared to that of Rubpy. The weaker negative
mesomeric behavior for (-CONHCH3)2 groups also stabilized the LUMO but by 0.35 eV
compared to Rubpy. However, the electron releasing groups (-CH3) destabilized the LUMO level
by only 0.09 eV.
2.4.2.2. Trans influence
The following comparisons are made relative to Rudcbpy. Replacing the carbonyl by
hydride increased the σ donation strength along x and y axes reducing the partial positive charge
over Ru (Table 2). Thus, the increase of the electron density increases the electrostatic repulsion
between Ru dx2-y2 orbitals and the two hydride ions. The Ru-H bond lengths showed the largest
increase (~ 2.59 pm) compared to the other complexes. The HOMO orbital is destabilized by
1.54 eV and is 95% Ru dxy. On the other hand, the Ru-N and Ru-P bond lengths decreased by
~5.76 and ~9.02 pm, respectively, suggesting that introducing a σ donor ligand will push more
electron density toward Ru, thereby increasing back-bonding from Ru toward other ligands.
Additionally, we found that the MLCT band originates from the HOMO-1-HOMO-2 orbitals,
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Table 3. Computed absorption, excitation and electronic transitions for complexes using B3LYP/LANL2DZ.
complex
Rubpy

λabsa
(nm)
400

λabsb
(nm)
394.9

λexit.
(nm)
387.7

f

major contribution

% composition

character

0.06

H → L (95%)

Ru,(PPh3)2 → bpy

277c
257

287.0

288.9

0.36

H-1→ L+2 (46%)

285.9
286.7
326.1c
323.8c

0.19
0.14
0.13
0.06

H-1→ L+3 (34%)
H →L+3 (60%)
H →L+2 (57%)
H →L+3 (57%)
H-1 →L+3 (20%)
H→ L (94%)

H: Ru 47%, (PPh3)2 46%
L: bpy 96%
H-1: Ru 50%, (PPh3)2 45%
L+2: Ru 21%, (PPh3)2 75%
L+3: (PPh3)2 13%, bpy 85%

300c
Rudcbpy

RudMebpy

422

455.3

446.1

0.09

310
270c

320.3

309.5
322.5

0.29
0.13

349.6
328.5

0.08
0.08

390

390.6

382.7

0.07

H-15 → L (82%)
H → L+3 (55%)
H-1 → L+3(19%)
H-3 → L (53%)
H-9 → L (68%)
H-1 →L+3 (20%)
H→ L (96%)

290c

286.4

290.1

0.30

H-1→ L+1 (46%)

295.5
287.1
328.3c
325.9c

0.24
0.17
0.13
0.06

H-6→ L (61%)
H-1→ L+2(36%)
H→ L+1 (64%)
H →L+2 (61%)
H-1 →L+2 (17%)

310c
a

H: Ru 42%; (PPh3)2 52%
L: bpy 80%, (COOH)2 14%
H-15: bpy 81%; (PPh3)2 18%
L+3: Ru 22%, (PPh3)2 73%
H-1: Ru 54%; (PPh3)2 43%
H-3: (PPh3)2 83%, Ru 12%
H-9: bpy 14%; (PPh3)2 85%
H: Ru 50%, (PPh3)2 42%
L: bpy 94%, (CH3)2 2%
H-1: (PPh3)246%, Ru 48%, bpy 8%
L+1: Ru 20%, (PPh3)2 75%
H-6: (PPh3)2 34%, bpy 55%, Ru 9%
L+2: bpy 88%, (CH3)2 1%

Ru → (PPh3)2
Ru,(PPh3)2 → bpy
Ru,(PPh3)2 → bpy
Ru → (PPh3)2
Ru,(PPh3)2 → bpy
Ru,(PPh3)2 → bpy
Ru,(PPh3)2 → dcbpy
bpy,(PPh3)2 → (COOH)2
Ru → (PPh3)2
Ru → (PPh3)2
Ru, (PPh3)2 → dcbpy
(PPh3)2 → dcbpy
Ru,(PPh3)2 → bpy
Ru, (PPh3)2 → dMebpy
Ru → (PPh3)2
Ru, (PPh3)2 → dMebpy
Ru, (PPh3)2 → dMebpy
Ru → (PPh3)2
Ru, (PPh3)2 → dMebpy

Experimental data for Rudcbpy, Rubpy, and RudMebpy from this work. b calculated absorption. c excitation observed at the shoulder.
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Table 4. Computed absorption, excitation and electronic transitions for theoretical complexes using B3LYP/LANL2DZ.
complex
Rudamidebpy

λabs
(nm)
428.1

λexit.
(nm)
420.8

f

major contribution

% composition

character

0.09

H → L (95%)

Ru, (PPh3)2 → damidebpy

320.1

297.2

0.19

H-17 → L (31%)

324.3

0.13

316.9

0.07

310.5

0.07

H-1 → L+3 (17%)
H → L+3 (57%)
H-8→ L (27%)
H → L+2 (37%)
H-13 → L (19%)

H: Ru 45%; (PPh3)2 49%
L: bpy 86%; (CONHCH3)2 9%
H-17:(PPh3)2 46%; bpy 42%;
(CONHCH3)2 12%
L+3: (PPh3)2 74%; Ru 21%
H-1:Ru 52%; (PPh3)2 44%
H-8: (PPh3)2 89%
L+2: damidebpy 96%
H-13: (CONHCH3)2 41%;
(PPh3)2 55%
H-9: (PPh3)2 62%; bpy 19%;
(CONHCH3)2 17%

H-9 → L (25%)
Ru(2H)dcbpy

454.6

357.1
Ru(2CO)dcbpy

436.0
332.8

326.8
502.6
444.0
457.5

0.06
0.20
0.14
0.11

H→ L+1 (76%)
H-1 →L+1 (97%)
H-1 →L+2 (77%)
H-2 →L+1 (75%)

576.3

0.18

H-1 →L (67%)

360.8
355.2
428.5

0.23
0.12
0.34

H-1 →L+3 (83%)
H-1 →L+3 (83%)
H→ L (99%)

341.5
331.9

0.99
0.58

H→ L+2 (91%)
H→ L+2 (92%)

H-1: (PPh3)225%, Ru 57%, bpy 17%
L+1: bpy 82%, (COOH)2 16%
L+2: bpy 93%, (COOH)2 4%
H-2: (PPh3)211%, Ru 83%
L+1: bpy 78%, (COOH)2 8%

(PPh3)2,(CONHCH3)2 → bpy
Ru → (PPh3)2
Ru → (PPh3)2
(PPh3)2 →damidebpy
Ru, (PPh3)2 → damidebpy
(PPh3)2,(CONHCH3)2 → bpy
(PPh3)2,(CONHCH3)2 → bpy
Ru, (PPh3)2 → damidebpy
Ru,(PPh3)2→ dcbpy
Ru,(PPh3)2→ dcbpy
Ru,(PPh3)2→ dcbpy
Ru,(PPh3)2→ dcbpy

L+3: (PPh3)291%, Ru 8%

Ru → (PPh3)2

H: Ru 10%, (PPh3)2 89%
L: bpy 87%, (COOH)2 7%
L+2: Ru 36%, (PPh3)2 55%
(2CO) 5%

Ru,(PPh3)2→ dcbpy
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(PPh3)2→ (2CO), Ru

HOMO

LUMO

0

-1

Ru(2H)dcbpy:L+1
-2

RudMebpy
Ru(2H)dcbpy:L
Rubpy
Rudamidebpy

-3

Rudcbpy

E(eV)

Ru(2CO)dcbpy

-4

Ru(2H)dcbpy:H
Ru(2H)dcbpy:H-1
-5

RudMebpy
-6

Rubpy
Rudamidebpy
Rudcbpy
Ru(2CO)dcbpy

-7

Figure 6. HOMO and LUMO representations of the optimized ground states of the complexes calculated
-8 using B3LYP/LANL2DZ. Left: isodensity plots of the frontier orbitals of LUMO of the complexes arranged
as the energies increase along with schematic representation of LUMOs energies. Right: isodensity plots of
the frontier orbitals of HOMO of the complexes arranged as the energies increase along with schematic
representation of HOMOs energies.
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which have been both destabilized by ~1.82 eV. The HOMO-1 and HOMO-2 orbitals have Ru
dxz and dyz contributions (57%, and 83% respectively) with less π bonding from the phenyl rings.
In addition, the HOMO-1orbital has 17% π bonding from dcbpy. The three lowest LUMOs, lying
2.53 eV above the HOMO, are largely localized on the dcbpy, and have minor Ru dxz and dyz
character. Introducing hydride destabilized the LUMO by 0.64 eV and the charge on the bpy is
more negative, -0.052 e compared to the Rudcbpy.
Replacing the two hydride ions by two CO π-acceptors resulted in depopulation of the
orbitals between the x and y axes (dxz and dyz), which stabilized the HOMO and LUMO by 0.65
and 0.63 eV, respectively. Consequently, the contributions of the Ru dxz and dyz to the HOMO
orbital are significantly reduced and become smaller (<10%). The major contribution to the
HOMO up to HOMO-3 comes from the bonding π orbitals of the phenyl rings (89%).
Introducing the π-acceptors increased the positive partial charges on the Ru and both P atoms,
thereby reducing the back-bonding from Ru toward P atoms, and the Ru-P bond length increased
by ~10.0 pm compared to Rudcbpy. The LUMO and LUMO+1 are mainly localized on the
dcbpy with a contribution from the antibonding π* CO, while LUMO+2 has antibonding
contribution from Ru dz2, π* phenyl rings, and π* CO.
2.4.3. Absorption spectra
TDDFT/B3LYP/LANL2DZ/PCM calculations were employed to calculate the 22 lowest
singlet-singlet transitions starting from the S0 geometry, optimized in ethanol. In all complexes,
two maxima are observed in the calculated absorption spectra (Fig. 2, 7). The results reveal that
the lowest energy band is composed of several electronic transitions that have the HOMO as the
initial state and the LUMO as the final state. Thus, this band, which is in the visible region of the
spectrum, is the MLCT transition with a contribution from (PPh3)2 that varies from 25%
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(Ru(2H)dcbpy) to 89% (Ru(2CO)dcbpy) (see Table 4). Most notably, our calculations predicted
a forbidden HOMO →LUMO transition in Ru(2H)dcbpy. The MLCT band for this complex is
due to transitions from lower HOMOs (HOMO-1 to HOMO-3) to the lower LUMOs (LUMO to
LUMO+3).
The next higher energy absorption maximum observed in the near-UV region of the
experimental spectra is composed of several overlapping bands that are not well resolved (Fig.
2). The calculations show that these are the intra-ligand π-π* and n-π* electronic transitions of
PPh3 and bpy with the substituents that occur in the same region. This band is due to excitation
either from lower HOMOs to LUMO or from HOMO to higher LUMOs (Table 3 and 4).
Moreover, the calculations reveal that the low-energy side of this band, which ranges from 300 to
330 nm (Table 3 and 4), includes MLCT transitions from Ru to both PPh3 and bpy for all
complexes except Ru(2H)dcbpy and Ru(2CO)dcbpy. The appearance of an additional near-UV
MLCT band (300-350 nm) has also been observed for other Ru (II) systems [66]. To confirm the
theoretical findings, excitation spectra were measured over the range 300-500 nm, and electronic
transitions that correspond to the predicted MLCT transitions were observed. The molecular
orbital contributions and maxima of the computed absorption spectra and electronic transitions
compared with the corresponding experimental data are listed in Tables 3 and 4. The
computational results agree well with the overall features of the experimentally determined
absorption spectra of Rubpy and RudMebpy (Figs. 2 and 7).
The calculated MLCT band of Rudcbpy is red shifted by ~28 nm compared with the
experimental absorption spectrum which has a maximum at 422 nm. It should be noted that the
calculation does not take into account the possibility of hydrogen bond formation with solvent
molecules. However, we anticipated that hydrogen bonding will affect the molecular orbital
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Figure 7. The absorption spectra for the complexes calculated using B3LYP/LANL2DZ.
The intensities are optimized to the highest intensity for each complex.
energies in the Rudcbpy compared to Rubpy and RudMebpy because of the solvent interaction
with the carboxylic groups. To test this hypothesis, we modeled a system with four explicit
methanol molecules with their hydroxyl groups interacting with the carboxylic groups of
Rudcbpy. This interaction elongated the O-H bond length of the -COOH groups by 3.70 pm and
rotated the –COOH by ~15º with respect to the plane of the bpy ring. In addition, the LUMO
orbital was destabilized by 0.10 eV, which blue shifted the MLCT band ~9 nm. We then explored
the possible effect of the counterion by including PF6- with the methanol molecules, and the
MLCT band was further blue shifted by another 13 nm (Fig. 8). The calculated shift suggests the
role of the solvent and counterion in controlling the HOMO-LUMO energy gap which can be
studied further by applying combined quantum mechanics/molecular mechanics (QM/MM)
methods.
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Figure 8. The absorption spectra for Rudcbpy with H-bonding and PF6- calculated using
B3LYP/LANL2DZ.
We also computed the UV/Visible absorption spectra for Rudcbpy using M06/LANL2DZ
and CAM-B3LYP/LANL2DZ (Fig. A1). Overall, all methods predicted similar shapes for the
optical spectra, and the atomic orbital contributions involved in the excitations. B3LYP and M06
provided comparable excitation energies. However, a large blue-shift is observed with
TDDFT/CAM-B3LYP (>100 nm). This overestimate of the HOMO-LUMO energy gap when
using CAM-B3LYP combined with PCM has been observed for other Ru(II) systems [67].
2.4.3.1. Substituent effects
The shift in the MLCT bands correlated well with the changes in the conformational and
MO energies described above. In the experimental data, the MLCT band of Rudcbpy was red
shifted by 22 nm when compared to Rubpy, whereas the MLCT band of RudMebpy was blue
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shifted by 14 nm (Fig. 2). The computations using the continuum model predicted the same
trends but different magnitudes for the shifts. The MLCT band of the Rudcbpy was red shifted
by 60 nm when compared to Rubpy. Converting -COOH to -CONHCH3 resulted in a smaller red
shift of 33 nm, whereas the MLCT band of RudMebpy was blue shifted by 4 nm (Fig. 7).
2.4.3.2. Trans influence
Calculations show that the carbonyl groups in the Ru(2CO)dcbpy stabilize both HOMO
and LUMO, but the overall energy gap increases resulting in a 19 nm blue shift of the MLCT
band when compared to Rudcbpy. In addition, in Ru(2CO)dcbpy, the intra-dcbpy π-π* transitions
are weak while strong electronic excitations from PPh3 to Ru and CO are observed in the higher
energy bands. Replacing the two carbonyls with hydrides decreases the energy gap and
destabilizes all occupied orbitals causing a red shift in the MLCT. Interestingly, this band has
greater intensity and is much broader than the MLCT bands of the other complexes. This is
because it is characterized by a larger (97%) weight from a transition involving HOMO-1 and
LUMO+1with a significant contribution of orbitals both localized on the bpy ligand (17% and
82%, respectively). This composition enhances the transition dipole and also causes a large
bathochromic shift in excitation when compared to the excitation of the other complexes.
Notably, it has a high intensity peak at 455 nm and shoulder at 576 nm.
2.4.4. Triplet excited-state geometries
The T1 state geometry was optimized for Rudcbpy using TDDFT/B3LYP and ∆SCF
/B3LYP with combinations of LANL2DZ, LANL2DZ(f), and LANL2DZ(f,d), CAMB3LYP/LANL2DZ, M06/LANL2DZ, and M06/SDD (Table A6). The corresponding TDDFT and
∆SCF calculations characterized the optimized geometry as a 3MLCT state. Furthermore, the
analysis of the T1 molecular orbital showed that the highest singly occupied molecular orbital
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(HSOMO) centered on the bpy (Fig. 9). To quantify the geometric changes, we calculated the
root-mean-square deviation (RMSD) of T1 compared to S0 using the method of Kabsch as
implemented in the Visual Molecular Dynamics (VMD) program [68] (Table A6). All methods
yielded similar pattern of geometric parameter changes in T1 using both ∆SCF and TDDFT. For
example, the difference in the RMSD between ∆SCF and TDDFT is in the range 0.001-0.239;
CAM-B3LYP gave the higher deviation.
Rudcbpy

RudMebpy

Rubpy

Ru(2CO)dcbpy

Rudamidebpy

Ru(2H)dcbpy

Figure 9. HSOMO representation of the T1 for Rudcbpy derivatives.
Upon excitation, the symmetry and planarity between Ru and the other ligands are broken
and the bpy rings are twisted. The most significant change is reduction in the bend observed in
the P1-Ru-P2 angle for all complexes (24.66-32.25º). This reduction is asymmetric and is
accompanied by an increase in the distance between the phenyl rings and bpy, which likely
reduces the steric crowding that could arise from an increase in the π*-LUMO orbital population
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on bpy. N1 is trans to CO and N2 is trans to H. Both Ru-N bonds lengths decrease, but because
of the trans influence, Ru-N2 decreases the most. The increase of the Ru-P bond length in the
3

MLCT state, which is observed when using ∆SCF with all levels of theory, is due to the

depopulation of the HOMO orbitals and reduction of the bond strength. However, the optimized
T1 by TDDFT/B3LYP and TDDFT/CAM-B3LYP predicted an increase of only one Ru-P bond
length. Regardless of the method used, accompanying the electron migration from Ru and PPh3
to the bpy, there is an overall reduction in CPRu angles and increase in CPC angles. The changes
in the phenyl ring twist angles (Fig. 10) are presumably due to decreased repulsion between rings
that occurs upon electron migration. The largest twist (30.05º) is observed for the phenyl rings
that do not contribute to the HOMO.

Figure 10. Overlaying S0 and T1 calculated using B3LYB/UB3LYP, respectively,
for Rudcbpy (left) and Ru(2CO)dcbpy (right).
The T1 geometries for Rudamidebpy and Ru(2CO)dcbpy were minimized successfully
using TDDFT/B3LYP and UKS/B3LYP. However, different approaches were required to
minimize T1 geometries of the other complexes. For example, when optimizing Ru(2H)dcbpy T1
state, TDDFT/B3LYP produced oscillatory minima. This is due to a small HOMO-LUMO gap
that caused the states to cross during the optimization. By using UKS/B3LYP, optimization was
achieved. However, this approach was inadequate for Rubpy and RudMebpy. Minimization of
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these complexes was achieved using the PBE0 level of theory with ∆SCF and TDDFT. The
calculated RMSD for all minimized geometries correlated well with HOMO-LUMO gap — the
larger energy gap in S0 is accompanied by less distortion and smaller RMSD in T1. The changes
between the S0 and optimized T1 geometries, due to the substituent effects and the trans
influence, were evaluated comparing ∆SCF with TDDFT (Table 1). A comparison of selected
parameters, emission energies, and RMSD using ∆SCF and TDDFT for all complexes is in Fig.
11 and Table A7.
2.4.4.1. Substituent effects
The T1 of RudMebpy, which has the largest energy gap, showed the smaller RMSD while
Rudcbpy had the larger RMSD (Fig. 11). As explained above for Rudcbpy, the changes in the
Ru-ligand bond lengths for the different substituents show similar trends. Specifically, increases
in the Ru-P bond lengths were observed for all complexes except for one Ru-P bond in
Rudamidebpy, and Ru-N bond lengths decreased with RudMebpy having the shortest Ru-N bond
lengths. This reduction in the Ru-N bond is associated with greater localization of the electron
density on the N atoms compared to other complexes for which the electron density is distributed
over the entire bpy ring. On the other hand, Ru-H and Ru-CO bonds lengths in all complexes
increased. Moreover, as a result of the electron migration, the Ru and PPh3 charges became more
positive. The positive charge on Ru increased the most in the RudMebpy complex, indicating
that more electron density moves toward bpy. This unexpected trend of increased positive charge
on Ru in T1 when in the presence of an electron-donating group has been noted previously in
platinum(II) biphenyl 2,2’-bipyridine complexes, where Pt was found to have the largest positive
charge upon binding the strongest electron-donating group (-NH2) [25]. Finally, in T1, the same
change in the relative rotation of the phenyl rings was observed for all complexes, the largest
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twist being ~ 41º in RudMebpy.
2.4.4.2 Trans influence
The Ru(2H)dcbpy has the smallest S1 ← S0 energy gap and its T1 shows the largest
distortion. By contrast, Ru(2CO)dcbpy has the largest S1 ← S0 energy gap and its T1 shows the

(a)

(b)

(c)

(d)

Figure 11. The calculated RMSD of T1 compared to the HOMO-LUMO energy gap for the
complexes with respect to the substitutions using TDDFT (a), and trans influence using
∆SCF (b). The calculated emission energies using TDDFT compared to the HOMO-LUMO
energy gap for the complexes with respect to the substitutions (c), and trans influence using
∆SCF (d).
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smallest distortion (Fig. 11). The variations in the Ru-ligand bond lengths in T1 with respect to
S0 of the two complexes had opposite trends. While the Ru-P and Ru-N bond lengths increased
in Ru(2H)dcbpy, both bond types decreased in Ru(2CO)dcbpy. In addition, the Ru-CO bond
increased in Ru(2CO)dcbpy while the Ru-H bond length decreased in Ru(2H)dcbpy (Table 1).
There was no change in either the P-Ru-P bond angle or phenyl ring twist angles in
Ru(2CO)dcbpy, while the P-Ru-P bond angle increased by 9° and the phenyl ring twist angle
changed by 18° in Ru(2H)dcbpy.
2.4.5. Excitation and Emission Energies
The ΔSCF approach (ΔE = E (T1) - E (S0)) was used to calculate the emission energies, as
explained previously. To assess the quality of the DFT models of the T1 for Rudcbpy, we
compared the experimental and calculated emission energies using different methods, as
explained above. In general, including the zero-point energy vibrational correction yielded
emission energies that agreed well with experiment. We further noted that the emission energies
obtained by TDDFT are comparable to those from ∆SCF, and both B3LYP and M06 provided
similar emission energies (Fig. 12). In addition, CAM-B3LYP overestimated the emission energy
(2.36 eV or 525 nm) when compared to B3LYP (1.94 eV or 639 nm), the latter which predicted
an energy more similar to the experimental value of 2.04 eV (609 nm). On this basis, we
concluded that B3LYP/LANL2DZ predicted a reasonable T1. Moreover, increasing the basis set
size by adding f and then f,d-polarization functions neither improved the description of S0, as
explained earlier, nor the prediction of the T1 emission energy (Fig. 12).
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Figure 12. The calculated
energy of the optimized T1
and S0 at T1 using different
methods for Rudcbpy.

The calculated emission energies for Rubpy and RudMebpy using
TDDFT/PBE0/LANL2DZ were also overestimated (2.35 eV (528 nm,) and 2.41 eV (514 nm),
respectively) compared to the experimental values (2.09 eV (593 nm) and 2.20 eV (563 nm),
respectively). Nevertheless, all complexes showed the expected shift that correlated with the
HOMO-LUMO gap (Fig. 11). The trend in the Stokes shifts calculated for the two complexes
reproduced their relative order (including the parent compound), but not the absolute energies
observed experimentally (Fig. 2), where the maximum of RudMebpy emission is at 563 nm
while that of Rudcbpy is at 609 nm.
Experimentally, the observed Stokes shift is largely determined by the Coulomb energy
difference between S1 and T1 as well as contributions from radiationless processes such as
vibrational relaxation. Theoretically, we are relating the radiationless processes to the amount of
distortion of the T1 (RMSD). The system that undergoes minimal conformational reorganization
between the two states will emit higher energy photons. Our calculations estimated Stokes shifts
that agreed well with the calculated energy gap and RMSD (Fig. 11). To estimate the Stokes
shift, the molecular orbital energies of each complex were calculated using the same level of
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theory at which the emission energy has been calculated. Because Ru(2H)dcbpy has the smallest
HOMO-LUMO gap compared to Rudcbpy and Ru(2CO)dcbpy, its emission spectra was shifted
to the far infrared (0.88 eV or 1,409 nm). Comparing complexes with different substituents, the
emission energy was increasingly red shifted with decreasing the electron-donor strength:
RudMebpy (2.41 eV or 514 nm), Rubpy (2.35 eV or 528 nm), Rudamidebpy (2.13 eV or 582
nm), and Rudcbpy (1.94 eV or 639 nm) (Fig. 11). The shifts observed in the emission spectra of
other Ru systems constructed from imidazole, phenanthroline, and other derivatives with various
ligands, are in accord with our calculations [25-27, 69-70]. Furthermore, based on the energy gap
law, the rate of the radiationless decay of T1 will increase as the energy gap between the two
states decreases [71]. Consequently, we predict that Ru(2H)dcbpy should exhibit the shorter
triplet decay time.
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Chapter 3. Computational Study of the Emission Energy in Ru-Phenanthroline-Based
Complexes: Control of the HOMO-LUMO Energy Gap, Influence of Electronic
Delocalization, and Formation of the Triplet Metal-Centered State
3.1. Introduction
Ru (II)polypyridyl complexes exhibit metal-to-ligand charge transfer (1MLCT)
transitions in the UV-vis spectrum where an electron is transferred from one of the Ru t2g orbitals
(dxy, dyz, and dxz) to a ligand π* molecular orbital (MO) [1-3]. Highly efficient intersystem
crossing from 1MLCT to 3MLCT occurs due to the strong spin-orbit coupling of second-row
transition metals. The large Stokes shift and long-lived intensity decay are characteristic of the
3

MLCT [4-7]. Because of their unique photophysical properties, Ru(II)polypyridyl complexes

have been extensively used in applications such as dye-sensitized solar cells, DNA diagnostics,
artificial photocatalysis, and recently as anticancer drugs [8-20].
In our previous combined experimental and theoretical study of Ru(bpy)(PPh3)2
derivatives, we have proposed strategies to tune the emission energy for theses complexes and
we observed correlations between the HOMO-LUMO energy gap, Stokes shift, and triplet
excited state (T1) distortion, as a function of different substituent electron-withdrawing and
donating groups [21]. Here, we extend our study toward establishing a broader screening
protocol for estimating the photophysical properties of organometallic complexes to include the
new series of Ru(phen)(PPh3)2. The structure of the acceptor ligand plays an important role in
determining the quantum yield (Φ) and excited-state lifetime (τ) [22]. Specifically, the more
rigid ligand reduces the nonradiative rate (knr) and thus the complex has a higher quantum yield
and longer lifetime. This has been confirmed in Os(II) complexes that have lower knr when
constructed from 1,10-phenanthroline (phen) compared to 2,2'-bipyridine ligand (bpy) [23-24].
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In this report, we are investigating the effects of i) the rigidity of the ligand on the HOMOLUMO gap energy, the shift of the spectra, and the quantum yield; and ii) different ligands trans
to phen (different strength of σ-donor groups (hydride, chloride, and trifluoroacetate (TFA)) in
comparison to carbonyl as a good π-acceptor).
In addition, the nature of excited state can affect the stability of ligand coordination
[25-28]. If the ligand-field splitting is small, the energy of the σ* (eg*) Ru—ligand orbital is
reduced, and excitation to this orbital can result in sufficient electron-electron repulsion that one
or two of the coordination bonds weaken, facilitating ligand dissociation, and allowing
substitution by another molecule. This new state is known as triplet metal-centered state (3MC).
It has one singly occupied orbital of dxy, dyz, or dxz and one of 𝑑! ! !! ! or 𝑑! ! , and relaxes back to
S0 through nonradiative processes, including photosubstitution [25-28]. Because of the potential
for excited-state photosubstitution, generation of the 3MC state is avoided in the design of dyesensitized solar cells, but becomes critically important in the design of tumor-selective Ru-based
drugs [19-20].
In this study, we further explore the effects of ligand coordination on the stability and
emission of T1 (creation of 3MC state). Therefore, we are including two ligands: Cl, which
induces metal-ligand cleavage in analogous Ru(II) systems [16-18], and TFA as an alternative
ligand that behaves similarly to Cl. Based on the successful of our previous computational
approach using Density functional theory (DFT) combined with the time-dependent DFT (TDDFT) calculations combined with experimental data, we follow the same approach in this study.
The calculations reproduced the experimental data of [Ru(CO)(TFA)phen(PPh3)2]PF6
(Ru(TFA)phen) (reported in the earlier study [29]) and [RuH(CO)phen(PPh3)2]Cl (Ruphen) (this
work). Here we are using Ruphen to investigate the effect of ligand rigidity by making
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comparison to the previously studied complex [RuH(CO)bpy(PPh3)2]PF6 (Rubpy) [21], and we
included theoretical predictions of four other Ru(II) complexes of interest –
[RuCl(CO)phen(PPh3)2]+ (Ru(Cl)phen), [Ru(TFA)2phen(PPh3)2] (Ru(2TFA)phen),
[Ru(H)2phen(PPh3)2] (Ru(2H)phen), [Ru(CO)2phen(PPh3)2]2+ (Ru(2CO)phen), and
[RuH(2Cl)phen(PPh3)2] (Ru(2Cl)phen) (Fig.1) – to investigate the trans influence.

Figure 1. Optimized molecular structures of Ruphen (left) and
RuTFAphen (right) complexes. Hydrogen atoms are omitted for clarity.
3.2. Experimental section
3.2.1. Preparation of complexes
We were able to synthesize Ruphen [29] complex in one step from Ru(PPh3)3(H)(CO)Cl
and 1,10-phenanthroline two hydrate following the method of Malecki et al. [30]. We applied the
same method in the synthesis of Rubpy [21]. Details of the crystal structure analysis with crystal
structure of Ruphen, IR and NMR data are provided in the supplementary materials.
3.2.2. Spectroscopy
Absorption, excitation and emission spectra for Ruphen and Rubpy (solution in
acetonitrile) were recorded on a Molecular Devices Spectra Max M2 (Fig. 2 and 3). The quantum
yields (Φ) were calculated by the following equation [31-32]:
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! ! ! !!

𝛷 ! = !! !! !!! 𝛷 !

(1)

! !

Where Φi and Φs are the photoluminescence quantum yield of the sample and the standard,
respectively. Fi and Fs are the integrated intensities of sample and standard spectra, respectively,
n is refractive index, and f is the absorption factor, the fraction of the light impinging on the
sample that is absorbed:
𝑓=1−10−𝐴

(2)

Where A is absorbance. The complexes were dissolved in acetonitrile and Rhodamine 123 was
dissolved in ethanol. For all fluorescence measurements the excitation was at 420 nm and the
emission scans were from 450 to 750 nm with 2-nm step size.
Figure 2. Experimental
absorption and emission
spectra of Ruphen in
acetonitrile. The intensity is
normalized for the
comparison.

Rubpy
Ruphen
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Figure 3. Experimental
absorption spectra of
Ruphen and Rubpy in
acetonitrile. The intensity is
normalized for the
comparison.

3.3. Computational details
From our previous theoretical study of the photophysical properties of Ru diimine (2,2´bipyridyl) complexes containing hydride, carbonyl and triphenylphosphine (PPh3) ligands [21],
we found that using the hybrid exchange-correlation density functional B3LYP [33-34]
combined with Los Alamos pseudopotential (LANL2DZ) [35] as the effective core potentials
(ECPs) for Ru and using the 6-31G* basis set for all other elements, yielded geometries and
excitation energies that correlated well with the experimental data. Thus, B3LYP/LANL2DZ/631G* implemented in Gaussian 16 suite of programs was used is in this study [36]. The
geometries were optimized in acetonitrile solvent using the polarizable continuum model (PCM)
[37]. No symmetry restrictions were applied during optimization. To confirm that all optimized
geometries are true minima on the potential energy surface, the second-order force constant
matrix was calculated for each structure. In addition, we used meta-hybrid M06 for better
description of the noncovalent interactions [38], specifically, the electrostatic and dispersion
interactions between the phenyl rings and Cl in RuClphen and Ru(2Cl)phen.
No crystal structures were available for any of the complexes when we started the
calculations, and the ground states (S0) for all geometries were optimized starting from the
crystal structure of [Ru(X)2phen(PPh3)2][PF6][NO3] (X=Cl or CO)(Cambridge Crystallographic
Data Center Code CCDC 704326) [29], neglecting the counter ion in the structure model. To
make models of Ruphen, RuClphen or RuTFAphen, respectively, one of the carbonyl groups in
the crystal structure was replaced by H, Cl, or TFA (Fig. 1). Then, both CO groups were replaced
by H, Cl, or TFA. Later, we synthesized Ruphen, and solved its crystal structure (Appendix B).
The experimental parameters agreed well with our calculation. In Table 1, selected parameters
for the optimized S0 of all complexes are compared to the available experimental data
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Table 1. Selected bond lengths (Å), bond angles (º), and torsion angles (º) optimized for complexes in S0, 3MLCT, 3MC states
using ∆SCF approach in acetonitrile.
S0
Ru-P1
Ru-P2
Ru-N1
Ru-N2
Ru-H1
Ru-H2
Ru-C1
Ru-C2
Ru-Cl1
Ru-Cl2
Ru-O1
Ru-O2
P1-Ru-P2
N1-Ru-N2
N1-C-C-N2

Ruphen
B3LYP
2.375
2.449
2.359
2.449
2.127
2.179
2.155
2.261
1.726
1.601
a

1.845

1.862

b

2.373
2.378
2.110
2.128
1.851,
1.863

RuTFAphen
B3LYP
2.538
2.528
2.177
2.115
1.879

RuClphen
B3LYP
M06
2.510
2.444
2.510
2.444
2.178
2.180
2.117
2.112
1.875

1.857

2.529

2.464

Ru(2H)phen
B3LYP
2.360
2.350
2.190
2.228
1.636,
1.655

Ru(2CO)phen
B3LYP
2.556
2.555
2.165
2.164

170.144
75.517
0.015
3
MLCT
2.481
2.460
2.158
2.120
1.637

177.897
78.163
2.688

178.791
77.949
0.042
3
MLCT
2.568
2.566
2.167
2.028

174.116
77.838
0.000

Ru-P1
Ru-P2
Ru-N1
Ru-N2
Ru-H1
Ru-H2
Ru-C1
1.888
1.889
Ru-C2
Ru-Cl1
Ru-Cl2
Ru-O1
Ru-O2
P1-Ru-P2
146.445
173.733
N1-Ru-N2
78.428
78.917
N1-C-C-N2
0.228
0.003
*N1 is trans to CO and N2 is trans to H.
a
Experimental data taken from this work, b experimental data taken from ref. [29].

177.316
77.77
0.000
3
MLCT
2.449
2.471
2.173
2.077

162.971
75.740
0.021
3
MLCT
2.400
2.400
2.190
2.230
1.632,
1.607

1.861

177.720
77.528
0.024
3
MLCT
2.564
2.556
2.160
2.159

2.214,
2.213
176.389
79.510
0.231
3
MC
2.474
2.485
2.506
2.481
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2.545,
2.556

2.518,
2.514

174.124
79.063
0.000

179.213
79.281
0.437
3
MC
2.418
2.418
2.348
2.412

1.921,
1.921

2.457

177.035
77.475
0.006

Ru(2Cl)phen
B3LYP
M06
2.481
2.421
2.481
2.419
2.099
2.086
2.101
2.085

1.919,
1.918

2.114
173.768
77.332
0.067

Ru(2TFA)phen
B3LYP
2.499
2.486
2.095
2.087

2.591,
2.559
169.372
75.940
0.000

176.505
76.932
0.060

2.213,
2.220
176.389
66.758
1.080

177.517
69.706
0.008

Time-dependent density functional theory (TD-DFT) was used for excited-state
calculations [39]. 22 singlet-singlet transitions were computed based on the corresponding
optimized S0 in acetonitrile. The molecular orbital energies were determined and each transition
was characterized using electron density difference maps (EDDMs) implemented in GaussSum
2.2 [40].
For modeling the lowest-lying triplet states (T1), we used the ∆SCF and TDDFT
approaches [41-42], each with spin-unrestricted Kohn-Sham (UKS) orbitals. Normal-mode
analysis confirmed that all optimized T1 geometries were in minima. We applied two approaches
to compute the emission energies shown in Fig. 4: first, by using the difference between the
energy of the T1 computed at T1 equilibrium geometry using TDDFT and the energy of the S0
computed at T1 equilibrium geometry (no minimization for S0); and second, by including the
zero-point energy vibrational correction where the emission energy is the difference between the
energy of the lowest vibrational state of T1 computed at T1 equilibrium geometry and the ground
vibrational state of S0 computed at S0 equilibrium geometry (S0 is minimized). To determine the
nature of the electronic state, 3MLCT or 3MC, Mulliken spin-density analysis was used. A net
spin of one on Ru is associated with 3MLCT state while a net spin of two is associated with the
3

MC state.

Figure 4. Diagram summarizing
the calculated emission energy
with two approaches. The vertical
blue arrow corresponds to
emission energy including the
zero-point energy vibrational
correction and the vertical red
arrow without the correction.
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In addition, in this study, we used two computational approaches to rationalize the
effects of different ligands on the electronic distribution around Ru, the π back-bonding
interaction (Ru → ligand), and the molecular orbital energies. The natural bond orbital (NBO)
method [43-45], as implemented in Gaussian 16, was used to estimate the energy stabilization of
the interaction between Ru (donor) and ligand (vacant acceptor) orbitals (π back-bonding
interaction). The NBO method uses perturbation theory to estimate the stabilization energy E(2)
as
E(2) = ΔEij = qi × F(i, j)2/(εj – εi),
where, qi is the donor orbital occupancy, ε is the respective donor (i) and acceptor (j) orbital
energies, and F(i, j) is the off-diagonal Fock matrix element expressed in the NBO basis [46].
It should be pointed out that although NBO theory provides an excellent approximation
of the localized electron-pair bonding units, it failed to obtain the Ru—N bond interaction in
Ruphen, Ru(2H)phen, Ru(2Cl)phen, and Ru(2TFA)phen. Therefore, we evaluated the π backbonding stabilization energy for only the Ru—P bond. One critical step to obtain meaningful
results is the choice of the reference orbitals (acceptors and donors) for the NBO analysis. For
this, the donor orbitals that we included are: i) the highly occupied NBOs (valence orbitals) of
Ru which are idealized Lewis structure that described as lone pair (LP) on Ru center; ii) all twocenter (bonding) orbitals that involved σ (Ru—P), σ (Ru—H), σ (Ru—Cl), and σ (Ru—C); and
iii) the nonbonding orbitals in the subshells below the valance shell, which are referred to as core
orbitals for Ru (4s, 4px, 4py, and 4pz orbitals). The phosphorus acceptor orbitals are σ (Ru—P),
σ* (Ru—P), and the Rydberg-type molecular orbitals, (3d and 4p).
The second approach to evaluate the Ru → N back-bonding for all complexes is
analyzing the frontier orbitals of the atomic contributions as explained in the discussion. Tables
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2-4 show the partial atomic charges and the NBO back-bonding interaction energies. We defined
the z axis as lying along the Ru—P bond, the x axis along Ru—CO bond, and the y axis along
Ru—H bond.
3.4. Results and Discussion
3.4.1. S0 geometry optimization and molecular orbital analysis.
The discussion in this section follows in two parts. First, to understand the effects of the
different ligands (bpy verses phen) on the Ru center dependent coordination, we compare the
crystal and the optimized S0 structures for [RuH(CO)bpy(PPh3)2]PF6 (Rubpy) (Cambridge
Crystallographic Data Center Code CCDC 704327) [29] and Ruphen (this work). Second, we
analyze the effects of different ligands (H, CO, Cl, TFA) trans to the phen on the geometry and
molecular orbitals.
Rubpy and Ruphen. The largest deviation for Ru—ligand bond lengths between the two
crystals is observed for the Ru—H bond, which is 10 pm shorter than in Rubpy. The largest
discrepancies in the bond angles between the two crystals were associated with N1, trans to the
carbonyl (deviation ± 2-4º). The deviation was reduced in the optimized structures, and the
optimized structures had comparable parameters and partial charges over the Ru and P atoms
(Table 1and 2). The total atomic charge over the phen ligand (0.54 e) was similar to that over the
bpy ligand (0.55 e).
Hydride replacement of Ruphen and trans influence. The molecular point group for
the optimized S0 for all complexes was found to be C1. As discussed below, we note that
introducing identical ligands trans to the phen does not produce a recognizable trend in the
energy gap and the shift of the MLCT compared to the case when mixed ligands are used. Thus,
we will discuss the trans influence in two groups; mixed ligand: Ruphen, RuClphen and
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RuTFAphen, and analogue ligands: Ru(2H)phen, Ru(2CO)phen, Ru(2Cl)phen, and
Ru(2TFA)phen. In addition, to assess the trans influence on the Ru-phen push-pull stabilization
interaction (the increase of the electron density over Ru improves the back bonding toward the
phen ring and maximizes the push-pull interaction), we compared the changes in the atomic
partial charges and the Ru—N bond length.
Table 2. The change in the electron density distribution of S0 with different trans ligands
estimated by calculating the partial atomic charges e using NBO analysis.
Complex
Ruphen
RuTFAphen
RuClphen
Ru(2H)phen
Ru(2TFA)phen
Ru(2Cl)phen
Ru(2CO)phen

Ru
-1.055
-0.526
-0.731
-1.222
-0.088
-0.437
-0.960

phen
0.541
0.654
0.654
0.368
0.543
0.545
0.739

2P
2.589
2.524
2.578
2.580
2.423
2.507
2.623

(PPh3)2
1.159
1.151
1.203
0.861
0.901
0.948
1.448

The Ru coordination geometry undergoes similar transformations upon replacing the H
(the strongest σ-donor) in Ruphen with TFA or Cl. The Ru—N2 bond lengths (N2 trans to the
H) were reduced by ~ 14 pm in both RuClphen and RuTFAphen. Both Ru—P bond lengths
increased in the series Ruphen < RuClphen < RuTFAphen, which follows the decrease in the
ligand σ-donor strength in this series (see Table 1). The elongation correlated with the reduction
to the π* (Ru—P) back-bonding found in RuClphen and RuTFAphen (Table 3 and 4). As can be
seen from Table 2, the positive charges over Ru increased in the series Ruphen < RuClphen <
RuTFAphen. One would expect that the electron density will be localized on the Ru when Cl or
TFA is introduced due to repulsion between the Cl or O lone pair (pz) and the Ru filled dxz or dyz
electron (filled- filled) interactions [47]. However, an increase in the Ru positive charge is
observed that is associated with an increase of the PPh3 negative charges (Table 2). NBO
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analysis revealed that the Ru d! ! orbital decreased (1.18 e) in both RuTFAphen and RuClphen
compared to Ruphen (1.70 e), which was accompanied by a 2% increase in the bond localization
on P atom, thereby increasing the positive charge over Ru. In other words, the σ (Ru—P) bond
polarity increases more toward the P atom due to the filled-filled repulsion interaction causing a
reduction in Ru electron density and an increase in back-bonding from the P atoms to the phenyl
rings (see Appendix B, Table B1), which will minimize the push-pull interaction and weaken the
MLCT transition.
Table 3. Second-order perturbation interaction energy (E(2)) (kcal/mol) from the donation
from metal to ligand for complexes with mixed ligands at the B3LYP/LANL2DZ level
obtained by NBO analysis.

Ruphen

donor

occupancy
(e)

acceptor

occupancy
(e)

E(2)

CR(1)Rua
LP*(4)Rub
LP*(5)Ruc
σ(Ru-P)
σ(Ru-H)
σ(Ru-C)
σ(Ru-P)

1.988
0.214
0.196
1.835
1.843
1.935
1.835

σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)

0.156
0.156
0.156
0.156
0.156
0.156
0.156

0.97
32.18
0.59
1.56
22.57
10.96
6.6

σ(Ru-P)
σ(Ru-Cl)
σ(Ru-C)
σ(Ru-P)
CR(1)Ru
LP*(4)Rud
σ*(Ru-Cl)

1.822
1.912
1.921
1.822
1.989
0.230
0.103

σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)

0.147
0.147
0.147
0.147
0.147
0.147
0.147

1.74
0.95
9.81
7.05
0.95
16.9
22.82

RuClphen

RuTFAphen
σ(Ru-P)
1.830
σ*(Ru-P)
0.145
1.57
σ(Ru-C)
1.926
σ*(Ru-P)
0.145
9.11
σ(Ru-P)
1.828
σ*(Ru-P)
0.145
8.48
CR(1)Ru
1.989
σ*(Ru-P)
0.145
0.82
a
b
3
CR(1)Ru is 4s, LP*(4) is sp (s(21.80%)p 3.40(74.05%)d 0.19(4.15%)),
c
LP*(5) p(s(2.79%)p31.42(87.81%)d 3.36( 9.40%)), d LP*(4) is sp3 (s(15.14%)p 5.14(77.83%).
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Table 4. Second-order perturbation interaction energy (E(2)) (kcal/mol) from the donation
from metal to ligand for complexes with analogues ligands at the B3LYP/LANL2DZ level
obtained by NBO analysis.

Ru(2H)phen

donor

occupancy
(e)

acceptor

occupancy
(e)

E(2)

CR(1)Rua
LP*(4)Rub
LP*(5)Ruc
σ(Ru-P)
σ(Ru-H)
σ(Ru-H)

1.991
0.202
0.189
1.847
1.859
1.858

σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)

0.148
0.148
0.148
0.148
0.148
0.148

1.32
0.73
15.58
4.73
19.38
17.38

σ(Ru-P)
σ(Ru-P)
CR(1)Ru
CR(2)Rud
LP*(5)Rue

1.864
1.864
1.994
1.994
0.298

σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)

0.192
0.192
0.192
0.192
0.192

0.65
10.40
2.70
0.75
30.23

σ(Ru-P)
CR(1)Ru
CR(2)Ru

1.851
1.993
1.997

σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)

0.185
0.185
0.185

13.99
2.10
0.61

σ(Ru-P)
σ(Ru-P)
σ(Ru-C)
σ(Ru-C)
CR(1)Ru

1.807
1.806
1.930
1.883
1.988

σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)
σ*(Ru-P)

0.159
0.159
0.159
0.159
0.159

3.57
7.62
9.08
4.30
0.57

Ru(2Cl)phen

Ru(2TFA)phen

Ru(2CO)phen

a

CR(1)Ru is 4s, b LP*(4) is sp3 (s(25.60%)p 2.81(71.88%)d 0.10(2.52%)),
LP*(5) (s(0.18%)p99.99(86.30%)d77.28(13.53%)), d CR(2)Ru is 4px, e LP*(4) (s(77.88%)p 0.16(12.36%)d
0.13(9.77%)).
c

In addition, we noted that the Ru atom is carrying the highest positive charge when bound
to TFA. This is because the −CF3 moiety withdraws electron density via induction from the
carboxylate due to the electronegativity of fluoride. Because the electron density moves in the
direction of electron-withdrawal, the Ru—O bond polarity increases toward the oxygen atom.
Interestingly, the total atomic charges over the phen ligand in RuClphen and RuTFAphen are
similar and more positive compared to Ruphen. This reduction of the electron density over Ru
and phen upon binding Cl or TFA confirmed the expected minimization of the push-pull
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interaction as is seen in the calculations.
Similar transformation with Ru—P bond length and P atomic charge is observed when
introducing analogous ligands (Table 1 and 2). The Ru—P bond length increases in the series
Ru(2H)phen < Ru(2Cl)phen < Ru(2TFA)phen < Ru(2CO)phen following the strength of
electron-withdrawal. The strong π-acceptor (CO) increases the back-donation from Ru to CO and
decreases it toward the P atoms, thereby increasing both the Ru-P bond length and the positive
charge over Ru and PPh3. The P atomic positive charge decreases in the series Ru(2CO)phen >
Ru(2H)phen > Ru(2Cl)phen > Ru(2TFA)phen. A similar increase of the σ (Ru—P) polarity
toward P atom is observed in Ru(2Cl)phen and Ru(2TFA)phen due to the filled-filled repulsion
interaction, where in the latter the positive charge over P atom decreased the most and the
localization of the σ (Ru—P) bond over the P atom increased by 6%. This is also accompanied
by an increase in the back bonding from the P atoms to the phenyl rings (Appendix B, Table B2).
We would anticipate that the Ru positive charge would increase the most upon introducing the
strong π-acceptor ligands (CO). However, the Ru positive charge increases in the series
Ru(2H)phen < Ru(2CO)phen < Ru(2Cl)phen < Ru(2TFA)phen (Table 2). This suggests that
repulsion-repulsion interaction between Ru and ligands with lone pairs (TFA and Cl) has a
greater effect on the electronic distribution around the metal center than ligands that are strong πacceptors, which minimize the push-pull interaction.
The maximum electron density over the phen ligand was observed with the two
hydrides, whereas the minimum electron density was observed with the two CO ligands (Table
2). Thus, the Ru—phen push-pull stabilization interaction is maximized in Ru(2H)phen
compared to other complexes. The smallest Ru—N bond length was observed in Ru(2H)phen,
Ru(2Cl)phen, and Ru(2TFA)phen (2.1Å). This is due to increased back-bonding from Ru dxy to
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the π* (Ru—N) (Fig. 5). Thus, the electron density over phen was greater in Ru(2H)phen,
Ru(2TFA)phen, and Ru(2Cl)phen when compared to the corresponding complexes Ruphen,
RuTFAphen, and RuClphen, respectively (Table 2). Although the increased strength of the Ru—
N bond in the ground state in Ru(2TFA)phen and Ru(2Cl)phen suggests a larger push-pull
interaction, this bond is not stable upon excitation as discussed below.
Molecular orbitals contributions and energies. The atomic contributions to the
molecular orbitals in Rubpy and Ruphen are similar, where HOMO and HOMO-1 are mainly
composed of Ru dyz and bonding π orbitals of the phenyl rings. More than 90% of the electron
density of the LUMO is localized over the ligands (bpy or phen). Consequently, similar energy
gaps are observed, 3.93 eV and 3.97 eV for Rubpy and Ruphen, respectively. The small
difference arose from LUMO orbitals, -2.35 and -2.28 eV for Rubpy and Ruphen, respectively.
The increase of the number of conjugated π-bonds in the phen will increase the negative charge
over the ligand and thus its energy. Table 5 shows the contributions of the individual atomic
orbitals to the molecular orbitals and the corresponding energies.
The rearrangement in the electronic distribution when Ru binds TFA or Cl in RuTFAphen
or RuClphen correlated with the changes in the HOMO and LUMO energies (Table 5). When
TFA or Cl combined with CO in RuTFAphen and RuClphen, the electron density decreases over
both Ru and phen and increases over PPh3, thus a stabilization of both the HOMO and LUMO in
these complexes is observed (Tables 2 and 5, and Fig. 7). When compared to Ruphen, the
HOMO is stabilized by 0.30 eV and 0.37 eV, while the LUMO is stabilized by 0.13eV and 0.24
eV in RuClphen and RuTFAphen, respectively. Accordingly, both complexes have a similar
energy gap (~ 4.10 eV), which is slightly larger than that of Ruphen (3.97 eV).
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LUMO

HOMO

Ru(2H)phen:L+1

Ru(2H)phen:H

Ru(2H)phen:L

Ru(2H)phen:H-2

Ru(2Cl)phen:L
Ru(2Cl)phen:H

Ru(2Cl)phen:H-2
Ru(2TFA)phen:L

Ru(2CO)phen:L+2

Ru(2TFA)phen:H

Ru(2CO)phen:L
Ru(2TFA)phen:H-2

Ru(2CO)phen:H

Figure 5. HOMO representations of the optimized ground states of the
Ru(2H)phen, Ru(2Cl), Ru(2CO)phen and and Ru(2TFA)phen calculated using
B3LYP/LANL2DZ and the back-bonding from dxy-Ru to the Ru-N bond.
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Table 5. Computed absorption, excitation and electronic transitions for complexes using B3LYP/LANL2DZ.
complex
Ruphen

λabsa
(nm)
382

λabsb
(nm)
379.0

λexit.
(nm)
381.6

f

major contribution

0.07

H→L (95%)

325

320.0

326.7
324.4
315.2

0.13
0.06
0.05

H→L+2 (61%)
H→L+2 (57%)
H-1→L+1 (64%)
H-2 →L (30%)

289.1

0.25

292.4

RuTFAphen

420

284.0

0.09

-

290.0
304.4
366.1

0.09
0.08
0.04

H-1→L+2 (25%)
H-8 →L (25%)
H-10→L (39%)
H-7→L+1 (22%)
H-8 →L (43%)
H-2 →L+1 (70%)
H→L (75%)

308.4

312.8

0.07

H-12→L (29%)

310.0

0. 34

H-1→L+2 (24%)

307.6
302.7

0.15
0.12

H-1→L+2 (24%)
H-7→L (23%)
H-4→L+1 (22%)

355.2

0.06

H→L+1 (85%)

RuClphen

365.4
318.2

323.2
319.4

0.05
0.55
0.08

% composition

character

H: Ru 47%, (PPh3)2 43%, phen 9%
L: phen 91%, H 5%
L+2: Ru 21%, (PPh3)2 75%

MLCT

H-1: Ru 45%,(PPh3)2 50%, phen 4%
H-2: Ru 21%,(PPh3)2 21%,phen 50%
L+1: phen 86%,H 12%
H-8: (PPh3)2 99%
H-10: (PPh3)2 69%,phen 27%
H-7: Ru 9%,(PPh3)2 86%,phen 4%
H: Ru 35%,(PPh3)2 44%,TFA 11%,
phen 10%
L: phen 95%
H-12: Ru 57%,(PPh3)2 18%,
TFA 12%,CO 11%
H-1: Ru 31%,(PPh3)2 48%,phen 19%
L+2: Ru 39%,(PPh3)2 53%,phen 4%
H-7: (PPh3)2 88%, phen 10%
H-4: Ru 13%,(PPh3)2 49%,phen 33%
L+1: phen 97%
H: Ru 50%, (PPh ) 16%,Cl 26%, phen 8%
3 2

H-1→ L (93%)

MLCT, TFA, CO→phen
phen→Ru, (PPh3)2
phen→Ru, (PPh3)2
(PPh3)2→phen
MLCT
MLCT, Cl→phen
MLCT, (PPh3)2 → phen

L : phen 94%
L+2: Ru 40%,(PPh ) 45%, phen 7%,

(PPh3)2 → Ru, Cl

Cl 8%
H-2: Ru 47%,(PPh ) 4%, Cl 37%, CO 9%

MLCT, Cl→phen, (PPh3)2

3 2

H-2→ L+1(45%)
H→ L+3(26%)

Ru, phen→(PPh3)2
(PPh3)2→phen, H
(PPh3)2→phen, H
MLCT,(PPh3)2→phen,H
(PPh3)2→phen, H
MLCT,(PPh3)2→phen,H
MLCT, TFA→phen

L+1: phen 97%
H-1: Ru 19%,(PPh ) 75%, phen 6%
3 2

H-1→ L+2 (44%)

Ru, phen→(PPh3)2
Ru, phen→(PPh3)2
MLCT,(PPh3)2→phen,H
MLCT

3 2

L+3: Ru 46%,(PPh ) 32%, Cl 4%, phen 11%
3 2

a

317.0
303.3

0.25
0.12

H-1→ L+2 (48%)
H-3 →L+1 (67%)

296.2

0.08

H-3 →L+2 (28%)

H-3: Ru 10%,(PPh ) 54%, phen 34%
3 2

Experimental data for RuTFAphen from reference [29] and for Ruphen this work, b calculated absorption.
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(PPh3)2, phen→Ru, Cl
MLCT,(PPh3)2 →phen
(PPh3)2, phen→Ru, Cl

In addition, the HOMOs for all complexes with mixed ligands show contributions from
d-Ru, π-PPh3, and little localization (≤10%) on the π-phen. The Ru dxz and dyz characters in the
HOMO orbitals decreased in the series RuClphen (50%) > Ruphen (47%) > RuTFAphen (35%)
(see Fig. 6 and Table 5). Because of the strong electron-withdrawing effect of the TFA, the Ru
contribution decreased the most in RuTFAphen. Furthermore, the nonbonded pz-O and pz-Cl
orbitals in RuTFAphen and RuClphen contribute to the HOMO by 11% and 26%, respectively.
Interestingly, we noted that the opposing phenyl rings trans to the phen and located on
the opposite phosphorus ligands, do not contribute to the HOMO orbitals in Ruphen, similar to
what is observed for Rubpy (Fig. 6). Nevertheless, due to the increased back-bonding from P
toward the phenyl rings, as explained earlier for RuTFAphen and RuClphen, all rings contribute
to the HOMO (Fig. 6). In addition, the π-PPh3 character increases in HOMO-1 for all complexes.
However, the HOMOs that lie under HOMO-1 show different contributions. For example,
HOMO-2 contributions are 97% from π-PPh3 in RuTFAphen, 37% from pz-Cl in RuClphen, and
50% from π–phen in Ruphen (Table 5). The LUMO orbitals in all complexes have 90% π*–phen
character (Fig. 6).
As expected, Ru(2H)phen shows the smallest energy gap (2.85 eV) due to destabilization
of both HOMO and LUMO orbitals by 1.69 eV and 0.57 eV, respectively compared to Ruphen.
However, although HOMO and LUMO orbitals have the largest stabilization energies in
Ru(2CO)phen (0.72 eV and 0.80 eV, respectively compared to Ruphen), due to the strong π–
acceptor feature of this ligand, the calculated energy gap is comparable for both of these
complexes (3.99 eV and 3.97 eV) and to other complexes that included CO as ligand
(RuTFAphen and RuClphen 4.10 eV) (Fig. 7).
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LUMO

HOMO

Ruphen
Ruphen

RuClphen

RuClphen

RuTFAphen
RuTFAphen

Figure 6. HOMO representations of the optimized ground states of the Ruphen,
RuClphen, and RuTFAphen calculated using B3LYP/LANL2DZ.
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The changes in the orbitals of Ru(2TFA)phen and Ru(2Cl)phen can be compared to
RuTFAphen and RuClphen, respectively, to understand the effect of the CO replacement. When
2TFA or 2Cl are introduced, an increase of the filled-filled repulsion between Ru and those
ligands increases the electron density over PPh3 and phen. This correlates with the changes in the
atomic charges where Ru is more positive while phen and PPh3 are more negative in both
Ru(2TFA)phen and Ru(2Cl)phen, when compared to RuTFAphen and RuClphen, respectively
(Table 2). Therefore, the LUMO and in particular the HOMO are destabilized significantly
(> 1.00 eV for the HOMO) (Table 6).
For theses complexes, the energy gap increases in the series Ru(2H)phen < Ru(2Cl)phen
< Ru(2TFA)phen < Ru(2CO)phen (Fig. 7). The HOMO orbitals for all, with the exception of
Ru(2CO)phen, are > 70% located on the Ru dxy. In Ru(2CO)phen, Ru d orbitals show a small
contribution (10%) to the HOMO due to strong π back-bonding from Ru to CO; the HOMO
mainly has π-PPh3 character. On the other hand, no π-PPh3 character is observed in HOMO
orbitals of Ru(2TFA)phen, Ru(2Cl)phen, and Ru(2H)phen (Fig. 5 Table 6). However, in
Ru(2H)phen, π-PPh3 orbitals contribute to the HOMO-1, while in Ru(2Cl)phen and
Ru(2TFA)phen they do not contribute to the first three HOMOs. Presumably, this is because the
filled-filled repulsion pushes more electrons to the P atoms, increases the back-bonding from P to
the phenyl rings, and thereby stabilizes these orbitals, which correlates with the increase of
negative charge over theses rings (Tables 2 and B2 in Appendix B). In addition, the pz-O and pzCl orbitals contribute to the HOMOs in Ru(2TFA)phen and Ru(2Cl)phen. The LUMO orbitals in
all complexes have > 90% of π*–phen character (Fig. 5).
The first Ru—N antibonding orbitals (with Ru 𝑑! ! !! ! contribution) are located more than
5 eV above the HOMO level in complexes with mixed ligands and in Ru(2H)phen. However,
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Table 6. Computed absorption, excitation and electronic transitions for complexes using B3LYP/LANL2DZ.
complex
Ru(2H)phen

λabs
(nm)
490.7

λexit.
(nm)
471.8

f

major contribution

% composition

character

0.06

H-2→L+1 (81%)

MLCT

503.0

0.05

H-2: Ru 84%, (PPh3)2 11%, phen 5%
L+1: phen 98%
H-1: Ru 64%, (PPh3)2 22%, phen 13%
L: phen 93%, Ru 5%
H: Ru 10%,(PPh3)2 88%,phen 2%,
L+2: phen 4%, Ru 36%, (PPh3)2 36%,
H-2: Ru 65%, Cl 17%, phen 14%
L: phen 93%, Ru 5%
H-2: Ru 70%,TFA 7%, phen 7%
L : phen 94%

331.9

331.9

0.7

Ru(2Cl)phen

417.6

417.6

0.07

H-2→L (62%)

Ru(2TFA)phen

391.3

391.3

0.10

H-2→ L (63%)

Figure 7. The calculated HOMOLUMO energy gap using
B3LYP/LANL2DZ.

Ru

ph
e

n

Ru(2CO)phen

H-1→L (53%)
H-2→L (23%)
H→L+2 (88%)
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MLCT
MLCT
phen→(PPh3)2
MLCT, Cl→phen
MLCT, TFA→phen

they appear below 4.5 eV in both Ru(2Cl)phen and Ru(2TFA)phen. Therefore, the
ligand-field splitting is smaller, which facilitates the transition to these orbitals and,
thereby, the cleavage of Ru—N bond as we observed and discuss below.
Interestingly, comparing the energy gap for all complexes revealed a pronounced
rule for the CO to maintain the gap energy nearly unchanged regardless of the combined
ligand. To investigate this finding, we model a system where we used H and Cl as trans
ligands (RuHClphen) and the calculated energy gap is 3.02 eV that differs significantly.
3.4.2. Absorbance spectroscopy
The UV–vis spectra of Rubpy and Ruphen, which were collected in acetonitrile,
closely matched the theoretical spectra (Fig. 2, 3, and 8). Much like the spectra of the
Rubpy complex, the broad MLCT band in the measured Ruphen spectrum was observed
in the low energy region around 400 nm.
By comparison, the calculated maximum of the MLCT band of Rubpy is 394 nm
whereas that of Ruphen is about 380 nm. Thus, the observed spectra correlate well with
the predicted energy gap. In addition, several intense transitions with two maxima below
350 nm are observed for the calculated Ruphen spectra. The low energy band with a
maximum at about 320 nm includes π-Ru and π-phen transitions to π-PPh3 and very weak
MLCT transitions, while the higher energy band is due to π-PPh3 transitions to π-phen.
As expected, due to the energy gap similarity, both RuClphen and RuTFAphen
generated similar shapes and energies for the calculated spectra, and differ significantly
from Ruphen (Fig. 8). Neither complex has the broad lower energy absorption and
Intensity that characterizes the MLCT band. This is due to the expected minimal pushpull interaction as explained earlier. Instead, one strong band is observed with a
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maximum that occurs at 318 nm and 308 nm for RuClphen and RuTFAphen,
respectively. This band is composed of several mixed electronic transitions (i.e., each
excitation energy is due to multiple electronic transitions) (see Table 5). We will discuss
the excitations that have oscillator strength > 0.04 and atomic contribution ≥ 20%. In
contrast to the hydride, both TFA and Cl contribute to the HOMO orbitals and participate
in electron transition to the phen.

Ruphen

Rubpy

RuTFAphen

RuClphen

Figure 8. The absorption spectra for the complexes with mixed ligands
calculated using B3LYP/LANL2DZ.

Although the calculations did not predict well resolved MLCT bands for
RuTFAphen and RuClphen, several transitions were assigned as MLCT. In RuTFAphen,
the MLCT transitions at 313 and 303 nm start from lower HOMOs because of the smaller
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contribution of the Ru to the HOMO that increased in the sub-HOMO orbitals. Another
weak MLCT transition (oscillator strength 0.043) for this complex is observed in the low
energy tail of the band (366 nm) with a contribution in the HOMO orbital from TFA.
However, in RuClphen, the MLCT transition from HOMO to LUMO is observed because
of increased Ru contribution to the HOMO. In addition, several MLCT transitions were
noted at 355, 323, 319, and 303 nm, with Cl providing a greater contribution when
compared to TFA. Similar weak MLCT excitations were also observed in the low energy
tail of the band (365 nm). All previously predicted MLCT transitions for both complexes
were blue shifted compared to Ruphen because these transitions started mainly from
lower HOMOs to upper LUMOs (larger energy gap) (Table 5).
Ru(2CO)phen, Ru(2TFA)phen, and Ru(2Cl)phen have spectra with shapes similar
to those of RuTFAphen and RuClphen (Fig. 9). In Ru(2CO)phen, only one strong
transition, mainly from HOMO to LUMO+2, was predicted to occur at about 332 nm.
This band is assigned to electron transfer from PPh3 to Ru and phen with no MLCT
transition. In our previous study, we examined the effects of the substituent in Rubpy
[21]. The band vanished when two CO were trans to the bpy, generating the same spectra
as of Ru(2CO)phen and no Ru → N back-bonding occurred. When two –COOH are
substituents of the bpy, the electron density over Ru and bpy is balanced, and as a result
the MLCT band and Ru back-bonding to bpy are recovered (Fig. 10).
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In contrast to Ru(2CO)phen, the strongest transition calculated for Ru(2TFA)phen
at 391 nm and for Ru(2Cl)phen at 418 nm is assigned as a MLCT band. This band,
however, is mainly due to a transition from HOMO-2 to the LUMO. In addition, several
HOMO to LUMO+2 excitations were observed in both complexes. Since the antibonding
Ru—N orbitals contribute to LUMO+2, this excitation is expected to weaken the bond.

Ru(2H)phen

Ru(2CO)phen

Ru(2TFA)phen

Ru(2Cl)phen

Figure 9. The absorption spectra for the complexes with analogues ligands
calculated using B3LYP/LANL2DZ.
Replacing the strong π-acceptor (2CO) in Ru(2CO)phen by the strong σ-donor
(H) recovered the spectral line-shape observed for Ru(2H)phen (Fig. 9). As in
Ru(2Cl)phen and Ru(2TFA)phen, the observed MLCT is not due to HOMO to LUMO
transition (Table 6). However, it is the most red shifted (491 nm) of all the complexes,
and correlated well with the calculated energy gap (Ru(2H)pehn has the smallest energy
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gap). The weaker, higher energy band around 380 nm is due to transitions from the
HOMO to the higher LUMOs (LUMO+3 to LUMO+6). All of these transitions are from
Ru to the PPh3 and phen, which correlates with the increase in electron density over Ru in
this complex (see Table 2). Since both Ru dxy (HOMO) and phen π* (LUMO) orbitals are
perpendicular to each other, the HOMO-LUMO transitions are symmetry-forbidden in
Ru(2H)phen, Ru(2Cl)phen, and Ru(2TFA)phen.

Figure 10. HOMO representation of the optimized
ground state of the Rudcbpy showing the Ru backbonding to bpy ligand.

The results suggest that when the Ru atom binds to a weak σ-donor ligand or has
an acceptor trans to the phen ligand, in a system where phen is the parent ligand, the
push-pull interaction will be minimized, which weakens the MLCT transition;
consequently it is buried among the intra-ligand transitions. Thus, the three combinations
of ligands trans to the phen that maximize the push-pull interaction are: i) two strong σdonors; ii) a strong σ-donor combined with a strong π-acceptor; or iii) a strong π-acceptor
combined with an electron-withdrawing substituent such as –COOH. In addition, the
correlation between the energy gap and the shift of the MLCT transition is distinct in the
complexes with analogue ligands; the larger the gap, the more blue shifted the transition.
However, in the complexes with mixed ligands, there was no clear correlation because
the MLCT transition is isoenergetic with transitions from one or more other HOMOs to
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their corresponding LUMOs (see for example, RuClphen in Tables 5 versus Ru(2Cl)phen
in Table 6).
3.4.3. Triplet Excited-State Geometries
The optimized excited-state geometries for complexes with mixed ligands were
characterized as a 3MLCT state for which the highest singly occupied molecular orbital
(HSOMO) is centered on the phen (Fig. 11). We also analyzed the lowest singly
unoccupied molecular orbital (LSUMO) of T1. The composition of the LSUMO varies
considerably among the different complexes; however, it always involves d orbitals of the
Ru. For example, in Ruphen, the LSUMO involves π orbitals of both PPh3 and phen. In
RuClphen, the loan pair of the pz-Cl orbital is the predominant contribution with a small
contribution from π-phen. In RuTFAphen, the LSUMO is largely centered on the π
orbitals of PPh3 (Fig. 11).
As observed in the Rubpy derivatives, the Ru—P bond lengths increase while the
Ru—N bond lengths decrease (Table 1). This is because migration of the HOMO electron
density (which centered on the Ru and PPh3) to populate the LUMO orbitals (centered on
phen), both reduces the Ru—P bond strength and increases the Ru—N bond strength.
There is marked bending in the P1—Ru—P2 angle (by 23.7º) in Ruphen compared to
other complexes to reduce steric crowding that results between the phenyl rings and the
phen ring (Table 1 and Fig 11). In addition, there are changes in the twist angles of the
phenyl rings, which also occur in Rubpy complexes [21] (Fig. 12). Finally, it is important
to consider the conformational stability of the phen ligand upon excitation, which is due
to the electron delocalization over the aromatic rings, versus that of the bpy ligand, where
the rings are less constrained (Table 1). For example, the two aromatic rings twisted by 3º
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in Rubpy compared to 0.2º in Ruphen.
a)

RuClphen

RuTFAphen

Ruphen

b)

Ru(2CO)phen

Ru(2H)phen

Figure 11. a) HSOMO (bottom) and LSUMO (top) representations of the 3MLCT
state for complexes with mixed ligands. b) HSOMO (bottom) and LSUMO (top)
representations of the 3MLCT state for Ru(2H)phen and Ru(2CO)phen.
When searching for T1 for Ru(2H)phen using TDDFT, an excessive mixing of
frozen-core and valence orbitals occurred. Therefore, we tried the other functionals M06
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and PBE0 [49-50], but they did not resolve the issue. Increasing the size of the basis sets
is suggested, but computationally is very demanding. Thus, we only reported the ∆SCF
results for this complex.

Figure 12. Overlaying S0 and T1 calculated using
B3LYP/UB3LYP for RuTFAphen.

We found that the minimum geometry for Ru(2H)phen was 3MLCT state while
those for Ru(2Cl)phen and Ru(2TFA)phen were 3MC states. We were not able to optimize
the 3MLCT → 3MC transition state with the available computational methods.
Specifically, we were not able to determine the 3MLCT states for the latter complexes.
Using ∆SCF approach, we characterized the states by calculating the Mullikan spin
density on the Ru, analyzing the HSOMO and LSUMO orbitals, and the change in the
geometry with concomitant cleavage of Ru—N bond. In Ru(2H)phen, Ru has a net spin
of unity. In addition, Ru dxy contributes to the LSUMO. For this complex, the HSOMO is
centered on phen, indicating that the state is 3MLCT (Fig. 13). Both Ru—P and Ru—N
bond lengths increased as previously observed in Ru(2H)bpy [21]. In addition, the largest
phenyl rings twist angle is 16.7º.
By contrast, Ru has a net spin of two in both Ru(2Cl)phen and Ru(2TFA)phen. In
addition, the HSOMO is characterized as σ* (Ru—N), σ* (Ru—O), σ* (Ru—P), and the
LSUMO centered on the phen, indicating that this state is 3MC (Fig. 11). For both
complexes, the Ru—N bond length increased by 20% (i.e., it is broken) compared to 2%
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change in the bond length of other complexes (Table 1).

Ru(2TFA)phen

Ru(2Cl)phen

Figure 13. HSOMO (bottom) and LSUMO (top) representations of the 3MC states
for Ru(2TFA)phen and Ru(2Cl)phen.
To quantify the geometric changes and correlate the HOMO-LUMO energy gap
with the expected distortion in T1, the root-mean-square deviation (RMSD) of T1 and S0
were compared using the method of Kabsch as implemented in the Visual Molecular
Dynamics (VMD) program (Table 7) [51]. It should be noted that TDDFT and ∆SCF
results are comparable for all complexes except for RuClphen (Table 7). Thus, the
comparison is made only for complexes for which we were able to determine the 3MLCT
state using TDDFT. For complexes with mixed ligands, the RMSD decreases in the series
Ruphen > RuTFAphen > RuClphen, which correlated with the calculated energy gaps
(3.97 eV, 4.10 eV, and 4.15 eV, respectively); the smallest energy gap is associated with
the largest distortion in T1. Ru(2H)phen has slightly larger RMSD when compared to
Ruphen (Table 7), which also correlated with the energy gap.
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Table 7. RMSD in 3MLCT and emission energies (eV) with and without the zero-point
energy vibrational correction (ZP) using TDDFT and ∆SCF approaches calculated at
B3LYP and M06.

TDDFT
∆SCF

RMSD
EEm (ZP)
EEm (no ZP)
RMSD
EEm (ZP)
EEm (no ZP)

Ruphen
B3LYP
0.80
2.3
1.9
0.80
2.4
1.9

RuClphen
M06
0.62
2.1
1.9
0.17
2.5
2.3

RuTFAphen
B3LYP
0.70
2.3
2.1
0.90
2.5
2.2

Ru(2H)phen
B3LYP

0.81
1.3
0.6

3.4.4. Excitation and Emission Energies.
Based on the calculated energy gap values for Rubpy and Ruphen, both complexes
should have similar Stokes shifts. In fact, the experimental data show that Ruphen emits at a
maximum about 593 nm (2.09 eV) whereas Rubpy emits at 595 nm (2.08 eV) (Fig. 2). Since
both complexes generated similar spectra, we determined the quantum yields, using Rhodamine
123 as a standard, to illustrate how the phen ligand versus the bpy ligand affects the
photophysical properties. The quantum yield for both complexes in acetonitrile was small (0.01
and 0.005 for Ruphen and Rubpy, respectively). The higher quantum yield for the phen is due to
its rigidity, which decreases nonradiative decay of the excited state.
We note that, contrary to our expectation [21], the calculated emission energies obtained
using B3LYP were overestimated compared to the available experimental data when the zeropoint energy vibrational correction was included with ∆SCF and TDDFT (Table 7). For example,
TDDFT estimated the emission energy to be 539 nm (2.30 eV) for both Ruphen and
RuTFAphen. When the correction is excluded, the energies for Ruphen (1.9 eV (653 nm)) and
RuTFAphen (2.07 eV (599 nm)) are closer to the experimental data [29].
Notably, while the ∆SCF method predicted an emission energy for Ruphen similar to that
obtained by TDDFT, it overestimated the energy by about 0.20 eV for other complexes when
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compared to energies obtained by TDDFT. In addition, ∆SCF yielded emission energies for
RuTFAphen and RuClphen that were 0.20 eV larger than for Ruphen. This difference can be
related to the small increase in the energy gap of these complexes (by 0.10 eV) compared to
Ruphen; no trend was observed using TDDFT.
As expected, the emission energy for Ru(2H)phen was shifted to the far infrared
(> 900 nm) because it has the smallest 3MLCT energy gap. In addition, the 3MC emission
energies for Ru(2Cl)phen and Ru(2TFA)phen are in the far infrared (the former emits at
wavelength > 1500 nm).
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Chapter 4. Toward Developing Force Fields for Ruthenium Hydride-Carbonyl
Complexes of Mono- Diimine and Triphenylphosphine Ligands: The
Reproducibility of the Photophysical Properties
4.1. Introduction
Ru complexes have played a crucial role in the development of inorganic
photochemistry for the past decades due to their unique excited-state features [1-4].
Intense research efforts toward understanding the photophysical and photochemical
properties of the Ru-polypyridyl based complexes (i.e. bipyridine (bpy), and
phenanthroline (phen)) have continued to increase. Ru-bpy derivatives complexes have
been used for several applications such as organic light-emitting devices (OLEDs), dyesensitized solar cells (DSCs), biophysical probes for studying the dynamics and
interactions on phospholipid membranes, and as catalysts for hydrogenation of
unsaturated organic compounds [5-20]. However, the photophysical behavior of these
systems depends strongly on understanding the intermolecular interactions and the
geometrical features in solution. Thus, molecular mechanics (MM) applications have
been recently extended to study the conformational changes and photophysical behaviors
in systems including organometallic complexes [21-27].
Computational techniques have successfully been used to explore many aspects of
how a molecule behaves in a system. In particular, (MM) combined with energy
minimization and molecular dynamics (MD) provide useful knowledge about dynamics
and structure of biomolecular systems, the physical properties of nanotechnological
devices, the dynamic motions of macromolecules (e.g., proteins and nucleic acids)
[28-31]. However, transition metals create a major problem for MM force fields, mainly
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because of the nature of metal-ligand bonds. For example, metal ions are able to interact
with more ligands than they can through the well-defined number of possible covalent
bonds. In addition, the metal-ligand bond is neither covalent nor nonbonded (i.e.,
hydrogen bonds). Based on these facts, one metal can form several possible geometries.
Therefore, no standard MM parameters are available for organometallic complexes.
However, several ongoing efforts aim to develop parameters for organometallic systems
seemed to be very promising, especially for metallo-proteins, nanosystems, and metalorganic framework (MOF) [32-37].
Although our quantum mechanical studies of the photophysical properties of Rubpy based complexes provided new, valuable knowledge, there are unsolved phenomena
that need explanation and MM/MD will be suitable for such a task. For example, QM
calculations treat the complex in a continuum dielectric medium of the solvent and do not
account for explicit solvent-solute interaction such as hydrogen bonds. In addition, we
designed [RuH(CO)dcbpy(PPh3)2]PF6 (dcbpy= 4,4´-dicarboxylic-2,2´-bipyridyl)
(Rudcbpy) which displayed a long excited-state lifetime of ~720 ns in ethanol with high
quantum yield (Φ = 0.30) and an emission maximum at 610 nm. However, when
conjugated to a lipid, the luminance in ethanol was quenched. Then to our surprise,
emission was observed when incorporated into lipid vesicles, but blue shifted to 505 nm
(a Stokes shift that would be expected for singlet emission), and the lifetime decreased to
11 ns [20]. This unanticipated behavior can be investigated using MM/MD procedures
when the complex parameters are well defined in proposed models that mimic the
systems in organic solvent and biological environment.
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In addition, in 2016, Josefsson.et.al performed MD simulations to investigate the
interaction between [Ru(bpy)3]+ and different counterions (I- and Cl-) in dye-sensitized
solar cells (DSCs) in different solvents [28]. The counterion in the DSC acts as
redox-couple conductor to regenerate the photo-oxidized dye. They found a correlation
between DSC efficiency and the complex-anion interaction in different solvents. This
study motivated us to investigate the effects of different counterions on the photophysical
properties of Rudcbpy. Thus, we resynthesized Rudcbpy but with Cl- as counterion.
However, the same spectra were observed for both complexes. Using MM/MD
simulation will help to gain insight into the counterion interaction with the complex in a
solvent. In particular, this simulation can be used to examine the effects of several ions
and solvents on the photophysical behavior of the complex, and to investigate different
catalytic chemical reactions.

Figure 1. Proposed models for Rudcbpy on vesicle (left) and in organic
solvent (right).
Therefore, this study is considered as a first stage toward exploring larger systems
of Ru-bpy derivatives and complexes. In this study: i) we present the first generation of
force-field parameters that describe the Ru-coordination sphere in Rudcbpy, which to the
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best of our knowledge have not been developed, by using MM/MD with QM
calculations; ii) we use AMBER molecular dynamics software [38] for easy comparison
of the output with other analogues systems (e.g., [Ru(bpy)3]+) that were studied using this
package [28,31]; and iii) we model systems with different counterions and solvents to
study their effects on the photophysical properties of the Rudcbpy.
4.2. Methodology
4.2.1. AMBER Force Filed Parameters Classification
The main step to initialize a molecular dynamic simulation is to select structural
parameters; force fields, which can describe the system performance during the
simulation. Force fields divide energy calculations into bonded and nonbonded terms.
The bonded term defines intramolecular parameters by describing energetic penalties
associated with the deviations of the bond, angle, and torsion from their equilibrium. The
nonbonded term describes interactions between the nonbonded parts of the system. The
AMBER potential energy formula is a function of the inter- and intramolecular forces,
and is giving as [39-44]:
U (rij) = Ubonded + Uunbonded
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where in the first term kr, rij, and req are, respectively, the bond force constant, the bond
length, and the equilibrium bond length. Next, in the second term, kθ, θij, and θeq are,
respectively, the angle force constant, the angle amplitude, and the equilibrium angle.
Both of these terms are described using harmonic equations, while in the third term the
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Fourier series is used to describe the torsion potential: Vn, n, ω, and γ are, respectively,
the torsion force constant, the angle periodicity (the number of minimum points through
3600), the torsion angle, and the angle phase. It should be noted that γ defines the shift of
the torsion angle peak from zero, (has zero value if the maximum is at zero, and 180 if
the torsion angle minimum is at zero).
The non-bonded potential energy in eq 3 sums interactions that occur between
pairs of atoms, i and j, either within the same molecule and separated by at least three
bonds, or pairs of atoms that are in different molecules. The two types of potential
energies considered in non-bonded calculations are electrostatic interactions expressed as
Coulomb’s law, and van der Waals interactions expressed as the Lennard-Jones (L-J) 612 potential [44]. These are explained below.
The electrostatic interactions: Deriving the physical properties such as the
intermolecular interactions, for a system in molecular mechanics and dynamics, relies on
the accuracy of describing the electron distributions. There are several approaches to
generate the atomic charge, qi,j, in the Coulomb expression: the central multipole
expansion, the point-charge model, and the partial-atomic-charge model [44-48]. In this
study, the widely used partial-atomic-charge model is applied due to its simplicity. This
model includes various classes. We tested the performance of the predominant models
used for simulating organometallic systems. Class I charges are generated by partitioning
the electron density of a molecule, obtained from high-level quantum calculation, into the
atomic population. Hirshfeld population analysis (HPA) and the theory of “atoms in
molecule” (AIM) are examples of this class [49-51]. Class II charges are those calculated
to reproduce the quantum chemical electrostatic potential (ESP) on a fine grid outside the
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van der Waals radius of each atom in the molecule and model the two-body interactions
[52]. However, (ESP) suffers from some deficiencies. For example, in a large molecule
with embedded (buried) atoms, the ESP charges can fluctuate widely resulting in
unrealistic charges. Therefore, the restrained electrostatic potential (RESP) model, in
which a penalty function is introduced to reduce this problem [48, 52-56], is used in this
study. Class III charges are those calculated to reproduce dipole-moments that either
determined by experiment or by high-level quantum calculations. The Charge Model 5
(CM5), that has been developed by Marenich et al. (2012), is an example of this class,
and it used in this study [57].
The van der Waals interactions: L-J 6-12 function is the model used to simulate
van de Waals interactions. rij is the nonbonded distance between two atoms i and j, εij is
the well depth, and σij is the radius between atoms i and j at which the inter-particle
potential is zero [58]. The r-6 term accounts for the attractive London dispersion force,
and r-12 term accounts for the repulsive force caused by Pauli exclusion. In the Amber
force field, σij in eq 3 is replaced by r0.
E!"# =

!,!!! ϵ!"

!!
!!"

!"

−2

!!

!

(4)

!!"

Where r0 is the contact distance between atom i and j at which the potential is at its
minimum, and 𝑟! =

!

2𝜎. This approach is used because of its physically simple

interpretation: the equilibrium distance r0 is simply the sum of the van der Waals radii of
atom i and j [59-61]. L-J parameters for empirical force fields are developed, in part, by
using experimental data, such as crystal data, the heat of vaporization and molecular
volume, and by using ab initio geometries and energies [62-66].
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For hydrogen-bonding, the 10-12 L-J function is used.
E!"# =

!
!"#$%& ! !"

!

− ! !"

(5)

where A and C are van der Waals parameters and given as A= ε(r0)12 and C= 2ε(r0)10.
4.2.2. Determining the Intramolecular Force Constants for an Organometallic System
As mentioned before, modeling a system that includes a transition metal is
challenging. However, there are a number of methods by which the force constant
parameters can be obtained. The more broadly applied method, which is used in
AMBER, is empirical, but it shows limited accuracy especially for organometallic
systems [67]. Another more time-consuming method extracts the parameters from
experimental information, (e.g., X-ray or/and NMR) [68-69]. The Seminario method is
the most common one used for systems containing transition metals. It extracts force
constants from the calculated Hessian matrix and it is what we applied in this study [7071]. In the following subsection a description of the method.
4.2.2.1. Seminario method
The Seminario method, which was used here to calculate the internal force
constants for Ru(II) complexes, extracts force constants via diagonalization of the second
derivatives Hessian matrix in Cartesian coordinates. The following is the explanation of
the key features of this method [71].
In a molecular system composed of N atoms each that undergo a small
displacement, δx, the corresponding reaction force, δF, can be expressed as
δF = -[k] δx

(6)
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Where [k] is the Hessian matrix, which is symmetric with 3N × 3N dimensions, and is
the second derivatives of the potential energy with respect to the displacements [k] =
!! !
!!! !!!

. Therefore, the full form of eq 6 is expressed as
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The Seminario method uses the Hessian to calculate the force constant for each
bond, angle, and dihedral angle. For any pair of atoms, A and B, interacting in a system,
the reaction force δFA on atom A due to a displacement δrB of atom B is expressed as
δFA = -[kAB] δrB

(8)

Where [kAB] is the interatomic bond force constant matrix [𝑘!" ] =

!! !
!!! !!!

, and now it
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The physical interpretation of eq 9 is that the atomic pair (A, B) is considered
stably bonded if there is a restoring force that maintains the atomic separation for any
displacement of one of the atoms. This is observed if all three eigenvalues for the pair are
positive. This ensures that the direction of the reaction force on atom A is in the same
direction of atom B displacement.
Recall from linear algebra that for a d × d matrix M, there are d eigenvalues 𝜆! ,..,
𝜆! , and a set of corresponding d eigenvectors 𝜈! ,…, 𝜈! .Thus, [kAB] has three eigenvalues
𝜆!!" that are the force constants in the direction of three eigenvectors 𝜈!!" (i=1,2,3).
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However, the aim is to calculate the force constants for the changes in the bond length,
stretching and compressing, which may not coincide with any of the eigenvectors.
Therefore, to calculate the AB bond force constant, each eigenvector has to be projected
onto the direction of the bond vector, 𝑢 !" , (hence, 𝑢 !" is a unit vector). From spectral
decomposition theorem, the second derivative for a real and symmetric d × d matrix M in
a specific direction is represented by a unit vector 𝜈!! , and can be written as
𝑀=
𝑘!" =

!
!
!!! 𝜆! 𝜈! 𝜈! .
!
!"
!!! 𝜆!

Consequently, the bond force constant kAB will be written as

𝑢 !" . 𝑣!!"

(10)

The angle force constant is more complex because the eigenvectors are projected
onto directions perpendicular to two bonds AB and BC (Fig. 2).

B

A

C
𝑢! !"

𝑢! !"

Figure 2. The unit vectors perpendicular to the bonds and within ABC
plane.
Similar to the previous definitions, the bonds AB and BC have bond vectors 𝑢 !"
and 𝑢!" respectively. The interatomic force constant matrices, [kAB] and [kBC], have
!"
eigenvalues 𝜆!!" and 𝜆!"
and 𝑣!!" . The unit vectors, 𝑢!" and 𝑢!"
! , and eigenvectors 𝑣!

that describe the direction of the displacements of atom A and C upon opening or closing
the angle (θ) are perpendicular to the bonds and within the ABC plane. If RAB and RBC are
the bonds lengths, then the angle force constant (kθ) is given by an expression analogous
to two springs connected in a series

93

!
!!

=

!
!!!" !!!! !!"
!!" .!!"
!
!

+

!
!" !"
!!!" !!!! !!"
! ! .!!

(11)

The force constant for a dihedral angle (kΦ) defined by A, B, C, and D atoms is
expressed using an approach similar to that used for the bond angle (eq. 11). Let the
bonds AB, BC, and CD have unit vectors 𝑢 !" , 𝑢!" , and 𝑢!" , and let 𝑢!!"# and
𝑢!!"# be the unit vectors perpendicular on the ABC and BCD planes. So
u!!"# =
u!!"# =

!!" × !!"

(12)
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Then the dihedral angle force constant (kΦ) is
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The Seminario method provides fast parameterization and has been used by many
research groups, especially for the simulation of metalloproteins, metal-organic
framework (MOF), and nanosystems [25-26, 32-33, 36-37, 71-76]. Although this method
helped to define and incorporate Ru(II) into the AMBER force field, there are drawbacks
associated with calculation of some of the metal bonds and angles force constants.
Double counting is the most common problem. In the calculated Hessian matrix, the
bonded and nonbonded interactions are not isolated, and consequently, the Seminario
method does not decouple the two contributions [76-77]. In other words, the nonbonded
force constants are included twice, (calculating by Seminario and Amber in eq 3),
causing an overestimation of the force constant. Therefore, we recalculated some of the
force constants using harmonic functions (eq 2), as explained in the following subsection.
4.2.2.2. Harmonic functions
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Stretching a bond or bending an angle in the force field is described by Hooke’s
law as simple motion of a harmonic oscillator: near the equilibrium position,
!

E = ! 𝑘(q!" − q!" )! . The potential energy curve that corresponds to this motion is
quadratic, and the harmonic force constant is the second derivative of the potential energy
!! !

with respect to the displacement, [k] = !! ! . If a bond stretched furthermore, the
deformation will not be reversible (non-elastic) and the potential energy will deviate (Fig.
3). Thus, the harmonic force constant is determined around the equilibrium value (within
the elastic limit) by solving the second-order polynomial of the differentiable expression.

Quadratic curve
near equilibrium

Deviation from
harmonic motion

Figure 3. The potential energy variation of stretching the Ru-P1 bond distance
using B3LYP/LANL2DZ/6-31G*.
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To ensure elastic behavior, we varied each bond distance from its equilibrium by
stretching and compressing the bond by ± 2.0 %, while the bond angle was bent by ± 7%,
as suggested in the literature [27,78]. In this way, we redefined the forces for Ru-ligand
and -COOH bond lengths and angles. We selected these parameters because their normal
modes, calculated after MM minimization, deviated significantly from the QM
equilibrium geometry (see results and discussion). A total of ten bond lengths and nine
bond angle force constants were determined using the B3LYP/LANL2DZ/6-31G* level
of theory (Table 1). We performed a relaxed potential energy scan for each bond by
compressing and stretching a bond by a maximum of 2.0 % of its equilibrium geometry
for several steps to determine the potential function near equilibrium (Fig. 3). Then by
using XMGRACE software [79], we fitted the results (potential energies that correspond
!

to variation of bond lengths) to the expression (E = ! 𝑘! (r!" − r!" )! ) to obtain the force
constant. We used the same procedure to determine the harmonic force constant for bond
angles.
4.2.3. Workflow
The workflow can be illustrated as the following main steps:
Geometry optimization (QM calculation, Gaussian 09 software) [80] à Building the
solvent box (Packmol software) [81] à Generate frcmod and mol2 files for each
molecule in the system (AMBERTools16 software) [38] à Create library files, solvate
the complex in the center of the solvent box, determine the desired concentrations and
box size (tleap program) [38] à Create two separate sets of files for Ru and all other
ligands: pdb, frcmod, and mol2 (AMBERTools16 software) à Build Ru-ligands bonds,
Create input Gaussian files for RESP calculations (MCPB.py program) [30] à Calculate
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RESP charge (Gaussian 09 software) [80] à Extract the force constants for Ru
coordination (MCPB.py program) à Build the AMBER topology and coordinate files
(Tleap program) à MM energy minimization and short MD simulation
(AMBERTools16 software) à Structure validation: Calculate the vibrational
frequencies and UV-Vis (Gaussian 16) à production simulation à Analysis (VMD,
ParmEd, CPPTRAJ) [38, 82].
First, we minimized the Ru[COH(PPh3)2dcbpy]+ complex and determined the
equilibrium geometry using the B3LYP/LANL2DZ level of theory. We prepared five
systems: 1) The complex solvated in 95% ethanol with PF!! counterion, 2) The complex
solvated in 95% ethanol with Cl- counterion, 3) The complex solvated in acetonitrile with
PF!! counterion, 4) The complex solvated in acetonitrile with Cl- counterion, and 5)
[(H)Ru(CO)(PPh3)24,8-(dimethyl)bpy]+ (RudMebpy) solvated in 95% ethanol with Clcounterion. To attempt to mimic experimental conditions and to eliminate any possibility
of intermolecular interaction between nearby Ru complexes, we added only one Ru
complex giving a concentration of 3 × 10-3 M, which was the concentration used to
determine the absorption spectra. Each simulation box is a cube with sides of 85.0 Å. The
number of solvent molecules, (concentration), were calculated based on their pure
densities at 298 K (ρethanol = 0.79 g/cm3, ρacetonitrile = 0.79 g/cm3, ρwater = 1.00 g/cm3). Thus,
the ethanol box contained 6017 ethanol molecules, 317 water molecules, one complex,
and one counterion to balance the system charge, while the acetonitrile box contained
6971 acetonitrile molecules, one complex, and one counterion. We included only one
counterion to avoid salt precipitation. To model a metal ion, there are different strategies
such as the bonded model, nonbonded model, and cationic dummy atom approach [83-
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86]. The AMBER force field uses the bonded approach as explained in eq 1-3. The
Seminario method, implemented in the metal-center parameter builder software
(MCPB.py) was used for Ru parameterizations while the Generalized AMBER Force
Field (GAFF) was applied for the ligands, counterion, and solvent molecules. RESP
charges from QM calculations were used for all complex atoms. We used the AMBER
default TIP3P model for water molecules [87], and we used Ru van der Waals parameters
as reported in the literature [88].
We used the first system to benchmark the accuracy of the parameters. We
applied the steepest descent algorithm for minimizations to provide the needed output
files for conformational validation and production simulation. The calculations were run
with the sander module in the AMBER16, using the geometry pre-optimized by QM as
the starting structure. The system was subjected to three rounds of 2000-step
minimizations under constant volume. To gradually release the internal strain energy, all
complex atoms were kept restrained in the first two steps to their positions in the QM
equilibrium geometry by using a harmonic force constant of 500 and 250 kcal. mol-1.Å-2.
In the third step, only nonhydrogen atoms were restrained by 100 kcal. mol-1.Å-2. For box
equilibration, 200 ps of six rounds of MD simulations were carried out under constant
volume and pressure. The restraints were reduced sequentially by 100, 70, 40, 20, 5, and
zero kcal. mol-1.Å-2. After this step, the quality of the equilibration was checked first by
analyzing a variety of system properties: box volume, density, temperature, pressure, and
energies (Fig. 4). Before running the production MD simulation, the minimized structure
was analyzed and validated based on the deviation in the geometry of the MM calculation
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from that calculated by QM. We considered three criteria: the mean error associated with
Ru-ligand bond lengths and angles, the vibrational frequencies, and the UV-Vis spectra.
Based on the results, we redefined several parameters as explained in the
discussion, and all steps have been repeated with respect to each new parameter until the
deviation was reduced and the system reproduced comparable UV-Vis spectra to the
experiment and QM calculations.
Finally, we ran a series of 200-ns production simulations under constant
temperature (T = 298 K) and pressure (P = 1 atm) and without restraints. The distance
cutoff for nonbonded interactions was 12 Å. The Langevin thermostat was used to
regulate the temperature of the entire system with a collision frequency γ = 3.0 ps-1, and
the system pressure was controlled by the Monte Carlo barostat [89-90]. Bond stretching
involving hydrogen atoms was removed using the SHAKE algorithm [91]. Finally, the
periodic boundary condition was enabled during the simulation. For each simulation, the
starting point of the counterion was from different position and within 5.0 Å of the
complex. The modified parameters obtained for this system were then used for the four
other systems.
The radial distribution functions (RDFs), (also denoted g(r)), from the MD
trajectories was calculated in order to analyze the counterion and the solvent molecules
fluctuating near the complex. RDFs implemented in VMD program, provide information
about the density probability of finding specific molecule or atom at distance r around the
given central atom, Ru in this case.
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4.3. Results and Discussion
4.3.1. System minimization and relaxation
The results showed that the entire system is relaxed under the applied conditions.
All energy terms (potential energy (EP), kinetic energy (EK), total energy = potential
energy + kinetic energy) increased during the first few ps, due to heating the system from
100 K to 298 K then remained constant during the constant pressure stage (Fig. 4a). This
behavior indicates that the temperature thermostat worked correctly, and the relaxation
was completed and equilibrium was reached. The temperature behaved properly as
expected under regulation by Langevin dynamics. It initially increased with heating the
system then reminded constant (Fig. 4b). From Fig. 4c, it can be seen that the pressure
dropped sharply negative during the first 10 ps before it started to stabilize around 1 atm
after ~35 ps of simulation, indicating successful equilibration. The negative pressure
implied that the box size needed to shrink slightly from its initial volume (614,125 Å3).
The reduction of the solvent box volume was followed by oscillation around a mean
value of ~ 601,817 Å3, indicating that equilibrium volume was reached (Fig. 4d). Finally,
the density increased then equilibrated at approximately 0.789 g/cm-3 (Fig. 4e).
4.3.2. Validation of the derived parameters
Bonded parameters: Initially, the MM minimization was run using the force
constants determined by the Seminario method for Ru-ligand bond lengths and angles
and AMBER force fields for the rest of the complex (dcbpy and PPh3). To validate the
Ru parameters derived by Seminario, we used three criteria: i) measuring the mean errors
!

∆ (∆= !
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− 𝑅!!" ) associated with Ru-ligand bond lengths and angles, ii)

calculating the vibrational frequencies, and iii) calculating the UV-Vis spectra. To the
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best of our knowledge, using UV-Vis spectra to evaluate the structure has not been
considered in any study. All results were compared to that of the QM optimized
geometry.
First, the calculation of the mean errors. The total mean error associated with the
4a

4b

4c

4d

4e

Figure 4. Variations of some properties of the equilibrated system during 200 ps
long simulation: 4a) for all energies, 4b) for temperature, 4c) for pressure, 4d) for
volume, and 4e) for density.
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calculated Ru-ligand bond lengths is 7.81 pm and for Ru-ligand bond angles is 0.50º.
This small deviation indicates that Ru parameters were reproduced very well.
Second, the vibrational frequencies of the minimized MM geometry were
calculated using QM. From Fig. 5, it is clear that although most of the vibrational
frequencies match well with their counterparts calculated from the QM optimized
geometry, some notable discrepancies are observed. The stretching motions of the X-H
bonds (X= C, or O) is largely responsible of the disagreements at high frequencies (>
3000 cm-1). Different motions associated with the Ru, N, CO, hydride vibrations cause
the deviations that are observed over the range 1000-1700 cm-1. The appearance of the
imaginary frequencies is due to several motions mainly related to the dcbpy and phenyl
rings with contributions from Ru-P stretching mode.

Figure 5. Vibrational frequencies computed at the B3LYP/LANL2DZ level for
the optimized QM geometry (black) and for MM minimized geometry (red).
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Finally, we evaluated the reproducibility of the UV-Vis spectra of the QM
equilibrium geometry. We found that the shape, intensity, and electronic transitions for
MM model were different from that of QM geometry (Fig. 6). The analysis for the atomic
orbital contributions showed that all three main transitions are from Ru and PPh3 to
dcbpy (MLCT). No intraligand transitions were calculated, and the spectral intensity is
three times weaker. The failure to reproduce the accurate UV-Vis spectra indicates
insufficient descriptions of the molecular orbitals energies (HOMOs and LUMOs).

Figure 6. The calculated UV-Vis spectra at the B3LYP/LANL2DZ level for the
optimized QM geometry (left) and for MM minimized geometry (right).
.
It is worth mentioning that refinement parameters and keeping the existing one
unchanged is a decision made based on the desired goal to be achieved. Since we are
interested in photophysical properties of the Rudcbpy, we concluded, from the
discrepancies of the vibrational frequencies and the failure to reproduce UV-Vis spectra
that the parameters of Ru-ligands and –COOH have to be redefined. In addition, we
concluded that calculating the mean errors alone would not quantify the behavior of the
complex in a system despite other studies [71-76]. In order to develop more efficient
parameters that describe the system photophysical properties more accurately, the
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vibrational frequencies for the normal modes and the UV-Vis spectra have to be
considered.
We redefined the force constants for six Ru-ligand bond lengths, O-H bond, C-H
and C-C bonds of dcbpy. Based on the observed errors, further force constants for nine
bond angles were also redefined (Table 2). It should be noted that there was not a specific
pattern to indicate which Ru-ligand bond to start with because it is hard to specify which
atom is responsible for the observed inconsistencies in the normal modes and UV-Vis
spectra. First, we determined the harmonic force constant for Ru-P1 stretching bond. We
then replaced the initial force constant with the new value from which the topology and
coordinates files were generated and used for MM minimization. The structure was
evaluated by analyzing the three criteria: mean errors, vibrational frequencies, and UVVis. Then, the force constant for Ru-P2 was determined and included along with the
corrected one for Ru-P1 followed by the same steps, and so on for each new force
constant. Scheme 1 describes the repeated workflow for each new force constant.
Scheme 1
Determine harmonic force constant
!
E = ! 𝑘(q !" − q !")!

Build the topology and coordinate
files
Perform MM energy minimization
and short MD simulation

Validate the structure: mean errors,
vibrational frequencies, UV-Vis

In the following we explain the improvement of the Ru parameters using the
proposed three criteria. First, remarkable improvement is observed upon correcting the
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force constants when calculating the mean errors. Figure 7 shows the order of correcting
the force constants with the calculated mean errors for Ru-ligand bond lengths and
angles. The total mean errors for Ru-ligand bond lengths and angles are reduced from
7.81 pm and 0.50º to 0.13 pm and 0.14º, respectively, when including all corrected force
constants (Fig. 7). Three main observations of the calculated mean errors have to be
considered. First, each attempt of introducing new force constant did not necessarily
improve the geometry. For example, when we included the new k(Ru-H), the mean error
of the Ru-ligand bond lengths increased but then decreased when adding the new k(RuC). Second, as can be seen from Fig. 7, the mean errors associated with Ru-ligand bond
angles have the smallest value after introducing the new k(Ru-P2), which increased when
all new force constants were included. Finally, the mean errors associated with modifying
Ru-ligand bond angles and –COOH parameters are not shown, and instead the results of
including all new data in the last attempt are reported (Fig. 7). With all above
considerations, the structure defined with the nonbonded parameters in Table 1 and the
new force constants listed in Table 2 was used to perform the production simulation. The
new defined force constants for Ru-ligand bond angles and –COOH parameters are not
shown, and instead the results of including all new data in the last attempt are reported
(Fig. 7). With all of the above considerations, the structure defined with the nonbonded
parameters in Table 1 and the new force constants listed in Table 2 were used to perform
the production simulation.
Second, calculation of the vibrational frequencies provides general improvements.
A reduction in the imaginary frequencies is observed from -138 cm-1 to – 67 cm-1 (Fig. 8).
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The frequencies over the range 900 – 1700 cm -1 agree better with their counterparts
produced by the QM optimized geometry.

Figure 7. The calculated
mean errors associated
with Ru-ligand bond
lengths (up) and bond
angles (bottom).
1) no corrections.
The new bond stretching
force constants were
included in the order:
2) Ru-P1,
3) Ru-P1/P2,
4) Ru-P1/P2/N1,
5) Ru-P1/P2/N1/N2,
6) Ru-P1/P2/N1/N2/H,
7) Ru-P1/P2/N1/N2/H/C,
8) The mean errors when
all new bond stretching and
angle bending force
constants are included.

A significant improvement of the UV-Vis spectra can be seen from Fig. 9.
Including all redefined new force constants (Fig.9 (7)) generates spectra with shapes and
electronic excitations that agree with the QM optimized geometry. However, the
calculated MLCT band is red shifted (450 nm and 550 nm for the optimized QM and MM
geometries, respectively). The orbital energy analysis of the minimized geometry by MM
calculation revealed destabilization of the HOMO by 0.22 eV combined with stabilization
of the LUMO by 0.32 eV, and thereby the energy gap is decreased and the spectra red
shifted.
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Figure 8. Vibrational frequencies computed at the B3LYP/LANL2DZ level for
the optimized QM geometry (black), MM minimized geometry with no
corrections of force constants (red), and MM minimized geometry with all new
force constants (green).

(1)

ε

(2)

ε

ε

(5)

(4)

ε

ε

(6)

ε

(7)

ε

(3)

QM

ε

Figure 9. The calculated UV-Vis spectra at the B3LYP/LANL2DZ level for the
optimized QM geometry and for MM minimized geometries with different
parameters in ethanol. (7) is the result of including all new force constants.
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To test the ability of the modified parameters to reproduce the properties of
analogue Ru(II) systems, they were used to calculate the UV-Vis spectra of
[RuH(CO)bis-4, 4’-(methyl)bpy(PPh3)2]+ (RudMebpy). From our combined experimental
data and QM calculations of this complex1, we observed a blue shift of the MLCT band
(maximum about 390 nm) compared to that of Rudcbpy, which is due to the electrondonating nature of the methyl groups. To examine the ability of our modified parameters
to reproduce the same UV-Vis shift trends, we applied them to RudMebpy and then
calculated the UV-Vis spectra. The minimized MM RudMebpy geometry provides the
expected shift. However, the calculated spectra from the minimized MM geometry were
red shifted compared to those from the QM geometry (see Fig.10). The shape and trends
of the calculated UV-Vis spectra from the minimized MM geometries were reproduced
for both Rudcbpy and RudMebpy but with a large red shift (>60 nm).

Figure 10. The calculated UV-Vis spectra of RudMebpy at the
B3LYP/LANL2DZ level for the optimized QM geometry (right) and for MM
minimized geometry (left).
.
1

All results for this complex reported in chapter 2.

108

The origin of the large shift in the spectra is not clear. It needs further
investigation, which is one of our future goals. We considered the possibility that the
stretching motions of the C-H and O-H bonds contribute to this issue and PPh3 ligands
parameters need to be redefined. To explore the former effect, we restrained the bonds by
doubling the values of the corresponding force constants. The results showed a reduction
of the shift by 40 nm (see Fig. 11 verses Fig. 9). This approximation is valid under the
presumption that it is not critical to determine precisely the bond and angle force
constants. In fact, Brandt and Norrby [27] point out that “… some simplified
descriptions go as far as to use totally rigid bonds and angles.”

Figure 11. The calculated UV-Vis
spectra of Rudcbpy at the
B3LYP/LANL2DZ level for MM
minimized geometry with
constraining X-H bonds.

In summary, the modified force fields for Ru(II) complex that we developed were
able to provide quantitative data for the photophysical properties. In particular,
characterizing the MLCT band and the relative shift with different substituents was
successfully achieved. We anticipate that these modified force fields can be used for
other Ru mono-diimine complexes that include PPh3 ligands.
Nonbonded parameters: To assess the role of the electrostatic potential in
describing the photophysical behavior of Rudcbpy, three other applications of partial
atomic charges were studied: AIM, CM5, and HPA, which were explained earlier.
109

Gaussian 09 was used to calculate the atomic charges for the optimized QM geometry for
each approach using the B3LYP/LANL2DZ level of theory. Considering the final
successful parameters, the previous (RESP) charges were replaced in the mol2 file (the
file in which the atomic charges are defined) by the new values. The structure was
minimized by MM and UV-Vis spectra were calculated. The structure that was described
by the AIM charge model failed to converge. Both HPA and CM5 provided UV-Vis
spectra to close that obtained using the RESP charge model (Fig. 12). Interestingly, the
calculated spectra using the CM5 model reduced the large shift that was observed earlier.
In fact, it has been reported by Wang et al. (2014) that the CM5 charge model yields
more accurate charge distributions for small inorganic molecules when compared with
various other charge models [92].

Figure 12. The calculated UV-Vis spectra of Rudcbpy at the B3LYP/LANL2DZ
level for the MM minimized geometry using RESP (left), CM5 (middle), and
HPA (right) methods of calculating atomic charges.
.
4.3.3. Rudcbpy interaction with different counterions
Rudcbpy with two different counterions, PF6- and Cl-, were synthesized and their
UV-Vis absorption spectra were measured in ethanol. Both systems produced similar
UV-Vis spectra with an MLCT band at about 422 nm (Fig. 13). This indicates that both
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ions interact with the complex in a similar way, and thus the HOMO-LUMO energy gap
remains unaffected.

Figure 13. UV-Vis
absorption spectra
of Rudcbpy with Cl(dashed) and PF6-

Table 1. Nonbonded parameters for Rudcbpy.
Qb

σij (Å)

εij (kcal/mol)

Ru

0.0004

2.96a

0.56a

N1

-0.0207

1.82

0.17

N2

0.0128

1.82

0.17

P1

-0.0266

2.10

0.20

P2

-0.0093

2.10

0.20

C

0.1749

1.91

0.210

H

-0.1497

0.60

0.016

a

From ref. [62]. b Charges obtained by RESP.
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Table 2. Selection of force constants, and comparison between the QM and MM
minimized geometries for bond lengths (Å) and bond angles (º) for the central
structure.
Bond
kb(kcal/(mol.Å2))
QM
MM
Ru-N1
102
2.168
2.169

a

Ru-N2

70

2.244

2.177

Ru-P1

63

2.454

2.543

Ru-P2

66

2.453

2.430

Ru-H

170

1.610

1.573

Ru-C

236

1.865

1.893

bpyC-COOHa

325

1.497

1.435

bpyC-COOHb

326

1.496

1.384

O-H

439

0.973

0.973

C-H

408

1.084

1.084

Bond angle
H-Ru-N2

kθ(kcal/(mol.rad2))
120

QM
167

MM
166

P-Ru-N2

80

96

96

N1-Ru-N2

102

75

72

N-C-C

69

123

121

C-O-H

50

108

109

C-C-OH

18

113

117

O-C-O

75

124

118

N-C-H

49

116

123

C-C-H

66

122

121

COOH trans to CO. b COOH trans to H.
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We applied MD simulation for two systems with Cl- and PF6-, first to validate the
developed parameters and second to understand the electrostatic interaction between the
complex and the counterions. After 200 ps for equilibration, we performed several 200-ns
production runs for each system. To help ensure evaluation of all possible complexcounterion interactions, we started each simulation from randomly selected positions of
the counterion which were 10.0 Å from the Ru.
To assess the suitability of the developed parameters, the HOMO-LUMO energy
gap should not change regardless of counterion type or interaction. Thus, from the
trajectory files, we selected 25 structures with different counterion locations. Both
ParmEd and CPPTRAJ programs were used to extract the distance between Ru and the
counterion (Cl- or P in PF6-) from the trajectory file and the output was plotted using
XMGRACE (Fig. 14) [38,79]. Two considerations have been taken into account to select
a structure: 1) the counterion is located 10.0 Å from the Ru, and 2) the complexcounterion interaction persists for at least 1 ns at each position.
Figure 14. Trajectory
data showing Ru-Cl
distance fluctuating over
200 ns production
simulation.
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After selecting the structures that met these criteria, we performed a single-point
energy calculation for each structure without solvent or counterion to determine the
orbitals energies for each structure. Regardless of the counterion position, we found that
averaging the HOMO-LUMO energy gap of the 25 structures produced a similar value
for both systems (the difference is < 0.03 eV) (Fig 15). Thus, the calculated UV-Vis for
Cl- in ethanol is the same as for PF6- (Fig. 9), consequently, the parameters reproduced
the experimental observation.
Figure 15. The
calculated HOMOLUMO energy gap
for 25 selected
structures with
different
counterions.

The complex-counterion interactions show interesting behaviors. First, from RDF
analysis, no Cl- was found within 7.0 Å of Ru, while the smallest Ru-PF6- separation was
~ 4.5 Å (Fig. 16). That means that PF6- can come closer to Ru than Cl-. In addition, both
anions can penetrate the solvation shells and approach the complex regardless of the
starting point of the simulation, indicating that anion-complex interaction is stronger than
anion-solvent (Fig 16).
In addition, the positions at which the anions interact with the complex differ. As
seen in Fig 16, a maximum peak is observed for Cl- at separation distance of 10-11 Å
from Ru. This corresponds to the anion interacting mostly with the carboxylic groups
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specifically, the proton (Fig. 17). In other words, during the simulation, Cl- was found
located near the proton of the carboxylic group for long periods (> 1 ns). The two protons
of the carboxylic groups have the most positive charges compared to other carbon or
hydrogen atoms in the system. The reason that Cl- is more easily captured by the protons
is probably due to its small size compared to PF6-. The smaller the counterion, the more
concentrated the negative charge over it surface. Thus, we anticipated that Cl- would
strongly interact with the proton.

Figure 16. Radial distribution functions (RDFs), g(r), for Ru-PF6- (left) and RuCl- (right) separation.

Figure 17. Illustration of the locations where high concentration of Cl- in blue
(right) and PF6- in purple (left) are found during simulations.
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On the other hand, PF6- shows a broad, oscillating peak (Fig. 16). The analysis
reveals that this anion, in contrast to Cl-, is moving between ligands and tends to interact
with the aromatic rings (Fig. 17). This interaction has been observed and defined as
noncovalent anion-π interaction [92-94]. Apparently, an association will occur between
neutral π-moieties (also called π-electron-deficient aromatic rings, e.g., hexafluorobenzene) and negatively charged groups (i.e. PF6-).
Fully understanding the different behaviors of the complex-anion interaction
needs further investigation. Including other anions with different sizes and applying DFT
calculations to derive the electrostatic potentials and the structural features of the
complex upon interacting with the anions are in consideration.
4.3.4. Solvent effects
The measured UV-Vis absorption spectra of Rudcbpy with the two counterions,
PF6- and Cl-, were similar (MLCT peak at about 422 nm) for both anions in ethanol.
However, a blue shift of ~10 nm is observed in acetonitrile when PF6- is the counterion
(Fig 18). Modeling a system with PF6- in acetonitrile using MD simulation reproduced the
observed blue shift (see Fig. 9 verses Fig. 19). Furthermore, the calculated MLCT band

Figure 18. The observed UV-Vis spectra of Rudcbpy with Cl- (right) and PF6(left) in different solvents.
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for the complex with Cl- as counterion was the same in both solvents (Fig. 9 and Fig. 19).
Thus, the modified parameters that we developed reproduced successfully the
experimental observations.

Figure 19. The calculated UV-Vis spectra of Rudcbpy using B3LYP/LANL2DZ
for the MM minimized geometry for PF6- (left) and Cl- (right), both in acetonitrile.
In addition, from RDFs analysis, Cl- was found to be localized near the proton of
either carboxylic acid of the complex in acetonitrile and remained bound to the proton for
the duration of the simulation (200 ns). A single, narrow peak is observed for the
distribution in acetonitrile (Fig. 20) compared to that in ethanol where there is broad
localization of the counterion (Fig. 16). On the other hand, PF6- was found to behave as in
ethanol and moves between ligands (compare Figs. 16 and 20).

Figure 20. Radial distribution functions (RDFs), g(r), for Ru-PF6- (left) and
Ru-Cl- (right) separation in acetonitrile.
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This finding suggests that in the absence of solvent hydrogen bonds (as in
acetonitrile), the stability is high for the interaction of an anion that has smaller surface
area (Cl-) with the proton of the carboxylic group. This interaction when changing solvent
properties from polar protic (i.e. Ethanol) to polar aprotic (i.e. Acetonitrile) suggests that
Cl- might acts as better redox conductor for regenerating the photo-oxidized dye in the
dye-sensitized solar cells.
4.4. Conclusion
In our initial computations, we used the Seminario method to extract the Ruligands force constants from our high-level QM calculations (B3LYP/LANL2DZ).
However, the computational results did not agree well with experimental data because of
the double counting problem (nonbonding interactions). Our approach toward resolving
this issue was to redefine the Ru-ligand parameters by solving the harmonic potential
functions described by Hooke’s law for different bonds and angles. Although the
modified Ru force fields were adequate to describe the photophysical properties for a
system of Ru(II) constructed from bpy and PPh3 ligands, slight deviations were observed.
We hypothesized that the observed discrepancies were due to the ligands parameters (bpy
and PPh3), which were defined by AMBER force fields (AMBER uses low-level QM
calculations). The goal toward resolving this issue is redefining the ligands parameters at
the same level of theory, which is one of our future goals. We showed that the
electrostatic term calculated by AMBER can be improved by using a different model of
atomic charge. The results show that CM5 gives a better description compared to RESP.
In addition, performing dynamic simulation with two different anions in two different
solvents demonstrates that neither counterion nor solvent significantly affect the spectra.
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However, the interesting behavior of the anions with respect to the solvent will be
investigated further, and the results are anticipated to be useful in other fields such as
developing solar cell with high efficiency.

119

References
[1] T. Meyer, J. Acc. Chem. Res. 22 (1989) 163.
[2] J. N. Demas, G. A. Crosby, J. Am. Chem. Soc. 93 (1971) 2841.
[3] A. Juris, V. Balzani, F. Barigelletti, S. Campagna, P. Belser, A. V. Zelewsky, Coord.
Chem. ReV. 84 (1988) 85.
[4] N. E. Tokel, A. J. Bard, J. Am. Chem. Soc. 94 (1972) 2862.
[5] B. O. Regan, M. Gratzel, Nature. 353 (1991) 737.
[6] M. A. Baldo, D. F. O’Brien, Y. You, A. Shoustikov, S. Sibley, M. E. Thompson, S.
R. Forrest, Nature (London) 395 (1998) 151.
[7] C. Adachi, M. A. Baldo, S. R. Forrest, Appl. Phys. Lett. 77 (2000) 904.
[8] M. A. Baldo, M. E. Thompson, S. R. Forrest, Pure Appl. Chem. 71 (1999) 2095.
[9] S. Lamansky, P. Djurovich, D. Murphy, F. Abdel-Razzaq, H.-E. Lee, C. Adachi, P.
E. Burrows, S. R. Forrest, M. E. Thompson, J. Am. Chem. Soc. 123 (2001) 4304.
[10] M. Ikai, S. Tokito, Y. Sakamoto, T. Suzuki, Y. Taga, Appl. Phys. Lett. 79 (2001)
156.
[11] X. Gong, M. R. Robinson, J. C. Ostrowski, D. Moses, G. C. Bazan, A. Heeger, A. J.
AdV. Mater. 14 (2002) 581.
[12] G. E. Jabbour, J. F. Wang, N. Peyghambarian, Appl. Phys. Lett. 80 (2002) 2026.
[13] X. Z. Jiang, A. K. Y. Jen, B. Carlson, L. R. Dalton, Appl. Phys. Lett. 81 (2002)
3125.
[14] Y. G. Ma, H. Y. Zhang, C. M. Che, J. C. Shen, Synth. Met. 94( 1998) 245.
[15] Y. G. Ma, X. M. Zhou, J. C. Shen, H. Y. Chao, C. M. Che, Appl. Phys. Lett. 74
(1999) 1361.
[16] Y. G. Ma, C. M. Che, W. H. Chen, X. M. Zhou, J. C. Shen, AdV. Mater. 11 (1999)
852.
[17] Y. G. Ma, T. S. Lai, Y. Wu, AdV. Mater. 12( 2000) 433.
[18] S. Ranjan, S. Y. Lin, K. C. Hwang, Y. Chi, W. L. Ching, C. S. Liu, Y. T. Tao, C. H.
Chien, S. M. Peng, G. H. Lee, Inorg. Chem. 42 (2003) 1248.
[19] S. C. Lo, N. A. H. Male, J. P. J. Markham, S. W. Magennis, P. L. Burn, O. V. Salata,
I. D. W. Samuel, AdV. Mater. 14 (2002) 975.
[20] A. Sharmin, L. Salassa, E. Rosenberg, J. B. A. Ross, J. A. Abbott, L. Black, M.
Terwilliger, R. Brooks, Inorg. Chem. 5219 (2013) 10835.
[21] F. Lin, R. Wang, J. Chem. Theory Comput. 6 (2010) 1852.
[22] L. Hu, U. Ryde, J. Chem. Theory Comput. 7 (2011) 2452.
[23] A. Ahmadi, C. McBride, J. J. Freire, A. Kajetanowicz, J. Czaban, K. Grela, J. Phys.
Chem. A, 115 (2011) 12017.
[24] I. Josefsson, S. K. Eriksson, H. Rensmo, M. Odelius, Struct. Dyn. 3 (2016) 023607.
[25] R. Wang, M. Ozhgibesov, H. Hirao, J. Comput. Chem. 37 (2016) 2349.
[26] P. Li, K. M. Jr., J. Chem. Inf. Model. 56 (2016) 599.
[27] P. Brandt, T. Norrby, B. Akermark, Inorg. Chem. 37 (1998) 4120.
120

[28] P. A. Kollman, Chem. Rev. 93 (1993) 2395.
[29] M. Karplus, J. A. McCammon, Nat. Struct. Biol. 9 (2002) 646.
[30] C. J. Phillips, R. Braun, W. Wang, J. Gumbart, E. Tajkhorshid, E. Villa, C. Chipot,
R. D. Skeel, L. Kale, K. Schulten, J. Comput. Chem. 26 (2005) 1781.
[31] W. F. Gunsteren, H. J. C. Berendsen, Angew. Chem. Int. Ed. 29 (1990)992.
[32] K. Nilsson, D. Lecerof, E. Sigfridsson, U. Ryde, Acta Crystallogr. D 59 (2003) 274.
[33] Jr. Merz, J. Chem. Theory Comput. 6 (2010) 2935.
[34] A. T. P. Carvalho, A. F. S. Teixeira, M. J. Ramos, J. Comput. Chem. 34 (2013)
1540.
[35] O. Wise, O. Coskuner, J. Comput. Chem. 35 (2014)1278.
[36] S. Aguilera-Segura, J. M. Seminario, J. Phys. Chem. C 118 (2014) 397.
[37] P. Krokidas, M. Castier, S. Moncho, E. Brothers, I. G. Economou, J. Phys. Chem. C
119 (2015) 27028.
[38] D. A. Case, D. S. Cerutti, T.E. Cheatham, III, T. A. Darden, R. E. Duke, T. J. Giese,
H. Gohlke, A. W. Goetz, D. Greene, N. Homeyer, S. Izadi, A. Kovalenko, T. S. Lee,
S. LeGrand, P. Li, C. Lin, J. Liu, T. Luchko, R. Luo, D. Mermelstein, K. M. Merz,
G. Monard, H. Nguyen, I. Omelyan, A. Onufriev, F. Pan, R. Qi, D. R. Roe, A.
Roitberg, C. L. Sagui, W. M. Simmerling, J. Botello-Smith, R. C. Swails, J. Walker,
R. M. Wang, C. Wolf, X. Wu, L. Xiao, D. M. York, P. A. Kollman, AMBER 2017,
University of California: San Francisco, 2017.
[39] W. Cornell, P. Cieplak, C. Bayly, I. Gould, K. Merz, D. Ferguson, D. Spellmeyer, T.
Fox, J. Caldwell, P. Kollman, J. Am. Chem. Soc. 117 (1995) 5179.
[40] J. Wang, P. Cieplak, P. A. Kollman, J. Comput. Chem. 21 (2000) 1049.
[41] S. J. Weiner, P. A. Kollman, D. A. Case, U. C. Singh, C. Ghio, G. Alagona, S.
Profeta, P. Weiner, J. Am. Chem. Soc. 106 (1984) 765.
[42] Y. Duan, C. Wu, S. Chowdhury, M. C. Lee, G. Xiong, W. Zhang, R. Yang, P.
Cieplak, R. Luo, T. Lee, J. Caldwell, J. Wang, P. Kollman, J. Comput. Chem. 24
(2003) 1999.
[43] J. Wang, R. M. Wolf, J. W. Caldwell, P. A.; Kollman, D. A. Case, J. Comput. Chem.
25( 2004) 1157.
[44] A. Leach, Molecular Modeling; principles and applications, 2nd ed. Essex: Pearson,
2001.
[45] A. Pullman, C. Zakrewska, D. Perahia, Int. J. Quantum Chem., 16 (1979) 393.
[46] L. Dunfield, A. Burgess, H. Scheraga, J. Phys. Chem., 82 (1978) 2609.
[47] S. Cox, D. E. Williams, J. Comput. Chem., 2 (1981) 304.
[48] C. I. Bayly, P. Cieplak, W. D. Cornell, P. A. Kollman, J. Phys. Chem., 97 (1993)
10269.
[49] P. Bultinck, C. Van Alsenoy, P. W. Ayers, R. Carbó -Dorca, J. Chem. Phys. 126
(2007)144111.
[50] D. Geldof, A. Krishtal, F. Blockhuys, C. Van Alsenoy, J. Chem. Theory Comput. 7
121

(2011) 1328.
[51] R. F. W. Bader, C. F. Matta, J. Phys. Chem. A. 108 (2004) 8385.
[52] U. C. Singh, P. A. Kollman, J. Comput. Chem. 5 (1984) 129.
[53] C. M. Breneman, K. B. Wiberg, J. Comput. Chem. 11 (1990) 361.
[54] W. D. Cornell, P. Cieplak, C. I. Bayly, P. A. Kollman, J. Am. Chem. Soc. 115
(1993) 9620.
[55] M. M. Francl, C. Carey, L. E. Chirlian, D. M. Gange, J. Comput. Chem. 17 (1996)
367.
[56] A. Laio, J. VandeVondele, U. Rothlisberger, J. Phys. Chem. B 106 (2002) 7300.
[57] A. V. Marenich, S. V. Jerome, C. J. Cramer, D. G. Truhlar, J. Chem. Theory.
Comput. 8 (2012) 527.
[58] J. E. Lennard-Jones, Proc. R. Soc. Lond. A, 106 (1924) 463.
[59] P. K. Weiner, P. A. Kollman, J. Comput. Chem. 2 (1981) 287.
[60] S. J. Weiner, P. A. Kollman, D. A. Case, U. C. Singh, C. Ghio, G. Alagona, S.
Profeta, Jr. Weiner, P. Weiner, J. Am. Chem. Soc. 106 (1984) 765.
[61] S. J. Weiner, P. A. Kollman, D. T. Nguyen, D. A. Case, J. Comput. Chem. 7 (1986)
230.
[62] W. L. Jorgensen, C. J. Swenson, J. Am. Chem. Soc. 107 (1985) 569.
[63] A. T. Hagler, E. Huler, S. Lifson, J. Am. Chem. Soc. 96 (1974) 5319.
[64] D. L. Veenstra, D. M. Ferguson P. A. Kollman, J. Comput. Chem. 13 (1992) 971.
[65] C. A. Gough, S. E. DeBolt, P. A. Kollman, J. Comput. Chem. 13 (1992) 963.
[66] S. Tsuzuki, T. Uchimaru, K.Tanabe, S. Kuwajima, J. Phys. Chem. 98 (1994) 1830.
[67] A. Vedani, M. Dobler, J. D. Dunitz, J. Comput. Chem. 7 (1986) 701.
[68] I. Nakagawa, T. Shimanouchi, Spectrochim. Acta 20 (1964) 429.
[69] L. Sacconi, A. Sabatini, P. Gans, Inorg. Chem. 3 (1964) 1772.
[70] P. Pulay, G. Fogarasi, F. Pang, J. E. Boggs, J. Am. Chem. Soc. 101 (1979) 2550.
[71] J. M. Seminario, Int. J. Quantum Chem. 60 (1996)127.
[72] A. T. P. Carvalho, A. F. S. Teixeira, M. J. Ramos, J. Comput. Chem. 34 (2013)1540.
[73] O. Wise, O. Coskuner, J. Comput. Chem. 35 (2014) 1278.
[74] A. T. B. Carvalho, M. Swart, J. Chem. Inf. Model. 54 (2014) 613.
[75] M. Kaukonen, A. Gulans, P. Havu, E. Kauppinen, J. Comput. Chem. 33 (2012) 652.
[76] L. Pengfei, M. Kenneth, Jr. Merz, Chem. Rev. 117 (2017) 1564.
[77] A. Nash, T. Collier, H. Birch, N. H. D. Leeuw. J Mol Mode. 24 (2018) 5.
[78] J. Medina, F. Avilés, A. Tapia, A. Molecular Physics 113 (2015) 1297.
[79] Turner PJ. XMGRACE, Version 5.1.25. Center for Coastal and Land-Margin
Research, Oregon Graduate Institute of Science and Technology, Beaverton, OR;
2015.
[80] Gaussian 16, Revision A.03, Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria,
G. E.; Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Petersson, G. A.;
Nakatsuji, H.; Li, X.; Caricato, M.; Marenich, A. V.; Bloino, J.; Janesko, B. G.;
122

Gomperts, R.; Mennucci, B.; Hratchian, H. P.; Ortiz, J. V.; Izmaylov, A. F.;
Sonnenberg, J. L.; Williams-Young, D.; Ding, F.; Lipparini, F.; Egidi, F.; Goings, J.;
Peng, B.; Petrone, A.; Henderson, T.; Ranasinghe, D.; Zakrzewski, V. G.; Gao, J.;
Rega, N.; Zheng, G.; Liang, W.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.;
Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Vreven,
T.; Throssell, K.; Montgomery, J. A., Jr.; Peralta, J. E.; Ogliaro, F.; Bearpark, M. J.;
Heyd, J. J.; Brothers, E. N.; Kudin, K. N.; Staroverov, V. N.; Keith, T. A.;
Kobayashi, R.; Normand, J.; Raghavachari, K.; Rendell, A. P.; Burant, J. C.;
Iyengar, S. S.; Tomasi, J.; Cossi, M.; Millam, J. M.; Klene, M.; Adamo, C.; Cammi,
R.; Ochterski, J. W.; Martin, R. L.; Morokuma, K.; Farkas, O.; Foresman, J. B.; Fox,
D. J. Gaussian, Inc., Wallingford CT, 2016.
[81] L. Martínez, R. Andrade, E. G. Birgin, J. M. Martínez, J. of Comput. Chem. 30
(2009) 2157.
[82] W. Humphrey, A. Dalke, K. Schulten, J. Molec. Graphics, 14 (1996) 33.
[83] M. B. Peters, Y. Yang, B. Wang, L. Fü sti-Molnár, M. N. Weaver, K. M. Merz, J.
Chem. Theory Comput. 6 (2010) 2935.
[84] P. Li, B. P. Roberts, D. K. Chakravorty, K. M. Merz, J. Chem. Theory Comput. 9
(2013) 2733.
[85] P. Li, K. M. Merz, J. Chem. Theory Comput. 10 (2014) 289.
[86] J. Aaqvist, A. Warshel, J. Am. Chem. Soc. 112 (1990) 2860.
[87] W. L. Jorgensen, J. Chandrasekhar, J. Madura, M. L. Klein, J. Chem. Phys. 79
(1983) 926.
[88] N. L. Allinger, X. Zhou, J. Bergsma, J. Mol. Struct. (THEOCHEM) 312 (1994) 69.
[89] R. W. Pastor, B. R. Brooks, A. Szabo, Mol. Phys., 65 (1988) 1409.
[90] H. J. C. Berendsen, J .P .M. Postma, W. F. Van Gunsteren, A. DiNola, J. R. Haak, J.
Chem. Phys., 81 (1984) 3684.
[91] J. S. Binkley, J. A. Pople, W. J. Hehre, J. Am. Chem. Soc. 102 (1980) 939.
[92] B. Wang, S. L. Li, D. G. Truhlar, J. Chem. Theory Comput. 10 (2014) 5640.
[93] D. Quiñonero, C. Garau, C. Rotger, A. Frontera, P. Ballester, A. Costa, P. M. Deyà,
Angew. Chem., Int. Ed. 41 (2002) 3389.
[94] B. L. Schottel, H. T. Chifotides, M. Shatruk, A. Chouai, L. M. Pérez, J. Bacsa, K. R.
Dunba., j. Am.Chem. Soc. 128 (2006) 5895.

123

Chapter 5. Conclusions and Future Directions
5.1. Conclusions
5.1.1. Quantum Mechanics Study
The structural, HOMO-LUMO gap, and spectroscopic properties of the ground-state
singlet and lowest lying triplet excited states of derivatives of Ru(bpy)(PPh3)2 with different
electron-withdrawing and donor substituents and σ-donor and π-acceptor ligands trans to the bpy
have been investigated by combined DFT/TDDFT calculations [1-3]. The statistical
measurements of the performance of ten combinations DFT/basis sets used to describe S0
geometry for [(H)Ru(CO)(PPh3)2(dcbpy)]+, followed the ‘Jacobs ladder’ classification scheme
and decreased in the series double-hybrid (B2PLYPD3) > meta-hybrid (M06) > hybrid-GGA
(PBE0, B3LYP, CAM-B3LYP, wB79xD) [4]. The PBE0/LANL2DZ performance was superior
compared to that of B3LYP/LANL2DZ. To accurately assess the symmetry of these systems, it
is essential to use methods that include the dispersion correction. Although B3LYP did not
produce the most accurate geometry for the ground state, it reproduced well the experimental
singlet absorption and triplet emission energies, which suggests that it will likely yield reliable
predictions for the spectroscopy of other complexes. Also, we have shown with Rudcbpy that
when solvent and counterions are included, the calculated excitation energies are closer to those
observed in the experimental spectra.
The calculations showed that introducing electron-withdrawing groups stabilizes the bpy
π* LUMOs, shifts the absorption and emission spectra to lower energies, and increases the
distortion in the T1 geometry. The opposite was observed with electron-donating substituents.
The bpy π* LUMOs were destabilized, the absorption and emission spectra shifted to higher
energies, and there was less distortion in the T1 geometry. In addition, when the two ligands trans
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to bpy are strong σ-donors, the calculated T1 is much closer to S0, which predicts an unusually
red-shifted luminescence and lower quantum yield. This suggests that to generate complexes
with less red-shifted emission and higher quantum yields, it is desirable to use weaker electron
donors such as halogens or better π acceptors such as CO. In summary, this computational study
revealed a general trend: increased HOMO-LUMO energy gaps correlate with a blue shift in
both the excitation and emission energies and less geometric distortion in T1.
We then extended our previous study of the relationships between the HOMO-LUMO
energy gap and the photophysical properties for Ru-bpy to include a new series of
Ru-phen-based complexes. The results obtained confirmed our earlier findings for Ru(bpy)(
PPh3)2 and revealed new aspects that can be summarized by four major conclusions. First, the
excited electron is delocalized over π* of the phen acceptor ligand, which decreases the geometrical
distortion and knr, thereby increasing the quantum yield compared to bpy ligand. Second, a general trend
is observed: increased HOMO-LUMO energy gaps correlate with a blue shift in both the excitation and
emission energies and less geometric distortion in T1 only when no other transitions are present that are
isoenergetic with the MLCT transition. Third, this study suggests two ligands (Cl and TFA) as potential
candidates for investigating the photo-substitution mechanism in Ru-phen based complexes. When the
strong π-acceptor ligand (CO) is replaced by Cl or TFA, the splitting-ligand field is reduced and induces
excitation to the σ* (Ru—N). The occupation of this orbital causes electron-electron repulsion that
weakens the bond strength and results in formation of a 3MC state. Fourth, when CO is used as a trans
ligand, Ru-phen-based complexes can be designed that have similar energy gaps regardless of the other
trans ligand.

In conclusion, we have proposed a strategy to tune the HOMO and LUMO energy level
by either changing the substituents or the ligand in the trans position. The correlation and the
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computational approach we outlined here can be used to design complexes rationally and screen
other organometallic candidates that may have desirable excited-state properties.
5.1.2. MM/MD Study
In this study, we developed successfully new force-field parameters for Ru-bpy based
complexes. These parameters are the first to be reported for such system. We showed that
calculation of the mean errors to validate the proposed MM geometry is not a sufficient
benchmark for the accuracy of the developed parameters. In other words, the mean errors will
not ensure that the structure represents the ground state. Thus, we suggest that the calculated
UV-Vis spectra be used as the standard for validating the parameters.
Although the Seminario method implemented in the AMBER package facilitates
extracting the Ru-ligand force constants from QM output, the double counting problem
(nonbonded interactions) causes a large distortion in the minimized geometry. For this reason,
we redefined all Ru-ligand bond lengths using Hooke’s law. This approach yields a more
accurate description of the geometry and spectra. Furthermore, we showed that our developed
parameters reproduced successfully the expected shift of the spectra when comparing Rudcbpy
and RudMebpy. This indicates that the newly developed Ru force fields are adequate to describe
the photophysical behavior for analogue systems constructed from bpy and PPh3 ligands.
5.2. Future Work
5.2.1. Optimizing the 3MLCT → 3MC Transition State of Ru(2Cl)phen and Ru(2TFA)phen and
Tuning the HOMO-LUMO Energy Gap
For a more comprehensive and quantitative understanding of the quenching process (the
formation of non-emissive 3MC state) in the proposed complexes (Ru(2Cl)phen and
Ru(2TFA)phen), calculation of the potential energy curves (PECs) along the Ru—N reaction
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coordinate starting from both 1MLCT and 3MC geometry is suggested. Several questions need to
be addressed: i) Does 3MC state come from the 3MLCT state or directly from the 1MLCT state?
ii) What is the energy difference between 3MC and 3MLCT, and is it positive or negative? iii)
Does the activation energy correspond to the zero-point energy difference between 3MC and
3

MLCT (ΔEº) or at the barrier crossing (Ea).

Figure 1. Potential energy diagram showing the energies of the different states and
the activation energies of the transition between 3MLCT and 3MC states.
First, we would optimize 1MLCT state to investigate the nature of the Ru—N bond length
(stably bonded or dissociated in this state). From the PEC surface, we would locate the 3MLCT
state, and then calculate the activation energy. If the value of the activation energy is positive,
this indicates that the 3MC state is located above 3MLCT state and thus it is thermally populated
(Fig.1).
In addition, we have shown that these complexes undergo photo-substitution, which
makes them promising candidates for use as anti-cancer drugs that require photo-activation.
However, they have to be activated in the visible region. Thus, to reduce the HOMO-LUMO
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energy gap, (red shift the spectra), we will tune the LUMO energy by introducing electronwithdrawing groups (e.g., -COOH) to the phen ligand that stabilizes the LUMO orbitals as we
have previously observed for Rudcbpy1.
5.2.2. Investigation of the photophysical properties of the
[(H)Ru(CO)(PPh2C2H4C(O)OH)2(bpy)]PF6 in solution and on the silica polyallylamine surface
(PAA)
Recently, Abbott et al. developed silica PAA surfaces as useful metal separation
materials that could be easily modified [5]. These surfaces provide an opportunity for the
development of a heterogeneous platform for luminescent complexes for use as either catalysts
or sensors [6-7]. The [(H)Ru(CO)(PPh2C2H4C(O)OH)2(bpy)]PF6 (1) complex has the same
MLCT spectrum in solvent and on the surface. The [(H)Ru(CO)(PPh3)2(dcbpy)]PF (Rudcbpy)
(2) complex also has the same MLCT spectrum in solvent and on the surface. While 1 has the
same emission spectrum whether in solvent or on the surface, the emission of 2 was red shifted
upon binding to the surface [5].
The observed different spectroscopic behaviors of these complexes motivated us to
explore at a theoretical level how the nature of the surface influences the photophysical
properties and the excited states of the immobilized complexes. We first modeled
[(H)Ru(CO)(PPh2C2H4C(O)OH)2(bpy)]PF6 and Rudcbpy to calculate their spectra in solution.
Because each has two propionic acid groups and no crystal structures were available, several
conformational geometries were modeled (Fig. 2). The calculated MLCT band was near 400 nm,
which is blue shifted compared to the reported experiment value of 460 nm [8].

1

See chapter 2 for details.
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Figure 2. Different calculated conformational geometries of
[(H)Ru(CO)(PPh2C2H4C(O)OH)2(bpy)]PF6 using B3LYP/LANL2DZ.
Therefore, we would determine the most stable conformation for the complex first in
solution at the room temperature by performing MM/MD simulation using the force-field
parameters that we developed. When the UV-Vis spectra are reproduced, we will attach the
complex to the PAA surface and investigate its photophysical properties, which to the best of our
knowledge has not been investigated theoretically. However, the PAA surface must be modeled
first. To do so, we will use the plane-wave wavefunctions implemented in the Quantum
ESPRESSO program [9-10]. Then, we will attach the Ru complex and study its photophysical
properties by employing a combined DTF/TDDFT approach (Fig. 3).

Figure 3. Proposed model for the complex binds
to the PAA surface.
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5.2.3. Improving the Developed Force-Field Parameters
To improve the minimized MM/MD geometry, we first will redefine the parameters of
both bpy and PPh3 at the same level of theory as done previously to determine the Ru-ligand
parameters. The next step is to investigate the intermolecular interaction effects on the geometry
and spectra. Thus, we plan to include more complexes. Once the geometry is enhanced, further
investigation of the complex-counterion interaction can be performed. Understanding the ion-ion
dependence in the solar cell efficiency and catalyzed reactions is very important [11]. Thus, we
will examine the behavior of the complex-anion interaction using anions with different sizes. For
each system, the complex (cation)-anion interaction energy (ΔE), which is defined as the
difference between the energy of the system ECA and the sum of the energies of the pure
compositions (EA + EC), will be calculated for different positions of the anion. In addition, the
anion distribution around a complex is affected by solvent. Because the polarity and the ability of
the solvent to form hydrogen bonds will control the local concentration of the anions in the first
solvation shell, we will also include solvents with different dielectric and hydrogen bonding
properties.
5.2.4. Investigation of the acid-base behavior of [RuH(CO)dcbpy(PPh3)2]PF6 (Rudcbpy) and the
effects of the pH on its photophysical properties
Proton-coupled electron-transfer (PCET) reaction is an important step in different
chemical and biological processes such as water splitting, nitrogen fixation, proton reduction,
and ribonucleotide reductase reactions [12-17]. In addition, Ru-bpy based complexes have been
reported as water oxidation catalysts to produce a fuel source [18-19]. Thus, we examined the
possibility of PCET in Rudcbpy in the excited state. We calculated the change in the acid-base
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behavior between S0 and T1 states by calculating their pKa values. The pKa value is determined
for the acid-dissociation reaction
HA(s) → H+(s) +A-(s),

(1)

pKa =ΔG°a / 2.303 RT,

(2)

where ΔG°a = G°(H+(s)) + G°(A-(s)) - G°(HA(s))

(3)

where the first, second and third terms are the standard-state free energies of the proton, the
deprotonated form of the complex (monoanion), and the protonated form of the complex,
respectively. The S0 of [RuH(CO)dcbpy(PPh3)2]+ (HA) and its deprotonated form (A-) were
optimized using B3LYP and then a vibrational frequency calculation in ethanol was performed
using PCM to obtain the structures free energy. The values obtained were inserted in eqs. 2 and 3
and used to calculate the pKa in S0. We repeated the steps for the optimized complex in T1 and
obtained pKa,T*. Our calculations revealed an increase of 5 for pKa,T* in the excited state
indicating an increase in its basicity. This finding agrees well with Parker’s observation that the
aromatic carboxylic acids become stronger bases in the triplet excited state as well as other
studies of Ru(II) complexes [20-23]. This is a direct result of a charge transfer to the bpy and,
consequently, the increased strength of the OH bond.
We applied another approach to study the stability (increased basicity) of the complex in
T1 by performing a relaxed potential energy surface scan as a function of the OH bond length for
[RuH(CO)dcbpy(PPh3)2]+. We found that the energy required to break the OH bond in T1 is twice
that required in S0 (Fig. 4). This also confirms our finding of increased basicity of the complex in
the T1 state. Thus, we conclude that no proton transfer coupled with electron transfer will occur
in Rudcbpy.
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Figure 4. Relaxed potential
energy surface scan of the O-H
stretching of the optimized S0
and T1 states of
[RuH(CO)dcbpy(PPh3)2]+.

We then studied the possibility of tuning the spectral properties of complex through
changing pH with ethanol as solvent, comparing experiment and computation. Upon
deprotonation, computation predicts a blue shift in the MLCT band of Rudcbpy (Fig. 5).

Figure 5. Calculated UV-Vis absorption
spectra of Rudcbpy and its deprotonated
form.

The blue shift is due to the increase of HOMO-LUMO energy gap. When carboxylic acid
group loses a proton, the negative charge over the carboxylate increases. This destabilizes the
LUMO orbitals and blue shift the spectra. Because the ligand is pH dependent, this could provide
a useful control mechanism. We then investigated the shift experimentally by adding base
(pH=11), and a small blue shift was observed (Fig. 6). The preliminary experimental data and
theoretical data revealed the same trend. This indicates that the complex reactivity can be
controlled by changing pH. Therefore, for more understanding of the complex behavior in
different pH environments, we would perform MM/MD simulation over a range of pH and study
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the change in the photophysical properties.

Figure 6. UV-Vis absorption
spectra of Rudcbpy in two
different pH.
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Appendix A: Equations, Figures, and Tables for Chapter 2
The statistical measures used in this study.
Mean error ∆
∆ =

!

!
!!! ∆!

!

Were the error ∆! = 𝑅!!"#! − 𝑅!!"#
Standard deviation ∆!"#
1
𝑛−1

∆!"# =

!

(∆! − ∆)!
!!!

Mean absolute error ∆!"#
!

∆!"# = !

!
!!!

∆!

Maximum error ∆!"#
∆!"# = 𝑚𝑎𝑥 ∆!

Crystal structure analysis for RudMebpy
X-ray diffraction data for [RuH(CO)bis-4, 4’-(methyl)bpy(PPh3)2]Cl were collected at 100 K on
a Bruker D8 Venture using MoΚα-radiation (λ=0.71073 Å). Data have been corrected for
absorption using SADABS1 area detector absorption correction program. Using Olex22, the
structure was solved with the SHELXT3 structure solution program using Direct Methods and
refined with the SHELXL4 refinement package using least squares minimization. All nonhydrogen atoms were refined with anisotropic thermal parameters. Hydrogen atoms attached to
heteroatoms were found from the residual density maps, placed, and refined with isotropic
thermal parameters. All other hydrogen atoms in the investigated structure were located from
difference Fourier maps but finally their positions were placed in geometrically calculated
positions, and refined using a riding model. Isotropic thermal parameters of the placed hydrogen
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atoms were fixed to 1.2 times the U value of the atoms they are linked to (1.5 times for methyl
groups). The structure was found to contain indistinguishable solvent molecules within voids
within the lattice. Attempts at modeling this solvent were not able to produce a suitable model.
The SQUEEZE5 routine within PLATON6 was utilized to account for the residual, diffuse
electron density and the model is refined against these data. A total of 185 electrons per unit cell
were corrected for. This corresponds to roughly 10 methanol molecules per unit cell (180
electrons). All calculations and refinements were carried out using APEX27, SHELXTL8, Olex2,
and PLATON, (Fig. A2). 1 A comparison between selected experimental and calculated
parameters listed in Table A8.
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Bruker AXS Inc., Madison, Wisconsin, USA. h) Sheldrick, G.M. (2008). Acta Cryst. A64, 112-122.
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Figure A1. The absorption spectra for Rudcbpy calculated with different methods.

Figure A2. Solid state structure of [RuH(CO)bis-4, 4’-(methyl)bpy(PPh3)2]Cl, showing
the 50% probability thermal ellipsoid and the hydride position, hydrogen atoms omitted
for clarity

138

Figure A3. 1H NMR (top) and 31P NMR (bottom) spectra of [RuH(CO)bis-4, 4’(methyl)bpy(PPh3)2]Cl.
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Table A1. Selected atomic natural charges, q (e), in computed S0 and T1 for
[RuH(CO)dcbpy(PPh3)2]+
Ru

H

C

O

P1

P2

N1

N2

S0

a

0.669

-0.223

0.949

-1.213

1.706

1.706

-1.283

-1.272

T1

a

0.833

-0.185

1.015

-1.207

1.775

1.773

-1.28

-1.277

S0

b

-1.051

0.083

0.751

-0.477

1.294

1.294

-0.369

-0.375

T1

b

-0.681

0.112

0.758

-0.432

1.356

1.330

-0.456

-0.478

a

obtained by QTAIM analysis; b obtained by NBO analysis

Table A2. Statistical measures of errors in calculated Ru-coordination bond lengths for
Rubpy and Rudcbpy. (pm)
Rubpy
B3LYP

Rudcbpy
B3LYP

LANL2DZ LANL2DZ

CAMB3LYP

LANL2DZ LANL2DZ
SDD
(f)
(f-d)

LANL2DZ

PBE0

M06

LANL2DZ LANL2DZ SDD

B2PLYPD3

wB97xD

LANL2DZ

LANL2DZ

∆

7.068

7.138

6.676

6.623

5.39

5.523

3.629

5.517

4.12

3.717

4.552

∆!"#

4.657

4.747

4.818

4.759

4.08

2.042

2.506

3.583

2.80

1.691

3.496

∆!"#

7.468

7.593

7.275

7.216

7.13

5.798

4.054

5.517

4.20

3.717

5.044

∆!"#

11.148

10.927

10.361

10.507

8.1

9.352

5.922

10.479

7.52

5.395

9.311

Table A3. Statistical measures of errors in calculated P-coordination bond lengths for
Rubpy and Rudcbpy. (pm)

Rubpy
B3LYP

Rudcbpy
B3LYP

LANL2DZ LANL2DZ

CAMB3LYP

LANL2DZ LANL2DZ
SDD
(f)
(f-d)

LANL2DZ

PBE0

M06

LANL2DZ LANL2DZ SDD

B2PLYPD3

wB97xD

LANL2DZ

LANL2DZ

∆

2.480

2.390

2.371

2.401

2.486

1.119

1.036

0.713

0.806

0.440

0.680

∆!"#

1.313

1.320

1.325

1.324

1.335

1.318

1.350

1.281

1.276

1.282

1.273

∆!"#

2.480

2.390

2.371

2.401

2.486

1.131

1.281

1.131

1.158

1.044

1.121

∆!"#

4.429

4.362

4.343

4.370

4.476

3.188

3.027

2.615

2.697

2.354

2.584
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Table A4. Statistical measures of errors in calculated Ru-coordination bond angles for
Rubpy and Rudcbpy. (degree)
Rubpy
B3LYP

Rudcbpy
B3LYP

LANL2DZ LANL2DZ

CAMB3LYP

LANL2DZ LANL2DZ
(f)
(f-d)

SDD

PBE0

M06

LANL2DZ LANL2DZ LANL2DZ

B2PLYPD3

wB97xD

SDD

LANL2DZ

LANL2DZ

∆

-0.041

-0.027

-0.0245

-0.023

-0.041

-0.028

-0.026

0.011

-0.003

0.025

0.012

∆!"#

2.653

2.669

2.694

2.679

2.766

2.398

2.614

2.185

2.232

2.373

2.458

∆!"!

2.072

2.097

2.126

2.111

2.161

1.897

2.042

1.786

1.765

1.946

1.977

∆!"#

4.942

4.019

4.978

5.046

4.942

4.613

5.252

4.377

4.585

4.344

4.730

Table A5. Statistical measures of errors in calculated P-coordination bond angles for Rubpy
and Rudcbpy. (degree)
Rubpy

Rudcbpy

CAM-

B3LYP

B3LYP

B3LYP

LANL2DZ LANL2DZ

LANL2DZ LANL2DZ
(f)

(f-d)

SDD

LANL2DZ

PBE0

LANL2DZ

M06

LANL2DZ

B2PLYPD3

wB97xD

SDD

LANL2DZ

LANL2DZ

∆

-0.088

-0.131

-0.125

-0.118

-0.182

-0.100

-0.205

-0.010

-0.046

-0.055

-0.0927

∆!"#

2.954

3.210

3.280

3.264

3.336

3.044

3.501

2.884

2.929

2.932

2.875

∆!"#

2.006

2.164

2.194

2.203

2.110

1.984

2.170

1.958

1.964

2.075

2.019

∆!"#

7.716

8.194

8.326

8.269

8.504

7.935

8.834

7.407

7.652

7.505

7.386
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Table A6. Selected bond lengths (Å), bond angles (º), and torsion angles (º) optimized for
Rudcbpy in S0 using different methods and for T1 using TDDFT and ∆SCF approaches all
in ethanol, emission energies, and the calculated root mean square deviation (RMSD).

S0
Ru-P1
Ru-P2
Ru-N1
Ru-N2
Ru-H
Ru-C
N1-Ru-N2
P1-Ru-P2
N1-C-C-N2
T1 (∆SCF)
EEm (eV)
RMSD
Ru-P1
Ru-P2
Ru-N1
Ru-N2
Ru-H
Ru-C
N1-Ru-N2
P1-Ru-P2
N1-C-C-N2
T1
(TDDFT)
EEm (eV)
RMSD
Ru-P1
Ru-P2
Ru-N1
Ru-N2
Ru-H
Ru-C
N1-Ru-N2
P1-Ru-P2
N1-C-C-N2

B3LYP

B3LYP

B3LYP

CAMB3LYP
LANL2DZ

M06

M06

LANL2DZ
2.454
2.453
2.168
2.244
1.610
1.865
74.858
168.954
-0.122

LANL2DZ
(f)
2.450
2.452
2.163
2.238
1.605
1.857
74.951
168.855
0.172

LANL2DZ
(f,d)
2.447
2.448
2.166
2.240
1.605
1.856
74.877
168.932
0.142

LANL2DZ

SDD

2.422
2.421
2.153
2.228
1.607
1.865
75.222
169.591
-0.185

2.406
2.406
2.169
2.240
1.623
1.852
74.724
170.743
0.000

2.394
2.394
2.157
2.208
1.621
1.839
75.270
170.260
0.000

2.01
0.759
2.492
2.467
2.130
2.172
1.631
1.901
77.561
143.878
-0.629

1.99
0.768
2.492
2.463
2.124
2.165
1.625
1.892
77.665
144.076
-0.692

1.99
0.810
2.501
2.450
2.127
2.165
1.626
1.891
77.604
143.909
-1.952

2.21
0.907
2.426
2.478
2.116
2.142
1.624
1.909
78.107
142.598
3.938

2.07
1.099
2.416
2.434
2.126
2.160
1.636
1.888
77.708
139.802
1.798

1.98
1.083
2.419
2.403
2.123
2.146
1.625
1.874
77.800
140.862
1.368

1.94
0.873
2.445
2.518
2.140
2.161
1.627
1.896
77.377
143.280
4.195

1.93
0.767
2.489
2.450
2.132
2.160
1.622
1.886
77.533
144.194
-1.277

0.845
2.493
2.441
2.134
2.160
1.623
1.886
77.514
143.180
-2.261

2.36
1.107
2.422
2.463
2.121
2.027
1.643
1.909
79.235
137.342
2.280

1.94
0.852
2.446
2.414
2.134
2.147
1.636
1.883
77.416
144.421
-6.340

2.03
0.844
2.432
2.437
2.164
2.173
1.618
1.892
76.600
144.593
-4.779
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Table A7. Selected bond lengths (Å), bond angles (º), and torsion angles (º) optimized for
the complexes in T1 using TDDFT and ∆SCF orbitals all in ethanol and the calculated root
mean square deviation (RMSD.)
Rubpy

Rudcbpy

Rudamidebpy

RudMebpy

T1 (∆SCF)
PBE0
EEm (eV)
2.34
RMSD
0.830
Ru-P1
2.430
Ru-P2
2.408
Ru-N1
2.097
Ru-N2
2.119
Ru-H
1.634
Ru-C
1.890
N1-Ru-N2
78.79
P1-Ru-P2
141.62
N1-C-C-N2 -3.049
T1 (TDDFT) PBE0
EEm (eV)
2.35
RMSD
0.799
Ru-P1
2.414
Ru-P2
2.402
Ru-N1
2.102
Ru-N2
2.097
Ru-H
1.635
Ru-C
1.884
N1-Ru-N2
78.87
P1-Ru-P2
142.14
N1-C-C-N2 -2.769

B3LYP
2.01
0.759
2.492
2.467
2.130
2.172
1.631
1.901
77.561
143.878
-0.629
B3LYP
1.94
0.873
2.445
2.518
2.140
2.161
1.627
1.896
77.377
143.280
4.195

B3LYP
2.19
0.864
2.447
2.538
2.130
2.158
1.631
1.900
77.656
143.716
3.446
B3LYP
2.13
0.868
2.440
2.521
2.137
2.153
1.628
1.895
77.590
143.788
3.189

PBE0
2.40
0.814
2.426
2.407
2.094
2.113
1.636
1.890
78.747
142.080
-2.583
PBE0
2.41
0.770
2.408
2.404
2.101
2.089
1.636
1.883
78.864
143.024
-2.046
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Ru(2H)dcbpy

B3LYP
0.88
0.898
2.406
2.406
2.219
2.218
1.604
1.630
74.716
169.175
0.114
B3LYP
-

Ru(2CO)dcbpy

B3LYP
2.51
0.193
2.551
2.555
2.138
2.148
1.919
1.924
77.438
178.001
-0.714
B3LYP
2.29
0.151
2.556
2.557
2.144
2.149
1.920
1.923
77.505
178.093
-0.874

Table A8. Selected bond lengths (Å), bond angles (º), and torsion angles (º) optimized for
RudMebpy in S0 using B3LYP/LANL2DZ and PBE0/LANL2DZ compared to X-ray data
Experimental

B3LYP

PBE0

Ru-P1

2.353

2.448

2.391

Ru-P2

2.359

2.449

2.392

Ru-N1

2.116

2.173

2.137

Ru-N2

2.179

2.246

2.198

Ru-H

1.563

1.613

1.613

Ru-C

1.843

1.862

1.852

N1-Ru-N2

75.688

74.544

75.413

P1-Ru-P2

165.209

170.099

169.164

2.032

1.854

1.002

N1-C-C-N2
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Appendix B: Additional Figurs and Tables for Chapter 3
Crystal structure analysis for RuHphen
Diffraction quality crystals were grown by slow evaporation of a methanol solution of RuHphen.
The crystal selected was a yellow plate with dimensions of 0.19mm x 0.08 mm x 0.03 mm. Xray diffraction data were collected at 100 K on a Bruker D8 Venture using MoΚα-radiation
(λ=0.71073 Å). Data have been corrected for absorption using SADABS1 area detector
absorption correction program. Using Olex22, the structure was solved with the SHELXT3
structure solution program using Direct Methods and refined with the SHELXL4 refinement
package using least squares minimization. All non-hydrogen atoms were refined with anisotropic
thermal parameters. Hydrogen atoms attached to heteroatoms were found from the residual
density maps, placed, and refined with isotropic thermal parameters. All other hydrogen atoms in
the investigated structure were located from difference Fourier maps but finally their positions
were placed in geometrically calculated positions, and refined using a riding model. Isotropic
thermal parameters of the placed hydrogen atoms were fixed to 1.2 times the U value of the
atoms they are linked to.
The structure was found to have void space within the lattice and are observed when viewing a
packing diagram down the crystallographic b axis. The voids are centered over the twofold
rotation axis of the C2/c, space group, further complicating unsuccessful attempts at modeling
the solvent and anion. The presence of chloride in this void is known, to account for charge
balance. However, the void contains additional unknown solvent molecules that are believed to
be methanol as the crystals were grown from a slow evaporation of a methanol solution. The
SQUEEZE5 routine within PLATON6 was utilized to account for the residual, diffuse electron
density within the void and the model is refined against these data. A total of 376 electrons per
unit cell were corrected for. All calculations and refinements were carried out using APEX27,
SHELXTL8, Olex2, and PLATON, (Fig. B1). 1

1

a) Sheldrick, G. M. (1996). SADABS: Area Detector Absorption Correction; University of Göttingen,
Germany. b) Dolomanov, O.V.; Bourhis, L.J.; Gildea, R.J.; Howard, J.A.K.; Puschmann, H., (2009). J.
Appl. Cryst., 42, 339-341. c) Sheldrick, G. M. (2015). Acta Cryst. A71, 3-8. d) Sheldrick, G. M. (2015).
Acta Cryst. C71, 3-8. e) Spek, A. L. (2015). Acta Cryst. C71, 9-18. f) Spek, A. L. (2009). Acta Cryst.
D65, 148-155. g) Bruker (2007). APEX2. Bruker AXS Inc., Madison, Wisconsin, USA. h) Sheldrick,
G.M. (2008). Acta Cryst. A64, 112-122.
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Figure B1. Solid state structure of [RuH(CO)phen(PPh3)2]Cl, (RuHphen) showing the
50% probability thermal ellipsoid, hydrogen atoms omitted for clarity.
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Figure B2. 1P NMR (top) and IR (bottom) spectra of RuHphen.
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Table B1. Second-order perturbation interaction energy (E(2)) (kcal/mol) from the donation from
P atom to PPh3 and Ru for complexes with mixed ligands at the B3LYP/LANL2DZ level
obtained by NBO analysis.
donora
occupancy (e)
acceptor
occupancy (e)
E(2)
RuHphen
CR(2)P
1.998
σ*(C-C)
0.016
0.59
CR(2)P
1.998
σ*(C-C)
0.022
0.65
CR(2)P
1.998
σ*(C-C)
0.017
0.60
CR(2)P
1.998
σ*(C-C)
0.013
0.61
CR(2)P
1.998
σ*(C-C)
0.019
0.75
CR(2)P
1.998
σ*(C-P)
0.061
1.32
CR(2)P
1.998
σ*(C-P)
0.062
1.44
CR(2)P
1.998
σ*(C-P)
0.062
1.33
CR(2)P
1.998
σ*(Ru-P)
0.155
1.38
CR(2)P
1.998
σ*(Ru-P)
0.155
0.64
RuClphen
CR(2)P
1.998
σ*(C-C)
0.017
0.54
CR(2)P
1.998
σ*(C-C)
0.013
0.62
CR(2)P
1.998
σ*(C-C)
0.019
0.62
CR(2)P
1.998
σ*(C-C)
0.021
0.66
CR(2)P
1.998
σ*(C-C)
0.022
0.80
CR(2)P
1.998
σ*(C-P)
0.059
1.37
CR(2)P
1.998
σ*(C-P)
0.052
1.25
CR(2)P
1.998
σ*(C-P)
0.061
1.23
CR(2)P
1.998
σ*(Ru-P)
0.147
1.01
CR(2)P
1.998
σ*(Ru-P)
0.147
0.65
RuTFAphen
CR(2)P
1.998
σ*(C-C)
0.023
0.74
CR(2)P
1.998
σ*(C-C)
0.016
0.69
CR(2)P
1.998
σ*(C-C)
0.022
0.59
CR(2)P
1.998
σ*(C-C)
0.016
0.67
CR(2)P
1.998
σ*(C-P)
0.060
1.33
CR(2)P
1.998
σ*(C-P)
0.051
1.37
CR(2)P
1.998
σ*(C-P)
0.060
1.05
CR(2)P
1.998
σ*(Ru-P)
0.144
0.80
CR(2)P
1.998
σ*(Ru-P)
0.144
0.64
a
CR(2)P is 2s.
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Table B2. Second-order perturbation interaction energy (E(2)) (kcal/mol) from the donation from
P atom to PPh3 and Ru for complexes with analogues ligands at the B3LYP/LANL2DZ level
obtained by NBO analysis.
donora

occupancy (e)

acceptor

occupancy (e)

E(2)

CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P

1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998

σ*(C-C)
σ*(C-C)
σ*(C-C)
σ*(C-C)
σ*(C-C)
σ*(C-P)
σ*(C-P)
σ*(C-P)
σ*(Ru-P)

0.022
0.076
0.016
0.023
0.016
0.078
0.017
0.076
0.148

0.61
0.72
0.52
0.57
0.77
2.02
1.44
1.64
2.94

CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P

1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998

σ*(C-C)
σ*(C-C)
σ*(C-C)
σ*(C-C)
σ*(C-C)
σ*(C-P)
σ*(C-P)
σ*(C-P)
σ*(Ru-P)
σ*(Ru-P)
LP*(5)Rub

0.023
0.017
0.016
0.023
0.016
0.060
0.057
0.062
0.192
0.192
0.297

0.63
0.54
0.64
0.6
0.83
1.42
1.57
1.37
0.94
0.74
1.92

CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P
CR(2)P

1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998
1.998

σ*(C-C)
σ*(C-C)
σ*(C-C)
σ*(C-C)
σ*(C-C)
σ*(C-P)
σ*(C-P)
σ*(C-P)
σ*(Ru-P)
σ*(Ru-P)
LP*(5)Ru
RY*(1)C28c

0.023
0.016
0.016
0.022
0.016
0.060
0.060
0.054
0.184
0.187
0.248
0.005

0.64
0.61
0.54
0.82
0.65
1.38
1.46
1.2
1.06
0.52
1.84
0.50

0.023
0.016
0.015
0.022
0.059
0.052
0.058
0.158

0.78
0.59
0.72
0.65
1.10
1.20
1.14
0.72

Ru(2H)phen

Ru(2Cl)phen

Ru(2TFA)phen

Ru(2CO)phen
CR(2)P
1.998
σ*(C-C)
CR(2)P
1.998
σ*(C-C)
CR(2)P
1.998
σ*(C-C)
CR(2)P
1.998
σ*(C-C)
CR(2)P
1.998
σ*(C-P)
CR(2)P
1.998
σ*(C-P)
CR(2)P
1.998
σ*(C-P)
CR(2)P
1.998
σ*(Ru-P)
a
CR(2)P is 2s, c RY*(1)C28 (s( 0.36%)p99.99(92.20%)d20.61(7.44%))
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