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L'accès permanent et sécurisé aux ressources, données et services proposés par une entreprise 
est devenu au fil des années un point critique dans la stratégie de mise en place de 
l'infrastructure réseau.  
Situé à l'entrée du réseau interne et chargé de faire respecter la politique de sécurité mise en 
place par l'administrateur, le pare-feu est bien souvent l'unique point d'accès par lequel 
transitent toutes les connexions avec l'extérieur, et représente de ce fait un unique point de 
défaillance potentiel (« single point-of-failure »).  
 
Afin de palier cette faiblesse, plusieurs solutions de redondances de pare-feux ont vu le jour. 
Ce document a pour but de présenter, d'évaluer et de comparer deux solutions reconnues du 
monde du logiciel libre : les conntrack-tools sous Linux, et pfsync/CARP sous OpenBSD. On 
présente également une nouvelle implémentation de canaux d'échanges d'états de connexions 
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La mise en place d'infrastructures de lignes de transmission à haut débit, suivi de la 
démocratisation des offres d'accès à internet haut débit pour les particuliers au début des années 
2000 ont provoqué une augmentation du débit moyen de données brutes échangées, et a 
contribué directement à la diversification des activités des internautes (streaming, 
téléchargements, jeux en lignes, etc...). 
De plus, l'apparition de nouveaux terminaux mobiles de communication (smartphones, 
tablettes graphiques, mini PC, etc...) ont amené une banalisation de l'accès à l'information, qui 
doit désormais être accessible en permanence. 
Il s'agit donc aujourd'hui pour les entreprises proposant des services en ligne à ses clients 
comme à ses employés (intranet, …), de mettre en place une infrastructure réseau dont les 
composants sont à la fois rapides et fiables tout en garantissant un service ininterrompu. 
Situé à l'entrée du réseau interne et chargé de faire respecter la politique de sécurité mise en 
place par l'administrateur, le pare-feu est une pierre angulaire du système.  
Bien souvent l'unique point d'accès par lequel transite toutes les connexions avec l'extérieur, il 
représente de ce fait un unique point de défaillance potentiel (« single point-of-failure »).  
Plusieurs solutions de redondance du pare-feu principal existent afin de palier à une éventuelle 
panne. Ces solutions doivent fournir un système de propagation des états des  connexions en 
temps réel, afin de limiter au maximum les pertes d'informations lors d'une panne du pare-feu. 
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En plus des solutions propriétaires (Cisco, etc...), il existe deux solutions reconnues et 
concurrentes dans le monde du logiciel libre : les conntrack-tools sous Linux, et le duo 
CARP/pfsync sous OpenBSD. 
Objectifs 
Plusieurs documents et articles proposent des évaluations de l'une ou l'autre des solutions [1] 
[2] . 
Il n'existe cependant à ce jour aucun comparatif évaluant les deux solutions dans les mêmes 
conditions de tests et sur différents critères et paramètres importants dans le cadre de pare-feux 
redondants. 
L'objectif est donc de pouvoir comparer de manière objective les deux produits sur différents 
bancs d'essai afin de dégager les points forts et faibles de chacun. 
Nous souhaitons tout d'abord mettre en place et définir un banc d'essai permettant de tester et 
d'éprouver les deux solutions lors de différents scénarios de tests.  
Les scénarios doivent être suffisamment variés, élaborés et rigoureux afin de bien cerner les 
différents composants, leurs interactions et leur effet sur les différentes variables pertinentes 
entrant en jeu dans l’évaluation des pare-feux. 
En plus de ce banc d'essai comparatif, nous présentons un nouveau canal de communication 
pour l'échange d'états des connexions sous Linux, basé sur le protocole TIPC (Transparent 
Inter-Process Communication). Développé par Ericsson, ce protocole a été spécialement conçu 
pour la communication dans un environnement de type grappes de calcul. 






Afin de clarifier le plan du projet de recherche et de mieux cerner les différentes sous-parties 
qui le composent, nous avons découpé la méthodologie en plusieurs étapes. 
Nous avons dans un premier temps procédé à une phase de recherche de documents et de 
renseignements en vue d'établir un état de l'art convaincant des deux solutions. 
A partir de ce premier travail préliminaire, nous avons pu définir les variables pertinentes à 
mesurer et à prendre en compte,  grâce auxquelles nous avons pu dégager les grandes lignes 
des  différents tests de performances. Plusieurs tests ont été réalisés, dans différents scénarios 
aux configurations différentes, et ce afin de mieux évaluer l’impact de la redondance sur les 
performances. 
Nous avons ensuite pu spécifier les différents composants du banc d'essai, les outils de mesure 
logiciels en passant par le matériel utilisé ainsi que l'architecture choisie, en prenant soin de 
sélectionner les meilleurs composants disponibles afin de limiter au minimum les potentielles 
sources de saturation. 
 Nous avons également planifié et mis en place les configurations logicielles sur les deux 
systèmes d'exploitation. Celles-ci doivent permettre d'obtenir les meilleurs résultats possibles 
lors des tests, et ce afin d'éviter tout résultat faussé dû à un mauvais fichier de configuration. 
En parallèle de ces recherches, nous nous sommes renseignés sur le fonctionnement du 
protocole TIPC et sur la mise en œuvre d'un réseau basique de nœuds communiquant par 
adressage fonctionnel (à l’instar du protocole IP par exemple). Nous avons aussi analysé 
l'interface de programmation (API) proposée pour les développeurs Linux afin de développer 
un nouveau module réseau pour les échanges d’états pour ce  système d'exploitation. 
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Il a fallu de plus étudier et comprendre l'architecture interne du processus conntrackd, ainsi que 
les différentes bibliothèques utilisées, afin d'implémenter au mieux le nouveau canal de 
communication TIPC. 
Finalement, nous avons testé les différentes solutions et les protocoles par rapport au banc 
d'essai et aux scénarios spécifiés précédemment. Nous tirons des conclusions en tentant 
d'expliquer les résultats obtenus sur la base des différences d'implémentations et finalement 
dans la philosophie même de conception des deux systèmes d'exploitation. 
Résultats 
Après plusieurs ajustements et peaufinages des différentes options et paramètres disponibles, 
le nouveau canal d'échanges des états basé sur TIPC pour conntrackd a été implémenté et testé 
avec succès à l'aide de notre banc d'essai. 
Le code implémentant le canal a été posté sous la forme d’un correctif (via l’utilitaire de gestion 
de version GIT) sur la liste de distribution des développeurs du projet Netfilter en février 2012 
et, après plusieurs étapes de révision du code par les membres de la communauté, celui-ci a 
finalement été accepté et intégré à une nouvelle branche du dépôt officiel en vue de tests plus 
approfondis par les développeurs principaux de la communauté. Il rejoindra éventuellement la 
branche maîtresse du projet, remplaçant ainsi une des anciennes implémentations basé sur le 
protocole TCP. 
Par ailleurs, un second correctif proposant une fonctionnalité manquante lors d'échanges en 
diffusion multipoints avec les connecteurs TIPC en mode non connecté a été proposé sur la 
liste de distribution des développeurs du projet TIPC Linux. 
Les résultats obtenus lors de la réalisation des différents tests de notre banc d'essai nous ont 
permis de mettre en avant les écarts de performances entre les deux solutions. 
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Nous avons constaté que le nombre de sessions par seconde traitées par le pare-feu  de Linux, 
couplé à la propagation des états, était près de 50% plus important que celui de son homologue 
sous OpenBSD dans le pire des scénarios du test (« worst-case scenario »). 
Ceci peut s'expliquer en grande partie par les différences architecturales, notamment sur les 
choix d'implémentation de la pile réseau et de la structure de stockage des états de connexions. 
Une autre source d'explication provient des protocoles réseaux utilisés pour la propagation des 
états de connexions entre pare-feux.  
En effet, la partie du banc d'essai consacré aux tests des protocoles nous a permis de constater 
que l'implémentation actuelle du protocole réseau de propagation sous OpenBSD était 16 fois 
plus « verbeuse » (en terme de données brutes échangées) que celle du protocole du processus 
conntrackd sous Linux. 
Les deux systèmes évalués présentent des performances similaires dans le scénario où le débit 
de données par seconde est très élevé et le nombre de sessions ouvertes par seconde très faible. 
OpenBSD présente cependant de meilleurs performances sur les tests du nombre de connexions 
correctement récupérées lors d'une simulation de panne du pare-feu principal (le nombre de 
sessions non-récupérées est moins important que sous Linux). 
Pour conclure, on peut dire que les différences de performances observées proviennent en 
grande partie des philosophies de conception des deux systèmes. OpenBSD se veut robuste et 
imperméable à tout type d'attaques et préfère miser sur une sécurité maximale au détriment des 
performances en cas de trafic intense. 
L'implémentation actuelle de Linux propose un compromis entre sécurité et performance. 
Finalement, en regard des résultats des différents tests et des fonctionnalités fournies 
(séquençage des messages transmis, mécanisme de retransmission des paquets perdus, …), 
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 On peut affirmer que le protocole réseau FTFW utilisé pour l'échange d'informations d'états 
de connexions est plus complet et plus performant que pfsync. 
Structure du mémoire 
Le mémoire est divisé en quatre grandes sections. Le chapitre un présente l’évolution des pare-
feux et les enjeux de la redondance, ainsi qu’une description détaillée de l’état de l’art 
(solutions libres et commerciales). 
Le deuxième chapitre détaille la spécification et l’implémentation d’un banc d’essai générique 
afin de tester les performances brutes des deux solutions libres sous OpenBSD et Linux. On 
présente également une analyse des résultats des tests. 
Le troisième chapitre présente l’implémentation d’un nouveau canal pour l’échange 
d’informations sur les états de connexions pour le processus conntrackd sous Linux. 
L’architecture interne de conntrackd est disséquée afin de mieux situer dans quel contexte et 
comment est implémenté le canal. 
Dans le quatrième chapitre, nous établissons une seconde batterie de tests pour évaluer plus 
spécifiquement les protocoles réseaux d’échanges d’états de connexions. Nous définissons les 
critères importants ainsi que les tests associés à chacun de ces critères. 
En conclusion, nous résumons le travail effectué et tirons un bilan des tests. Nous évoquons les 





État de l'art 
 
Ce premier chapitre a pour but de présenter les différents types de pare-feux, leur 
implémentation sous Linux et OpenBSD, et la redondance de pare-feu, ainsi que leur 
implémentation actuelle sous Linux et OpenBSD. L’évolution des techniques de 
redondance étant étroitement liée à l’évolution des technologies de pare-feux, il nous a semblé 
judicieux de présenter les diverses familles et leurs différences afin de mieux cerner le contexte 
de ce projet. 
Nous présentons tout d’abord les deux grandes familles de pare-feux (statiques et à états), leur 
mode de fonctionnement et leurs différences. 
On s’intéresse ensuite aux solutions de pare-feu Netfilter/IPtables et Packet Filter, 
respectivement pour Linux et OpenBSD. 
Enfin, nous concluons le chapitre en énumérant les enjeux de la redondance dans le contexte 
des pare-feux à états et en présentant les solutions existantes Conntrackd et CARP/Pfsync, 







1.1 Historique  
1.1.1  Pare-feux statiques  
Description 
Le concept de pare-feu fait son apparition à la fin des années 1980, en parallèle avec l'essor 
d'Internet,   afin de répondre aux premiers besoins de sécurisation et de contrôles des accès aux 
serveurs de données d'un tiers.  
 
La figure 1 schématise l’architecture des premières générations de pare-feu, qui  reposait le 
plus souvent sur l'utilisation d'une liste pour le contrôle des accès (« Access-Control List » ou 
ACL), proposant un scénario de filtrage statique (sans état) dans lequel chaque paquet est évalué 
indépendamment des autres et l'algorithme de décision utilise des variables  
Figure 1 : Pare-feu statique 
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des couches « de bas niveau » du modèle OSI, telles que l'adresse IP source/destination, le port 
source/destination dans le cas de TCP/UDP,  afin de procéder à l'évaluation. 
La redondance de ce type de pare-feu ne pose pas de problèmes particuliers. En effet, comme 
le filtrage repose sur une liste de règles statiques, il suffit que le pare-feu de soutien possède 
lui-même une copie de cette liste pour pouvoir prendre la relève du pare-feu principal en cas 
de défaillance. 
Inconvénients 
L'évolution des protocoles réseaux des couches supérieures du modèle OSI, ainsi que 
l'apparition de nouveaux types d'attaques  au cours des années 1990 a fait ressortir les limites 
du filtrage statique. 
Par exemple, l'utilisation du protocole FTP en mode passif [3] pose des problèmes à un pare-
feu statique ; le port de communication pour le transfert des données étant choisi aléatoirement 
par le serveur, la réponse du client au serveur sera automatiquement rejetée, car le pare-feu est 
incapable d'associer le paquet à une connexion valide.  
Par ailleurs, différents types d'attaques, tels que l'usurpation d'adresse IP (« IP spoofing »), la 
réinitialisation de connexions TCP [4] ou le balayage d'indicateurs TCP,  sont impossible à 
détecter pour un pare-feu statique puisqu'il n'emmagasine aucune information sur l'état actuel 
d'une connexion. 
Pour toutes ces raisons, et afin de pallier au manque du filtrage primitif et naïf des pare-feux 
statiques, une nouvelle génération de pare-feux a vu le jour : les pare-feux à états. 
1.1.2 Pare-feux à états  
Développés dans les années 1990, les pare-feux à états répondent au besoin de suivi de 
connexion que ne procurent pas les pare-feux statiques. Avec ce type de pare-feu, chaque 
paquet filtré doit être la suite légitime et logique des paquets précédents liés à la même 
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connexion ; une connexion représente alors un « flux de paquets », et peut évoluer au cours du 
temps vers différents états de connexions.  
Un tel pare-feu conserve l’état de chaque connexion légitime et s’assure que chaque paquet 
d’une connexion en est bien la suite logique. Comme le montre la figure 2, les pare-feux à états 
possèdent, en parallèle avec la table de règles classique commune à tout type de pare-feu, une 
table d'états de suivi des connexions où sont répertoriées toutes les informations pertinentes 
des connexions actives autorisées et transitant au travers du pare-feu. Une entrée de cette table 
d'états peut emmagasiner différentes informations selon les options spécifiées par 




 Figure 2 : Pare-feu à états 
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Dans le cas d'une connexion TCP (couche transport du modèle OSI), l'entrée correspondante 
contient les adresses IP, les ports utilisés, l'état actuel de la connexion (NEW ou 
ESTABLISHED) ainsi qu'éventuellement les numéros de séquence des messages et des 
accusés de réception utilisés par le serveur et le client. 
Lors de l’arrivée d’un paquet sur une de ses interfaces réseau, le pare-feu vérifie, dans un 
premier temps, s'il appartient à une connexion déjà  présente dans sa table de connexions.  Si 
une  correspondance est trouvée, le paquet est directement accepté sans passer par la liste de 
règles de filtrages et l’entrée correspondante dans la table de connexions est éventuellement 
mise à jour (ex : évolution de l’état de la connexion, mise à jour des paramètres spécifiques à 
un protocole, …). 
Si aucune correspondance n'est trouvée, le paquet est évalué selon la table de règles classiques. 
Si une règle d'acceptation est trouvée, une entrée dans la table d'états est créée avec le statut 
NEW CONNECTION et la réponse du destinataire fera évoluer la connexion vers un autre état 
(ESTABLISHED dans la plupart des cas). 
Selon la densité du trafic réseau, jusqu'à plusieurs dizaines de milliers d'états de connexions 
peuvent être stockés simultanément dans la table.  
Dans ces conditions, il devient primordiale que la structure de données choisie pour le stockage 
des états, ainsi que les procédures d'insertion, de lecture et de suppression, soient implémentées 
de la manière la plus optimale possible afin d'obtenir les meilleurs résultats. 
1.1.3 Pare-feux sur Linux 
Plusieurs générations de pare-feu se sont succédées sous Linux au fil des différentes versions. 
Le premier pare-feu statique, utilisé par les versions 1.1.x à 2.0.x du noyau de Linux, était un 
portage de ipfw, initialement conçu pour les systèmes BSD. À partir de la version 2.1 du noyau, 
il fût remplacé par ipchains, un pare-feu toujours statique mais entièrement développé sous 
Linux. Plusieurs défauts et inconvénients sont venus remettre en cause leur légitimité.  
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Tout d’abord, l’implémentation de ces deux logiciels modifie directement la pile réseau, ce qui 
rendait le code très sensible et peu ouvert aux modifications externes. De plus, il n’existait pas,  
pour les développeurs de modules noyau, de méthode facile et standard pour accéder aux 
paquets réseau. Enfin, tous deux étant statiques, ils  ont donc hérité des problèmes inhérents à 
cette catégorie de pare-feu. Pour toutes ces raisons, et dans un souci de formalisation et de 
standardisation des modules accédant aux paquets réseau, le projet Netfilter fit son apparition 
à partir de la version 2.4 du noyau. 
Netfilter 
Netfilter est l'environnement logiciel sous Linux qui facilite l'accès aux paquets transitant par 
la pile réseau. Concrètement, cet environnement propose plusieurs points d'ancrage (« hook-
points ») qui sont situés à différents endroits clés dans la pile réseau et qui permettent aux 
développeurs de modules noyaux de concevoir des modules accédant aux paquets réseau.  La 
figure 3 résume l’organisation actuelle des différentes interactions entre la pile réseau Linux, 
l’environnement Netfilter et les modules noyaux greffés à ce dernier. 
 
 




Chaque module souhaitant accéder aux paquets réseaux doit désormais s’enregistrer à un point 
d’accès Netfilter spécifique par lequel transitent les paquets susceptibles de l’intéresser. La 
transmission des paquets par Netfilter se fait par l’intermédiaire d’une fonction de rappel 
(« callback ») standard qu’il revient à chaque module d’implémenter.  
Iptables 
Le pare-feu fourni par l'environnement Linux est appelé Iptables.  Il implémente différents 
modules en mode noyau (utilisant les points d'accès de Netfilter) chargés de réguler le trafic 
réseau. Il offre de plus un système de configuration de listes de règles depuis l'espace 
utilisateur, ce qui permet de créer facilement son propre jeu de règles personnalisées.  
Conntrack 
Le module du noyau de Linux responsable du traçage des informations de connexions dans un 
pare-feu est appelé Conntrack. 
Dans ce module, chaque connexion est représentée par un tuple d'entrées. Chaque tuple contient 
des informations relatives à la direction du trafic (du serveur vers le client, ou du client vers le 
serveur) et  relatives à la connexion,  tels l'adresse IP source/destination, les ports 
source/destination, le protocole de couche supérieure et le statut « fictif » associé 
(NEW,ESTABLISHED, RELATED, etc...). Toutes ces informations sont accessibles aux  
autres modules utilisant Netfilter, comme Iptables. 
Le module Conntrack emmagasine les états des connexions dans une table de hachage. Chaque 
entrée (ou « bucket ») de la table contient une double liste chaînée d'états de connexions.  
L'utilisation d'une table de hachage assure un accès en lecture dont la complexité algorithmique 




Le duo Iptables/Conntrack, basé sur l'environnement Netfilter, compose le pare-feu à états de 
Linux. 
1.1.4 PacketFilter : le pare-feu de OpenBSD  
 PacketFilter fût introduit comme pare-feu officiel dès la version 3.0 du système d’exploitation. 
Il est depuis en perpétuelle évolution, la communauté apportant de nombreux correctifs et 
améliorations au fil des versions (ex : table d’états, syntaxe du jeu de règle, documentation 
utilisateur, etc …). 
La configuration de la liste de règles de ce pare-feu s’effectue par l’intermédiaire du fichier 
pf.conf . Le jeu de règles de PacquetFilter possède sa propre syntaxe, à la fois intuitive et 
suffisamment complexe pour répondre à tous les besoins. 
La conservation de l’état des connexions est activée par défaut sous OpenBSD, ce qui signifie 
qu’un paquet arrivant génère une nouvelle entrée dans la table de connexions à chaque fois 
qu’une correspondance est établie avec une règle d'acceptation, appelée pass dans la 
terminologie OpenBSD.   Par exemple, la règle  
 pass out on fxp0 proto tcp from any to any 
autorise toutes les connexions TCP sortantes sur l’interface fxp0, mais également les réponses 
à ces connexions (réponses qui auraient probablement été bloquées par un pare-feu statique). 
Conception – implémentation 
PacketFilter, contrairement au pare-feu de Linux, est implémenté directement dans le noyau 





L'implémentation de la pile dans sa globalité est complexe et un paquet est pris en charge par 
de multiples fonctions, qui sont détaillées dans la figure 4 [5]  ci-dessous 
 
On peut cependant réduire la complexité en isolant les fonctions essentielles.  Deux de ces  
fonctions sont :  
- Ether_input() : Cette fonction agit au niveau deux de la pile réseau (qui correspond au 
niveau deux du modèle OSI). Elle est responsable de décoder les informations de 
l'entête du paquet et d'identifier le type des données transmises (paquet IP, requêtes 
ARP, etc...). Elle place ensuite le paquet dans la pile d'attente correspondante puis lève 
 




une exception de type IPL_SOFTNET. Cette exception est prise en charge par le 
gestionnaire d'interruption, qui appelle ensuite la fonction d'interruption adéquate. La 
majorité des paquets étant des paquets IP, la fonction ipintr() (pour IP interrupt) est 
majoritairement appelée. Elle va dépiler chaque paquet IP de la pile d'attente et les 
passer un par un à ipv4_input() ou ipv6_input(). 
 Ipv4_input() : Cette fonction vérifie la validité du paquet puis le transmet  à 
PacketFilter via la fonction pf_test(). 
 
La figure 5 [5] ci-dessous présente les deux endroits précis dans la pile réseau où packet filter 
intervient pour filtrer les paquets les paquets IP ; à la réception d’un paquet réseau 
(ipv4_input), et à l’envoi d’un paquet (ip_output). 
 
PacketFilter implémente une table de règles classiques (ruleset) sous forme d'une liste chaînée 
de règles et d'une table d'états (state table) emmagasinée sous forme d'un arbre AVL.  
Figure 5 : Fonctions packet_filter OpenBSD 
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Lorsqu'un paquet valide lui est passé, PacketFilter cherche une correspondance dans sa table 
d'états. Cette  recherche s'effectue en O(log(n)) (où n représente le nombre d'entrées dans la 
table).  
Si une correspondance est trouvée, PacketFilter met à jour la connexion appropriée (par 
exemple le numéro de séquence dans une connexion TCP), puis laisse passer directement le 
paquet. Si aucune entrée n'est trouvée dans la table d'états, le paquet est alors confronté à la 
table de règles classiques, dont la recherche s'effectue en O(k) (où k représente le nombre de 
règles dans la table).Si le paquet est valide et qu'il utilise un protocole reconnu (par exemple 
TCP / UDP), une entrée dans la table d'états est créée. 
1.1.5 Redondance des pare-feux  
L'introduction des pare-feux à états pose un nouveau problème dans la redondance du pare-feu 
principal. En effet, les pare-feux statiques peuvent se contenter de ne posséder qu'un 
mécanisme de partage d'adresses IP virtuelles [6] ainsi qu'une même liste de règles communes 
afin de filtrer tour à tour le trafic réseau (concrètement, dans le contexte d’une grappe de pare-
feux redondants, une adresse IP virtuelle est une adresse partagée par tous les composants de 
cette grappe et étant possédée par un seul de ces composants à un instant t. La machine physique 
possédant l’adresse est celle qui répond aux requêtes et qui filtre activement le trafic). Cette 
approche n'est plus valide dans le cas des pare-feux à états, puisqu'en cas de défaillance du 
pare-feu principal, le pare-feu de soutien n'a pas connaissance des connexions déjà établies. 
Ces dernières sont alors perdues ou, dans le meilleur des cas, réinitialisées par l'un des 
interlocuteurs. 
Afin de palier ce problème, de nombreuses solutions ont vu le jour, avec plus ou moins de 
succès et des performances très variables. La solution la plus aboutie consiste à partager en 
temps réel les états des connexions entre les différents pare-feux composant la grappe (une 
grappe désigne alors dans ce contexte un ensemble de terminaux physiques indépendants 
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regroupés ensemble et considérés dès lors comme une seule entité, dans le but d’accroître la 
disponibilité). 
Pour ce faire, chaque événement modifiant la table d'états (insertion, suppression ou 
modification) doit être propagé aux autres pare-feux via un lien réseau dédié. On délègue cette 
tâche à un nouveau processus qui doit pouvoir interagir (directement ou indirectement) avec la 
table d'états. L'envoi et la réception de messages d'information avec les autres pare-feux 
suppose également que ce processus possède un niveau de privilèges suffisant pour ouvrir et 
gérer des connexions réseaux. 
Linux et OpenBSD proposent chacun leur propre solution, toutes les deux basées sur le  principe 
énoncé précédemment : conntrackd et pfsync. 
De plus, il existe également des solutions commerciales comme le mécanisme de partage 
d’états Stateful Switchover (SSO) pour le logiciel de pare-feu Cisco IOS Classic Firewall [7]. 
Ce système fonctionne sur le même principe de partage des informations sur les états de 
connexions en temps réel. 
Plusieurs types d’architectures réseaux existent pour la mise en place de mécanismes de 
redondance des pare-feux à états, qu’il est possible de retrouver dans la littérature [8]. Dans la 
suite de notre travail, nous utilisons exclusivement l’architecture dite « maître-esclave », car 
celle-ci est la plus facile à mettre en œuvre et ne nécessite pas de matériel supplémentaires hors 
de la connectique réseau et les deux pare-feux. Dans cette configuration,  un seul pare-feu (le 
maître) filtre le trafic à un instant t, tandis que les autres (les esclaves) sont en attente d’une 
éventuelle panne de celui-ci pour prendre le relai. 
Linux : conntrackd  
Présent dans la suite de logiciels du paquet conntrack-tools [9], conntrackd est le processus 
chargé de la propagation des informations d'états sur les connexions filtrées localement, ainsi 
que de la réception des informations sur les connexions filtrées par d'autres pare-feux de la 
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grappe (cas de figure rencontré dans une configuration de type actif-actif, où plusieurs pare-
feux filtrent le trafic simultanément). 
Conntrackd est un processus en espace utilisateur, qui utilise l'API fournie par la bibliothèque 
libnetfilter_conntrack [10] pour accéder aux entrées de la table d'états située dans le noyau. 
Libnetfilter_conntrack est elle-même basée sur l'utilisation des connecteurs Netlink [11], qui 
est la solution recommandée par la communauté de développeurs pour communiquer avec des 
processus en espace noyau.  En fait, comme aucun mécanisme système ou aucun API n'ayant 
été formellement spécifié ou plébiscité par la communauté auparavant, l'accès aux ressources 
et aux modules du noyau s'est faite de différentes manières et à l'aide de différents outils, dont 
la fonctionnalité première est bien souvent détournée et dont l'utilisation finale diffère 
grandement du but original (voir contradictoire dans certains cas).   
Au rang des techniques et astuces les plus connues et utilisées des développeurs systèmes de 
Linux, on peut citer notamment : 
 L'implémentation de nouveaux pilotes fictifs, apparaissant dans le répertoire /dev, 
mais ne correspondant en réalité à aucun matériel physique connecté à l'ordinateur. 
Un processus en espace utilisateur peut alors s'adresser au module du noyau comme à 
un périphérique externe, et utiliser le bus de données comme média de 
communication. 
 La création, puis l'ajout à la table des appels systèmes standards de nouveaux appels 
systèmes personnalisés, dont l'unique but est la communication avec un module noyau 
lui-même non standard. Cela a pour effet de surcharger la table, et peut avoir des 
effets de bords et des erreurs indésirables (déplacements incorrects). Une variante 
encore moins recommandée consiste à détourner un appel standard peu utilisé et à le 
remplacer par sa propre fonction. Cela peut ralentir fortement ou même provoquer 
une panne complète du système en cas de mauvaise manipulation. 
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 Lecture et écriture de données à partir des fichiers du répertoire /proc ; cette 
méthode est également peu recommandée, car peu efficace (l'ouverture, la lecture et 
surtout l'écriture de données dans des fichiers étant relativement lent) et aussi car elle 
détourne le but original du répertoire /proc, qui est simplement de donner des 
informations générales sur l'état du système et des processus. 
Pour toutes ces raisons, et dans un effort de standardisation des accès au noyau, le 
développement continu et la promotion de son utilisation par les développeurs vétérans de la 
communauté font des connecteurs Netlink la méthode à privilégier désormais pour tout module 
ou processus nécessitant une communication inter-espace utilisateurs-noyau. 
Connecteurs Netlink 
Netlink est un système de messages orienté datagrammes (à la manière du protocole UDP), 
basé sur l'infrastructure des connecteurs BSD.  
De ce fait, il hérite intrinsèquement des opérations primitives couramment utilisées dans 
l'implémentation de connecteurs réseau (socket(), bind(), sendmsg(), recvmsg(), 
etc …), ce qui le rend donc assez simple et intuitif à utiliser pour tout développeur possédant 
des notions de base dans ce domaine. 
Concrètement, Netlink implémente plusieurs voies de communications (jusqu'à 32 dans sa 
version actuelle). Chaque voie est reliée à un sous-système du noyau. La bibliothèque 
libnetfilter_conntrack, utilisé par conntrackd pour interagir avec la table d'états, communique 
sur la voie nf_netlink, qui est la voie générale d'accès aux modules netfilter. 
Netlink supporte deux types de communication : 
 le type Unicast, où un processus en espace utilisateur communique avec un sous-
système du noyau. Ce type de communication est pertinent dans le cas où des 
commandes et informations doivent être envoyées au module noyau depuis l'espace 
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utilisateur (envoi de fichiers de configurations, envoi de requêtes, etc...), et que l'on 
souhaite recevoir la réponse du sous-système (vérification et analyse du code de 
retour, etc...). 
 le type Multicast grâce auquel un sous-système du noyau communique avec plusieurs 
processus utilisateurs. Dans ce cas de figure, le sous-système procède à l'envoi de 
messages événementiels et informe les différents processus enregistrés pour chaque 





La figure 6 [11] propose un exemple de scénario possible dans lequel trois processus en espace 
utilisateurs communiquent avec deux sous-systèmes en espace noyau via des connecteurs 
Netlink. 
 
Figure 6 : Architecture sockets netlink 
31 
 
Le format des messages Netlink ressemble fortement aux formats traditionnels des messages 
des protocoles standards. Chaque message est ainsi composé d'un en-tête, d'une taille fixe de 
16 octets, et d'un corps de taille variable. 
L'en-tête est décomposé en plusieurs parties : 
 la taille (32 bits) qui  définit la dimension totale du message (en-tête inclus) ; 
 le type du message, données ou information de contrôle ;. 
 les différents indicateurs, tels que REQUEST, CREATE, REPLACE, ACK ; 
 le numéro de séquence qui permet d'introduire une notion de fiabilité comme dans le  
protocole TCP ; 
 l'identificateur (ou ID) du port qui est  unique à chaque connecteur  et permet de les 
distinguer les uns des autres (dans le cas où le processus utilisateur ouvre plusieurs 






La figure 7 [11] présente le format des en-têtes de messages Netlink. La figure 8 [11] ci-dessous 
présente la charge (« payload ») d’un paquet netlink ; le corps du message respecte le 
paradigme TLV [12] (Type, length, value). Le type correspond au type de données véhiculées 
(entier, float, etc...) et la taille correspond à la taille totale du message. 









Comme on peut le constater, l'utilisation des connecteurs Netlink comme moyen de 
communication avec des sous-systèmes du noyau présentent plusieurs avantages sur les 
techniques et astuces plus anciennes : 
 Portabilité : les connecteurs sont portables et l'implémentation actuelle permet 
d'utiliser le même code quelle que soit l'architecture utilisée (exemple : processus 
utilisateur 32 bits, noyau 64 bits). 
 Découplage et extensibilité du code : le support du modèle de messages par 
événements permet à plusieurs processus de s'enregistrer facilement favorisant ainsi le 
découplage et l'extensibilité du code. 
 Extensibilité du modèle :  la transmission des données par champ TLV permet 
d'ajouter facilement de nouvelles données à transmettre sans que cela ne  nuise aux 
autres implémentations de processus, qui pourront simplement ignorer les nouvelles 
données dont ils n'ont pas connaissance. 
 Capacité de transfert : ce système offre la possibilité de transférer de gros fichiers, ce 
qui n'est pas le cas de certaines des autres solutions évoquées précédemment. Cette 
fonctionnalité est très appréciable lorsque, par exemple, de gros fichiers de 
configuration doivent être envoyés de l'espace utilisateur vers le noyau. 
 
Figure 8 : Corps d’un message Netlink 
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 Le tableau 1 [11] présente un récapitulatif des différentes méthodes d’accès et leur évaluation 
sur différents critères. On remarque que les sockets Netlink sont la seule méthode de 
communication par événements à la fois portable, facilement extensible et permettant le 






 Le protocole FTFW : 
Afin de propager les états des connexions, Conntrackd implémente trois modes de 
fonctionnements différents,  plusieurs types de canaux de communication reposant sur des 
protocoles variés, et laisse le choix à l'utilisateur, de la combinaison mode-canal la plus 
pertinente selon l'environnement d'exploitation et autres variables contextuelles. Les trois 
modes de fonctionnement sont : 
 Le mode NOTRACK qui ne propose aucun moyen de séquençage et de vérification 
des paquets (somme de validation,, etc ..). Les paquets perdus ou corrompus ne sont 
donc pas renvoyés, ce qui peut altérer grandement la pertinence de la table d'états. 
 Le mode ALARM  qui ré-envoie l’ensemble des états présent dans la table 
périodiquement. Cette méthode utilise beaucoup de bande-passante, mais résout 
rapidement les problèmes de synchronisation. 
 Le mode FTFW qui a été développé spécialement pour le processus Conntrackd et 
que nous présentons dans les prochains chapitres. 
Tableau 1 : Comparaison des solutions d’accès au noyau sous Linux. 
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Le protocole d’OpenBSD : Pfsync 
Pfsync est un protocole utilisé par packet filter pour assurer la propagation et la 
synchronisation des états de connexions. Conçu spécialement pour cette tâche, le protocole 
pfsync agit au niveau  transport du modèle OSI (juste au-dessus du protocole IP), ce qui en 
fait un protocole de plus bas niveau que FTFW  qui est situé une couche au-dessus. 
Contrairement à FTFW, il ne propose qu’un seul mode de fonctionnement, qui consiste à 
transmettre immédiatement les évènements jugés prioritaires (comme l’ouverture d’une 
nouvelle connexion ou la fermeture d’une connexion), et de regrouper les évènements 








Les tests génériques ont été les premiers tests réalisés après l’élaboration du banc d’essai. Ils 
ont pour but de quantifier le nombre maximum de requêtes HTTP par seconde pouvant être 
traitées par le couple serveur - pare-feu avec le même matériel, mais différentes solutions 
logicielles (respectivement Linux et OpenBSD). Pour ce faire, plusieurs centaines de clients 
simulés envoient des requêtes en continu au serveur via le pare-feu. 
Ces tests correspondent donc à des tests de performances brutes : on ne prend pas en compte 
ici d’autres aspects importants comme les potentielles failles de sécurité, ou l’influence du 
nombre de règles dans le jeu de règles du pare-feu par exemple. 
Afin d’évaluer le coût du dispositif de pare-feu (simple ou avec redondance), on réalise d’abord 
une mesure d’étalonnage, qui correspond au nombre de requêtes par seconde effectuées en 
ligne directe entre les clients et le serveur (sans pare-feu). 
On peut d’ores et déjà prévoir qu’il existe une relation inversement proportionnelle entre le 
nombre de requêtes par seconde effectuées et le débit total sur la ligne de transmission, cette 
relation dépendant directement de la taille du fichier étant l’objet de la requête. En effet, une 
requête HTTP pour obtenir un fichier de petite taille consomme peu de bande-passante et est 
très rapide à récupérer ; à l’inverse, un fichier de grande taille consomme plus de débit et met 




2.1 Contexte / description du banc de tests  
2.1.1 Architecture réseau  
 
La configuration retenue pour mener à bien les tests est celle du « maître esclave » ; elle consiste 
en quatre entités : un pare-feu principal, un pare-feu de soutien, et deux machines situées sur 
deux réseaux différents délimités par les pare-feux.  La figure 9 montre la configuration utilisée. 
Dans cette configuration, les machines A et B utilisent les adresses virtuelles 192.168.0.100 et 
192.168.1.100 pour communiquer à l’extérieur de leur réseau respectif.  La machine A sert de 
client web et effectue des requêtes vers la machine B. La machine B est configurée pour servir 
de serveur HTTP qui  écoute les requêtes sur le port web standard (80). Les pare-feux sont 
configurés pour rediriger les requêtes web vers le serveur B, autoriser tout trafic établi ainsi 
que les pings et bloquer toute autre forme de trafic.  
 




Tant qu’il est opérationnel, le pare-feu principal (FW1) filtre et achemine les requêtes, et envoie 
des mises à jour régulières de sa table d’états au pare-feu de soutien (FW2) par l’interface eth2. 
Lorsqu’une panne du pare-feu principal est détectée, le pare-feu secondaire prend le relais.  
2.1.2 Matériel / Logiciels  
Cette section présente les outils matériels et logiciels utilisés pour l’ensemble des tests du banc 
d’essai. Les serveurs utilisés datent de 2003 ; cela implique une baisse de performances par 
rapport à l’utilisation de serveurs plus récents, mais ne gêne pas les résultats des tests puisque 
nous cherchons ici à mesurer la perte en pourcentage due à la redondance. Les logiciels ont 
tous été sélectionnés dans leur version stable la plus récente au moment de l’élaboration du 
banc d’essai. 
Matériel  
Le matériel utilisé est le suivant : trois serveurs IBM Xeon (2.4 GHz – 1 Go de RAM), utilisé 
respectivement comme pare-feu principal/secondaire, et comme client pour l'envoi massif de 
demandes d'ouverture de sessions TCP.  
Un ordinateur portable (2 GHz dual core – 6 Go de RAM) est aussi utilisé comme serveur web 
pour répondre aux requêtes TCP/HTTP du client. Finalement, le tout est relié par deux 
commutateurs Ethernet d'une capacité de un Gbits chacun. 
Logiciels  
Les clients, serveurs ainsi que les pare-feux ont besoin de logiciels spécifiques pour accomplir 
leurs tâches. 
Comme nous désirons tester deux types de pare-feux, ceux-ci seront basés sur les systèmes 
d'exploitation Ubuntu Server 10.10,, pour le pare-feu basé sur Linux, et OpenBSD 4.9 pour le 
pare-feu OpenBSD.  
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Ubuntu Server 10.10 a également été installé sur la machine cliente A utilisée pour charger le 
réseau. La machine utilisée pour héberger le serveur est configurée avec le système Ubuntu 
Desktop 11.04. Cette machine étant  beaucoup plus puissante en terme de ressources mémoire 
et processeur (ou UCT), il n’était pas primordial d’installer une version serveur sur cette 
machine. La version serveur d’Ubuntu présente cependant l’avantage d’être plus stable et 
surtout moins gourmande en ressources mémoire, puisque qu'elle n'inclut pas d’interface 
graphique. 
HTTPTerm est le logiciel utilisé comme serveur web. HTTPTerm est un logiciel d’émulation 
de serveur web qui permet de distribuer des fichiers de tailles variables sur différents ports 
TCP. Comme le montre la figure 10, il a été configuré pour écouter les requêtes HTTP sur 
plusieurs ports.  Le rôle de chaque port est de transférer des fichiers de tailles différentes. 
L’avantage de HTTPterm par rapport aux autres serveurs web classiques (comme Apache) est 
qu'il consomme peu de ressources mémoire et processeur. De plus, son installation et sa 










Port 8060 Port 8061 Port 8062 Port 8071 
Figure 10 : HTTPterm 
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Du côté client, on se sert de l'outil Inject32 [14] pour générer des requêtes HTTP.  Le rôle de 
cet outil est de générer tout le trafic sur le réseau qui aura à passer au travers du pare-feu. 
 
Comme le montre la figure 11, cet injecteur, utilisé en ligne de commande, permet l’envoi 
massif  de requêtes HTTP de type GET ou POST par le biais de plusieurs clients simulés sur un 
port TCP différent pour chaque requête, et ce afin d’empêcher tout mécanisme de réutilisation 
d’anciennes sessions TCP par les pare-feux. On peut simuler ainsi un cas d’utilisation réelle où 
plusieurs milliers de sessions TCP sont ouvertes et fermées chaque seconde, par plusieurs 
milliers d’utilisateurs virtuels, au travers des pare-feux. 
Le prototype complet d’une requête (initialisation – envoi – fin de transmission) correspond au 
flux classique rencontré lors d’une communication HTTP standard. Les requêtes utilisent la 
version 1.0 du protocole. On distingue trois étapes : la phase d’initialisation TCP, la phase de 
transfert du fichier via HTTP, puis la phase de fermeture de la session TCP. Une requête est 
donc composée d’une phase d’initialisation, suivie d’un transfert de données (HTTP GET / 
réponse) et enfin d’une fermeture de la session (TCP – FIN ACK / ACK). La phase 
Figure 11 : Inject32 
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d’initialisation suit la procédure classique d’une ouverture de session TCP (poignée de mains 
en trois temps, ou « TCP  3-way Handshake» [15]). 
Inject32 propose plusieurs options afin de planifier au mieux l'envoi massif de requêtes. Les 
options jugées les plus importantes sont : 
- Le nombre de clients simulés. Plus il y a de clients, plus le nombre de requêtes par 
seconde est important. 
- Le temps d’attente (« Think Time ») entre chaque requête. 
- Le temps maximal de réponse (« time-out ») pour chaque requête. 
- La durée du test. 
Finalement, afin de pouvoir analyser les résultats, Inject32 fourni divers types de rapport. Il 
peut fournir un rapport affichant notamment le nombre de requêtes réussies, le nombre de 
requêtes échouées (« time-out ») et le débit moyen est affiché périodiquement. De plus, il peut 
fournir un rapport complet et détaillé à la fin du test, ce qui permet de récolter aisément les 
différentes données intéressantes. 
2.1.3 Infrastructure de tests : 
Au total, cinq séries de tests ont été réalisées. Une première série a été réalisée en lien direct 
entre le serveur et le client (aucun pare-feu), puis deux séries de deux tests ont été réalisées 
pour chacune des deux implémentations : une série avec pare-feu simple (sans réplication des 
états), et une autre série avec redondance (réplication des états).   
Chaque série de tests consiste à évaluer le nombre moyen de requêtes traitées par seconde par 
le système de pare-feux ainsi que le débit moyen circulant au travers, en fonction de la taille 
du fichier demandé par la requête. Chaque test est décomposé en plusieurs séries ; à chaque 
fois, on simule 100 clients fictifs à l’aide d’Inject32 qui vont saturer les pare-feux de requêtes 
pendant une minute et de manière continue. On récupère le nombre moyen de requêtes par 
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seconde et le débit moyen à l’aide de l’outil statistiques intégré d’Inject32, puis on recommence 
une nouvelle série avec une taille de fichier différente.  
Les requêtes effectuées suivent le modèle classique d’une requête HTTP standard (présentée 
précédemment). Le port TCP de l’émetteur est modifié à chaque nouvelle requête, et ce afin de 
garantir l’ouverture d’une nouvelle connexion TCP et d’empêcher ainsi la réutilisation de 
connexions déjà ouvertes au niveau des pare-feux. 
De plus, une simulation de panne (ou défaillance) du pare-feu principal a été réalisée pour les 
solutions de pare-feux redondants afin d’évaluer le nombre de connexions non récupérées (soit 
en erreurs, soit qui ne respectent pas le délai maximal d'attente). 
Pour ce faire, toutes les connexions réseau du pare-feu principal ont été simultanément 
déconnectées. 
2.1.4 Critères de tests  
Les deux implémentations de pare-feux (Linux et OpenBSD) ont été comparativement évaluées 
sur trois critères jugés pertinents dans l’évaluation des solutions de pare-feux : 
- Le nombre de sessions traitées  par seconde, pour des fichiers de taille variable. 
Plus ce nombre est important, plus le pare-feu est capable de supporter un nombre 
élevé de clients dans un cas réel d’utilisation. 
- Le débit de données brut (en Mo/s), qui dépend en grande partie des équipements 
et lignes réseaux. 
- Le pourcentage de sessions non récupérées lors d’une simulation de panne du 
pare-feu principal. Ce nombre devrait être à priori plus élevé lorsque le nombre de 




2.2  Résultats  
Les résultats sont présentés sous forme de graphiques. On présente l’évolution du nombre de 
requêtes HTTP effectuées par seconde (axe vertical de gauche, sans unité) et l’évolution du 
débit moyen mesuré (axe vertical de droite, en méga-octets) par rapport à la taille du fichier 
objet des requêtes (abscisses). Chaque courbe est évaluée selon un seul axe vertical. Les tests 
ont tous été lancés trois fois, et les résultats finaux présentés sont la moyenne des données de 
ces trois tests.  
Les scripts utilisés pour la configuration des pare-feux peuvent être retrouvés en Annexe A et 
B de ce document. 
2.2.1 Lien direct  
La première évaluation a été faite dans le contexte où  le serveur et la machine cliente sont en 
lien direct (pas de pare-feu). Les résultats de cette évaluation serviront  de référence pour 
évaluer quantitativement la surcharge  des autres solutions.   







































Taille du fichier (en octets)
Sessions/s
Débit (Mo/s)
Figure 12 : Graphique des résultats en lien direct 
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On remarque qu’il existe une relation inversement proportionnelle entre le nombre de sessions 
par seconde et le débit mesuré, comparativement à la taille du fichier transféré. 
Le nombre de sessions par seconde atteint son maximum pour un fichier de taille proche de 
zéro (rapidité de transfert maximum). Dans ce cas, ce sont les capacités de traitement du serveur 
et du client qui sont saturées, ce qui provoque une stagnation du nombre de sessions pouvant 
être ouvertes à chaque seconde à environ 18000. Le débit est alors quasi nul, puisque chaque 
requête est très légère (seulement l'entête HTTP de quelques dizaines d’octets) et ne consomme 
quasiment aucune bande passante. 
A l’inverse, pour un fichier de taille supérieur à 1Mo, le débit est très élevé et le nombre de 
nouvelles sessions par seconde que l'on peut établir est proche de zéro ; dans ce cas de figure, 
on assiste à une saturation du commutateur (on atteint presque la limite de débit théorique de 
1Gbits/s) ce qui limite le nombre de sessions par seconde. 
2.2.2 Linux – pare-feu simple  
Cette seconde évaluation introduit un pare-feu simple entre le client et le serveur.  C'est la 
seconde des cinq infrastructures que nous avons évaluées, juste après les tests références en 




On constate une première dégradation des performances avec l’utilisation d’un seul pare-feu 
sous Linux. 
La surcharge induite reste relativement constante pour chacun des tests (de 2000 à 2600 
sessions/secondes en moins par rapport au lien direct). On retrouve ici les avantages, pour le 
pare-feu de Linux, d'utiliser une table de hachage [16] pour emmagasiner les informations sur 
les  connexions.  
Une telle structure présente un coût d'ordre O(1) pour les insertions et suppressions, et un coût 
dans le pire des cas d'ordre O(n) pour les recherches, mais plus proche de O(1) si la fonction 
de hachage est efficace, ce qui semble être le cas ici. La surcharge  commence à se réduire 
significativement à partir d’objets de taille supérieure à 20 Ko, et est presque nulle pour les 





































Taille du fichier (en octets)
Sessions/s
Débit (Mo/s)
Figure 13 : Graphique des résultats avec pare-feu simple (Linux) 
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2.2.3 Linux – pare-feu redondant (Conntrack-tools, mode ft/fw)  
Cette section présente les premiers tests réalisés avec des pare-feux redondants sous Linux. 
Tout le matériel présenté précédemment est mis à contribution (les deux pare-feux sont utilisés, 
l’un en mode maître et l’autre en mode esclave).  
 
Comme le montre la figure 14, l’utilisation d’un pare-feu redondant sous Linux engendre une 
forte baisse des performances lorsque la taille du fichier est petite. En effet, la surcharge due à 
la réplication et à la propagation en temps réel des états sature la capacité de calcul des pare-
feux, et ce dès que la taille du fichier est inférieure à 512 octets. 
En revanche, la redondance n’a pas d’impact sur le débit pour des fichiers de (très) grande taille 
(1Mo et plus), puisque dans ce cas de figure les lignes de transmission saturent et le nombre de 




































Taille du fichier (en octets)
Sessions/s
Débit (Mo/s)
Figure 14 : Graphique des résultats avec pare-feu redondant (Linux/Conntrack-tools) 
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2.2.4 OpenBSD – pare-feu simple   
Les tests avec un pare-feu simple sous OpenBSD ont été effectués dans les mêmes conditions 
que les tests sous Linux (trente secondes d’envoi massif de requêtes en continu). La figure 15 
présente les résultats obtenus. 
 
On remarque que l’utilisation d’un pare-feu simple sous OpenBSD induit une baisse de 
performances plus conséquente, lors de tests avec de petits fichiers, que l’utilisation d’une 
solution de pare-feu simple sous Linux. 
Ce phénomène peut être en partie attribué à l’architecture interne choisie pour le stockage des 




































Taille du fichier (en octets)
Sessions/s
Débit (Mo/s)
Figure 15 : Graphique des résultats avec pare-feu simple (OpenBSD) 
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En effet, OpenBSD utilise un arbre rouge et noir (Red-black tree) [17] pour emmagasiner les 
états.  
Cette architecture de stockage possède un coût d’insertion, de recherche et de suppression 
d'ordre O(log(n)), ce qui est très acceptable dans la majorité des cas d’utilisation. 
Cependant, lors des tests sur les fichiers de petite taille, la capacité de la table d’états à dû être 
augmentée (limite maximale de 200 000), et plus de 150000 états étaient stockés au même 
moment dans la table d’états. Sous Linux, le nombre d’états ne dépassaient pas 75000 (nombre 
atteint dans le pire des scénarios du test), ce qui montre que Linux est plus rapide à supprimer 
les états terminés de sa table d’états et qu’il gère mieux le nombre d’états en période de trafic 
dense. 
Ce grand nombre d’états, couplés aux insertions et suppressions continues dont le temps 
d’accès augmente en proportion du nombre d’états explique en partie cette forte baisse de 
performances sous OpenBSD comparativement à Linux. 
Linux utilise quant à lui une table de hachage, qui comme expliqué précédemment, offre un 
temps d’accès en insertion / suppression inférieur (O(1) en général), ce qui dans ce cas précis 
améliore les performances. Cette architecture est cependant plus vulnérable aux attaques par la 
prédiction des valeurs de hachage, qui visent à inonder le pare-feu de nouvelles connexions 
renvoyant toutes le même résultat de hachage, ce qui entraînerait un coût de recherche en O (n) 
(les éléments dans un même sceau de la table de hachage étant chaînés linéairement) et une 
rapide dégradation des performances. 
Un autre facteur expliquant cette différence de performance vient peut-être de l’activation par 
défaut sous OpenBSD du « TCP window-tracking », qui vérifie les numéros de séquence des 
paquets. Lors des tests sous Linux, le traçage des numéros de séquence TCP était désactivé. 
Cela ne doit cependant pas affecter les performances au point d’expliquer la différence 
constatée lors des tests entre OpenBSD et Linux ; en effet, cette opération est constante en temps 
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d’exécution, et engendrerait en conséquence une baisse constante sur la courbe de tests (un peu 
comme les différences de résultats entre le lien direct et le pare-feu simple sous Linux). 
2.2.5 OpenBSD – pare-feu redondant (Pfsync)  
Le dernier test de la série présente les résultats obtenus avec la redondance de pare-feux sous 
OpenBSD, en utilisant les solutions software CARP et pfsync propres à ce système 
d’exploitation. 
 
Comme précédemment,  on note une dégradation des performances (figure 16) par rapport à 




































Taille du fichier (en octets)
Sessions/s
Débit (Mo/s)




Il est intéressant cependant de noter qu’OpenBSD est plus constant par rapport au nombre de 
requêtes par seconde pour les petits fichiers, et est même plus performant que Linux pour les 
fichiers de taille entre 512 octets et 2Koctets. 
Comme pour tous les autres tests, la redondance n’influe pas sur le débit maximum enregistré 
lors de transfert de (très) gros fichiers (supérieur à 1Mo). 
2.2.6 Graphique comparatif  
 
 
Le graphique de la figure 17 permet de mieux constater visuellement les performances des 
différentes solutions.  
Sous Linux, la redondance du pare-feu entraîne une réduction des performances de près de 50% 












0B 64b 512B 1K 2K 5K 10K 20K 50K 100K 1M 10M
Lien direct
Linux - pare-feu simple
Linux pare-feu redondant
OpenBSD - pare-feu simple
OpenBSD - pare-feu redondant
Figure 17 : Graphique comparatif des différentes solutions 
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Sous OpenBSD, l’utilisation d’un pare-feu simple entraîne une réduction des performances de 
plus de 53%, et de près de 62% dans le pire cas lorsque la redondance du pare-feu est activée. 
Les solutions de pare-feux redondants présentent des performances à peu près équivalentes 
sous Linux et OpenBSD, chacun étant tour à tour plus performant que l’autre.  
2.2.7 Simulation de panne du pare-feu principal  
 
Le test de simulation de défaillance du pare-feu principal consiste à évaluer le nombre de 
sessions non récupérées par le système de redondance. Pour ce faire, la méthode consiste 
simplement à débrancher manuellement tous les liens réseaux du pare-feu  principal au même 
moment, et de repérer ensuite les sessions qui finissent en échéance de délai d'attente ou en 
erreur. Les résultats sont présentés sous forme de tableau : le tableau 2 ci-dessous résume les 
résultats obtenus sous Linux et OpenBSD. 
 
Pour Linux, le nombre de sessions non récupérées est à peu près constant pour les fichiers de 
5Ko et moins à environ 40 (tableau 2). Ceci peut s’expliquer par le délai induit par la procédure 
de détection de défaillance du pare-feu principal par le pare-feu secondaire, qui met près de 4 
secondes avant de reprendre l’adresse IP virtuelle (configuration par défaut de keepalived). 
Tableau 2 : Résultats simulation de panne (Linux et OpenBSD) 
Taille 
fichier 
0B 64B 512B 1Ko 2Ko 5Ko 10Ko 20Ko 50Ko 100Ko 1Mo 
Erreurs 
(Linux) 
45 36 38 39 39 40 20 17 8 4 1 
Erreurs 
(OpenBSD) 





Le nombre de sessions non récupérées est bien moindre dans le cas d’OpenBSD avec 
CARP/pfsync (tableau 3). Ceci est probablement dû à un meilleur système de détection de 
défaillance du pare-feu principal par CARP, qui prenait au plus une à deux secondes avant de 
récupérer l’adresse IP virtuelle lors des tests. 
 
2.3 Conclusion / futures améliorations  
Les résultats des différents tests ont permis de mettre en lumière le coût non négligeable de 
l’utilisation de pare-feux redondants au sein d’une infrastructure réseau. 
 
Il convient maintenant de comparer ces résultats à un cas pratique réel. Pour simuler un cas 
réel, on utilise  l’outil d’analyse de trafic « Google Ad Planner » [18]  qui permet d’obtenir une 
estimation du trafic moyen de grosses sociétés du web telles Amazon ou Microsoft. 
 
Selon ces estimations, le domaine microsoft.com obtiendrait près de 880 millions de visiteurs 
uniques par mois, soit près de  340 sessions ouvertes par seconde. Si l’on estime la taille 
moyenne d’une page web d’un gros site à 680 Ko, on se rend compte que le facteur limitant 
n’est pas la capacité de calcul des pare-feux mais le débit des lignes de transmissions, puisque 
chacune des solutions de pare-feux simples ou redondants testés ici induisent des pertes 
négligeables en dessous de 1000 sessions ouvertes par seconde.  
 
N’importe laquelle des différentes solutions testées pourrait soutenir sans problème un tel 
trafic, pourvu qu’on lui fournisse le débit nécessaire. 
 
Une étude et un comparatif des deux protocoles utilisés dans la réplication des états pourraient 
permettre de révéler les points forts et faibles de chacun pour éventuellement proposer plus 




Plus généralement, une étude sur les architectures et les performances des solutions à plusieurs 
pare-feux actifs et partageant la gestion du trafic  pourrait également être menée. 
 
Enfin, plusieurs protocoles WEB ne sont pas encore pris en charge pour la réplication des états 









Le banc d'essais du chapitre précédent a permis de mettre en lumière l’importante dégradation 
des performances générales induites par la mise en place du partage des états des connexions, 
très marqué lors des  scénarios évaluant les pires situations (i.e. requêtes sur des fichiers de 
petite taille induisant un transfert rapide et un nombre de sessions ouvertes par seconde élevé). 
Sous Linux notamment, la surcharge engrangée par la redondance implique une baisse de près 
de 50% du nombre de sessions/secondes dans le pire des scénarios. Dans ces conditions, il est 
primordial de s’assurer que chaque composant du système de réplication soit implémenté de la 
manière la plus optimale possible afin d’accomplir entièrement ses objectifs tout en utilisant le 
minimum de ressources mémoire, processeur et/ou réseau. 
Les implémentations des systèmes de redondance des états de connexions, et notamment les 
solutions sous Linux et OpenBSD, s’inspirent toutes plus ou moins du même modèle générique. 
Celui-ci est scindé  en deux sous-systèmes :  
- Le module d’écoute des états locaux et d’insertions des états en provenance de 
l’extérieur. Ce module réagit à l’insertion et à la suppression d’états gérés localement 
sur ordre du pare-feu local, et insère ou met à jour les informations reçues par le 
module réseau sur des états externes au pare-feu. 
-  Le module réseau  qui est en charge de la propagation des états d’un pare-feu à un 
autre sur le réseau dédié à cette tâche. Pour ce faire, il doit ouvrir un connecteur (ou 
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« socket ») et établir une connexion avec les autres intervenants. Il est notamment en 
charge de préparer et de construire les paquets destinés à la transmission, et il gère la 
bonne mise en place et utilisation des différents protocoles réseaux utilisés (couche 
transport/application). Il transmet les informations sur des états externes en 
provenance du réseau au module d'écoute, et reçoit en contre-partie des informations 
sur les états internes à encapsuler et propager aux autres modules réseaux. 
 
La figure 18 résume les composants du modèle et leurs interactions entre eux et avec le système 
interne et la table d’états pour l’un, et le réseau externe pour l’autre. 
Ce chapitre a pour but de présenter l’implémentation d’un nouveau module réseau d’échanges 
d’états de connexions pour le processus Conntrackd sous Linux, basé sur le protocole 
Transparent Inter Process Communication [19] (TIPC). Celui-ci offre plusieurs fonctionnalités 
potentiellement utiles dans le cadre de grappes de pare-feux par rapport à d’autres protocoles 
classiques comme UDP ou TCP, dont on fera l’énumération plus loin. Nous présentons 
également en détails l’architecture interne de Conntrackd, et ce afin de mieux localiser la place 
du module à implémenter dans son contexte et de mieux visualiser son intégration avec le code 
existant. Nous testons le module nouvellement implémenté à l’aide du banc d’essai présenté 
au chapitre 2 et nous comparons les résultats obtenus avec l’ancien module. 
Figure 18 : Interaction modules d'écoute-réseau 
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3.1 Architecture et fonctionnement de Conntrackd 
3.1.1 Présentation 
Comme énoncé précédemment, Conntrackd est le processus fonctionnant en espace utilisateur 
responsable du partage des états de connexions sous Linux. La première version stable fût 
publiée le 4 septembre 2006 par Pablo Neira Ayuso (développeur agréé de la « netfilter core 
team »), et qui reste aujourd’hui encore le principal développeur. Le projet totalise plus de 
15000 lignes de code. 
L’architecture de conntrackd a été réalisée dans un souci de modularité et de granularité, et ce 
afin de permettre aux utilisateurs et aux développeurs d’implémenter facilement leur propre 
code pour tel ou tel sous-module. Codé en langage C, il fait appel à différentes bibliothèques 
de fonctions externes, telles que des bibliothèques d’analyses syntaxiques comme flex ou bison, 
et également la bibliothèque libnetfilter_conntrack (qui utilise les connecteurs netlink) pour 
communiquer avec la table d’états présente en espace noyau. 
3.1.2 Architecture 
L’architecture de Conntrackd suit le modèle de doubles modules écoute-réseau présenté en 
début de chapitre. Conntrackd réalise une implémentation spécifique de ce modèle générique, 





Comme on peut le constater, Conntrackd intègre plusieurs sous-modules qui viennent 
complèter le modèle générique.  
Le module d’écoute, établissant la communication entre la table d’états en espace noyau et le 
module réseau chargé de la transmission des paquets réseaux, possède plusieurs éléments et 
structures de données afin de stocker les données et messages lui arrivant de chacun des deux 
côtés. Par défaut, Conntrackd emmagasine les états des connexions des autres pare-feux en 
provenance du module réseau dans une table d’états externe, afin de ne pas saturer sa propre 
table d’états. Le transfert des états de la table de stockage externe vers la table d’états interne 
en espace noyau  n’a lieu qu’en cas de panne du pare-feu traitant ces états jusqu’alors. Même 
si ce procédé est certainement plus lent que d’inclure les états directement dans le noyau 
(quelques millisecondes supplémentaires), il n’influe quasiment pas sur le délai de reprise par 
rapport au temps de détection de la faille par battements de cœur  (de une à plusieurs secondes 
selon la configuration). Cette façon de procédé est paramétrable au niveau du fichier de 
configuration ; l’utilisation d’une table d’états externe en mode utilisateur permet d’alléger la 
table d’états interne en espace noyau, tandis que la copie directe des états dans la table d’états 
interne permet d’accélérer un peu la reprise de trafic en cas de panne d’un des pare-feux. 
Figure 19 : Modules d’écoutes et réseau de Conntrackd 
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Comme spécifié en introduction, Conntrackd utilise pleinement la bibliothèque 
libnetfilter_conntrack, basée sur les connecteurs netlink, pour communiquer avec la table 
d’états en espace noyau. Plusieurs connecteurs sont utilisés pour différentes tâches ; un 
connecteur qui capte les événements en provenance de la table d’états, un connecteur utilisé 
lors du transfert intégral des états de la table externe vers la table en espace noyau, etc. 
Lorsqu’un événement survient au niveau de la table d’états (comme la modification d’un état 
existant par exemple), celui-ci est propagé sous la forme d’un message netlink jusque dans la 
file d’attente des messages du processus, et un indicateur est positionné. Le processus est 
chargé de détecter la présence d’un message à l’aide de l'indicateur, puis appelle ensuite la 
fonction  nfct_catch(handle) pour dépiler l’événement. Les informations sur l’état de la 
connexion concernée par l’événement sont stockées sous la forme d’une structure struct 
ct_conntrack, passée en argument de la fonction de rappel. 
La table d’états externe, les connecteurs netlink en communication avec l’espace noyau et la 
file d’attente des messages netlink forment l’essentiel du module d’écoute tel qu’il est 
implémenté par conntrackd. 
Le module réseau, lui, est décomposé en deux sous-modes : le mode de synchronisation et le 
canal de communication. On propose de détailler spécifiquement ces deux sous-modules dans 
les sections qui suivent. 
Mode de synchronisation 
Comme son nom l’indique, le mode de synchronisation est le mécanisme utilisé par 
Conntrackd pour assurer la bonne synchronisation des tables d’états des différents pare-feux. 
On peut se représenter un mode comme un protocole de haut niveau, au-dessus des autres 
protocoles mis en place par le canal de communication. Le choix du mode de synchronisation 




Conntrackd propose trois modes de synchronisation, et il revient à l’utilisateur de choisir le 
mode qui convient le plus par rapport à l’environnement d’exploitation : 
- Le mode « No-sync » (pour no-synchronisation)  est le mode le plus rapide mais le 
moins fiable. Dans cette configuration, l’information est envoyée une seule fois et le 
mode ne se préoccupe pas de savoir si celle-ci a bien été reçue par les autres pare-
feux. Aucun mécanisme d’accusé de réception en cas de perte ou de corruption de 
paquets n’est prévu ; c’est un mécanisme de type « best effort delivery system ». Ce 
mode utilise peu de ressources (mémoire/processeur/réseau), et il peut être 
intéressant de l’utiliser dans un environnement où les pertes et corruptions de paquets 
sont quasi nulles. Le mécanisme de renvoi des paquets peut être délégué aux couches 
réseaux de plus bas niveau (comme TCP par exemple). 
- Le mode « Alarm »  renvoie périodiquement l’intégralité des états de connexion 
présents dans la table d’états locale. Le trafic généré par ce mode est donc très dense 
et il  consomme d’autant plus de ressources qu’il y a de sessions dans la table d’états. 
En contrepartie, il permet  de régler les problèmes de synchronisation dans un 
environnement sujet aux pertes de paquets. Ce mode est peu utilisé en pratique, mais 
peut être intéressant lors des phases de tests ou de mise au point de l’équipement ou 
du dispositif afin d’assurer une synchronisation optimale des tables d’états des pare-
feux composant la grappe. 
- Le mode FTFW,  qui est le mode conçu par les développeurs de Conntrackd et créé 
spécifiquement pour celui-ci. A mi-chemin entre le mode alarm et le mode no-sync, 
il propose un compromis intéressant entre synchronisation et fiabilité. 
Il est également possible d’implémenter relativement facilement un mode de synchronisation 
personnalisé grâce à la grande granularité et modularité avec lesquelles a été conçu Conntrackd. 
Concrètement dans le code, un mode est en fait représenté par une structure (struct 
sync_mode...) contenant plusieurs variables et pointeurs de fonctions. Chaque 
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implémentation d’un mode est ensuite chargée d’implémenter spécifiquement ces différentes 
fonctions, reproduisant ainsi le mécanisme d’interface générique couramment utilisé dans les 
langages orientés objets notamment. 
struct sync_mode { 
        /* variables, flags … */ 
 int  (*init)(void); 
 void (*kill)(void); 
 int  (*local)(int fd, int type, void *data); 
 int  (*recv)(const struct nethdr *net); 
 void (*enqueue)(struct cache_object *obj, int type); 
 void (*xmit)(void); 
} ; 
Figure 20 : structure d’un mode de synchronisation 
Chaque représentation concrète d’un mode doit donc implémenter six fonctions génériques, 
présentée dans la figure 20 : 
- La fonction init() qui est appelée lors du premier chargement du processus. Elle 
permet au mode d’initialiser ses variables et d’allouer l’espace mémoire nécessaire à 
son bon fonctionnement (structures de stockage, etc …). 
- La fonction kill() qui est l'inverse de la fonction init(). Celle-ci est appelée 
lorsque le processus a reçu l’ordre de s’arrêter (soit par un signal SIG_KILL ou bien 
en commande manuelle via le paramètre –K). Cette fonction permet de libérer 
proprement les ressources allouées dynamiquement et de placer si besoin certaines 
variables dans un état approprié. 
- La fonction local() qui  permet de traiter les requêtes locales concernant une 
action sur la synchronisation (généralement entrées en ligne de commande via un 
terminal). L’utilisateur peut par exemple forcer une resynchronisation complète 
(REQUEST_DUMP), envoyer une liste de tous les états présents dans sa table d’états 
sur le réseau (BULK_UPDATE), ou même afficher des statistiques. 
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- La fonction recv()  qui est appelée lors de la réception d’un paquet sur l’interface 
dédiée. Elle permet au mode de déterminer s’il s’agit d’un message de donnée 
(« data »), de contrôle (« control »), ou bien un message erronné (« bad »). De plus, 
le mode peut éventuellement relever plusieurs paramètres significatifs spécifiques 
(ex : numéro  de séquence du paquet pour FTFW …). 
- La fonction enqueue()  qui est appelée pour demander au mode d'emmagasiner 
un message dans sa liste des messages en transit. Ce message sera ensuite envoyé 
avec les autres messages dans la liste lors d’un appel à la fonction xmit(). 
- La fonction xmit()  qui envoie tous les messages présents dans la liste d’envoi du 
mode. Chaque mode décide des traitements préalables à l’envoi de chaque message. 
Le mode FTFW, par exemple, emmagasine chaque message présent dans la liste 
d’envoi dans sa liste de retransmission (rs_queue), afin d’assurer toute demande de 
renvoi de paquets manquants ou incorrects. 
Le mode choisi intervient en dernier dans la réception d’un paquet réseau, et est le premier 
appelé lors de la génération d’un message (il transmet le message au canal de communication, 
qui sera chargé de l’envoi du paquet sur le réseau). Il agit donc comme un protocole de haut 
niveau dans la pile réseau (au-dessus de la couche transport et juste avant la couche 
application). 
Canal de communication 
En plus du choix du mode de synchronisation, Conntrackd laisse à l’utilisateur le choix du ou 
des protocoles réseaux de couche basse à utiliser (transport, réseau …). Le canal de 
communication est le dernier intervenant lors de l’émission d’un message pour les autres pare-
feux. A l’inverse, il est le premier à recevoir les paquets en provenance du réseau et est chargé 
de décapsuler le message avant de le transmettre au mode de synchronisation. L’administrateur 
peut choisir entre trois types de canaux : 
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- Le canal TCP qui a l’avantage d’être robuste et fiable. TCP est un protocole orienté 
connexion, ce qui implique que les données arriveront toujours à destination et dans 
le bon ordre. TCP offre un système de séquençage et de somme de contrôle 
(« checksum »), garantissant ainsi la fiabilité des échanges en mode connecté. La 
surcharge engrangée est cependant lourde et peut ralentir considérablement les 
échanges lors de périodes à fort trafic. 
- Le canal point-à-point UDP  qui, à l’inverse du canal TCP, n’offre aucune garantie 
de fiabilité des échanges. UDP étant un protocole dit non-connecté, il se contente 
d’envoyer les données aussi rapidement que possible, sans se soucier de leur intégrité 
et de leur bonne réception par le destinataire. La petite taille de l'en-tête UDP, le 
faible nombre de paquets de contrôle, ainsi que sa rapidité de transfert en font 
cependant une alternative à considérer dans le cadre de communications en temps 
réel entre pare-feux. 
- Le canal à diffusion multipoints UDP  qui permet l’envoi  de paquets en mode UDP 
à de multiples destinataires sur le réseau. Concrètement, ce canal offre les mêmes 
fonctionnalités que le canal UDP point-à-point, mais l’adresse de destination est 
l’adresse multipoints standard 224.0.0.23. On note que les protocoles comme TCP ne 
supportent pas la diffusion multipoints qui vont à l’encontre de la philosophie point-
à-point associée au contrôle de flux des protocoles orientés connexions. 
En interne, Conntrackd implémente les canaux de communication par un mécanisme semblable 
à celui utilisé pour l’implémentation des modes, à savoir une structure générique (struct 
channel_ops) contenant des pointeurs de fonctions qu’il revient à chaque type de canal 
d’implémenter. Ces fonctions génériques sont chargées d’implémenter les protocoles de 
couche basse sur lesquels repose le canal. Il est donc également possible pour un développeur 
externe d’implémenter son propre canal de communication en respectant le schéma de 
l’interface générique présenté dans la figure 21. 
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struct channel_ops { 
 int headersiz; 
 void * (*open)(void *conf); 
 void (*close)(void *channel); 
 int (*send)(void *channel, const void *data, int len); 
 int (*recv)(void *channel, char *buf, int len); 
 int (*get_fd)(void *channel); 
 int (*isset)(struct channel *c, fd_set *readfds); 
 void (*stats)(struct channel *c, int fd); 
 void (*stats_extended)(struct channel *c, int active, 
      struct nlif_handle *h, int fd); 
}; 
Figure 21 : structure d’un canal 
Les différentes fonctions à implémenter sont : 
- open() qui  correspond à la fonction init() du mode de synchronisation. C’est 
elle qui alloue l’espace mémoire et initialise les variables nécessaires au bon 
fonctionnement du canal. Entre autre, elle est chargée de la configuration initiale du 
connecteur réseau utilisé. 
- close() qui est équivalente à la fonction kill() pour le mode de 
synchronisation. Elle permet entre autre de libérer correctement les ressources 
mémoires allouées dynamiquement. 
- send() qui sert à envoyer un message sur le canal. On lui passe en paramètres le 
canal, le paquet à envoyer ainsi que sa taille. Elle retourne zéro en cas de succès, et 
un code d’erreur sinon. 
- recv() qui permet de recevoir un paquet. Elle prend en paramètres le canal, la 
zone de mémoire tampon à utiliser pour la réception, et la taille du cette zone.  Elle 
retourne un code d’erreur ou zéro si tout s’est bien déroulé. 
- get_fd() qui  retourne le descripteur associé au connecteur réseau. 
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- stats() et stats_extended()  qui servent à afficher un résumé des 
statistiques du canal avec, notamment, le nombre de paquets envoyés/reçus, le 
nombre d’erreurs, et éventuellement des variables propres à chaque canal. 
Dans le reste du code, un canal s’utilise comme une interface standard, ce qui a pour effet 
positif de masquer les détails de l’implémentation et d’accroître la modularité et la clarté du 
code. La figure 22 permet de mieux situer la position du mode de synchronisation et du canal 
de communication dans le modèle OSI. 
 
On voit désormais que l’implémentation d’un nouveau protocole d’échanges d’états pour 
Conntrackd peut se faire relativement simplement grâce au bon découplage des différents 
modules et à la réutilisabilité du code. Concrètement, il suffit de créer une nouvelle structure 
channel_ops et les fonctions spécifiques requises. 
3.1.3 Fonctionnement 
Le fonctionnement de Conntrackd  peut être divisé en deux parties. Tout d’abord, au lancement 
du processus, a lieu une phase d’initialisation. Durant cette phase, le fichier de configuration 
conntrackd.conf est entièrement lu et traduit syntaxiquement à l’aide de flex et bison. Les 
Figure 22 : Places canal-mode de synchronisation dans le modèle OSI 
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différentes lignes sont évaluées par rapport aux expressions présentes dans le fichier 
read_config.yy. 
Les options de configuration sont nombreuses et variées. On peut par exemple choisir le mode 
de synchronisation (FTFW, ALARM, etc…), la taille des tampons des connecteurs en réception 
/ émission, la taille de la table d’états, le choix du protocole réseau à utiliser (TCP, UDP …), 
etc. 
L’ajout de nouvelles options de configuration passe donc par l’ajout d’expressions dans les 
fichiers read_config.h et read_config.yy. 
Une fois le chargement et l’initialisation des différents modules effectuée, conntrackd se met 
en mode processus et passe en phase d’exécution. Cette phase correspond concrètement à un 
minuteur appelant régulièrement la fonction principale chargée d’effectuer toutes les tâches et 
opérations en suspens. On peut dresser une liste non exhaustive des opérations les plus 
importantes traitées régulièrement par Conntrackd : 
- Traitement des requêtes locales. Afin que l’on puisse lui donner des ordres lorsqu’il 
est en phase d’éxécution, Conntrackd ouvre une connecteur Unix sur le serveur local 
et écoute les requêtes entrées en ligne de commande par l’administrateur. On peut 
ainsi récupérer des statistiques globales sur le trafic réseau échangé (option –s), 
terminer le processus (-k), etc… 
- Traitement des évènements du module d’écoute. La bibliothèque 
libnetfilter_conntrack permet à un programme en espace utilisateur d’être averti 
lorsqu’un évènement survient au  niveau de la table d’états de connexions (située en 
espace noyau), tel que l’insertion d’un nouvel état, la suppression/modification d’un 
état existant, le vidage (« flush ») de la table, etc. Pour ce faire,  libnetfilter_conntrack 
propose un mécanisme de fonction de rappel (« callback function »), qui permet à un 
programme d’enregistrer une fonction qui sera automatiquement appelée lorsqu’un 
évènement particulier a lieu. 
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- Traitement des tâches du module réseau. A chaque appel de la fonction d’exécution, 
conntrackd traite les éventuels messages en attente d’envoi ou de réception.  
3.2 FTFW 
Le mode FTFW semble être le mode de choix pour Contrackd étant donné que la fiabilité et 
l'efficacité sont deux qualités importantes dans cet environnement.  En effet, le processus de 
réplication des états peut être coûteux en ressources, tant mémoire que processeur au niveau 
des pare-feux, mais également en terme de bande-passante au niveau du lien réseau dédié. En  
période de trafic intense,  jusqu'à plusieurs dizaines de milliers d'états connexions doivent être 
propagés aux autres pare-feux de la grappe. Dans ces conditions, il devient primordial que le 
protocole réseau utilisé soit rapide et le moins « verbeux » possible.  
De plus, il se peut que l'environnement d'exploitation soit sujet à de potentielles pertes ou 
corruptions de paquets (lien défectueux, trafic dense, etc...). Il est donc également important 
que le protocole réseau implémente un système d'échanges fiables, afin de garantir l'intégrité 
et l'acheminement à bon port des messages. 
Le protocole FTFW ayant été  conçu pour répondre à ces deux besoins et offrant un compromis 
intéressant entre rapidité et fiabilité nous l'étudions plus en profondeur dans cette section pour 
mieux faire ressortir son fonctionnement. 
3.2.1 Principe de fonctionnement 
Le protocole FTFW (pour Fault Tolerant FireWall) est un protocole réseau permettant 
l'échange des informations d'états de connexions utilisé par le processus Conntrackd.  Il a été 
conçu afin de répondre au besoin de rapidité et de fiabilité nécessaire dans un tel contexte. Il 
se veut ainsi plus « souple » et plus léger que TCP, tout en proposant un système de séquençage 
et  de retransmission des paquets perdus.  
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L'implémentation du protocole pour le démon Conntrackd utilise trois structures de stockage 
de données ; une liste de données (data_queue), une liste d'accusés de réception (ack_queue) 
et une liste de messages en transit  (bk_list). 
Comme la plupart des autres processus de partage d'états de connexions dans des grappes de 
pare-feux redondants, Conntrackd suit un modèle événementiel (« event-driven model »).  
À chaque insertion, modification ou suppression d'un état  dans la table d’états par le système 
de traçage des connexions Netfilter (CTS), ce dernier propage l'information à Conntrackd par 
le biais de messages contenant toutes les informations utiles sur la connexion concernée. 
Conntrackd place les messages transmis par le CTS dans la liste de données, qui sont par la 
suite traités et passés à la fonction d'envoi.  
Cette fonction associe à chaque message un numéro de séquence et les place dans la liste des 
messages en transit avant d'être envoyés sur le réseau.  
Les messages présents dans cette liste sont en attente d'un accusé de réception  de la part du 
récepteur indiquant une livraison réussie. 





. Le processus Conntrackd recevant le message vérifie son numéro de séquence. Deux 
scénarios sont alors envisageables : 
 Si le numéro de séquence est bien la suite logique et attendue du précédent 
numéro, alors le compteur d'accusé de réception (ou window_size) est 
décrémenté. S'il atteint zéro, le receveur place un message d'accusé de réception 
dans  sa ack_queue, contenant les numéros de séquence du précédent accusé de 
réception jusqu'au  numéro de séquence du dernier message reçu. A la réception 
de cet accusé de réception, l'expéditeur supprimera de sa liste des messages en 
transit tous les messages dont le numéro de séquence est compris entre ces deux 
bornes. 
 Si le numéro de séquence est différent de celui attendu, des messages ont été 
perdus ; le  destinataire envoie alors un message de non-réception  (NACK), 
contenant le numéro de séquence du dernier message correctement réceptionné. 
Figure 23 : Envoi d’un message FTFW 
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L'expéditeur est ensuite chargé de reprendre l'envoi des messages à partir de ce 
numéro de séquence en consultant la liste  de messages en transit . 
Dans tous les cas, si le message reçu est un message de données sur un ou des états de 
connexions, il est transféré dans la table d’états externe du serveur ou bien directement injecté 
dans la table d’états interne si l’option est désactivée (au niveau du fichier de configuration). 
Concrètement, cela veut dire que tout message reçu comportant des informations récentes sur 
l'ajout, la modification ou la suppression d'états sur un des pare-feux sera transmis à 
Conntrackd, même si le numéro de séquence du message porteur est hors séquence ou 
désynchronisé (« out-of-sync »).  
Ce principe repose sur de fortes hypothèses, notamment le fait qu'aucun des différents 
protocoles en jeu n'utilise de mécanisme de segmentation des paquets (comme TCP par 
exemple). Dans le cas contraire, cela aurait pour effet la transmission à l'application de paquets 
incomplets, qui seraient alors mal interprétés. Conntrackd vérifie donc toujours qu’un  message 
contenant des informations sur ses états internes ne dépasse pas en taille l’Unité Maximale de 
Transmission (« MTU ») de la couche basse du canal de communication. Pour Ethernet, cette 
valeur a pour défaut 1500 octets. 
La figure 24 schématise la réception d’un message, suivi de l’envoi d’un message 





Développé par Ericsson au début des années 2000, TIPC est un protocole qui permet aux 
applications dans une grappe d'ordinateurs de communiquer entre elles rapidement et de 
manière fiable, et ce quelle que soit leur position physique dans le réseau. TIPC propose un 
système complet de « services » ; des nœuds du réseau peuvent proposer et publier plusieurs 
services, tandis que d’autres nœuds s’enregistrent comme utilisateurs des dits services. Cela 
permet de dématérialiser un service, un utilisateur ne s’adresse pas à un nœud en particulier, 
mais fait une requête générale vers un numéro de service ; on ne sait à priori pas à l’avance 
quel nœud va répondre. 
Il répond aux besoins typiques d’un environnement dynamique où la position des différents 
nœuds évolue et où la topologie du réseau peut être amenée à changer régulièrement, ce qui 
peut éventuellement être le cas dans une grappe de pare-feux. Cependant, la principale 
Figure 24 : Réception puis accusé de réception d’un message avec FTFW 
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fonctionnalité intéressante proposée par TIPC dans le contexte d’une grappe de pare-feux est 
un mécanisme de fiabilité des échanges en mode non connecté, qu’il serait intéressant de 
comparer aux autres protocoles comme FTFW sur canal UDP en termes de performance dans 
le cadre de pare-feux redondants sous Linux. On utilise pas dans le cadre de cette étude le 
système de services proposé par TIPC. 
3.3.1 Fonctionnalités : 
Les fonctionnalités de TIPC sont diverses et multiples, parmi lesquelles on peut retenir les 
suivantes : 
- Des adresses réseaux « fonctionnelles » (functional addressing)  permettant la 
transparence de l'emplacement précis d'un nœud au sein du réseau. TIPC propose un 
système comparable au protocole DNS permettant ainsi de déplacer à loisir les 
différents nœuds, de modifier leur adresse physique sans avoir à reconfigurer leur 
adresse fonctionnelle dont se servent les autres nœuds pour la communication. 
- Une fiabilité accrue lors des échanges en mode non-connecté (« Reliable 
connectionless datagrams »). Cette fonctionnalité est très intéressante car elle 
propose un bon compromis entre la rapidité des protocoles non connectés d'une part 
(comme UDP), et la fiabilité des échanges caractéristique des protocoles connectés 
(comme TCP) d'autre part. 
Concrètement, l'implémentation repose sur un système d'accusés de réception périodiques 
d'une série de paquets et une liste de retransmission, ce qui ressemble fortement à la méthode 
proposé par le protocole FTFW. Les sections suivantes présentent en détails le protocole TIPC. 
3.3.2 Présentation technique 
La version actuelle du protocole (2.0) situe les messages TIPC entre la couche applicative 
(TIPC application) et une couche réseau de transport appelée transporteur. TIPC implémente 
donc à la fois la couche réseau du modèle OSI (niveau du protocole IP), mais également la 
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couche transport (niveau TCP/UDP), ce qui en fait un protocole très complet et indépendant. 
La figure 25 résume la place de TIPC dans la pile réseau. 
 
Le choix du protocole transporteur (qui correspond à la couche réseau/liaison du modèle OSI, 
dans notre cas la couche Ethernet) doit être fait judicieusement et selon les besoins requis par 
l'environnement d'exploitation. Cependant, l’implémentation actuelle du protocole sous Linux 
ne supporte que l’utilisation d’ethernet comme transporteur. TIPC étant un protocole très 
complet et flexible, proposant différents modes de connexions, on opte le plus souvent pour un 
transporteur proche de la couche physique afin de réduire la surcharge des en-têtes des paquets 
transmis.  
La couche transport est laissée au choix du programmeur. Par défaut sous Linux, les 
connecteurs TIPC reposent sur la couche liaison (trames Ethernet). 
Vue fonctionnelle  
La vue fonctionnelle du protocole peut-être représentée sous forme de couches successives, où 
chaque couche est chargée d'une mission bien spécifique. La figure 26 présente une 
représentation graphique du modèle en couches. 




Au sommet du modèle, on retrouve les adaptateurs logiciels, faisant la liaison directe entre 
l'application et la pile réseau gérée par le système d'exploitation. Sous Linux, la famille de 
connecteurs AF_TIPC a été créée afin de répondre spécifiquement aux besoins du protocole, 
et propose en plus diverses options. 
Tout en bas du modèle se situe la couche liaison et physique (ethernet) sur laquelle s'appuie 
TIPC pour faire abstraction de la couche réseau physique. 
Entre ces deux couches se situe la zone d'action de TIPC, avec de multiples couches. Certaines 
sont chargées des fonctionnalités communément retrouvées dans de nombreux protocoles, tels 
la couche de routage, la fragmentation des messages, etc... 
Certaines sont cependant plus spécifiques à TIPC.  Celles-ci sont : 
- La couche d'inscription/résolution d’adresses. Cette couche est chargée de gérer les 
demandes d'inscriptions à une adresse fonctionnelle, et d'établir la correspondance 
Figure 26 : couches protocole TIPC (source : doc TIPC) 
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entre l'adresse fonctionnelle d'un service et l'adresse physique d'un nœud du réseau. 
Un processus TIPC peut publier plusieurs adresses fonctionnelles, qui renverront 
toutes vers la même adresse physique. 
- La couche de distribution des adresses fonctionnelles chargée de propager la liste des 
adresses fonctionnelles publiées à tous les nœuds de la grappe et de la maintenir à 
jour. 
- La couche de détection de topologie du réseau (« neighbor detection ») et 
d'établissement/supervision des liens (« Link establish/supervision »). Cette couche 
est chargée d'établir une liste des liens directement reliés au nœud physique (« one-
hop link »), et de vérifier l'état de ces liens tout au long du processus d'exploitation. 
- La couche de congestion/regroupement de messages. Cette couche est chargée de 
détecter toute congestion pouvant survenir sur l'un ou l'autre des intervenants lors 
d'échanges de paquets TIPC. En entrant en congestion, tous les nouveaux messages 
destinés à être propagés sur le lien congestionné sont mis en attente et regroupés dans 
un même paquet (dans la limite de la taille du MTU). Tous les messages ainsi mis en 
attente seront envoyés dès qu'un message de décongestion sera reçu. 
- La couche de séquençage et de retransmission. Celle-ci veille au traçage de chaque 
paquet et au renvoi des paquets perdus, même en mode non-connecté. 
Toutes ces différentes couches et fonctionnalités permettent à TIPC une grande autonomie et 
une grande réactivité pour s’adapter rapidement à tout changement de topologie du réseau. Cela 
en fait donc un bon candidat pour un environnement de pare-feux redondants, ou plusieurs 
pare-feux sont susceptibles d’être tour à tour fonctionnels ou en panne. TIPC propose 4 types 
de de sockets :  
- Envois non fiables en mode non connecté (SOCK_DGRAM). Comparable au protocole 
UDP. 
- Envois fiable en mode non connecté (SOCK_RDM). 
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- Envoi de messages fiables en mode connecté (SOCK_STREAM). Comparable à TCP. 
 On propose maintenant de décrire plus spécifiquement le type de message du mode que nous 
allons utiliser (connecteurs de type SOCK_RDM), et qui ressemble au protocole FT/FW. En 
effet, ce mode est le plus intéressant car il propose un compromis entre fiabilité et rapidité des 
échanges de messages. 
Format des messages 
On détaille ici le format des messages utilisés lors d'une connexion par connecteurs de type 
RDM, c'est-à-dire transfert fiable en mode non-connecté (« reliable connectionless 
messaging »).  
C'est le mode de transmission le plus intéressant dans notre cas de figure, puisque la 
propagation des états de connexions en temps réel doit se faire de manière fiable et rapide. 
Au total, la taille de l'entête d'un paquet TIPC en mode non-connecté et sur un connecteur de 
type RDM est de 40 octets. La figure 27 montre les différents champs composant l'entête du 
75 
 
message ainsi que leur taille respective. 
On retrouve différents champs génériques communs à d'autres protocoles, tels la version du 
protocole, la taille totale de l'entête, des champs d'erreurs, etc… Chaque message se voit 
attribué un numéro de séquence et un numéro d'accusé de réception, ce qui permet de détecter 
la perte potentielle de paquets. Viennent ensuite les adresses source et destination des différents 
ports / nœuds. Dans le cas où on utilise un adressage fonctionnel (comme une adresse IP par 
exemple, au contraire de l’adressage physique, comme une adresse MAC), l'adresse du 
port/nœud  n'est pas forcément pré-déterminée à l'avance ; on attribuera donc à ces champs la 
valeur zéro. 
La dernière partie de l'entête contient le type d'adresse fonctionnelle (point-à-point ou 
multipoints), et finalement l'adresse  fonctionnelle de la destination (name instance). 
Retransmission des données  
Le mécanisme interne de retransmission des paquets est un mécanisme clé dans l’échange de 
Figure 27 : format de l'entête du message TIPC (source : doc TIPC) 
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messages TIPC. En effet, celui-ci permet de garantir la fiabilité des échanges et la bonne 
réception des paquets tout en conservant la rapidité propre au mode non-connecté (à l’instar de 
protocoles comme UDP par exemple). 
Le principe de ce système est très similaire à celui du protocole FTFW. Le récepteur des 
messages envoie régulièrement un accusé de réception pour une série de messages reçus avec 
le bon numéro séquence. Le nombre de messages reçus entre deux accusées de réception est 
convenu et déterminé à l’avance par les deux parties (c’est le paramètre de fenêtre d’accusé de 
réception, ou window_size).  
Côté émetteur, les messages envoyés sont placés en attente d'un accusé de réception dans la 
liste de messages en transit Cette liste est entièrement vidée à chaque réception d'accusé de 
réception. Elle correspond à la liste des messages en transit de FTFW, et est utilisée pour 
retransmettre les messages perdus qui n’ont pas été acquittés. 
Côté récepteur, chaque message reçu dans l’ordre fait décroître un compteur initialisé à la 
valeur de la taille de la fenêtre d’accusés de réception. Lorsqu’il atteint zéro, il est réinitialisé 
à cette valeur initiale et un accusé de réception est envoyé à l’émetteur, qui vide sa liste de 
messages en transit. 
Si le récepteur reçoit un message hors séquence, celui-ci envoie un message de non-accusé de 
reception (NACK), contenant le numéro de séquence du dernier message valide, et l’émetteur 
renvoie les messages manquant. Le protocole SOCK_RDM de TIPC diffère cependant sur un 
point important dans le traitement des messages reçus hors séquence avec le protocole FTFW. 
La figure 28 montre les différentes étapes lors de l’envoi puis de la réception d’un message 




Là où le protocole FTFW fait parvenir au processus concerné tout message reçu, même hors 
séquence, le protocole TIPC place ces derniers dans une liste spéciale de messages différés 
(Deferred incoming packets queue). Ces messages sont en attente de réception des messages 
précédents, et ne seront délivrés qu’après que ceux-ci soient renvoyés et correctement 
réceptionnés. 
Ce type de procédé est logique pour un protocole réseau classique, mais dans le cadre bien 
précis des partages d’échanges d’états pour le processus Conntrackd, certaines informations 
critiques peuvent ne pas être propagées aussi rapidement que souhaitées. TIPC n’ayant pas été 
conçu spécifiquement pour l’envoi de messages non fragmentés au sein d’un cluster de pare-
feux, on ne peut donc pas relever ce fait comme un défaut du protocole. 
Figure 28 : Traitement messages TIPC hors séquence 
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3.3.3 TIPC et Linux  
TIPC est inclus dans le noyau Linux de base (« vanilla kernel ») depuis la version 2.6.16 sous 
la forme d’un module pré-compilé. Présentement, c’est la version 2.0 du protocole qui est 
distribuée, et c’est cette version que nous utilisons pour l’implémentation du canal. 
Afin de faciliter la configuration d’un nœud TIPC local, la communauté a créé et mis à la 
disposition des administrateurs l’utilitaire de configuration tipc-utilities. Celui-ci 
permet de configurer facilement les variables tels que l’adresse et le nom, soit par GUI, soit via 
le fichier tipc.conf situé dans le répertoire /etc/tipc. Il charge également 
automatiquement TIPC après configuration. 
3.3.4 Implémentation et tests du canal 
Implémentation 
On présente les parties les plus pertinentes du code source de l’implémentation de ce canal en 
annexe C. 
Un nouveau canal d’échanges d’états pour Conntrackd a été créé en respectant l’interface 
générique imposée. Toutes les fonctions requises ont été implémentées et testées séparément 
dans un premier temps, puis incluses et testées avec le code existant dans des conditions 
normales d’exploitation. 
La partie du code traitant les envois et réceptions de paquets TIPC, ainsi que l’initialisation et 
la fermeture du canal TIPC sont très semblables à la programmation de sockets UNIX/réseaux 
sous Linux. L’annexe C présente le code source pour la création et l’utilisation de socket d’un 
canal de communication Conntrackd basée sur l’utilisation de sockets SOCK_RDM utilisant le 
protocole TIPC. 
Outre le canal en lui-même, il a fallu également implémenter de nouvelles règles Flex et Bison 
permettant l'analyse des options spécifiques au nouveau canal dans le fichier de configuration 
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général. Tous les fichiers de compilation (makefile) ont été mis à jour pour inclure les nouveaux 
fichiers. Ces nouvelles règles sont également étaillées dans l’annexe C. 
La figure 29 est une capture d’écran du nouveau canal TIPC et de ses paramètres tel qu’il 
apparaît dans le fichier de configuration général de Conntrackd (par défaut  
/etc/conntrackd/conntrackd.conf).  
 
Comme le montre la figure 29, plusieurs nouveaux paramètres spécifiques au canal TIPC sont 
configurables dans le fichier de configuration général : 
- Le nom du destinataire (« TIPC_Destination_Name »), qui correspond à 
l’adresse fonctionnelle de l’autre pare-feu (ici 1000:51). 
- Le nom du pare-feu local (« TIPC_Name »). 
- L’interface physique à utiliser (ici eth0). 
Figure 29 : Configuration du canal TIPC. 
80 
 
- L’importance des messages TIPC (« TIPC_Message_Importance »). Ce 
paramètre définit la priorité accordée aux messages à destination de ce nœud en 
provenance de l’extérieur. Concrètement, l’importance fait varier la limite du nombre 
maximum d’entrées disponibles dans la liste de réception des messages (à savoir 
10000 pour LOW, 25000 pour MEDIUM, 10000 pour HIGH, 50000 pour 
VERY_HIGH). Ce paramètre n’a cependant pas d’impact sur la vitesse de transfert 
ou la priorité des messages TIPC sur le réseau ethernet sous-jacent. Ces différents 
paliers de valeurs doivent répondre aux différents scénarios possibles en fonction de 
la densité du trafic de messages reçus et de la rapidité de traitement des messages 
présent dans la liste de réception. Au-delà de la limite choisie, le nœud récepteur 
n'emmagasine plus les messages, et ils sont retournés à l’émetteur avec un code 
d’erreur associé ; le lien réseau entre alors en congestion. Cette situation peut arriver 
lorsque l’émetteur envoie plus de messages que ne peut en consommer le destinataire 
dans le même temps. Ce problème est apparu lors des tests pour la mise au point  du 
canal TIPC pendant les tests  du banc d'essais fournissant une lourde charge sans 
activer le regroupement de messages.  Une augmentation de l’importance accordée 
aux messages a réglé le problème. 
 
Tests  
Les tests du nouveau canal ont été réalisés à l’aide du banc d’essai établi et présenté dans le 
chapitre précédent. Le matériel, les logiciels et les paramètres utilisés sont exactement les 
mêmes que ceux utilisés pour les tests des autres canaux. 
Le mode de synchronisation utilisé pour tester ce canal est le mode NO-SYNC (pas de 
synchronisation), qui a l’avantage d’être léger, et le type de connecteurs TIPC utilisé est 
SOCK_RDM, qui correspond au mode fiable et non-connecté. En effet, on cherche ici à tester 
la capacité des connecteurs SOCK_RDM de TIPC à être rapides et fiables d’eux-mêmes sans 
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intervention extérieure; il faut donc que le mode de synchronisation mis en place par 
Conntrackd soit le moins intrusif possible, et donc le mode NO-SYNC (pas de 
synchronisation), est pertinent dans ce cas. 
La figure 30 présente les résultats sous le même format graphique que les précédents (axe de 
gauche représentant le nombre de sessions ouvertes par seconde, l’axe de droite le débit moyen 
et l’axe des abscisses la taille du fichier objet des requêtes).  
 
On remarque que l’utilisation du mode NO-SYNC avec un canal TIPC en mode fiable non-
connecté présente de meilleures performances dans le pire des scénarios que l’utilisation du 
mode FTFW sur canal UDP (près de 2000 sessions/secondes supplémentaires  filtrées, soit près 
de 20% de plus). Cette différence peut être due au plus faible volume de paquets de contrôle 




































Taille du fichier (en octets)
Sessions/s
Débit (Mo/s)
Figure 30 : Tests génériques canal TIPC 
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Les performances générales se rejoignent par la suite quand la taille des fichiers augmente ; les 
différences avec le mode FTFW deviennent alors négligeables à partir de fichier de taille 
supérieur à 1Ko. 
Globalement, les tests de performances bruts sont très satisfaisants, et après réglage de 
l’importance des messages, aucune erreur ou congestion de lien réseau n’a été détectée sur 
l’ensemble des tests d'une durée de  30 secondes. 
3.3.5 TIPC multipoints  
Les communications multipoints en mode non-connecté étant possible avec TIPC, il était 
intéressant d’implémenter et de tester cette fonctionnalité dans le cadre de grappes de pare-
feux. 
TIPC propose un système de communication multipoints à la fois simple et intuitif . En effet, 
au lieu d’envoyer les messages à une adresse  générique (comme le fait IP), l’émetteur envoie 
le message à une plage de noms (ex : 5000 – 5500). L’utilisation de ce mode de fonctionnement 
présente des performances similaires à l’utilisation de connecteur unidirectionnel, la structure 
des paquets restant identique. Chacun des nœuds dont le nom est inclus dans cet intervalle 
recevra une copie du message. 
Dans notre cas d’utilisation, le pare-feu émetteur doit également faire partie du domaine de 
propagation pour recevoir les messages des autres pare-feux. Sans configuration 
supplémentaire, il reçoit donc  une copie de ses propres messages envoyés en multipoints, et 
traite l’information comme un message externe. Cela peut entraîner des doublons non désirés 
d’informations sur un ou plusieurs états. 
Les connecteurs BSD classiques (de type AF_INET pour IP par exemple) permettent de 
désactiver la réception de ses propres messages en multipoints via l’option 
MULTICAST_NO_LOOP de la fonction setsock_opt() (pour « set socket 
option »).  Cependant, la version 2.0 de TIPC ne propose pas d’option similaire pour les 
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connecteurs non connectés (type SOCK_RDM). Il a donc fallu modifier le code existant afin 
d’y ajouter l’option, puis recompiler le module pour tester l’implémentation. 
Les tests ont été concluants, et la propagation des messages TIPC en multipoints s’effectue sur 
tous les nœuds sauf le nœud émetteur grâces à la nouvelle option 
TIPC_MULTICAST_NO_LOOP de la fonction setsock_opt(). 
3.3.6  Correctif canal TIPC  
Après les différentes modifications et ajouts de nouvelles fonctionnalités pour 
l’implémentation du canal TIPC, il a fallu communiquer le travail effectué sur la liste de 
distribution communautaire des développeurs du projet Netfilter. 
Pour ce faire, l’outil de gestion de version Git a été utilisé. Une version des sources Conntrackd 
a été récupéré sur le dépôt git du projet. 
Une fois que les différents ajouts et modifications ont été implémentés et testés, on soumet 
(« commit ») localement les fichiers modifiés à l’aide de la commande « git commit ». 
La commande « git diff » permet par la suite de générer un résumé complet des 
changements effectués par la dernière soumission. La sortie générée par la commande git 
diff peut être directement appliquée à d’autres dépôts Git du même projet via la commande 
« git patch ». 
Le transfert du correctif sur la liste de distribution a nécessité l’installation d’un navigateur web 
en mode console (« clientless web browser »). En effet, l’utilisation d’un copier-coller direct 
du correctif dans un champ de texte d’un navigateur web classique comme Firefox peut changer 
(« mangle ») la mise en forme, et produire un correctif non applicable. 
La figure 31 montre l'entête du fichier contant le code du correctif tel qu’il a été posté sur la 




Le message commence par l’auteur, suivi d’une rapide présentation du contenu et de l’apport 
du correctif au projet. La liste des fichiers modifiés est affichée ensuite, puis le code source en 
lui-même. Ce formatage de message permet aux développeurs d’appliquer le correctif 
directement sur le projet grâce à la commande git patch. 
Après plusieurs corrections mineures par la communauté (mise en forme, alinéa, noms de 
variables, etc …), le correctif a été accepté en date du 13 février 2012 et une branche TIPC a 
été créée sur le dépôt Git officiel du projet.  





Évaluation des protocoles réseaux d'échanges d'états 
de connexions 
 
4.1 Introduction  
Dans le cadre de grappes de pare-feux, le nombre d’échanges d’états de connexions peut être 
très conséquent lors de périodes de trafic intense.  
Afin d’assurer des échanges à la fois rapides et fiables, les protocoles réseaux doivent être 
judicieusement conçus et implémentés.  
Selon le contexte environnemental d’exploitation, des pertes ou corruptions de paquets 
peuvent apparaître. De plus, sur certains liens réseau à faible bande passante, des cas de 
congestion de canal d’échanges peuvent survenir, n’assurant plus une bonne synchronisation 
des pare-feux.  
L’enjeu des protocoles réseaux est donc d’allier dans un bon compromis à la fois rapidité et 
fiabilité des échanges. 
On propose dans ce chapitre la spécification puis la réalisation de différents tests pour chaque 
critère jugé pertinent pour les protocoles réseaux d’échanges des états de corrections dans le 
cadre de pare-feux redondants. 
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Nous présentons et détaillons tout d’abord chaque critère séparément, et pourquoi il est 
important dans ce contexte. Les spécifications puis les résultats des tests sont ensuite 
présentés succinctement pour chaque protocole. 
4.1.1 Critères d'évaluation  
Les différents protocoles ont été évalués sur trois critères : la rapidité, la verbosité et la 
fiabilité. 
La rapidité  
Afin d'optimiser les performances, le transfert d'informations lors de la création ou du 
changement des paramètres d'une connexion (et plus généralement sur la modification d'un 
lot de connexions)  doit s'effectuer dans un laps de temps le plus court possible, et ce afin de 
ne perdre qu'un minimum d'informations lors d'une panne d'un pare-feu actif (aucune  perte 
pour le modèle théorique parfait).   
La rapidité des échanges d'informations peut également influencer la capacité de filtrage du 
trafic utile circulant au travers des pare-feux actifs.   
En effet, certains protocoles, de par leur conception et leur choix d'implémentation, se 
révèlent être naturellement lents et « lourds», et induisent des coûts en ressources réseaux et 
processeurs élevés qui peuvent ralentir considérablement le système lors en période de trafic 
intense. 
La verbosité  
Lors de périodes de trafic intenses, les échanges d'informations sur les états de connexions 
augmentent en proportion égales. Entre les nouvelles connexions, les mises à jour ou les 
fermetures de connexions existantes, un pare-feu actif peut être amené à traiter plusieurs 
milliers de demandes par secondes. Ces informations doivent être propagées aussitôt qu'elles 
arrivent aux autres pare-feux composant la grappe. Dans un tel contexte, le trafic réseau dédié 
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à la propagation des états peut rapidement devenir très conséquent et créer des problèmes à 
divers points clés du système.  
On peut dresser une liste (non exhaustive) des problèmes les plus évidents : 
- Encombrement de la bande passante du ou des liens sur lesquels circulent les 
échanges d'états de connexions ; ce problème est plus susceptible d'apparaître dans 
des grappes utilisant un même lien pour le trafic utile et les échanges d'états, ou 
bien lorsque le lien dédié aux échanges d'états possède une bande passante réduite. 
Ce phénomène est également plus fréquent dans des configurations de types 
« actifs-actifs », où plusieurs pare-feux filtrent simultanément le trafic utile. Dans 
ce type de configuration, le nombre d’états filtrés par seconde est plus conséquent 
puisque le trafic est partagé entre plusieurs pare-feux, engendrant par conséquent 
une hausse du débit de données circulant entre les pare-feux pour diffuser les états 
de connexions. 
- Saturation des mémoires tampon servant à  l'envoi ou la réception de messages 
dédiées aux connecteurs réseaux gérant les échanges d'états de connexions. Moins 
évident à détecter qu'une limitation due à la bande passante, il n'en demeure pas 
moins un problème récurrent, et peut être très difficile à corriger sur des systèmes à 
faibles ressources mémoires (routeurs anciennes générations, point d'accès 
embarqués à mémoire réduite, etc...). Même les systèmes riches en ressources 
mémoires sont susceptibles d'être affectés, si la taille des tampons n'est pas 
correctement configurée au niveau logiciel. 
Dans ces conditions, on voit donc qu'il est important pour un protocole de limiter au strict 
minimum la génération de trafic sur le lien réseau, tout en répondant efficacement aux 
besoins de rapidité, de fiabilité et/ou de sécurité imposé par le contexte d'exploitation. Des 
astuces existent pour limiter le trafic généré, notamment en regroupant l'envoi d'informations 
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sur plusieurs états de connexions en un seul paquet de données, limitant ainsi la création de 
plusieurs paquets et la surcharge conséquente. 
La fiabilité 
Il peut être important, suivant les paramètres contextuels matériels et/ou environnementaux, 
de pouvoir garantir la bonne réception des données d'un point  à un autre de la grappe. Cette 
garantie peut même devenir essentielle, notamment dans des conditions d'exploitation ou le 
lien réseau servant aux échanges de connexions est à bande passante réduite, ou sujet aux 
pertes de paquets. On peut imaginer par exemple plusieurs pare-feux répartis en différents 
endroits d'un campus, qui utilisent un réseau VPN circulant à travers plusieurs sous-réseaux 
du campus afin de communiquer entre eux. Il est probable qu'un certain pourcentage (parfois 
non négligeable) de paquets soient perdus et/ou corrompus (accidentellement ou non) après le 
passage entre les différents intermédiaires. 
Dans un tel contexte, le protocole de partage utilisé doit pouvoir garantir que chaque paquet 
envoyé est bien reçu à l'autre bout du canal réseau, et retransmettre les informations en cas de 
perte. La plupart des protocoles dit « orientés connexions », tel TCP, proposent un tel 
mécanisme, mais induisent une surcharge non négligeable, qui pourrait potentiellement nuire 
à la rapidité de transfert dans un environnement matériel à ressources limitées (réseaux et/ou 
matériel). 
Résumé 
Ces trois paramètres sont parmi les plus importants dans l'évaluation d'un protocole 
d'échanges d'information de connexions dans une grappe de pare-feux à haute disponibilité.  
On peut également citer d'autres paramètres plus ou moins importants dépendants du contexte 
d'exploitation, comme par exemple l'intégrité et la sécurité des données transférées 
(paramètres à prendre absolument en considération si une partie du lien dédié à la réplication 
des états passe sur un réseau public, ou dont le niveau de confiance n'est pas optimal). On 
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note également que ces paramètres sont étroitement liés entre eux.  Ainsi, en augmentant la 
fiabilité, on augmente quasi systématiquement la verbosité et on perd en rapidité. Il s'agit 
alors de trouver le bon compromis entre les trois. 
4.2 Tests  
4.2.1 Description de l'environnement de test et configuration préliminaire 
L'environnement de test utilisé est identique à  celui utilisé pour les évaluations présentées au  
chapitre 2 et pour tester le canal TIPC présenté au  chapitre 3. On utilise cependant des outils 
logiciels supplémentaires pour chacun des tests, qui sont décrits dans les sections suivantes. 
4.2.2 Test de verbosité  
Afin de tester la « verbosité » des protocoles, nous avons soumis les grappes de pare-feux à 
un test sous pression de 30 secondes, durant lequel un maximum de requêtes HTTP ont été 
effectuées, et ce afin de se trouver dans une situation où le trafic des échanges d'états des 
connexions est susceptible d'être à son maximum. Ce test a l'avantage de présenter un aperçu 
convaincant du trafic réseau engendré lors de situations extrêmes et ainsi d'éprouver 
réellement les protocoles. 
Durant ces 30 secondes, l'outil d'analyse de trafic réseau tcpdump est utilisé afin de capturer 
l'ensemble du trafic transitant sur le lien dédié à la réplication des connexions. On veillera à 
utiliser  une taille de capture suffisamment élevée afin de ne tronquer aucun paquet. La taille 
de capture est le nombre d’octets que va allouer le logiciel d’écoute (tcpdump dans notre cas) 
pour chaque paquet. Si celle-ci est inférieure à la taille d’un paquet reçu, ce dernier est 
tronqué et seule une partie du paquet est lu (correspondant à la taille de capture). La 
commande suivante est utilisée : 
 tcpdump -i eth3 -s 65535 -w testFile. 
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Cette commande enregistre les échanges sur l'interface réseau eth3, avec une taille de capture 
de paquet de 65535 octets, et emmagasine les résultats de la capture dans le fichier 
testFile. 
Une fois la capture terminée, on extrait des statistiques et autres données utiles du fichier de 
capture à l'aide de l'outil Wireshark [20], qui permet d'analyser de manière globale mais aussi 
en détails les trames réseaux échangées. 
Les tests ont été reproduits avec différentes tailles de fichier à récupérer pour les requêtes 
HTML.  On présente les résultats du test où le maximum de paquets/données ont été 
échangés (test pour une taille de fichier de 512 bits), soit environ 9000 sessions par seconde 
pour les protocoles Linux et 6000 sessions par seconde pour OpenBSD (Linux filtrant plus de 
sessions qu’OpenBSD dans le même intervalle de temps). On ne cherche pas ici à tester le 
nombre de sessions ouvertes par seconde ; ces chiffres sont donnés à titre informatif pour les 
tests sur les données brutes échangées entre les pare-feux comparativement au nombre de 
sessions ouvertes. 
On regarde avec une attention  toute particulière le volume brut de données transitées, le 
volume moyen de données par seconde (débit), le nombre de paquets échangés, le nombre de 
paquets échangés par seconde, ainsi que la taille moyenne d'un paquet. 
Résultats des tests pour Conntrack-tools / FTFW-UDP  
Le tableau 4 ci-dessous résume les différentes valeurs statistiques pertinentes extraites du 
fichier de capture lors du test du protocole FTFW sur UDP, implémenté pour le processus 








On remarque que, malgré les conditions extrêmes de l'environnement de test qui imposent un 
échange permanent de nouvelles informations de connexions, le débit moyen (2,872 Mbits/s) 
et le nombre de paquets par seconde (287) restent relativement bas comparativement au 
nombre de sessions ouvertes par seconde (9000), ce qui est positif et laisse une marge de 
montée en charge conséquente. 
On voit ici l'application du principe de regroupement de plusieurs états de connexion, qui 
permet au processus Conntrackd de limiter considérablement l'envoi de paquets. 
La figure 32 expose le nombre de paquets échangés sur la durée totale du test. 
 
Le démarrage du test correspond au début de la montée en charge du nombre de paquets 
envoyés ; le trafic reste à peu près constant tout au long du test. 
Figure 32 : Nombre de paquets envoyés par rapport au temps (FTFW) 
Tableau 2: Statistiques protocole FTFW 
Param ètre Valeur
Nombre total de paquets 14052
Débit moyen de paquets/s 287,34
Taille moyenne d'un paquet (en octets) 1250
Nombre d'octets transférés 17556030
Débit moyen (en octets/s) 358989




Résultats des tests pour OpenBSD / pfsync  





On remarque que le trafic est bien plus conséquent avec l'implémentation actuelle de pfsync 
que le mode FTFW des conntrack-tools dans ce cas de figure (c'est à dire maximum de 
sessions ouvertes par seconde). 
Le nombre de paquets envoyés est près de quatorze fois plus important et le débit moyen 
seize fois plus important. Cette grosse disparité provient essentiellement de la fréquence 
d’envois des paquets contenant des informations sur les états de connexions ; en effet, 
OpenBSD propage l’information d’un nouvel état de connexion immédiatement après son 
insertion dans sa table d’état, et chaque paquet envoyé est volumineux (environ 2 Ko) ; 
lorsque plusieurs milliers de nouveaux états de connexions sont ouverts par seconde, le débit 
entre 2 pare-feux OpenBSD augmente exponentiellement.  Ce nombre conséquent de paquets 
envoyés et le débit mesuré sont suffisamment importants pour causer des ralentissements, que 
ce soit au niveau des liens réseaux ou bien des ressources mémoire et processeur des pare-
feux composant la grappe. 
La figure 33 présente un aperçu de la répartition du nombre de paquets envoyés durant la 
période de test.  
 
Tableau 3: Statistiques protocole Pfsync 
Param ètre Valeur
Nombre total de paquets 192852
Débit moyen de paquets/s 4023,9
Taille moyenne d'un paquet (en octets) 1459
Nombre d'octets transférés 285759432
Débit moyen (en octets/s) 5871090





Sur le graphique, l'augmentation rapide du nombre de paquets envoyés au temps 10 
correspond au début du banc d'essai (qui dure 30 secondes). On remarque aussi un creux au 
temps  28  Pour une raison encore indéterminée, aucune nouvelle session n'a pu être ouverte 
durant cette période, possiblement à cause justement du trop fort trafic qui a pu entraîner une 
congestion des tampons du pare-feu envoyant ou recevant les paquets. Tcpdump a par ailleurs 
détecté qu'environ 1000 paquets ont été rejetés par le noyau  au niveau du pare-feu esclave. 
Résultats des tests pour Conntrack-tools / TIPC-NOTRACK  
Le tableau 6 présente un résumé des captures faites lors du test avec le protocole TIPC en 





Ce protocole est le plus léger (ou le moins « verbeux ») des trois protocoles testés. En effet, il 
émet deux fois moins de paquets que le protocole FTFW  et  27 fois moins que pfsync, tout en 
Figure 33 : Répartition des paquets lors du test avec pfsync (OpenBSD) 
Tableau 4: Statistiques protocole TIPC 
Param ètre Valeur
Nombre total de paquets 7198
Débit moyen de paquets/s 151,44
Taille moyenne d'un paquet (en octets) 1145,4
Nombre d'octets transférés 8244666
Débit moyen (en octets/s) 173460,28




produisant un débit moyen également deux fois moins important que FTFW et 33 fois moins 
que pfsync.La figure 34 présente la répartition des paquets lors du test. 
 
 
On remarque que la répartition est moins homogène qu'avec les Conntrack-tools. En effet, le 
nombre de paquets transmis est faible au début et monte progressivement en charge. C'est 
certainement le moins gourmand en ressources mémoires et réseau  en période de trafic 
intense. 
4.2.3 Test de fiabilité (ou robustesse) 
Le test de fiabilité consiste à tester la capacité des protocoles à détecter la présence de 
paquets corrompus ou la perte de paquets lors des échanges d'états de connexions, 
phénomènes qui sont susceptibles d'arriver même dans des environnements riches en 
ressources réseaux et mémoires. 
Afin de réaliser ce test, il faut pouvoir quantifier le nombre de sessions correctement 
propagées sur un nombre précis de sessions ouvertes. On configure alors inject32 de manière 
à ouvrir exactement  5000 sessions. On vérifie ensuite le nombre de sessions créées dans la 
table d'états du pare-feu actif et le nombre de sessions propagées dans la table d'états du pare-
feu passif. 




Il est possible de simuler facilement des liens ou des interfaces réseaux défectueux sous Linux 
à l'aide du logiciel Netem. Netem apporte des fonctionnalités permettant de tester les 
protocoles réseaux en émulant les propriétés des réseaux longues distances.  Il permet entre 
autre de définir des pourcentages bien spécifiques de pertes de paquets, mais également de 
limiter la bande passante, d'introduire un pourcentage de paquets corrompus, etc … 
Sous Linux, on utilise donc Netem avec la commande suivante qui provoque une perte de 
10% des paquets sortants sur l'interface eth0 : 
 tc qdisc change dev eth0 root netem loss 10% 
Sous OpenBSD, le choix est plus restreint. En effet, il n'existe pas de logiciel équivalent à 
Netem pour cette plate-forme (DummyNet est un logiciel similaire  pour les plate-formes 
BSD, mais est implémenté seulement sous  FreeBSD). 
Il est possible cependant de simuler des pertes de paquets à l'aide de l'option probability 
appliquée à une règle de type block dans le jeu de règles du pare-feu packet filter. 
Ainsi, la règle suivante, placée au début du fichier de configuration pf.conf, bloquera 10% 
du trafic sortant de l'interface sk0 : 
 block quick on sk0 probability 10% 
Cette règle bloquera 10% du trafic sortant, mais le trafic pfsync entrant passera toujours (car 
les paquets pfsync sont autorisés à passer au niveau du noyau et passent au travers Packet 
Filter). 
Il est également théoriquement possible de simuler un lien à bande passante limitée à l'aide de 
ALTQ [21], qui permet d'appliquer des règles de Qualité de Service (QoS) à différents types 
de trafic  afin de mieux partager la bande-passante. Cependant, comme cet outil n'a pas été 




Les tests ont été effectués avec un nombre fixe de sessions ouvertes (5000), et différents 
pourcentages de perte de paquets pour chaque test (10%, 20%, 30%, 50% et 80%). Les 
résultats présentent le nombre de sessions correctement propagées par rapport au pourcentage 
de perte de paquets sur le lien réseau. 
Résultats des tests pour Conntrack-tools / FTFW-UDP  
Le graphique de la figure 35 présente le nombre de d’états (ou sessions) correctement 
propagés du pare-feu maître au pare-feu esclave par rapport à un pourcentage de paquets 
perdus introduit intentionnellement  avec le protocole FTFW-UDP pour les Conntrack-tools 
de Linux. 
 























Figure 35 : Test reliabilité FTFW-UDP 
 
Le nombre de sessions correctement transmises reste à peu près stable aux alentours de 4300, 
et ce jusqu'à 50% de pertes de paquet. Un approfondissement des recherches pour expliquer 
les 4300 sessions propagées au lieu des 5000 attendues ont révélées un bogue dans l’outil de 
statistiques internes de conntrackd, qui ne prend pas en compte les sessions du dernier paquet 
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arrivé bien que celles-ci soient effectivement traitées. Après 50%, le nombre de sessions 
chute un peu pour atteindre 3200 sessions correctement propagées sur 5000 à 80% de pertes 
de paquets. Apres analyse,  
Ainsi, et malgré que toutes les sessions ne soient pas récupérées, le modèle de séquençage de 
FTFW en fait un protocole plutôt « résistant » à la perte de paquets. 
Résultats des tests pour OpenBSD / pfsync  
Le nombre d'états transférés atteint près de 10000 (pour 5000 requêtes HTTP effectuées), car 
OpenBSD crée un état pour chaque tuple de la connexion (un dans chaque sens). 
La figure 36 présente les résultats des tests pour le protocole pfsync d’OpenBSD (toujours le 
nombre d’états correctement propagés en fonction du pourcentage de paquets perdus introduit 








Quasiment tous les états sont bien propagés jusqu'à 30% de pertes de paquets. Les résultats se 
dégradent ensuite quasi-linéairement, pour atteindre 2400 états sur 10000 correctement  
synchronisés à 80% de pertes de paquets.  























Figure 36 : Test fiabilité pfsync (OpenBSD) 
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Résultats des tests pour Conntrack-tools / TIPC-NOTRACK  
La figure 37 présente les résultats du test de robustesse pour TIPC-NOTRACK. 























Figure 37 : Test fiabilité TIPC-NOTRACK 
 
 
Les résultats sont assez similaires à ceux du mode FTFW pour une perte de paquets inférieur 
ou égale à 30%. Au-delà, les performances se dégradent très rapidement, jusqu'à atteindre 
seulement 311 états synchronisés correctement à 80% de pertes de paquets. 
4.3 Conclusion  
Les résultats des tests mettent en valeur de manière significative les disparités entre les 
différents protocoles. 
L’implémentation actuelle du protocole pfsync d’OpenBSD est la plus grande déception révélée 
par le test. Très lourd et trop bavard en période de trafic intense, il ne possède en outre aucun 
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mécanisme interne pour assurer la fiabilité des échanges, ce qui en fait un protocole somme 
toute très élémentaire, bien qu’efficace  dans des conditions de charge normales. 
Le mode de synchronisation FTFW sur canal  UDP est pour le moment le protocole le plus 
abouti. En effet ses performances sur l’ensemble des tests sont satisfaisantes. Dans le test de 
pertes de paquets, il est le seul à propager avec succès plus de 76% des états de connexions, et 
ce même dans un environnement à plus de 80% de pertes. 
Enfin, le canal TIPC nouvellement implémenté présente des résultats mitigés mais 
encourageant ; il s’effondre néanmoins dans le test de pertes de paquets après plus de 30% de 
pertes. Une possible explication pour cette baisse de performances par rapport au protocole 
FTFW est que, contrairement à ce dernier, le protocole TIPC ne transmet pas les messages 
reçus au processus concerné lorsque ces messages sont reçus hors séquence (ce qui est le 
comportement normal pour un protocole car les données peuvent être découpées avant envoi 
et recomposer à la réception, ce qui implique que les messages arrivent dans l’ordre …). FTFW 
étant un protocole développé spécifiquement pour le processus conntrackd, il sait à l’avance 
que chaque paquet véhicule des données indépendantes des autres paquets, et peut donc les 
transmettre directement à l’application, même reçus hors séquence.  
Il est difficile d’établir un pourcentage moyen de pertes en général ; cette valeur dépend de 
beaucoup de paramètres, comme la qualité du lien réseau, le nombre de d’intervenants dans la 
transmission du message (routeurs, etc…), le média utilisé (ethernet, liaison radio, etc..). Dans 
le cas spécifique des pare-feux redondants, et en supposant que la transmission des messages 
s’effectue via un lien réseau ethernet fiable dédié uniquement à cette tâche, il faut tout de même 
prendre en considération la possibilité de pertes de paquets en bout de ligne. En effet, les 
tampons de réception peuvent saturer et ne plus accepter de messages supplémentaires si le 
processeur est trop surchargé ou met trop de temps à les traiter. Les tests réalisés ici sont donc 
tous potentiellement pertinents, et jugent bien la capacité d’un protocole à délivrer 








Dans ce travail, nous avons conçu un banc d’essai avec pour objectif de comparer des pare-
feux redondants et avons testé puis comparé les solutions sous Linux et OpenBSD. 
Ainsi, nous avons pu évaluer quantitativement les écarts de performances dans différents 
scénarios et à différentes échelles. Nous avons ainsi pu constater que sur de nombreux de 
tests  de fiabilité et de rapidité notamment, que le processus Conntrackd sous Linux est 
globalement plus performant que son homologue sous OpenBSD. Nous avons également 
implémenté un nouveau canal d’échanges des états de connexions pour Conntrackd, basé sur 
le protocole TIPC. Celui-ci présente une alternative viable au mode par défaut, à savoir 
FTFW sur canal UDP. 
Le correctif a été revu et accepté par la communauté Netfilter en date du 21 février 2012. Le 
correctif  multicast pour TIPC a été adapté .Il contient l’implémentation du canal TIPC pour 
le processus Conntrackd, ainsi qu’une mise à jour de la documentation pour l’utilisation de ce 
nouveau canal. Les utilisateurs de Conntrackd ont désormais un autre choix de canal fiable et 
efficace en termes de performance en plus de FTFW. 
Enfin, nous avons testé puis comparé les protocoles réseaux utilisés dans les échanges d’états 
de connexions selon divers critères spécifiques. Là encore, nous avons mis en avant les 
lacunes du protocole pfsync d’OpenBSD par rapport à FTFW sous Linux, en terme de fiabilité 
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et de verbosité du trafic généré (pfsync générant seize fois plus de trafic que son homologue 
sous Linux pour le même nombre de sessions HTTP ouvertes). 
Critiques du travail  
Le travail effectué est un premier pas dans la comparaison des deux solutions. Cependant, il 
reste encore plusieurs composants à tester. Un banc d'essais du code source (temps processeur 
et  mémoire utilisée, optimisation et vérification des parties critiques du code, etc…) serait 
intéressant pour comparer l’implémentation des deux solutions. 
De plus, mesurer le temps de parcours d’un paquet à travers la pile réseau serait intéressant 
pour évaluer leur efficacité, et éventuellement apporter des améliorations. En effet, bien que 
tous les deux s’inspirent du système UNIX, les piles réseaux d’OpenBSD et de Linux ont 
beaucoup évoluées ces dernières années au point de présenter des différences importantes de 
performance qu’il serait intéressant de quantifier. 
De plus, il serait intéressant de refaire les tests avec des serveurs et clients plus puissants, afin 
de réduire les chances de résultats saturés à cause du matériel. 
Travaux futurs de recherche  
Plusieurs pistes peuvent être explorées dans le futur afin d'améliorer la performance et la 
fiabilité des systèmes étudiés. Tout d’abord, et comme cité précédemment, les tests effectués 
ici peuvent être complétés pour couvrir l’ensemble des sous-systèmes entrant en jeu dans la 
redondance des échanges, et plus précisément, au niveau logiciel, des processus et de 
l’efficacité de leur implémentation. 




Sous OpenBSD, une revue ou même une réécriture de l’implémentation actuelle du protocole 
pfsync afin d’en diminuer la verbosité et d’introduire un système de renvoi des paquets 
perdus serait appréciable et judicieux. En effet, le protocole répond aux principaux besoins de 
propagation des états, mais génère énormément de trafic entre les pare-feux en période de 
fortes charges sur ces derniers. Il ne propose de plus aucun système de récupération des 
paquets perdus (liste de retransmission, séquencement des messages, etc …). 
Sous Linux, des discussions sur les  améliorations possibles afin d’augmenter les 
performances générales ont cours en ce moment sur la liste de distribution des développeurs. 
Un système de parallélisation des accès noyaux via Netlink est notamment évalué. 
De manière plus générale que les propositions citées précédemment, une étude des possibles 
architectures en mode actif-actif, où tous les pare-feux participent en même temps au filtrage 
du trafic, pourrait augmenter de beaucoup les performances. De telles architectures sont 
aujourd’hui à l’étude et soulèvent d’autres problèmes, comme le partage équitable du trafic,  





















L’annexe A présente dans le détail les scripts utilisés pour la configuration des pare-feux 
simples et redondants sous Linux et OpenBSD. On commence par présenter les jeux de règles 
pour les pare-feux (Iptables sous Linux, Packet Filter sous OpenBSD), puis ensuite les scripts 
de configuration de KeepAlived et CARP pour le partage d’adresse IP virtuelles et le 
mécanisme de « failover » en cas de panne (en annexe B). 
A.1 Scripts de pare-feux 
 
A.1.1 Script Linux 
#!/bin/bash 
 
# Interface Internet (WAN) 
WAN="eth2" 
 
# Interface réseau local (LAN) 
LAN="eth1" 
 





# Adresse locale Firewall 
FIREWALL_LOCAL_IP="192.168.0.100"  
 
# Adresse externe Firewall 
FIREWALL_EXT_IP="192.168.1.100" 
 
# Adresse serveur http local 
HTTP_SERVER_IP="192.168.0.2" 
 




# Enable IP forwarding 
echo 1 > /proc/sys/net/ipv4/ip_forward 
sudo echo 24576 > /sys/module/nf_conntrack/parameters/hashsize  
sudo /sbin/sysctl net.netfilter.nf_conntrack_max=196608 
 
# --- REGLES --- # 
 
# Les tables sont effacées. 
sudo iptables -F 
sudo iptables -t nat -F 
sudo iptables -t mangle -F 
sudo iptables -X 
sudo iptables -t nat -X 
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sudo iptables -t mangle -X 
 
# Le comportement par défaut est de bloquer le trafic. 
 
sudo iptables -P INPUT DROP 
sudo iptables -P OUTPUT DROP 
sudo iptables -P FORWARD DROP 
 
# Accepter tout traffic établi 
sudo iptables -t filter -A FORWARD -m conntrack --ctstate ESTABLISHED,RELATED -j 
ACCEPT 
 
# Accepter tout le traffic sur le lien dédié à la réplication des états 
sudo iptables -t filter -A INPUT -i $LINK -j ACCEPT 
sudo iptables -t filter -A OUTPUT -o $LINK -j ACCEPT 
 
# Accepter paquets keepalived 
sudo iptables -I INPUT -d 224.0.0.0/8 -j ACCEPT 
sudo iptables -A INPUT -p 112 -j ACCEPT 
sudo iptables -A OUTPUT -p 112 -j ACCEPT 
 
# Accepter tout traffic issu du réseau interne vers l'extérieur 
sudo iptables -t filter -A FORWARD -i $LAN -j ACCEPT 
 
# Router connections externes vers serveur web ( + pings vers serveur web ) 
sudo iptables -t nat -A PREROUTING -i $WAN -d $FIREWALL_EXT_IP -p tcp --dport 
8060:8071 -j DNAT --to $HTTP_SERVER_IP 
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sudo iptables -t nat -A PREROUTING -i $WAN -d $FIREWALL_EXT_IP -p tcp --dport 80 -
j DNAT --to $HTTP_SERVER_IP 
 
 
# Accepter requêtes pour serveur web 
sudo iptables -A FORWARD -i $WAN -o $LAN -d $HTTP_SERVER_IP -p tcp --dport 
8060:8071 -j ACCEPT 




# Accepter les requêtes ping 
sudo iptables -A INPUT -p icmp -j ACCEPT 
sudo iptables -A FORWARD -p icmp -j ACCEPT 
sudo iptables -A OUTPUT -p icmp -j ACCEPT 
 
# NAT 




A.1.2 Script OpenBSD 
 
# Interface Internet (WAN) 
WAN="bge1" 
 





# Lien dédié à la réplication des états 
LINK="sk0" 
 





# Adresse locale Firewall 
FIREWALL_LOCAL_IP="192.168.0.100"  
 
# Adresse externe Firewall 
FIREWALL_EXT_IP="192.168.1.100" 
 
# Adresse serveur http local 
HTTP_SERVER_IP="192.168.0.2" 
 




# Enable IP forwarding 
# sysctl net.inet.ip.forwarding=1 
 
# Options 
set optimization aggressive  
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set limit src-nodes 200000  
set limit states 200000   
set timeout tcp.closed 0  
set block-policy drop  
set skip on $LO 
 
# NAT réseau interne vers extérieur 
match out on $WAN inet from $LAN:network to any nat-to ($WAN:0) 
 
# Règles filtrage 
block in all 
 
# Autoriser traffic sur lien dédié 
block quick on $LINK probability 90% 
pass quick on $LINK no state 
 
# Autoriser tout traffic sortant 
pass out quick  
 
# Autoriser traffic carp 
pass in on $CARPDEV proto carp 
 
# Autoriser connections vers serveur web / httpterm 
pass in quick on $WAN proto tcp from any to ($CARP_EXT_IF) port 8060:8071 \ 
 rdr-to $HTTP_SERVER_IP 
pass in quick on $WAN proto tcp from any to ($CARP_EXT_IF) port 80 \ 




# Autoriser les pings 
pass in inet proto icmp all 
 
# Autoriser tout trafic en provenance du réseau interne 




B.1 Scripts Keepalived/CARP 
B.1.1 Script Keepalived 
 
# 
# Simple script for primary-backup setups 
# 
 
vrrp_sync_group G1 {   # must be before vrrp_instance declaration 
  group { 
    VI_1 
    VI_2 
  } 
  notify_master "/etc/conntrackd/primary-backup.sh primary" 
  notify_backup "/etc/conntrackd/primary-backup.sh backup" 
  notify_fault "/etc/conntrackd/primary-backup.sh fault" 
} 
 
vrrp_instance VI_1 { 
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    interface eth1 
    state SLAVE 
    virtual_router_id 61 
    priority 80 
    advert_int 1 
    authentication { 
      auth_type PASS 
      auth_pass papas_con_tomate 
    } 
    virtual_ipaddress { 
        192.168.0.100   # default CIDR mask is /32 
    } 
} 
 
vrrp_instance VI_2 { 
    interface eth2 
    state SLAVE 
    virtual_router_id 62 
    priority 80 
    advert_int 1 
    authentication { 
      auth_type PASS 
      auth_pass papas_con_tomate 
    } 
    virtual_ipaddress { 
        192.168.1.100 





B.1.2 Script CARP 
inet 192.168.0.1 255.255.255.0 192.168.0.255 
inet 192.168.1.1 255.255.255.0 192.168.1.255 
inet 192.168.0.100 255.255.255.0 192.168.0.255 vhid 1 advskew 100 carpdev bge0 
inet 192.168.1.100 255.255.255.0 192.168.1.255 vhid 2 advskew 100 carpdev bge1 
up syncdev sk0 








L’annexe C présente une grande partie du code source des différents éléments composant le 
canal de communication pour TIPC tel qu’il a été intégré à Conntrackd. 
 
C.1 Canal TIPC : 
Fichier tipc.c. C’est dans ce fichier que sont définies concrètement les fonctions de « bas 
niveau »  dans l’implémentation du canal. Les fonctions create créent et initialisent les sockets 
TIPC ; on propose en plus des fonctions send, receive, create et  destroy, des fonctions de 















#include <fcntl.h> /* used for debug purposes */ 
#endif 
 
struct tipc_sock *tipc_server_create(struct tipc_conf *conf) 
{ 
 struct tipc_sock *m; 
 
#ifdef CTD_TIPC_DEBUG 





 m = (struct tipc_sock *) malloc(sizeof(struct tipc_sock)); 
 if (!m) 
  return NULL; 
 memset(m, 0, sizeof(struct tipc_sock)); 
 m->sockaddr_len = sizeof(struct sockaddr_tipc); 
 
 m->addr.family = AF_TIPC; 
 m->addr.addrtype = TIPC_ADDR_NAME; 
 m->addr.scope = TIPC_CLUSTER_SCOPE; 
 m->addr.addr.name.name.type = conf->server.type; 
 m->addr.addr.name.name.instance = conf->server.instance; 
 
 if ((m->fd = socket(AF_TIPC, SOCK_RDM, 0)) == -1) { 
  free(m); 




 setsockopt(m->fd, SOL_TIPC, TIPC_DEST_DROPPABLE, &val, sizeof(val)); 
/*used for debug purposes */ 
#endif 
 if (bind(m->fd, (struct sockaddr *) &m->addr, m->sockaddr_len) == -1) { 
  close(m->fd); 
  free(m); 
  return NULL; 
 } 
 
 return m; 
} 
 






struct tipc_sock *tipc_client_create(struct tipc_conf *conf) 
{ 




 m = (struct tipc_sock *) malloc(sizeof(struct tipc_sock)); 
 if (!m) 
  return NULL; 
 memset(m, 0, sizeof(struct tipc_sock)); 
 
 m->addr.family = AF_TIPC; 
 m->addr.addrtype = TIPC_ADDR_NAME; 
 m->addr.addr.name.name.type = conf->client.type; 
 m->addr.addr.name.name.instance = conf->client.instance; 
 m->addr.addr.name.domain = 0; 
 m->sockaddr_len = sizeof(struct sockaddr_tipc); 
 
 if ((m->fd = socket(AF_TIPC, SOCK_RDM, 0)) == -1) { 
  free(m); 




 setsockopt(m->fd, SOL_TIPC, TIPC_DEST_DROPPABLE, &val, sizeof(val)); 
 fcntl(m->fd, F_SETFL, O_NONBLOCK); 
#endif 
 setsockopt(m->fd, SOL_TIPC, TIPC_IMPORTANCE,  &conf->msgImportance, 
sizeof(conf->msgImportance)); 
 
 return m; 
} 
 






ssize_t tipc_send(struct tipc_sock *m, const void *data, int size) 
{ 
 ssize_t ret; 
#ifdef CTD_TIPC_DEBUG 
 char buf[50]; 
#endif 
 
 ret = sendto(m->fd,  
       data, 
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       size, 
       0, 
       (struct sockaddr *) &m->addr, 
       m->sockaddr_len); 
 if (ret == -1) { 
  m->stats.error++; 





  m->stats.returned_messages++; 
#endif 
 
 m->stats.bytes += ret; 
 m->stats.messages++;   
 return ret; 
} 
 
ssize_t tipc_recv(struct tipc_sock *m, void *data, int size) 
{ 
 ssize_t ret; 
 socklen_t sin_size = sizeof(struct sockaddr_in); 
  
 ret = recvfrom(m->fd, 
         data,  
         size, 
         0, 
         (struct sockaddr *)&m->addr, 
         &sin_size); 
 if (ret == -1) { 
  if (errno != EAGAIN) 
   m->stats.error++; 




 if (!ret) 
  m->stats.returned_messages++; 
#endif 
 





 return ret; 
} 
 
int tipc_get_fd(struct tipc_sock *m) 
{ 
 return m->fd; 
} 
 
int tipc_isset(struct tipc_sock *m, fd_set *readfds) 
{ 




tipc_snprintf_stats(char *buf, size_t buflen, char *ifname, 
       struct tipc_stats *s, struct tipc_stats *r) 
{ 
 size_t size; 
 
 size = snprintf(buf, buflen, "tipc traffic (active device=%s):\n" 
         "%20llu Bytes sent " 
         "%20llu Bytes recv\n" 
         "%20llu Pckts sent " 
         "%20llu Pckts recv\n" 
         "%20llu Error send " 
         "%20llu Error recv\n", 
#ifdef CTD_TIPC_DEBUG 
         "%20llu Returned messages\n\n", 
#endif 
         ifname, 
         (unsigned long long)s->bytes, 
         (unsigned long long)r->bytes, 
         (unsigned long long)s->messages, 
         (unsigned long long)r->messages, 
         (unsigned long long)s->error, 
         (unsigned long long)r->error) 
#ifdef CTD_TIPC_DEBUG 
         (unsigned long long)s->returned_messages); 
#else 








tipc_snprintf_stats2(char *buf, size_t buflen, const char *ifname,  
        const char *status, int active, 
        struct tipc_stats *s, struct tipc_stats *r) 
{ 
 size_t size; 
 
 size = snprintf(buf, buflen,  
   "tipc traffic device=%s status=%s role=%s:\n" 
   "%20llu Bytes sent " 
   "%20llu Bytes recv\n" 
   "%20llu Pckts sent " 
   "%20llu Pckts recv\n" 
   "%20llu Error send " 
   "%20llu Error recv\n", 
#ifdef CTD_TIPC_DEBUG 
   "%20llu Returned messages\n\n", 
#endif 
   ifname, status, active ? "ACTIVE" : "BACKUP", 
   (unsigned long long)s->bytes, 
   (unsigned long long)r->bytes, 
   (unsigned long long)s->messages, 
   (unsigned long long)r->messages, 
   (unsigned long long)s->error, 
   (unsigned long long)r->error); 
#ifdef CTD_TIPC_DEBUG    
   (unsigned long long)s->returned_messages); 
#else 
   ; 
#endif 
 return size; 
} 
 
Le fichier channel_tipc.c. Ce fichier regroupe l’implémentation de toutes les fonctions requises 
par l’interface de canal générique de Conntrackd. Ces fonctions utilisent les fonctions définies 
dans le fichier tipc.c présenté au-dessus. C’est aussi dans ce fichier (tout à la fin) qu’on déclare 
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la structure channel_tipc, qui fait la correspondance entre les pointeurs de fonctions génériques 










 struct tipc_channel *m; 
 struct tipc_conf *c = conf; 
 
 m = calloc(sizeof(struct tipc_channel), 1); 
 if (m == NULL) 
  return NULL; 
 
 m->client = tipc_client_create(c); 
 if (m->client == NULL) { 
  free(m); 
  return NULL; 
 } 
 
 m->server = tipc_server_create(c); 
 if (m->server == NULL) { 
  tipc_client_destroy(m->client); 
  free(m); 
  return NULL; 
 } 




channel_tipc_send(void *channel, const void *data, int len) 
{ 
 struct tipc_channel *m = channel; 






channel_tipc_recv(void *channel, char *buf, int size) 
{ 
 struct tipc_channel *m = channel; 















 struct tipc_channel *m = channel; 




channel_tipc_stats(struct channel *c, int fd) 
{ 
 struct tipc_channel *m = c->data; 
 char ifname[IFNAMSIZ], buf[512]; 
 int size; 
 
 if_indextoname(c->channel_ifindex, ifname); 
 size = tipc_snprintf_stats(buf, sizeof(buf), ifname, 
        &m->client->stats, &m->server->stats); 




channel_tipc_stats_extended(struct channel *c, int active, 
        struct nlif_handle *h, int fd) 
{ 
 struct tipc_channel *m = c->data; 
 char ifname[IFNAMSIZ], buf[512]; 
 const char *status; 
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 unsigned int flags; 
 int size; 
 
 if_indextoname(c->channel_ifindex, ifname); 
 nlif_get_ifflags(h, c->channel_ifindex, &flags); 
 /*  
  * IFF_UP shows administrative status 
  * IFF_RUNNING shows carrier status 
  */ 
 if (flags & IFF_UP) { 
  if (!(flags & IFF_RUNNING)) 
   status = "NO-CARRIER"; 
  else 
   status = "RUNNING"; 
 } else { 
  status = "DOWN"; 
 } 
 size = tipc_snprintf_stats2(buf, sizeof(buf), 
         ifname, status, active, 
         &m->client->stats, 
         &m->server->stats); 




channel_tipc_isset(struct channel *c, fd_set *readfds) 
{ 
 struct tipc_channel *m = c->data; 




channel_tipc_accept_isset(struct channel *c, fd_set *readfds) 
{ 
 return 0; 
} 
 
struct channel_ops channel_tipc = { 
 .headersiz = 60, /* IP header (20 bytes) + tipc unicast name message header 40 
(bytes) (see http://tipc.sourceforge.net/doc/tipc_message_formats.html for details) */ 
 .open  = channel_tipc_open, 
 .close  = channel_tipc_close, 
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 .send  = channel_tipc_send, 
 .recv  = channel_tipc_recv, 
 .get_fd  = channel_tipc_get_fd, 
 .isset  = channel_tipc_isset, 
 .accept_isset = channel_tipc_accept_isset, 
 .stats  = channel_tipc_stats, 
 .stats_extended = channel_tipc_stats_extended, 
}; 
 
C.2 Règles Bison/Flex : 
On présente ici les nouvelles règles Bison/Flex introduites dans le code source du parseur de 
fichier de configuration de Conntrack, afin d’intégrer les nouvelles options de configuration 
propres au canal TIPC. 
 
Fichier read_config_yy.y (bison) 
tipc_line : T_TIPC '{' tipc_options '}' 
{ 
       if (conf.channel_type_global != CHANNEL_NONE && 
           conf.channel_type_global != CHANNEL_TIPC) { 
               print_err(CTD_CFG_ERROR, "cannot use `TIPC' with other " 
                                        "dedicated link protocols!"); 
               exit(EXIT_FAILURE); 
       } 
       conf.channel_type_global = CHANNEL_TIPC; 
       conf.channel[conf.channel_num].channel_type = CHANNEL_TIPC; 
       conf.channel[conf.channel_num].channel_flags = CHANNEL_F_BUFFERED; 
       conf.channel_num; 
}; 
 
tipc_line : T_TIPC T_DEFAULT '{' tipc_options '}' 
{ 
       if (conf.channel_type_global != CHANNEL_NONE && 
           conf.channel_type_global != CHANNEL_TIPC) { 
               print_err(CTD_CFG_ERROR, "cannot use `TIPC' with other " 
                                        "dedicated link protocols!"); 
               exit(EXIT_FAILURE); 
       } 
       conf.channel_type_global = CHANNEL_TIPC; 
122 
 
       conf.channel[conf.channel_num].channel_type = CHANNEL_TIPC; 
       conf.channel[conf.channel_num].channel_flags = CHANNEL_F_DEFAULT | 
                                                      CHANNEL_F_BUFFERED; 
       conf.channel_default = conf.channel_num; 




            | tipc_options tipc_option; 
 
tipc_option : T_TIPC_DEST_NAME T_TIPC_NAME_VAL 
{       
       __max_dedicated_links_reached(); 
 
       if(sscanf($2, "%d:%d", &conf.channel[conf.channel_num].u.tipc.client.type, 
&conf.channel[conf.channel_num].u.tipc.client.instance) != 2) { 
               print_err(CTD_CFG_WARN, "Please enter TIPC name in the form type:instance 
(ex: 1000:50)"); 
               break; 
       } 
       conf.channel[conf.channel_num].u.tipc.ipproto = AF_TIPC; 
}; 
 
tipc_option : T_TIPC_NAME T_TIPC_NAME_VAL 
{ 
       __max_dedicated_links_reached(); 
 
       if(sscanf($2, "%d:%d", &conf.channel[conf.channel_num].u.tipc.server.type, 
&conf.channel[conf.channel_num].u.tipc.server.instance) != 2) { 
               print_err(CTD_CFG_WARN, "Please enter TIPC name in the form type:instance 
(ex: 1000:50)"); 
               break; 
       } 
       conf.channel[conf.channel_num].u.tipc.ipproto = AF_TIPC; 
}; 
 
tipc_option : T_IFACE T_STRING 
{ 
       unsigned int idx; 
 




       strncpy(conf.channel[conf.channel_num].channel_ifname, $2, IFNAMSIZ); 
 
       idx = if_nametoindex($2); 
       if (!idx) { 
               print_err(CTD_CFG_WARN, "%s is an invalid interface", $2); 
               break; 
       } 
}; 
 
tipc_option : T_TIPC_MESSAGE_IMPORTANCE T_STRING 
{ 
       if(!strcmp("LOW", $2)) 
               conf.channel[conf.channel_num].u.tipc.msgImportance = 
TIPC_LOW_IMPORTANCE; 
       if(!strcmp("MEDIUM", $2)) 
               conf.channel[conf.channel_num].u.tipc.msgImportance = 
TIPC_MEDIUM_IMPORTANCE; 
       if(!strcmp("HIGH", $2)) 
               conf.channel[conf.channel_num].u.tipc.msgImportance = 
TIPC_HIGH_IMPORTANCE; 
       if(!strcmp("CRITICAL", $2)) 
               conf.channel[conf.channel_num].u.tipc.msgImportance = 
TIPC_CRITICAL_IMPORTANCE; 
       if(conf.channel[conf.channel_num].u.tipc.msgImportance < 
TIPC_LOW_IMPORTANCE || conf.channel[conf.channel_num].u.tipc.msgImportance > 
TIPC_CRITICAL_IMPORTANCE) { 
               print_err(CTD_CFG_WARN, "%s is an invalid message importance level 
(defaulting to TIPC_HIGH_IMPORTANCE)", $2); 
               conf.channel[conf.channel_num].u.tipc.msgImportance = 
TIPC_HIGH_IMPORTANCE; 











ip6_form1      {ip6_part}{0,16}"::"{ip6_part}{0,16} 
 ip6_form2      ({hex_255}":"){16}{hex_255} 
 ip6            {ip6_form1}{ip6_cidr}?|{ip6_form2}{ip6_cidr}? 
+tipc_name      {integer}":"{integer} 
 string         [a-zA-Z][a-zA-Z0-9\.\-]* 
 persistent     [P|p][E|e][R|r][S|s][I|i][S|s][T|t][E|e][N|n][T|T] 
 nack           [N|n][A|a][C|c][K|k] 
 
@@ -63,9 +64,13 @@ notrack              [N|n][O|o][T|t][R|r][A|a][C|c][K|k] 
 
 "IPv4_interface"               { return T_IPV4_IFACE; } 
 "IPv6_interface"               { return T_IPV6_IFACE; } 
 "Interface"                    { return T_IFACE; } 
+"TIPC_Destination_Name"        { return T_TIPC_DEST_NAME; } 
+"TIPC_Name"                    { return T_TIPC_NAME; } 
+"TIPC_Message_Importance"      { return T_TIPC_MESSAGE_IMPORTANCE; } 
 "Multicast"                    { return T_MULTICAST; } 
 "UDP"                          { return T_UDP; } 
 "TCP"                          { return T_TCP; } 
+"TIPC"                          { return T_TIPC; } 
 "HashSize"                     { return T_HASHSIZE; } 
 "RefreshTime"                  { return T_REFRESH; } 
 "CacheTimeout"                 { return T_EXPIRE; } 
 
@@ -149,6 +154,8 @@ notrack             [N|n][O|o][T|t][R|r][A|a][C|c][K|k] 
 
 {signed_integer}       { yylval.val = atoi(yytext); return T_SIGNED_NUMBER; } 
 {ip4}                  { yylval.string = strdup(yytext); return T_IP; } 
 {ip6}                  { yylval.string = strdup(yytext); return T_IP; } 
+{tipc_name}            { yylval.string = strdup(yytext); return T_TIPC_NAME_VAL; } 
+{path}                 { yylval.string = strdup(yytext); return T_PATH_VAL; } 
 {alarm}                        { return T_ALARM; } 








On présente dans l’annexe D les données numériques représentées dans les différents 
graphiques. On présente le nombre de sessions ouvertes par seconde et le débit de données en 
fonction de la taille du fichier objet des requêtes. 
 
Chapitre 2 – données graphique résultats lien direct (figure 12) : 
Taille de fichier Sessions/s Débit (Mo/s) 
0B 18500 2,7 
64B 18200 3,85 
512B 17000 11,3 
1K 16800 19,8 
2K 15100 33,2 
5K 11500 60,75 
10K 8200 88,2 
20K 4650 96,5 
50K 1950 100 
100K 985 101,3 
1M 97 101,4 
10M 9 102,3 
 
Chapitre 2 – données graphique résultats pare-feu simple Linux (figure 13) : 
Taille du fichier Sessions/s Débit (Mo/s) 
0B 16400 2,4 
64B 15700 3,3 
512B 14400 9,4 
1K 14000 16,5 
2K 12750 28 
5K 9640 51 
10K 6400 66,5 
20K 3900 80 
50K 1925 99 
100K 985 101 
1M 97 101,2 
10M 9 102 
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Chapitre 2 – données graphique résultats pare-feu redondant Linux (figure 14) : 
Taille du fichier Sessions/s Débit (Mo/s) 
0B 8000 1,1 
64B 7500 1,4 
512B 6200 4 
1K 5500 6,4 
2K 5200 11 
5K 4200 22 
10K 3200 33,5 
20K 2500 52 
50K 1500 77 
100K 980 100 
1M 100 102 
10M 10 102 
 
Chapitre 2 – données graphique résultats pare-feu simple OpenBSD (figure 15) : 
Taille du fichier Sessions/s Débit (Mo/s) 
0B 8500 1,3 
64B 8500 1,3 
512B 7500 3,5 
1K 7200 6,6 
2K 6600 14 
5K 5500 29 
10K 4300 44 
20K 2800 58 
50K 1400 72 
100K 840 86 
1M 96 102 









Chapitre 2 – données graphique résultats pare-feu redondant OpenBSD (figure 16) : 
Taille du fichier Sessions/s Débit (Mo/s) 
0B 6800 0,9 
64B 6800 1,2 
512B 6250 4,1 
1K 6200 7,3 
2K 5800 12,8 
5K 4200 22 
10K 3000 31 
20K 2100 45,5 
50K 1100 58,5 
100K 800 85 
1M 100 101 
10M 10 102 
 
Chapitre 2 – données graphique comparatif des différentes solutions (figure 17) : 
Taille 













0B 18500 16400 8000 8500 6800 
64b 18200 15700 7500 8500 6800 
512B 17000 14400 6200 7500 6250 
1K 16800 14100 5500 7200 6200 
2K 15100 12750 5200 6600 5800 
5K 11500 9640 4200 5500 4200 
10K 8200 6400 3200 4300 3000 
20K 4650 3900 2500 2800 2100 
50K 1950 1925 1500 1400 1100 
100K 985 985 980 840 800 
1M 97 97 97 96 96 








Chapitre 3 – Tests génériques canal TIPC (figure 30) : 
Taille de fichier Sessions/s Débit (Mo/s) 
0B 10000 1,3 
64B 9700 2 
512B 8700 4 
1K 8500 7 
2K 8200 17 
5K 7100 35 
10K 5150 52 
20K 3500 72,5 
50K 1750 92 
100K 840 100 
1M 96 102 
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