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It is based on the use of texture primitives or texture exemplars (Texems) representing the texture layout of normal samples extracted in an unsupervised manner using a framework based on Gaussian mixture modeling (GAM) and Expectation Maximization (EM). In the defect detection stage, testing texture images were compared with the Texems collected in the training stage. Finally, defects were detected and localized using a novelty approach due to the unpredictable nature of the defects in the practical situations . Lopez et al. in [5] proposed a method based on the use of the T2 statistic and it is derived from the MIA strategy (Multivariate Image Analysis) for random texture defect detection. This method uses PCA analysis to build a reference eigenspace from the original RGB raw data to work and similar to the Texems approach, it needs only a few normal samples to perform unsupervised training. The computational needs of both the Texems and T2 approach is demanding in both the training and testing stage.
In the present paper, we introduce a novel approach for the purpose of random texture defect detection using 1-D simple Hidden Markov Models (HMMs) based on Local Binary Patterns (LBPs). We use the trained HMMs in a prediction process to predict the probability of the existence of defects. To minimize the prediction error, we proposed to use separate HMMs for modeling the most similar texture units. The selection of these HMMs is guided by the LBP codes. This is the first time that HMMs are used for texture defect detection. However, in previous works such as the method proposed in [6], HMMs have been successfully used in Texture Segmentation tasks. But our present method is different in the way of exploiting the HMMs and also in general scheme. In the following sections, first, we review HMMs and the concept of Local Binary Patterns in Sect. 2 and then we present our proposed method in Sect. 3, experimental results are summarized in Sect. 4 and finally the conclusion is drawn in Sect. 5. Fig. 1 Different patterns of a sound random textured ceramic tile [3] . 
HMM as a Predictor
In this paper, it is of special interest for us to predict the next observation in a given sequence of observations using HMMs. This issue can be realized by the following formula [10]: HMMs that each one models any possible combination of the observation (gray level) sequences (local patterns) extracted from the local windows inside the texture image and each local window has a different texture unit. This paradigm works well if we have enough sample training images, prrferably with large sizes, and also if we don't have any computational restrictions but unfortunately in many practical applications, we have such constraints and so we need to simplify our approach furthermore. One solution for this problem is to use less LBP bins by grouping close LBP codes into predefined bins to obtain a compressed LBP histogram. For example, we can use only 16 or 32 LBP bins instead of using the whole 256 single LBP bins. But there are some special ways to obtain an optimal subset of LBP histogram bins that may perform even better than the complete histogram for our current goal. One way is to sort the derived complete LBP histogram bins according to the frequency of their occurrence in the image and selecting the P most frequent histogram bins. Also, it is worth pointing out that by using the concept of the uniform LBP operators we can proceed more and find a smaller subset (with C elements) of the LBP bins that can describe the textural information in a more compact form. We used this approach in TSM2. By doing so, the LBP values that belong to a common bin will be associated to a distinct HMM and so on. The initial number of these LBP bins and accordingly the number of the HMMs can be set experimentally for each given texture at the off-line (training) stage. Finally, by using either TSM1 or TSM2 we obtain C classes. We will show in Sect. 3.1.2 that this initial number can be reduced automatically based on the similarity measures of the chosen trained HMMs.
The Optimal HMM Topology
In literatures, many methods have typically chosen the HMM topology by hand with a fixed and heuristic number of model parameters such as the number of hidden states. A more general problem is to additionally find the best HMM topology including both the number of sates and connectivity (the non-zero transitions and emissions). In [14] an incremental and data-driven approach was proposed in which the sample data directs the model formation process only in an indirect manner as the model approaches a meaningful shape in an iterative fashion until a point is found at which the sample likelihood is locally maximal. In fact, this HMM model induction approach starts with the most specific model consistent with the training data and generalizes by successively merging states. Both the choice of states to merge and stop criterion are guided by Bayesian posterior probability [14] . Perhaps the biggest advantage of the proposed merging approach is the compactness of the resulting models compared to Baum-Welch HMMs which is very important in many applications. In the present paper, we always use the above approach for finding the optimal structure of each HMM involved in the proposed method. where nC is the number of objects in cluster c and C is the total number of clusters in a partition. It is clear that PMI is maximized when the C models are the most separated set of models or their inter-class distances are as large as possible. By using the PMI score of each partition and finding the maximum PMI score, we can find the good partition and accordingly the correct and optimal number of the clusters (classes) C. In this way, we can find the optimal value of C automatically. As an alternative to this method, we also proposed the following approach. Method 2: Merging of HMMs based on Maximum Likelihood:
In this proposed approach, we assume that the best way to cluster these different models is to use each model mi as 
Since, we used gray scale values of the pixels as our observations (features) we can normalize e(x,y) by 255 as a defect probability:
(15) By doing so, we can create a defect map which a postprocessing stage can apply to it by a proper threshold value in order to localize the probable defects. This threshold can be obtained so that there is no reported defect in applying the proposed method on the training images.
Please note that instead of using the selected TSM to specify the right model we can use the following criterion:
(16) but the computational cost of the later approach is much more. So we use the former approach for our future experiments.
Multiscale Framework
Biological researches have revealed that our visual system perceives and interprets the images at different scales and this issue was the main motivation for developing the multiscale approaches. Therefore, multiscale analysis is used in order to capture sufficient image features and pixel neighborhood interactions at relatively lower computational costs. It has shown that, various sizes of LBP codes are necessary to capture sufficient image properties [12] . One way to exploit the multiscale analysis in our methodology is performing the proposed defect detection approach at each scale (level) separately and then combining the detection results from individual scales using an inter-scale post fusion strategy [3] . By doing so, we can use a fixed neighborhood size for all LBPs at each level, and each scale can have its own independent HMMs which the number of them can be different from the other scales. In this paper we used a simple down-sampling operator to build the resolution pyramid . In this framework, we can detect defects of various sizes as well. Finally, we need to combine the information coming from all the resolution levels to build the certainty of the defect at position (x,y). Similar to [3] , we assume that a defect must appear in at least two adjacent resolution levels for it to be certified as such. Using a logical AND , implemented through the geometric mean, of every pair of adjacent levels , we initially obtain a set of combined pairs as:
This operation reduces false alarms and yet preserves most of the defective areas. Then, the defect candidates from each pair are combined using logical OR, as the arithmetic mean, to provide a final map for the defects detected across all the scales [3] :
l represents the multiscale level and D(n) is the defect map in level n.
The Experimental Results
We applied the proposed approach to a database of grayscale for all cases, we used 3 multiscale levels (l=3). Figure  5 shows the effect of the number of optimal models in the final defect detection accuracy.
As depicted in Fig. 5 (c of 3 models as shown in Fig. 5 (d) . This example shows that the number of optimal models can affect the final accuracy of the defect detection process.
To evaluate the accuracy and performance of the proposed method, we applied it to the mentioned database of 288 tile samples from 7 different families of tiles consisting of 151 defect-free samples and 137 defective samples.
In the experiments we used only one training sample for each family of tiles. The resulting defect maps were compared with groundtruth images where faults were previously marked carefully with an expert operator. The obtained testing results were quantified using Sensitivity (Recall) to show how accurately the defective pixels were classified, Specificity to show how accurately the normal pixels were recognized, and Accuracy as the correct classification rate of all pixels across the data set. They are defined as:
where TP denotes True Positives or the number of correct predictions that a pixel is faulty, TN is True Negatives or the number of correct predictions that a pixel is normal, FP is False Positives or the number of incorrect predictions that a pixel is defective and FN is False Negatives or the number of pixels incorrectly classified as normal. Table 1 shows the obtained defect detection results using both TSM1 and TSM2 introduced in Sect. 3.1. Also, for each one, we used the two proposed HMM-merging method: Method1 and Method2. As it is evident from this table, by using TSM1 we obtained an overall accuracy rate of 88.8 percent, with sensitivity at 89.6 percent and specificity at 88.7 percent while by using TSM2 we obtained an overall accuracy rate of 91.9 percent with sensitivity at 89.2 percent and specificity at 93.5 percent. It is clear that in similar situations, TSM2 outperforms TSM1.
In regards to the HMM-Merging method (Sect. 3.1.2), as you can see from Table 1 , in both TSM1 and TSM2, Methodl has higher performance rates than Method2, however the specificity of Method1 in TSM2 is a little bit lower than Method2.
From a computational point of view, it is obvious that TSM2 is much faster than TSM1 since calculating the LBP code of a neighborhood is much easier than finding its cor- Table 1 Performance analysis of the proposed method using all possible combinations of TSMs and HMM-merging methods . Three statistical performance measures (Sensitivity, Specificity and Accuracy) were used to evaluate the effectiveness of each combination . Table 2 The computational requirements of the proposed method for the image depicted in Fig. 4 (a) in both the training and testing stages . responding class through the K-Means algorithm. In Table 2 we showed the average processing time of the proposed method in the training and testing stages on a 2.8GHz Pentium 4 Processor running Windows with 1GB RAM for the tile image depicted in Fig. 4 (a) . For this image, after applying all combinations of the TSMs and the HMM-Merging methods, the total number of the resulting models was 4. In this case, we can properly compare the processing time of the training and testing stages among all the possible combinations. The results showed that Method2 is faster than Method1 and also, as mentioned earlier, TSM2 is very faster than TSM1. Another feature of TSM2 is that the processing time of the testing stage using TSM2 is independent of the number of the learned models because of using simple LBP codes for choosing the most relevant model for a given neighborhood while this issue is not true for TSM1, and the corresponding processing time of it, is increased proportionally with the number of the learned models.
We implemented both the gray-level T2 method [5] and the gray-level Texems method [3] and measured the average processing time of their testing stage on our mentioned database. They were 33 and 12 seconds respectively while it was less than 12 seconds (9 seconds) in our method (using TSM2) for about 72 percent of the images in which the maximum number of the final HMM's states (obtained after applying the method introduced in Sect. 3.1.1) was less than 11. The average processing time for the remained cases (28 percents of the images) was 19 seconds. Since based on the input texture image, the number of the resultant states varies, so we concluded that the processing time of our method's testing stage is not always constant and it is changed texture by texture. Table 3 shows this issue in which we noted the minimum and maximum processing time of each method Table 3 Comparison of the proposed approach with the T2 and Texems methods through the needed processing time of the testing stage. after applying on our database.
Since in our experiments, TSM2 outperformed TSM1 and also Method1 showed higher accuracy than Method2, so in our next experiments, we decided to use TSM2 and Method1. However, wherever the speed factor is important, we can make a tradeoff between speed and accuracy by using TSM2 with Method2. More examples of different textures are shown in Fig. 6 . Please note that the patterns of the training images and the test images are different. The examples show the ability of the proposed method in localizing small or large defects on highly textured tiles. Figure 7 shows the application of the proposed method in other areas Fig. 7 The application of the proposed method in other areas such as object recognition in Thermal IR images using TSM2 and Method2. 
Conclusion
We presented a novel automatic approach for the purpose 
