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1. INTRODUCTION 
In this paper we consider neutral functional differential equations of the 
type 
-g Dx, = Lx, +f( t), t 30, 
(1.1) 
x0=4, w=v, 
where the difference operator D is nonatomic at zero. Here x, denotes the 
function defined by x,(s) = x(t + s), --Y d s d 0. The case of D, L being 
bounded linear functionals C( -r, 0; !W) -+ R” with D atomic at zero has 
been studied extensively in the literature (cf., e.g., [S]). Introducing a state 
which in the continuous case corresponds to (Dx~, x,) (instead of (x(t), x,) 
as in the retarded case) Burns, Herdman, and Stech proved in [3] that 
problem (1.1) gives rise to a C,-semigroup in R” x Lp( -A, 0; FP), 
1 dp < co, provided D is a continuous functional on C( -r, 0; W) atomic 
at zero and L is continuous from W’,“( -r, 0; W) into R”. In [3] it was 
also shown by an example that atomicity of D at zero is not necessary for 
(1.1) to generate a C,-semigroup on R” x Lp( -r, 0; W). 
* This work was supported by the Fonds zur Fijrderung der wissenschaftlichen Forschung, 
Austria, under Grant P4534. 
+ Work was done by this author during a stay at the University of Graz from October 1981 
till April 1984. 
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In this paper for simplicity we are only concerned with the case L = 0, 
f= 0 and consider (1.1) in its integrated form 
Dx, = v, t b 0, 
x0=(25. 
(1.2) 
Moreover, we only deal with scalar equations (i.e., n = 1). Our approach is 
by Laplace-transform techniques. In Section 2 we give a necessary con- 
dition for D such that (1.2) with q = Dq5 generates a C,-semigroup on 
C( -r, 0; R). In Section 3 we investigate in detail the example given in [3], 
i.e., deal with 
s 
0 
~, lsl-"x(t+s)ds=q, t 2 0, 
(1.3) 
x0=$4 
where O<cr<l. In case p>l/(l--cr) we prove that (1.3) with q=D# 
generates a Co-semigroup on Lp( - 1,0: R), a result already mentioned in 
[ 111. But we also give a variation of constants formula for the solution of 
(1.3) involving the fundamental solution of (1.3) (i.e., the solution 
corresponding to 4 = 0, n = 1) which on the interval [0, l] reduces to a 
representation given in [3] for continuous 4. We also prove that (1.3) with 
q = Dqb does not generate a Co-semigroup on Lp( - 1,O; R) in the limiting 
case p = l/( 1 - a). 
The variation of constants formula mentioned above does not work for 
the case p < l/( 1 - c(). Therefore we give another representation for solution 
of (1.3) which is valid for any q E If8 and any 4 E L'( - l,O; R). As a con- 
sequence of this representation we prove that (1.3) generates a Co- 
semigroup on R x Lp( - l,O; R) for 1 <p < l/( 1 - c(). This result was 
established in [3] using semigroup theory. Finally we consider the non- 
homogeneous problem where q in (1.3) is replaced byf(t). 
Equation (1.3) was also considered in [ 111 by transform techniques in a 
different setting. There it is shown that (1.3) generates a Co-semigroup in 
Sobolev-type spaces of fractional order. 
2. NECESSARY CONDITIONS FOR WELL POSEDNESS 
In this section we consider the initial value problem 
Dx,=Dc$, t30, 
x0=4, 
(2.1) 
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where D E ?8( C; IR), 4 E C. In this section we want to study the case, where 
D is nonatomic at zero, that is, we assume that 
(2.2) 
where p is a function of bounded variation on C--r, 0] such that 
(2.3) 
Condition (2.3) means that p is continuous from the left at 8 = 0. Naturally 
we are not interested in the trivial case where D is the zero-functional, i.e., 
,U is constant on C-r, 01. Without restriction we always assume that p is 
defined on [w and is normalized in the following sense: 
P*(e) = 0 for 8 2 0, 
cl(e) = P( - r) for e < -r, 
P is left-hand dontinuous on ( -r, 0). 
We call D atomic at zero if D has the form DC#I = &O) + jTr [dp(e)] d(e), 
q5 E C, with p satisfying the above conditions. It is also convenient o extend 
4 to all of I&? by defining 
de)=0 foref$-r,O]. (2.4) 
The solution of (2.1) is denoted by x( t; 4). Its Laplace transform, if it 
exists, is denoted by x*(A)(or x*(2; 4) if we want to indicate the initial 
function d), 
x*(A) = jox e-“’ x(t; ~5) dt, 
where Re I> Lo, A0 some real number. If x*(A) exists then also Dx,(q5) has 
a Laplace transform, 
y*(A) = jam epAr Ox,(d) dt, Re i 3 lo. 
By calculations analogous to those in [8] we can express x*(A) and y*(A) 
in terms of p and 4. For the convenience of the reader we include the 
following lemma and its proof. 
LEMMA 2.1. Assume that the solution x( t; d) of (2.1) exists for all t 3 0 
and that x(t; 4) has a Laplace transform x*(n), the Laplace integral converg- 
ing absolutely for Re A 2 A,, 2, E R. Then 
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Y*(A) = do(A) x*(l) +po(k 9) =; Dd, (2.5) 
where 
d,(l) = j” eLH dp(O), 
-r 
(2.6) 
Moreover, ~~(2; 9) is the Laplace transform of Do, which is given by 
1 
0 for t > r, 
W,= 
i -’ C&(&l d(t+ 0) for 0 < t 6 r. -r 
Proof: If x(t; 4) is a solution then trivially y*(I)= (l/A) 04, the 
Laplace integral converging absolutely for Re A> 0. By obvious 
calculations and an application of Fubini’s theorem we get 
y*(l) = joE’ e “Dx,dt=~o~ e “‘r [dp(Q)]x(t+&qS)dt 
I 
= I”, [dp(O)] jox e ” x(t + 0; 4) dt 
= do(l) x*(A) +Po(k 4), 
i.e., (2.5) is established. For p,,(/z; 4) we get 
po(A;q5)=jIlr [dp(O)] j~e”l’-“‘d(u)du 
= j”, [dp(O)] jomI’e-“‘B(t+H)dt 
=~~e~“j~‘[d~(B)]Q(t+8)dt=j’~ em”‘D#,dt. 
I 0 
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In the following definition we introduce a notion fundamental for this 
section. 
DEFINITION 2.2. D is called weakly atomic at zero iff 
EXAMPLE 1. If D is atomic at zero, then it is also weakly atomic at zero. 
This follows from 
d,(l) = I + Jo e’.” &(fq 
-i- 
and the fact that lim,,, _ x jyr eifj +(e) = 0. 
EXAMPLE 2. If D is given by 
Dcj=J’ d(O) lOl-“dQ, O<cc<l, 
I 
then D is nonatomic at zero but weakly atomic at zero. From 
we see that d,(l) is the Laplace 
and = 0 for t > 1. From an Abelian 
[4, p. 473]), we get 
f(1 --lx) 
d,wy 
EXAMPLE 3. It is not difficult to construct operators D weakly atomic 
at zero and nonatomic at zero where p is a step function. Define rk = -l/k, 
k = 1, 2,..., and A I = 0, A, = 2(k - 1) ~ “2 - 2kp ‘I’. Then the function p 
corresponding to Dq5 = C,“=, Akq5(rk) = j? I [dp(O)] q?(e) satisfies 
“&+“‘t “dt 
0 
transform of ,f(t) = 1C’ for t E (0, l] 
theorem for Laplace transforms (see 
p(e)<g(e)= -21ei? eE[--1,o-j. 
It is clear that D is nonatomic at zero. It is not difficult to see that for 2 > 0 
d,(A) = 1” 1 de dp(O) 3 !*” ei.’ dg(0). 
-1 
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Indeed, using integration by parts we get 
do(l) -J”” do &(e) = -1” b(O) -g(d)] d(P) 3 0, -I -I 
because e” is increasing and ~(0) <g(e). But JY, e” dg(8) is just d,(A) of 
Example 2 for CI = t and behaves like Z( 1/2)/A”’ as 1” -+ co. 
EXAMPLE 4. If p(0) = 0 on some interval ( -E, 01, E > 0, then D is not 
weakly atomic at zero. This follows immediately from 
The main result of this section is contained in 
THEOREM 2.3. Assume that (2.1) has a unique continuous solution x( t, 4) 
on [ -r, co) for each 4 E C and, moreover, that x( t; 4) depends continuously 
on 4. Then D is weakly atomic at zero. 
For the proof we shall use the following two lemmas. 
LEMMA 2.4. (a) Let D #O he nonatomic at zero. Then there exists a 
dEC’(-r,O;lR)such that 
d(O) = fj(0) = 0 and D$#O. (2.8) 
(b) For any 4 E C’( -r, 0; R) with (2.8) we have (Y denotes Laplace 
transform), 
Y(Dd- Dd,)- -$ as A+ +co,iElR. (2.9) 
Proof: (a) First, we prove existence of a function $ E C such that 
$(O) = 0 and D$ #O. Then d(e) = Ji 1(1(r) dt satisfies d(O)=&O)=O and 
Dd#O. 
Suppose that for any $ E C with Ii/(O) = 0 we have D$ = 0. Let Q be any 
function in C and define for E E (0, r) 
! 
b(e) for OE C-r, --E), 
d,(e) = 
-$-E)e for t3E I--E, 01. 
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Then 
i.e., 04 = 0, a contradiction to our assumption D # 0. 
(b) Now take USE C’ with 4(O) = d(O) =0 and D$ #O. Then 
q5(t +.) E C’ for all t 30. For t > 0 and 8 E C-r, 0] there exists a 
r E (0, t + 0) such that 
This can be written as 
4(t + 0) -4(e) = d(e) t+ cd(r) - d(e)1 f. 
Since $ is uniformly continuous on bounded intervals, I$( 5) - d(e)1 = o( 1) 
as t + O+ uniformly for fI E [ -r, 01. Therefore 
04, - 04 = (Dd) t + o(t) as t+O+, 
i.e., 04, - DI$-(D~) t as t + O+. By the Abelian Theorem of [4, p. 4731, 
we get 3(D~,-D#)-D~/12 as A-+co, AE[W 1 
LEMMA 2.5. Let D # 0 be nonatomic at zero and assume that for a 1+4 E C’ 
with d(O) = d(O) = 0 and Dq$ # 0 (2.1) has a continuous solution x(t; 4) on 
C-r, c;o) such that Ix(t; d)I < clepf, t 3 0, with some constants GI > 0, p E R. 
Then D is weakly atomic at zero. 
Proof. By Lemma 2.4 there exists a 4 E C’ with the properties stated in 
the assumptions. The exponential estimate for x(t; 4) shows that the 
Laplace integrals for x(t; 4) and Dx,(d) converge absolutely for Re I* > /?. 
Observing Dx, = 04, t 3 0, and Lemma 2.1 we get 
d,(A) x*(l) = 3’(Dd - Dd,). (2.10) 
Since d(O) = 0 and x(t; 4) is continuous, we get lim,,,+ x(t; 4) = 0. 
Therefore, by the Abelian theorem of [4, p. 4751, we get 
x*(A)=0 ; 0 as A+ +co,I~lR. 
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On the other hand (2.10) and Lemma 2.4 imply 
i.e., 
Therefore /1,4,(1~)) -+ cc as A -+ +co, A E R. 1 
Proof of Theorem 2.3. Define the family of operator T(t), t 20, by 
T(t) Q = x,(Q), t 3 0, 4 E C. Then it is easily seen that under the 
assumptions of the theorem T(t), t 3 0, is a C,-semigroup on C and 
satisfies an estimate of the form 11 T(t)11 6 Me”’ for t 3 0, where M> 1, 
o E R. If D is atomic at zero than it is also weakly atomic at zero. Therefore 
assume that D is nonatomic at zero. Then the result immediately follows 
from Lemma 2.5 if we in addition observe that by Lemma 2.4 there exists a 
4 E C’ with d(O) = d(O) = 0 and 04 # 0. 1 
3. AN EXAMPLE FOR A SINGULAR INTEGRAL EQUATION 
In this section we consider a scalar equation which already has been 
studied in the literature (see [3] and [ 11 I). It is the following prototype of 
a singular integral equation, 
s 
0 
(IsI-“x(t+s)ds=tf, t 3 0, (3.1) 
where 0 <a < 1. If we put Dd = j’?, IsI -’ d(s) ds then Eq. (3.1) can be writ- 
ten as 
Dx, = VI, t 3 0. 
We shall prove existence of solution and a representation formula for 
solutions by means of Laplace-transform techniques. 
For functions f, g: [0, 00) + R! the LaplaceeStieltjes and Laplace trans- 
forms are as usual defined by 
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and 
qg)(ll)= Lx e?‘g(t) dt, 
JO 
respectively. For the theory of these transforms we refer the reader to [4] 
and [ 121, for instance. The following lemma will be of importance for our 
investigations. 
LEMMA 3.1. Let J g he functions [0, 00) + R with the following proper- 
ties: 
(i) On each interval [0, T], T> 0, f is a normalized function of houn- 
ded variation. 
(ii) g is locally integrable. 
(iii) There is a A0 E R! such that the Laplace-Stieltjes integral for f and 
the Laplace integral for g converge absolutely for A = Ao. 
Then the following are true: 
(a) The Laplace-Stieltjes transform F(A) off and the Laplace trans- 
form G(A) of g exist ,for Re A b A,, the integrals converging absolutely there. 
(b) The Stieltjes convolution 
e(t)=jig(t-u)df(u) 
exists a.e. on t 2 0 and defines a locally integrable function. If 
ge Lfb,(O, CD; R) then also e E L&,(0, co; R). 
(c) G(A) F(A) is the Laplace transform of e, the Laplace integral con- 
verging absolutely for Re A> Ao. 
Proof (a) is an immediate consequence of assumption (iii). (b) is a 
consequence of Theorem 20.19 in [6]. To prove (c) we put 
a(t) = j’g(u) du, t b 0. 
0 
CI is locally absolutely continuous on [0, co). Therefore the Stieltjes con- 
volution 
fl(t)=j;@(t-u)df(u)= j;a’(t-u)f(u)du 
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exists for all t 2 0. B is a normalized function of bounded variation on each 
interval [0, r], T> 0 (see [ 12, p. 841). Using the definition of c( we get 
using Fubini’s theorem 2 
which shows that p is locally absolutely continuous and 
P’(t)=j:R(f-U)df(U) a.e. on t 2 0. 
Since G(I) is the Laplace-Stieltjes transform of CI we get from the con- 
volution theorem for Laplace-Stieltjes transforms (see [ 12, Theorem 11.51) 
that G(A) F(d) is the Laplace-Stieltjes transform of fi and therefore the 
Laplace transform of /?‘, the integrals converging absolutely for 
Re Ib1,. 1 
Remark. A more special version of Lemma 3.1 was proved in [S]. 
LEMMA 3.2. Put 
A,(L) = ?:a tpaep”‘dt, Rel>O, 
and define 
k(t)= ;-y+ ,),-I 
i 
forO<t<l, 
,for t > 1. 
Then the following is true: 
(a) kELf,,(O,co;IW)forp<l/(l-rx). 
(b) k-(t- l)‘-‘h(t- 1)~ Wrr,$(O, a; R) for p< l/(1 -a). h denotes 
the function h(u) = 0 for u d 0 and h(u) = 1 for u > 0. 
(c) lipmA, is the Lapluce transform of (l/T(a)) k, the Luplace 
integral converging absolutely for Re 2 > 0. 
Proof (a) is true because (t - l)“- ’ E Lf,,,( 1, co; iw) for p < l/( 1 - CC). 
For f(t)=k(t) - (t--l)“p’h(t-l) = -t -‘(t- l)“h(t- 1) we get 
f’(t)= [tp2(t- l)E-atp’(t- 1)“~.‘1 h(t- 1). Since f’ELf,,(O, co; Iw) for 
p < l/( 1 - CX) also (b) is established. 
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To prove (c) we integrate by parts and get for Re 3, > 0 
=l-ae-i-,A-g m s 1 t- “~le-~‘dt=:K,(~)+K,(~); 
e Pi. is the Laplace-Stieltjes transform of h( t - l), A-” is the Laplace trans- 
form of (l/Z(a)) tap’ (see, e.g., [4, p. 461). From Lemma 3.1 we get 
where 
The Laplace integral for ICY converges absolutely for Re 3, > 0. 
K*(I) is the product of two Laplace transforms, -A-” is the Laplace 
transform of - (l/T(a)) t” - ’ and j;” t -‘~ I e ~” dt is the Laplace transform 
oft”-’ h(t - 1). The convolution theorem for Laplace transforms gives 
K2(i.)=joze “‘Ic,(t)dt Rei>O, 
where 
q(t) = - & j;(t-u)‘-k-%(u- 1)du 
= -+ j: (t-u)“-‘up”p’du.h(t- 1). 
Also the Laplace integral for ICY converges absolutely for Re i > 0. It 
remains to prove the explicit representation for k. From 
U papl(t-u)*-l= -(l/at)(d/du)((t-u)/u)” we see 
which implies the result. 1 
We shall need some results on repeated convolutions of k(t). 
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LEMMA 3.3. Let k(t) be as in Lemma 3.2 and define k,(t)=k(t), 
k ,+, =k * k,, j= 1, 2 ,.... Then 
(4 
kj(t)=g(t-j)“-‘+k^,(t) for t > j, 
k,(t) = 0 for 0 < t 6 j, 
where Ej~ W,‘,$(J: CO; R) for p < l/( 1 - cc). Moreover, 
k,E L:,,(O, m; R) jtirp< ’ 
max( 1 -,ja, 0)’ 
(b) There exists a A,, > 0 such thal 
,!, (v)‘[r e i0r Ik,(t)I dt< CD. 
ProoJ: (a) The result for j= 1 is already established in Lemma 3.2. 
Assume that the result is true for j. Then 
kit, =z(t-j)” ‘h(t-j)* (t- 1)” ‘h(t- 1) 
+l;l* (t- l)‘--‘h(t- 1) 
f- I‘(‘)‘(,-,j)“-‘h(t-,j)*6,+I;,*/&=:A+B+C+D. 
r(ja) 
For A we get 
A(t)=gJ: ‘(t-j-24)” ‘(u- 1)” -’ du 
T(a)' =- 
I 
' / ' 
r(@) 0 
(t-j- 1 -uy” ~‘u’ ’ du 
=!32(t-j- l)(i+l)x--t J’ o (1 -z)‘~‘T’ -’ dz 
r(aY =ro(t-jp~)(i+I)~ -1 ~(j~)~(~) 
Q(j+ 1)~) 
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for t >j + 1. It is clear that A(t) = 0 for 0 6 t <j + 1. Since cj is absolutely 
continuous. this is also true for B. Moreover 
B’(t)=Ej(0)(t- l)“+%(t- l)+& (t- l)yP’h(t- 1) 
=/y* (t- 1)“. ‘h(t- 1). 
B’ being the convolution of an L,,, P - and an L,‘,,,-function is also in 
L%,(O, cc; R). C is absolutely continuous, because this is true for k”, . The 
derivative is given by 
C’(t)=F,(O)~(,-j)‘“-‘h(c-j)+F; *$+jY’-‘h(t-j) 
=k”; *$$-j)jZ- ‘h(t-j) 
and is clearly in Lf,,(O, cc; 58). D is absolutely continuous with 
D’ = k;(O)E, + 6; * R, = 4 * F, E LrO,(O, co; OX). This finishes the proof of (a) 
with k,, , =B+C+D. 
(b) We first observe that for A,>O, 
s 
1 
e ‘()’ Ikj(t)l dt < s,: emmzO’ [k(t)1 dr)‘, 
! 
,j= 1, 2 ).... 
0 
By definition of k we get (observe c( < 1) 
We have to choose & > 0 such that 
THEOREM 3.4. The function (l/i) A; ‘(A), 2 E 4?\{ 0}, is a Laplace trans- 
f orm 
Y(t) dt, 
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the Laplace integral being absolutely convergent for Re 2 sufficiently large. 
Y(t) is given by 
where k,, j= 1, 2 ,..., are given in Lemma 3.3. Y(t) is a solution of 
I 
0 
-, [sIPa Y(t+s)ds=l a.e. on t > 0, 
Y(t)=0 for t -c 0. 
Moreover, YE Lp,,(O, 00; R) and 
provided p < l/( 1 -CL), where the integer m is defined by ma 6 1 and 
(m+l)cr>l. 
Proof: For Re A> 0 d,(A) can be written as 
By Lemma 3.2 A’Pzd,(A) is the Laplace transform of (l/T(z)) k (as given 
in Lemma 3.2) the Laplace integral converging absolutely for Re i > 0. 
This implies (see, e.g., [4, p. 142; 1843) 
Al-“d,(i)+0 asReA-+a. 
We choose Ao~ iw such that i(A’- “/I(1 -a)) d,(A)/ ~4 for Re i>I,,. Then 
d;’ exists certainly for Re A > A, and 
;d,l(+L 21-a 
I-(1 -cY) ( 1 l+% -d,(A) ’ ,=, T(l--cr) I> . 
Using Lemma 3.2 and the multiplication formula for the Gamma function, 
T(a)r(l--cc)=~/sinarr, we see that (A’-“/~(~-GL))A,(A) is the Laplace 
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transform of (sin ctn/~) k(t) and A-‘/Q 1 - a) is the Laplace transform of 
(sin c@) t”- ‘, the Laplace integrals converging absolutely for Re A > 0. By 
the convolution theorem [(A’ ~ “/r( 1 - a)) A ,(A)]’ is the Laplace transform 
of (sin cor/rc)j k,, j = 1, 2 ,..., the Laplace integrals again converging 
absolutely for Re I > 0. If we choose A, as in Lemma 3.3, (b), all 
assumptions of Satz 2 of [4, p. 3051, are satisfied. This shows that 
c,“= 1 [(A’-“/ZJ 1 -a)) A,(A)]’ is the Laplace transform of 
The Laplace integral for H(t) converges absolutely for Re 12 A,,. Finally, 
an application of the convolution theorem shows that (l/A) Ai ‘(I) is the 
Laplace transform of Y = (sin c(rc/rc) {t”- ’ + t’ ’ * H}. 
By Lemma 3.3(a) H is in &JO, co; OX). Since t+’ E L,‘,,(O, co; [w), we 
immediately get YE L&,(0, co; [w) (see, e.g., [7, p. 3971). Similarly as in the 
proof of Lemma 3.3(a) we get 
and t”-’ * EjE w:;go, co; R),j= 1, 2 ,.... 
From A,(l)( l/A) A; ‘(A) = (l/A) we immediately get (t -’ - 
h(t- 1) tP*) * Y= 1, i.e., 
rt 
1’ (t-u)-‘Y(u)du= 1 a.e. on t > 0, t-1 
Y(t)=O, t<o. 1 
In case c1= 4 it is possible to calculate Y(t) explicitly on the interval 
co, 31, 
forO<t< 1, 
for 1 < t d 2, 
2 
ii tr’12  
t-2 112 
1 + a arctan t 
( >I 
for 2 < t < 3. 
For later use we note 
409!113/2-2 
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COROLLARY 3.5. The function (l/n’ ’ ) A; ‘( 1,) is the Lapluce~Stieftj~s 
transform of the function Z(t) defined by 
1 1 ~ ~ ’ H(T) dT for t > 0, 
Z(t)= q1 -a)+r(l-E) 
s 0 
0 for t = 0, 
where H(.) E Lf,,(O, 03; R) ,for p < l/( 1 - a) is given by (3.2). 
Proqf: The properties of H(.) are already established in the proof of 
Theorem 3.4. The Laplace transform of H(.) is given by 
Therefore ,?‘--‘4;‘(;1)=(l/T(I -a))(1 +C,“=I [(A’-“/r(l -cc))d,(1)]‘) is 
the Laplace-Stieltjes transform of Z(.). 1 
First, we consider initial functions 4 E Lp( - 1,O; R) with p > l/( I - 2). 
Note, that q5 -+ D# = s” I IsJ ’ d(s) ds defines a bounded linear functional 
onLP(-1,O;[W)forp>1/(1-Ix).Thereforet~D~,iscontinuousont30. 
The next lemma shows that even more is valid. 
LEMMA 3.6. Let p > l/(1 -a) and #E L”( - l,O; R). Then DC/I, E
W’~p’(O, co; R)for 1 <p’<p/(l +ccp) and 
;DCr= -&t-W!“,; 1 (t”;:+I dT=:q,(t) a.e. on t 2 0. 
Furthermore, I&E.; 4) with p,,(i; 4) as given in (2.7) with dp(z) = ItI -’ dz is 
the Laplace-Stieltjes transform of the function q given by 
.for t > 0, 
for t = 0. 
Proof: Analogously as in Lemma 2.1 we see that 
where 
Dd, = j-’ 1.~1 mm= d(t + s) ds for t E [IO, 11. 
-I (3.3) 
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Integration by parts gives for Re A> 0 
We prove that (d/d) Dj, = q1 (t) a.e. on I > 0. This is clear for t > 1. For 
O<t6 1 we get 
From cAa= --~ji’z~‘~” do + 1, CJ E (0, 11, we see that (TV” is locally 
absolutely continuous on (0, 11. We put F(a) = (T-‘, 0 < (T 6 1. Using 
F(a) = jy F(u) du + 1, 0 co d 1, we get 
In I, we substitute 0 =x+y+ 1, u =y + 1 or, equivalently, x= G- u, 
y=u- 1. This gives 
a 0 
z, = - I i F(y+l)#(t-x-y-1)dydx r-1 t--.x- I 
0 CT 
= 
I I 
F(a + 1 - z) C/~(T) a’s da. 
r-l 0 
For Z2 we get 
I, = I :‘n ,4(a) da. 
Therefore 
which proves 
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a.e. on (0, 11. Using Holder’s inequality ((l/p) + (l/q) = 1) we get 
h(t)1 6 I&t - 1 )I + a i:‘~ , M7)l” d7)‘@ (!‘” 
( 
d7 
I 
, (t - 7)” +x14 
)I’” 
t’lq-l- I 
d M(t- 111 +a 119lI~ (q(a+ 1)- *),;y’ t E (0, 11. 
This gives (note that p’ <p/( 1 + up) <p) 
(j; lq,W' dl)"" 
(1 
1 l/P 
< Id(t - 1)l”’ dt 
0 
+ (P + (z4iP))l’” 
I/p’ 
f(l14--1- I)P’dt 
> 
Q liii~~+(qa+;q,p)l,P 
II~I,~( j; t”.u~.~~‘)P’dt)““, 
This shows that q, E Lp’(O, cc; R) and that 04, is absolutely continuous on 
[0, 11, because (l/q)-a- l)p’+ 1 >O for 1 <p’<p/(l -tap). Note, that 
p> l/(1 -a) is equivalent to p/(1 +a)p> 1. 1 
The proof for the existence of (d/dt) 04, is the usual proof for the 
existence of the derivative of a convolution where one factor is absolutely 
continuous (cf. [4, p. 1171). 
Remark. We cannot show that q, l LP(O, co; R). In fact there exist 
always ~EL~(-I,O; R) such that q,$Lp(O, co; [w). For /?E [(l/p)-a, 
(l/p)) the function 4(t) = IzI PB is in Lp( - 1,O; R). The integral appearing 
in the definition of q, can be estimated as follows (substituting u = 1 - (t/s) 
and observing 01+ B < 1 - (l/p) + (l/p) = 1): 
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Therefore 
The last integral diverges iff (c1+ /I) p 2 1 or, equivalently, /I > (l/p) - a. 1 
We are now in a position to prove a first theorem on existence of 
solutions. 
THEOREM 3.7. Let p > l/( 1 -a) and (q, 4) E [w x LP( - 1,O; R). Then the 
initial value problem 
Dx,=q a.e. for t > 0, x0 = $, (3.4) 
has a unique locally integrable solution x(t; q, 4) given by 
x(cv,d)=(‘~-W) Y(t)- j’ Y(t-u)q,(u)du, t > 0, (3.5) 
0 
where Y(.) and q,(.) are defined in Theorem 3.4 and Lemma 3.6, respectively. 
Moreover, x(t; q, 4) belongs to L%,(O, co; R) for 16~’ < l/( 1 - a). 
On the interval [0, l] the representation (3.5) takes the form 
a.e. on [0, 11, (3.6) 
or, equivalently, 
(ye-Dd) t”-‘+joI~~(u)du 
- 
+j;‘:;;‘;‘+I)du} a.e. on [0, 11. (3.7) 
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If in addition q = 04 then x( t; q, I$) = x( t; Dq5, 4) is in L&,(0, co; R) and Dx, 
is continuous on t > 0, i.e., Dx, = Dc$ for all t > 0. 
Proof Let x(t) be a solution such that the Laplace integral is 
absolutely convergent for Re I > &, %, some real number. Then by 
analogous arguments as in the proof of Lemma 2.1 we get 
x*(n) = f A, ‘(JNrl- Qo(k d)), ReA31,. 
By Theorem 3.4 the factor (l/3.) A;‘(%) is the Laplace transform of Y(.). 
From Lemma 3.6 we infer that q - @,,(l; d) is the Laplace-Stieltjes trans- 
form of g(t) = q - Dd, for t > 0, q(O) = 0. Therefore by Lemma 3.1, x*(n) is 
the Laplace transform of 
x(t)=(rl--D(4)) W-j Y(t-U)q,(u)duu, t > 0. 
0 
Clearly x(t) is locally integrable. 
From A,(1) x*(1) +po(l; 4) = (l/n) 9 we see that the following equation 
is true, 
which shows that x(.) satisfies Eq. (3.4). Uniqueness of x(t; ‘I, 4) follows 
from the fact that the difference z(t) of two solutions satisfies Abel’s 
equation 
I of(t-T)m’-(I)dT=O 
for t E [O, 1 ] which immediately gives z(t) = 0 (cf. [9, p. 431). 
Using the definition of Y and q1 (3.6) follows immediately from (3.5). To 
prove equivalence of (3.6) and (3.7) we need only consider the integral 
terms. We put for 0 < t d 1, 
I,= r(t-u)“p1q4(u-l)du 
J‘ 0 
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and 
An application of Fubini’s theorem gives 
Observing 
(t-U)1-’ 
(u--5)1+l = -___- 
we get 
and 
s 
‘(t-u)“- l du- 1 
0 (u--z)x+l a(t - z) 
t x 
1-I T 
i 
r+l (t-u)*-’ 1 t z 
o (u-s)m+ldu=Cc(t_r) ; -(t-z-lT . 
iI I 1 
This gives 
Finally, 
The second integral in (3.7) is clearly in LP(O, 1; R) for p> l/(1 -2) 
because t” ‘/(t + 1) E L’(0, 1; R). For the first integral we get 
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Therefore by Minkowski’s integral inequality (see, e.g., [ 10, Proposition 
3.2, p. 141) we have 
Note, that tl + (l/p) < 1. This proves x, E Lp( - 1,O; R) for t E [IO, l] in case 
q = 04. Continuation by steps finishes the proof. 1 
The second integral in (3.7) is the convolution of d(. - 1) E Lp(0, 1; R) 
and t”-‘/(t + 1) E L’(0, 1; R). Therefore 
This and the estimate in the proof of Theorem 3.7 prove that for q = 04, 
fjELP(O, l;lR),p>l/(l-a) 
llX~~;4rm,ll,,o,,;,,4~(sin(u+;I+p))n+~) IkIIfP (3.8) 
In case q = Dq5 we define the operator T(t), t 2 0, by 
T(t) 4 =x,(4 4), f$ELP(-1,O;R). 
COROLLARY 3.8. Zf p > l/( 1 - a), then T(t), t > 0, is a Co-semigroup on 
LP( - l,o; R). 
Proof: The estimate (3.8) shows by continuation that the operators r(t) 
are bounded Lp + Lp. Since x(t; rl, (5) is in LfO,( - 1, co; R) provided n = 04, 
the mapping t -+x, is continuous. h 
Next let us consider the case of continuous initial data. 
THEOREM 3.9. Let c+4 E C( - 1,O; R) and q = Dqk Then 
x(f;b)= -j; Y(t-u)q,(u)du, t 3 0, 
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is the unique solution of (3.4). Moreover, x(t; 4) is continuous on t 2 -1 and 
satisfies 
Ix(t; #)I d 11~11 co, t3 -1. (3.9) 
Proof. The representation for x(t; 4) follows immediately from 
Theorem 3.7. It is sufficient to prove continuity of x(t; 4) on [0, l] with 
lim,,,+ x(t; 4)=&O) and Ix(t; d)l 6 II&/, on [0, 11. By delinition of Y 
and q1 in Theorem 3.4 and Lemma 3.6, respectively, we get 
x(t:qq=~[;(t-u)x-’ qq-l)+c(S” 
[ 
b(z) 
us , (u-5)x+ldT d” I 
a.e. on [0, 11. This representation immediately implies 
Here we have usedS~(t-u)“~‘U~ldu=S:,(l-t)Z~‘~~IdZ=n/sinax. 
Let 4 E C’( - l,O; R). Then we get the following representation of x(t; 4) 
on W, 11, 
The inner integral is a continuous function of U, because it is the con- 
volution (evaluated at u - 1) of the continuous function 4’ and the 
integrable function (1 + t)-“. The integral being the convolution of t”-’ 
and the inner integral therefore is also continuous. Thus we have shown 
that x(t; 4) is continuous on [0, l] if 4~ C’( - l,O; R). We next prove 
4(O) = lim f +o+ x(t; 4) for 4 E C’( - 1, 0; R). This follows immediately from 
the estimate 
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114’11 a 
=(1-+X 
t”,O<t<l. 
For 4 E C( - l,O; R) we choose a sequence (4,) in C’( - 1,O; IR) such that 
II4 - 9,, II oc> -+ 0. Then (3.9) implies 
Ix(c 4) - x(c d,)I 6 IId - d,, II 7 1 O<t<l, 
which proves continuity of x(t; 4) on [0, 1 ] and lim,,,,, x(t; 4) = d(O). 1 
Remark. If we take a sequence pk 1 I/( 1 - 2) and define for F~ J 0 the 
sequence yk by yk = (l/p,) - Q., then 
#k(U) = (-u) i’i, -l<U<O, 
defines a function dk E Lpk( - 1,O; R). An easy calculation shows 
3 
s’ 0 CJ 
From yk r 1 - G( and (3.7) we see that 
1 
ll~(1)ll, + a asp’i- 1-z’ 
In case p = l/( 1 -a) problem (3.4) with q = 04 has a unique solution in 
L&,(0, co; R) for 4 in a dense subset of Lp( - 1,O; IL!), i.e., T(t), t 3 0, is den- 
sely defined in Lp( - 1,O; R). But T(t), t 3 0, cannot be extended to all of 
LP( - 1,O; R) in order to generate a Co-semigroup on Lp( - l,O; R). If this 
were true, T( 1) would be a bounded operator Lp( - 1,O; R) -+ 
Lp( - l,O; OX), p = l/( 1 - ~1). T( 1) restricted to Lp’ (- 1,O; R) is a bounded 
operator Lp’( - 1,O; R) + Lp’( - 1,O; R) for any p’ > l/( 1 - M). The 
estimates in the proof of Theorem 3.9 are also valid for 4 E L”( - 1,O; R) 
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and therefore IIT( l)ilLa = 1. By the Riesz-Thorin theorem of interpolation 
theory for linear operators (see, e.g., [ 10, p. 1441) we get 
for p’ >p = l/(1 -a), where 0 is defined by l/p’ = (( 1 -0)/p) + (d/co), i.e., 
O= 1 - (l/p’(l -a)). This is a contradiction to (3.10). 
We next consider the case 1 dp < l/( 1 - c(). 
LEMMA 3.10. Let q5 E Lp( - l,O; R), 1 <p < l/( 1 - CC). Then the function 
,f(t) = t- ’ * Dq5,, t 3 0, 
where 06, is defined in (3.3), is in W’,p(O, cu; R) and its derivative is given 
hY 
a.e. on t > 1. 
Proof: Using Fubini’s theorem we get the following representation of 
f(t): 
f(t)= 
J:: ~‘4(-n)jni(1-~)~~‘(~+(i)~~d~d~ 
i^ll~,~(-~)~;-m(ru)z ‘(u+o)-“dudg a.e. on [0, 11, 
(t-u)gp’(u+o)p”duda a.e. on t > 1. 
By appropriate substitutions we get for the inner integrals 
336 
and 
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Therefore we get 
For the range of 0, t which is of interest we always have 
0 < g./( t + C) < l/( t + C) < 1. Therefore we have the uniform bounds 
s I,,+,, (l -7)- '7-"d7<Z-(cr)T(l-r) 
and 
s 
I/(r+ 4 
~,(,+o) (l-7)"lp'7 p'd7<T(cr)r(l-cr). 
From this we get lim,,,+f(t)=lim,,,f(t)=O. 
We next prove thatf’(t) as given in the lemma is in Lp(O, co; R). To this 
end we put 
f’(t) =g(t) -Y(t)3 t 3 0, 
where 
g(t)=j; ((-rr)sdo, t > 0, 
Y(t) = 
1 
s ’ 4(-o) (t+cr-lydo t+a ’ O<t<l, 1-f 
s 
; 4(-a) 
(t+cr-lyda t> 1. t+a 3 
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Since Q(t)=0 for t#[-l,O], 
y(t)=])(t- 1 -T)CdT for t b 0, 
i.e., y is the convolution of 4(. - 1) E Lp(O, 30; R) and t”- ‘/( 1 + t) E 
L’(0, co; R). Therefore y E Lp(O, co; R) and 
For g we follow an idea used already in [3, Proof of Lemma 4.31 and 
Put 
where again d(t) =0 for t $ [ - 1, 01. Since l/(t + a) d l/t we have 
From O<cr<l we get fI=(l/p)+a-l=(l-(l-cc)p)/p<l/p<l. 
p < l/( 1 - CX) also implies 6’> 0. Therefore we can apply an inequality by 
Hardy-Littlewood-Polya (see, e.g., Lemma 7.23 in [ 11) and get 
s 
om Ig,(t)l” df6 
1 
(1 -(l/p)-cc+ ljp 5 
cc t(“-l)P Id(-tt)(P$-=)Pdt 
0 
1 
=(2-(l/p)+J h% 
i.e., 
For gz(t) we take an arbitrary + E Lq(O, co; R), (l/p) + (l/q) = 1, and 
estimate 
m $(t)g2(t)dt <s,I I+(t)\ j’ Id( Kdodt 
f 
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Here we have used g2(t) = 0 for t 3 1, Fubini’s theorem, the estimate 
a/(? + cr) 6 1 and Holder’s inequality. For O:= (l/q) + 1 - x > 0 we get B < 1 
from p < l/(1 - ~1) (0= 1 -(l/p)+ 1 -u). Therefore we can apply the 
inequality by Hardy-LittlewooddPolya again and get 
i.e., g, E Lp(O, co; R) and 
Altogether we have shownf“ E Lp(O, m; R) and 
[ 
1 1 
llf’ll ~ LmxxIW)~ 
41 -do+(2-cc-(l:i,))((llj,)+a- 1) 1 IMILP (3.1 1 ) 
To finish the proof we have to show thatf(t) = sbf”(r) dz, 0 6 t < a. For 
0 d t d 1 we get by Fubini’s theorem 
By obvious substitutions we obtain 
and 
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Therefore 
For t > 1 we have by similar arguments 
j;f’(r)dr=fw+ j:.f’(+ 
THEOREM 3.11. For any p>, 1 and $E Lp(- l,O; R) equation (3.4) has u 
unique locally integrable solution x(t; q, 4) given by 
-f’(t) - j;fV - u) H(u) du), t 2 0. 
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Ifp < l/( 1 -a) then x(t; 9, (b) E L&,(0, co; R) and 
where IV(.) is a continuous, increasing, and nonnegative function on t 2 0. 
Proof: Let x(t) be a solution of (3.4) such that the Laplace integral 
converges absolutely for Re A > I,,,. As in the proof of Theorem 3.7 we get 
x*(l)=d&‘(i)[~-p,(l)d)]. Rei>&, 
or, equivalently, 
x*o.)=j&n, ‘(A) [ $-Pp,(i.;$) 1 . 
By Corollary 3.5 the factor Iti’ - ’ d; ‘(1) is the Laplace-Stieltjes transform of 
Z(t); q/A’ is the Laplace transform of (u/T(a)) ta- ‘. By Lemma 2.1 ~~(13, 4) 
is the Laplace transform of 04,. Therefore using Lemma 3.10 we get 
A x 1’ -“p()(/l; $6) = Al,-“p,(l.; fj) =- s f(a) 0 ep”‘(t’-’ * D$,) dt 
1 * 
=- s r(a) 0 
e-“‘f’(t) dt. 
Note that f(0) = lim, _ u: f(t) = 0. An application of Lemma 3.1 shows that 
x*(n) is indeed the Laplace transform of 
x(t)= &j; Cs(t-U)“p’-f’(t-U)l dZ(u) 
r 
=T(a)T(l -a) t 
x- I _ 
T(a) I!(1 - a)f’(t) 
1 ’ 
+r(a)ZJl -a) 5 
[~(t-U)“-l-f’(t-U)]H(u)du, 
0 
which is the function given in the statement of the Lemma 
(l/T(a) r( 1 -a) = sin aqk). It is easy to see that x(.) E &,(O, co; [w). As in 
the proof of Theorem 3.7 we show that x(t) as given above is indeed a 
solution of (3.2) and that x(t) is unique. 
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The estimate 
together with (3.11) shows that for a continuous positive function 
M: [0, co) -+ R we have 
Ilx,IIrr~Wt) Il(s, 4)llRxW I 
Remark. If q5 E t”( - l,O; R), p > l/( 1 - a), then Theorems 3.7 and 3.11 
provide two representations of the solution x(t; q, 4) which must be iden- 
tical. This can be verified as follows. From the proof of Lemma 3.6 we see 
that (d/dt) 04, = q, a.e. on [0, zoo) provided 4 E Lp( - 1,O; I&!), p > l/( 1 -a). 
Then 
d 
f’=-(t?~‘*D~I)=tl--lD~+t~~l*q,. 
dt 
Therefore we get from Theorem 3.11 
sx(t;q,$)=~[t”-‘+t”-‘*H]-f’-f’*H 
sin ~(71 
= (rj - DqS) t,p, + (q- Dd) t”-- ’ * H 
-[tap’+t”pl*H]*q, 
=g-& [(V-W) y- y* Sll 
which is the representation given in Theorem 3.7. Note, that Y= (sin c(n/rc) 
[t”-‘+ t”-’ * H]. 
We close this section with a result on the nonhomogeneous problem 
Dx, =g(t), t > 0, 
(3.12) 
x0=$. 
It is clear that it is sufficient to consider the case 4 = 0 only. 
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THEOREM 3.12. Assume 4 = 0 and let g(t): [0, x) + R be a normalized 
function of bounded variation on [0, T] f or any T> 0. Then problem (3.12) 
has a unique locally integrable solution given by 
x(t) = I,’ Y(t - u) Mu), t 2 0. 
Moreover, x(t)ELf,,(O, co; R)for 1 bp< l/(1 -2). 
ProoJ We fix T > 0 and define 
gT(f) = 
i?(t) forOdt<T, 
g( T) for t 3 T. 
Then the Laplace transform gT(A) of gT(t), exists, the Laplace integral con- 
verging absolutely for Re 1> 0. Taking formally Laplace transforms on 
both sides of (3.12) we obtain 
Observing g,(O) = 0 we get 
ig,(i.)=[I’ e “dg,(t)=[:e~ “dg,-(t), 
i.e., iiT is the Laplace-Stieltjes transform of g-,(t). By Theorem 3.4 
(l/A) A,(%) ~ ’ is the Laplace transform of Y(t). Therefore by Lemma 3.1, 
x*,(i) is the Laplace transform of 
and X~E L&,(0, co; [w) for 1 <p < I/( 1 - r). As in the proof of Theorem 3.7 
we show that x,(t) is the unique solution of Dx, = gr(t), .Y,~ = 0. Since 
x(t) = xT( t) for t < T, the proof is finished. 1 
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