Abstract -Magnetic resonance (MR) imaging is a widely used medical imaging protocol that can be configured to provide different contrasts between the tissues in human body. By setting different scanning parameters, each MR imaging modality reflects the unique visual characteristic of scanned body part, benefiting the subsequent analysis from multiple perspectives. To utilize the complementary information from multiple imaging modalities, cross-modality MR image synthesis has aroused increasing research interest recently. However, most existing methods only focus on minimizing pixel/voxel-wise intensity difference but ignore the textural details of image content structure, which affects the quality of synthesized images. In this paper, we propose edge-aware generative adversarial networks (Ea-GANs) for cross-modality MR image synthesis. Specifically, we integrate edge information, which reflects the textural structure of image content and depicts the boundaries of different objects in images, to reduce this gap. Corresponding to different learning strategies, two frameworks are proposed, i.e., a generator-induced Ea-GAN (gEa-GAN) and a discriminator-induced Ea-GAN (dEa-GAN). The gEa-GAN incorporates the edge information via its generator, while the dEa-GAN further does this from both the generator and the discriminator so that the edge similarity is also adversarially learned. In addition, the proposed Ea-GANs are 3D-based and utilize hierarchical features to capture contextual information. The experimental results demonstrate that the proposed Ea-GANs, especially the dEa-GAN, outperform multiple state-of-the-art methods for cross-modality MR image synthesis in both qualitative and quantitative measures. Moreover, the dEa-GAN also shows excellent generality to generic image synthesis tasks on benchmark datasets about facades, maps, and cityscapes.
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I. INTRODUCTION
M EDICAL imaging, a technology creating the visual representations of anatomy or the function of human body, has diverse imaging protocols varying in characteristics and applications. Among them, magnetic resonance imaging (MRI), which produces different modalities of images by setting task-specific scanning parameters, has been broadly exploited in medical image analysis [1] , [2] . During analysis, the images from multiple MR imaging modalities (e.g., T1-weighted, T2-weighted, FLAIR) are processed together, since each modality shows unique soft tissue contrast. For example, multi-modality MR images have been collectively utilized to study the neuroanatomy of human brains for disease diagnosis [3] or therapy planning [4] . The complementary information from multi-modalities demonstrates better predictive power than that from a single imaging modality. Also, the benefits of using multi-modality MR images for brain lesion segmentation have been widely recognized [5] , [6] . At the same time, due to modality missing and modality inconsistency between different clinical centers [7] , the high demand of employing multiple MR imaging modalities for analysis is not always met in clinic and research, which adversely affects the quality of diagnosis and treatment. Therefore, crossmodality MR image synthesis has recently aroused increasing research interest, and more and more investigations have been conducted to cope with the limitation of insufficient modalities in clinic and research [8] , [9] .
Medical image synthesis, which is defined as a mapping between the unknown target-modality images and the given source-modality ones, has shown wide applications, e.g., virtual dataset creation [10] , missing image imputation [11] , and image super-resolution [12] . Current approaches can be roughly grouped into two categories. The first category refers to atlas-based methods. These methods utilize the paired image atlases from source-and target-modalities, calculate the atlasto-image transformation in source-modality, and then explore this transformation to synthesize target-modality-like images from their corresponding target-modality atlases [13] - [17] . Since most atlases are built upon healthy subjects, these methods perform less satisfactorily on the images with 0278-0062 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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pronounced abnormalities. The second category, learningbased methods, can mitigate this issue. Specifically, these methods directly learn a mapping from source-modality to target-modality. Once a training set appropriately contains pathology, such information could be captured by the learned model, so that abnormalities, such as brain tumors, can also be synthesized in target-modality images. A large category of the learning-based synthesis methods train a nonlinear model that maps each small source-modality patch to the pixel/voxel at the center of the corresponding patch having the same location in target-modality. For example, Huynh et al. train a structured random forest model to estimate CT images from MRI [18] ; Wang et al. develop a semi-supervised tripled dictionary learning method to predict standard-dose PET images from low dose ones [19] ; Ye et al. target cross-modality MR image synthesis via patchbased searching [8] . Meanwhile, all these mentioned patchbased methods have a limitation that the important spatial relationship among the small patches in the same image are ignored, leading to contrast inconsistency in synthesized image. To alleviate this issue, global spatial information is additionally captured by multi-resolution patch regression in [9] for cross-modality image synthesis. However, the handcrafted features used in the above methods [8] , [9] , [18] , [19] have limited descriptive power to represent the complicated contextual details in images, which in turn affects synthesis quality. Moreover, in these methods, patch-based estimation is usually applied to each individual voxel, and the final estimation of a whole image is determined by a large number of highly overlapped patches. Therefore, such methods usually lead to over-smoothed synthesized images, and incur heavy computational cost.
To deal with the above problems, deep learning based models, such as convolutional neural networks (CNNs) and fully convolutional network (FCN), have been used to automatically learn features with better descriptive power [20] , [21] . Moreover, researchers recently have found that using whole-image or large-patch based analysis can better learn the implicit dependencies among pixels/voxels at less expense of computational cost compared with small-patch-based approaches [22] , [23] . Along this line, end-to-end deep learning models have been proposed to synthesize whole MR images in [7] and whole computed tomography (CT) images in [24] and [25] .
Moreover, conditional generative adversarial network (cGAN) [26] has recently achieved promising results in generic image synthesis [27] - [29] . Basically, a cGAN model consists of two modules, a generator (e.g., a traditional CNN-based image model) to synthesize images and a discriminator to differentiate the synthesized images from the ground-truth. These two modules compete with each other to achieve a Nash equilibrium. Very recently, cGAN-based image synthesis models have also been successfully applied to medical images, such as retinal images [30] - [32] , CT images [33] - [35] , PET images [36] , [37] , MR images [38] - [46] , ultrasound images [47] , and endoscopy images [48] . Most of these methods work on 2D image synthesis. For 3D medical imaging data, these methods estimate each axial slice independently, and then concatenate them to form a target 3D image. In this way, the coronal and sagittal slices of a synthesized 3D image are formed by the separately estimated lines from the axial planes, and therefore may show strong discontinuities, which impair the synthesis quality of the entire object. To mitigate the slice discontinuity problem, 3D-based cGAN models are proposed in [37] , [38] , and [46] . However, similar to most 2D cGAN models, the 3D-based models in [37] and [38] follow the work in [27] to simply minimize the pixel/voxel-wise difference between the synthesized and real images. This neglects the structural content in an image, such as the textures or shapes of objects, leading to less sharp synthesized images. The 3D-based model in [46] imposes additional constraints on the gradient similarity between real and synthesized images so that the sharpness of the synthesized images could be enhanced. Although this work is close to our method proposed in this paper, their fundamental differences will become clearer with the unfolding of our work.
We propose edge-aware generative adversarial networks (Ea-GANs) to further overcome the slice discontinuity and the less sharp synthesis problems in most of existing cGAN models for medical image synthesis. Our methods are 3D-based, and they extract both voxel-wise intensity and image structure information to facilitate synthesis. To capture image structure, we extract the edges that contain critical textural information for visual recognition [5] , [49] , [50] , and integrate the edge maps with the cGAN model to boost synthesis quality. Specifically, two frameworks, a generatorinduced Ea-GAN (gEa-GAN) and a more advanced discriminator-induced Ea-GAN (dEa-GAN), are proposed to learn Ea-GANs via different learning strategies. The novelties and contributions of our paper are summarized as follows.
1) To mitigate the issue of incoherent estimation over small patches and across slices, our models provide a 3D based estimation and use the proposed cGAN to conduct cross-modality synthesis at the global level. It alleviates the discontinuous synthesis across slices encountered by the existing 2D cGAN models and captures the image context in a larger scope for the efficient synthesis of high-quality images. 2) More importantly, we point out that purely enforcing the voxel-wise intensity similarity is not sufficient for image synthesis, and propose Ea-GANs to preserve the edge information in order to improve synthesis quality. 3) To integrate the edge information, two variations of Ea-GANs, i.e., gEa-GAN and dEa-GAN, are proposed according to different learning strategies. In the gEa-GAN, edge information is incorporated into the objective function of the generator, enforcing the synthesized image to have a similar edge map as the real image. In the dEa-GAN, the edge information is innovatively incorporated into both generator and discriminator. In this way, the edge information will also be adversarially learned, which could further improve the synthesis performance. 4) Note that, our method is significantly different from the gradient loss based method in [46] . The edge information provided by the Sobel operator is less sensitive to noise and favors nearer neighbors, compared with the direct use of gradient information. More importantly, the gradient information in [46] was only used in the objective function of the generator, but not involved in the adversarial learning like our dEa-GAN. The latter, however, is proven to be a very effective strategy to improve the synthesis quality in this work. 5) The Ea-GANs are validated on two datasets of MR images containing brain lesions and skulls, respectively. The effectiveness of the proposed methods is validated by comparing them with a set of state-of-the-art image synthesis methods [7] , [9] , [27] . Moreover, to show the generality of our edge-aware approach, we also test the 2D variant of the dEa-GAN on multiple generic 2D image synthesis tasks, which demonstrates consistent improvements over the methods in comparison. The rest of this paper is organized as follows. We first introduce the background, especially the cGAN model, in Section II. Then, the two Ea-GAN frameworks, the gEa-GAN and the dEa-GAN, are proposed in Section III. After that, we present their experimental setting, results, and comparison with other methods in Section IV. In Section V, discussions about the reported experimental results are given. Finally, we conclude this paper in Section VI.
II. BACKGROUND
The original generative adversarial network (GAN) was first proposed in 2014 [51] . As a deep generative network, it succeeds in synthesizing more realistic images than the traditional deep learning models do. Different from them, a GAN model is composed of a generator G and a discriminator D with an adversarial competition between them. During the training, the GAN model learns a mapping from random noise to an image that conforms to the distribution p data of real images. Since the input is a random noise, there is no specific control on synthesized images with the model. To guide the image synthesis process, conditional generative network (cGAN) was proposed to condition the learning model on input data [26] . When given a source image x∼ p data (x), the cGAN model can be trained to generate x's corresponding target image y∼ p data (y), as a process of paired-image synthesis.
Among the existing cGAN models, Pix2pix [34] is a representative work, which has achieved very promising results for image synthesis, and is a comparison baseline of our work. Therefore, it is briefly introduced as follows. In Pix2pix [27] , its generator G synthesizes an image G(x) that resembles a real target image y from the input source image x, while its discriminator D tries to distinguish the synthesized image pair (x, G(x)) from its corresponding real image pair (x, y). The objective of the generator G is formulated as follows:
where E refers to the maximum likelihood estimation, and G(·) and D(·) indicate the outputs of the generator and the discriminator, respectively. In the first term of Equation 1, G tries to generate a realistic image which could be misclassified by D. In the second term of Equation 1, a L1-norm penalty on the pixel-wise intensity difference between the synthesized and real images is utilized to ensure intensity similarity. A hyperparameter λ l1 is used to balance these two terms.
The objective of D in Pix2pix [27] is defined as:
Different from G, D is to assign correct labels to the real and synthesized image pairs. Thus, D and G are following a two-player min-max game in Pix2pix [27] .
To integrate the sub-tasks of image generation and discrimination, the final objective of Pix2pix [27] is defined as:
As shown in the above objective functions, Pix2pix [27] only guarantees the pixel-wise intensity similarity between the synthesized and real images.
III. PROPOSED METHODS
In this section, we present the proposed edge-aware generative adversarial networks (Ea-GANs) for MR image synthesis. Two learning frameworks, the generator-induced Ea-GAN (gEa-GAN) and the discriminator-induced Ea-GAN (dEa-GAN), are presented in details, reflecting the different ways to preserve edge information in the cGAN models in Section III-A. Then, their architectures are presented in Section III-B, and some implementation details to enhance the robustness of Ea-GANs are discussed in Section III-C.
A. Ea-GANs
Most existing cGAN models, like Pix2pix [27] , focus on the pixel-to-pixel/voxel-to-voxel image synthesis. They usually enforce the pixel/voxel-wise intensity similarity between the synthesized and real images. However, they ignore the structure of image content, such as the textural details in a MR image [52] . Since edges reflect the local intensity changes and show the boundaries between different tissues in a MR image, maintaining edges can capture the textural structure of image content and help sharpen the synthesized MR images. Especially, when lesions are contained in MR images, the edge information helps differentiate the lesion and the normal tissues, and contributes to better depicting the contour of abnormal regions, e.g. Gliomas tumors in brain MR images [53] (shown in the zoomed parts of Fig. 1 ). To enforce edge preservation during MR image synthesis, we add an extra constraint based on the similarity of the edge maps from synthesized and real images. The edge maps are computed using the commonly used Sobel operator due to its simplicity, and its derivative can easily be computed for the back-propagation.
As shown in Fig. 2 , three Sobel filters, F i , F j , and F k , are used to convolve an image A to generate three edge maps corresponding to the intensity gradients along i , j , and k directions, respectively. Then, these three edge maps are merged into a final edge map S(A) by the following equation:
where * means the convolution operation. Based on different strategies to utilize the edge maps, two frameworks, i.e., gEa-GAN and dEa-GAN, are proposed (as shown in Fig. 3 ). Each of them consists of three modules, a generator G, a discriminator D, and a Sobel edge detector S. The details of these two frameworks are presented as follows.
1) Generator-Induced Ea-GAN: For cross-modality MR image synthesis task, a source-modality image x and a targetmodality image y are scanned on the same subject with different contrasts. The generator G of the proposed gEa-GAN aims to synthesize target-modality-like images G(x) that can fool its discriminator D by training with the adversarial loss. Also, the L1-norm penalties are applied through G to discourage the dissimilarity between the real and synthesized images, and between their edge maps extracted by the Sobel edge detector S. In this way, both of the voxel-wise intensity similarity and the edge similarity are enforced during the synthesis. Accordingly, the objective of its generator G is defined as follows:
where the hyper-parameters, λ l1 and λ edge , are used to balance the three terms in Equation 5 .
Following that in Pix2pix [27] , the objective function of the discriminator D is defined as follows:
Finally, the gEa-GAN integrates its generator G and discriminator D together by training these two modules simultaneously with the following objective:
2) Discriminator-Induced Ea-GAN: The gEa-GAN enforces the voxel-wise intensity similarity and the edge similarity by its generator for image synthesis. However, as the edge term only appears on the generator side, edge information is not perceived by the discriminator. Inspired by the mechanism of adversarial learning between generator and discriminator, we further propose a dEa-GAN framework to incorporate the edge maps into this battle. Both generator and discriminator could benefit from the synthesized image and its edge map. Thus, the discriminator is also able to utilize the edge details to differentiate real and synthesized images, and this in turn enforces the generator to produce the better edge details for synthesis.
Similarly to the gEa-GAN, the generator G in the dEa-GAN model is trained using the adversarial loss, the voxel-wise intensity difference loss, and the edge difference loss for synthesis, according to the following objective:
Compared with the gEa-GAN model, the edge map S(G(x)) also implicitly appears in the first term of Equation 8 through the output of the discriminator D.
The objective of the discriminator D now becomes:
As can be seen, the discriminator takes a triplet as its input by adding the edge map S(G(x)) or S(y). For a synthesized triplet composed of x, G(x), and S(G(x)), the label is zero; for a real triplet composed of x, y, S(y), the label is one. The discriminator tries to differentiate these two types of triplets.
Again, the final objective of this dEa-GAN model is:
B. Detailed Architectures
The proposed two Ea-GANs are three-dimensional to capture the local and global contextual information along all three directions. Both of them consist of three modules, the generator G, the discriminator D, and the edge detector S. Among these three modules, the edge detector S is the Sobel Fig. 3 . Frameworks of Ea-GANs. Both gEa-GAN and dEa-GAN include a generator G, a discriminator D, and a Sobel edge detector S. The generator G is trained to synthesize a realistic target-modality image with its edge map detected by the Sobel edge detector S, while the discriminator D is learned to distinguish between the synthesized and real pair/triplet for sharp synthesis. In the back-propagation step of training, the generator G of gEa-GAN is affected by the gradients from the dissimilarity between the synthetic and real edge maps, while both generator G and discriminator D of dEa-GAN are affected by the detected edge maps.
operator that is presented in Section III-A, and the generator and discriminator are built upon CNN architectures to extract deep features from images. Due to limited GPU memory and the required training batch-size, we utilize large overlapped patches (128 × 128 × 128) rather than a whole image to train our Ea-GAN models, which could provide a sufficient number of samples to train a good model. The detailed architectures of our generator and discriminator are designed as follows.
1) Generator Architecture: U-net, as a CNN-based model, has been proposed to analyze whole images or large image patches in the literature [22] . It acquires global contextual information from the input, and ensures the spatial contiguity of the output. The typical characteristic of U-net architecture is the contracting and expanding paths with multiple skip connections between them. Using this structure, U-net can capture the hierarchical features of an input image, and mitigate the gradient vanishing caused by the long back-propagation when training deep networks [22] . It has been extended into 3D variants to better deal with 3D medical images [23] , [54] . To benefit from the structure of U-net, we design the generator of Ea-GANs as a 3D U-net-like network. It is symmetric with seven convolutional (conv) blocks in its contracting path and seven up-convolutional (up-cov) blocks in its expanding path. Between each conv block and the corresponding upconv block, skip connection is applied to capture multidepth information of source-modality images effectively. The specific construction of this generator is shown in Fig. 4 . Fig. 4 . Generator architecture. All the conv and up-conv blocks contain convolutional, batch normalization, and ReLU layers. In addition to these three layers, drop-out is applied to the first three blocks on the expanding path. Batch normalization is not used in the first block of the contracting path. Dashed lines mean the skip connections between contracting and expanding paths by copy and concatenation. The slope of LeakyReLUs is 0.2.
2) Discriminator Architecture: For the proposed gEa-GAN model, the input of its discriminator is a pair of images, so the discriminator takes in two channels of 3D large patches. Meanwhile, the dEa-GAN model processes triplets with three channels of 3D large patches. Thus, the designed discriminators vary in the two Ea-GAN models, the gEa-GAN and the dEa-GAN, by their first layers to involve the different numbers of input channels. Our discriminator consists of four conv blocks, another convolutional layer with one kernel of size 1 × 1 × 1, and a sigmoid layer to target the class index one or zero that means real or synthesized. The details of each layer in the discriminator are illustrated in Fig. 5 .
C. Implementation
When training a GAN model, a common issue is that it can become unstable or even experience a mode collapse easily [55] . For example, the discriminator tends to be more powerful than the generator, which is reflected by different decreasing speeds of their loss functions. In this case, the whole model is unstable, and cannot synthesize high-quality images. Many techniques have been discussed in [55] to improve the stability of training the GAN models. In our work, we consider two strategies. First, the labels used by the discriminator are smoothed to raise the difficulty of differentiation, and further reduce the vulnerability of adversarial learning. For a synthesized pair/triplet, the target label of the discriminator is set as a random number between 0 and 0.3, while for real pair/triplet, the target label is set as a random value between 0.7 and 1.2, inspired by [56] . In this way, the task of discriminator becomes more challenging to match the difficulty of the task of generator, so that the adversarial training becomes balanced.
The second strategy is used to better utilize the edge information in MR images. At the initial stage of training, the quality of the extracted edge maps, which highly relies on the generated images, is not good enough to effectively guide the synthesis. To mitigate this issue, the value of the hyper-parameter λ edge is initially set to be small and then gradually increased to adjust the importance of edge information. Specifically, we linearly increase λ edge from zero to 100 in the first 20 epochs, and then fix it at 100 in the following epochs. In this way, the Ea-GANs can effectively utilize the edge information to synthesize sharp and realistic target-modality-like images.
IV. EXPERIMENTAL RESULTS

A. Dataset and Experimental Setting
We use two datasets, i.e. the brain tumor contained BRATS2015 [57] and the non-skull stripped IXI [58] , to evaluate two proposed Ea-GANs.
The BRATS2015 dataset consists of 274 subjects with four modalities of co-registered MR images: T1-weighted (T1), T1-weighted and contrast-enhanced (T1c), T2-weighted (T2) and FLAIR, with the image size 240×240×155 (voxels). In this paper, we use T1 as the source-modality since it is the most commonly used modality for structural imaging, and test two synthesis tasks with FLAIR and T2 as the targetmodality, respectively. Five-fold cross-validation is conducted to effectively evaluate different methods on the entire dataset. For each cross-validation split, we divide the dataset into a training set (consisting of 4/5 samples) and a test set (consisting of 1/5 samples). The original intensity values of all used images are linearly scaled to [−1, 1] without any additional contrast change before processed by Ea-GANs. For each image, eight large patches (size: 128 × 128 × 128) are extracted, and the overlapped regions are averaged to form the final estimation. Note that, in order to increase the number of training samples, we use large patches rather than whole images for training, which is essentially different from voxel-wise regression used in the traditional small patch-based synthesis methods.
The IXI dataset includes 578 subjects of the non-skull stripped brain MR images from five modalities, i.e., T1, T2, PD, MRA, and DTI, with the image size 256×256×N (N is different for each subject). We synthesize T2 images from PD images following [7] . The dataset is utilized by a five-fold cross-validation, so the training set and test set consists of samples from 4/5 and 1/5 subjects, respectively, for each crossvalidation split. We also linearly scale the original intensity values into [−1, 1] without any additional contrast change in the pre-processing. For each 3D image, non-overlapped large patches (size: 128 × 128 × 128) are extracted along the trans-coronal and trans-sagittal directions. Along the transaxial direction, patches are padded with −1 if N < 128.
For all synthesis tasks, we conduct 150 epochs to train the models. In the first 100 epochs, the leaning rate is fixed as 0.0002, and then it linearly decays to zero in the next 50 epochs. Adam solver with a batch-size of six is applied to minimize the objectives. During training, λ l1 is fixed as 300, while λ edge linearly increases from zero to 100 in the first 20 epochs, and then stays at 100 in the next 130 epochs.
B. Methods in Comparison
The proposed Ea-GANs are compared with two state-of-theart cross-modality MRI synthesis methods, Replica [9] and Multimodal [7] , and a generic-image-synthesis cGAN-based model, Pix2pix [27] . 1) Replica [9] uses the handcrafted multi-resolution 3D patch features to train random forests for synthesis. 2) Multimodal [7] is a 2D CNN-based model to synthesize the MR image slice by slice with the constraint of pixelwise intensity difference. 3) Pix2pix [27] is a 2D cGAN model, which synthesizes whole 2D images by focusing on maintaining the pixelwise intensity similarity. We directly run these three models using their publicly released codes, and follow the original papers for both image pre-processing and model setting. The two 2D models, i.e., Multimodal [7] and Pix2pix [27] , are trained using axial slices. Then the synthesized axial slices of each subject are concatenated to form a 3D volume.
Moreover, to facilitate the comparison, we propose a 3D cGAN model, which has the same objective function as Pix2pix [27] . This 3D cGAN model follows the same architecture and parameter setting as the two proposed models, i.e., gEa-GAN and dEa-GAN. All of the 3D models work on large 3D patches to increase the number of training samples.
In addition, to verify the advantages of using edge maps over directly using image gradients, we also build a cGAN model that follows the network architecture of gEa-GAN and dEa-GAN, but use the image gradient difference loss in [46] instead of the edge similarity loss. This model is denoted as a gradient cGAN. To balance each term in the objective function, the added image gradient difference loss is normalized by the number of output voxels and multiplied by 3000.
C. Evaluation Measures
Following literatures, we employ three measures in the experiments to evaluate the synthesis performance of the proposed Ea-GAN models and other methods in comparison: peak signal-to-noise ratio (PSNR), normalized mean squared error (NMSE), and structural similarity index (SSIM) [59] . These three evaluation metrics are widely applied to the whole synthesized image [7] , [19] . Given the ground-truth targetmodality 3D image y and the synthesized 3D image G(x), PSNR is defined as:
, (11) where M AX range (y, G(x)) means the maximum intensity range of y and G(x), and N voxel denotes the total number of voxels of y or G(x). PSNR is applied to measure the estimation accuracy in terms of the logarithmic decibel scale. Thus, higher PSNR indicates better synthesis performance.
NMSE is calculated as:
It is exploited to evaluate the voxel-wise intensity distance between y and G(x), so lower NMSE shows higher synthesis quality. Different from the above two metrics which evaluate absolute errors between y and G(x), SSIM is used to measure the similarity of the two images considering image degradation as perceived change in structural information. It is computed as:
where μ y , μ G(x) , σ y , and σ G(x) are the means and variances of image y and G(x), and σ yG(x) is the covariance of y and G(x). Higher SSIM demonstrates better estimation. Before the evaluation, the intensity values of all the synthesized and real images are added by one, and then divided by two. Thus, the intensity values of all images are between zero and one. It can be easily seen that, the value of SSIM is between −1 and 1, while PSNR and NMSE values are unbounded.
D. Results on BRATS2015
The synthesis results on the BRATS2015 dataset are reported, including those from Replica [9] , Multimodal [7] , Pix2pix [27] , 3D cGAN, gradient cGAN, and the two proposed methods of gEa-GAN and dEa-GAN. We show their synthesis performances evaluated on whole images (including a brain and a background) in Table I and on tumor regions in Table II , respectively. To test if the proposed dEa-GAN is statistically significantly better than a compared method, paired t-test is conducted, following [60] - [62] . When the improvement of dEa-GAN over the method is statistically significant, the result of that compared method will be underlined in the tables.
1) Results on the Whole Images:
• Comparison between 2D and 3D cGAN
As shown in Table I , 3D cGAN which is a 3D variant of Pix2pix [27] , significantly outperforms Pix2Pix [27] with better synthesis results. Specifically, this 3D model improves the quality of T1-to-FLAIR synthesis and T1-to-T2 synthesis by (1) 1.8dB PSNR, 0.025 NMSE, and 0.018 SSIM (T1 to FLAIR), and (2) 1.22dB PSNR, 0.015 NMSE, and 0.011 SSIM (T1 to T2), respectively, compared with the 2D model of Pix2Pix [27] . This demonstrates the importance of considering 3D contextual information during the synthesis. When looking into the coronal and sagittal slices in Fig. 6 and Fig. 7 , it is found that the discontinuity along these two directions is more salient in Pix2pix [27] than in 3D cGAN (especially the regions between two red arrows in the zoomed parts).
• Comparison between 3D cGAN and the two proposed Ea-GANs As a model only focusing on the voxel-wise intensity similarity, 3D cGAN produces lower-quality images than both of the proposed Ea-GANs which jointly consider the intensity similarity and edge similarity during training. Concretely, for the synthesis task of FLAIR, PSNR and SSIM increase from 29.26dB (3D cGAN) to 30.11dB (dEa-GAN) and from 0.958 (3D cGAN) to 0.963 (dEa-GAN) respectively, and NMSE decreases from 0.119 (3D cGAN) to 0.105 (dEa-GAN). For T2 synthesis results, dEa-GAN improves PSNR, NMSE, and SSIM by 0.61db, 0.007, and 0.003 from 3D cGAN, respectively. These improvements consistently demonstrate the necessity of preserving edge details in image synthesis. Meanwhile, from all the three views in Fig. 6 and Fig. 7 , the proposed two Ea-GANs synthesize sharper edges than the 3D cGAN (indicated by two blue arrows in the zoomed parts).
• Comparison between gradient cGAN and gEa-GAN
The gradient cGAN, which directly extracts the image gradient difference for training, performs worse than the proposed gEa-GAN, as shown in Table I . These two methods only differ in whether gradient similarity or edge similarity is used. This indicates the superiority of using the Sobel edge similarity loss over directly using the image gradient loss. The performance is further improved when the edge similarity is also adversarially learned in dEa-GAN.
• Comparison between the two proposed Ea-GANs
When comparing between the two proposed Ea-GANs, the dEa-GAN significantly improves the averaged PSNR and SSIM values by approximately 0.6dB and 0.003 respectively, and lowers the NMSE value by about 0.01 from the gEa-GAN for the FLAIR synthesis task. Similarly, the dEa-GAN improves PSNR, NMSE, and SSIM by 0.4dB, 0.005, and 0.01, respectively, for the T2 synthesis task. Those validate that integrating the edge information into both generator and discriminator can significantly enhance the learning of edge similarity, and further improves the whole image synthesis performance.
• Comparison between the state-of-the-art models and the two proposed Ea-GANs When comparing our results with the state-of-the-art methods in literature, Replica [9] obtains the worst PSNR and SSIM evaluation results, which indicates that the small-patch-based method with the handcrafted features may not be able to capture the image contextual information for MR synthesis. For the 2D models, Pix2pix [27] can get slightly better quantitative results than Multimodal [7] . However, when comparing them with the proposed Ea-GANs, our methods outperform these two methods in terms of all the three measures. As shown in the yellow circles of Fig. 6 and Fig. 7 , our methods produce the FLAIR-like and T2-like images with the more local details along all the three directions: axial, sagittal, and coronal. It is worth noting that, the gradient cGAN can be regarded as the best performing one in the compared methods, in terms of either the closest mean or the smallest average difference to our proposed dEa-GAN. Still, our dEa-GAN performs statistically significantly better than it as analyzed above. 2) Results on Tumor Regions: The above seven methods are also compared on the lesion-contained regions in Table II . The Ea-GANs obtain the best values of PSNR, NMSE, and SSIM over all the methods in comparison. This is consistent with our observations on whole images. Also, the dEa-GAN shows statistically significant improvements over the bestperforming one, i.e., the gradient cGAN, among the compared methods. These show the capacity of the proposed Ea-GANs on preserving the critical pathological information in the synthesized images, since such information could be correlated to edges.
E. Results on IXI Dataset
As can be seen in Table VI , the proposed Ea-GANs outperform the other five methods in comparison according to all the three measures. The proposed dEA-GAN model demonstrates considerable improvements, with NMSE dropping from 0.087 (Replica) to 0.031 (dEa-GAN), SSIM rising from 0.947 (Replica) to 0.977 (dEa-GAN), and PSNR rising from 27.99dB (Replica) to 33.25dB (dEa-GAN), respectively. The second best is the proposed gEa-GAN model. These results validate that the two proposed Ea-GANs can also synthesize the non-skull stripped MR images with higher quality. Example images are shown in Fig. 8 . Although all the methods produce the high-quality synthesized T2 images, the visual results generated by the two proposed Ea-GANs show the sharper edges (indicated by the two red arrows in the zoomed parts), which is consistent with the observation from quantitative evaluation.
F. Results on Synthesized Image Edge Maps
To directly show the edge preserving performance of the proposed Ea-GANs, three kinds of edge maps, i.e. Sobel, Prewitt, and Canny binary edge maps, extracted from the synthesized and real images are compared via PSNR, NMSE, and SSIM in Tables III, IV , V, and VI. As shown, the proposed Ea-GANs produce the edge maps that are closest to the ground-truth. These results directly verify the effectiveness of maintaining edge similarity by the two proposed Ea-GANs.
G. Generic Image Synthesis Results
To evaluate the generality and the effectiveness of our edgeaware approach, we extend the dEa-GAN into its 2D variant, 2D dEa-GAN, and compare it with Pix2pix [27] . Following the literature, three generic image-to-image translation benchmark datasets are used. For the facades dataset [63] , the label-tophoto translation is conducted with 400 training samples and 206 test samples. For the maps dataset, 1096 training images and 1098 test images that are scraped by [27] are used, and the map-to-aerial translation is processed. For the cityscapes dataset [64] , photos are synthesized from the cityscapes labels with 2975 training images and 500 test images. All the image pre-processing steps and experimental setting follow the work in [27] .
In Table. VII, we report the quantitative comparisons of the synthesized images by Pix2pix [27] and our 2D dEa-GAN model on these three datasets. As consistently seen, our 2D dEa-GAN significantly outperforms Pix2pix [27] with higher PSNR and SSIM, and lower NMSE. It validates that preserving edge information is essential for the different generic image synthesis tasks.
V. DISCUSSION
Our work aims to synthesize high-quality MR images by cGAN-based models. The proposed 3D-based Ea-GANs enforce the voxel-wise intensity similarity during training, and additionally integrate the edge maps as the image contextual information to improve synthesis performance. Two strategies have been proposed for this purpose. The first one is the proposed gEa-GAN model which extracts the Sobel edge maps of both synthesized and real target-modality images, and minimizes their distance during the training of generator. The second one is the proposed dEa-GAN. It further enforces this edge similarity via the adversarial learning between generator and discriminator. Our experimental results fully demonstrate the importance of perceiving the edge details during synthesis with the consistent improvements in terms of different evaluation measures, and across all the datasets that have been tested. Moreover, by jointly acquiring the edge information via both of the generator and discriminator, the dEa-GAN is found to also outperform the proposed gEa-GAN that only incorporates edge details on the generator side. In addition, our Ea-GANs prove to also work well in lesion regions, which beats all the other methods in comparison according to three measurements on brain tumor synthesis. Last but not the least, edge-aware GANs well generalize to other generic image synthesis tasks, as shown on a variety of benchmark datasets about facades, maps, and cityscapes, demonstrating the power of our Ea-GAN model as a general image synthesizer.
Most previous works for cGAN-based medical image synthesis [30] - [48] are 2D models that separately estimate each slice along the image's trans-axial direction. They ignore the 3D image contextual information and result in the discontinuous estimation. To overcome this limitation, the idea of using 3D conditional GANs has been exploited in some existing works [37] , [38] , [46] . However, there are distinct differences between those methods and the proposed models. First, [37] and [38] only maintain the voxel-wise similarity during training. In contrast, our work innovatively explores the edgeaware idea in cGAN models to synthesize the higher-quality images. Second, whereas a gradient difference loss is used in [46] , we apply a Sobel operator to extract the edge details. Applying the Sobel filters has more advantages than directly using the image gradients. By the averaging operation of Sobel operator, the filter is less sensitive to noise than directly using the image gradients. Also, the Sobel filter assigns higher weights to its nearer neighbors and lower weights to its farther neighbors, which cannot be achieved by directly utilizing image gradients. The superiority of our gEa-GAN over the gradient cGAN justifies that the Sobel filters are more effective than the simple image gradients for MR image synthesis. More importantly, we innovatively integrate the edge information into adversarial learning (rather than simply putting it in the cost function of generator) to significantly improve the synthesis quality, which was not touched at all in [46] . Our current work has the following limitations. First, due to the limited number of training images, the validation set is not used to optimally choose training parameters. To increase the practical number of training data, large 3D patches rather than whole images are used for training. In our future work, we will try to augment more samples into the study to choose parameters, and evaluate our methods on 3D whole image synthesis. Second, enhancing the edge similarity is only one of the potential approaches to maintaining image content. In our current study, due to the difficulty of optimization, some other image structure related measurements, such as local normalized cross-correlation, are not studied. This would be thoroughly explored in our future study. Third, current MR image synthesis frameworks usually require the training samples to have both source-and target-modalities. However, such a requirement is often difficult to meet in many medical applications, which further reduces the number of usable training samples, and limits the performance of models for synthesis. In our future work, we are going to relax this requirement by developing the semi-supervised Ea-GANs to make our models more adaptive to various scenarios in medical image synthesis. Fourth, our work demonstrates the effectiveness of the proposed methods in conducting learning in the same dataset. In the future, we will try to exploit domain adaptation techniques to further extend them to tackle cross-dataset learning problems.
VI. CONCLUSION
In this paper, we proposed two novel end-to-end frameworks of Ea-GANs, i.e., gEa-GAN and dEa-GAN, to synthesize the target-modality MR images from the given source-modality. Jointly preserving the voxel-wise intensity similarity and the edge similarity during synthesis, the proposed Ea-GANs, especially the dEa-GAN, achieve significantly better results than multiple state-of-the-art methods for MR image synthesis. In addition, the excellent generality of dEa-GAN has been demonstrated on different generic image synthesis tasks.
