Gauge fixing for logarithmic connections over curves and the
  Riemann-Hilbert-Problem by Gantz, Christian & Steer, Brian
ar
X
iv
:a
lg
-g
eo
m
/9
50
40
16
v1
  2
9 
A
pr
 1
99
5 Gauge fixing for logarithmic connections over
curves and the Riemann-Hilbert-Problem∗
Christian Gantz† and Brian Steer
Mathematical Institute, Oxford OX1 3LB, UK
(gantz@maths.ox.ac.uk)
November 2, 2018
Contents
1 Introduction 2
2 Local logarithmic connections and weighted flat bundles 5
2.1 Logarithmic connections . . . . . . . . . . . . . . . . . . . . . 5
2.2 Gauge fixing for logarithmic connections . . . . . . . . . . . . 7
2.3 Correspondence between local logarithmic connections and
weighted flat bundles . . . . . . . . . . . . . . . . . . . . . . . 11
3 Global logarithmic connections and weighted flat bundles 14
3.1 Correspondence over IP 1 . . . . . . . . . . . . . . . . . . . . . 14
3.2 The splitting type of E → IP 1 . . . . . . . . . . . . . . . . . . 16
4 The Riemann-Hilbert-Problem 17
4.1 Commutative and semi-simple representations . . . . . . . . . 17
4.2 The rank two case . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3 The semi-stable case and implications . . . . . . . . . . . . . 21
4.4 Reducible representations . . . . . . . . . . . . . . . . . . . . 23
4.5 Parabolic representations and the rank three case . . . . . . . 25
∗Mathematics Subject Classification (1991) 14H60 (Primary) 14H30 14F10 14F35
(Secondary)
†The first author was fully supported by the Alfried Krupp von Bohlen und Halbach –
Stiftung, Essen
1
2 Gantz and Steer
1 Introduction
Said briefly: We explain in detail the correspondence F between algebraic
connections over IP 1, logarithmic at X = {x1, ..., xn} ⊆ IP
1, and flat bundles
over IP 1 − X with integer weighted filtrations near each xj. Included is a
gauge fixing theorem for logarithmic connections. (Thus far, one could work
over any Riemann surface.) We prove a bound on the splitting type of a semi-
stable logarithmic connection over IP 1. Using this we extend some results
on the Riemann-Hilbert-Problem and explain some others. The work is self
contained and elementary, using only basic knowledge of gauge theory and
the Birkhoff-Grothendieck-Theorem.
The concepts: A logarithmic connection over (IP 1,X) consists of a
holomorphic vector bundle E → IP 1 with an algebraic connection
∇ : Ω0(E)→ Ω0(E)⊗ Ω1IP 1(logX),
satisfying the Leibnitz rule, where Ω1IP 1(logX) is the sheaf of holomorphic
1-forms generated near xj by dzj/zj for a coordinate zj centred at xj . H :=
(E,∇)|IP 1−X is a flat bundle. Isomorphism classes of flat bundles of rank
r correspond to conjugacy classes of representations χ : π1(IP
1 − X) →
Gl (r, IC), [2, p 200], [1, p 51-56], [13, p 4]. χ is called the monodromy (or
holonomy) of H.
If E is trivial, one calls (E,∇) a Fuchsian system. Choose a global
coordinate z on IP 1 such that aj := z(xj) 6= ∞. For any Fuchsian system
(IP 1 × ICr,∇) there exist Bj ∈ End ( IC
r), [1, p 4], such that
∇ = d +
n∑
j=1
Bj
z − aj
. (1)
The problem: In 1900 Hilbert stated his twenty first problem: Prove
that for any given singularities X and representation χ there exists a Fuch-
sian system realising (X,χ). Literally, [12], he said Fuchsian equation, i.e.
higher order differential equations with prescribed singularities. But Anosov
& Bolibruch argue that he meant vector-valued linear equations, i.e. Fuch-
sian systems, because the alternative was already known to be wrong in 1900.
Fuchsian equations induce Fuchsian systems, [1, Ch. 7]. Since Riemann
worked on the problem earlier, it is called the Riemann-Hilbert-Problem
(RHP). For a comprehensive collection of known results and references to
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the RHP see [1], also [3] and [4]. Much of the recent work is due to Bolibruch.
(An approach different from most is Hain’s, [11].) Bolibruch discovered a
pair (X,χ), of rank r = 3 and with n = 4, which cannot be realised by any
Fuchsian system, [4, p 74-76], [1, p 14]. Therefore, he modified the RHP
to the question of which (X,χ) can occur on Fuchsian systems. Bolibruch
shows that for fixed χ but varying X, the answer can be different. We do
not consider the dependence on X and concentrate on positive answers to
the RHP.
By the Birkhoff-Grothendieck-Theorem (BGT), [18], any vector bundle
E → IP 1 is isomorphic to O(c1)⊕ ...⊕O(cr) for unique integers c1 ≥ ... ≥ cr,
called the splitting type of E. So, considering the space of all logarithmic
connections over (IP 1,X), the Fuchsian systems (1) constitute the connected
component of the trivial connection. Fuchsian systems are clearly semi-
stable.
The approach: We follow Deligne, [6]. To each xj , let Uj be a small
simply-connected neighbourhood and U∗j := Uj − {xj}. We show directly
that a logarithmic connection (E,∇) admits, over a small open neighbour-
hood of xj , a normal trivialisation (Definition 2.2.1). This is used to con-
struct on H = (E,∇)|IP 1−X a filtration 0 ⊂ H
1
j ⊂ ... ⊂ H
lj
j = H|U∗j by flat
subbundles with integer weights Φj = diag (φ
i
j), (φ
1
j ≥ ... ≥ φ
r
j) ∈ ZZ
r, for
each j = 1, ..., n. Conversely, such data on a flat bundle H → (IP 1 − X)
induces a unique extension of H to a logarithmic connection (E,∇) :=
F(H,Hmj ,Φj) over (IP
1,X).
Extending and restricting appropriate morphisms, F becomes an equiv-
alence between the categories of weighted flat bundles (H,Hmj ,Φj) over
IP 1 − X and the category of logarithmic connections (E,∇) → (IP 1,X).
The equivalence F has been constructed slightly differently by Manin, [16];
Deligne, [6], and Simpson, [21], and on objects partially by Anosov & Boli-
bruch, see also [8]. F prerves injections and surjections. The integer weights
are used to define the degree of a weighted flat bundle. By Simpson, F pre-
serves degrees and hence (semi-) stability (Definition 3.1.2).
If γj is a loop in U
∗
j going once around xj , the parallel transport in H
w.r.t. γj is conjugation equivalent to an upper-triangular matrix. So, filtra-
tions of H|U∗
j
by flat subbundles exist. There is much freedom in choosing
integer weights. Hence, any pair (X,χ) is realized by several logarithmic con-
nections. (This even holds over Riemann surfaces, [20].) If one is satisfied
with any logarithmic connection realizing a given pair (X,χ), the problem
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is therefore solved; the difficulty is to decide when the underlying bundle is
trivial.
We seek, for given H, filtrations Hmj and integer weights Φj such that
F(H,Hmj ,Φj) is Fuchsian. To indicate the relation between our approach
and previous ones, let (X,χ) be realised by (E,∇). E admits a system
W = (w1, ..., wr) of global meromorphic section, holomorphic away from
x1, spanning E off x1. W generates a flat bundle over IP
1. So, every pair
(X,χ) is realized by a regular system, i.e. a singular algebraic connection on
IP 1 × ICr such that the flat sections have at most polynomial growth. This
has long been known, [19], [6], and most attempts to find Fuchsian systems
are by “modifying” (see [1, p 77]) regular ones. Conversely, regular systems
induce logarithmic connections. To see this, use the system of sections V as
in equation (2.2.21) of [1] to generate a free rank r sheaf, i.e. vector bundle,
and apply Levelt’s result, [1, p 28], [15, p 379]. The modification of regular
systems does correspond to changing filtrations and integer weights on H.
Bolibruch essentially introduced the approach, but worked himself mainly
via regular systems.
Bolibruch found that any irreducible representation is the monodromy
of a Fuchsian system for any given singularities, [1, p 83]. Having this, one
attempts to apply induction on reducible ones. The difficulty is that the
smaller subspaces in the local filtrations of H have higher integer weights
and tend to be contained in global subspaces. This restricts the choice of
filtrations and weights which makeH into a semi-stable weighted flat bundle;
which is neccessary should H be a restriction of a Fuchsian system. This
difficulty comes up in Theorems 4.4.1 and 4.5.1 and, in an extreme form in
Proposition 4.4.2. The results on reducible representations that we have,
Lemma 3.2.4, follow from the preservation of short exact sequences under
F and the BGT.
What is new: We give a direct proof of a gauge fixing theorem for
logarithmic connections over curves, Theorem 2.2.3. The description of the
inverse of F via this gauge fixing theorem seems new.
We work on the RHP via logarithmic connections, avoiding regular sys-
tems. Instead of Bolibruch’s sum of exponents of a regular system we use the
degree of a bundle over IP 1 and the concept of semi-stability. In particular,
the preservation of semi-stability under F is usefull because any Fuchsian
system is semi-stable. Bolibruch does not mention the concept of semi-
stability in relation to the RHP. Applying the properties of F , explained in
the first part of this article, several of Bolibruch’s results on the RHP follow
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easily from the Birkhoff-Grothendieck-Theorem and the fact that H0(O(c))
equals 0 if c < 0 and IC if c = 0. We do not reprove this way as many results
as possible, restricting to some signific ones, e.g. Theorem 4.2.1, Proposition
4.4.2, Lemma 3.2.4 here and [1, Lem. 5.2.2] and [1, Thm. 5.2.2].
Besides, perhaps, a more conceptual proof of known results, we have new
ones. Bolibruch’s first counter-example to the RHP implies that a semi-
stable logarithmic connection is not neccessarily Fuchsian. However, we
prove that any semi-stable logarithmic connection (E,∇) has bounded split-
ting type, Theorem 3.2.1. To be precise, ci− ci+1 ≤ n− 2 for i = 1, ..., r− 1
where E = O(c1) ⊕ ... ⊕O(cr), c1 ≥ ... ≥ cr, n = ♯X. Bolibruch treats the
special case of logarithmic connections with irreducible monodromy. His
bound, Corollary 3.2.2 here, is weaker. Combined with a technical result
of Bolibruch, namely Proposition 4.1.2 here, i.e. [1, Lem. 4.1.3], of which
we provide a direct proof, our bound leads to the existence of a Fuchsian
system with given monodromy χ : π1(IP
1 − X) → Aut ( ICr) if some χ(γk)
admits an eigenvector which is a cyclic vector of the π1(IP
1 − X)-module
ICr. Firstly, this implies Bolibruch’s positive solution for irreducible repre-
sentations. Secondly, it gives a shorter proof of his result that each χ is
a subrepresentation of the monodromy of a Fuchsian system of double the
rank. Thirdly, it leads to an alternative proof of his complete answer to the
RHP in rank three.
We have a new, sufficient condition for parabolic representations to come
from Fuchsian systems, Theorem 4.5.1, and show that this is always satis-
fied in rank four. A new result for reducible representations is part (ii) of
Theorem 4.4.1.
Acknowledgements: We thank Michael Thaddeus for bringing the
RHP to our attention and showing us Bolibruch’s work.
2 Local logarithmic connections and weighted flat
bundles
2.1 Logarithmic connections
Let U be a simply connected, open neighbourhood of 0 ∈ IC, z the natural
coordinate. By ΩpU we denote the sheaves of holomorphic forms on U , Let
Ω1U(log 0) := Ω
0
U · (
dz
z
)
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be the free sheaf of holomorphic 1-forms logarithmic at 0, [10, p 449]. Nat-
urally, this sheaf is isomorphic to Ω0U (KU ⊗ [0]), where KU is the canonical
bundle with section dz and [0] the line bundle on U associated with the
divisor 0. The vector (dz/z)(0) ∈ (KU ⊗ [0])0 is independent of the choice
of coordinate because, if u : U → IC is another coordinate with u(0) = 0,
du
u
=
z du
dz
·
dz
z
= (1 + o(z))
dz
z
.
Definition 2.1.1 A (local) connection logarithmic at 0 is a holomorphic
vector bundle E → U and a IC-linear map
∇ : Ω0(E)→ Ω0(E)⊗ Ω1U (log 0)
satisfying the Leibnitz rule ∇(fv) = (df)v + f∇(v) for all f ∈ Ω0 and
v ∈ Ω0(E). A morphism τ : (E′,∇′)→ (E,∇) of logarithmic connections is
a bundle map such that
τ∗ ◦ ∇
′ = ∇ ◦ τ∗
for τ∗ : Ω
0(E′)→ Ω0(E).
A morphism is called injective (surjective) if it is as bundle map. A short
sequence (E′,∇′)→ (E,∇)→ (E′′,∇′′) is called exact if it is as sequence of
bundle maps. Simpson calls (E,∇) a regular singular DU -module, [21].
If v ∈ Ω0(E) and f ∈ Ω0 then
∇(fv) = (
df
dz
)zv
dz
z
+ f∇(v) so (∇(fv))(0) = f(0)(∇(v))(0).
Hence, ∇ induces a canonical endomorphism
ρ′ : E0 → E0 ⊗ (KU ⊗ [0])0.
Definition 2.1.2 The canonical map ρ : E0 → E0, determined by ρ
′(w) =
ρ(w) · (dz/z)(0) for all w ∈ E0, is called the residue of ∇ at 0. If (λ
1, ..., λr)
denote the eigenvalues of ρ and φi := [−Re(λi)] ∈ ZZ then φ1 ≥ ... ≥ φr are
called the integer weights of ∇ (at 0).
We encode the integer weights as
Φ := diag(φi) = block-diag(ψmIdm)
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with ψi > ψi+1 for all i. Φ induces a canonical block structure on all matrices
which we will use a lot. If ∇0 is a second logarithmic connection on E, the
Leibnitz rule implies that
(∇0 −∇) : E → E ⊗KU ⊗ [0]
is a holomorphic bundle map. So, in a trivialisation θ : E → U × ICr,
∇θ := θ ◦ ∇ ◦ θ
−1 = d +A(z)
dz
z
for holomorphic A : U → End( ICr). The converse clearly holds. Further-
more, ρ = θ(0)−1 ◦A(0) ◦ θ(0).
2.2 Gauge fixing for logarithmic connections
If all eigenvalues µ of K ∈ End( ICr) satisfy Re (µ) ∈ [0, 1) then we say K has
normalised eigenvalues. If also G = exp(2πiK) we call K the normalised
logarithm of G: K = norm log G. If G is upper-triangular and has only one
eigenvalue ρ then, for µ = norm log ρ, we have, [15, p 376],
norm log G = µI +
1
2πi
∞∑
j=1
(−1)j
j
(
1
ρ
G− I)j .
Definition 2.2.1 A trivialisation θ : (E,∇) → (U × ICr,∇θ) is called nor-
mal (w.r.t. z) if
∇θ = d+ z
Φ(−K − Φ)z−Φ
dz
z
for some constant, block-upper-triangular K ∈ End( ICr) with normalised
eigenvalues, where Φ is the integer weights-matrix of (E,∇).
For a normal trivialisation θ, integer weights Φ = block-diag (ψmIdm)
and (e1, ..., er) the standard frame of U × IC
r, let
Fm := 〈ed1+...+dm−1+1, ..., ed1+...+dm〉 ⊆ U × IC
r
for m = 1, ..., l and F 0 := U × {0}. Set
φ : U × ICr → ZZ∪ {+∞}
v 7→
{
ψm if v ∈ (⊕m0 F
k)− (⊕m−10 F
k)
+∞ if v = 0.
Clearly, φ is invariant under parallel transport away from the singularity.
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Remark 2.2.2 For v ∈ U∗ × ICr, φ(v) can be described as the integer part
of the asymptotic growth, [1, p 17], [15, p 374], of the flat extension of v
over U∗. This follows from Lemma 2.2.5 and equations (2.2.8), (2.2.11) and
(2.2.12) in [1]. Anosov & Bolibruch use Levelt’s work on asymptotic growth
for regular systems, i.e. singular connections such that flat sections have at
most polynomial growth. We avoid regular systems.
Under the equivalence of asymptotic growth and φ, (i) and the first part
of (iii) of the following theorem correspond to results of Levelt, [1, p 28], [4,
p 60], [15, p 379]. Gantmacher has (i), [9, p 185,191].
Theorem 2.2.3 (i) For each logarithmic connection (and any coordinate),
there exists a normal trivialisation in some small neighbourhood of the
singularity.
(ii) Let τ : (E′,∇′) → (E,∇) and consider two normal trivialisations θ :
(E,∇) → (U × ICr,∇θ) w.r.t. z and θ
′ : (E′,∇′) → (U × ICr
′
,∇′θ′)
w.r.t. u. Then M := θ ◦ τ ◦ (θ′)−1 satisfies
φ(M(v′)) ≥ φ′(v′)
for all v′ ∈ U × ICr
′
.
(iii) If τ is injective then φ(M(v′)) = φ′(v′) for all v′ ∈ U × ICr
′
. If τ
is surjective and v ∈ U × ICr then there exists v′ ∈ τ−1(v) such that
φ(v) = φ′(v′).
We give a direct proof.
Proof: (i): Start with any trivialisation and write the connection as d +
A(z)dz/z for A(z) =
∑∞
0 A
jzj . Applying a constant gauge transformation,
we can assume A0 = block-diag (A0m,m) where each eigenvalue λ of A
0
m,m
satisfies
[−Re λ] = ψm, i.e. − Re λ− ψm ∈ [0, 1). (2)
Assume we could find M(z) =
∑∞
0 M
jzj : U → Gl(r, IC) and
B(z) =
∑∞
0 B
jzj : U → End( ICr) such that
M−1 ◦ (d +A(z)
dz
z
) ◦M = d +B(z)
dz
z
(3)
with M0 = I, hence B0 = A0, and B(z) = zΦ(−K −Φ)z−Φ for K constant,
block-upper-triangular. Then the eigenvalues of K would be those of −B0−
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Φ = −A0 − Φ and hence K would have normalised eigenvalues by (2). We
would be done if the series of M converges in a small neighbourhood of 0.
Eq. (3) is equivalent to
d +M−1(dM) +M−1AM
dz
z
= d +B
dz
z
i.e. zdM = (MB −AM)dz. In the Taylor expansion we must have
jM j =
j∑
k=0
{MkBj−k −Aj−kMk} ∀j ≥ 0.
So (3) is fulfilled if
(jM j+A0M j−M jB0)−Bj = −Aj+
j−1∑
k=1
{MkBj−k−Aj−kMk} =: Rj−1 (4)
for all j ≥ 1. Work by induction on j ≥ 1. For all i,m = 1, ..., l, we need to
satisfy, for M0 = I (A0 = B0), the equation on the block entries
(j +A0i,i)M
j
i,m −M
j
i,mA
0
m,m −B
j
i,m = R
j−1
i,m .
By (2), any eigenvalue λ′′ of (j +A0i,i) satisfies [−Reλ
′′] = −j + ψi. So, λ′′
is not an eigenvalue of A0m,m unless ψ
i − j = ψm. Hence there is a solution
(M ji,m, B
j
i,m) with B
j
i,m = 0 if ψ
i− j 6= ψm. So we findM and B as required.
To see that
∑∞
0 M
jzj is absolutely convergent near 0, set
cj := ‖A
j‖+ ‖Bj‖ ∀j ≥ 1 and c0 := 2[ ‖A
0‖ ] + 2 ∈ ZZ
in operator norm. We can find C > 1 and ε0 > 0 such that
cjε
j < C ∀j ≥ 0 ∀ 0 ≤ ε ≤ ε0
since A and B are absolutely convergent. The equality (4) implies
(j − c0)‖M
j‖ ≤
j−1∑
k=0
‖Mk‖ cj−k.
Choose any δ ≤ ε0/2C. Then (2Cδ)
j−kcj−k ≤ C for all j − k and so
(j − c0)‖M
j‖(2Cδ)j ≤ C
j−1∑
k=0
‖Mk‖(2Cδ)k .
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Hence
(j − c0)‖M
j‖δj ≤ 2−j
j−1∑
0
‖Mk‖(2δ)k .
Let D :=
∑c0
k=0 ‖M
k‖δk. Then we claim that
‖M j‖δj ≤ D 2c0−j ∀j ≥ c0
which would finish (i). The claim is clear for j = c0 and for j > c0 we use
induction to find
‖M j‖δj ≤
2−j
j − c0
 c0∑
0
‖Mk‖δk2c0 +
j−1∑
c0+1
D2c0−k2k

≤ 2c0−jD
1 + (j − 1)− c0
j − c0
.
(ii): By hypothesis,
∇θ′ = d +B(z)
dz
z
= d + uΦ
′
(−K ′ − Φ′)u−Φ
′ du
u
,
∇θ = d +A(z)
dz
z
= d + zΦ(−K − Φ)z−Φ
dz
z
and M =
∑∞
0 M
jzj : U → Hom( ICr
′
, ICr) with M ◦ ∇′θ′ = ∇θ ◦M , i.e. (4)
above.
Let M = ⊕i,mMi,m for Mi,m : F
′m → F i where ICr
′
= ⊕l
′
1F
′m and ICr =
⊕l1F
i according to Φ′ and Φ, respectively. If M is block-upper-triangular,
i.e. Mi,m = 0 if ψ
′m > ψi, then (ii) follows.
For j = 0, (4) gives A0M0 −M0B0 = 0. Clearly, B0 and A0 are block-
diagonal, any eigenvalue λ′ of B0m,m satisfies [−Reλ
′] = ψ′m and any eigen-
value λ of A0i,i satisfies [−Reλ] = ψ
i. This implies
M0i,m = 0 if ψ
′m 6= ψi. (5)
Since A and B are block-upper-triangular, (4) implies by induction on j ≥ 0
that jM j +A0M j −M jB0 is block-upper-triangular, i.e.
(j +A0i,i)M
j
i,m −M
j
i,mB
0
m,m = 0
if ψ′m > ψi > ψi − j. Hence, M j is block-upper-triangular.
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(iii): Assume τ is injective and v′ ∈ U × ICr
′
has φ′(v′) = ψ′m. By
(5), there exists i such that ψi = ψ′m and M0i,m has full rank. Since φ
and φ′ are invariant under parallel transport, v′ is, w.l.o.g., contained in the
neighbourhood of 0 whereMi,m has full rank. Hence,M(v
′) has a component
in F i and so, φ(M(v′)) ≤ ψi.
Now assume τ is surjective and v ∈ U × ICr with φ(v) = ψi. Write
v = v1 + ... + vi according to the decomposition of ICr. By the dual of
the above argument, we find v′ = v′1 + ... + v′i with vk = M(v′k) and
φ′(v′k) = ψk. Hence, φ′(v′) = ψi.
✷
Definition 2.2.4 Let θ be a normal trivialisation of (E,∇). The integer
weights filtration of (E,∇) is
0 ⊂ E1 ⊂ ... ⊂ El = E where Em := θ−1(⊕m1 F
k).
At first, the normal trivialisation θ and hence the filtration of E exists
only over a small neighbourhood of the singularity. But since each Em is
invariant under ∇, we can extend over all of U . This filtration, together
with Φ, is equivalent to φ ◦ θ : E → ZZ∪ {+∞}. It is independent of the
choice of θ by Theorem 2.2.3.
Let π : U˜∗ → U∗ be the universal covering and write z˜ for the coordinate
over z. Let log z˜ : U˜∗ → IC be a holomorphic function such that log z˜ ≡
log z mod (2πi). For K ∈ End( ICr) let z˜K := exp(K log z˜); z˜Φ = zΦ.
Lemma 2.2.5 For θ as in Definition 2.2.1, ∇θ(z
Φz˜K) = 0 on U˜∗, i.e.
zΦz˜K is a fundamental system of flat sections. Hence, exp(2πiK) is the
monodromy around 0.
Proof: (d + zΦ(−K − Φ)z−Φ dzz )(z
Φz˜K) = zΦ(Φ +K −K − Φ)z˜K dzz . ✷
2.3 Correspondence between local logarithmic connections
and weighted flat bundles
Definition 2.3.1 (Simpson, Deligne) A weighted flat bundle (H,Hm,Φ)
over U∗ consists of a holomorphic, rank r vector bundle H → U∗ with a
holomorphic (i.e. flat and compatible) connection
∇ : Ω0(H)→ Ω0(H)⊗ Ω1U∗ ,
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a filtration by proper subbundles 0 ⊂ H1 ⊂ ... ⊂ H l = H, invariant under ∇,
and an r×r matrix with integer entries Φ = diag (φi) = block-diag (ψmIdm)
where ψm > ψm+1 and dm = rank (Hm/Hm−1).
The integer ψm is called the integer weight of Hm. The function
φ : H → ZZ∪ {+∞}
v 7→
{
ψm if v ∈ Hm \Hm−1
+∞ if v = 0
is equivalent to the filtration and weights; (H,φ) := (H,Hm,Φ). A mor-
phism of weighted flat bundles η : (H ′, φ′)→ (H,φ) is a map of flat bundles
such that
φ(η(v′)) ≥ φ′(v′)
for all v′ ∈ H ′. Equivalently, η(H ′k) ⊆ Hm−1 if ψ′k > ψm. The morphism is
called injective if it is as bundle map and satisfies φ(η(v′)) = φ′(v′) for all v′ ∈
H ′. It is called surjective if it is as bundle map and if for all v ∈ H there exists
v′ ∈ η−1(v) such that φ(v) = φ′(v′). A sequence (H ′, φ′)
η
→ (H,φ)
ξ
→ (H ′′, φ)
is called exact if η is injective, ξ is surjective and Im η = Ker ξ. The direct
sum (H ′, φ′) ⊕ (H ′′, φ′′) is defined by (H ′ ⊕ H ′′, φ) where φ(h′ ⊕ h′′) :=
min(φ′(h′), φ′′(h′′)).
Definition 2.3.2 Let F−1 be the functor from the category of logarithmic
connections to the category of weighted flat bundles, given by restricting the
integer weights filtration and the morphisms to U∗.
By Theorem 2.2.3, F−1 sends injections, surjections and short exact
sequences to such. To construct a functor F , inverse to F−1, consider a
weighted flat bundle (H,φ). Let Y = (y1, ..., yr) be a fundamental system
of multivalued flat sections, such that 〈y1, ..., yd1+...+dm〉 = H
m.
Let γ be a loop in U∗ going once around 0 anticlockwise and write γ∗
for the induced action on U˜
∗
; log(z˜ ◦ γ∗) = (log z˜) + 2πi. Then
Y ◦ γ∗ = Y G
for constant block-upper-triangular G ∈ Gl(r, IC). Put K := norm logG
which is also block-upper-triangular. Since z˜−Kz−Φ is invertible over U˜∗,
Y z˜−Kz−Φ is a trivialisation of H over U˜∗. It is single valued, [1, p 17], since
(Y z˜−Kz−Φ) ◦ γ∗ = Y GG−1z˜−Kz−Φ.
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Definition 2.3.3 Let F(H,φ) be the extension of H over U , whose stalk at
0 is generated by the system of sections
V (z) := Y z˜−Kz−Φ : U∗ → H × · · · ×H.
∇ becomes a singular connection on the extension of H. For a morphism η :
(H ′, φ′)→ (H,φ), let F(η) : F(H ′, φ′)→ F(H,φ) be the unique holomorphic
extension of η.
F(H, 0) is called the canonical extension, [17], of the flat bundle H. One
checks that different choices of Y and coordinate z give extensions which
are isomorphic via a map extending the identity of H. Anosov & Bolibruch
construct extensions of H by choosing Y such that G is upper-triangular,
but with Y not requested to respect a fixed filtration. One can (in addition)
choose Y such that G decomposes w.r.t. eigenvalues. Assuming then that G
has only one eigenvalue, it is easy to see that F equals the extension-functor
of Manin, [6, p 94], and is a special case of Simpson’s extension functor, [21,
p 738]. They have the following lemma.
Lemma 2.3.4 F(H,φ) is a logarithmic connection and F is inverse to F−1
on objects.
Proof: ∇(V (z)) =
Y d(z˜−Kz−Φ) = Y z˜−K(−K − Φ)z−Φ
dz
z
= V (z)zΦ(−K − Φ)z−Φ
dz
z
.
So, ∇V = d+ z
Φ(−K − Φ)z−Φ dzz in the trivialisation given by the columns
of V . Combine this with Lemma 2.2.5.
✷
Lemma 2.3.5 Let G,G′ ∈ Gl(r, IC) and put K := norm logG, K ′ :=
norm logG′. If C is an r× r′-matrix such that GC = CG′ then KC = CK ′
and hence z˜KC = Cz˜K
′
. If GG′ = G′G then KK ′ = K ′K. ✷
Lemma 2.3.6 (Simpson, Deligne) The holomorphic extension F(η) in
Definition 2.3.3 exists. It commutes with the logarithmic connections. If η
is injective (surjective) then so is F(η). F sends short exact sequences to
such and is inverse to F−1 on morphisms.
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Proof: Since η maps flat sections to flat sections we can find a unique con-
stant r × r′-matrix C such that η ◦ Y ′ = Y C. Because η does not decrease
weights, zΦCz−Φ
′
is holomorphic over U . Furthermore,
(η ◦ Y ′) ◦ γ∗ = (Y C) ◦ γ∗ so that (η ◦ Y ′)G′ = Y GC,
i.e. CG′ = GC. By Lemma 2.3.5 this implies z˜KC = Cz˜K
′
. We find
F(η)(V ′) = (η ◦ Y ′)z˜−K
′
z−Φ
′
= V (zΦz˜KCz˜−K
′
z−Φ
′
) = V (zΦCz−Φ
′
)
and F(η) is holomorphic. If η is injective (surjective) then we can choose
Y (Y ′) such that C is a permutation matrix of full rank and zΦCz−Φ
′
= C.
The remainder of the statement follows from continuity.
✷
3 Global logarithmic connections and weighted
flat bundles
3.1 Correspondence over IP 1
We extend the concepts to the Riemann sphere. Let X = {x1, ..., xn} ⊆ IP
1,
put S := IP 1 −X and fix a base point s ∈ S. For each j = 1, ..., n choose a
simply connected neighbourhood Uj ⊆ IP
1 of xj containing s but no other
xk’s and a coordinate zj centered at xj. (Uj is easier to handle than a small
neighbourhood around xj and a path from xj to s.) Let γj ∈ π1(U
∗
j , s) go
once around xj, anticlockwise, and U˜
∗
j be the universal covering of U
∗
j .
A logarithmic connection over (IP 1,X) consists of a holomorphic bundle
E → IP 1 and a IC-linear map ∇ : Ω0(E)→ Ω0(E)⊗Ω1(logX) satisfying the
Leibnitz rule; where Ω1(logX) = Ω0(KIP 1 ⊗ [X]).
A weighted flat bundle over S is a holomorphic flat bundle H → S
together with filtrations by flat subbundles 0 ⊂ H1j ⊂ ... ⊂ H
lj
j = H|U∗j and
integer weights Φj = diag(φ
i
j) = block-diag(ψ
m
j Idmj ) for each j = 1, ..., n.
Note that no compatibility is required for different j. Write φ = (φ1, ..., φn)
for the weight functions φj : H|U∗
j
→ ZZ∪ {+∞}.
We have π1(S, s) = 〈γ1, ..., γn | γ1 · ... · γn = 1〉 where γ1 · γ2 means
travelling along γ1 first. A weighted flat bundle corresponds to a conjugacy
class of representations χ : π1(S, s) → Gl(r, IC) with, for each j = 1, ..., n, a
weighted filtration of ICr invariant under χ(γj).
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Corollary 3.1.1 ([21]) F induces an equivalence between the category of
logarithmic connections over IP 1 and that of weighted flat bundles over S.
It and its inverse preserve injections, surjections and short exact sequences.
✷
Definition 3.1.2 (i) deg(H,φ) :=
∑
j{TrΦj + Tr (norm log χ(γj))} ∈ ZZ
(ii) A system (in one of the considered categories) of rank r and degree d is
called stable if any proper subsystem of rank r′ and degree d′ satisfies
d′/r′ < d/r. For semi-stability allow ’≤’. The number d/r is called
the slope of the system.
Observe that deg(H,φ) =
∑
{TrΦj + ReTr (norm log χ(γj))} and it is
an integer because detχ(γ1) · ... · detχ(γn) = 1.
Consider a weighted flat bundle (H,φ). Choose a basis Ys of Hs and
denote its extensions by parallel transport over U˜∗j by Y (z˜j). For each j,
fix some Zj ∈ Gl(r, IC) such that Yj(z˜j) := Y (z˜j)Zj respects the filtration of
H|U∗
j
. Let
Yj(z˜j) ◦ γ
∗
j = Yj(z˜j)Gj ,
Kj := norm logGj . Set (E,∇) = F(H,φ). By the Birkhoff-Grothendieck-
Theorem (BGT), [18], [1], there is a system
W : IP 1 → E × ...× E
of r meromorphic sections such that W |S spans H = E|S . We have
Vj(zj) := Yj(z˜j)z˜
−Kj
j z
−Φj
j =W (zj)Qj(zj),
for some meromorphic Qj : Uj → Gl(r, IC) , holomorphic on U
∗
j . Note that
W |Uj spans E|Uj if and only if Qj is holomorphic at xj.
Proposition 3.1.3 ([15, p 32], [21, p 754]) F preserves degrees and so
(semi-) stability.
Proof: Let ω be the connection matrix of ∇|H w.r.t. the trivialisation W |H .
Trω is a single valued holomorphic one-form on S. By the Residue-Theorem,
0 =
∑n
1 Resxj (Trω). Since ∇(W |U∗j ) = Yj(z˜j)d(z˜
−Kj
j z
−Φj
j Qj(zj)
−1),
ω|U∗
j
= Qj(zj)z
Φj
j z˜
Kj
j d(z˜
−Kj
j z
−Φj
j Qj(zj)
−1)
= −Qj[z
Φj
j Kjz
−Φj
j +Φj]Q
−1
j
dzj
zj
+Qjd(Q
−1
j ).
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Let kj be the order of vanishing of detQj at xj. Then
Trω|U∗
j
= −(TrKj +TrΦj + kj)
dzj
zj
+ α
for a holomorphic 1-form α. Hence −
∑
j kj =
∑
j TrKj +TrΦj. The right-
hand-side is the degree of the weighted flat bundle, while the left-hand-side
is the sum of the orders of vanishing of detW , the degree of E.
✷
This result holds, in fact, over any Riemann surface. Note, that it implies
Lemma 5.2.2 in [1]. Also, if (E,∇) → IP 1 is logarithmic at X and has
residues ρj : Exj → Exj then −
∑n
1 Tr ρj equals the degree of E. This is
because in a normal trivialisation, using the notation of Definition 2.2.1,
ρj = (z
Φj
j (−Kj − Φj)z
−Φj
j )(0). Hence, −
∑
Tr ρj =
∑
(TrKj + TrΦj) =
degF−1(E,∇).
3.2 The splitting type of E → IP 1
By the BGT, any holomorphic bundle E → IP 1 has the form E ∼= O(c1)⊕
... ⊕ O(cr) for unique integers c1 ≥ ... ≥ cr. We call C := diag (ci) the
splitting type of E or (E,∇). If C = c1Ir we say E has constant splitting
type. Recall that H0(O(c)) is zero if c < 0 and equal to IC if c = 0. As F
preserves subsystems and degrees, this implies Theorem 5.2.2 in [1].
Theorem 3.2.1 If (E,∇) is semi-stable, n ≥ 2 and C = diag (ci) the split-
ting type, then (0 ≤) ci − ci+1 ≤ n− 2 for all i = 1, ..., r − 1.
Proof: Fix a splitting E = O(c1) ⊕ ... ⊕ O(cr). Suppose there exists an
i ∈ {1, ..., r − 1} such that ci − ci+1 > n− 2. Let z be a coordinate centred
at s ∈ S. For all k ∈ {1, ..., i} we can find sections vk of O(ck) vanishing to
order ck at s, i.e. vkz
−ck spans O(ck) near s. For each m ∈ {i+ 1, ..., r} we
consider the natural projection
πm : E ⊗KIP 1 ⊗ [X]→ O(cm)⊗KIP 1 ⊗ [X]
and obtain sections πm ◦∇(vk) : IP
1 → O(cm)⊗KIP 1 ⊗ [X]. Near s we have
πm ◦ ∇(vk) = πm ◦ ∇(vkz
−ckzck)
= πm(∇(vkz
−ck)zck + (vkz
−ck)d(zck))
= πm(∇(vkz
−ck)zck)
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since k 6= m. Either πm ◦ ∇(vk) is identically zero or of order at least ck.
The latter is equivalent to
ck ≤ deg(O(cm)⊗KIP 1 ⊗ [X]) = cm + n− 2.
But from k < i < m we see that ck ≥ ci > ci+1 + n − 2 ≥ cm + n − 2.
Therefore, πm ◦ ∇(vk) is identically zero for all k < i < m. So, ∇ preserves
O(c1)⊕ ...⊕O(ci). Semistability implies then that c1 = c2 = ... = cr.
✷
This theorem easily extends to logarithmic connections with parabolic
structure at the singularities, i.e. to filtered regular DS-modules, c.f. [21].
Note, any logarithmic connection with irreducible monodromy is semi-stable,
even stable.
Corollary 3.2.2 (Bolibruch, [1, p 84]) If the monodromy of (E,∇) is
irreducible (n ≥ 2) then
∑r
i=1 c1 − ci ≤ (n− 2)r(r − 1)/2. ✷
Lemma 3.2.3 If F(H,Hmj ,Φj) has splitting type C and Φ
′
j = Φj + λjIr
then F(H,Hmj ,Φ
′
j) has splitting type C + (
∑n
1 λj)Ir. ✷
Lemma 3.2.4 Let (H ′, φ′)→ (H,φ)→ (H ′′, φ′′) be a short exact sequence
and assume that two of them have the same slope. Then all three have the
same slope and F(H,φ) has constant splitting type C = cIr if and only if
F(H ′, φ′) and F(H ′′, φ′′) have constant splitting types C ′ = cIr′ and C
′′ =
cIr′′ , respectively. ✷
The proofs of these two lemmas are straightforward.
4 The Riemann-Hilbert-Problem
4.1 Commutative and semi-simple representations
Lemma 4.1.1 ([4], [1, p 76]) If χ : π1(S) → Gl (r, IC) factors through
H1(S) then it is the monodromy of a Fuchsian system.
Proof: Since the Gj = χ(γj) commute, each Gj preserves ker(Gk − µI)
t of
each Gk and for each t. Assume then that each Gj has only one eigenvalue
ρj and is upper-triangular. Let µj := norm log ρj be the only eigenvalue
of Kj := norm log Gj and ξ :=
∑n
1 µj ∈ ZZ. By Lemma 2.3.5 the Kj ’s
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commute and exp(ξ · Ir −
∑
Kj) = G1 · ... ·Gn = Ir. Since ξ · Ir −
∑
Kj has
only the eigenvalue 0, it is the normalised logarithm of Ir, i.e. 0. A short
calculation then shows that
∇ := d +
 ξ
z − x1
−
n∑
j=1
Kj
z − xj
 dz
is smooth at infinity. Over each U˜∗k we set Y := (z − x1)
−ξ∏n
1
˜(z − xj)Kj
and find ∇(Y ) = 0 and Y ◦ γj = Y Gj .
✷
Proposition 4.1.2 ([1, p 80]) If (E,∇) = F(H,φ) has splitting type C
and k ∈ {1, ..., n} is fixed then there exists a permutation P and meromorphic
W : IP 1 → E × ...× E such that
(i) W is holomorphic except at xk and spans E away from xk,
(ii) Wz−Ck spans E near xk and
(iii) Qk(zk) = Qˆk(zk)z
−C
k P = Qˆk(zk)Pz
−P−1CP
k for some invertible Qˆk.
We give a proof different from that in [1].
Proof: Let W ′ = (w′1, ..., w
′
r) where w
′
i : IP
1 → O(ci) vanishes to order
ci at s and the O(ci)’s decompose E. Define Q
′
k by Vk = W
′Q′k near xk,
detQk 6= 0.
Claim: For each permutation P such that all bottom-right minors of
Q′k(0)P
−1 are non-singular, there exists a W as in the proposition. (The
existence of such P follows by induction from the description of the deter-
minant of a matrix in terms of co-rank one minors.)
We may assume that zk(s) = ∞. Suppose there exists b = ((bi,j)) :
IP 1 → Gl(r, IC) such that
bi,j =

∑ci−cj−1
0 b
p
i,jz
p
k i < j
1 i = j
0 i > j,
(6)
zci−cmk | (bQ
′
kP
−1)i,m ∀ i < m. (7)
Then W = W ′bzCk spans E|IP 1−{xk}, Wz
−C
k spans E near xk and W
′Q′k =
Vk =WQk implies
Qk = z
−C
k bQ
′
k = z
−C
k (bQ
′
kP
−1)P = Qˆkz
−C
k P
On the Riemann-Hilbert-Problem 19
for some invertible Qˆk and we would be done. To find b as in (6) satisfying
(7) we need to solve a system of linear equations. With Q′kP
−1 = ((qj,m)),
condition (7) is equivalent to
zci−cmk |
r∑
j=i+1
bi,jqj,m + qi,m
for all 1 ≤ i < m ≤ r. Writing qj,m =
∑∞
0 q
p
j,mz
p
k, (7) becomes
r∑
j=i+1
ci−cj−1∑
t=0
bti,jq
p−t
j,m + q
p
i,m = 0
for all 1 ≤ i < m ≤ r and 0 ≤ p < ci − cm. We define
α(t) := min{j ∈ {i+ 1, ..., r} | t ≤ ci − cj − 1}.
Then (7) is equal to
p∑
t=0
r∑
j=α(t)
bti,jq
p−t
j,m + q
p
i,m = 0
for all 1 ≤ i < m ≤ r and 0 ≤ p < ci− cm. Note that α(p) ≤ m. To find the
bti,j’s we argue one row of b at a time, i.e. fix i. Assume that b
t
i,j is known
by induction for all t < p. Then we have to fullfil
r∑
j=α(p)
bpi,jq
0
j,m = known term
for m = α(p), ..., r. This system has a solution (bpi,α(p), ..., b
p
i,r) since the
matrix ((q0j,m))α(p)≤j,m≤r is a right-bottom minor of Q
′
k(0)P
−1.
✷
Corollary 4.1.3 (Plemelj) If there exists k ∈ {1, ..., n} such that χ(γk)
is semi-simple (i.e. diagonalizable) then χ is the monodromy of a Fuchsian
system.
Proof: If χ(γk) is semi-simple we can split
H|U∗
k
= Hk,1 ⊕ ...⊕Hk,r
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into flat line bundles. Let (E,∇) be the canonical extension of H (i.e.
Φj = 0 for all j) and choose Zk (see subsection 3.1) such that the i-th
section in Yk(z˜k) = Y (z˜k)Zk spans Hk,i. Choose W as in Proposition 4.1.2.
So Qk = Qˆkz
−C
k P for invertible Qˆk and permutation P , where C is the
splitting type of E.
Let P ′ be the permutation with P ′i,j = 0 if i + j 6= n and P
′
i,n−i = 1
for i = 1, ..., n. Consider the filtration of H|U∗
k
, induced by the sections
in Yk(z˜k)P
−1(P ′)−1. As χ(γk) is semi-simple it will respect this filtration.
Let Φ′k := −(P
′)−1CP ′, which is diagonal with non-increasing entries, and
Φ′j = 0 for j 6= k. Put (E
′,∇′) := F(H,Φ′j). Then W trivializes E
′|IP 1−xk .
Furthermore, Q′k is invertible and hence, W spans E
′ globally, since
WQ′k = Yk(z˜k)P
−1(P ′)−1z˜
−K ′
k
k z
−Φ′
k
k = Yk(z˜k)z˜
−Kk
k P
−1(P ′)−1z
−Φ′
k
k
= WQkP
−1zCk (P
′)−1 =WQˆk(P
′)−1. ✷
4.2 The rank two case
For a representation χ : π1(S, s) → Gl (2, IC) with canonical extension
(E0,∇0) = F(H, 0) of splitting type C0 = diag (c01, c
0
2), Bolibruch calls
c01 − c
0
2 the weight of the canonical extension, [1, p 102].
Theorem 4.2.1 (i) (Dekkers) Any rank two representation χ is the holo-
nomy of a Fuchsian system.
(ii) (Bolibruch, [1, p 137]) c01 − c
0
2 = minφ
∑n
1 (φ
1
j − φ
2
j ) where φ runs
over all integer weight functions on H such that F(H,φ) is Fuchsian.
Proof: Assume (E,∇) = F(H,φ) is Fuchsian. The identity of H extends
to a meromorphic map O(c01) ⊕ O(c
0
2) = E
0 → E. By definition of F
(or the proof of Lemma 2.3.6), the non-zero map O(c01) → E is of order
greater or equal φ2j at xj. Hence, c
0
1 ≤ −
∑n
1 φ
2
j . By Proposition 3.1.3,
c01 + c
0
2 +
∑
(φ1j + φ
2
j) = 0 and hence c
0
1− c
0
2 ≤
∑n
1 (φ
1
j − φ
2
j). This proves (ii)
in one direction.
If there exists k ∈ {1, ..., n} such that χ(γk) has two eigenvalues then we
are done by the proof of Corollary 4.1.3. Otherwise, (E0,∇0) = F(H, 0) is
semi-stable and we can argue much as in Theorem 2.3.6. If vi : IP
1 → O(c0i )
vanishes to order c0i at s and π2 : E
0 → O(c02), then
π2 ◦ ∇
0(v1) : IP
1 → O(c02)⊗KIP 1 ⊗ [X]
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either vanishes identically, in which case c01 = c
0
2 and we are done, or it is of
order at least c01 at s. If it also vanishes at each xj then n+c
0
1 ≤ c
0
2+n−2. So,
assume (π2◦∇
0(v1)(xk) 6= 0. IfW = (v1, v2), the formula for the connection-
matrix ω|U∗
k
in the proof of Proposition 3.1.3 implies that (Qk)1,2(xk) 6= 0
(detQk(xk) 6= 0 by choice of W ).
Now apply the Claim at the beginning of the proof of Proposition 4.1.2
with W ′ = (v1, v2) and P the non-trivial rank two permutation. Then
F(H, 0, ..., 0,Φk , 0, ..., 0) will be Fuchsian for Φk = −P
−1C0P . We have
completed the proof of (ii) and also proved (i).
✷
4.3 The semi-stable case and implications
Theorem 4.3.1 Let H → S be a flat bundle. If we can find filtrations Hmj
and integer weights Φj such that
(a) (H,Hmj ,Φj) is semi-stable and
(b) there exists k ∈ {1, ..., n} with rank(H i+1k /H
i
k) = 1 and
φik − φ
i+1
k ≥ (r − 1)(n − 2) ∀ i = 1, ..., r − 1
then we can find Φ′k such that (E
′,∇′) := F(H,Hmj ,Φ1, ...,Φ
′
k, ...,Φn) is
Fuchsian.
Proof: Let C be the splitting type of (E,∇) = F(H,Hmj ,Φj). Theorem
3.2.1 implies
c1 − cr ≤ (n− 2)(r − 1) ≤ φ
i
k − φ
i+1
k
for all i = 1, ..., r−1. FixW as in Proposition 4.1.2 and let, in that notation,
Φ′k := Φk −P
−1CP , which will have non-increasing entries. W spans E′ off
xk and
WQkz
Φk
k z˜
Kk
k = Yk(z˜k) =WQ
′
kz
Φ′
k
k z˜
Kk
k
implies
Q′k = Qkz
P−1CP
k = Qˆkz
−C
k Pz
P−1CP
k = QˆkP.
So, Q′k is invertible and W a global trivialisation of E
′.
✷
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Proposition 4.3.2 Suppose there exists k ∈ {1, ..., n} and h ∈ Hs such that
h is an eigenvector of χ(γk) but a cyclic vector of the π1(S, s)-module Hs
(i.e. 〈 (Im χ)(h) 〉 = Hs). Let N1, ..., Nn be any integers.
Then we can find filtrations Hmj and weights Φj such that F(H,H
m
j ,Φj)
is Fuchsian. Moreover, we can arrange that
(1) φij ≥ Nj for all j 6= k, i = 1, ..., r and
(2) φ1k = φ(h) ≥ Nk.
Hence, there are infinitely many Fuchsian systems with monodromy χ.
Proof: For each j 6= k choose filtrations Hmj and weights Φj such that (1) is
satisfied. Also choose a filtration Hmk and weights Φk such that H
1
k = 〈h〉,
hypothesis (b) of Theorem 4.3.1 is satisfied and φ1k ≥ Nk + (r − 1)(n − 2).
These conditions remain satisfied if we increase φ1k or decrease φ
r
k. Doing so
we can assume that deg(H,Hmj ,Φj) = 0 and since no proper flat subbundle
of H contains h we can also assume that (H,Hmj ,Φj) is semi-stable.
Apply Theorem 4.3.1 to find
∑r
1 ci = 0 and ci− ci+1 ≤ (n− 2), implying
|ci| ≤ (n−2)(r−1) for i = 1, ..., r. Hence, the first entry of Φ
′
k = Φk−P
−1CP
is greater or equal to Nk + (r − 1)(n− 2)− (r − 1)(n− 2) = Nk and we are
done.
✷
Corollary 4.3.3 (Bolibruch, [4, p 84], [1, p 83]; Kostov, [14]) Any
irreducible flat H → S is the restriction of a Fuchsian system. ✷
Corollary 4.3.4 ([1, p 114]) Any χ : π1(S, s)→ Gl(r, IC) is the subrepre-
sentation of the monodromy of some Fuchsian system of double the rank.
Proof: By Lemma 4.1.1 we may assume that n ≥ 3 and r ≥ 2. Let
Gj := χ(γj) for all j = 1, ..., n. By Corollary 4.1.3 we can assume that
in canonical basis ei = (0, ..., 0, 1, 0, ..., 0)
t we have the equality of vector
spaces 〈er, G1er〉 = 〈er−1, er〉. We define G
′
j as follows
G′1 :=
(
G1 M1
0 I
)
M1 :=

1
· 0
0 ·
1
0 0
1 0

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G′2 :=
(
G2 0
0 M2
)
M2 :=

1 1
· · 0
· ·
0 · 1
1

G′3 :=
(
G3 −G
−1
2 G
−1
1 M1
0 M−12
)
and G′j :=
(
Gj 0
0 I
)
for all j ≥ 4. One checks that G′1 ·...·G
′
n = I2r and so defines a representation
χ′ : π1(S, s)→ Gl(2r, IC). Furthermore, e2r is an eigenvector of G
′
1 = χ
′(γ1)
and
〈e2r, G
′
2e2r, ..., (G
′
2)
r−1e2r〉 = 〈er+1, ..., e2r〉,
G′1〈er+1, ..., e2r〉 ⊕ 〈er+1, ..., e2r〉 ⊃ 〈e1, ..., er−2, er, ..., e2r〉
and 〈er, G
′
1er〉 = 〈er−1, er〉. Apply Proposition 4.3.2 with h := e2r.
✷
4.4 Reducible representations
Let Hj := H|U∗
j
. Part (i) of the following is due to Bolibruch, [1, Cor. 5.4.1],
[4, Thm. 3.8], while (ii) is new and will be used to give an alternative proof
of Bolibruch’s answer to the RHP in rank three, Theorem 4.5.3 here.
Theorem 4.4.1 Let H ′ → H → H ′′ be a short exact sequence of flat bun-
dles (without weights) and assume there exist filtrations and weights such
that (E′′,∇′′) = F(H ′′, (H ′′)mj ,Φ
′′
j ) is Fuchsian. Suppose at least one of the
following conditions holds for some k ∈ {1, ..., n}.
(i) H ′k → Hk → H
′′
k splits and there exist filtrations and weights such that
(E′,∇′) = F(H ′, (H ′)mj ,Φ
′
j) is Fuchsian.
(ii) There exist splittings H ′k = H
(3) ⊕ H(0) and Hk = H
(3) ⊕ H(4) where
〈h〉 = H(0) = H ′k ∩H
(4) and h is a cyclic vector of the π1(S, s) module
H ′s.
Then H is the restriction of a Fuchsian system.
Proof: (i): By Lemma 3.2.3 we can assume that for all j 6= k the smallest
diagonal entry in Φ′j is greater then the largest one in Φ
′′
j . Using
H ′j → Hj → H
′′
j
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for such j we can therefore induce filtrations and weights on Hj to make
this local sequence a short exact one of weighted flat bundle.
Let α : H ′′k → Hk be a splitting right inverse of Hk → H
′′
k and put
the obvious weighted filtration on Imα. Then use Hk = H
′
k ⊕ Imα to give
Hk the direct sum weighted filtration. (H
′
k, φ
′
k) → (Hk, φk) becomes an
injection. Since (Hk, φk)→ (H
′′
k , φ
′′
k) is the composition Hk → Imα
α−1
→ H ′′k ,
it is a surjection. Apply Lemma 3.2.4 to finish this case.
(ii): For j = 1, ..., n let Nj be the greatest diagonal entry in Φ
′′
j . Then
construct (H ′, (H ′)mj ,Φ
′
j) as in Proposition 4.3.2 so that F(H
′, (H ′)mj ,Φ
′
j)
is Fuchsian. If j 6= k we induce weights on Hj as in (i).
Use the exact sequence of flat bundles H(0) → H(4) → H ′′k to induce
weights φ(4) on H(4). Induce weights on Hk using Hk = H
(3) ⊕H(4). Then,
(Hk, φk)→ (H
′′
k , φ
′′
k) is given by the composition
(Hk, φk)→ (H
(4), φ(4))→ (H ′′k , φ
′′
k)
of two surjections and hence is one itself. For h′ = h(3) + h(0) ∈ H ′k we have
φ′k(h
′) = min(φ′k(h
(3)), φ′k(h
(0))) = φ(h′)
since H(0) is the highest weight subspace in the filtration of H ′k. Hence
(H ′k, φ
′
k)→ (Hk, φk) is an injection and we finish with Lemma 3.2.4.
✷
Proposition 4.4.2 ([4, p 83], [1, p 100]) If H is reducible, the holon-
omy χ(γj) has only one Jordan-block, for each j = 1, ..., n, and F(H,φ) =
(E,∇) has constant splitting type, then Φj = φ
1
j · Ir for all j.
We give a more conceptual proof.
Proof: If Gj has only one Jordan block, there exists a canonical full flag of
subsystems of Hj. If H
′ is a proper subsystem of H then it must contain
the subbundles in the local filtrations of rank equal to rank H ′. If some Φk
has non equal diagonal entries then
slope (H ′, φ′) > slope (H,φ).
But (E,∇), and hence (H,φ), is semi-stable – a contradiction.
✷
Let H be as in the previous proposition, ρj the only eigenvalue of χ(γj)
and µj = norm log ρj. If (E,∇) = F(H,φ) is Fuchsian then deg(H,φ) = 0.
On the Riemann-Hilbert-Problem 25
Since r |
∑
TrΦj we find r |
∑
Tr (norm log χ(γj)), i.e. r | r
∑
µj. So,
∑
µj
must be an integer. Bolibruch uses this to give an example of a representa-
tion with r = 4 and n = 3 which can not be the monodromy of any Fuchsian
system with three singularities, [4, p 91], [1, p 105].
4.5 Parabolic representations and the rank three case
Let B (r, IC) be the group of invertible upper-triangular r × r-matrices.
Theorem 4.5.1 Let χ : π1(S, s)→ B (r, IC) be a representation with
Gj = χ(γj) =

ρ1j
· ⋆
0 ·
ρrj

for j = 1, ..., n. Let µij := norm log(ρ
i
j) and Λ
i := −
∑n
j=1Reµ
i
j ∈ ZZ≤0.
Assume we can find ((φij)) such that
(a) φij ≥ φ
k
j if (i ≤ k and ρ
i
j = ρ
k
j ) and
(b) Λi =
∑n
j=1 φ
i
j for all i = 1, ..., r.
Then χ is the monodromy of a Fuchsian system (E,∇) and the integer
weights of (E,∇) equal ((φij)) as sets.
Proof: The flat bundle H, associated to χ, has a global natural filtration.
We work by induction on the rank r and extend the claim of the theorem by
the fact that the integer weights function φj on Hj, which we construct, is
the direct sum of its restrictions to the generalised eigenspaces of Gj , acting
on Hj.
For r = 1 we let φj : Hj − {0} → ZZ have single value φ
1
j . This implies
deg(H,Hmj ,Φj) = Λ
1 − Λ1 = 0 and hence F(H,Hmj ,Φj) is Fuchsian.
For r ≥ 2 write H ′ ⊆ H, H ′j ⊆ Hj for the rank (r − 1) subbundles. We
are given, by induction,
φ′j : H
′
j → {φ
1
j , ..., φ
r−1
j } ∪ {+∞}
with the above described property. Consider one j ∈ {1, ..., n} at a time. Let
A ⊆ Hj (A
′ ⊆ H ′j) be the generalised eigenspace of Gj (G
′
j) of the eigenvalue
ρrj . Also let B
′ ⊆ H ′j be the direct sum of the other generalised eigenspaces
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of G′j . Then, the extended induction hypothesis implies φ
′
j(hA′ + hB′) =
min(φ′j(hA′), φ
′
j)(hB′ )). Put
φA : A → ZZ∪ {+∞}
h 7→
{
φ′j(h) if h ∈ A
′
φrj if h ∈ A−A
′.
We give Hj = A ⊕ B
′ the direct sum of the weighted filtrations. By con-
struction, (H ′j , φ
′
j) → (Hj , φj) is an injection. We give Hj/H
′
j the integer
weight φrj . Then h = hA + hB′ ∈ Hj maps to zero under α : Hj → Hj/H
′
j
unless hA ∈ A−A
′ in which case
φ(h) = min(φA(hA), φ
′
j(hB′)) ≤ φA(hA) = φ
r
j .
α is surjective since φ(hA) = φ
r
j for any hA ∈ A−A
′. We have constructed
a short exact sequence
(H ′, φ′)→ (H,φ)→ (H/H ′, φH
′/H)
where H ′ is the restriction of a Fuchsian system by induction and H/H ′ is
so similar to the rank one case. Apply Lemma 3.2.4 to finish.
✷
The following result is due to Bolibruch when r = 3, [1, p 133]. He has
a counter example for r = 7, n = 4, [1, p 106].
Corollary 4.5.2 For χ : π1(S, s)→ B (r, IC) and r ∈ {1, 2, 3, 4} there exists
a Fuchsian system with monodromy χ.
Proof: We want to find ((φij)) satisfying (b) of Theorem 4.5.1 and
(a)’: φij = φ
k
j if ρ
i
j = ρ
k
j .
Claim : If there is m ∈ {1, ..., n} and k ∈ {1, ..., r} such that ρkm 6= ρ
t
m
for all t 6= k then the problem to find ((φij)), satisfying (b) and (a)’, reduces
to rank (r − 1).
To see this just find ((φij))i 6=k, choose (φ
k
j )j 6=m if they are not fixed by
(a)’ already and calculate φkm using (b).
The corollary is trivial for r = 1. For r = 2, 3, we can either use the
claim or have Λ1 = ... = Λr and finish easily. For r = 4, if we can not use
the claim there are two cases. Either, for each j = 1, ..., n, (ρ1j = ρ
3
j and
ρ2j = ρ
4
j) or (ρ
1
j = ρ
4
j and ρ
2
j = ρ
3
j). Hence, Λ
1 + Λ2 − Λ3 = Λ4. Solve the
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system consisting of (a)’ and (b) for ((φij))j=1,..,n;i=1,2,3 and get a solution
for the rank four problem by setting φ4j := φ
1
j + φ
2
j − φ
3
j for j = 1, ..., n.
Or, ρ1m = ρ
2
m 6= ρ
3
m = ρ
4
m for some m ∈ {1, ..., n}. Solve two rank two
problems, i.e. find ((φij))i=1,2 satisfying (a)’ and (b) and find ((φ
i
j))i=3,4 sat-
isfying (a)’ and (b). Increasing all entries of ((φij))i=1,2;j 6=m by a sufficiently
large integer N and decreasing φ1m and φ
2
m by (n − 1)N , we can satisfy (a)
and (b) for the rank four problem.
✷
Theorem 4.5.3 ([4, p 90], [1, p 133]) A rank three representation χ :
π1(S, s) → Gl (3, IC) is the monodromy of a Fuchsian system if and only
if one or more of the following holds.
(a) χ is irreducible.
(b) Some χ(γk) = Gk has more than one Jordan block.
(c) The canonical extension of H = H(χ) has constant splitting type.
The part of the proof which is left we do differently from Bolibruch.
Proof: By Corollary 4.3.3, Corollary 4.1.3, Lemma 3.2.3 and Proposition
4.4.2 we are left to show that if χ(γk) has two Jordan blocks for some k then
χ is the monodromy of a logarithmic connection on IP 1 × IC3.
Let h1 ∈ IC
3 (h2 ∈ IC
3) be the eigenvector corresponding to the rank one
(rank two) Jordan block of χ(γk). Consider the π1(S, s)-submodules
F1 := 〈(Imχ)(h1)〉 and F2 := 〈(Imχ)(h2)〉
of IC3. If rankF1 = 1 we are in case (i) of Theorem 4.4.1 because of the
positive solvability of the RHP in rank two. If rankF1 = 3 then we are in the
case of Proposition 4.3.2. So assume rankF1 = 2 and hence h2 ∈ F2 ⊆ F1
and rankF2 < 3. If rankF2 = 1 we are in the case of Corollay 4.5.2 and if
rankF2 = 2 we are in case (ii) of Theorem 4.4.1 with H
′ = F1, H
(0) = 〈h2〉
and H(3) = 〈h1〉.
✷
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