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A continuous-time version of the Kuhn-Tucker optimality conditions is used to 
establish some duality theorems for continuous-time nonlinear programming 
problems involving homogeneous functions with arbitrary degrees of homogeneity. 
The duality theorems of continuous-time linear and purely quadratic programming 
are obtained as special cases. ( 1985 Academic Press, Inc. 
1. INTRODUCTION 
A homogeneous programming problem is a mathematical programming 
problem in which the objective and/or the constraints are homogeneous 
functions. Problems of this type were first considered by Eisenberg [3], 
who established a symmetric duality theory for programming problems 
with homogeneous objective functions. Subsequently, various other duality 
formulations and results for homogeneous programming appeared in the 
literature of finite-dimensional mathematical programming [ 1, 2, 4-6, 17, 
18, 21, 221. 
In this paper we will present some duality theorems for continuous-time 
homogeneous programming problems involving functions with arbitrary 
degrees of homogeneity. Our results may be viewed as continuous-time 
extensions of those given by Van Moeseke [21,22] and by Elster and 
Suppe [4, 51 whose methods entailed the use of the Kuhn-Tucker 
optimality conditions. For a survey and summary of results pertaining to 
the duality aspects of continuous-time programming and a fairly extensive 
list of relevant references, the reader is referred to [23]. 
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2. PRELIMINARIES 
The primal problem to be considered throughout this paper is: 
Problem P: 
minimize d(x) = j’f7x(r), t) dt 
0 
subject to g(x(t), t) + b(t) G 0 a.e. in [0, T], x E X, 
where X is a nonempty open convex subset of the Banach space L”, [0, 7’1 
of all Lebesgue measurable essentially bounded n-dimensional vector 
functions defined on the compact interval [0, ZJ c R, with the norm 11 I/ z 
defined by 
llxllm = max ess sup Ixj(t)l, 
IGjsn I~CO.TI 
where for each t E [0, r], xi(t) is thejth component of x(t) E R”; d is a real- 
valued function defined on X, g(x(t), t) = y(x)(t), where 7 is a map from X 
into the normed space AT[O, r] of all Lebesgue measurable essentially 
bounded m-dimensional vector functions defined on [0, T], with the norm 
I( /I, defined by 
and bEA;l[O, T]\(O). 
It can easily be verified that the normed space /iy [0, T] is not complete, 
and that its nonnegative cone { y E n;t[O, T]: y(t) 2 0 a.e. in [0, T] } has 
empty interior. 
Let W be an open set in R” containing the set {x(t) E OX”: x E X, 
TV [7’, O]}. Thusfand gi (the ith component of g), i= 1, 2 ,..., m, are real- 
valued functions defined on W x [0, T]. 
Let F denote the set of all feasible solutions of Problem P, that is, let 
F= {xEX: g(x(t), t)+b(t)dO a.e. in [0, T]}. 
All vectors are column vectors unless transposed and all integrals are in the 
Lebesgue sense. 
We will next give a statement of the Kuhn-Tucker conditions which will 
be needed in the sequel. Consider the following problem: 
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Problem Q: 
minimize 
I 
’ f(x( t), t) dt 
0 
subject to h(x( t), t) ,< 0 a.e. in [0, r], x E X, 
where X and fare as defined in Problem P and h(x(t), t) = q(x)(t), where q 
is a map from X into Af[O, T]. 
Suppose that the map h: W x [0, T] + Rk is convex with respect to its 
first argument on W throughout [0, T]. The feasible region 
{x E X: h(x(t), t) < 0 a.e. in [0, r] } of Problem Q is said to satisfy Slater’s 
constraint qualification if there exists an X E X such that h(Z(t), t) < 0 a.e. in 
10, Tl. 
THEOREM 2.1 [24, 251. Let X be a feasible solution of Problem Q and 
suppose that the functions f and h are continuously differentiable and convex 
with respect to their first arguments at x(t) throughout [0, T], that the 
functions t --t Vf (X( t), t) and t --t Vhi(X( t), t) y(t) = Dq ;(X)( y)( t) (the FrCchet 
derivative of the ith component vi of q at X evaluated at y(t)), i = 1, 2,..., k, 
are Lebesgue integrable on [0, T] f or all y E L”, [0, T], and that the feasible 
set of Problem Q satisfies Slater’s constraint qualifi:cation. Then X is an 
optimal solution of Problem Q if and only (f there exists a U E Lk, [0, T] such 
that 
s 
T [Vf'(i(t), t)+ E tii(t)Vh:(Z(t), t)] y(t)dt=O for all y E L”, [0, T], 
0 r=l 
u’(t) h(x(t), t) = 0 a.e. in [0, T], 
ii(t) 2 0 a.e. in [0, T], 
where U = (U, ,..., iik)’ and h = (h, ,..., hk)’ and prime denotes transposition. 
Throughout the paper it will be assumed that the functions f and gi, 
i = 1, 2,..., m, are convex and continuously differentiable with respect to 
their first arguments on W throughout [0, T] and that the functions 
t -+Vf(x(t), t) and t -+ Vg:(x(t), t) y(t) = Dy,(x)( y)(t) (the Frechet 
derivative of the ith component yi of y at x evaluated at y(t)), i= 1, 2,..., m, 
are Lebesgue integrable on [0, T] for all XE X and all YE L”,[O, T]. 
3. DUALITY THEOREMS 
In this section we will formulate some duality statements linking 
Problem P with a number of dual problems. First we will consider the 
following dual to Problem P: 
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maximize $(x, U) = j’{f(x(r), t)+ u’(t)[g(x(t), t) + b(t)] 
0 
-[o/w,, t) + f u;(t) Vs:(x(t), t) x(t) dt 
,=I 1 1 (3.1) 
subject to 
T 
I[ 
V”(x(t), t) + ‘f u;(t)VgXx(t), t) y(t) dt >O 
0 i=l 1 
for all y E L;, [0, T], (3.2) 
u(r)30 a.e. in [0, 7J, (3.3) 
where x E X and u E L$ [0, T]. 
Let G denote the feasible set of this problem; that is, let 
G={(x,u)~XxLrn,[O, T]:( x, u) satisfies (3.2) and (3.3)). 
We will first relate Problems P and D by establishing a weak duality 
theorem. 
THEOREM 3.1 (Weak duality theorem). 
inf 4(.x) 3 sup $(x, u). 
\ t /- 1 \.#I) t G 
Proof Let XE F and (x, U) E G. Then by the convexity and differen- 
tiability assumptions and by the definitions of F and G, we have 
s oTf(WL t) dt - jo”,fW, t) dt 
2 s T V”(x(t), t)[x(t) -x(t)] dt 0 
3- q(t)Vg:(x(t), t)[.f(t)-x(t)] dt 
a - T u’(t)Cg(x(t), t) -Ax(t), t)l dt I 0 
= j’ u’(t)Cg(x(th t) + b(t) -g(3t), t) - b(t)1 dt 
0 
>, I ’ u’(t)Cg(x(t), t) + b(t)1 dt. 0 
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Therefore, 
for all (x, U) E G. Thus in view of (3.2) we obtain 
d(x) 3 JOT {.f(x(tL t) + u’(t)Cg(x(t), t) + WI} dt 
- I T [Vf’(x(t), t) + f u,(t) Vg;(x(t), t)] x(t) dt 0 ,=I 
= $(x, u) for all (x, U) E G. 
Since XE F was arbitrary, the proof is complete. 1 
COROLLARY 3.1. If ~#~(i)<IC/(x,u)f or any X E F and (x, u) E G, then X 
and (x, u) are optimal solutions of Problems P and D, respectively. 
COROLLARY 3.2. If inf{#( x :xEF} = -00, then $(x, u)= -a for a/l ) 
(x, u) E G. 
COROLLARY 3.3. Ifsup($(x, u): (x, u) E G} = CQ, then Problem P has no 
,feasible solution. 
At this point we will digress momentarily to recall a simple fact pertain- 
ing to homogeneous functions. 
Let S be a nonempty subset of R” and let r be a nonzero real number. A 
function h: S + [w is said to be homogeneous of degree r if 
(i) whenever x E S then tx E S for all t E R, 
(ii) h(tx) = t’h(x) for all XE S and t E R. 
h is said to be positively homogeneous of degree r if the above conditions 
are satisfied for all t > 0. 
It can easily be verified that if S has the property (i), then a differentiable 
function h: S + R is homogeneous of degree r if and only if Vh’(x)x = rh(x) 
for all x E S (Euler’s theorem). 
THEOREM 3.2 (Strong duality theorem). Suppose that the functions f 
andg,, i= 1, 2,..., m, are homogeneous of degrees rE R\(O) and S,E R\{O}, 
i = 1, 2,..., m, respectively, with respect to their first arguments on W 
throughout [0, T]. Furthermore, assume that the primal feasible set F 
satisfies Slater’s constraint qualification. If X is an optimal solution of 
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Problem P, then there exists a U E L”,[O, T] such that (X, U) is an optimal 
solution of Problem D and 
d(x) = 4&f, fi) =; f jr s,b;(t) u;(t) dt. 
,=, 0 
Proo$ Let X be an optimal solution of Problem P. Then by Theorem 
2.1, there exists a U E Llj: [0, T] such that 
Vf’(Z(t), t) + 2 ii,(t) V&(x(t), t) y(t) dt = 0 
,=I I 
for all y E L”,, [0, T], (3.4) 
iZ(t)[g(x(t)+b(t)] =0 a.e. in [0, T], (3.5) 
ii(t)>0 a.e. in [0, T]. (3.6) 
Now by the homogeneity assumptions, (3.4), with y =X, reduces to 
i’[ 
T f(i(t), t)+ f s;ii;(t) g,(Z(t), t) dt=O. 1 0 ,=I 
In view of (3.5), (3.6), and feasibility of X, we have 
(3.7) 
s ’ [C,(t) g,(x(t)> t)+bl(t)ti,(t)] dt=O, i = 1, 2, . . . . m. 0 
Multiplying through by s, and summing, we obtain 
,i, j;’ s&(t) g,@(t), t) dt = - ‘f j’ sib;(t) u,(t) dt, (3.8) 
,=I 0 
which when substituted into (3.7) yields 
u;(r;-)=; f jrs,b,(t)iii(t)dt. 
,=I 0 
The equality d(X) = Ii/(X, U) follows from (3.1), (3.4), and (3.5). The dual 
- - 
feasibility of (x, U) is clear from (3.4), (3.6), and feasibility of X. Now 
optimality of (X, U) follows from Corollary 3.1. 1 
In the above theorem the existence of an optimal solution for the primal 
problem was sufficient to insure the existence of an optimal solution for the 
dual problem and the equality of the corresponding extrema. It is also 
possible to reverse the situation by imposing some suitable conditions on 
the dual problem. This is accomplished in the next theorem. 
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THEOREM 3.3 (Converse duality theorem). Suppose that the functions f 
and gi, i = 1, 2 ,..., m, are twice continuously differentiable, and homogeneous 
of degrees r E R\(O) and S,E R\ {0}, i = 1, 2,..., m, respectively, with respect 
to their ,first arguments on W throughout [0, T], and that the ,functions 
t -+ Vzf(x( t), t) and t-r’(wg,(x(t)~ t)Y(~kD2Y,(x)(Y, y)(t), i= 1, 
2,..., m, are Lebesgue integrable on [0, T] for all x E X and all y E L”, [0, T]. 
Furthermore, assume that the dual feasible set G satisfies Slater’s constraint 
- - 
qualification. If (x, u) E G is an optimal solution of’ Problem D such that 
7. 
j L 
y’(t) V’fMt), t) + 5 C,(t) V’g,($t), t) 
0 ,=I 1 
y(t) dr #O (3.10) 
fbr all y E L”, [O, T], then .\: is an optimal solution of Problem P and 
c/5(X) = $(X, ii) =; ,f jr- s,bi(t) U,(t) dt. 
r=l ” 
Proof: If (X, U) E G is an optimal solution of Problem D, then by 
Theorem 2.1, there exist multipliers CI E R and fl E L,z [0, T] such that 
qf’(x(t). 1) + f u;(t)Vg;(X(t), t) 
,=I 
+(cI-1)X’(t) V;f(x(r),t)+ 2 u,(t)V*g;(X(t), t) y(t)dt=O 
L ,= 1 
for all YE L; [0, T], 
‘- 
ji 
--‘(t)[g(x(t), t) + b(t)] - 2 z;(t) Vg;(x(t), t) x(t) 
0 ,=I 
+a 2 z,(t)Vg:(Z(t), t)x(t) dt 
,=I 1 
= - oT b’(t) z(t) dt i 
for all ZELZCO, Tl, 
7‘ a 
jl 
vf’(X(f), t)f 2 ii,(t)Vgj(x(t), t) x(t)dt=O, 
0 ,=I 1 
/l’(t) i(t) = 0 a.e. in [0, T], 
4 B(f) 3 0 a.e. in [0, T]. 
Multiplying (3.11), with y = X, by a and using (3.13), we obtain 
a(@- 1) joT Z’(t) [ V2f(X(t), t)+ f iii(t)V2gi(x(t), t) x(t)dt=O. 
i= I 1 
(3.11) 
(3.12 
(3.13 
(3.14 
(3.15) 
(3.16) 
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Because of (3.10), (3.16) implies that cr=O, 1. Thus letting CI= 1 in (3.12) 
and using (3.15), we see that 
s 
T 
z’(t)[g(x(t), r)+b(t)] dtd0 
0 
for all z(t) > 0 a.e. in [0, T], which clearly implies that 
g(x(t), f) + h(t) d 0 a.e. in [0, T]. (3.17) 
Since by assumption XEX, (3.17) shows that X is a feasible solution of 
Problem P. 
By assumption, U(t) 3 0 a.e. in [0, T], and hence from (3.17) we have 
u’(t)[g(x(t), t) + h(t)1 GO a.e. in [0, T] (3.18) 
However, if strict inequality holds on a subset of [0, r] with positive 
Lebesgue measure, then 
1 
I 
ii’(t)[g(x(t), t) + b(t)] dt < 0, 
0 
which in view of (3.14) contradicts (3.12) with CI = 1 and z = ti. Therefore, 
we must have 
u’(t)[g(x(t), t)+h(t)]=O a.e. in [0, T]. (3.19) 
In summary, we have shown that 2 is a feasible solution of Problem P 
and satisfies (3.13), with a= 1, and (3.19). But these are precisely the 
Kuhn-Tucker necessary conditions for Problem P. Since Problem P is a 
convex programming problem, by Theorem 2.1, these conditions are also 
sufficient. Therefore, we conclude that X is an optimal solution of 
Problem P. 
The last assertion of the theorem can be proved in exactly the same man- 
ner as in the proof of Theorem 3.2. 1 
Next we will formulate another dual to Problem P in which the objective 
function is a special linear form containing only the dual variables. Con- 
sider 
Problem B: 
maximize $(x, U) =i [Or f sibi u,(t) dt 
r=l 
T subject to 
Jl 
V”(x(t), t)+ 2 z+(t)Vg;(x(t), t) y(t)dr>O 
0 i= 1 I 
for all y E L”, [0, T], (3.20) 
XEF, u(t)>,0 a.e. in [0, r], (3.21) 
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where u E L”, [0, T], F is the feasible set of Problem P, r is a nonzero real 
number, and, for each i = 1, 2 ,..., m, s; is a nonnegative real number. 
Let G denote the feasible set of Problem 6, that is, let 
c= {(x, U)EL”,[O, T] x L”,[O, T]: ( x, u) satisfies (3.20) and (3.21)). 
THEOREM 3.4. Suppose that the assumptions of Theorem 3.2 pertaining to 
the functions f and gi, i= I,2 ,..., m, are satisfied with si> 0, si#O for at 
least one i = 1, 2,..., m. Further, assume that the primal feasible set F satisfies 
Slater’s constraint qualification. Then an X E F is an optimal solution of 
Problem P if and only if there exists a U E L”, [0, T], u(t) > 0 a.e. in [0, T], 
such that (X, U) is an optimal solution qf Problem B and d(x) = $(x, 17). 
Proof If X is an optimal solution of Problem P, then applying the 
Kuhn-Tucker optimality conditions in exactly the same manner as in the 
proof of Theorem 3.2, one can show that there exists a UE L”,[O, T], 
Is(t) 3 0 a.e. in [0, T], such that (X, U) E G and 4(X) = $(.F, U). 
To show that (X, U) is dual optimal, let (X, u) be a feasible solution of 
Problem fi. Now because of the homogeneity assumptions, (3.20) with 
y = X reduces to 
s oT f@(t), t) dt 3 -’ j’ f s,ui( t) gi(X( t), t) dt. r 0 ,=, 
Using d(X) = $(X, U) and the last inequality, we obtain 
1 - ST T s,bi(t) iii(t) dt -i jo’ 2 s,bi(t) u;(t) dt 
r 0 ,=, r=l 
= oT.f(x(t), t)dt-l j’ 2 
I r 0 i=, 
s,b;(t) u;(t) dt 
1 
3 -- jT 2 s,u,(t)g,(x(t), t) dt -; jO’ 2 sibi u,(t) dt 
r 0 i=, ,=I 
1 T m 
-4 c r 0 ;=, 
s;ui(t)Cgi(3th t) + b,(t)1 dt 
30 for all (X, u) E G, 
where the last inequality follows from the nonnegativity of si and u,, 
i = 1, 2,..., m, and feasibility of X. Therefore, $(.Y?, U) 2 I&X, u) for all 
(X, u) E G, and thus (X, U) is an optimal solution of Problem s. 
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Conversely, suppose that (2, U) is an optimal solution of Problem 6, and 
that d(X) = I,&(%, 6). Then from the dual feasibility of (Z, U) and 
homogeneity assumptions it follows from (3.20) with y = X that 
I’ 
ii 
vf(i(t), t)+ f s;u,(t) gj(x(t), t) dr>O. 0 ,= 1 1 
(3.22) 
Since X is primal feasible and, for each i= 1, 2,..., m, si and ui are non- 
negative, we have 
j-’ f s,tr,(t) g,(x(t), t) dt +i” f sib;(t) i&(t) dt ~00. 
0 I=1 0 ,=I 
(3.23) 
Since d(X) = I+&-?, U), (3.23) becomes 
s;u;( t) g,(.Y( t), t) 1 dt < 0. (3.24) 1-I 
Now (3.22) (3.24) and the homogeneity assumptions imply that 
F7f’(i(t), t)+ i G,(t)Vg:(x(f), t) .%(t)dt=O. 
1 
(3.25) 
,=I 
Since X E F and U(Z) 3 0 a.e. in [O, T], we have ti’(t)[g($t), t) -t h(t)] 60 
a.e. in [0, r]. However, if z?‘(t)[g(.?(t), t)+h(t)] ~0 on a subset of [0, T] 
with positive Lebesgue measure, then 
I 
I 
ti'(t)[g(-t(t). t)+h(f)]dt<O, 
0 
which contradicts (3.22) with &?c) = I+?(.?, U) and, for each i = 1, 2 ,..., m, s, 
replaced by s = max {s, ,..., s, 1 > 0. Therefore, we must have 
ii’(t)[g(f(l), z)+h(t)l=O a.e. in [0, T]. (3.26) 
Because (x, U) E G, we conclude from (3.25) and (3.26) that the Kuhn- 
Tucker sutficient optimality conditions of Theorem 2.1 are satisfied, and 
consequently X is an optimal solution of Problem P. u 
Finally, we wiil consider a linear program related to Problem P in which 
the objective function is not necessarily homogeneous. Consider the follow- 
ing problem: 
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Problem a: 
maximize q(u) = !“’ f sib,(t) u,(t) dt 
0 ;=, 
Subject to I’ f u,(t)Vg;(x(t), t)x(t)dr> -j+(Y(t), t)x(t)dt, 
0 ,=I 0 
(3.27) 
u(t)>0 a.e. in [0, T], 
where X is an optimal solution of Problem P. 
The following theorem establishes a connection between Problems P 
and 8. 
THEOREM 3.5. Suppose that ,for each i = 1, 2 ,..., m, gi is homogeneous of 
degree s, 3 0 with respect to its $rst argument throughout [0, T], and that 
the primal ,feasible set F satisfies Slater’s constraint qualtfication. If .U is an 
optimal solution of Problem P, then there exists a ii E LT, [0, T] which is an 
optimul solution qf Problem B, and 
j’ f s,b,(t) u,(t) dt = j-’ yf“(x(t), t) x(t) dt. 
0 ,=, 0 
(3.28) 
Proof If X is an optimal solution of Problem P, then by Theorem 2.1, 
there exists a UE L$,[O, T], z?(r) 3 0 a.e. in [0, T], such that 
Yf’(Z(t), t)+ f ii,(t)Vg:(.f(:), t) y(t) dt=O 
,=I I 
for all y E L”, [0, T], (3.29) 
lT’(t)[g(.t(r), r)+b(t)] =o a.e. in [0, T]. (3.30) 
In view of the homogeneity assumption, (3.29) with y = .U can be expressed 
as 
j’ f s,ii,(t) g,(x(t), t) dt = -Jt”Vf’(\-(t), t).?(t) dt. 
0 ,=, 0 
(3.31) 
Now if u is an arbitrary feasible solution of Problem b, then from (3.27) 
and (3.31) it follows that 
T m 
I 1 
s,[u,(t)-u;(t)] g,(x(t), t)dt<O. (3.32) 
0 ,=I 
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Since XE F, -g,(.f(t), t)ab,(t) a.e. in [0, r], i= 1, 2 ,..., m, and hence (3.32) 
becomes 
7- m 
I c sibi[ui(t) - q(t)] dr 3 0, 0 ;=, 
which shows that r&U) > q(u) for any feasible solution u of Problem d. 
Since by (3.29) U is feasible for Problem 6, we conclude that U is an 
optimal solution of Problem B. 
As in the proof of Theorem 3.2, G(t) > 0 a.e. in [0, T] and (3.30) imply 
that 
IoT ,g, s,ii,(t) g;@(t), t) dt = - j’- f s,hi(t) u,(t) dt. (3.33) 
0 ,=, 
Now (3.28) follows from (3.31) and (3.33). [ 
It is clear that if in the above theorem, ,f(., t) is assumed to be 
homogeneous of degree r > 0 throughout [0, T], then we obtain the asser- 
tion of Theorem 3.4. 
4. SPECIAL CASES 
In this part we will briefly look at some special cases of the results 
presented in the preceding section by modifying our assumptions concern- 
ing the degrees of homogeneity of the functions involved and also by 
examining some specific forms of these functions. 
If in the formulation of Problem b we assume that s, = s for i = 1, 2,..., m, 
then this problem can be restated as follows: 
s 7 
maximize - 
I 
b’(t) u(t) dt 
r 0 
subject to (3.20) and (3.21). 
Consequently, Theorem 3.4 asserts, in part, that 
d(X) = l&x, IS) = 2 r joT b’(t) u(t) dt. 
Under the same assumption, similar simplifications result in the statements 
of Theorems 3.2, 3.3, and 3.5. 
If all the assumptions of Theorems 3.2 and 3.3 are satisfied with r = 0 
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and si # 0 for at least one subscript i= 1,2,.... m, then the assertions of 
these theorems hold with d(X) = $(X, ii), and 
,!, s,I s,h,( t) fii(t) dt = 0. 
Clearly, the results of this paper can be used to derive duality theorems 
for continuous-time linear and purely quadratic programming problems. 
For example, if in Problem P we let 
,f(x(t), 2) = +x’(t) H(f) x(t), 
g(x(t), t) = -A(t) x(t) + j”’ K(t, s) x(s) ds, 
and 
JO 
X= (x E L”, [0, T]: x(t) 3 0 a.e. in [0, T]}, 
we obtain the following program: 
minimize 
J‘ 
“1 
- x’(t) H(t) x(t) dt 
0 2 
subject to A(t) x(t) 3 h(t) + i’ K( t, s) x(s) ds a.e. in [0, r], 
0 
x(t)20 a.e. in [0, r], 
where H(r) is an n x n symmetric positive definite matrix whose elements 
are Lesbesgue measurable functions on [0, 7’1, and A(t) and K(t, S) are 
m x n matrices. 
The corresponding dual problem is 
maximize 
+ u’(t) A(t) x(t) - u’(t) i“ K(t, s) x(s) ds dt 
0 
subject to 
J-I 
oT [x’(t) H(t) - u’(f) A(f)1 x(t) 
+ u’(t) j; K(t, s) x(s) ds> dt > 0, 
x(t)>O, u(t)30 a.e. in [0, T]. 
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Using Fubini’s Theorem [ 151, the above integral inequality can be 
expressed as 
j [ 
TX’(t) 
0 
H(r)x(r)-A’(l)u(r)+jrK’(s,l)u(s)ds dt>O, 
I I 
which clearly implies that 
H(t)x(t)-/l’(t)u(t)+ jTK(s. t)u(s)ds30 a.e. in [0, r]. 
, 
Therefore, the dual problem takes the following form: 
maximize 
J or [-g(r)H(t)x(t)+h’(t)u(t)] dl 
subject to A’(r) u(t) d H(t) x(t) + j’K’(s, t) u(s) ds a.e. in [0, T], 
f 
x(t)>O, u(t)>0 a.e. in [0, T]. 
In a similar manner, if in Problem P we let 
J’(x(t), t) = c’(t) x(t), 
g(x(t), I) = -A(t) x(t) + j’ K(t, s) x(s) ds, 
0 
and 
x= {XEL’:[O, T]:x(t)>O a.e. in [0, r] }, 
where c(t) is an n-vector, then we obtain the following primal-dual pair of 
linear programming problems: 
i 
I 
minimize c’(t) x(t) dt 
0 
subject to A(t)x(t)>b(~)+~‘K(t,s)x(s)ds 
0 
x(t) 3 0 a.e. in [0, T]; 
maximize 
s 
T h’(t) u(t) dt 
0 
subject to A’(t) u(t) < c(t) + jr K’(s, t) u(s) ds 
f 
u(t)30 a.e. in [0, T]. 
a.e. in [0, r], 
a.e. in [0, r], 
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Therefore, with appropriate assumptions, the theorems presented in Sec- 
tion 3 provide various duality results for the above linear and purely 
quadratic programming problems. 
Duality in continuous-time linear programming was investigated in the 
past by different methods in [S, 9, 11-14, 16, 19, 20, 231. Some duality 
results for continuous-time quadratic programming problems are discussed 
in [7, 10, 231. 
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