For regime-switching diffusions processes with singular drifts, we introduce integrability conditions involving a nice reference probability measure and the Q-matrix of the jump part to study the existence of the invariant probability measures. Consequently, the generator of the regime-switching diffusions process has an extension in the L 1 -space w.r.t the invariant probability measure to be a generator of C 0 -semigroup. Moreover, we prove the uniqueness of the extension. Regularities and the uniqueness of the invariant probability density w.r.t the nice reference probability measure are also considered.
Introduction
Let S = {1, 2, 3, · · · , N }, and let (Ω, F , P) be a completed probability space. A regime-switching diffusion process is a two components process {(X t , Λ t )} t≥0 described by dX t = b Λt (X t )dt + √ 2σ Λt (X t )dW t , (1.1) equ_b1
and P (Λ t+∆t = j | Λ t = i, (X s , Λ s ), s ≤ t) = q ij (X t )∆t + o(∆t), i = j, 1 + q ii (X t )∆t + o(∆t), i = j, (1.2) equ_b2
where {W t } t≥0 is a Brownian motion on R d w.r.t a right continuous completed reference {F t } t≥0 and
are measurable functions and
The matrix Q(x) = (q ij (x)) 1≤i,j≤N is called Q-matrix, see [6] . If Q(x) is independent of x and Λ t is independent of {W t } t≥0 , {(X t , Λ t )} t≥0 is called a state-independent RSDP, otherwise called a state-dependence RSDP. Let
If Q(x) is conservative, i.e. −q ii (x) = q i (x), x ∈ R d , then as in [17, or [10, 21, 16] , we can represent {(X t , Λ t )} t≥0 in the form of a system of stochastic differential equations(SDEs for short) driven by {W t } and a Poisson random measure. Precisely, for each x ∈ R d , {Γ ij (x) : i, j ∈ S} is a family of disjoint intervals on [0, ∞) constructed as follows Let N (dz, dt) be a Poisson random measure with intensity dzdt and independent of the Brownian motion {W t } t≥0 . Then we turn to consider the following equation dX t = b Λt (X t )dt + √ 2σ Λt (X t )dW t , dΛ t = ∞ 0 h(X t− , Λ t− , z)N (dz, dt).
(1.3) main_equ
The first component X t can be viewed as a hybrid process from the diffusion X i t in each state in S:
In [23] , we have study the existence, uniqueness and strong Feller property of (1.3), where drifts b i , i = 1, · · · , N can be singular. In this paper, we shall study the existence and uniqueness of invariant probability measures of (1.3) with non-regular drifts.
Recently, in term of a nice reference probability measure, [19, 20] introduce integrability conditions to ensure the existence of invariant probability measures for SDEs with singular or path dependent drifts. We shall extract similar results in [19, 20] for the semigroup corresponding to (1.3) . However, for this type of semigroups generated by (1.3), two obstacles have to be concern about. One is that, as pointed out by [15] , to have an invariant probability measure, it is not necessary for each diffusion X i t to process an invariant probability measure. The other one is the heavy tail phenomenon found in [9] . Hence the integrability of invariant measures of (1.3) may be worse than the invariant probability measures of some X i t . So new integrability conditions(see (1.10), (1.11) and Remark 1.3) are needed to study to invariant probability measure of (1.3) .
Let a k (x) = σ k (x)σ * k (x) = (a i,j k (x)) 1≤i,j≤d and div(a j (x)) l = d k=1 ∂ k a kl j (x). Let V ∈ C 2 (R d ) such that µ V (dx) = e V (x) dx is a probability measure. In this paper, we consider the drifts that process the following form
Then σ k Z k is the singular part of the drift b k . For the diffusion part, we define differential operators L 0 k and L Z k , k = 1, · · · , N as follows
Let P t be the semigroup associated with (1.3). Then the generator of P t , denoted by L, is of the following form
The operator L sometimes is called weakly coupled elliptic system, see [7] . Let µ π,V be a probability measure on R d × S:
Denote by H 1,2
and by W 1,2 σ j (R d ) the Sobolev space defined as follows
We assume that the coefficients of L satisfy the following assumptions (H1) V ∈ C 2 (R d ) such that e V dx is a probability measure, and σ
and there is λ k > 0 such that
,j≤N is a conservative Q-matrix with
There is an x ∈ R d such that Q(x) being an irreducible Q-Matrix with an invariant probability measure π = (π 1 , · · · , π N ).
H2
(H3) There are γ 1 , · · · , γ N ∈ (0, ∞) and
rem_logSob Remark 1.1. The condition (H1) implies that for all i ∈ S, L 0 i generates a unique non-explosive Markov semigroup. Let
Then E 0 is a Dirichlet form with
The condition (H3) yields that the following defective log-Sobolev inequality holds. For
thm_eu Theorem 1.1. Assume (H1)-(H3), and
(1.9) infq LetQ = (q ij ) 1≤i,j≤N be a matrix withq ij = sup x∈R d q ij (x). We suppose in addition that there exist positive vector v = (v 1 , v 2 , · · · , v N ) and positive constants w 1 , w 2 , · · · , w N such that
Then P t has a unique invariant probability measure µ such that µ ≪ µ π,V . Moreover, the density ρ = dµ dµ π,V is positive on R d × S, and for all p > 0 and In our theorem, we indeed prove the uniqueness in the sense that the set
contains only one element. According to [19, Theorem 2 .1], (H1) and (1.10) yields that for each i, the SDE (1.4) with generator L Z i has a non-explosive strong solution. Combining with that S is finite and ∪ x∈R d ,i∈S supp(h(x, i, ·)) is a bounded set of [0, ∞), it is easy to see, for instance [5, 23] , that (1.3) has a non-explosive strong solution.
re_exa Remark 1.3. In conditions (1.10) and (1.11), some w i can be small such that w i < To illustrate that Theorem 1.1 can be applied to the regime-switching diffusion process that not all the diffusions in all the environments has an invariant probability measure, we present the following example
with a > 0, b > 0, and
By [15, Proposition 2.4], −(K +Q) is a nonsingular M-Matrix if and only if
Consequently, if δ and θ satisfy
then there are w 1 and w 2 such that (1.10) and (1.11) hold. Moreover, if
then there are δ, w 1 and w 2 such that √ 2δ − 1 ≥ 0 and (1.10) and (1.11) hold. That means for the state i = 2, the diffusion of this state is not recurrent, then it does not have an invariant probability measure.
If P t has an invariant probability measure µ, then P t can be extended to be a semigroup in 
The rest of the paper is organized as follows. In Section 2, we shall study a elliptic system corresponding to invariant measures, called the weak coupled system of measures of (1.3), where some local a priori estimates of measures will be presented. In Section 3, the entropy estimate of the density of invariant probability measures will be concern about. In the last section, we shall prove our main results.
To make the article more concise, we shall introduce the following notations in the rest parts of the paper
2 Regularity of weak coupled system of measures
In this section, we allow N = ∞. Let µ be an invariant probability measure of P t on B(R d × S). Then for a smooth function f on R d × S with compact support(there is M ≥ 0 such that f (x, i) = 0 if |x| ≥ M and i ≥ M ), Itô's formula will yield that
Since µ is an invariant measure,
and so µ(Lf ) = 0. Hence, to study the invariant measure of P t , we shall start form the equation µ(Lf ) = 0. Since µ is a measure on R d × S, we can view µ as a system of measures (µ i ) i∈S , where µ i is defined as in (N3). Thus the equation µ(Lf ) = 0 is a system of elliptic equations for measures, called weakly coupled elliptic system of measures.
Elliptic and parabolic equations for measures have been intensively studied, and results on equations for measures are important to the study of invariant probability measures, see [3, 4] . Here, we shall extend some results in [3] to the case of weakly coupled elliptic system of measures.
, and q j (x) is locally bounded and there exists δ(j) ∈ N such that
Then for each j ∈ S, there is a continuous functionρ j ∈ W 1,p
, and
. By µ(Lf ) = 0 and the definition ofρ k , we obtain that
Then (2.5) implies that
where the last inequality we have used the Poincaré inequality(see [1, Theorem 6 .30]), and the constant
Next we can adapt a procedure introduced in [3] . Let x 0 ∈ R d , R > 0, and B R (x 0 ) be the open ball with center x 0 and radius R. Let η ∈ C ∞ c (B R (x 0 )). Then
The point x 0 is arbitrary. According to Sobolev embedding theorem, if pr p+r ≥ d, thenρ k 0 is local bounded, and if
which implies that
Since p > d yields that p * < d * , starting from r ∈ (p * , d * ], we can get a sequence {r n } by this procedure such thatρ
Next, we shall prove the following weak Harnack inequality, which is crucial to prove that wHar Lemma 2.2. Under the assumption of Lemma 2.1, fixing k ∈ S, for all 0 < r < R < ∞, it holds that ess inf
Then by the integration by part formula, we have
The remainder of the proof will start from this inequality.
Then from the inequality above, we can obtain that
By Hölder inequality,
Since p > d, Hölder inequality and Sobolev inequality imply that for all ǫ > 0
Substituting this into (2.10) and choosing some small ǫ, we obtain that
with some α > 0 and C depending on
Hence, we can get the inverse Hölder inequality for (ρ k + δ) −1 by iteration(see [12] for instance)
with any p 1 > p 2 > 0 and B r ⊂ B R , where the constant C depends on λ k , osc
, ||Z k || L p (Br 2 ) , d, p, r 1 , r 2 . Moreover, letting p 1 → ∞, we obtain ess inf
Next, we shall prove that for all 0 < q < d d−2 and R > 0, there is C > 0 such that
Choosing ψ such that 1 Br ≤ ψ ≤ 1 B 2r ≤ 1 O and |∇ψ| ≤ 2 r , we obtain that there is a constant C > 0 depending on
We have that 
To prove (2.15), let f = ψ 2 (ρ k + δ) −β , β ∈ (0, 1). Then, as above, we can prove the following inverse Hölder inequality
where the constant C depends on λ k , osc
Lastly, (2.14) and (2.15) yield that ess inf
Letting δ → 0 + , we obtain the weak Harnack inequality.
Entropy estimates of ρ
In this section, we shall study the the entropy estimate of the density ρ. Firstly, we shall prove a Girsanov's theorem, which will be used to prove the existence of the invariant measure. Let (X t , Λ t ) be the solution of the following equation
Λs (X s )ds (3.3)
Let {p t } t≥0 be the Poisson point process corresponding to the random measure N (dz, dt), i.e. p is a Poisson point process which takes value in (0, ∞) and is independent of the Brownian motion {W t } t≥0 such that
where D p(ω) is the domain of the point function p(ω).
GirTh Lemma 3.1. Suppose that (3.1)-(3.2) has a pathwise unique non-explosive solution, and {R t } t∈[0,T ] is a martingale and
Then, under R T P, {W t } t∈[0,T ] is a Brownian process and {p t } t≥0 is a Poisson point process such that they are mutually independent. Consequently, the following equation has a weak solution
Proof. {R t } t∈[0,T ] is a martingale,W t is a Brownian motion due to Girsanov's theorem. According to [13, Theorem I.6 .3], we only need to prove that the compensator of N (dz, dt) under R T P is dzdt. Let K be a measurable subset of R + with its Lebesgue measure |K| < ∞,
Λr (X r )| 2 dr .
Let Π [s,t] be the totality of point functions on [s, t[ for s ≤ t, and let D s,t (S) be all the cadlag function on [s, t] with value in S.
Since the equation has a unique non-explosive strong solution, there exists F :
Combining with ER s,t = E E R s,t G = 1, we have that
Since F s ⊂ G , we obtain that
which implies that the compensator of N (dz, dt) under R T P is dzdt.
Let P 0 t be the Markov semigroup generated by the Dirichlet form E 0 . Then L 0 is the generator of P 0 t , and µ π,V is the invariant probability measure of P 0
where P i t is the semigroup generated by L 0 i , and P 0 t can be extended to a contrastive
By (H1), (H2), and for all
According to the proof of [7, 
Proof. By [14, Theorem 3.1.1], we have
Then for all p ≥ 1
According to [18, Theorem 5.1.4] , (H3) and Remark 1.1 imply that P 0 t is hyperbounded:
where q(t) := 1 + (q − 1)e 4t γ and β = max k (β k − log π k ). Thus
and the proof of the lemma is completed.
Let (X t , Λ t ) be the process generated by L Q , which satisfies the stochastic differ- 
There is w >
Then P t has an invariant measure µ = ρµ π,V such that
Proof. We first consider the Feynman-Kac semigroup for any F ∈ B b (R d × S):
. By the Markov property, we have that
Then, similar to [20, Theorem 4.1],
n 0 |Z| 2 (Xs,Λs) ds , ǫ ∈ (0, 1).
By Lemma 3.1,
By these estimates above, following the proof of [20, Theorem 4.1], we can prove the theorem.
Remark 3.1. The inequality (3.6) implies that for each i ∈ S, Z i has nice integrability w.r.t µ V indeed. It does not work well for (1.3). In the rest part of this section, we shall give a weaker condition to get a priori estimate to the entropy of the density of invariant probability measures.
We define x log x = 0 if x = 0. Then we have ineq_nn_en Lemma 3.4. Assume (H1)-(H3) and that for all i ∈ S, Z i is bounded with compact support. Then there is positive
Proof. Let q
. Then Lemma 3.3 and Lemma 2.2 imply that the semigroup generated by L [n] has an invariant measure with positive density
Moreover, ρ is a probability density and also satisfies µ V (ρLg) = 0, g ∈ C 2 c (R d × S). Hence, Lemma 2.2 implies that ρ is positive.
The equation
Then there is C n > 0 which is independent of f such that
The defective log-Sobolev inequality yields the Poincaré inequality:
So the norm of f , µ V (|σ * i ∇f | 2 ) + µ V (f ) 2 , which is induced by the following inner product of g 1 , g 2 on H 1,2
is equivalent to the Sobolev norm on H 1,2
i + ǫ) with ǫ ∈ (0, 1). Then (3.7) and
and
Hence, the monotone convergence theorem implies that there is C > 0 which is independent of i and n such that
Since the defective log-Sobolev inequality implies the existence of a super Poincaré inequality, the essential spectrum of L 0 i is empty, which implies that H 1,2
, and by a subsequence, ρ
we have lim
Hence, combining these with (3.9), we obtain that
Since ρ i > 0 and
by monotone convergence theorem, we have
Combining this with (3.10) and Fatou's Lemma, we have
The last result of this section is the following lemma on a priori estimate of entropy of ρ i for Z i satisfies the integrability condition (1.10), which is crucial to the proof of Theorem 1.1. 
Combining with (H3), we have
Then (1.11) and (3.14) yields that
in the last inequality, we use
Then it is easy to see that the inequality (3.11) holds. Consequently, (3.12) holds by (3.13).
Proofs of main results
4.1 Th proof of Theorem 1.1
Then, according to Lemma 3.3, the Markov semigroup P (n) t generated by L (n) has an invariant probability measure, denoted by ρ (n) µ π,V . Moreover, Lemma 3.5 yields that
Next, since {ρ (n) } n≥1 is uniformly integrable, for ǫ > 0, there is m > 0 such that sup
which combining with (4.1) yields that
Lastly, we shall prove our claim on the uniqueness. Since ||σ i || is local bounded, it is easy to see from (4.
, there is only one invariant probability measure µ such that µ ≪ µ π,V .
The proof of Theorem 1.3
We shall prove first that for g i ∈ L ∞ , i ∈ S so that the following equality holds for all
loc (ρ i dµ V ). Indeed, fixing some i ∈ S, and letting f k = 0, if k = i and
Since Lemma 2.1, µ V (e w i |Z i | 2 ) < ∞ and that ||σ i || is local bounded, there is a constant C which is independent on f i such that
By Lemma 2.2, we also have
for some positive constant C which is independent of f i . Similarly,
which implies that ζg i ∈ H loc (ρ i dµ V ). Next, we shall prove that there is only one extension of (L, C 2 c (R d × S)) that generates a C 0 -semigroup in L 1 (R d × S, µ). To this end, we only have to prove that (1 − L)(C 2 c (R d × S)) is dense in L 1 (R d × S, µ). Let ζ n ∈ C ∞ c (R d ) with 1 Bn(0) ≤ ζ n ≤ 1 B 2n (0) and |||∇ζ n ||| ∞ ≤ 1 n . Let g i ∈ L ∞ , i ∈ S such that (4.2) hold. Fixing i ∈ S, and letting f k = 0 if k = i; f i = ζ 2 n g i , we have, following from (4.2), 
we have that
Hence, (4.5), (4.6) and the definition of ζ n yield that
For r small enough, we have 
