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Abstract
We propose a unifying theory for both the integral and fractional quantum
Hall regimes. This theory reconciles the Finkelstein approach to localization
and interaction effects with the topological issues of an instanton vacuum and
Chern-Simons gauge theory. We elaborate on the microscopic origins of the
effective action and unravel a new symmetry in the problem with Coulomb
interactions which we name F-invariance. This symmetry has a broad range
of physical consequences which will be the main topic of future analyses. In
the second half of this paper we compute the response of the theory to elec-
tromagnetic perturbations at a tree level approximation. This is applicable
to the theory of ordinary metals as well as the composite fermion approach
to the half integer effect. Fluctuations in the Chern-Simons gauge fields are
found to be well behaved only when the theory is F-invariant.
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I. INTRODUCTION
It is well known that the quantum Hall effect exists only due to the presence of random
impurities1. Although one usually prefers to think in terms of the pure incompressible
states alone, the random impurities problem in all its generality opens up a Pandora’s box
of concepts and complex analyses. The integral quantum Hall regime is the simplest and
most widely studied example. The advances made in this field have in fact very little to do
with the Landau quantization of pure states that one originally starts out from1. Actually,
what is really needed is topological ideas in quantum field theory (instanton vacuum2,3) in
order to establish a unifying renormalization theory for the many unrelated experimental
phenomena that are observed in the laboratory4. Some examples of these phenomena are
weak localization in weak magnetic fields and higher Landau levels5, the quantization of the
Hall conductance in strong magnetic fields1, the (critical) plateau transitions which occur
usually in the Landau band centers6,7, the problem of spin unresolved Landau levels etc. The
problem that needs to be addressed is characterized by a rich variety of different cross-over
length scales, whereas detailed experiments are often difficult to interpret due to the limited
range available in temperature and sample-specific properties (long range versus short range
disorder4 etc.).
To date, the Pandora’s box of the integral quantum Hall regime is the only one that has
been opened. For the fractional quantum Hall regime, which is believed to be a strongly
correlated phenomenon, the impurity problem has not yet even been formulated! Our theo-
retical understanding has not progressed beyond that of the popularly studied incompressible
pure states as initiated by Laughlin8.
Nevertheless, there has been a long standing quest for a unifying theory which would
combine the basic effects of disorder and strong correlation into a single renormalization
group flow diagram of the conductances9. The original attempts made in this direction
were solely motivated by the experiments which seemed to indicate that the integral and
fractional effects have very similar common features.
In this paper, and others that follow, we will lay the foundation and construct the much
sought after unifying theory. However, formulation of this unifying theory heavily relies on
advances made in the recent literature on the fractional and integer quantum Hall effect.
In particular, we refer to the analysis of localization and interaction made by two of the
authors10, in which Finkelstein’s effective sigma model theory11 was extended by including
topological effects (instanton vacuum)10. In this work it was shown that the interacting
electron gas shares many of the basic features which were previously found for free electrons,
namely asymptotic freedom in two dimensions and non-perturbative renormalization by
instantons. These results put the topological concept of an instanton vacuum in an entirely
different perspective of many body theory, the consequences of which have yet remained
largely unexploited. Secondly, there is the Chern-Simons gauge field approach12–18 which
implicitly carries out Jain’s composite fermion ideas19 and maps the fractional quantum Hall
effect onto the integral effect. We are specifically interested in the fermionic Chern-Simons
theory14, since the basic starting formulation (the fermionic path integral) is the only one
suitable for analyzing disorder effects and, in particular, the above mentioned instanton
vacuum concept.
The effective action proposed in this paper essentially extends the Finkelstein theory11
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to include the topological effects of an instanton vacuum as well as Chern-Simons gauge
theory. As one of the principal features of our theory we shall show that most of the
presently accumulated knowledge on the quantum Hall regime can be derived from our
effective action by considering the extreme limits of weak and strong coupling only. More
specifically, the theory in weak coupling describes the composite fermion approach to the half
integral effect. This will be the main subject in the second half of this paper. The theory in
strong coupling on the other hand describes the Jain series for fractional quantization of the
Hall conductance20 and also provides a microscopic theory of disordered chiral edge states
which generalizes and extends the previously introduced Luttinger liquid description for
edge states without disorder21. Subsequent papers will report the strong coupling effects22.
It is interesting to note that the physics of both weak and strong coupling is essentially a
perturbative phenomenon from the instanton vacuum point of view. Nevertheless, our results
clearly show that our effective action can be used to establish a much more ambitious theory
for the quantum Hall effect. It is possible to address and investigate the consequences of
the renormalizability (both perturbative and non-perturbative) of the theory25. Further,
this will provide the necessary information on the global phase structure of the quantum
transport problem in the presence of random impurities.
In this paper we mainly explain the microscopic origins of the effective action that we
propose as the unifying theory for both integral and fractional quantum Hall regimes. The
analysis presented is largely based on the insights we have accumulated by extensively study-
ing the free electron renormalization theory of the integral effect. We will therefore refer
to this analysis3,1 throughout the course of this work. A second important reference which
has been critical in motivating this work is the above mentioned renormalization group
analysis of localization and interaction effects in the quantum Hall regime10. During the
course of this analysis we became aware of the incomplete nature of Finkelstein’s pioneering
work on the subject. One of the major complications in Finkelstein’s approach is the U(1)
electrodynamic gauge invariance of the theory. For example, no transparent and consistent
way exists for introducing external vector and scalar potentials and/or Chern-Simons gauge
fields. Subsequently this prevents one from using this theory as a microscopic approach for
the fractional Hall effect.
In order to construct a unifying theory we start out (Section II) by considering the
fermionic path integral in Matsubara frequency representation. We then analyze in a step
by step manner both the low energy excitations in the problem (Q-fields) and the U(1) gauge
invariance. Upon performing this exercise, we find that the U(1) generators for the gauge
fields and those for the Q-fields cover distinctly different sectors in Matsubara frequency
space, which naively appear to be completely disconnected. Assuming this to be true, one
would not even consider using the effective action approach. However, these two apparently
distinct aspects are integrally related to one another via Ward identities (obtained from local
U(N)×U(N) symmetry)25. In order to establish this relationship, several concepts such as
‘smallness’ of the Q-fields and ‘F -algebra’ are introduced. These concepts are absolutely
necessary for handling the U(1) gauge invariance of the problem. Additionally, they also
elucidate a hidden symmetry in the Finkelstein action which has previously gone unnoticed.
The symmetry we unravel has far reaching consequences and plays a critical role in the
development of the unifying theory. We term this symmetry as F -invariance since we will
be frequently referring to it in the rest of this work.
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One of the important consequences for ordinary metals is that the nature of quantum
transport fundamentally changes depending on the length scale being considered. At dis-
tances short relative to the Debije screening length, transport is free particle like and conser-
vation laws are governed by Einstein’s relation between conduction and diffusion. At large
distances, however, the metal is no longer diffusive and the internally generated electric field
due to the Coulomb interactions enters into the transport equations. Our theory provides
these results by considering the gauge invariant response at the tree level (Section II E).
Finally, in Section IV we include the Chern-Simons statistical gauge fields in the action.
As a first step towards describing the fractional Hall regime, we consider the ν = 1/2 state.
In this case it is sufficient to work with the statistical gauge fields and external fields in the
tree level approximation. Additionally, we compute the contribution of the Chern-Simons
gauge fields to the specific heat. For the problem with Coulomb interactions we find that
the singularity structure of the theory is not modified. This then demonstrates that the
composite fermion approach to the half integral effect is free of infrared trouble. On the
other hand, for a system with finite range electron-electron interactions complications do
arise. These aspects are further discussed in Section IVC.
We end this paper with a conclusion (Section V).
II. Q-FIELD FORMALISM; THE FERMIONIC PATH INTEGRAL
A. Introduction
We are interested in the disorder average of the logarithm of the grand canonical partition
function Z,
Z = tr eβ(µN−H) (2.1)
with β the inverse thermal energy, β = (kBT )
−1, µ the chemical potential, N the number of
electrons and H the total energy of the system. We consider a system of two-dimensional
electrons in a random potential V (~x) and a static magnetic field B pointing along the positive
z-axis. We work in units where all lengths are expressed in terms of the magnetic length
ℓ=
√
2h¯
eB
and where h¯=1, e=1. In these units, the electron mass m has the dimension of an
inverse energy, while the static magnetic field and the vector potential are dimensionless,
m = mSI · ℓ
2/h¯2 ; ~A = ~ASI · eℓ/h¯. (2.2)
We write the vector potential as ~Ast+ ~A, where the static part satisfies ∇× ~Ast = B~ez and
~A represents the quantum fluctuations. In the units chosen above, the magnetic field is
normalized to B=2. The fluctuations in the scalar potential are denoted by A0. In the path
integral formulation, the partition function for our system is written in the following way
Z =
∫
D[ψ¯ψ, Aµ] e
S[ψ¯,ψ,Aµ] (2.3)
S[ψ¯, ψ, Aµ] =
∫ β
0
dτ
∫
d2x ψ¯(~x, τ)[−∂τ + iAτ (~x, τ) + µ−H(~x)− V (~x)]ψ(~x, τ)
−1
2
∫ β
0
dτ
∫
d2xd2x′ ψ¯(~x, τ)ψ(~x, τ)U0(~x, ~x
′)ψ¯(~x′, τ)ψ(~x′, τ). (2.4)
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Here, the ψ and ψ¯ are Grassmann variables defined on the imaginary time interval τ ∈
[0, β], with the fermionic antiperiodicity condition ψ(~x, β)=−ψ(~x, 0). The Aµ are ordinary
integration variables with the bosonic boundary condition Aµ(~x, β)=Aµ(~x, 0). The U0(~x, ~x
′)
is the Coulomb interaction and H is a differential operator acting to the left and to the right
H = 1
2m
←
π ·~π, (2.5)
where π is the covariant derivative,
~π = −i~∇− ~Ast − ~A;
←
π= i
←
∇ − ~A
st − ~A. (2.6)
The Coulomb term is quartic in the fields ψ. We get rid of this quartic form by performing a
Hubbard-Stratonovich transformation, introducing an extra path integration over a bosonic
field λ(~x, τ), the ‘plasmon field’,
exp−1
2
∫
dτd2xd2x′ ψ¯ψ(~x)U0(~x, ~x
′)ψ¯ψ(~x′) ∝ (2.7)∫
D[λ] exp
[
−1
2
∫
dτd2xd2x′ λ(~x)U−10 (~x, ~x
′)λ(~x′) + i
∫
dτd2x λψ¯ψ
]
.
Here U−10 stands for the matrix inverse of U0. In order to find the disorder average lnZ
we use the well known replica trick3,1. In the path integral formalism this amounts to the
introduction of replicated fields ψ¯α, ψα, λα, Aαµ with α= 1, · · · , Nr. The quantities µ, ρ, V
and Astµ are identical in all replicas. The replicated partition function is given by
Z =
∫ Nr∏
γ=1
D[ψ¯γψγ , λγ, Aγµ] exp
Nr∑
α=1
∫ β
0
dτ
[∫
d2x ψ¯α[−∂τ + iA
α
τ + µ−H
α − V ]ψα
−1
2
∫
d2xd2x′ λα(~x)U−10 (~x, ~x
′)λα(~x′) + i
∫
d2x λαψ¯αψα
]
. (2.8)
As a next step we perform a Fourier transform from imaginary time τ to Matsubara fre-
quencies. Since fermionic fields are antiperiodic on the interval [0, β], while bosonic fields
are periodic, the allowed frequencies for ψ, ψ¯ and Aτ , λ are, respectively
ωn =
2π
β
(n + 1
2
) (fermionic) ; νn =
2π
β
n (bosonic). (2.9)
with n integer. We define the Fourier transformed fields by
ψα(τ) =
∞∑
n=−∞
ψαne
−iωnτ ; ψ¯α(τ) =
∞∑
n=−∞
ψ¯αne
+iωnτ (2.10)
λα(τ) =
∞∑
n=−∞
λαne
−iνnτ ; Aαµ(τ) =
∞∑
n=−∞
(Aµ)
α
ne
−iνnτ
which results in the following form of the action
S = β
∫
d2x ψ†(iω + iAˆτ + µˆ+ iλˆ− Hˆ − Vˆ )ψ (2.11)
−β
2
∫
d2xd2x′ λ†(~x)U−10 (~x, ~x
′)λ(~x′). (2.12)
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FIG. 1. Our way of picturing a matrix [· · ·]kl in frequency space, and the structure of I˜n (n>0).
Here we have used matrix notation for combined replica and frequency indices,
ψ†(· · ·)ψ =
∑
nm,αβ
ψ¯αn(· · ·)
αβ
nmψ
β
m. (2.13)
The ω is a unity matrix in replica space, while in Matsubara space it is a diagonal matrix
containing the frequencies ωn
(ω)αβnm = ωnδ
αβδnm. (2.14)
The ‘hatted’ quantities are defined according to
zˆ =
∑
n,α
zαn I˜
α
n with (I˜
α
n )
βγ
kl = δ
αβδαγδk−l,n. (2.15)
The matrix I˜αn is the unit matrix in the α’th replica space, while in Matsubara space it is
zero everywhere except on the n’th diagonal, where it is 1. The I˜αn -matrices are extremely
important, because they will turn out to be the generators of the electromagnetic U(1)
transformations. But before we elaborate on this, let us first take the disorder average
of the replicated partition sum, in analogy with what has been done in the free particle
formalism. This is done using a Gaussian distribution for the random potential V (~x),
Z =
∫
D[V ]P [V ]Z (2.16)
P [V ] ∝ exp
(
− 1
2g
∫
d2x V 2
)
.
This integration leads to a quartic term in the action of the form (ψ†ψ)2, which can be de-
coupled by means of a Hubbard-Stratonovich transformation, introducing hermitian matrix
field variables Q˜αβnm(~x). The partition function now becomes
Z =
∫
D[ψ¯ψ, Q˜, λ, Aµ]e
S[ψ¯,ψ,Q˜,λ,Aµ] (2.17)
S[ψ¯, ψ, Q˜, λ, Aµ] = −
1
2g
Tr Q˜2 + β
∫
d2x ψ†[iω + iAˆτ + µˆ− Hˆ + iλˆ+ iQ˜]ψ
−β
2
∫
d2xd2x′ λ†(~x)λ(~x′)U−10 (~x, ~x
′) (2.18)
where the notation Tr stands for a trace over combined replica and Matsubara indices
as well as spatial integration
∫
d2x . Notice that the only difference with the previously
studied free particle case3 is that we work with a Matsubara frequency label, rather than
with advanced and retarded components alone.
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B. Gauge invariance; tunneling density of states
A generic local U(1) gauge transformation on the fermion fields and the electromagnetic
potentials has the form
ψα(~x, τ)→ eiχ
α(~x,τ)ψα(~x, τ) ; ψ¯α(~x, τ)→ e−iχ
α(~x,τ)ψ¯α(~x, τ) (2.19)
Aαµ(~x, τ)→ A
α
µ(~x, τ) + ∂µχ
α(~x, τ)
with χα real-valued functions periodic in τ . In frequency notation this gauge transformation
is written as a unitary matrix acting on the vector ψ
ψ → eiχˆψ ; ψ† → ψ†e−iχˆ (2.20)
Aˆi → Aˆi + ∂iχˆ ; (Aτ )
α
n → (Aτ )
α
n − iνnχ
α
n. (2.21)
From (2.20) it is clear that the I˜-matrices are the generators of gauge transformations. From
their multiplication
I˜αn I˜
β
m = δ
αβ I˜αn+m (2.22)
it is readily seen that they span an abelian algebra, and that a gauge transformation indeed
acts in every replica channel separately, as seen in (2.19). The Q˜ transforms according to
Q˜→ eiχˆQ˜e−iχˆ. (2.23)
The gauge invariance of the action (2.18) is easily checked: First of all, the plasmon field λ
and the combinations ψ†Q˜ψ and ψ†ψ are invariant. Secondly, the fact that the I˜ commute
leads to e−iχˆ∇eiχˆ = i∇χˆ, from which it follows that the term ψ†Hˆψ is also invariant. Finally,
using the following commutation relation,
[I˜αn , ω] = −νnI˜
α
n , (2.24)
in combination with the transformation rule (2.21) for Aτ , we find that the term ψ
†(iω+iAˆτ)ψ
is also invariant. In the partition function (2.17), the integration over fermion fields can be
performed, yielding an effective action for the variables Q˜, Aµ and λ,
S[Q˜, λ, Aµ] = −
1
2g
Tr Q˜2 + Tr ln[iω + iAˆτ + µˆ− Hˆ + iλˆ+ iQ˜]
−β
2
∫
d2xd2x′ λ†(~x)λ(~x′)U−10 (~x, ~x
′). (2.25)
The gauge invariance of this effective action is again evident. We only have to rewrite the
gauge transformed second term Tr ln[· · ·+ieiχˆQ˜e−iχˆ] into Tr ln[e−iχˆ(· · ·)eiχˆ+iQ˜] and repeat
the arguments given above.
We end this section with an expression for the one particle Green’s function G(τ2−τ1)
which enters the tunneling density of states,
G(τ2 − τ1) = 〈ψ¯
α(~x, τ2)ψ
α(~x, τ1)〉. (2.26)
In terms of the Q˜-variable this expression is written as
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〈Q˜αα(τ1, τ2)〉 =
∑
nm
e−iωnτ1eiωmτ2〈Q˜ααnm〉. (2.27)
The reader may verify that under a gauge transformation, the Green’s function transforms
as
ei[χ
α(τ2)−χα(τ1)]〈Q˜αα(τ1, τ2)〉 (2.28)
as it should.
C. Truncation of frequency space
1. ‘Large’ and ‘small’ components
We proceed as in the free particle analysis and split the Q˜matrix variable into ‘transverse’
and ‘longitudinal’ components,
Q˜ = T−1PT P = P † T ∈ SU(2N ′). (2.29)
Here, P has only block-diagonal components in frequency space (i.e. P αβnm is nonzero only
for ωn · ωm> 0) and T is a unitary rotation. 2N
′ is the size of the Matsubara space times
the number of replica channels, and represents the size of the Q˜-matrix.
maxN
P
1
T
2Nmax
1 1
2Nmax
1
Q
FIG. 2. Sketch of the matrices P , T and Q in truncated frequency space (Nmax≪N
′
max).
This change of variables (2.29) is motivated by the saddlepoint structure of the theory
(2.25) in the absence of the fields Aµ, λ and at zero temperature (i.e. ωn → 0). This
saddlepoint can be written as
Q˜sp ∝ T
−1ΛT ; Λαβnm = δ
αβδnmsgn(ωn), (2.30)
indicating that the longitudinal fluctuations P are the ‘massive’ components of the theory
whereas the T -matrix fields are the lowest energy excitations (Goldstone modes) in the
problem. The manner in which (2.29) is going to be used is illustrated in Fig. 2: we impose
on the T -rotations a cutoffNmax in Matsubara frequency space, such that 1≪ Nmax ≪ N
′
max.
It is important to keep in mind that working with a finite Nmax is just a calculational device
which will enable us to derive an effective action for the lowest energy excitations T by
formally integrating out the massive components P (the latter can be done explicitly by
employing saddlepoint methods). Once an effective action for the T -fields has been obtained,
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we have to find some procedure by which the cutoff Nmax can be sent to infinity. The main
problem is to ensure that such a procedure retains the electrodynamic U(1) gauge invariance
of the theory. We will return to this problem at the end of section IID. A more formal
justification of the ‘smallness’ concept is postponed until section II E where we introduce
vector and scalar potentials in the effective action.
2. F-invariance
In order to be able to carry through the concept of ‘small’ T -rotations in a ‘large’ Mat-
subara frequency space, we shall need to perform specific algebraic manipulations which
(sometimes) will be referred to by the name of ‘F -algebra’. To illustrate the meaning of this
algebra we shall next derive the effective action for the fields T in the presence of Coulomb
interactions, but without scalar and vector potentials. The effective action is defined by
eSeff [T ] ∝
∫
D[P, λ] exp
(
− 1
2g
Tr P 2 − β
2
∫
d2xd2x′ λ†(~x)U−10 (~x, ~x
′)λ(~x′)
+Tr ln[iω + µˆ+ iλˆ− Hˆ + iT−1PT ]
)
. (2.31)
In two spatial dimensions, the Coulomb interaction is infinitely ranged. The Fourier trans-
form is given by
U0(~q) ∝
∫
d2x e
−i~q·~x
|~x|
∝ |~q|−1. (2.32)
From general symmetry considerations one can impose two important conditions on the
actual form of Seff [T ].
1. The only local variable on which Seff [T ] can depend and which is consistent with the
symmetries of the problem is precisely of the form of Q˜sp (2.30),
Q = T−1ΛT. (2.33)
Here the matrices are all acting in ‘large’ frequency space of size 2N ′max×2N
′
max. The
T -rotations are effectively ‘small’ (2Nmax×2Nmax with Nmax≪N
′
max) as depicted in
Fig. 2.
2. The effective action must be invariant under global (i.e. spatially independent) ‘W -
rotations’:
Seff [Q] = Seff [W0QW
−1
0 ] with W0 = exp i
∑
n,α
χαnI
α
n, (2.34)
where the matrix Iαn stands for I˜
α
n truncated to size 2N
′
max×2N
′
max.
The statement (2.34), which is exact in the limit N ′max→∞, can easily be derived from
(2.31) by using the invariance of the Tr ln under unitary transformations. This amounts to
a spatially independent shift of the plasmon field λ inside the Tr ln according to
9
λαn(~x)→ λ
α
n(~x) + (∂τχ)
α
n. (2.35)
This shift can be absorbed in a redefinition of λ provided that the interaction U0 is infinitely
ranged (i.e. U−10 (~q)→0 as |~q|→0), as considered here. The ‘F -invariance’ of (2.34) plays a
very special role in the problem. Notice that (2.34) actually stands for a global U(1) gauge
transformation and is directly related to the statement of macroscopic charge conservation.
The far-reaching consequences of this statement were understood first by Finkelstein.
3. Effective action
We will proceed by presenting Seff in an F -invariant manner as follows
27
Seff [Q] = Sσ[Q] + SF[Q] + SU[Q]. (2.36)
The first term, Sσ, is precisely the nonlinear σ model action in the presence of the instanton
term,
Sσ[Q] = −
1
8
σ0xxTr (∇Q)
2 + 1
8
σ0xyTr εijQ∂iQ∂jQ (2.37)
where σ0xx and σ
0
xy denote the (mean field) conductances in units e
2/h. The second term,
SF, can be written as
SF[Q] =
1
2
z π
β
∑
nα
′
Tr [Iαn, Q][I
α
−n, Q]. (2.38)
The quantity z is the ‘singlet interaction amplitude’ and it defines the temperature scale.
The prime on the summation over n indicates a restriction on the frequency range, n ∈
{−N ′max, · · · , N
′
max−1}. The last term in (2.36) contains the Coulomb interaction U0 explicitly
and can be written as
SU[Q] = −
π
β
∑
nα
∫
d2xd2x′ [tr IαnQ(~x)]U
−1(~x− ~x′)[tr Iα−nQ(~x
′)]. (2.39)
In momentum space U−1 is given by
U−1(p) =
∫
d2r
2π
U−1(~r)e−i~p·~r =
π
2
·
1
ρ−1 + U0(p)
(2.40)
where ρ=∂n/∂µ is the thermodynamic density of states.
4. Examples of F-algebra
We stress again that from now onward, all matrix manipulations are done in truncated
(2N ′max× 2N
′
max) Matsubara frequency space. The truncated I-matrices obviously no longer
obey the simple U(1) algebra (2.22), but instead
(IαnI
β
m)
µν
kl = (I˜
α
n I˜
β
m)
µν
kl gl+m ; [I
α
n, I
β
m]
µν
kl = δ
αβµνδk−l,m+n(gl+m − gl+n) (2.41)
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where δαβµν means that all replica indices have to be the same, and gi is a step function
equal to one if i ∈ {−N ′max, . . . , N
′
max−1} and zero otherwise. Consequently, the W0 in
(2.34) stands for a more complicated unitary matrix of size 2N ′max×2N
′
max. Nevertheless,
by making use of elementary but subtle algebra one can show that the procedure with an
arbitrary ‘large’ cutoff correctly describes the low energy sector and correctly retains the
electrodynamic gauge invariance of the theory at low frequencies. We proceed by listing
some of the important subtleties of the F -algebra.
Nmax
2Nmax
FIG. 3. The summation interval n ∈ {−2Nmax+1, · · · , 2Nmax−1}, indicated by the shaded area.
The definition of (2.38), which involves the restricted frequency sum, is particularly delicate.
It can be written in a more familiar form by first writing
Q = Λ + δQ. (2.42)
Written out explicitly, (2.38) now becomes
SF[Q] = z
π
β
∫
d2x
[∑
α
∑
klmn
δQααkl δQ
αα
mnδk−l,n−m + 4tr ηδQ
]
+ const. (2.43)
which is the result originally obtained by Finkelstein. Here η is a matrix representation of
the Matsubara frequencies,
ηαβnm = nδ
αβδnm. (2.44)
The constant in (2.43) is proportional to tr ηΛ=Nr
∑L−1
n=−L |n|, where the cutoff L depends
on the exact definition of the prime in (2.38). Mostly, we will not be interested in the exact
value of L, and a prime on a summation simply means a restriction to small frequencies.
Using the definition of the prime under (2.38), Eq. (2.43) can be re-expressed in terms of Q
as follows
SF[Q] = z
π
β
∫
d2x
[∑
αn
(tr IαnQ)(tr I
α
−nQ) + 4tr ηQ− 6tr ηΛ
]
. (2.45)
Notice that the bilinear forms in Q in (2.38) and (2.45) differ by a frequency term tr ηQ and
a constant. Within Finkelstein’s formulation of the problem (2.43), the very special relative
coefficient “4” between the first (singlet interaction) and second (frequency) term arises from
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the macroscopic conservation laws in a very indirect and deep manner. The advantage of
the present formalism is (amongst other things) the simple algebraic interpretation of the
result which can be obtained from the symmetries of the problem. Moreover, the constant
appearing in (2.45) has a very special significance for physical quantities such as the specific
heat. This aspect of the problem will be further discussed in subsequent work26.
5. General remarks
For a general understanding of the result (2.36) we next discuss the various pieces sepa-
rately. First, by putting the temperature β−1 equal to zero we obtain the same result Sσ as
in the free electron theory. The ‘bare’ parameters σ0xx and σ
0
xy are generally modified by the
electron-electron interactions. The modifications are of a Fermi-liquid type and in the limit
of strong magnetic fields the results depend on the ratio of disorder energy Γ0 (the width
of the Landau band) and the typical Coulomb energy E0 (= U0(ℓ), where ℓ is the magnetic
length).
The most important part next is SF. Quite unlike what one naively might expect, the
presence of SF alters the ultraviolet singularity structure of the free electron theory Sσ
altogether26. This peculiar aspect of the problem indicates that the electronic system with
Coulomb interactions has a behavior fundamentally different from that with finite range
interactions or free electrons.
Next we briefly elaborate on the significance of the Coulomb term SU (2.39,2.40) which is
usually ignored in renormalization group analyses, since it really stands for a higher dimen-
sional operator (notice that U−1(p) ∝ |p| in the small momentum limit). The importance
of this term, however, can not be overemphasized. First, we mention that in the large mo-
mentum limit we can substitute π
2
ρ for z in (2.38)27. In this limit the sum of SU and SF
does not contain the term quadratic in (tr IQ) and (2.36) reduces to the effective action
for free particles. This means that the full theory of (2.36-2.39) is appropriately interpreted
in terms of a cross-over phenomenon between free electron behaviour at short distances (or
high temperature β−1) and an interaction dominated behaviour which appears at larger
distances (or lower temperatures β−1) only.
Secondly, the complete form of (2.39) and (2.40) unravels important information on
the nature of quantum transport even for ordinary metals. This will be the main subject
of section III, where we compute at a tree level the complete momentum and frequency
dependent response of the theory to electromagnetic perturbations.
Finally, we mention that although (2.39) is naively irrelevant from the weak coupling
renormalization point of view, it nevertheless dominates the quantum transport problem in
the strong coupling (insulating) phase which is characterized by strong interaction effects
such as the appearance of the Coulomb gap in the (quasiparticle) density of states. This
will be the main subject of a subsequent paper, where we embark on the renormalization
group behaviour of the theory26.
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D. Gauge invariance in truncated frequency space
In this section we wish to show that Seff (2.36) is F -invariant, i.e. it satisfies the re-
quirement stated in (2.34). We will proceed by giving the results for an arbitrary spatially
dependent gauge or W-transformation from which the statement of F -invariance follows
trivially. Assuming that W approaches unity at spatial infinity, we obtain
Sσ[WQW
−1] = −1
8
σ0xxTr (
~dQ)2 + 1
8
σ0xyTr εijQ∂iQ∂jQ (2.46)
where
~dQ = [∇+ i∇χˆ, Q]. (2.47)
Furthermore we have†
SF[WQW
−1] = SF[Q] (2.48)
SU[WQW
−1] = −π
β
∑
αn
∫
d2xd2x′
[
tr IαnQ(~x) +
β
π
(∂τχ)
α
−n(~x)
]
U−1(~x, ~x′)
×
[
tr Iα−nQ(~x
′) + β
π
(∂τχ)
α
n(~x
′)
]
. (2.49)
For completeness we give the results for the W-transformations of tr IαnQ and tr ηQ:
tr IαnWQW
−1 = tr IαnQ+
β
π
(∂τχ)
α
−n (2.50)
tr ηWQW−1 = tr ηQ− β
2π
tr Q∂̂τχ− (
β
2π
)2(∂τχ)
†(∂τχ). (2.51)
The remarkable aspect of these results (2.46-2.51) is that the W-rotation on the Q does not
contribute beyond the lowest few orders in a power series expansion in the I-matrices! What
is more, the arbitrary cutoff N ′max does not enter these final results and can be safely taken
to infinity. Next, from (2.51) we see that within the Q-field formalism the frequency matrix
ω does not transform simply according to the linear rule ω→ω−∂̂τχ as one would naively
expect. The consistency of the F -algebra demands that terms quadratic in the gauge field
χ are being generated such that the Finkelstein part of the action (SF) as a whole remains
gauge invariant. The results of the F -algebra are therefore somewhat counterintuitive.
In summary we can say that electrodynamic gauge transformations can be incorporated
in the Q-field theory for localization and interaction effects. For this purpose we introduced
the ‘smallness’ concept for the Q-fields, whereas the W or electrodynamic gauge transforma-
tions are considered to be ‘large’. In the next section (II E) we will build upon these findings
and present a formal justification of our cutoff procedure in Matsubara frequency space.
In practice this means that the coupling between the ‘large’ W -rotations and the ‘small’
Q-matrix fields as discussed in this section is the only consistent way of carrying through
electrodynamic gauge transformations in the effective action formalism. The stringent re-
quirements on the cutoff procedure do not, however, provide an answer to the fundamental
question of U(1) gauge invariance. More specifically, since the Q and WQW−1 do not (by
construction) belong to the same manifold, we generally can not absorb the W -rotation into
the measure of the Q-integration and prove the gauge invariance in this way. The general
idea behind this approach, however, is that gauge invariance is only obtained after the cutoff
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Nmax in the effective action is sent to infinity. This way of handling the U(1) gauge invariance
is completely new and special care should therefore be taken. The proof of gauge invariance
of the Finkelstein theory ultimately relies on the results of explicit, laborious calculations,
both perturbative26 and non-perturbative10. This, then, puts extra weight on statements of
renormalizability and we will embark on this problem in subsequent papers.
From now onward we are going to treat the W -rotations and F -invariance as a good
symmetry of the problem, keeping in mind that the limit Nmax→∞ is always taken in the
end.
E. External fields
One may next employ the results of the previous section and extend the theory by
including vector and scalar potentials Aµ. This could be done in such a way that the
resulting action is invariant under the transformation Q→eiχˆQe−iχˆ, Aαµ→A
α
µ+∂µχ
α. Such
a procedure, however, does not imply anything for the topological piece of the action Sσ,
which couples to external fields in a more complicated fashion. In anticipation of a detailed
analysis of disordered edge currents22 we report the following results.
Sσ → −
1
8
σ0xxTr ([
~D,Q])2 + 1
8
σ0xyεijTr Q[Di, Q][Dj, Q]−
β
8π2ρ
(σIIxy)
2
∫
d2x B†B (2.52)
SU → −
π
β
∑
nα
∫
d2q
(2π)2
U−1(~q)
[
tr IαnQ(−~q)−
β
π
(A˜τ )
α
−n(−~q)
] [
tr Iα−nQ(~q)−
β
π
(A˜τ )
α
n(~q)
]
(2.53)
where we have defined
A˜τ = Aτ −
i
2πρ
σIIxyB. (2.54)
The terms containing σIIxy∝∂n/∂B
5,1 are the result of the diamagnetic edge currents in the
problem, which give rise to extra contributions. We stress that the complete microscopic re-
sult of (2.52) clearly demonstrates the theoretical subtleties of the effective action procedure
which can not be taken for granted. In addition to this, we mention that (2.52) and (2.53)
really stand for extremely nontrivial statements made on the low-energy, long wavelength
excitations of the theory. In order to see this, we consider the theory (2.52, 2.53) at a clas-
sical level, i.e. we put Q=Λ. The results now represent an effective action for the external
fields Aµ which contains the same microscopic parameters σ
0
ij etc. as those appearing in
Seff [Q] (2.36-2.39) without external fields. This result is truly remarkable if one realizes that
the effective actions Seff [Aµ, Q=Λ] and Seff [Aµ=0, Q] follow from fundamentally different
expansion procedures applied to the original theory (2.25-2.29). In appendix A we elaborate
further on this point and show that the different expansion procedures are in fact related by
Ward identities. These Ward identities are not only crucially important in the microscopic
derivation of the general result (2.52, 2.53), they also provide a formal justification of the
‘smallness’ concept. In appendix B we give a simple example and show how the theory
(2.36-2.39) can be obtained in this way.
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III. RESPONSE AT TREE LEVEL
A. Perturbative expansion
It is straightforward to check that the Q-field theory at a classical level (putting Q=Λ)
does not provide a gauge invariant response to the external fields Aµ. In order to obtain a
U(1) invariant result, one has to work with the propagators of the Q-field fluctuations. A
U(1) invariant result at a so-called tree level is obtained by taking the Q-field fluctuations
to lowest order into account.
The most effective way to proceed is to first make use of a W - or gauge transformation
such that the Aτ in (2.53) is absorbed into the vector potential ~A. It is easy to check that
under such a W -rotation the fields transform according to
~Aαn → z
α
n = ~A
α
n +
∇(Aτ )αn
iνn
(3.1)
Aτ → 0.
It is obviously advantageous to deal directly with the gauge invariant quantity ~zαn = i
~Eαn/νn,
where ~E is the electric field (∂τ ~A−∇Aτ ). In order to define a perturbative expansion in the
Q-field we write
Q =
√1− qq† q
q† −
√
1− q†q
 (3.2)
where the matrices q, q† are taken as independent field variables. We use the following
convention for the Matsubara indices: the quantities n1, n3, · · · with odd subscripts run over
non-negative integers, such that the corresponding fermionic frequencies ωni are positive.
By the same token, the n2, n4, · · · run over negative integers and the corresponding ωni are
all negative. The action can be written as a series in powers of the fluctuation fields q, q†.
The propagators of the Gaussian theory are given by〈
qαβn1n2(p) [q
†]γδn4n3(−p
′)
〉
= 4
σ0xx
δαδδβγδ(p− p′)δn12,n34Dp(n12)×
×
{
δn1n3 + δ
αβκ2[z − U−1(p)]Dcp(n12)
}
(3.3)
Dp(m) =
[
p2 + κ2mz
]−1
; Dcp(m) =
[
p2 + κ2mU−1(p)
]−1
κ2 = 8π
βσ0xx
; n12 = n1 − n2.
We obtain the following result for the response at tree level
S[Aµ] = −σ
0
xx
∑
α,n>0
∫
d2p
(2π)2
n (zi)αn(p)
[
δij −
pipj
p2 + κ2nU−1(p)
]
(zj)
α
n(p) (3.4)
where, for simplicity, we have put σ0xy = 0 for the moment. (The bar-notation indicates
complex conjugation.) The theory (3.4) provides important physical information on the
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process of quantum transport. In order to show this we write for the electron density n
(using τ= it)
− βnαm(p) =
δS[Aµ]
δ(Aτ )α−m(−p)
= −βσ
0
xx
2π
pi
[
δij −
pipj
p2 + κ2mU−1(p)
]
(zj)
α
m(p) (3.5)
which can be written as
[νm +
1
4
σ0xxp
2U(p)]nαm =
σ0xx
β
m~p · ~zαm = i~p · (~ext)
α
m. (3.6)
We have obtained a current density on the r.h.s. by using ~zαm= i ~E
α
m/νm and ~ext=
σ0xx
2π
~E.
Eq. (3.6) can be rewritten in the form
[νm + p
2D0xx](nc)
α
m + i
σ0xx
2π
~p · [ ~E − i~pU0nc]
α
m = 0, (3.7)
where nc=−n is the charge density and D
0
xx the diffusion constant, equal to σ
0
xx/2πρ by the
Einstein relation. In spacetime notation (3.7) reads
∂tnc +∇ · (~diff + ~c) = 0 (3.8)
and expresses the well known result from the theory of metals28 with ~diff=−D
0
xx∇nc being
the diffusive current and ~c=
σ0xx
2π
~Etot the conductivity current generated by the total electric
field inside the system:
~Etot = ~E −∇
∫
d2x′ U0(x− x
′)nc(x
′). (3.9)
Notice that in the limit of low momenta (or high frequencies) the ~diff in (3.8) can be
neglected and the system only responds to the sum of externally applied and internally
generated electric fields. The instantaneous Coulomb potential apparently wins over the
much slower diffusive processes in this case. In a separate paper27 we address the problem
of quantum corrections to the semiclassical theory (3.8).
B. Including magnetic fields
The general result (2.52) describes interesting edge dynamics in case strong magnetic
fields are present22. In the remainder of this paper, however, we will limit ourselves to the
problem of weak magnetic fields, in which case the σIIxy term can be neglected
1 and edge
effects become immaterial. The topological piece of (2.52) can then be written as
1
4
Tr εijQ[Di, Q][Dj, Q] =
1
4
Tr εijQ∂iQ∂jQ+ iTr Q∇×~ˆz +
∫
d2x
∑
α,n
n~zαn×~z
α
−n. (3.10)
This leads to the following gauge invariant response
S[Aµ] = −
∑
α,n>0
∫
d2p
(2π)2
n (zi)αn(p)
[
σ0xxδij + σ
0
xyεij
]
(zj)
α
n(p) (3.11)
+ 1
σ0xx
∑
α,n>0
∫
d2p
(2π)2
n
[
σ0xx~p ·~z
α
n + σ
0
xy~p×~z
α
n
]∗
Dcp(n)
[
σ0xx~p ·~z
α
n − σ
0
xy~p×~z
α
n
]
.
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If we now repeat the calculation of the electron density in section III using the action (3.11),
we find that the results (3.6)-(3.8) still hold, with one modification: The ‘external’ current
~ext and the internally generated current ~c now also include a Hall current,
ji =
σ0xx
2π
Ei +
σ0xy
2π
εijEj. (3.12)
(The modification of ~c is not apparent in the calculations, however, since ∇ · ~
Hall
c ∝
εijqiqjU(q)n(q) = 0.) For convenience later on, we write the result (3.11) in terms of new
variables Φ,Ψ
zi = ∂iΦ + εij∂jΨ (3.13)
S[Φ,Ψ] = −σ0xx
∑
α,n>0
∫
d2p
(2π)2
np2(Φ∗,Ψ∗)M
(
Φ
Ψ
)
. (3.14)
The 2×2 matrix M is given by
M =
[
G −ωcτG
ωcτG 1 + (ωcτ)
2(1− G)
]
with G = 1− p2Dcp(n) (3.15)
where we have made use of the semiclassical notation
σ0xx =
σ0
1 + (ωcτ)2
; σ0xy = ωcτ σ
0
xx. (3.16)
IV. CHERN-SIMONS GAUGE FIELDS
A. Introducing CS gauge fields
The results of the previous sections are easily extended to include statistical gauge fields
and the Chern-Simons action, leading to the composite fermion description of the half-integer
effect in the quantum Hall regime. The action (2.4) now becomes
S[ψ¯, ψ, Aµ]→ S[ψ¯, ψ, Aµ + aµ] +
i
4π
1
2p
∫
a ∧ da (4.1)
where we have used the shorthand notation∫
a ∧ da =
∫ β
0
dτ
∫
d2x εµνλaµ∂νaλ. (4.2)
Equation (4.1) describes the coupling of an even number (2p) of flux quanta to each electron,
but it leaves the physical amplitudes of the theory formally unchanged. This flux binding
transformation has been exploited at many places elsewhere and it leads to the composite
fermion description of the qHe. The action (4.1) can be directly translated into Q-field
theory by writing Aµ→Aµ+aµ with one important subtlety, namely that the zero-frequency
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components of aµ obviously commute with the T -rotations and hence belong to the under-
lying theory with the P matrix field. These zero-frequency components can be treated in
mean-field theory. Writing b=∇×~a, the mean field equation for the Chern-Simons magnetic
field is
b = −2p n(B + b) (4.3)
where the composite fermion density n(B + b) is defined by
n(B + b) = L−2Tr
[
iω + µ+ iλˆ−H( ~Acl + ~a0) + iP
]−1
. (4.4)
Here L2 is the size of the system and the bar denotes the average with respect to the action
(2.31) with T =1. Since we know that the density of a half-filled Landau band is given by
B/2Φ0 (with Φ0 the flux quantum h/e), it immediately follows from (4.3) that near half
filling the Chern-Simons field b must cancel the external field B almost completely, provided
p ≈ 1. Hence the composite fermion problem turns into a weak magnetic field problem
which can be handled with the methodology of this paper. This leads to an extension of the
actions (2.52) and (2.53),
S → Scs[a] + Sσ[A + a] + SU[A + a] (4.5)
where the a stands for all but the zero-frequency components of the CS field, and Scs[a] is
defined as the
∫
a∧da term in (4.1). It is understood that now σ0ij = σ
0
ij(B+b), for which
the semiclassical form (3.16) is a good approximation. Equation (4.5) can be written in the
form (3.14) as follows
S → S[Φ + ϕ,Ψ+ ψ] + Scs[ϕ, ψ] (4.6)
Scs[ϕ, ψ] = −σ
0
xx
∑
α,n>0
∫
d2q
(2π)2
nq2(ϕ∗, ψ∗)Mcs
(
ϕ
ψ
)
(4.7)
Mcs =
1
2pσ0xx
(
0 −1
1 0
)
where we have used the tranverse gauge ai=εij∂jψ, aτ=−∂τϕ.
B. Mapping of conductances
The conductances of the composite fermion system can be obtained by integrating over
the CS field a. For instance, working with the action (3.11) with A→A+a, one can put
|q| → 0 first; it suffices to take the first two terms only. This leads to a mapping of the
composite fermion conductances σ0ij to measurable quantities σij ,
σxx =
σ0xx
(2pσ0xx)
2 + (2pσ0xy + 1)
2
; σxy =
1
2p
[
1−
2pσ0xy + 1
(2pσ0xx)
2 + (2pσ0xy + 1)
2
]
. (4.8)
This ‘mapping’ is known to be a realization of Sl(2,Z). It becomes exact in the limit σ0xx→∞,
which is the weak coupling case considered here. Equation (4.8) applies also to the case where
σ0xx→0 but with a modified definition of σ
0
xy which is now integrally quantized.
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It is reasonable to assume that (4.8) gives a good overall description provided one is not
too close to the critical plateau transition. In this case one expects the conductances to
be broadly distributed. This then complicates the relation between average and measured
conductances, and (4.8) is likely to be affected by the higher order response terms which
gave been neglected in (3.11)17.
We can also integrate out the CS field aµ working with the full action (3.11) instead of
only the first two terms. The resulting action for Aµ has the exact form of (3.11), with σ
0
ij
replaced by the mapped σij (4.8).
-4
1
-2
3
-7
2
-5
1
-3
σxy
σxx
10
FIG. 4. Unifying RG diagram for integral and fractional quantum Hall states. After Ref 23.
It is important to remark that the Sl(2,Z) mapping (4.8) is neither unique nor universal,
but that it depends on microscopic details of the system such as disorder. For example,
the CS gauge fields require a different treatment in a theory with slowly varying potential
fluctuations, resulting in a different mapping between integer and fractional regimes.24
C. Internal energy; specific heat
In order to decide whether the fluctuations in the CS gauge fields are well-behaved, we
next compute the free energy and extract from it the specific heat. We employ (4.6) as well
as (3.14), (3.15). For p=1 we write
det[M +Mcs] = G
[
1 + (ωcτ)
2 + ωcτ
σ0xx
]
+ (2σ0xx)
−2. (4.9)
The contribution to the free energy can be written as
δF =
∑
α,n>0
∫
d2q
(2π)2
ln
{
G
[
1 + (ωcτ)
2 + ωcτ
σ0xx
]
+ (2σ0xx)
−2
}
. (4.10)
In particular, we consider the derivative with respect to temperature
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∂δF
∂ lnT
=
∑
α,n>0
∫
d2q
(2π)2
1 + (ωcτ)
2 + ωcτ/σ
0
xx
G[1 + (ωcτ)2 +
ωcτ
σ0xx
] + (2σ0xx)
−2
[
q2
q2 + κ2nU−1
− (
q2
q2 + κ2nU−1
)2
]
=
∑
α,n>0
∫
d2q
(2π)2
κ2n[1 + (ωcτ)
2 + ωcτ/σ
0
xx]
κ2n[1 + (ωcτ)2 +
ωcτ
σ0xx
] + (2σ0xx)
−2(κ2n+ q2U)
·
q2
q2 + κ2nU−1
. (4.11)
This expression is well-behaved in the infrared and for small νn it can be written in the form
∂δF
∂ lnT
=
∑
n>0
νnρ(νn) (4.12)
where ρ(ω) is of order ω lnω for small ω. However, for free particles or short-ranged inter-
actions the insertion of CS gauge fields leads to singular contributions, since by putting U
constant one finds ρ(ω)≈| lnω| for small ω. This implies that the CS fields lead to a singular
quasiparticle density of states
ρqp(ε) = ρ(iε) + ρ(−iε) (4.13)
entering the expression for the specific heat26. The exact meaning of the Chern-Simons
gauge field procedure is not clear in this case. The results nevertheless demonstrate the
fundamental significance of F -invariance in the problem, possibly indicating that a new
saddlepoint should be found for the finite range interaction problem. This, then, shows the
importance of the Coulomb interactions.
V. CONCLUSION
In this paper we have embarked on the subject of electrodynamic gauge invariance in
the Finkelstein approach to localization and interaction phenomena. We have found a new
symmetry in the problem (F -invariance) which has fundamental implications in setting up
a unifying theory for the quantum Hall effect. The proposed unifying theory reconciles
Finkelstein’s effective action with the topological concepts of an instanton vacuum and
Chern-Simons gauge theory. Forthcoming analyses will further investigate this theory. The
second half of this paper has been devoted to the consequences of F -invariance for ordinary
metals as well as the composite fermion approach to the half-integer effect.
Future work on this subject will include the tunneling density of states which will have
direct significance for recent experiments.
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Appendix A: Justification of ‘smallness’
In order to demonstrate the validity of the ‘smallness’ concept (section IIC, Fig 2) let us
proceed from the most difficult part of the action, (2.31),
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Tr ln[iω + iAˆτ + µˆ− Hˆ + iλˆ + iT
−1PT ] (A1)
and reflect on the possibility of constructing an effective action Seff [Aµ, T ] which contains
the two distinctly different sets of field variables Aµ and T simultaneously. Notice that
the Aµ are ‘large’ matrices, and the problem is specified to the question as to why only
‘small’ T -rotations are the relevant low energy excitations. For this purpose we consider the
effective actions Seff [Aµ, T =1] and Seff [Aµ=0, T ] separately. More explicitly, write
eSeff [Aµ,1] =
∫
D[P, λ] I[P ] exp
{
−β
2
∫
λ†U−10 λ+ Tr ln[iω + iAˆτ + µˆ− Hˆ + iλˆ + iP ]
}
(A2)
eSeff [0,T ] =
∫
D[P, λ] I[P ] exp
{
−β
2
∫
λ†U−10 λ+ Tr ln[iω + µˆ− Hˆ0 + iλˆ+ iT
−1PT ]
}
. (A3)
The Seff [Aµ, T =1] is formally obtained by expanding the Tr ln to lowest order in powers of
the large matrices Aµ and this means that complicated infinite sums over frequencies will
have to be performed. The situation for Seff [Aµ=0, T ] is quite different and one has to follow
the procedure of3 in order to formally express this action in terms of the ‘small’ variable Q
to lowest orders in a derivative and temperature expansion.
However, since one is usually interested in the limit of small momenta, frequencies and
temperatures, only a finite number of terms in Seff needs to be considered in both cases.
The coefficients are microscopic parameters which are generally given as complex correla-
tions defined by the underlying theory with plasmon (λ) and disorder (P ) variables alone.
These coefficients (coupling constants) of Seff [Aµ, 1] and Seff [0, T ] are related to one another
by gauge invariance, as will be shown next, and this then provides the starting point for
constructing a complete action Seff [Aµ, T ], which is done by ‘matching’ the known results for
both pieces. The details of how to do this are described, in part, in this paper (Appendix B)
and in a forthcoming paper on the Luttinger liquid behaviour of disordered edge states in
the qHe.
To establish a relation between (A2) and (A3) we start out by taking a pure gauge for
the Aµ in (A2), i.e. Aµ=∂µϕ, and a ‘large’ matrix field T =e
−iϕˆ in (A3). Writing
ϕˆ =
∑
α,|n|<M
ϕαnI
α
n (A4)
(A2) and (A3) certainly stand for one and the same thing. Next, we make this statement
useful by showing that the large rotation T =e−iϕˆ can be replaced by an equivalent rotation
(t) which is small. For this purpose we write
ϕˆ = ϕˆt + ϕˆl (A5)
where ϕˆl is block diagonal (nonzero only in the ++ and −− Matsubara blocks) and ϕˆt is
block off-diagonal (nonzero in the +− and −+ blocks). Now write
T = e−iκϕˆ = e−iκϕˆlt(κ) (A6)
where the parameter κ formally serves as an expansion parameter. The t(κ) can be written
as a series in powers of κ as follows:
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t(κ) = exp
∞∑
n=1
iκn
n!
xˆn (A7)
where
xˆ1 = ϕˆt xˆ2 = [ϕˆt, ϕˆl] xˆ3 = [[ϕˆt, ϕˆl], ϕˆl] . . . (A8)
The important point is that the xˆn are all block off-diagonal matrices and their ‘size’ in
frequency space increases linearly in n. It serves our purpose to truncate the series beyond
small orders in κ such that t(κ) satisfies the condition of ‘smallness’. The statement (A6)
now effectively turns into a separation of large components e−iκϕˆl and small components
t(κ). The large components can be absorbed into a redefinition of the P -field which leads
to the statement
T−1PT = t−1(κ)Pt(κ) (A9)
or, equivalently,
Seff [κ∂µϕ, 1] = Seff [0, t(κ)]. (A10)
This procedure can be extended as follows: Suppose we have found Seff [Aµ, T ] from a ‘match-
ing’ procedure as mentioned above. A useful check upon this result is obtained by a gener-
alization of (A10),
Seff [Aµ + κ∂µϕ, t(κ)] = Seff [Aµ, 1]. (A11)
Appendix B
In order to give an example of the matching procedure (Appendix A), we derive an effective
action in the plasmon field λ and the matrix field variable T . Define Seff [λ, T = 1] and
Seff [λ=0, T ] as follows,
eSeff [λ,1] =
∫
DP I[P ] exp{−β
2
∫
λ†U−10 λ+ Tr ln[iω + µ− Hˆ0 + iλˆ+ iP ]} (B1)
eSeff [0,T ] =
∫
DP I[P ] exp{Tr ln[iω + µ− Hˆ0 + iT
−1PT ]}. (B2)
The idea is to construct Seff [λ, T ] from a detailed knowledge of Eqs. (B1) and (B2). Notice
that (B2) is precisely the free particle problem. Eq (B2) is evaluated by writing the Tr ln[ ]
as
Tr ln[iTωT−1 + µ− T Hˆ0T
−1 + iP ] = Tr ln[µ− Hˆ0 + iP +X ], (B3)
where X = iTωT−1−T [Hˆ0, T
−1] is a small parameter. An expansion in powers of X leads
to a systematic expansion of Seff [λ=0, T ] in powers of the gradient and temperature. The
result can be expressed in the field variable Q as follows
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Seff [0, T ] = Sσ[Q] +
2π
β
πρ0Tr ηQ+ · · · (B4)
where ρ0 is the free particle density of states, equal to dn/dµ in this case, which can be
written as
ρ0 = −
1
2πi
〈
Gααn1n1(x, x)−G
αα
n2n2
(x, x)
〉
av
; G(x, x′) = 〈x|(µ− Hˆ0 + iP )
−1|x′〉 (B5)
where the average is with respect to the theory of (B2) with T =1 and ω=0. In (B5) the
indices are kept fixed with n1 > 0 and n2 < 0 as usual. Eq. (B5) is identical to the more
familiar expression for ρ0, as can be seen from the standard rules of replica field theory.
More specifically, for quantities like (B5) which involve unmixed averages over the positive
and negative blocks of P , one can transform the problem back and trade in the P -integral
for the average over the original random potential V (~x). On the other hand, we write (B1)
as an expression in powers of λ. The result to lowest order in λ can be written as
Seff [λ, 1] = −
β
2
∑
nα
∫
λα−nU
−1
0 λ
α
n −
1
2
∑
αβ
∑
n,m
∫
λαnM
αβ
nmλ
β
m (B6)
where
Mαβnm(x, x
′) = −tr
〈
Gˆ(x, x′) IβmGˆ(x
′, x) Iαn
〉
av
+
〈
tr [Gˆ(x, x) Iβm]tr [Gˆ(x
′, x′) Iαn]
〉
cum
Gˆ(x, x′) = 〈x|(iω + µ− Hˆ0 + iP )
−1|x′〉. (B7)
The subscript ‘cum’ stands for the cumulant average with respect to (B1) with λ=0. Notice
the subtle difference in the expansions of (B1) and (B2), in that the ω-matrix is treated
differently in (B7) and (B5), leading to different propagators Gˆ and G, respectively.
The matrix elements Mαβnm in (B6) can be simplified by making use of the fact that the
expectations of Gˆ (B7) are invariant under unitary transformations. Specifically, (B7) is
invariant under the replacement
Gˆαβnm(x, x
′) = [U−1Gˆ(x, x′)U ]αβnm, (B8)
where U is diagonal in the Matsubara frequency index, Uαβnm = δnmU
αβ
m . It is then straight-
forward to show that Mαβnm must be of the general form
Mαβnm(x, x
′) = δαβδn+m,0M1(x− x
′, ωn) + δm,0δn,0M0(x− x
′). (B9)
The two different terms in (B9) have an entirely different meaning and they are going to be
treated quite differently in what follows. First, the quantity M1 can be expanded in a series
expansion in small momenta (gradients) and frequencies. To lowest order we have
M1(x− x
′, ωn) = βρ0δ(x− x
′) + · · · . (B10)
Here, ρ0 can be identified as the exact free particle density of states (B5). The · · · in (B10)
stands for all the higher order terms in frequency and derivatives. They become important
only when higher dimensional operators in Q (represented by · · · in (B4)) are taken into
account.
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Next, the zero frequency quantity M0(x − x
′) in (B9) can be identified as the ‘mean
field’ result for the density fluctuation correlation δn(x)δn(x′), where δn(x) = n(x)−n(x)
and the bar denotes the ensemble average. We shall see that full M0(x − x
′) (i.e. without
momentum expansion) completely decouples from the effective action procedure and is, in
fact, immaterial.
The idea then is to find the ‘match’ between the different series expansions (B6–B10)
and (B4). Schematically, this is given by
Seff [λ, T ] = −
β
2
∑
nα
∫
λα−nU
−1
0 λ
α
n −
1
2
∑
αβ
∫
λα0M0λ
β
0 + Sσ[Q]
+2π
β
πρ0
∫ [
tr ηQ+ β
2π
∑
nα
λαntr I
α
nQ− (
β
2π
)2
∑
nα
λα−nλ
α
n
]
. (B11)
It can be shown that (B11) satisfies (A11). Eq. (B11) therefore is the desired result.
Moreover, comparison with (2.51) shows that (B11) is F -invariant. Next, by making the
appropriate shift
λαn → λ
α
n +
π
β
ρ0(U
−1
0 + ρ0)
−1tr Iα−nQ,
the final result decouples such that we have
Seff(λ, T ) = Seff [λ] + Sσ[Q] + SF[Q] + SU[Q] (B12)
where
Seff [λ] = −
β
2
∫
λ†(U−10 + ρ0)λ−
1
2
∑
αβ
∫
λα0M0λ
β
0
SF[Q] =
π2
2β
ρ0
∫ [∑
nα
tr IαnQ tr I
α
−nQ+ 4tr ηQ
]
SU[Q] = −
π
β
∑
nα
∫
tr (IαnQ)U
−1 tr (Iα−nQ). (B13)
This is precisely the form written in (2.36–2.39). The procedure that has taken us from
(B1,B2) to (B13) can be systematically extended to include higher orders. This means that
terms of higher dimension in (B4) and (B10) as well as higher powers of λ in (B6) can be
taken into account. The extended procedure leads to renormalization (in the Fermi liquid
sense) of the parameters in (B13) and it generates higher dimensional operators in Q as well.
A detailed analysis will be reported elsewhere.27
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