In this paper, we have proposed an Alternate Minimization (AM) algorithm for estimating the Point-Spread Function (PSF) of a Confocal Laser Scanning Microscope (CLSM) and the specimen fluorescence distribution. A 3-D separable Gaussian model is used to restrict the PSF solution space and a constraint on the specimen is used so as to favor the stabilization and convergence of the algorithm. The results obtained from the simulation show that the PSF can be estimated to a high degree of accuracy, and those on real data show better deconvolution as compared to a full theoretical PSF model.
reader in Section 2.B to one such theoretical model based on the scalar diffraction theory and its parametric approximation in Section 3.B.
1.A. Problem Formulation
Restoration by deconvolution could be achieved by using either a non-blind or blind approach. For the non-blind case, the most common approach is an experimental procedure [6, 7] that obtains the PSF by imaging a small fluorescent bead (so as to approximate a point object) positioned in the cover slide. Although such a PSF should have been an ideal choice for a deconvolution algorithm, it suffers from low contrast (can be recorded only at finite defocus ranges) and is contaminated by noise. A way to suppress the noise would be to either acquire several bead data sets and then average them [8, 9] or reconstruct them using Zernike polynomial moments [10] . This approach is however handicapped by alignment problems and also the whole process could take a long time. The alternative would be to use an analytical model of the PSF [11, 12] that takes into account the acquisition system's physical information as parameters. This information however might not be available or might change during the course of the experiment (for example, due to heating of live samples).
We hence arrive at the blind deconvolution approach of estimating the specimen and the unknown PSF parameters using a single observation of the specimen volume.
The problem of blind deconvolution is thus reduced to answering the following ques- Many methods use an iterative approach to estimate the PSF and the object with no prior information on the object [13, 14] . Markham and Conchello [15] worked on a parametric form for the PSF and developed an estimation method utilizing this model. The difficulty in using this model for our application is that the number of free parameters to estimate is large and the algorithm is computationally expensive.
Hom et al. [16] proposed a myopic deconvolution algorithm that alternates between iteration to deconvolve the object and estimate the PSF. In order to myopically recon-struct the PSF, they introduce a constraint on the Optical Transfer Function (OTF) (the OTF and the PSF are Fourier Transform pairs). This paper is organized in the following manner: we first discuss the nature of the noise, its mathematical modeling and handling in Section 2.A. The PSF modeling is introduced in the Section 2.B. Section 3 is dedicated to the proposed joint restoration and estimation of the imaged object and the microscope PSF using a Bayesian framework. Direct restoration from the observation data is very difficult, and hence it is necessary to define an underlying model for both the object and the PSF respectively.
An Alternate Minimization (AM) algorithm is then proposed to solve this particular problem. This AM algorithm was then tested on images of degraded phantom objects and real data; the results obtained are presented in Section 4. We then conclude in Section 5 with a discussion and proposed future work. The scope of this paper is restricted to restoring images from a CLSM given the spatial invariance nature of the diffraction-limited PSF.
Sources of distortion and their modeling

2.A. Poissonian Assumption
In digital microscopy, the source of noise is either the signal itself (so-called 'photon shot noise'), or the digital imaging system. By tracking the photon to electron conversion at the detector, we can observed that the signal and the dependent noise follows an underlying distribution which is Poissonian [17] . Conversely, the imaging noise isolated in the absence of any fluorescence source follows a Gaussian distribution [18, 19] . The interested reader may refer to [1, 20] for more details on this subject.
In this paper, we have assumed that there is no readout or dark noise as the Photomultiplier Tube is operating in the photon-counting mode. When the imaging system has been a priori calibrated, there is almost negligible offset in the detector and the illumination is uniform. Thus if {i(x) : x ∈ Ω} (assumed to be bounded and positive) denotes the observed intensity of the volume, for the Poissonian assumption, the observation model can be expressed as:
where, P(·) denotes voxel-wise noise function modeled as a Poissonian process. b :
Ω → R is a uniformly distributed intensity that models the low-frequency background signal caused by scattered photons and auto-fluorescence from the sample. 1/γ is known as the photon conversion factor, and γi(x) is the observed photon at the detector.
2.B. Theoretical diffraction-limited PSF Model
Among the enormous literature available on PSF modeling, we highlight the work of P. A. Stokseth [11] who obtained the OTF for an aberration-free optical system especially for large defocus. This model was used to study the PSFs under different microscope settings, and also in validating the algorithm.
If we consider a converging spherical wave in the object space from the objec-tive lens, the near-focus amplitude distribution h A can be written in terms of the amplitude optical transfer function OT F A as:
where, j 2 = −1, and x and k are the 3-D coordinates in the image and the Fourier space respectively. By making the axial Fourier space coordinate k z a function of
where, k = 2πμ/λ is the wave number of an illumination wave with a wavelength λ in vacuum and in a medium of refractive index μ, and P (·, ·) describes the overall complex field distribution in the pupil of an non-aberrated objective lens [2, 11] .
For an aberration-free microscope, the pupil function can be written as:
where, ψ is the optical distance between the wavefront emerging from the exit pupil and the reference sphere measured along the extreme ray, φ = sin
φ max is the maximum semi-aperture angle of the objective. The intensity projected from an isotropically illuminating point source such as a fluorophore, on a (flat) pupil plane is bound to be energy conservation constraint. Therefore, the amplitude A(φ) in the pupil plane for detection should vary as (cos φ) −1/2 and the energy as (cos φ) −1 [21] . Conversely, for the illumination case, A(φ) varies as (cos φ) 1/2 . Also for small defocus, ψ in (2) could be approximated as [11] : ψ = z(1 − cos φ). To derive the intensity distribution of a point source in the image space of a CLSM, we make use of the Helmholtz reciprocity theorem. Since in induced fluorescence, the excitation (λ ex ) and the emission wavelengths (λ em ) are different, the confocal PSF can be written as [22] :
where C is a scaling factor and D is the back-projected diameter of the circular pinhole. This theoretical model of the PSF does not take into account aberrations and assumes that diffraction effect predominates the aberrations. However, this scalar model could be extended for other aberrations by modifying the pupil function expression in (2) to also include the additional phase term due to aberrations [20] .
Bayesian framework for the Alternate Minimization (AM) blind deconvolution algorithm
In this section we will use the Bayesian framework to describe the method for the blind deconvolution.
3.A. Deconvolution
Since the advent of the nearest neighbor deconvolution algorithm [3] , there have been numerous techniques proposed [23] [24] [25] [26] for image restoration applied to microscopy.
These however assume that the noise is Gaussian and are valid only for images with high SNR. Statistical methods [27, 28] on the other hand are extremely effective when the noise in the acquired 3-D image is fairly strong. We propose here one such nonlinear iterative algorithm which although slightly computationally expensive (in comparison to linear methods), can better restore the lost higher frequencies.
If we accept the Poissonian model approximation of (1), then the image i can be interpreted as the realization of independent Poison processes at each voxel. Hence the likelihood can be written as: slice, and it is subsequently added to the mean at every iteration of the Maximum Likelihood (ML) algorithm (4) for o [20] . As iterative ML methods do not ensure any smoothness constraints, if unchecked, they evolve to a solution that displays many artifacts from noise amplification (for examples see [29] ). There are many remedies like terminating the iteration (manually or by using a statistical criterion) before the deterioration begins or pre-filtering the observation data. One might argue that by applying a low-pass filter as a pre-processing step before deconvolution (as in [30] ), the results are improved in comparison to the deconvolved images with no prefiltering. The deconvolution algorithm applied after denoising is less influenced by the prior term of the object [31] . However, such pre-filtering operations might influence the blind deconvolution algorithm as it is not clear how the resulting filtered data is eventually mapped to the original object. The number of iterations for eventual convergence of the deconvolution algorithm also increases and the final result need not be optimum. Such interventions are thus a post hoc method of regularizing the ill-posed problem as it is a way of bringing some knowledge about the solution o. The Maximum a Posteriori (MAP) algorithm proposed in this paper uses the prior model on the specimen and the PSF but within the Bayesian framework. We are hence able to simultaneously denoise and deconvolve the observation data without making any modifications whatsoever.
By using the Bayes theorem and assuming that o and h are independent, the posterior joint probability is:
where, Pr(o) is the global prior probability on the object and Pr(h) is the global prior on the PSF. The nature of the prior terms and their expressions are discussed in the Sections 3.A.1 and 3.B. The estimates for o and h can be obtained by simultaneously maximizing the joint probability as:
As Pr(i) does not depend on o or h, it shall hereafter be excluded from all the estimation procedures that involve either o or h. The minimization of the cologarithm of Pr(o, h|i) in (6) can be rewritten as the minimization of the following energy functional:
J obs : Ω → R is a measure of fidelity to the data and it corresponds to the term Practically, simultaneous estimation of o and h from (6) is a difficult task. A way to overcome this difficulty is to alternatively maximize the posterior first with respect to o while assuming that the PSF function h is known and fixed, and then update the PSF using the previous object estimate. This joint optimization algorithm is summarized as:ô
The implementation strategy of this blind deconvolution schema has been shown in Algorithm 1 on Section 4.A and the discussion follows in the subsequent Sections.
3.A.1. A priori object models
The ensemble model of an object class refers to any probability distribution Pr(o) on the object space O of the following form:
where, E(o) is a generalized energy and 1/λ o (with λ o > 0) is the Gibbs parameter for the prior term. We associate with each site (x, y, z) ∈ Ω of the object a unique neighborhood η xyz ⊆ Ω \ (x, y, z), and we denote the collection of all neighbors η = {η xyz |(x, y, z) ∈ Ω} as the neighborhood system. If we assume that the random field (O = o) on a domain Ω is Markovian with respect to the neighborhood system η,
if o denotes a Gibbs ensemble on Ω and the energy is a superposition of potentials associated to the cliques (a set of connected pixels). Hence,
We use in this paper, the following first-order, homogeneous, isotropic MRF, over a 6 member neighborhood η x ∈ η (see Fig. 1 ) of the site x ∈ Ω,
where, |∇o(x)| is the potential function and λ o is the regularization parameter described above. The estimation of this parameter is dealt with in Section 4.A.
From a numerical point of view, |∇o(x)| is not straightforward to minimize, since it is not differentiable in zero. An approach to circumvent this problem is to regularize it, and instead to consider the (isotropic) discrete definition as:
where, is an arbitrarily small value (< 10 −3 ). For the partition function 
For numerical calculations, we will use the above smoothed approximation, and |∇o(x)| will henceforth be simply written as |∇o(x)|. From (10) and (12) , it can be inferred that sites with very high total gradient intensities are more penalized and those with low total gradients are less penalized. This is because it is more likely that high gradients correspond to the case where there is less similarity between the site of interest and their closest neighbors.
Tikhonov-Miller [33, 34] introduced a regularization based on the 2 norm of the gradient of the image. However, we have used the Total Variation (TV) regularization (see Rudin-Osher-Fatemi (ROF) [35] ) as it is able to better preserve discontinuities [28] .
A direct 3-D extension of this TV algorithm for CLSM is described in [29] and [36] .
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3.A.2. Estimation of the object
For the time being let us assume that either the PSF or its parameters θ ∈ Θ are known (either by initialization or from previous estimates) and henceĥ is determinate.
From (4), (5) and (10) we get:
As in (6), by applying −log operator to the a posteriori above, the cost function J (o,ĥ|i) to be minimized with respect to o becomes:
Richardson-Lucy (RL) algorithm with TV regularization The Euler-
Lagrange equation for minimizing J (o,ĥ|i) in (14) with respect to o is:
where,ĥ(−x) is the Hermitian adjoint operation onĥ(x) and div stands for the divergence (see [28] for details). Inspired by the RL algorithm [37, 38] , (15) can be solved for the object o by the following fixed-point iterative algorithm:
where, (·) denotes the Hadamard multiplication (component wise) and n the iteration number for the deconvolution algorithm. (16) is similar to the Expectation-Maximization (EM) algorithm [39] with an underlying statistical model of the process, and can be used for obtaining the MAP estimate of the object. The term div ∇ô (n) (x)/|∇ô (n) (x)| can be numerically implemented with the use of centraldifferences and the minmod scheme [29] .
Positivity and flux constraint for the object estimate The deconvolution algorithm that was described above suffers from an inherent weakness. For large values of λ o , even when the starting guessô (n) (with n = 0) is positive, the successive estimates need not necessarily have positive intensities. We know that the true intensity of the object o(x) is always non-negative. Most algorithms often truncate these negative intensities to zero or a small positive value. This however is a crude manner to handle the estimated intensities as it can lead to loss of some essential information and sometimes also introduce bias into the calculations.
So how else can the problems associated with negative intensity estimates be handled? Fortunately, the problem is entirely due to poor statistical methodology. The modification that we suggest is to include this knowledge of non-negative true intensities into the prior term of (10). The distribution that would express precisely this condition is:
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For the sake of numerical differentiability we approximate the prior (17) using a sigmoid function as:
where, is a small value close to zero, and β o is a value that specifies the steepness of the sigmoid curve. 
Intuitively, the cost function in (19) ensures that the energy for negative intensity pixels (o(x) < ) is very high and hence is not reachable (or is not a possible solution) during the iteration procedure.
If PSF is normalized such that ||ĥ(x)|| 1 = 1, in the absence of a background signal, it is simple to show that for each iteration of the RL algorithm (see (16) with λ o = 0), the following property is true: s = x∈Ω i(x) = x∈Ωô (x). This property is known as the flux or global photometry conservation and it guarantees that the total number of counts of the reconstructed object is the same as the total number of observation counts. However, this property is lost with regularization and can be incorporated by modifying the cost function (14) to an additive form or by enforcing it in the following manner after every iteration:ô
old (x))/s (n+1) , where,
old (x), and
3.B. Parametrization of the Point-Spread Function
When λ o = 0 in (14) , theoretically speaking the estimation method on the object and PSF should be the same as h and o play a symmetric role. When no constraint is imposed on the PSF, the solution is not always unique. Some reason that a regularization model on the PSF (J reg,h (h)) could also be argued along the same lines as the constraints introduced earlier for o [14, 40] . Firstly, a Total Variation (TV) [35] kind of regularization cannot model the continuity and regularity in the PSF. A 1 kind of norm is suitable only for PSFs that have edges, like motion blur [41] . Secondly, in such cases the recovered PSF will be very much dependent on the object/specimen [42] .
Separation of the PSF and the object in this case becomes difficult as they have the same or similar solution space. Finally, the regularization parameter λ h for such a model is highly dependent on the amount of defocus, and varies drastically from one image sample to another. It is for these reasons that we are proposing to intrinsically regularize the PSF through a parametric model.
Due to the invariance property of ML estimation, we can say:
is the MLE of the PSF. θ ∈ Θ ⊂ R + is the set of parameters that defines the PSF.
In a more general manner, any PSF can be written as the decomposition on a set of basis functions Φ as: 
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Thus the diffraction-limited PSF (with restrictions on the pinhole diameter D) can be approximated as: 
PSF parameter estimation on the complete data
The method outlined in Section 3.A.2 requires the knowledge of the PSFĥ(x) or h(x;θ). From (4), (6), (8), and with the invariance property of ML estimation described earlier, minimizing the energy function with respect to the PSF (J (ô, h|i)) or the parameters (J (ô, θ|i)) are equivalent. Thus:
If the true object o is assumed to be known a priori asô, then estimation of the true parameters of the PSF is straight forward as the cost function (23) is convex in the neighborhood of optimal θ ∈ Θ (see Fig. 2 ). The parameters of the PSF can hence be obtained by a Gradient-Descent (GD) kind of algorithm [44] . Analytically minimizing (23) with respect to the parameters leads us to the following:
where, α (n) and ∇ θ l J (ô,θ l (n) |i) are the step size and the search direction at iteration n. The gradient of the cost function with respect to the parameters can be calculated as:
If we assume that the PSF is axially and radially centered i.e μ = 0, 
Results
In this section, we validate the proposed AM algorithm on some synthetic and real data.
4.A. Algorithm analysis
The global procedure alternatively minimizes the cost function (14) too large values yield overly smooth estimates. The selection or estimation of the regularization parameter is thus a critical issue on which there have been several proposed approaches [45] . However, we are looking for a simple technique that could be combined with the AM algorithm and also fits well with the Bayesian framework. The difficulty in performing marginalization with respect to λ o is that the partition function is not easily computed. An approach to circumvent this problem is by approximating the partition function Z new,λo as λ −NxNyNz o [46] . By assuming a uniform hyperprior on λ o and maximizing (19) with respect to λ o leads to the optimal λ o at iteration (n + 1) as,λ (Section 4.A), convergence criterion .
) (22).
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Estimate the background termb from the image histogram (Section 3.A).
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Using the minmod scheme [29] , calculate div(∇ô n (x)/|∇ô n (x)|). Deconvolution: Calculateô (n+1) from (21).
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Projection Operation: Scaleô (n+1) for preserving the flux (3.A.2).
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from (24), (25) .
) and n ← (n + 1). 
4.B. Numerical experiments
For the numerical experiments in Fig. 3 , we have used a 3-D simulated test object of dimension 128 × 128 × 64, with XY and Z pixel sizes of 20nm and 50nm respectively. The observed data was then generated by using an analytical model of the microscope PSF (3) (with a pinhole diameter of 1 AU), and the noise is modeled as
Poisson statistics (see Fig. 3(b) ; PSNR: 16.77dB). The results of the AM algorithm are illustrated in Fig. 3(c), (d) respectively. The stopping threshold between two successive iterations was fixed as 10 −4 . Fig. 4 shows the reduction in the cost function with iterations of the GD algorithm and the approach of the estimated lateral spread parameter σ r to the stable value given the estimate of the object. The quality of the restoration can be assessed by comparing with the original synthetic object using the I-divergence or generalized Kullback distance [29] . For the AM algorithm, when the stopping criterion was reached, the final I-divergence between o andô was 1.4334
(as opposed to 5.55 between o and i). Fig. 5(b) . Although the Gaussian model does not capture the ringing side lobes as is evident from the residue, the RSE was found to be < 0.07%. 
4.C. Experiments on Real Data
4.C.2. Deconvolution Results
A rendered sub-volume of the observed and restored data for the Drosophila Melanogaster is shown in Fig. 6 . The deconvolution algorithm was stopped when the difference between subsequent estimates was lower than = 0.002. The AM algorithm converged after 40 iterations of the joint RL-TV and GD algorithm. The PSF parameters were initialized to 300nm and 600nm for the lateral and the axial case respectively, and the GD algorithm estimated them to be 257.9 and 477.9nm [47] . These are larger (by about 16% and 14.5% for the lateral and the axial case respectively) than their corresponding theoretically calculated values [5] . These results are fully in line with also an experimental study performed earlier [48] with sub-resolution beads which indicated a large deviation between theoretical aberration-free PSF models and empirically determined PSFs. Fig. 8(a) shows a rendered sub-volume (as indicated in Fig. 7 ) of the observed rootapex and the corresponding restored result is shown in Fig. 8(b) . It is evident from these results that the microtubules (as identified by their specific binding proteinsMicrotubules binding domain (MBD)) are much easily discerned in the restoration than in the original data. It was verified from the experiments on synthetic data [47] that the proposed algorithm can not only estimate the actual PSF, but also provide much better deconvolution result [49] in comparison to theoretical microscope PSF's (generated using the microscope settings). Validation is very important as in some situations artifacts might arise in the restored image. These artifacts would be hard to distinguish from biological structures unless some knowledge about the true image is available. However, the results on real data are difficult to be validated unless a higher resolution image of the same sample is available. Hence, we tested our deconvolution algorithm on images of spherical fluorescent shells (see [36] ) whose thickness was measured after deconvolution and found closer to the true value specified by Molecular Probes R .
Conclusions and future work
In this paper we have proposed and validated an "Alternate Minimization (AM)" algorithm for the joint estimation of the microscope PSF and the specimen source distribution for a CLSM. We choose the RL algorithm for the deconvolution process as it is best suited for the Poisson data, and TV as the regularization model. A separable 3-D Gaussian model best describes the diffraction-limited confocal PSF, and is chosen as the a priori model for the PSF. We are able to achieve blind deconvolution by constraining the solution of the object and the PSF to different spaces. The PSF approximation that is given in this paper is currently relevant to imaging thin samples.
However, it could also be extended to encompass any PSF that can be decomposed in a similar manner. We have experimented on simulated and real data, and the method gives very good deconvolution results and a PSF estimation close to the true value [29, 47] . However, it should be noted that, all of the out-of-focus light cannot be rejected and some noticeable haze and axial smearing remains in the images. This could be improved by adding a Gamma prior on the PSF parameters. and (b) with axial PSF parameter (σ z ). For this experiment, the true object o is known and the observation is generated using a known 3-D Gaussian model.
List of Figure Captions
The axial PSF parameter σ z is varied by a factor ± to monitor its effect on the estimated parameter σ r and vice versa. σ (·,true) is the true parameter value. between the estimated and full PSF model is displayed on a log scale. 
