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Abstract—Pilot contamination is a limiting factor in multicell
massive multiple-input multiple-output (MIMO) systems because
it can severely impair channel estimation. Prior works have
suggested coordinating pilot design across cells in order to reduce
the channel estimation error caused by pilot contamination.
Here we propose a method for coordinated pilot design using
fractional programming to minimize the weighted mean squared-
error (MSE) in channel estimation. In particular, we apply the
recently proposed quadratic transform to the MSE expression
which allows the effect of pilot contamination to be decoupled
from the MSE expression. The resulting problem reformulation
enables the pilots to be optimized in closed form if they can
be designed arbitrarily. When the pilots are restricted to a
given set of orthogonal sequences, the pilot optimization reduces
to an assignment problem which can be solved by weighted
bipartite matching. Furthermore, by virtue of matrix fractional
programming, we obtain an extension of the proposed method
that takes correlated Rayleigh fading into account. Finally, sim-
ulations demonstrate the significant advantage of the proposed
(orthogonal and nonorthogonal) pilot designs compared with the
state-of-the-art methods in combating pilot contamination.
Index Terms—Channel estimation in massive MIMO, pilot con-
tamination, weighted MMSE, coordinate pilot design, correlated
Rayleigh fading.
I. INTRODUCTION
A
CQUISITION of channel state information (CSI) is cru-
cial in massive multiple-input multiple-output (MIMO)
wireless networks. A main challenge in channel estimation
is that due to the limited coherence time, pilot sequences
assigned to multiple users across multiple cells cannot all
be orthogonal. The nonorthogonality between the pilots, e.g.,
when the same set of pilots is reused across cells, causes the
channel estimation for each user to be affected by the pilots
of other users. This is referred to in the literature as pilot
contamination [2], [3].
This work pursues a strategy of designing pilot sequences
of user terminals across cells as a function of their large-scale
fading (assuming that user terminals are relatively stationary)
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Fig. 1. Orthogonal scheme vs. nonorthogonal scheme. Solid line is desired
pilot and dashed lines are interfering pilots; the width of the dashed lines
reflects the correlation with the desired pilot.
in order to minimize pilot contamination. Following the recent
works of [4], [5], the idea is that the effect of pilot con-
tamination mainly depends on the large-scale fading between
user terminals and base stations (BSs). For example, if some
interfering pilot signal is weak, then the desired pilots can
afford to have higher correlation with it. Thus, judicious pilot
design for the different users across multiple cells can help
alleviate the pilot contamination effect.
The above goal can be further characterized as minimizing
some suitable system-level metric of channel estimation by
choosing the pilot sequences properly. The authors in [4],
[5] consider the minimum mean squared-error (MMSE) as
the error metric. Here we additionally include weights, each
reflecting the extent to which a particular user is affected by
pilot contamination; so weaker users could be assigned higher
weights. We begin with the nonorthogonal case as illustrated
in Fig. 1(a). The pilot design in this case entails solving a
multidimensional nonconvex problem. In contrast to standard
tools such as greedy methods [4], [5] and successive optimiza-
tion [6], our method is tailored to the fractional structure of the
nonorthogonal pilot design. Specifically, the weighted MMSE
with arbitrary pilots can be interpreted as a continuous sum-
of-ratios programming. We simplify the problem by separating
the numerator and denominator of each ratio. We achieve
this by using the quadratic transform [7] that is capable
of decoupling more than one ratio. Earlier approaches to
fractional programming such as the Dinkelbach’s method [8],
[9] cannot perform such a separation.
Although nonorthogonal pilots can provide more accurate
channel estimation, an orthogonal pilot scheme shown in
2Fig. 1(b) may still be favored in practice owing to its simple
implementation. The assignment of orthogonal pilots to user
terminals, however, involves a challenging combinatorial op-
timization. In comparison to the state-of-the-art method [10]
that assigns the orthogonal pilots to one cell at a time, we
show that by using our decoupling approach, the coordinated
pilot design can be reformulated as a multi-cell assignment
problem that can be efficiently solved via weighted bipartite
matching.
The above results all rest on the assumption that channels
are independently distributed. If correlated Rayleigh fading
is added to the channel model, then the (weighted) MMSE
channel estimation becomes a sum-of-matrix-ratios problem,
wherein each mean squared-error (MSE) term is a trace of
some matrix division. By applying matrix fractional program-
ming as recently developed in [11], we further generalize our
pilot design to correlated Rayleigh fading.
Pilot design has also been considered in the literature [10],
[12]–[18] to allow for data rate maximization. These studies
mostly restrict the signal receiver to maximum-ratio combining
(MRC) in order to render the problem tractable; in particular,
[18] suggests a nonorthogonal pilot design based on geometric
programming, but relies on some special assumptions as
specified in Section II. While a large number of existing works
focus on orthogonal pilots, some recent works [4]–[6], [18]
consider nonorthogonal pilot design. This paper provides a
unified fractional programming framework that accounts for
both. In contrast to the prior works, our approach fully makes
use of the fractional structure of the pilot design problem
to derive an analytic iterative optimization with provable
convergence. Its advantage over state-of-the-art methods is
illustrated in our numerical results. We also mention some
other ways of combating pilot contamination in the literature
such as semi-blind pilot methods [12], [19], [20] and precoding
method [21].
The main results of this work are summarized as follows:
• Nonorthogonal Pilot Design: We introduce MMSE
weights into the pilot design problem formulated in [4],
[5]. When the pilots can be set to arbitrary sequences,
we treat the pilot design as a continuous sum-of-ratios
problem, then propose using the quadratic transform [7]
to decouple the ratios, thereby obtaining a new form
amenable to iterative optimization. Note that the tradi-
tional Dinkelbach’s method [8], [9] does not work in
this multiple-ratio problem case. The proposed method
updates nonorthogonal pilots iteratively in closed form,
with provable convergence to a stationary point.
• Orthogonal Pilot Design: We then consider the conven-
tional setup in which pilots are restricted to a given
set of orthogonal sequences. If power control is further
included, the orthogonal pilot design amounts to an
assignment problem plus continuous power control. Our
fractional programming approach now yields a weighted
bipartite matching method for optimizing the pilot assign-
ment. The proposed method guarantees that the weighted
MMSE of channel estimation is nondecreasing after each
iteration.
• Correlated Channel Estimation: We further explore the
TABLE I
LIST OF NOTATION
Notation Definition
M number of antennas at each BS
L number of cells
K number of user terminals per cell
τ length of pilot
l, i index of BS or cell
k, j index of user terminal in the cell
s, q index of orthogonal pilot
φlk pilot of user (l, k)
ϕs the sth sequence of a normalized orthogonal set
ψlk normalized orthogonal pilot of user (l, k)
plk pilot power applied to ψlk
glij Rayleigh fading
Rlij covariance matrix of Rayleigh fading
βlij large-scale fading
hlij channel comprised of large-scale fading and
Rayleigh fading
αlk MSE weight for the estimation of hllk
λlk,Λlk auxiliary variable of the quadratic transform
channel estimation in the presence of correlated Rayleigh
fading. The corresponding objective function still has
a sum-of-ratios form except that each ratio becomes a
matrix nested in the trace. With the aid of the recently
developed matrix fractional programming in [11], we
can still decouple the numerator and denominator of
each matrix ratio term, thereby extending the proposed
nonorthogonal and orthogonal pilot designs to correlated
channel estimation.
Notation: We use ‖ · ‖ to denote the Euclidean norm, (·)⊤
the transpose, (·)H the conjugate transpose, vec(·) the vector-
ization, tr(·) the trace, R the set of real numbers, R+ the set of
nonnegative numbers, Cm×n the m×n dimensional complex
space, Hm×m the set of m×m Hermitian matrices, ℜ the real
part of a complex number, In the n×n identity matrix, [1 : n]
the discrete set {1, 2, . . . , n}, enm an m × 1 all-zeros vector
except its n entry being 1, and E
[n1:n2]
m an m× (n2−n1+1)
matrix [en1m , e
n1+1
m , . . . , e
n2
m ]. We use underline to denote a
collection of variables, e.g., X = {X1,X2, . . . ,Xn}. For ease
of reference, we list the main variables in Table I.
The rest of the paper is organized as follows. Section
II describes the massive MIMO system and formulates the
pilot design problem. Section III briefly reviews the quadratic
transform—a new programming technique [7], [11]. Section
IV examines the nonorthogonal pilot design while Section V
the orthogonal. Furthermore, Section VI gives extension to
correlated channel estimation. Numerical results are presented
in Section VII. Finally, Section VIII concludes the paper.
II. MULTI-CELL MASSIVE MIMO
A. System Model
Consider an uplink massive MIMO system with L cells,
each cell consisting of one BS and K user terminals. Assume
that every BS has M antennas and every user terminal has a
3single antenna. The full coherence bandwidth is reused across
the cells. We use (l, k) to index the kth user in the lth cell, for
l ∈ [1 : L] and k ∈ [1 : K]; another index (i, j) is similarly
defined. Let hlij ∈ CM be the uplink channel from user (i, j)
to BS l. Each channel is modeled as
hlij =
√
βlijglij , (1)
in which the large-scale fading βlij is known a priori while the
Rayleigh fading glij is drawn i.i.d. from the complex Gaussian
distribution CN (0, IM ). We begin with the above uncorrelated
channel model. We then generalize it to the correlated case in
Section VI.
Each pilot sequence consists of τ symbols, presumably
much shorter than the coherence time; namely, the channel
hlij is invariant throughout the pilot sequence. Let φlk ∈ Cτ
be the pilot sequence of user (l, k). The received pilot signal
Yl ∈ CM×τ at BS l can be expressed as
Yl =
∑
(i,j)
hlijφ
⊤
ij + Zl, (2)
where the additive background noise Zl ∈ CM×τ has each
entry drawn i.i.d. from CN (0, σ2). We consider two types of
pilots as follows:
1) Orthogonal Pilots: Each pilot φlk is structured as
φlk =
√
plkψlk with 0 < plk ≤ Pmax, (3)
where ψlk ∈ Cτ is a normalized sequence (i.e., ‖ψlk‖2 = 1)
selected from a fixed orthogonal set {ϕ1, . . . ,ϕτ}. In partic-
ular, the convention requires that the users in the same cell
be assigned different pilots, e.g., ψlk 6= ψlk′ for k 6= k′. This
orthogonal scheme is commonly used in the existing literature.
2) Nonorthogonal Pilots: In contrast, a nonorthogonal
scheme allows each φlk to be an arbitrary sequence in the
τ -dimensional space under the power constraint:
φlk ∈ Cτ with ‖φlk‖2 ≤ Pmax. (4)
This general form of pilots has been studied in [4], [5], [21].
In addition, [18] considers a special type of nonorthogonal
pilots structured as φlk =
∑τ
s=1
√
pslkϕs, which corresponds
to the positive orthant of the τ -dimensional space with respect
to the basis {ϕ1, . . . ,ϕτ}; this special assumption is critical
to the geometric programming method in [18].
B. Pilot Design
Based on the received pilot signal Yl, each BS l aims
to recover its own channels {hll1, . . . ,hllK}. The channel
estimate of hllk is chosen to minimize the MSE, i.e.,
hˆllk = argmin
h
E
[‖hllk − h‖2], (5)
where the expectation is over Rayleigh fading. As shown in
[4], [5], the resulting MMSE estimator at BS l is
hˆllk =
(
βllkφ
H
lk ⊗ IM
)(
Dl ⊗ IM
)−1
vec
(
Yl
)
, (6)
where the covariance matrix of Yl is computed as
Dl = σ
2Iτ +
∑
(i,j)
βlijφlijφ
H
lij . (7)
The corresponding MSE is
MSElk = Mβllk −Mβ2llk
(
φHlkD
−1
l φlk
)
. (8)
The work [18] suggests a suboptimal MMSE estimate of hllk
based on Ylφlk , which attains the minimum MSE only under
an orthogonal pilot scheme.
Given a set of positive weights αlk > 0, we seek a set of
pilots that lead to the minimum weighted sum MSE of channel
estimation throughout the multicell system, i.e.,
minimize
φ
∑
(l,k)
αlkMSElk. (9)
The MSE weights αlk are chosen on a case-by-case basis.
For instance, we may set αlk = 1 to minimize the sum of
MSEs [5], or αlk = 1/βllk to minimize the sum of normalized
MSEs [22]. This work does not assume any particular choice
of weights.
With (8) substituted in (9) and some constant terms re-
moved, the above problem can be converted to
maximize
φ
∑
(l,k)
αlkβ
2
llk
(
φHlkD
−1
l φlk
)
(10a)
subject to ‖φlk‖2 ≤ Pmax. (10b)
In the above problem we assume that the pilots can be arbi-
trarily designed. Observe that (10) is a continuous nonconvex
problem.
Furthermore, if an orthogonal pilot scheme is used, then
an additional constraint (3) is included in (10). As a result,
the problem involves the assignment of orthogonal pilots
{ϕ1, . . . ,ϕτ} and the continuous power control plk.
III. QUADRATIC TRANSFORM
We first review the (matrix) quadratic transform [7], [11],
which forms the building block of our fractional programming
approach to the pilot design problem in (10). This new tech-
nique is capable of decoupling multiple ratios simultaneously,
whereas the traditional Dinkelbach’s method [8], [9] can
decouple only a single ratio.
Theorem 1 (Quadratic Transform [7]): Given a nonempty
constraint set X as well as N tuples of function an(x) ∈
Cm, function Bn(x) ∈ Hm×m, and nondecreasing function
fn : R+ 7→ R, for n ∈ [1 : N ], the sum-of-functions-of-ratio
problem
maximize
x
N∑
n=1
fn
(
aHn (x)B
−1
n (x)an(x)
)
(11a)
subject to x ∈ X (11b)
is equivalent to
maximize
x,λ
N∑
n=1
fn
(
2ℜ{aHn (x)λn} − λHn Bn(x)λn
)
(12a)
subject to x ∈ X (12b)
λn ∈ Cm, (12c)
where λn is an auxiliary variable introduced for each ratio
term aHn (x)B
−1
n (x)an(x).
4The quadratic transform can be further extended to the
matrix ratio case as specified in the following theorem.
Theorem 2 (Matrix Quadratic Transform [11]): Given a
nonempty constraint set X as well as N tuples of functions
An(x) ∈ Cm1×m2 , functions Bn(x) ∈ Hm1×m1 , and non-
decreasing functions Fn : H
m2×m2 7→ R in the sense that
Fn(C) ≥ Fn(C′) if C  C′, for n ∈ [1 : N ], the sum-of-
functions-of-matrix-ratio problem
maximize
x
N∑
n=1
Fn
(
AHn (x)B
−1
n (x)An(x)
)
(13a)
subject to x ∈ X (13b)
is equivalent to
maximize
x,Λ
N∑
n=1
Fn
(
2ℜ{AHn (x)Λn} −ΛHn Bn(x)Λn
)
(14a)
subject to x ∈ X (14b)
Λn ∈ Cm1×m2 , (14c)
where Λn is an auxiliary variable introduced for each matrix
ratio term AHn (x)B
−1
n (x)An(x).
We then show that the (matrix) quadratic transform leads to
an iterative optimization with provable convergence.
Theorem 3 (Convergence Analysis [11]): The (matrix)
quadratic transform can be interpreted as a minorization-
maximization (MM) algorithm [23]. Consequently, if x and λ
are optimized alternatively in the new problem (12) or (14), the
value of the objective function in (11) or (13) is nondecreasing
after each iteration, so the value of the objective function must
converge as long as it is upper bounded. Furthermore, if the
objective function is differentiable with respect to x, then the
variable converges to a stationary point of problem (11) or
(13).
IV. NONORTHOGONAL PILOT DESIGN
In this section we explore the use of the quadratic transform
in nonorthogonal pilot design based on MMSE. The difficulty
of problem (10) lies in its fractional term φHlkD
−1
l φlk, wherein
the numerator and denominator are both affected by the pilot
variable φ. It is a natural idea to decouple the numerator and
denominator by using the quadratic transform in Theorem 1.
The resulting problem reformulation is stated in the following
proposition.
Proposition 1: The nonorthogonal pilot design problem in
(10) is equivalent to
maximize
φ,λ
f(φ, λ) (15a)
subject to ‖φlk‖2 ≤ Pmax (15b)
λlk ∈ Cτ , (15c)
where the new objective function is
f(φ, λ) =
∑
(l,k)
αlk
(
2βllkℜ{λHlkφlk} − λHlkDlλlk
)
. (16)
Proof: The reformulation is obtained by treating βllkφlk
and Dl as an and Bn in Theorem 1, respectively, along
with the nondecreasing function fn
(
aHn (x)B
−1
n (x)an(x)
)
=
aHn (x)B
−1
n (x)an(x).
We propose optimizing λ and φ alternatively. As already
shown in [7], the auxiliary variable λ can be optimally updated
by solving ∂f/∂λlk = 0 when φ is held fixed, resulting in
λ⋆lk = βllkD
−1
l φlk. (17)
It remains to optimize the pilot variable φ for fixed λ. It turns
out that the solution can be obtained in closed form. To this
end, we express f(φ, λ) as
f(φ, λ) =
∑
(l,k)
2αlkβllkℜ{λHlkφlk}−
∑
(l,k)
φHlk
(∑
(i,j)
αijβjlkλijλ
H
ij
)
φlk + const, (18)
in which the last term const =
∑
(l,k) αlkσ
2‖λHlk‖2 does not
depend on φ. The optimal pilots are then easily solved for
resulting in
φ⋆lk =
(∑
(i,j)
αijβjlkλijλ
H
ij + ηlkIτ
)−1
αlkβllkλlk, (19)
where the Lagrange multiplier ηlk accounts for the power
constraint and is optimally determined as
η⋆lk =
{
0, if ‖φ⋆lk‖2 ≤ Pmax already;
ηlk > 0 such that ‖φ⋆lk‖2 = Pmax, otherwise.
(20)
The evaluation of (20) can be done by bisection search.
It can be readily obtained from Theorem 3 that the iteration
between (17) and (19) leads to convergence.
Proposition 2: The sum of weighted MSEs in (9) is non-
increasing after each iteration in Algorithm 1, while the pilot
variable φ converges to a stationary point of the nonorthogonal
pilot design problem in (10).
Moreover, to avoid the Lagrange multiplier ηlk, we rely
on the observation in [5] that multiplying all the pilots with
the same nonzero scalar δ does not change the MSE values
provided that the noise level σ2 tends to zero. Thus, when the
signal-to-noise ratio (SNR) is sufficiently high, we enforce
the power constraint by scaling the pilots properly, without
computing the Lagrange multiplier in (20).
Proposition 3 (Nonorthogonal Pilot Design Without Using
Lagrange Multiplier): If the noise level σ2 → 0, we can set
ηlk = 0 and determine φlk as
φ⋆lk = δφ˜lk, for each (l, k), (21)
where φ˜lk is obtained from (19) with ηlk = 0 and the scaling
factor δ is computed as
δ = min
(l,k)
√
Pmax
‖φ˜lk‖
. (22)
The resulting φ⋆ is a stationary point of the nonorthogonal
pilot design problem in (10).
Proof: For ease of discussion, we use (P1) to denote the
original problem (10), and (P2) the unconstrained version of
(10) with the power constraint removed. If φ′ is a stationary
5Algorithm 1: Nonorthogonal Pilot Design
1 Initialize the pilot variable φ to some feasible value;
2 repeat
3 Update the auxiliary variable λ by (17);
4 Option 1 (with the Lagrangian multiplier): Update
the pilots φ by (19) with the Lagrangian multiplier
ηlk in (20);
5 Option 2 (without the Lagrangian multiplier): Update
the pilots φ by (19) with ηlk = 0, then scale them
according to (21) and (22);
6 until the weighted sum MSE converges;
point of (P2), then it is also a stationary point of (P1) so long
as it meets the power constraint automatically.
According to Theorem 3, φ˜ must be a stationary point of
(P2). In addition, it can be shown that the first-order condition
of (P2) remains the same after scaling every φ˜lk with δ, so
φ⋆ must be a stationary point of (P2) as well. Note that φ⋆
already meets the power constraint because of (22), so it is
also a stationary point of (P1).
Algorithm 1 summarizes the main procedure of the pro-
posed nonorthogonal pilot design.
V. ORTHOGONAL PILOT DESIGN
We now consider orthogonal pilots by imposing the con-
straint (3) on the weighted MMSE problem (10). With each
φlk expressed as (plk,ψlk), the orthogonal pilot design prob-
lem can be formulated as
maximize
p,ψ
∑
(l,k)
αlkβ
2
llkplk
(
ψHlkD
−1
l ψlk
)
(23a)
subject to plk ≤ Pmax (23b)
ψlk ∈ {ϕ1, . . . ,ϕτ} (23c)
ψlk 6= ψlk′ , for any k 6= k′, (23d)
where the covariance matrix Dl of Yl becomes
Dl = σ
2Iτ +
∑
(i,j)
βlijpijψlijψ
H
lij . (24)
The problem involves optimization over two sets of variables,
one for optimizing the continuous variable p for power control,
and the other for assigning the pilots from {ϕ1, . . . ,ϕτ} to
the users.
The quadratic transform [7] still works in spite of the above
changes. Following Proposition 1, we recast problem (23) into
maximize
p,ψ,λ
f(p,ψ, λ) (25a)
subject to plk ≤ Pmax (25b)
ψlk ∈ {ϕ1, . . . ,ϕτ} (25c)
ψlk 6= ψlk′ , for any k 6= k′ (25d)
λlk ∈ Cτ , (25e)
in which the new objective function is given by
f(p,ψ, λ) =
∑
(l,k)
2
√
plkαlkβllkℜ{λHlkψlk}−
∑
(l,k)
plkψ
H
lk
(∑
(i,j)
αijβjlkλijλ
H
ij
)
ψlk + const, (26)
where const refers to the terms not depending on (p,ψ).
As before, we propose to optimize the original variable
(p,ψ) and the auxiliary variable λ in an iterative fashion.
When (p,ψ) are held fixed, the optimal λ is still determined
as (17) except that φ is replaced with (p,ψ). Nevertheless,
the optimization of pilots under fixed λ is quite different from
the nonorthogonal case discussed in the previous section.
The key observation is that the power variable plk of
user (l, k) can be optimally determined for the new objec-
tive function f(p,ψ, λ) by solving the first-order equation
∂f/∂plk = 0 because of convexity of (26), so long as
the corresponding normalized sequence ψlk is fixed. Hence,
assuming that ψlk = ϕs, for some s ∈ [1 : τ ], the optimal
value of plk can be computed as
pslk = min
{
Pmax,
(
αlkβllkℜ{λHlkϕs}
ϕHs
(∑
(i,j) αijβjlkλijλ
H
ij
)
ϕs
)2}
.
(27)
The new objective function f in (26) plays a crucial role in
allowing each plk to be optimized separately. Otherwise, the
optimal plk would depend on the other variables pij and ψij
as in the original problem. Given ψlk = ϕs, the tentative
contribution of user (l, k) to f(p,ψ, λ) is
πslk = 2
√
pslkαlkβllkℜ{λHlkϕs}−
pslkϕ
H
s
(∑
(i,j)
αijβjlkλijλ
H
ij
)
ϕs. (28)
As a result, the maximization of f(p,ψ, λ) boils down to
finding the optimal pair (ϕs, p
s
lk) for each individual user,
recognized as a weighted bipartite matching problem
maximize
x
∑
(l,k,s)
πslkx
s
lk (29a)
subject to
τ∑
s=1
xslk = 1, for each (l, k) (29b)
K∑
k=1
xslk ≤ 1, for each (l, s) (29c)
xslk ∈ {0, 1}, (29d)
where xslk being 1 or 0 indicates whether or not ψlk = ϕs, the
constraint (29b) implies that each user (l, k) can be assigned
only one pilot, and the constraint (29c) implies that the users
in the same cell cannot be assigned the same pilot.
The weighted bipartite matching problem in (29) is solvable
in polynomial time, e.g., by the Hungarian algorithm [24].
After finding the solution of x, we recover the solution of the
6Algorithm 2: Orthogonal Pilot Assignment and Power
Control
1 Initialize the pilot variable φ to some feasible value;
2 repeat
3 Update the auxiliary variable λ by (17);
4 Option 1 (based on matching): Update (p,ψ) by
solving the weighted bipartite matching problem in
(29);
5 Option 2 (based on linear search): Update (p,ψ) by
the linear search in (32);
6 until the weighted sum MSE converges;
original variables as
p⋆lk =
τ∑
s=1
xslkp
s
lk and ψ
⋆
lk =
τ∑
s=1
xslkϕs. (30)
The above matching-based optimization is carried out with the
auxiliary variable λ iteratively updated by (17).
Because the orthogonal case involves the discrete variable
ψ, it is hard to establish the convergence of variable. But the
convergence of the objective function can still be guaranteed.
Proposition 4: The sum of weighted MSEs in (9) is mono-
tonically decreasing after each iteration in Algorithm 2, so its
value must converge.
Solving the matching problem in (29) incurs a cubic time
complexity O((K + τ)3), but it can be reduced to a linear
search if we remove the constraint that the users in the same
cell cannot be assigned the same pilot, as specified in the
following proposition.
Proposition 5 (Orthogonal Pilot Design via Linear Search):
Without the assumption that the users in the same cell cannot
be assigned the same pilot, i.e., when the constraint (23d) is
removed, (p,ψ) can be optimally determined as
p⋆lk = p
slk
lk and ψ
⋆
lk = ϕslk , (31)
where the index slk is obtained by the following linear search:
slk = arg max
s∈[1:τ ]
πslk. (32)
The main steps of the proposed orthogonal pilot design are
summarized in Algorithm 2.
VI. CORRELATED RAYLEIGH FADING
This section aims at an extension of the foregoing algorith-
mic framework to include channel correlation. We now assume
that each Rayleigh fading glij is drawn from CN (0,Rlij)
where the covariance matrix Rlij ∈ CM×M is not necessarily
IM ; other settings remain the same as before. The MMSE
estimate of channel now becomes
hˆllk =WlkU
−1
l vec
(
Yl
)
, (33)
where Wlk ∈ CM×τM and Ulk ∈ CτM×τM are given by
Wlk = βllkφ
H
lk ⊗Rllk (34)
and
Ul = σ
2IτM +
∑
(i,j)
βlijφijφ
H
ij ⊗Rlij . (35)
The resulting MSE is computed as
MSElk = βllktr(Rllk)− tr
(
WlkU
−1
l W
H
lk
)
. (36)
The correlated version of problem (10) is therefore
maximize
φ
∑
(l,k)
αlktr
(
WlkU
−1
l W
H
lk
)
. (37a)
subject to ‖φlk‖2 ≤ Pmax. (37b)
The part inside the trace, WlkU
−1
l W
H
lk , can be conceived of
as a matrix fractional term. In light of the recently developed
matrix fractional programming in [11], our ratio-decoupling
approach continues to work for (38), as specified in the
following proposition.
Proposition 6: The pilot design problem in (37) is equivalent
to
maximize
φ,Λ
f(φ, Λ). (38a)
subject to ‖φlk‖2 ≤ Pmax (38b)
Λlk ∈ CτM×M , (38c)
where the new objective function is
f(φ, Λ) =
∑
(l,k)
αlktr
(
2ℜ{WlkΛlk} −ΛHlkUlΛlk
)
. (39)
Proof: The reformulation is obtained by treating WHlk
as An(x) and Ul as Bn(x) in Theorem 2, along with
the nondecreasing function Fn
(
AHn (x)B
−1
n (x)An(x)
)
=
tr
(
AHn (x)B
−1
n (x)An(x)
)
.
In an iterative fashion, when φ is fixed, each auxiliary
variable Λlk is optimally determined as
Λ⋆lk = U
−1
l W
H
lk . (40)
This update of Λ is optimal regardless of the pilot structure.
Before proceeding to the optimization of φ under fixed Λ, we
introduce some shorthand notation:
• The mth row vector of the matrix Rlij is
Rmlij = (e
m
M )
⊤Rlij . (41)
• The sth M × 1 vector on the mth column of Λlk is
Λ
m,s
lk =
(
E
[1+(s−1)M :sM ]
τM
)⊤
Λlke
m
M . (42)
• The square of Λij is
Λ˜ij = ΛijΛ
H
ij . (43)
• The sth M × 1 vector on the (m+(q+1)M)th column
of Λ˜ij is
Λ˜
m,sq
ij =
(
E
[1+(s−1)M :sM ]
τM
)⊤
Λ˜ije
m+(q−1)M
M . (44)
Nonorthogonal pilots and orthogonal pilots are discussed
separately in what follows.
7TABLE II
COMPUTATIONAL COMPLEXITIES OF VARIOUS PILOT DESIGNS
Algorithm 1 Algorithm 2 Correlated Algorithm 1 Correlated Algorithm 2
Pilot Type Nonorthogonal Orthogonal Nonorthogonal Nonorthogonal
Option 1 O(K2L2τ 2 +BKLτ 3) O(K2L2τ 3 + (τ +K)3L) O(K2L2M2τ 2 +BKLτ 3) O(K2L2M2τ 3 + (τ +K)3L)
Option 2 O(K2L2τ 2 +KLτ 3) O(K2L2τ 3) O(K2L2M2τ 2 +KLτ 3) O(K2L2M2τ 3)
A. Nonorthogonal Pilot Design
In optimizing nonorthogonal pilots, the central idea is to
complete the square for each φlk in the new objective function
f(φ, Λ). Toward this end, we first express f(φ, Λ) in another
form.
Proposition 7: The new objective function f(φ, Λ) in (39)
can be rewritten as
f(φ, Λ) =
∑
(l,k)
2ℜ{φHlkvlk}−∑
(l,k)
φHlkQlkφlk + const, (45)
in which const refers to the terms not depending on φ, the
vector variable vlk ∈ Cτ is given by
vlk =
M∑
m=1
αlkβllk
(
RmllkΛ
m,1
lk , . . . ,R
m
llkΛ
m,τ
lk
)⊤
, (46)
and the matrix variable Qlk ∈ Cτ×τ is
Qlk =
∑
(i,j,m)
αijβilk
R
m
ilkΛ˜
m,11
ij . . . R
m
ilkΛ˜
m,1τ
ij
...
...
RmilkΛ˜
m,τ1
ij . . . R
m
ilkΛ˜
m,ττ
ij
 .
(47)
The proof is relegated to Appendix A.
By completing the square in (45), the optimal φlk can be
readily obtained as
φ⋆lk =
(
Qlk + ηlkIτM
)−1
vlk, (48)
where the Lagrange multiplier ηlk is again determined by (20).
Furthermore, we can make use of Proposition 3 to simplify the
update of φlk: when the SNR is sufficiently high, we just scale
the pilots properly to meet the power constraint, thus getting
rid of the Lagrange multiplier ηlk .
The convergence of Algorithm 1 as stated in Proposition 2
is carried over to this correlated channel case.
B. Orthogonal Pilot Design
We next generalize the orthogonal pilot design to correlated
Rayleigh fading. The main procedure here follows that of
Section V. Replacing φlk with (plk,ψlk) in (45), we express
the new objective function of the orthogonal pilots as
f(p, ψ ,Λ) =
∑
(l,k)
2
√
plk ℜ
{
ψHlkvlk
}−
∑
(l,k)
plkψ
H
lkQlkψlk + const, (49)
where const refers to the terms not depending on (p,ψ).
If a particular normalized pilot ϕs is assigned to user (l, k),
the corresponding optimal plk is given by
pslk =
ℜ{ϕHs vlk}
ϕHs Qlkϕs
. (50)
The contribution of user (l, k) to f(p, ψ ,Λ) is then computed
as
πslk = 2
√
pslkℜ
{
ϕHs vlk
} − pslkϕHs Qlkϕs. (51)
We aim to find the optimal assignment of {ϕ1, . . . ,ϕτ} such
that value of f(p, ψ ,Λ) is maximized. This target can be
reached by solving the same weighted bipartite matching
problem as in (29) except that the link weight is evaluated
as (51). Again, if we allow the users in the same cell to be
assigned the same pilot, each user (l, k) simply chooses its
(plk,ψlk) according to π
s
lk by linear search.
Importantly, the property of Algorithm 2 stated in Proposi-
tion 4 continues in the correlated channel case.
C. Computational Complexity
We now analyze how these proposed algorithms scale with
the number of antennas M , the number of users per cell K ,
the number of cells L, and the pilot length τ :
• Update of the auxiliary variable λ or Λ: This step is
common for Algorithm 1 and Algorithm 2. We begin with
the uncorrelated version. First, it requires a complexity
of O(KLτ2) to compute each Dl in (7); it then requires
O(τ3) to compute D−1l as needed in (17), so the total
complexity in this part across the L cells equals to
O(KL2τ2+Lτ3). Second, it requires O(τ2) to compute
each λlk in (17); its total complexity across the KL
users is O(KLτ2). Hence, the overall complexity is
O(KL2τ2+Lτ3). By contrast, for the correlated version,
O(KLM2τ2) operations are needed to compute each Ul
in (35); then it requires O(M3τ3) to get the inverse; it
also requires O(τM2) to compute each Wlk in (34).
Moreover, it requires O(M3τ3) operations to obtain each
Λlk in (40). Thus, the total complexity throughout the
network is O(KL2M2τ2 +KLM3τ3).
• Update of the pilot variable φ in Algorithm 1: We first
consider the uncorrelated case. If Option 1 is used to
update φ in Algorithm 1, the complexity of computing
each φlk in (19) is O(KLτ
2 +Bτ3), where
B = log2(ǫ
−1) (52)
refers to the number of iterations in bisection search to
determine η⋆lk given a precision ǫ > 0. In comparison,
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using Option 2 to update each φlk reduces the com-
plexity to O(KLτ2 + τ3) since it does not require the
Lagrange multiplier. Likewise, in the correlated channel
case, Option 1 and Option 2 in Algorithm 1 require
O(KLM2τ2 + Bτ3) and O(KLM2τ2 + Bτ3), respec-
tively, for updating each φlk.
• Update of the pilot variable φ in Algorithm 2: We
still start with the uncorrelated channel case. It requires
O(KLτ2) to compute each (πslk, p
s
lk) pair, so the total
complexity across all (l, k, s)’s is O(K2L2τ3). Sub-
sequently, Option 1 requires O((τ + K)3L) to solve
the weighted bipartite matching problem in (29), while
Option 2 requires O(KLτ) to carry out the linear search
in (32). When it comes to the correlated channel version,
computing each (πslk, p
s
lk) pair requires O(KLM
2τ2);
the remaining task, either matching or linear search, has
the same complexity as the uncorrelated case.
Finally, we compare the per-iteration computational com-
plexities of the various algorithms in Table II. It can be seen
that the computational complexities of the proposed algorithms
in the uncorrelated case do not depend on the number of
antennasM , but the correlated version has a quadratic growth
with M .
VII. NUMERICAL RESULTS
We validate the performance of the proposed algorithms in a
wireless network with 7 hexagon-shape cells wrapped around.
One BS is located at the center of each cell; the BS-to-BS
distance equals to 1km. We begin with the uncorrelated fading
case. The large-scale fading is computed as βlij = ξlij/(dlij)
3
given the distance dlij between user (i, j) and BS l, where
ξlij is a log-normal random variable drawn i.i.d. from a zero-
mean Gaussian distribution with standard variance of 8. The
other parameters follow: M = 100, K = 6, τ = 10, σ2 =
−100dBm, and Pmax = 43dBm. The parameter setting will
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iteration in Algorithm 1 for nonorthogonal pilot optimization or Algorithm 2
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be changed slightly when we move on to the correlated fading
case, as stated prior to Fig. 5 and Fig. 6.
For ease of implementation, we assume by default that
Option 2 is adopted in both Algorithm 1 (i.e., without the
Lagrangian multiplier) and Algorithm 2 (i.e., based on linear
search). In addition to the GSRTM method based on a random
dictionary [5], the successive approximation method [6], and
the smart orthogonal pilot assignment [10], we include two
more benchmark methods:
• Orthogonal Method: Fix a set of 10 orthogonal pilots at
the max power; select 6 pilots randomly in each cell;
• Random Method: Generate the pilots randomly and inde-
pendently according to the Gaussian distribution.
The orthogonal method is used to initialize the other methods
if a starting point is needed. We remark that GSRTM [5], suc-
cessive approximation [6], the random method, and Algorithm
1 aim at the arbitrary pilot design, while the rest aim at the
orthogonal pilot design.
We first consider the equal-weight setting, i.e., αlk = 1 for
any (l, k). Fig. 2 compares the convergence of Algorithm 1
and Algorithm 2 with the sum MSEs achieved by the other
methods. As shown in the figure, the two proposed methods
already reduce the sum MSE dramatically after only one
iteration, better than all the benchmarks except GSRTM [5].
After 10 iterations, Algorithm 1 further reduces the sum MSE
to the half of GSRTM, and Algorithm 2 start to outperform
GSRTM. As compared to the starting point (i.e., the orthogonal
method), Algorithm 2 provides around 50% reduction, while
the arbitrary Algorithm 1 remarkably attains over 80%.
We then set each αlk to the reciprocal of the corresponding
large-scale fading βllk multiplied with max power, namely the
normalized MSE metric [22]. According to Fig. 3, Algorithm
1 is still far better than the other methods. Observe that the
random method is even worse than the orthogonal method in
this case, so the nonorthogonal pilot scheme without coordi-
nated design may not outperform the orthogonal. Observe also
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that the smart method [10] is comparable with Algorithm 2,
which makes sense since the smart method pursues the max-
min fairness suited to the normalized MSE metric. By contrast,
the proposed pilot designs are more flexible in that they adapt
to any choice of the MSE weights.
Fig. 4 takes a closer look at the MSE performance of these
methods by showing distribution of the per-user MSE with
respect to the large-scale fading. To make the figure easy to
read, we only include some of the above methods: GSRTM—
the best benchmark for sum MSE, the smart method—the
best benchmark for normalized MSE, the orthogonal method,
and Algorithm 1 with equal weights and with normalizing
weights. For Algorithm 1 with equal weights, it turns out
that the strong users (with big βllk) contribute the majority of
MSE reduction. This result is expected since the sum MSE is
affected more by the estimation of strong channels. In contrast,
when normalizing weights are used, Algorithm 1 has a fairly
different profile. It now puts main efforts in suppressing the
MSE for those weak users, albeit at the cost the strong users.
Since the strong users can afford to have larger estimation
error, the normalized MSE can be more suited for practical
use.
We next consider correlated Rayleigh fading. We already
show in Table II that Algorithm 1 and Algorithm 2 become
much more computationally intensive if the channel correla-
tion is taken into consideration. For ease of simulations, we
make the network scale smaller by changing K to 3 and
τ to 6; the other settings remain the same as before. We
further use the exponential model in [18], [25] to obtain the
channel covariance matrix Rlij , the detail of which follows.
Randomly generate ωlij = νe
jθ wherein ν is set to 0.5 and θ
is drawn i.i.d. from the uniform distribution U [0, 2π), then set
the (m,n)th entry of the matrix Rlij as
Rm,nlij =
{
ωm−nlij , if m ≥ n;
(Rm,nlij )
H , otherwise.
(53)
Fig. 5 compares the sum of normalized MSEs achieved by
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the various methods. In addition to the correlated version of
Algorithm 1 and Algorithm 2 as developed in Section VI,
we also try applying the uncorrelated version directly, by
assuming that Rlij = IM for each (l, i, j). The figure shows
that including the correlation matrix Rlij in Algorithm 2
actually leads to marginal improvement of the orthogonal pilot
design. In comparison, when it comes to the nonorthogonal
pilot design, using Rlij in Algorithm 1 gives about 16%
reduction of sum normalized MSE. It also shows that the
nonorthogonal pilots, either using Rlij or not, outperforms the
orthogonal magnificently, whereby the total normalized MSE
diminishes by half approximately.
Fig. 6 shows the per-user MSE versus the large-scale
fading. It can be seen that Algorithm 1, either correlated or
uncorrelated, leads to much lower MSE for those weak users
with βllk less than 10
−6. The gain of the correlated Algorithm
1 over the uncorrelated setting is mainly due to a portion of
10
very weak users whose βllk is less than 10
−8. Furthermore,
Algorithm 1 results in lower MSE than Algorithm 2 in the
weak channel regime, e.g., when βllk ≤ 10−6.
VIII. CONCLUSION
This work proposes a fractional programming framework
for coordinating the uplink pilots across multiple cells in order
to mitigate pilot contamination in massive MIMO. This ap-
proach produces a closed-form method for the nonorthogonal
pilot design, and a weighted bipartite matching for orthogonal
pilot assignment and power control. Further extension to
the correlated channel estimation is obtained using matrix
fractional programming. Numerical results show that the pro-
posed methods can improve channel estimation significantly
as compared to state-of-the-art methods.
APPENDIX A
PROOF OF PROPOSITION 7
We first introduce a lemma used to simplify the calculation
with a Kronecker product.
Lemma 1: The following identity holds true given any a ∈
Cn1 , b ∈ Cn2 , C ∈ Cn3×n4 , and F ∈ Cn2n4×n1n3 :
tr
((
(abH)⊗C)F) = bHTa, (54)
where the (i, j)th entry of T ∈ Cn2×n1 is computed as
Tij =
n3∑
m=1
(emn3)
⊤C
(
E[1+(i−1)n4:in4]n3
)⊤
Fej+(m−1)n1n1n3 . (55)
Observe that (emn3)
⊤C corresponds to the mth row of C while(
E
[1+(i−1)n4:in4]
n3
)⊤
Fe
j+(m−1)n1
n1n3 corresponds to the ith n4×1
vector on the
(
j + (m − 1)n1
)
th column of F. The proof
is based on expanding the Kronecker product (abH) ⊗ C,
followed by some elementary linear algebra.
We now return to the new objective function f(φ, Λ) in
(39). Its positive terms can be rewritten as∑
(l,k)
αlktr
(
2ℜ{WlkΛlk}
)
=
∑
(l,k)
αlktr
(
2ℜ{βllkφHlk ⊗RllkΛlk}
)
=
∑
(l,k)
2ℜ
{
tr
((
αlkβllkφ
H
lk ⊗Rllk
)
Λlk
)}
=
∑
(l,k)
2ℜ{φHlkvlk}, (56)
where the last equality is due to Lemma 1 with a, b, C,
and F set to 2αlkβllkφ
H
lk , 1, Rllk, and Λlk, respectively.
Furthermore, the negative terms of f(φ, Λ) can be rewritten
as ∑
(l,k)
αlktr
(
ΛHlkUlΛlk
)
=
∑
(l,k)
αlktr
(
UlΛ˜lk
)
=
∑
(l,k)
αlktr
(∑
(i,j)
((
βlijφijφ
H
ij
)⊗Rlij)Λ˜lk
)
+ const
(∗)
=
∑
(l,k)
αlk
(∑
(i,j)
βlij
(
φHijTlijφij
))
+ const
=
∑
(l,k)
φHlktr
(∑
(i,j)
αijβilkTilk
)
φlk + const
=
∑
(l,k)
φHlkQlkφlk + const, (57)
where const = τσ2
∑
(l,k) αlktr(Λ˜lk) does not depend on φ;
step (∗) follows Lemma 1 by letting a = b = φij , C = Rlij ,
and F = Λ˜lk. Combining (56) and (57) gives the new form
of f(φ, Λ) in (45).
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