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Abstract
We compute the Hilbert–Kunz functions and multiplicities for certain projective embeddings of
&ag varieties G=B and elliptic curves, over algebraically closed 5elds of positive characteristics.
The group theoretic nature of both these classes of examples is used, albeit in di7erent ways, to
explicitly describe the cokernels in each degree of the Frobenius twisted multiplication maps for
the corresponding graded rings. This detailed information also enables us to extend our results
to arbitrary products of such varieties.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let (R;m) be a Noetherian local ring of dimension d and of prime characteristic
p¿ 0, and let I be an m-primary ideal. Then one de5nes the Hilbert–Kunz function
of R with respect to I as
HKI;R(pn) = ‘(R=I (p
n));
where
I (p
n) = nth Frobenius power of I
= ideal generated by pnth powers of elements of I:
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The associated Hilbert–Kunz multiplicity is de5ned to be
c(I; R) = lim
n→∞
HKI;R(pn)
pnd
:
Henceforth, for any power q of p, we write HK(q) to mean HKR;m(q), and c(R) to
mean c(m; R).
The Hilbert–Kunz function was introduced by Kunz [10,11], and studied extensively
by Monsky. Monsky proved in [12] that for an arbitrary Noetherian local ring R and
m-primary ideal I , one has
HKR;I (q) = c(I; R)qd +O(qd−1)
as q → ∞, for some real number constant c(I; R), where O(qd−1) denotes a function
of order 6 qd−1; in particular, the limit de5ning the Hilbert–Kunz multiplicity exists.
Given a pair (X;L), where X is a projective variety over an algebraically closed
5eld k of positive characteristic p, and L is a very ample line bundle on X , one
may de5ne the Hilbert–Kunz function and multiplicity for X with respect to L to be
the corresponding invariants of the (normalized) homogeneous coordinate ring R of X
in the embedding given by L, i.e., for the ring R =
⊕
n¿0 H
0(X;L⊗n), localized at
m=
⊕
n¿0 H
0(X;L⊗n), its graded maximal ideal.
The Hilbert–Kunz function and multiplicity are still rather mysterious invariants, and
there are no general methods for computing them. Our technique for computing these
invariants for pairs (X;L), in certain situations, is to compute the cokernels of Frobe-
nius twisted multiplication maps in each degree for the corresponding graded rings.
This gives us more information than the Hilbert–Kunz function; we also determine the
lengths of the graded components of the quotients R=m(q). This extra information is
useful in computing the Hilbert–Kunz functions and multiplicities of Segre products as
well.
In this paper, we 5rst compute the Hilbert–Kunz function and multiplicity for pairs
(X;L), where X =G=B is the full &ag variety associated to a semisimple simply con-
nected algebraic group G in characteristic p, and L is a positive tensor power of the
natural ample line bundle L() associated to the dominant weight , the half-sum of
positive roots, (see [9]). The bundle L() determines the analogue for X = G=B of
the embedding, for G = SLn(k), of the &ag variety into a product of Grassmannians,
composed with the Segre product of the corresponding PlKucker embeddings. The com-
putations in this case (see Corollary 2.6) use results from the representation theory of
semisimple groups in positive characteristics, due to Anderson [1] and Haboush [7].
Our main result here is Theorem 2.5 below.
Our second set of examples (Theorems 3.17 and 3.18), of a rather di7erent char-
acter, deals with the cases (X;L) where X is an elliptic curve, and L is any (very
ample) line bundle of degree ¿ 3; the case when degL = 3 (that of plane cubics)
was in fact treated earlier by Buchweitz and Chen [3] in characteristics ¿ 2, and by
Monsky [13] in characteristic 2 (where di7erent arguments are needed for the ordinary
and supersingular cases). Our technique is to use Mukai’s theory of Fourier transforms
for (the derived category of) coherent sheaves on abelian varieties [14], combined with
the classi5cation theorem for indecomposable vector bundles on elliptic curves due to
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Atiyah [2] and related results of Oda [15]. These techniques do not distinguish between
di7erent (positive) characteristics, and moreover, there is a “conceptual” explanation
for the fact that Monsky’s computations for ordinary elliptic plane curves in character-
istic 2 di7ered in character from those of Buchweitz–Chen in characteristics ¿ 2—the
determinant of the Frobenius direct image of the structure sheaf of an elliptic curve
in characteristic p¿ 0 is the trivial line bundle, except for the case of an ordinary
elliptic curve in characteristic 2, when it is the unique non-trivial line bundle of order
2 (this boils down to the elementary fact that, in a 5nite abelian group, the sum of all
the elements is trivial, unless the 2-torsion subgroup is Z=2Z, in which case the sum
equals the unique element of order 2).
We remark that in both types of examples above, the Hilbert–Kunz function for
large enough q has the form of a polynomial in q with periodic (rational) coeQcients,
i.e., it is of the form
∑
i ai(n)q
i, where q= pn, and ai(n) are rational number valued
periodic functions of n. We also note that the Hilbert–Kunz multiplicities in all the
cases we consider are independent of the characteristic.
Finally, we will combine both types of examples, and consider pairs (X;L) with
X = X1 × X2 × · · · × Xr;
L=L1L2 · · ·Lr ;
where each Xi is either an elliptic curve or a full &ag variety G=B (over the given
ground 5eld k), and Li is either an arbitrary very ample line bundle, say of degree
ki¿ 3 (if Xi is an elliptic curve), or is a tensor power L()⊗ki , if Xi = G=B. The
corresponding graded ring takes the form
R=
⊕
n¿0
H 0(X1;L⊗n1 )⊗k · · · ⊗k H 0(Xr;L⊗nr ):
Let di=dim Xi, and set ai=dimk H 0(Xi;Li). Let bi be such that (bi+1)di =h0(Xi;Li).
Then bi= ki if Xi ∼= G=B is a &ag variety, and bi= ki−1 if Xi is an elliptic curve. The
Hilbert–Kunz function and multiplicity are clearly invariant under permutation of the
factors (Xi;Li), so we may assume b16 b26 · · ·6 br . Then we obtain the following
formula.
Theorem 1.1. For (X;L) as above, the Hilbert–Kunz multiplicity is
c(R)∏
i k
di
i
=
∫ 1+(1=b1)
0
td1+···+dr dt −
r∏
i=1
ai
∫ 1=br
0
td1+···+dr dt − · · ·
−
j∏
i=1
ai
∫ 1=bj
1=(bj+1)
(1 + t)dj+1+···+dr td1+···+dj dt − · · ·
− a1
∫ 1=b1
1=b2
(1 + t)d2+···+dr td1 dt:
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It is interesting to speculate if there is some general formula for Hilbert–Kunz mul-
tiplicities of Segre products of homogeneous coordinate rings of varieties, which gen-
eralizes the above formula.
2. Full ag varieties
2.1. Preliminaries
We recall the following standard notation (see [9]). Let G be a semisimple simply
connected linear algebraic group over an algebraically closed 5eld k of characteristic
p¿ 0. Let T be a maximal torus in G, and B ⊃ T a compatible Borel subgroup. Then
the homogeneous variety G=B is called the full 6ag variety associated to G. Let 
denote the sum of the fundamental weights of G corresponding to the choices of T
and B. Then the character  :T → k∗ determines a very ample line bundle L() on
G=B in a standard way. The isomorphism class of the pair (G=B;L()) is independent
of the choices of T and B.
The diagonal F-splitting of G=B (see [16]) implies that the graded ring R =⊕
n¿0 H
0(G=B;L()⊗n) is an integrally closed domain, generated over k by its ho-
mogeneous elements of degree 1. The Weyl character formula (see Corollary 5.11, part
II, [9] and Corollary 24.6, [6]) becomes, in the given situation, the formula
h0(G=B;L()⊗n) = h0(G=B;L(n)) = (n+ 1)d;
where d = dimG=B is the dimension of the &ag variety (as usual, we let hi(X;F)
denote dimk H i(X;F), for any proper k-scheme X and coherent sheaf F on X ).
Example 2.1. If G = SLr+1(k) and B = set of upper triangular matrices in G, then
the embedding of each G=Pi with respect to L(i) is the Plucker embedding of a
Grassmannian. By [4], the homogeneous coordinate ring R =
⊕
n¿0 H
0(G=B;L(n))
of G=B with respect to L() can be given as follows: let
X =

X11 · · · X1(r+1)
...
...
Xr1 · · · Xr(r+1)

be an r × (r + 1) matrix of indeterminates. For 16 e6 r, let
!e(X ) = {e × e minors formed from the 5rst e rows of X }:
Then
R= k[{A1A2 · · ·Ar |Ae ∈!e}] ⊆ k[{Xij}]
is a subring of the polynomial ring in Xij, generated by certain products of minors.
N. Fakhruddin, V. Trivedi / Journal of Pure and Applied Algebra 181 (2003) 23–52 27
We have the following easy lemma, which is an immediate consequence of the
grading (the proof is left as an exercise to the reader).
Lemma 2.2. Let R =
⊕
n¿0 Rn be a graded algebra over R0 = k, a perfect 8eld of
characteristic p, which is generated over k by R1, a 8nite dimensional k-vector space.
Let m=
⊕
n¿0 Rn be the graded maximal ideal of R. Then for any power q=p
n of
the characteristic p, we have a graded isomorphism
R
m(q)
=
⊕
n¿0
Rn
image(R(q)1 ⊗k Rn−q)
;
where the map
R(q)1 ⊗k Rn−q → Rn; given by r ⊗ r′ → rqr′
is the Frobenius twisted multiplication map.
For the rest of this subsection we let R denote the graded ring
R=
⊕
n¿0
H 0(G=B;L()⊗n) =
⊕
n¿0
H 0(G=B;L(n)):
The following result is a particular case Theorem 2.5 of [1]; it also follows from
Theorem 2.1 in [7]. We use the following notation: if V is a 5nite dimensional rational
G-module and q=pn, we let V (q) be the G-module with the same underlying k-vector
space with new G-action given by g ·v=Fn(g)v, where F denotes the Frobenius action
on G.
Theorem 2.3 (Anderson [1]). With the earlier notations, for every character  :T →
k∗ and q= pn, the following Frobenius twisted multiplication map:
H 0(G=B;L())(q) ⊗k H 0(G=B;L((q− 1)))→ H 0(G=B;L(q+ (q− 1)));
given by v ⊗ w → vqw for v∈H 0(G=B;L()) and w∈H 0(G=B;L((q − 1))), is an
isomorphism of G-modules.
We use the theorem to prove the following lemma.
Lemma 2.4. Let = k for some positive integer k, and q= pn. Then the map
H 0(G=B;L())(q) ⊗ H 0(G=B;L((n− q)))→ H 0(G=B;L(n))
1. is injective for n− q6 (q− 2)=k and
2. is surjective for n− q¿ (q− 2)=k,
where (q − 2)=k denotes the largest integer which is smaller than or equal to
(q− 2)=k.
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Proof. For any character  :T → k∗, we denote H 0(G=B;L(n)) by W (n). By
Theorem 2.3, the Frobenius-twisted multiplication map
* :W ()(q) ⊗k W ((q− 1))→ W (q+ (q− 1))
is an isomorphism of G-modules.
If q6m6 2q−2, then for any a∈W ((2q−1−m))−{0}, (note W ((2q−1−m)) =
{0}, as 2q− 1− m¿ 0) the multiplication map
ma :W ((m− q))→ W ((q− 1))
is an injective map, as the graded ring R :=
⊕
n¿0 W (n) is an integral domain. This
gives the following commutative diagram:
W ()(q) ⊗W ((m− q)) ,−−−−−→ W (q+ (m− q))
Id⊗ma
 ma 
W ()(q) ⊗W ((q− 1)) ,−−−−−→ W (q+ (q− 1));
which implies that the map , is injective for m− q6 q− 2.
Now writing q − 2 = kt + r, where 06 r ¡k, we have (q − 2)=kk = tk6 q − 2.
Therefore for n− q6 (q− 2)=k the map
W ()(q) ⊗W ((n− q))→ W (n)
is injective.
For m¿ 2q− 1, one has the following commutative diagram:
W ()(q) ⊗W ((q−1))⊗W ((m−2q+1)) ,1⊗Id−−−−→ W (q+(q−1))⊗W ((m−2q+1))
Id⊗ ,3
 ,4 
W ()(q) ⊗W ((m− q)) ,2−−−−−−−−−−−→ W (q+ (m− q));
where ,1; ,2 are Frobenius twisted multiplication maps, while ,3; ,4 are ordinary (sur-
jective) multiplication maps. Moreover the map ,1 is an isomorphism by Theorem 2.3.
This implies that the map ,2 is surjective for m− q¿ q− 1. Let q− 2= kt+ r, where
06 r ¡k. Now if n− q¿ (q− 2)=k+ 1 then
(n− q)k¿ (q− 2)=kk + k = tk + k = (tk + r) + (k − r)¿ q− 1;
which implies that the map
W ()(q) ⊗W ((n− q)k)→ W (q+ (n− q)k)
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is surjective, for (n− q)¿ (q− 2)=k+ 1, i.e.,
W ()(q) ⊗W ((n− q))→ W (n)
is surjective for n− q¿ (q− 2)=k. This proves the lemma.
2.2. The Hilbert–Kunz function for full 6ag varieties
Here we compute the Hilbert–Kunz function for pairs (X;L) where
X = G1=B1 × · · · × Gr=Br;
and
L=L(k11) · · ·L(krr);
where j denotes the sum of fundamental weights for a semisimple group Gj with a
chosen Borel subgroup Bj.
The KKunneth formula gives an isomorphism
H 0(X;L⊗n) = H 0(G1=B1;L(nk11))⊗k · · · ⊗k H 0(Gr=Br;L(nkrr)):
This implies that the graded ring
R=
⊗
n¿0
H 0(X;L⊗n)
is generated by its homogeneous elements of degree 1, which also generate the homo-
geneous maximal ideal m of R.
Theorem 2.5. With the above notations, let dimGi=Bi=di and suppose that k1¿ k2¿
· · ·¿ kr . Then the Hilbert–Kunz function of R is given by
HK(R)(q) = ‘(R=m(q))
=
tr+q∑
n=0
(nk1 + 1)d1 · · · (nkr + 1)dr
−
t1∑
n=0
[(k1 + 1)(nk1 + 1)]d1 · · · [(kr + 1)(nkr + 1)]dr
−
t2∑
t1+1
((n+ q)k1 + 1)d1 [(k2 + 1)(nk2 + 1)]d2 · · · [(kr + 1)(nkr + 1)]dr
...
−
tr∑
tr−1+1
((n+ q)k1+1)d1 · · · ((n+q)kr−1+1)dr−1 [(kr+1)(nkr+1)]dr ;
30 N. Fakhruddin, V. Trivedi / Journal of Pure and Applied Algebra 181 (2003) 23–52
where ti = (q− 2)=ki for 16 i6 r. The Hilbert–Kunz multiplicity of R is given by
c(R) = kd11 · · · kdrr
[∫ (1=kr)+1
0
td1+···+dr dt
− (k1 + 1)d1 · · · (kr + 1)dr
∫ 1=k1
0
td1+···+dr dt
− (k2 + 1)d2 · · · (kr + 1)dr
∫ 1=k2
1=k1
(1 + t)d1 td2+···+dr dt
...
− (kr + 1)dr
∫ 1=kr
1=kr−1
(1 + t)d1···+dr−1 tdr dt
]
:
Proof. For the sake of brevity we write
i = kii;
W (ni) = H 0(Gi=Bi;L(ni));
V (ni) =W (i)(q) ⊗W ((n− q)i);
and let
fni :V (ni) =W (i)
(q) ⊗W ((n− q)i)→ W (ni)
denote the Frobenius twisted multiplication map. Then we have (Lemma 2.2)
‘((R=m(q))n) =
∣∣∣∣W (n1)⊗ · · · ⊗W (nr)Imfn1 ⊗ · · · ⊗ Imfnr
∣∣∣∣ ;
where for a vector-space V , the number |V | denotes the dimension of V . By Lemma
2.4
|Imfn1 ⊗ · · · ⊗ Imfnr |=

|V (n1)⊗ · · · ⊗ V (nr)|; for n6 t1 + q;
|W (n1)⊗ V (n2)⊗ · · · ⊗ V (nr)|;
for t1 + q¡n6 t2 + q
...
|W (n1)⊗ · · · ⊗W (nr)⊗ V (nr)|;
for tr−1 + q¡n6 tr
|W (n1)⊗ · · · ⊗W (nr)|; tr ¡n:
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By the Weyl character formula for Gi=Bi, we have
|W (ni)|= |H 0(Gi=Bi;L(nkii))|= (nki + 1)di ; for n¿ 0
where di = dimGi=Bi. If n¡ 0 then W (ni) = 0. Therefore
|V (ni)|=
{
(ki + 1)di((n− q)ki + 1)di if n¿ q;
0 if n¡q:
Putting these equalities together we have
HK(R)(q) =
tr+q∑
n=0
(nk1 + 1)d1 · · · (nkr + 1)dr
−
t1+q∑
n=q
[(k1 + 1)((n− q)k1 + 1)]d1 · · · [(kr + 1)((n− q)kr + 1)]dr
...
−
tr+q∑
tr−1+q+1
(nk1 + 1)d1 · · · (nkr−1 + 1)dr−1 [(kr + 1)((n− q)kr + 1)]dr :
This gives the formula for the Hilbert–Kunz function of R. The formula for the
Hilbert–Kunz multiplicity, namely for c(R)= limn→∞ ‘(R=m(q))=qd, where q=pn, fol-
lows from the facts that d=dim R= d1 + · · ·+ dr +1 and for any positive integers r1
and r2 one has
lim
n→∞
1
pn(r1+r2+1)
(q−2)=k	∑
n=0
nr1 (n+ q)r2 =
∫ 1=k
0
tr1 (1 + t)r2 dt:
Corollary 2.6. Let X =G=B, let = sum of fundamental weights associated to (G; B),
and let k be a positive integer. Then for the graded ring R=
⊕
n¿0 H
0(X;L(nk)),
the homogeneous coordinate ring for the full 6ag variety, the Hilbert–Kunz function
is given by
HK(R)(q) = 1 + (k + 1)d + (2k + 1)d + · · ·+ ((q+ q− 2=k)k + 1)d
− (k + 1)d[1 + (k + 1)d + · · ·+ (q− 2=kk + 1)d]
and the Hilbert–Kunz multiplicity is given by
c(R) = (k + 1)d=(d+ 1):
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In particular for k = 1, i.e., for the ring R = ⊕n H 0(X;L(n)), the Hilbert–Kunz
function is
‘(R=m(q)) =
2q−2∑
n=0
(n+ 1)d − 2d
(q−2∑
0
(n+ 1)d
)
:
Moreover if we write the Hilbert polynomial of the graded ring R as
(n+ 1)d = e0
(
n+ d
d
)
− e1
(
n+ d− 1
d− 1
)
+ · · · (−1)ded
(
n
0
)
then
‘(R=m(q))
=e0
(
d+ 2q− 1
2q− 2
)
− e1
(
d+ 2q− 2
2q− 2
)
+ · · · (−1)ded
(
2q− 1
2q− 2
)
− 2d
[
e0
(
d+ q− 1
q− 2
)
− e1
(
d+ q− 2
q− 2
)
+ · · ·+ (−1)ded
(
q− 1
q− 2
)]
:
Question: Can one extend these results (or some version of them) for line-bundles
of the type L() where  denotes an arbitrary dominant weight? Note that the ho-
mogeneous coordinate ring for the PlKucker embedding of a Grassmannian is given by⊕
n¿0 H
0(G=B;L(n)), where  is one of the fundamental (hence dominant) weights,
where G = SLr(k) for some r.
3. Elliptic curves
3.1. Preliminaries
We 5rst recall brie&y the results. Mukai [14] which are relevant for our applications.
Throughout this subsection, E will denote an elliptic curve over an algebraically closed
ground 5eld k of characteristic p¿ 0. Let P=OE×E(0−E×O−O×E) be the PoincarSe
line bundle (see for example [8], Chapter IV) on E ×k E, where O is the origin for
the group structure on E, and 0 ⊂ E×k E is the diagonal. Let pi :E×k E → E, i=1; 2
be the two projections.
De'nition 3.1 (Fourier transform). We say that the weak index theorem holds for a
non-zero coherent sheaf F on E if for some i¿ 0, we have Rjp2∗(p∗1F⊗OE×E P)=0
for all j = i. In this case, we call i the index of F, and denote it by i(F); we then
de5ne the Fourier transform Fˆ to be
Fˆ= Ri(F)p2∗(p∗1F⊗OE×E P):
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We now list several properties of the Fourier transform on elliptic curves, which are
particular cases of results of Mukai.
Properties of the Fourier Transform 3.2. (i) If F satis5es the weak index theorem,
then so does Fˆ, with i(F) + i(Fˆ) = 1. Moreover
ˆˆF = (−1E)∗F;
where (−1E)∗ denotes the pullback of F under the map −1E :E → E, the inverse
map for the group structure on E. In particular, F = 0 implies Fˆ = 0, so the index
i(F) is well-de5ned.
(ii) The map F → Fˆ preserves direct sums, in the sense that if F;G both satisfy
the weak index theorem with the same index, then
F̂⊕ G ∼= Fˆ⊕ Gˆ:
In particular, if F satis5es the weak index theorem, then F is indecomposable if and
only if Fˆ is (recall that an indecomposable coherent sheaf is one which cannot be
expressed as a direct sum of two non-zero subsheaves).
(iii) If f :E′ → E is an isogeny of elliptic curves, and fˆ :E → E′ is the dual
isogeny, then for any coherent sheaf F on E′ which satis5es the weak index theorem,
we have
F̂ ⊕F ∼= fˆ∗Fˆ:
(iv) If F and G satisfy the weak index theorem, then there are canonical isomor-
phisms
ExtiE(F;G) ∼= Exti+,E (Fˆ; Gˆ)
for all i, where , = i(F)− i(G).
Example 3.3. (a) F = OE . Then i(F) = 1, and Fˆ = k(O), the skyscraper sheaf k
(identi5ed with the residue 5eld at O), supported at the origin O∈E.
(b) F=V, where V is any vector bundle on E with the property that H 1(E;V⊗OE
L′) = 0 for any line bundle L′ of degree 0 on E (for example, this holds if V=L
is any ample line bundle on E). In this case i(V) = 0, and Vˆ is also a vector bundle
on E, with invariants
rank Vˆ= degV; deg Vˆ=−rankV:
We sketch the proof of this statement. For this we recall the following Base Change
theorem from [8, Theorem 12.11].
Theorem 3.4. Let f :X → Y be a projective morphism of Noetherian schemes, let F
a coherent sheaf on X , 6at over Y . Let y be a point of Y , Then:
(a) if the natural map
3i(y) :Rif∗(F)⊗ k(y)→ Hi(Xy;Fy)
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is surjective, then it is an isomorphism, and the same is true for all y′ in a
suitable neighborhood of y;
(b) Assume that 3i(y) is surjective. Then the following conditions are equivalent:
(i) 3i−1(y) is also surjective;
(ii) Rif∗(F) is locally free in a neighborhood of y.
We apply Theorem 3.4 to F = p∗1V ⊗ P and to f = p2 :E × E → E. Since
Fy =V ⊗OE Ly, where Ly = P|E×k(y) is a line bundle of degree zero, we have
H 1(E×E|E×k(y);Fy)=0 and h0(E×E|E×k(y);Fy)=degFy=h0(E;V). This implies
31(y) = 0 (therefore i(V) = 0), and by Theorem 3.4(a), R1p2∗(p∗1V ⊗ P) = 0 and
hence, by Theorem 3.4(b), the map 30(y) is an isomorphism for all y∈E. Therefore
p2∗(p∗1V⊗P)⊗ k(y)  H 0(E;V);
which implies Vˆ= p2∗(p∗1V⊗P) is locally free on E with i(Vˆ) = 1− i(V) = 1.
Apply Theorem 3.4 to F=p∗1Vˆ⊗P and f=p2 then we have p2∗(p∗1Vˆ⊗P)=0, and
R1p2∗(p∗1Vˆ⊗P)  (−1E)∗V, which is locally free. Since 32(y) is an isomorphism
(zero map) and R2p2∗(p∗1Vˆ ⊗ P) is a locally free sheaf of modules (zero sheaf),
Theorem 3.4(b) implies 31(y) is an isomorphism for every y∈E. Hence, again by
Theorem 3.4(b), the map 30(y) is an isomorphisms for all y∈E. In particular the
isomorphism
31(O) :R1p2∗(p∗1Vˆ⊗ P)⊗OE k(O)→ H 1(E × E|E×O; Vˆ)
gives h1(E; Vˆ)=rankV. Similarly the surjectivity of 30(O) implies that H 0(E; Vˆ)=0.
Hence deg Vˆ=−rank Vˆ.
We now recall some results of Atiyah [2] on indecomposable vector bundles on
elliptic curves, using the following notation.
Notation 3.5. EE(r; d) denotes the set of isomorphism classes of indecomposable vec-
tor bundles over the elliptic curve E which have rank r and degree d.
Lemma 3.6. Let f :E → E′ be an isogeny of elliptic curves over an algebraically
closed 8eld k of characteristic p, and let V∈EE′(r; d). If gcd(r; d)=gcd(r; degf)=
gcd(r; p) = 1, then f∗V∈EE(r; (degf)d); in particular f∗V is indecomposable.
Proof. For an elliptic curve E, let 3E :E → Pic0(E) be the canonical isomorphism of
groups given by P → class of (P)− (O). Since (r; p) = 1, the set of r-torsion points
E′[r] = Z=rZ× Z=rZ, therefore there exist r2 line-bundles {Li}i in Pic0(E′) of order
dividing r. Now applying Lemma 19 of [2] to the proof of Lemma 22 of [2], we have
End(V) ∼=
⊕
i
Li :
Since f is a 5nite &at map we have
End(f∗V) = f∗End(V) =
⊕
i
f∗Li :
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Claim. The set {f∗Li}i is a distinct set of elements in Pic0(E).
Proof of the claim. Consider the following commutative diagram of morphism of
groups:
E′
3E′−−−−−−→ Pic0(E′)
fˆ
 f∗ 
E
3E−−−−−−−→ Pic0(E);
where fˆ is the dual isogeny of f. If {f∗Li}i is not a distinct set of elements then
fˆ is injective. Hence there exists P = OE′ , (OE′ is the identity element of the group
E′) and P ∈E′[r] such that fˆ(P) =OE′ . But then (degf)2P =f ◦ fˆ(P) =OE′ , which
contradicts the assumption that (degf; r) = 1. Hence the claim.
Therefore it follows that
End(f∗V) ∼=
⊕
i
f∗Li ;
where f∗Li are the set of r2 elements in Pic0(E) of order dividing r. In particular,
End(f∗V) = k is one-dimensional, and so f∗V is indecomposable. The rank and
degree of f∗V are then as stated in the lemma.
One of the key results of [2], giving a classi5cation of indecomposable vector bundles
of degree ¿ 0 on an elliptic curve, is the following.
Theorem 3.7. Let E be an elliptic curve over an algebraically closed 8eld k.
(1) For any integer r, there exists a unique vector bundle Fr ∈EE(r; 0) which has
h0(E;Fr) = dimH 0(E;Fr) = 1.
(2) (a) For any positive integer r, and a line bundle L∈EE(1; d), there exists
V∈EE(r; d) such that detV=L. Moreover
(b) V is unique if either gcd(r; d) = 1, or if E is a supersingular elliptic curve
in characteristic p, and gcd(r; d) is a power of p.
Proof. Statement (1) follows from Theorem 5 of [2]. The statement (2)(a) follows
from the fact that, in the corollary following Theorem 7 of [2], the map H :X → X
is surjective.
If gcd(r; d) = 1 then H :X → X is just an identity map. If E is a supersingular
elliptic curve then the set of p-torsion points of E consists of only identity element.
Hence in this case, if gcd(r; d) is a power of p, then the map H is again injective.
This implies (2)(b).
Another useful result (Lemma 15 from [2]) is the following.
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Lemma 3.8. Let V∈EE(r; d). Then:
(i) If d= 0, then either h0(E;V) = 1 and V=Fr , or H 0(E;V) = 0.
(ii) If d¿ 0, then h0(E;V) = d and h1(E;V) = 0.
(iii) If 0¡d¡r then there exists a trivial subbundle of V of rank h0(E;V).
(iv) If d¡ 0, then h0(E;V) = 0 and h1(E;V) =−d.
Notation 3.9. Let L∈PicE be a given line bundle of degree d. If there is a unique
vector bundle in EE(r; d) with determinant L, then we denote this vector bundle by
VL; r .
Recall, as given in [5], that K(X ) denotes the Grothendieck group of vector bun-
dles on a variety X ; there are well-de5ned homomorphisms rank : K(X ) → Z and
det : K(X ) → PicX , induced by the rank and determinant maps on the set of vector
bundles on X . If X is non-singular, there is a canonical isomorphism between the di-
visor class group CH 1(X ) of X , and the Picard group of line bundles Pic (X ), given
by D → OX (D). The homomorphism K(X )→ CH 1(X ) induced by the determinant is
the 5rst Chern class map c1 :K(X )→ CH 1(X ).
The following lemma is “standard”, though we do not have a speci5c reference (it is
a simple type of relative Riemann–Roch theorem “without denominators”, i.e., without
tensoring with Q).
Lemma 3.10. Let 6 :X → Y be a 8nite morphism between smooth projective curves
over an algebraically closed 8eld k. Then the composite map
f = det ◦ 6∗ : K(X )→ PicY
is given by
f(7) = det(6∗OX )⊗rank(7) ⊗ OY (6∗c1(7));
where on the right, 6∗ :CH 1(X )→ CH 1(Y ) is induced by
∑
i ni[xi] →
∑
i ni[6(xi)].
Proof. We may also regard K(X ) and K(Y ) as the corresponding Grothendieck groups
of coherent sheaves. Then K(X ) is generated by the classes of OX and the skyscraper
sheaves given by residue 5elds of closed points. One checks by direct computation
that the claimed formula for det ◦ 6∗ holds for OX as well as for Ox = (ix)∗k(x), the
skyscraper sheaf at x given by the residue 5eld k(x). Since det ◦ 6∗ as well as f are
homomorphisms K(X )→ PicY , which coincide on generators of K(X ), they must be
equal.
3.2. Computation of direct images under Frobenius iterates
In this subsection, we compute the decomposition into indecomposable vector bun-
dles of Fs∗L, where F :E → E is the absolute Frobenius morphism of an elliptic curve
E over an algebraically closed 5eld k; Fs is the s-fold iterate of F , and L is an ap-
propriate line bundle on E. Recall that the Frobenius morphism can be factorized as
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a composition E F
′
→ E(p) → E, where F ′ is the geometric Frobenius map (the k-linear
Frobenius, as in [8]), and the second morphism is an isomorphism of schemes, though
not of k-schemes. Hence, for any vector bundle V on E, in order to understand the
indecomposable components of F∗V, it is enough to do the same for F ′∗V on E
(p). So
we shall abuse notation to some extent and not distinguish between F and F ′ whenever
this does not a7ect the statements that we make. It is well known that if E is ordinary,
then the dual isogeny of F ′ is separable, whereas if E is supersingular, then the dual
isogeny of F ′ can be identi5ed with F ′ for the curve E(p) (since (E(p))(p) ∼= E—
any supersingular elliptic curve over an algebraically closed 5eld of characteristic p is
known to be de5ned over the sub5eld of cardinality p2).
Lemma 3.11. Let s¿ 0 be an integer, F :E → E the Frobenius mapping for an
elliptic curve E over an algebraically closed 8eld k of characteristic p.
(a) If E is ordinary, then Fs∗OE ∼= ⊕iLi, where the direct sum ranges over all line
bundles in Pic0(E) of order dividing ps. Moreover, det Fs∗OE is either OE , if
p¿ 2, or is the unique line bundle of order 2 on E, if p= 2.
(b) If E is supersingular, then Fs∗OE =VOE ;ps is the unique indecomposable vector
bundle on E of rank ps and trivial determinant.
Remark. For s= 1, the lemma is given in [2, III.4].
Proof. If E is ordinary, then the group of points in E of order dividing any given
power pr , has cardinality pr , so that it is in fact cyclic. By Property 3.2(iii) and
Example 3.3(a), we see that Fs∗OE ∼= ⊕iLi where Li ranges over all line bundles in
Pic0(E) of order dividing ps, as stated in the lemma. The statement about determinants
follows, since the sum of all the elements of a cyclic group of order ps is non-trivial
precisely when ps is a positive power of 2.
If E is supersingular, then the origin O is the only point of E(∼= Pic0(E)) of order
dividing q= ps. Therefore by Property 3.2(iii) and Example 3.3(a), we see that
F̂s∗OE ∼= (Fs)∗ÔE = (Fs)∗i∗k(O);
where i∗k(O) is the skyscraper sheaf at the origin associated to the residue 5eld; thus
F̂s∗OE is the skyscraper sheaf at the origin O with stalk OO;E=(mO;E)
q, which is clearly
an indecomposable coherent sheaf. Hence Fs∗OE is indecomposable; further, applying
the inverse Fourier transform to a composition series for the skyscraper sheaf F̂s∗OE ,
we see that Fs∗OE has a 5ltration with trivial line bundles as successive quotients, so
the conclusion in (b) of the lemma follows.
Notation 3.12. In Propositions 3.13 and 3.15 below, and their proofs, we use the fol-
lowing notation:
L= OE(n[O]) where n¿ 0 is an integer;
q= ps is a 5xed positive power of the characteristic p;
q′ = gcd(n; q) = pt; n′ = n=q′; q′′ = q=q′:
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Proposition 3.13. Let E be an ordinary elliptic curve, and L=OE(n[O]), with n¿ 0.
Then we have the following decomposition into indecomposable bundles:
Fs∗L=
⊕
i
VNi ;q=q′
where
Ni =
{
OE((n′ − 1)[O] + [:i]) if q= q′;
OE(n′[:i])⊗ # if q¿q′;
where :i runs over the subgroup of points of E of order dividing q′, and # ∼= det Fs∗OE
is either trivial, if p¿ 2, or the unique line bundle of degree 2, if p= 2.
Proof. Since by de5nition 06 t6 s (see 3.12), we can write Fs∗L=F
s−t
∗ (F
t
∗L). Since
F∗ is multiplication by p on PicE, and n= ptn′, the projection formula implies that
Ft∗L=L
′ ⊗ Ft∗OE (with L′ = OE(n′[O])):
Now by Lemma 3.11, we can rewrite this as
Ft∗L ∼= ⊕iL′ ⊗Li, where Li range over line bundles of order dividing q′.
Now we distinguish between two cases.
Case 1: s= t.
Then q′ = q¿ 1, and
Fs∗L=
⊕
i
OE(n′[O] + [:i]− [O]) =
⊕
i
OE((n′ − 1)[O] + [:i]):
Case 2: s¿ t.
Then
Ft∗L ∼=
⊕
i
L′ ⊗ Li ∼=
⊕
i
OE(n′[:i]);
where :i range over the points of order dividing q′ in the group E; because the line
bundles OE([:i]− [O]) range over the q′-torsion subgroup of Pic0(E), on which multi-
plication by n′ is bijective, so that OE(n′[:i]− n′[O]) also range over the same set of
line bundles.
Since Pic0(E) is a divisible abelian group, we can write Li =M
⊗q′′
i for some
Mi ∈Pic0(E). Hence
Fs∗L= F
s−t
∗
(⊕
i
(L′ ⊗Li)
)
∼=
⊕
i
((Fs−t∗ L
′)⊗Mi):
Since gcd(p; degL′)=1, Lemma 3.6 (applied to the dual isogeny of Fs−t) implies that
Fs−t∗ L
′ is an indecomposable vector bundle of rank q=q′= q′′. Hence the above direct
sum decomposition of Fs∗L is the decomposition into indecomposable components. By
Lemma 3.10, we have det Fs−t∗ L
′ =L′ ⊗ #, and so
det((Fs−t∗ L
′)⊗Mi) ∼=L′ ⊗ #⊗M⊗q
′′
i
∼=Ni ;
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where Ni is as in the statement of the proposition. Since gcd(q′′; n′) = 1, there is a
unique indecomposable vector bundle of rank q′′ and determinant Ni, and so
(Fs−t∗ L
′)⊗Mi ∼=VNi ;q′′ =VNi ;q=q′ :
To handle the supersingular case, we recall the following result of Oda (see [15,
Theorem 2.16, and its proof]).
Theorem 3.14 (Oda). Let E be a supersingular elliptic curve, and V an indecompos-
able vector bundle of rank r and degree d=pa. Let d′=gcd(r; d) and r′= r=d′. Then
F∗V is indecomposable if d′=1, or if d′ = 1 and p | r′. Otherwise F∗V decomposes
as a direct sum of p isomorphic indecomposable vector bundles of rank r=p and
degree d.
Proposition 3.15. Let E be a supersingular elliptic curve over an algebraically closed
8eld k of characteristic p, and let L = OE(n[O]). Let q1 = min(q′; q′′); n1 = n=q1.
Then we have a decomposition
Fs∗L= (VOE(n′[O]);q=q1 )
⊕q1 :
Proof. As in the proof of 3.13, we 5rst note that by the projection formula,
Ft∗L=L
′ ⊗ Ft∗OE =L′ ⊗VOE ;q′ ;
where L′ = OE(n′[O]).
Case 1: s= t.
Then Fs∗L=VOE(n[O]);q, and we are done.
Case 2: s¿ t.
Then gcd(p; n′) = 1. Let
W =L′ ⊗VOE ;q′ :
Since degW¿ 0, it follows from Example 3.3, (b), and Lemma 3.8, that Wˆ is de5ned,
and is an indecomposable vector bundle of rank n and degree −q′. Applying Theorem
3.14 repeatedly, we deduce that (Fs−t)∗Wˆ decomposes as a direct sum of q1 isomorphic
indecomposable vector bundles of rank n=q1 and degree −q=q1. Then Fs−t∗ W is also
a direct sum of q1 isomorphic vector bundles of rank q=q1 and degree n=q1. Since
det Fs−t∗ W = OE(n[O]), the determinant of each of these isomorphic vector bundle
summands is OE((n=q1)[O]). Now Theorem 3.7 implies the proposition.
3.3. Computation of cohomology
As above, E will continue to denote an elliptic curve over an algebraically closed
5eld k of characteristic p.
Theorem 3.16. Let V be an indecomposable vector bundle of degree d¿ 0 and rank
r on E, and let L be a line bundle of degree n¿ 0 on E. Let
mL;V :H 0(E;L)⊗k H 0(E;V)→ H 0(E;L⊗OE V)
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be the canonical multiplication map. Then we have the following.
(a) If d6 r, then
dimk cokermL;V = d+ n(r − d):
(b) If d¿r, then
dimk cokermL;V =

0 if d+ (r − d)n¡ 0;
d+ n(r − d) if d+ (r − d)n¿ 0;
0 if d= (d− r)n and detV ∼=L⊗d−r ;
1 if d= (d− r)n and detV ∼=L⊗d−r :
Proof. Case 1: d6 r.
If d¡r, then by Lemma 3.8, there is a trivial subbundle T of V of rank h0(E;V),
such that the inclusion T → V induces an isomorphism on global sections. Since
mL;T is an isomorphism, it follows that mL;V is an inclusion, and is hence of rank
n · h0(E;V) = nd, and the cokernel of mL;V has the speci5ed dimension.
If d= r, then by Lemma 12 of [2], there is a 5ltration
0 =V0 ⊂V1 ⊂ · · · ⊂Vr =V
by subbundles such that the successive quotients Li =Vi+1=Vi are all line bundles
of degree 1 on E, for 06 i6 r − 1. Therefore H 0(E;Li) = 1 and H 1(E;Li) = 0.
Choose a nonzero section < :O→Li. It is an injective map and induces the canonical
isomorphism <˜ :H 0(E;O)→ H 0(E;Li). This gives the following commutative diagram
of canonical maps:
H 0(E;L)⊗ H 0(E;O) mL;O−−−−−→ H 0(E;L)
Id⊗<˜
 =
H 0(E;L)⊗ H 0(E;Li)
mL;Li−−−−−→ H 0(E;L⊗Li);
where mL;O and Id ⊗ <˜ are isomorphisms and = is injective, which implies mL;Li is
injective for all i¿ 0. From this, the exact sequences
0→ H 0(E;Vi)→ H 0(E;Vi+1)→ H 0(E;Li)→ 0
and induction on i, one sees that the map mL;Vi is injective for i¿ 0. Hence the
cokernel of mL;V = mL;Vr has the speci5ed dimension.
Case 2: d¿r.
We 5rst claim that V is generated by global sections. For this, it is enough to show
that H 1(E;V(−x)) = 0 for each (closed) point x∈E. This follows from Lemma 3.8
because V(−x) is indecomposable of degree d− r ¿ 0.
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Next, let
K= ker(H 0(E;V)⊗k OE →V):
Claim. K is an indecomposable vector bundle.
Proof of the claim. For this, we will again make repeated use of the Fourier transform.
As, by Lemma 3.8 and Example 3.3(b), i(V) = 0 and i(OE) = 1, we get that by
applying the Fourier transform to the exact sequence
0→K→ H 0(E;V)⊗k OE →V→ 0; (3.1)
we obtain an exact sequence of Fourier transforms
0→ Vˆ→ Kˆ→ H 0(E;V)⊗k ÔE → 0: (3.2)
Applying the functors ExtiE(ÔE;−) (where ÔE is a skyscraper sheaf at O with stalk
equal to the k(O)), we get an exact sequence
0 → HomE(ÔE; Vˆ)→ HomE(ÔE; Kˆ)→ H 0(E;V)⊗k HomE(ÔE; ÔE)
@→ Ext1E(ÔE; Vˆ)→ Ext1E(ÔE; Kˆ)→ H 0(E;V)⊗k Ext1E(ÔE; ÔE)→ 0:
Since Vˆ is a vector bundle, while ÔE is a torsion sheaf, we have HomE(ÔE; Vˆ) = 0.
Therefore to prove that HomE(ÔE; Kˆ) = 0, it is enough to prove that the boundary
map @ is an isomorphism. For the sake of brevity let us denote H 0(E;V) ⊗k OE by
F. We have i(V) = 0; i(F) = 1 and therefore i(K) = 1.
Following the notation used in [14], for a coherent sheaf G on E, let G[i] denote
the class in the derived category D(E) of the complex with G at ith place and zero
elsewhere. Now the short exact sequence
0→K→F→V→ 0
of OE-modules gives an exact sequence of complexes
0→K[0]→F[0]→V[0]→ 0:
Hence it gives a distinguished triangle
K[0]→F[0]→V[0]→K[1]
in D(E). Let R?ˆ :D(E) → D(Eˆ) be the derived functor as given in [14] (Section 1).
Then we recall that if G is a coherent sheaf on E for which the weak index theorem
holds with index i(G), then R?ˆ(G[0]) = Gˆ[ − i(G)]. Since R?ˆ :D(E) → D(Eˆ) is an
equivalence of categories, the cohomological functor
HomD(E)(OE[0]; ·) :D(E)→ Ab
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gives the following commutative diagram of long exact sequences and an isomorphism
between them
HomD(E)(OE [0];K[0]) −−−→ HomD(E)(OE [0];F[0]) −−−→ HomD(E)(OE [0];V[0])
∼=
 ∼=  ∼= 
HomD(Eˆ)(R?ˆOE [0]; R?ˆK[0]) −−−→ HomD(Eˆ)(R?ˆOE [0]; R?ˆF[0]) −−−→ HomD(Eˆ)(R?ˆOE [0]; R?ˆV[0]);
which is
HomD(E)(OE [0];K[0]) −−−→ HomD(E)(OE [0];F[0]) −−−→ HomD(E)(OE [0];V[0])
∼=
 ∼=  ∼= 
HomD(Eˆ)(ÔE [− 1]; Kˆ[− 1]) −−−→ HomD(Eˆ)(ÔE [− 1]; Fˆ[− 1]) −−−→ HomD(Eˆ)(ÔE [− 1]; Vˆ[0]);
which is same as the following commutative diagram:
HomOE (OE;K) −→ HomOE (OE;F)
=−→ HomOE (OE;V)
∼=
 ∼=  ∼= 
HomOE (ÔE; Kˆ) −→ HomOE (ÔE; Fˆ) @−→ Ext1OE (ÔE; Vˆ);
Since = is the isomorphism obtained from Eq. (3.1), the map @ is an isomorphism as
well. Thus HomE(ÔE; Kˆ) = 0, and since Kˆ and Vˆ coincide outside the point O, we
see that Kˆ is a vector bundle. Clearly its rank equals that of Vˆ, which is degV= d.
Since h0(E;V) = d, we see that the exact sequence (3.2) is isomorphic to
0→ Kˆ(−[O])→ Kˆ→ Kˆ⊗ i∗k(O)→ 0;
where i∗k(O) is the skscraper sheaf at O with the residue 5eld as stalk. In particular,
Kˆ(−[O]) ∼= Vˆ is indecomposable, and hence so are Kˆ and K. This proves the claim.
Returning to our computation of the dimension of cokermL;V when d¿r, we have
an exact sequence
0→K⊗OE L→ H 0(E;V)⊗k L→V⊗OE L→ 0
which gives rise to an exact sequence
H 0(E;V)⊗k H 0(E;L) mL;V→ H 0(E;V⊗OE L)→ H 1(E;K⊗OE L)→ 0
(since H 1(E;L) = 0). Thus
dim cokermL;V = h1(E;K⊗OE L):
NowK⊗OEL is indecomposable of rank d−r and degree (d−r)n−d, with determinant
detV−1 ⊗ L⊗d−r . The remainder of the proof is a straightforward application of
Lemma 3.8.
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3.4. Computation of the Hilbert–Kunz function for elliptic curves
Here we compute the Hilbert–Kunz functions for elliptic curves, for arbitrary embed-
dings by complete linear systems. For an elliptic curve E over an algebraically closed
5eld k of characteristic p, and a very ample line bundle L on E of degree n, we have
the associated homogeneous coordinate ring R =
⊗
m¿0 H
0(E;L⊗m) with its graded
maximal ideal m=
⊗
m¿0 H
0(E;L⊗m). Then the Samuel multiplicity of R (relative to
m) is n, the degree of L. For q a power of p, the Hilbert–Kunz function
HKR(q) = ‘(R=m(q))
is given by the following results, corresponding to the cases where E is ordinary or
supersingular.
Theorem 3.17. Let E be an ordinary elliptic curve, and let L be a very ample line
bundle on E of degree n¿ 3, as above. Then for q= ps,
HKR(q) =
nq(q+ 1)
2
− (n− 1) + nq
(⌈
q
n− 1
⌉
− 1
)
− n(n− 1)
2
⌈
q
n− 1
⌉(⌈
q
n− 1
)
+ @;
where
@=
{
1 if n− 1 = pl with 16 l6 s; and further l¡ s if p= 2;
0 otherwise:
Theorem 3.18. If E is supersingular, and L is a very ample line bundle of degree
n¿ 3 as above, then for q= ps,
HKR(q) =
nq(q+ 1)
2
− (n− 1) + nq
(⌈
q
n− 1
)
− n(n− 1)
2
⌈
q
n− 1
⌉(⌈
q
n− 1
)
+
q
n− 1@1 + (n− 1)@2;
where
@1 =
{
1 if n− 1 = pl with s=26 l6 s;
0 otherwise;
and
@2 =
{
1 if n− 1 = pl with s=2¿l;
0 otherwise:
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Corollary 3.19. The Hilbert–Kunz multiplicity of the homogeneous coordinate ring R
of an elliptic curve embedded by a complete linear system is
cR =
n2
2(n− 1) ;
where n is the Samuel multiplicity of R.
Before proving Theorems 3.17 and 3.18 we make a few general remarks. Note that
for a very ample line bundle L on E of degree n, we have h0(E;L⊗m) = mn for
all m¿ 0. Also, L ∼= OE(n[P]) for some point P of E; changing the origin of E
(the identity element for the group structure) if necessary, which changes the group
structure, but not the homogeneous coordinate ring, we may assume without loss of
generality that L= OE(n[O]) where O is the origin.
We let ,m denote the Frobenius-twisted multiplication map
,m :Rm ⊗ R(q)1 → Rm+q;
,m(a⊗ b) = abq;
where q= ps is any power of p. We then have (Lemma 2.2)
R=m(q) =
⊕
m¿0
Rm
image(Rm−q ⊗ R(q)1 )
=
⊕
m¿0
Rm
image ,m−q
:
Since the diagram
H 0(E;L⊗m)⊗ H 0(E;L)(q) ,m−−−−−→ H 0(E;L⊗m+q)
∼=
  ∼=
H 0(E; Fs∗L
⊗m)⊗ H 0(E;L) ’m−−−−−→ H 0(E; Fs∗L⊗m+q)
commutes, where the horizontal arrows are k-linear, and the vertical arrows are twisted
Frobenius linear isomorphisms, we get an equality between lengths
‘
(
Rm+q
imageRm ⊗ R(q)1
)
= ‘(coker ,m) = ‘(coker ’m):
Hence
‘
(
R
m(q)
)
= h0(E;OE) + h0(E;L) + · · ·+ h0(E;L⊗q−1)
+ (h0(E;L⊗q)− h0(E;L)) +
∑
m¿1
‘(coker ’m)
=
nq(q+ 1)
2
− (n− 1) +
∑
m¿1
‘(coker ’m): (3.3)
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Proof of Theorem 3.17. For any m¿ 1 and q= ps, let
q′ = pt = gcd(mn; q); m′ =
mn
q′
; L′ = OE(m′[O]):
Then by Proposition 3.13 we have a decomposition into indecomposable direct sum-
mand
Fs∗L
⊗m =
⊕
i
VNi ;q=q′ ;
Ni =
{
OE((m′ − 1)[O] + [:i]) if q= q′;
OE(m′[:i])⊗ # if q¿q′;
where :i runs over the points of the group (E;O) of order dividing q′, and #=det F∗OE
is given by Lemma 3.11.
Let Vi =VNi ;q=q′ . Then deg Vi = di = m
′, rank Vi = ri = q=q′. If
mL;Vi :H
0(E;Vi)⊗k H 0 (E;L)→ H 0(E;Vi ⊗OE L)
is the multiplication map on sections, then we have
‘(coker ’m) =
∑
i
‘(cokermL;Vi):
Now applying Theorem 3.16, we have the following.
Case 1: 16m6 q=n, i.e., 0¡di6 ri for all i. Then
‘(cokermL;Vi) =
(q− m(n− 1))n
q′
and ‘(coker 3m) = (q− m(n− 1))n:
Therefore∑
16m6q=n
‘(coker 3m) =
∑
16m6q=n
(q− m(n− 1))n:
Case 2: q=n¡m, i.e., di ¿ ri ¿ 0 for all i.
We consider three subcases.
(a) First suppose m¿q=(n − 1), or equivalently −(di + (ri − di)n)¿ 0; then
coker 3m = 0.
(b) Next, suppose q=n¡m¡q=(n− 1), i.e., −(di + (ri − di)n)¡ 0. Then
‘ (cokermL;Vi) =
(q− m(n− 1))n
q′
and ‘(coker 3m) = (q− m(n− 1))n:
(c) Finally suppose m= q=(n− 1), so that di + (ri − di)n= 0. This can happen only
if n− 1 = pl for some 16 l6 s, and m= ps−l = q′¡q.
If q′ = 1, then
det(Vi)−1 ⊗L ∼= OE(−n[:i] + n[O])⊗ # ∼= #;
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since :i runs over the points of order dividing q′ = 1, so that there is only one
value of the index i and :i = O. Hence
‘(coker 3m) = ‘(cokermL;Vi) = h
1(E; det(Vi)−1 ⊗L) =
{
0 if p= 2
1 if p¿ 2
If q′¿ 1, then
det(Vi)−1 ⊗L ∼= OE(−n[:i] + n[O])⊗ # ∼= #
is a line bundle of degree 0, isomorphic to OE for precisely one value of i;
then coker(mL;Vi) is one-dimensional for precisely that value of i, and vanishes
otherwise; hence coker 3m is one-dimensional.
Therefore
∑
m¿q=n
‘(coker 3m) =
q=(n−1)−1∑
m=q=n	+1
(q− m(n− 1))n
+ @;
where @ is de5ned as in the statement of the theorem.
Putting together all of the above cases, yields
HKR(q) =
nq(q+ 1)
2
− (n− 1) +
q=(n−1)−1∑
m=1
(q− m(n− 1))n
+ @;
Hence the theorem.
Proof of Theorem 3.18. Now E is assumed to be supersingular. For any given m¿ 1
and for q= ps, de5ne
gcd(n; q) = pt0 ; q′ = gcd(mn; q) = pt; m′ = mn=q′:
Let V=VN; r denote the unique indecomposable vector bundle on E of rank r with
determinant N, where N= OE(d[O]) with
d=
mn
min(q′; q=q′)
and r =
q
min(q′; q=q′)
:
By Proposition 3.15, we have a splitting into indecomposable vector bundles
Fs∗L
⊗m =V⊕min(q
′ ; q=q′):
Therefore
‘(coker 3m) = min(q′; q=q′)‘(cokermL;V)
where as before
mL;V :H 0(E;L)⊗k H 0(E;V)→ H 0(E;L⊗OE V)
is the multiplication map.
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Case 1: q′6 q=q′, so that 2t6 s. Then degV=d=m′ and rankV= r= q=q′. Then
−d+ n(d− r) = (−n=q′)(q− (n− 1)m).
We now consider several subcases.
(a) m6 (q=n), that is 16d6 r. Then
‘(cokermL;V) =
n
q′
(q− (n− 1)m) and ‘(coker 3m) = n(q− (n− 1)m):
(b) (q=n)¡m¡q=(n− 1). Then −d+ n(d− r)¡ 0 and d¿r, so
‘(cokermL;V) =
n
q′
(q− (n− 1)m) and ‘(coker 3m) = n(q− (n− 1)m):
(c) m¿q=(n − 1), i.e., −d + n(d − r)¿ 0. In this case cokermL;V = 0, and so
coker 3m = 0.
(d) m = q=(n − 1). This means n − 1 = pl for some l, and m = q′ = ps−l. Then
s=26 l6 s. In this case we compute readily that det(V)−1 ⊗L ∼= OE , so that
‘(cokermL;V) = 1, and so
‘(coker 3m) = ps−l =
q
n− 1 :
Therefore
[s=2]∑
t=0
∑
{m¿1|
gcd(mn;q)=pt}
‘(coker ’m)
=

[s=2]∑
t=0
∑
{16m¡q=(n−1)|
gcd(mn;q)=pt}
n(q− (n− 1)m)
+ qn− 1@1;
where @1 is de5ned as in the statement of the theorem.
Case 2: q¿q′¿q=q′, i.e., s=2¡t¡s. In this case the decomposition of Fs∗L
⊗m
becomes
Fs∗L
⊗m =V⊗q=q
′
;
with
rankV= r = q′ and det(V) =N= OE
(
nmq′
q
[O]
)
:
Again we further divide the argument into subcases.
(a) 16m6 q=n, i.e., 16d6 r, and so
‘(cokermL;V) =
nq′
q(q− (n− 1)m) and ‘(coker 3m) = n(q− (n− 1)m):
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(b) m¿q=(n − 1), i.e., −d + (d − r)n = (−nq′)(q)(q − (n − 1)m)¿ 0 and d¿r.
Hence cokermL;V = 0; coker 3m = 0.
(c) (q=n)¡m¡q=(n− 1), i.e., d¿r and −d+ (d− r)n¡ 0. Hence
‘(cokermL;V) =
nq′
q
(q− (n− 1)m) and ‘(coker 3m) = n(q− (n− 1)m):
(d) m(n−1)=q. This is possible only if n−1=pl and m=ps−l=q′ where 2l¡ s (since
we assumed q′¿q=q′). Since in this case we see that det(V)−1⊗L⊗d−r ∼= OE ,
we have
‘(cokermL;V) = 1 and ‘(coker 3m) = q=q′ = pl = n− 1:
Therefore
s−1∑
t=[s=2]+1
∑
{m|
gcd(mn;q)=pt}
‘(coker ’m)
=

s−1∑
t=[s=2]+1
∑
{16m¡q=(n−1)|
gcd(mn;q)=pt}
n(q− (n− 1)m
+ (n− 1)@2;
where @2 is de5ned as in the theorem.
Case 3: q = q′¿ 1. This implies q|mn. In this case Fs∗L⊗m =V =VN; r is inde-
composable with determinant N=OE(mn[O])=L⊗m and rank r=q. We again divide
the argument into subcases.
(a) m6 q=n. Then in fact mn = q, so that n = pl with l6 s, and m = ps−l, so that
‘(coker 3m) = mn= q.
(b) (q=n)¡m¡q=(n−1). Then q¡nm¡n=(n−1)q. Since q|nm and n¿ 3, so that
1¡n=(n− 1)¡ 2, this subcase cannot occur.
(c) m¿q=(n− 1). Hence degV=mn¿q= rankV, and −d+ n(d− r)¿ 0. In this
case cokermL;V = coker 3m = 0.
Therefore ∑
{m|gcd(mn;q)=ps}
‘(coker ’m) = q@3;
where
@3 =
1 if n= pl for 16 l6 s
0 otherwise:
Again, combining all the above cases, we will obtain the formula for HKR(q)
stated in the theorem, as follows. It clearly suQces (see Eq. (3.3)) to compute
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m¿1 ‘(coker ’m), and we have
∑
m¿1
‘(coker ’m) =

s−1∑
t=0
∑
{16m6q=(n−1)−1|
gcd(mn;q)=pt}
n(q− (n− 1)m)

+
q
n− 1@1 + (n− 1)@2 + q@3:
But {
16m6
⌈
q
n− 1
⌉
− 1 | gcd(mn; q) = pt
}
=
{
pt−t0 i | 16 i6
⌈
s− (t − t0)
n− 1
⌉
− 1
}∖
{
pt+1−t0 i | 16 i6
⌈
s− (t − t0)
n− 1
⌉
− 1
}
:
Therefore if
g(pt) =
(ps−(t−t0))=(n−1)−1∑
i=1
n(q+ (1− n)pt−t0 i);
then we have∑
m¿1
‘(coker ’m) =
[
s−1∑
t=t0
(g(pt)− g(pt+1))
]
+
q
n− 1 @1 + (n− 1)@2 + q@3
= g(pt0 )− g(ps) + q
n− 1@1 + (n− 1)@2 + q@3:
One veri5es that if n=pl for some 16 l6 s, then g(ps)= q@3 = q, and otherwise (if
n is not a power of p) g(ps) = q@3 = 0. Hence∑
m¿1
‘(coker ’m) = g(pt0 ) +
q
n− 1@1 + (n− 1)@2:
This immediately implies the formula stated in Theorem 3.18.
4. Proof of Theorem 1.1
We now prove the formula stated in Theorem 1.1. We will use slightly di7erent
notation here.
Let {Ei} and {Gi=Bi} be arbitrary 5nite sets of elliptic curves and full &ag varieties
respectively. Let {O(ni[O])} and {L(kii)}, respectively, be very ample line bundles
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on these varieties, where i=sum of fundamental weights associated to the pair (Gi; Bi).
Let
Z = E1 × · · · × Er × G1=B1 × · · ·Gs=Bs and let
L= O(n1[O])⊗ · · · ⊗ O(nr[O])⊗L(k11)⊗ · · · ⊗L(kss):
Then, as seen earlier,
rank(H 0(Gi=Bi;L(kii))(q) ⊗ H 0(Gi=Bi;L(mkii))→ H 0(Gi=Bi;L((m+ q)kii)))
=(mki + 1)di(ki + 1)di if m6 q− 2=ki
=((m+ q)ki + 1)di m¿ q− 2=ki:
rank(H 0(Ei;L(kii))(q) ⊗ H 0(Ei;L(mkii))→ H 0(Ei;L((m+ q)kii)))
=n2i m if 16m6 q=ni − 1 − 1
=ni(m+ q) + 0i if m¿ q=ni − 1 − 1;
where 0i is a linear polynomial in q and is nonzero only if m= q=(n− 1).
We will assume, for simplicity of exposition, that n16 · · · ni16 k1 + 16 · · · kj1 +
1¡ni1+16 · · ·6 nr6 kj1+16 · · ·6 kt+1. The proof of Theorem 1.1 in the remaining
cases is only notationally di7erent.
Then we have
q=n1 − 1 − 1¿ q=n2 − 1 − 1¿ · · ·¿ q− 2=k1¿ · · ·¿ · · ·¿ q− 2=kt:
For q0,
‘(R=m(q))
=1− h0(Z;L) +
q+q=n−1−1∑
m¿1
h0(Z;Lm)−
q=n−1−1∑
m¿1
rank(H 0(Z;L)(q) ⊗ H 0(Z;Lm))
=1− h0(Z;L) +
q+q=n1−1−1∑
t=1
(tkj1+j2 + 1)
dj1+j2 · · · (tk1 + 1)d1 ti1+i2ni1+i2 · · · n1
−
q−2=kj1+j2	∑
m=1
[((kj1+j2 + 1)(mkj1+j2+1))
dj1+j2 · · ·((mk1+1)(k1+1))d1 ][n2i1+i2 · · ·n21mi1+i2 ]
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−
q−2=kj1+j2−1	∑
q−2=kj1+j2	+1
((m+ q)kj1+j2 + 1)
dj1+j2 [((mkj1+j2−11+)(kj1+j2−1 + 1))
dj1+j2−1
· · · ((mk1 + 1)(k1 + 1))d1 ][ni1+i2 · · · n21mi1+i2 ]
...
−
q=ni1+i2−1−1∑
q−2=kj1+1	+1
[((m+q)kj1+j2+1)
dj1+j2 · · · ((m+q)kj1+1+1)dj1+1 ][((mkj1 + 1)(kj1+1))dj1
· · · ((mk1 + 1)(k1 + 1))d1 ][n2i1+i2 · · · n21mi1+i2 ]
−
q=ni1+i2−1−1∑
q=ni1+i2−1−1
[((m+ q)kj1+j2+1)
dj1+j2 · · · ((m+q)kj1+1+1)dj1+1][((mkj1+1)(kj1+1))dj1
· · · ((mk1 + 1)(k1 + 1))d1 ] [ni1+i2 (m+ q) + 0i1+i2 ](n2i1+i2−1 · · · n21mi1+i2−1)
...
−
q=n1−1∑
q=n2−1−1
[((m+ q)kj1+j2 + 1)
dj1+j2 · · · ((m+ q)k1 + 1)d1 ] [(ni1+i2 (m+ q) + 0i1+i2 )
· · · (n2(m+ q) + 02)]n21m:
Therefore
C(R) = ‘(R=m(q))=qd1+···+dt+r
=(k
dj1+j2
j1+j2 · · · kd11 )(ni1+i2 · · · n1)
[∫ 1+1=(n1−1)
0
tdj1+j2+···+d1+i1+i2 dt
− (kj1+j2+1)dj1+j2 · · · (k1+1)d1 )(ni1+i2 · · · n1)
∫ 1=(kj1+j2 )
0
tdj1+j2+···+d1+i1+i2 dt
− (kj1+j2−1+1)dj1+j2−1 · · · (k1+1)d1 (ni1+i2 · · ·n1)
∫ 1=(kj1+j2−1)
1=(kj1+j2)
(1+t)dj1+j2 tdj1+j2−1+···+d1+i1+i2 dt
...
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− (kj1 + 1)dj1 · · · (k1 + 1)d1 (ni1+i2 · · · n1)
∫ 1=(ni1+i2−1)
1=(k(j1+1))
(1 + t)dj1+j2+···dj1+1 tdj1+···+d1+i1+i2 dt
−(kj1+1)dj1 · · ·(k1+1)d1 (ni1+i2−1· · ·n1)
∫ 1=(ni1+i2−1−1)
1=(ni1+i2−1)
(1+t)dj1+j2+···dj1+1+1tdj1+···+d1+i1+i2−1dt
− n1
∫ 1=(n1−1)
1=(n2−1)
(1 + t)dj1+j2+···+d1+i1+i2−1 dt
]
:
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