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THE ADJOINT ALGEBRA FOR 2-CATEGORIES
NOELIA BORTOLUSSI AND MARTI´N MOMBELLI
Abstract. For any 0-cell B in a 2-category B we introduce the notion
of adjoint algebra AdB . This is an algebra in the center of B. We
prove that, if C is a finite tensor category, this notion applied to the 2-
category CMod of C-module categories, coincides with the one introduced
by Shimizu [14]. As a consequence of this general approach, we obtain
new results on the adjoint algebra for tensor categories.
Introduction
In [13], the author introduces the notion of adjoint algebra AC and the
space of class functions CF(C) for any finite tensor category C. The adjoint
algebra is defined as the end
AC =
∫
X∈C
X⊗X∗.
The object AC is in fact an algebra in the Drinfeld center Z(C). Both, the
adjoint algebra and the space of class functions, are interesting objects that
generalize the well known adjoint representation and the character algebra
of a finite group. In [14], the author introduces the notion of adjoint algebra
AM and the space of class functions CF(M) associated to any left C-module
category M, generalizing the definitions given in [13].
The present paper is born in the search of a way to compute the adjoint
algebra of a finite tensor category graded by a finite group. Let G be a
finite group, and D = ⊕g∈GCg be a G-graded tensor category. In this case
C = C1 is a tensor subcategory of D, and for each g ∈ G, Cg is an invertible
C-module category. Our goal is to relate the adjoint algebras AD and AC .
In principle, we did not have enough intuition nor tools to achieve this. We
suspected that the algebra AD is related to ⊕g∈GACg , and each algebra ACg
is related to AC. Since a direct approach to the computation of AD was not
successful, we had to make a plan using different tools.
Our starting point is a result obtained in [1]. In loc. cit. the notion of a
group action on a 2-category B is introduced. For a group G actiong on B, it
is also introduced a new 2-category BG, called the G-equivariantization. As
a main example, if D = ⊕g∈GCg is a G-graded tensor category, it is shown
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that the group G acts on the 2-category CMod of C-module categories and
there is a 2-equivalence of 2-categories
(0.1) (CMod)
G ≃ DMod.
In this way, we can relate the tensor categories D and C using tools from
the theory of 2-categories. Our plan, to compute the adjoint algebra AD, is
the following:
• Generalize the notion of adjoint algebra to the realm of 2-categories,
such that when applied to CMod it coincides with the notion intro-
duced by Shimizu.
• Study how the adjoint algebra defined on 2-categories behaves under
2-equivalences.
• Apply the results obtained in the previous items, and use the biequiv-
alence (0.1) to present some relation between AD and AC.
In the present contribution we focused only on the first two steps. The last
step will be developed in a subsequent paper.
The contents of this work are organized as follows. In Section 1, we
discuss some preliminary notions and results on ends and coends in finite
categories. In Section 2 we collect the necessary material on finite tensor
categories and their representations that will be needed. In Section 3 we
recall the definition given in [14] of the adjoint algebra AM associated to
a representation M of a finite tensor category C. In Section 4 we begin
by recalling the basics of the theory of 2-categories, we recall the definition
of pseudonatural transformations, pseudofunctors, and we also recall the
definition of the center of a 2-category B, which is a monoidal category
Z(B). We also introduce the notion of a rigid 2-category; a straightforward
generalization of the notion of rigid monoidal category, this is a 2-category
such that any 1-cell has left and right duals. For any finite tensor category
C, the rigid 2-category of (left) C-module categories, denoted by CMod is
developed thoroughly; in particular we prove that the center Z(CMod) is
monoidally equivalent to Z(C). This is a crucial result, since we would like
to relate the adjoint algebra of CMod and the one introduced by Shimizu.
Finally, in Section 5, for any rigid 2-category B, and any 0-cell B ∈ B,
we introduce an algebra AdB in the center Z(B). The definition of this
object and its product seem to be quite natural. There is a price to pay
for this simplicity; the proof that, the adjoint algebras for CMod and for C
are isomorphic, is quite cumbersome. Finally, we show that if F : B → B˜
is a 2-equivalence of 2-categories, this establishes a monoidal equivalence
F̂ : Z(B)→ Z(B˜), and for any 0-cell B there is an isomorphism F̂(AdB) ≃
AdF(B) of algebras. We apply this result to the 2-category CMod of C-
module categories to obtain some results on the adjoint algebra for tensor
categories.
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1. Preliminaries
Throughout this paper k will denote an algebraically closed field. All
categories are assumed to be abelian k-linear, all functors are additive k-
linear, and all vector spaces and algebras are assumed to be over k. We
shall also denote by Rex (M,N ) the category of right exact functors from
M to N . If M,N are two categories, and F : M → N is a functor, we
shall denote by F la, F ra : N →M, its left adjoint, respectively right adjoint
of F , if it exists. If A is an algebra, we shall denote by AM (respectively
MA) the category of finite dimensional left A-modules (respectively right
A-modules).
1.1. Finite categories. A finite category [4] is a category equivalent to a
category AM for some finite dimensional algebra A. Equivalently, a category
is said to be finite if it satisfies the following conditions:
• it has finitely many isomorphism classes of simple objects;
• each simple object X has a projective cover P (X);
• all Hom spaces are finite-dimensional;
• each object has finite length.
1.2. Ends and coends. For later use, we shall need some basic results on
ends and coends. For reference, the reader can find [8], [6] helpful. Let C,
D be categories. A dinatural transformation d : S
..
−→ T between functors
S, T : Cop × C → D is a collection of morphisms in D
dX : S(X,X)→ T (X,X), X ∈ C,
such that for any morphism f : X → Y in C
(1.1) T (idX , f) ◦ dX ◦ S(f, idX) = T (f, id Y ) ◦ dY ◦ S(id Y , f).
An end of S is a pair (E, p) consisting of an object E ∈ D and a dinatural
transformation p : E
..
−→ S satisfying the following universal property. Here
the object E is considered as a constant functor. For any pair (D, d) con-
sisting of an object D ∈ D and a dinatural transformation d : D
..
−→ S, there
exists a unique morphism h : D → E in D such that
dX = pX ◦ h for any X ∈ C.
A coend of S is (the dual notion of an end) a pair (C, π) consisting of an
object C ∈ D and a dinatural transformation π : S
..
−→ C with the following
universal property. For any pair (B, t), where B ∈ D is an object and
t : S
..
−→ B is a dinatural transformation, there exists a unique morphism
h : C → B such that h ◦ πX = tX for any X ∈ C.
The end and coend of the functor S are denoted, respectively, as∫
X∈C
S(X,X) and
∫ X∈C
S(X,X).
The next results are well-known. We present the proofs for completness
sake and because we shall need them later.
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Proposition 1.1. Let C,D, C′,D′ be categories. Assume that S, T : Cop → D
are functors. Let G : C′ → C be an equivalence of categories, and F : D → D′
a functor with left adjoint given by H : D′ → D. The following statements
hold.
(i) The objects F (
∫
X∈C
S(X,X)),
∫
X∈C
F ◦ S(X,X) are isomorphic.
(ii) The objects
∫
X∈C
S(X,X),
∫
Y ∈C′
S(G(Y ), G(Y )) are isomorphic.
(iii) If S ≃ T , then the ends
∫
X∈C
S(X,X),
∫
X∈C
T (X,X) are isomor-
phic.
Proof. (i). Since (H,F ) is an adjunction, there are natural transformations
e : H ◦ F → IdD, c : IdD′ → F ◦H such that
(1.2) id F (Y ) = F (eY )cF (Y ), idH(Z) = eH(Z)H(cZ),
for any Z ∈ D′. For any Y ∈ C let πY :
∫
X∈C
S(X,X) → S(Y, Y )
be the dinatural transformations associated to this end. Then F (πY ) :
F (
∫
X∈C
S(X,X)) → F (S(Y, Y )) are dinatural. Let us show that this ob-
ject together with the dinatural transformations F (πY ) satisfy the universal
property of the end.
Let E ∈ D′ be an object together with dinatural transformations ξY :
E → F (S(Y, Y )), Y ∈ C. Hence the composition
eS(Y,Y )H(ξY ) : H(E)→ S(Y, Y )
are dinatural. Thus, there exists a map h : H(E) →
∫
X∈C
S(X,X) such
that πY ◦ h = eS(Y,Y )H(ξY ) for any Y ∈ C. Define d = F (h)cE . Using (1.2)
one can see that F (πY )d = ξY . Whence F (
∫
X∈C
S(X,X)) together with the
dinatural transformations F (πY ) satisfy the universal property of the end.
(ii). Let ξX :
∫
X∈C
S(X,X)
..
−→ S(X,X), ηY :
∫
Y ∈C′
S(G(Y ), G(Y ))
..
−→
S(G(Y ), G(Y )) be the associated dinatural transformations. Let H : C → C′
be a quasi-inverse of G and α : G ◦ H → Id C be a natural isomorphism.
For any X ∈ C define λX = S(α
−1
X , αX)ηH(X). Since λ is a dinatural trans-
formation, there exists a map h :
∫
Y ∈C′
S(G(Y ), G(Y )) →
∫
X∈C
S(X,X)
such that λX = ξXh. Also, define dY :
∫
X∈C
S(X,X) → S(G(Y ), G(Y ))
as dY = ξG(Y ). It follows that d is a dinatural tranformation, therefore
there exists a morphism h˜ :
∫
X∈C
S(X,X) →
∫
Y ∈C′
S(G(Y ), G(Y )) such
that dY = ηY h˜. We have
ξXhh˜ = S(α
−1
X , αX)ηH(X)h˜ = S(α
−1
X , αX)ξG(H(X)) = ξX .
The last equality follows from the dinaturality of ξ. It follows, from the
universal property of the end, that hh˜ = id . In a similar way, one can prove
that h˜h = id . Thus h is an isomorphism.
(iii). Let α : S → T be a natural isomorphism. Let
ξX :
∫
X∈C
S(X,X)
..
−→ S(X,X), ηX :
∫
X∈C
T (X,X)
..
−→ T (X,X),
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be the corresponding dinatural transformations. For any X ∈ C define dX =
α(X,X)ξX . It follows that d is a dinatural transformation, hence there exists
a morphism h :
∫
X∈C
S(X,X)→
∫
X∈C
T (X,X) such that dX = ηX ◦ h. In a
similar way, one can construct a morphis h˜ :
∫
X∈C
T (X,X)→
∫
X∈C
S(X,X)
such that α−1(X,X)ηX = ξX h˜. Combining both equalities one gets that ξX h˜h =
ξX . By the universal property of the end h˜h = id . In a similar way it can
be proven that hh˜ = id . 
2. Finite tensor categories
For basic notions on finite tensor categories we refer to [2], [4]. Let C be a
finite tensor category over k, that is a rigid monoidal category with simple
unit object such that the underlying category is finite.
If C is a tensor category with associativity constraint given by aX,Y,Z :
(X⊗Y )⊗Z → X⊗(Y ⊗Z), we shall denote by Crev, the tensor category
whose underlying abelian category is C, with reverse monoidal product⊗rev :
C × C → C, X⊗revY = Y⊗X, and associativity constraints
arevX,Y,Z : (X⊗
revY )⊗revZ → X⊗rev(Y ⊗revZ),
arevX,Y,Z := a
−1
Z,Y,X ,
for any X,Y,Z ∈ C.
2.1. Representations of tensor categories. A left module category over
C is a finite category M together with a k-bilinear bifunctor ⊗ : C ×M →
M, exact in each variable, endowed with natural associativity and unit
isomorphisms
mX,Y,M : (X ⊗ Y )⊗M → X⊗(Y⊗M), ℓM : 1⊗M →M.
These isomorphisms are subject to the following conditions:
(2.1) mX,Y,Z⊗M mX⊗Y,Z,M = (idX⊗mY,Z,M) mX,Y⊗Z,M(aX,Y,Z⊗idM ),
(2.2) (idX⊗lM )mX,1,M = rX⊗idM ,
for any X,Y,Z ∈ C, M ∈ M. Here a is the associativity constraint of C.
Sometimes we shall also say that M is a C-module category.
Let M and M′ be a pair of C-module categories. A module functor
is a pair (F, c), where F : M → M′ is a functor equipped with natural
isomorphisms
cX,M : F (X⊗M)→ X⊗F (M),
X ∈ C, M ∈ M, such that for any X,Y ∈ C, M ∈ M:
(idX⊗cY,M )cX,Y⊗MF (mX,Y,M ) = mX,Y,F (M) cX⊗Y,M(2.3)
ℓF (M) c1,M = F (ℓM ).(2.4)
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There is a composition of module functors: if M′′ is another C-module
category and (G, d) : M′ → M′′ is another module functor then the com-
position
(2.5) (G ◦ F, e) :M→M′′, eX,M = dX,F (M) ◦G(cX,M ),
is also a module functor.
A natural module transformation between module functors (F, c) and
(G, d) is a natural transformation θ : F → G such that for any X ∈ C,
M ∈ M:
dX,MθX⊗M = (idX⊗θM)cX,M .(2.6)
Two module functors F,G are equivalent if there exists a natural module
isomorphism θ : F → G. We denote by FunC(M,M
′) the category whose
objects are module functors (F, c) from M to M′ and arrows are module
natural transformations.
Two C-modules M and M′ are equivalent if there exist module functors
F : M → M′, G : M′ → M, and natural module isomorphisms IdM′ →
F ◦G, IdM → G ◦ F .
A module is indecomposable if it is not equivalent to a direct sum of two
non trivial modules. Recall from [4], that a module M is exact if for any
projective object P ∈ C the object P⊗M is projective inM, for all M ∈ M.
It is known that ifM is an exact module category, then any module functor
F : M → N is exact. If M is an exact indecomposable module category
over C, the dual category C∗M = EndC(M) is a finite tensor category [4].
The tensor product is the composition of module functors.
A right module category over C is a finite category M equipped with an
exact bifunctor ⊗ :M×C →M and natural isomorphisms
m˜M,X,Y :M⊗(X⊗Y )→ (M⊗X)⊗Y, rM : M⊗1→M
such that
(2.7) m˜M⊗X,Y,Z m˜M,X,Y⊗Z(idM⊗aX,Y,Z) = (m˜M,X,Y⊗id Z) m˜M,X⊗Y,Z ,
(2.8) (rM⊗idX)m˜M,1,X = idM⊗lX .
If M,M′ are right C-modules, a module functor from M to M′ is a pair
(T, d) where T : M →M′ is a functor and dM,X : T (M⊗X) → T (M)⊗X
are natural isomorphisms such that for any X,Y ∈ C, M ∈ M:
(dM,X⊗id Y )dM⊗X,Y T (mM,X,Y ) = mT (M),X,Y dM,X⊗Y ,(2.9)
rT (M) dM,1 = T (rM ).(2.10)
It is also well-known that if F : M→ N is a C-module functor then its
right and left adjoint are also C-module functors, see for example [5, Lemma
2.11].
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2.2. Bimodule categories. Assume that C,D are finite tensor categories.
A (C,D)−bimodule category is an abelian category M with left C-module
category and right D-module category structure equipped with natural iso-
morphisms
{γX,M,Y : (X⊗M)⊗Y → X⊗(M⊗Y ),X ∈ C, Y ∈ D,M ∈ M}
satisfying certain axioms. For details the reader is referred to [7].
Assume E is another finite tensor category. LetM be a (D, C)−bimodule
category and N is a (C, E)-bimodule category. Then the Deligne tensor
productM⊠CN is a left (D, E)-bimodule category. More details on Deligne’s
tensor product can be found in [7].
The following definition appeared in [3].
Definition 2.1. A (D, C)−bimodule categoryM is invertible if there exists
a (C,D)-bimodule category N such that
M⊠C N ≃ D, N ⊠DM≃ C,
as bimodule categories.
Proposition 2.2. [7, Thm. 3.20] If M,N are left C-module categories,
there exists an equivalence of categories
(2.11) Mop ⊠C N ≃ FunC(M,N ). 
2.3. The internal Hom. Let C be a tensor category and M be a left C-
module category. For any pair of objects M,N ∈ M, the internal Hom is
an object Hom(M,N) ∈ C representing the functor HomM(−⊗M,N) : C →
vect k. This means that there are natural isomorphisms, one the inverse of
each other,
φXM,N : HomC(X,Hom(M,N))→ HomM(X⊗M,N),
ψXM,N : HomM(X⊗M,N)→ HomC(X,Hom(M,N)),
(2.12)
for all M,N ∈ M, X ∈ C. If N, N˜ ∈ M, and f : N → N˜ is a morphism,
naturality of φ implies that diagramm
HomC(X,Hom(M,N))
β 7→Hom(M,f)β

φX
M,N
// HomM(X⊗M,N)
α7→fα

HomC(X,Hom(M, N˜ ))
φX
M,N˜
// HomM(X⊗M, N˜ )
commutes. That is
(2.13) fφXM,N(β) = φ
X
M,N˜
(Hom(M,f)β).
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If X˜ ∈ C and h : X → X˜ then, the naturality of φ implies that the diagram
HomC(X˜,Hom(M,N))
α7→αh

φX˜
M,N
// HomM(X˜⊗M,N)
α7→α(h⊗idM )

HomC(X,Hom(M,N))
φX
M,N
// HomM(X⊗M,N)
commutes. That is
(2.14) φXM,N (α)(h⊗idM ) = φ
X
M,N (αh),
for any α ∈ HomC(X˜,Hom(M,N)). Also, the naturality of ψ implies that
for any X, X˜ ∈ C, and any morphism γ : X → X˜ the diagramm
HomM(X˜⊗M,N)
α7→α(γ⊗idM )

ψX˜M,N
// HomC(X˜,Hom(M,N))
α7→αγ

HomM(X⊗M,N)
ψXM,N
// HomC(X,Hom(M,N))
commutes. That is
(2.15) ψXM,N (α(γ⊗idM )) = ψ
X˜
M,N (α)γ,
For any α ∈ HomM(X˜⊗M,N). If X ∈ C, M,N ∈ M, define
coevMX,M : X → Hom(M,X⊗M), ev
M
M,N : Hom(M,N)⊗M → N,
coevMX,M = ψ
X
M,X⊗M
(idX⊗M ), ev
M
M,N = φ
Hom(M,N)
M,N (idHom(M,N)).
Define also fM = ev
M
M,M (idHom(M,M)⊗ev
M
M,M ), and
(2.16) compMM : Hom(M,M)⊗Hom(M,M)→ Hom(M,M),
compMM = ψ
Hom(M,M)⊗Hom(M,M)
M,M (fM ).
It is known, see [4], that Hom(M,M) is an algebra in the category C with
product given by compMM .
For any M ∈ M denote by RM : C → M the functor RM (X) = X⊗M .
This is a C-module functor. Its right adjoint RraM :M→ C is then R
ra
M (N) =
Hom(M,N). Since the functor RM is a module functor, then so is R
ra
M . We
denote by
(2.17) aX,M,N : Hom(M,X⊗N)→ X⊗Hom(M,N)
the left C-module structure of RraM .
Let b1X,M,N : Hom(X⊗M,N) → Hom(M,N)⊗X
∗ be the isomorphisms
induced by the natural isomorphisms
HomC(Z,Hom(X⊗M,N)) ≃ HomM(Z⊗(X⊗M), N)
≃ HomM((Z⊗X)⊗M,N) ≃ HomC(Z ⊗X,Hom(M,N))
≃ HomC(Z,Hom(M,N) ⊗X
∗),
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for any X,Z ∈ C, M,N ∈ M. Define also
bX,M,N : Hom(X⊗M,N)⊗X → Hom(M,N)
as the composition
bX,M,N = (id⊗evX)(b
1
X,M,N⊗idX).
2.4. The Drinfeld center. Assume that C is a finite tensor category with
associativity constraint given by a. The Drinfeld center of C is the category
Z(C) consisting of pairs (V, σ), where V ∈ C, and σX : V⊗X → X⊗V is a
family of natural isomorphisms such that
(2.18) lV σ1 = rV , σX⊗Y = a
−1
X,Y,V (idX⊗σY )aX,V,Y (σX⊗id Y )a
−1
V,X,Y ,
for any X,Y ∈ C. If (V, σ), (W, τ) are objects in the center, a morphism
f : (V, σ)→ (W, τ) is a morphism f : V →W in C such that
(2.19) (idX⊗f)σX = τX(f⊗idX),
for any X ∈ C. The categories Z(C)rev and Z(Crev) are monoidaly equiva-
lent. The functor
(2.20) Z(C)rev → Z(Crev), (V, σ) 7→ (V, σ−1)
is a monoidal equivalence.
3. The character algebra for tensor categories
Let C be a finite tensor category, and let M be an exact indecomposable
left module category over C. We shall recall the definition of the adjoint
algebra and the space of class functions of M introduced by Shimizu [14].
Let ρM : C → Rex (M), ρM(X)(M) = X⊗M,X ∈ C,M ∈ M, be the
action functor. By [14, Thm. 3.4] the right adjoint of ρM is the functor
ρraM : Rex (M)→ C, such that for any F ∈ Rex (M)
ρraM(F ) =
∫
M∈M
Hom(M,F (M)).
The adjoint algebra of the module categoryM is the algebra in the center
of C, AM := ρ
ra
M(IdM) ∈ Z(C). The adjoint algebra of the tensor category
C is the algebra AC of the regular module category C.
Assume that πMM : AM
..
−→ Hom(M,M) are the corresponding dinatural
transformations. The half braiding of AM is σ
M
X : AM⊗X → X⊗AM. It
is the unique isomorphism such that the diagram
(3.1) AM ⊗X
piM
X⊗M
⊗id X
//
σMX

Hom(X⊗M,X⊗M)⊗X
bX,M,X⊗M

Hom(M,X⊗M)
aX,M,M

X ⊗AM
id X⊗piMM
// X⊗Hom(M,M).
10 BORTOLUSSI AND MOMBELLI
is commutative. Recall from Section 2.3 the definition of the morphisms
b, a. It was explained in [14, Subection 4.2] that the algebra structure of
AM is given as follows. The product and the unit of AM are
mM : AM⊗AM → AM, uM : 1→ AM,
defined to be the unique morphisms such that they satisfy
πMM ◦mM = comp
M
M ◦ (π
M
M ⊗π
M
M ),
πMM ◦ uM = coev
M
1,M ,
(3.2)
for any M ∈ M. For the definition of coevM and compM see Section 2.3.
Definition 3.1. [14, Definition 5.1] The space of class functions of M is
CF(M) := HomZ(C)(AM,AC).
4. 2-categories
We shall first recall basic notions of the theory of 2-categories. For any
2-category B, the class of 0-cells, will be denoted by B0. The composition
in each hom-category B(A,B), is denoted by juxtaposition fg, while the
symbol ◦ is used to denote the horizontal composition functors
◦ : B(B,C)× B(A,B)→ B(A,C).
For any 0-cell A the identity 1-cell is IA : A → A. For any 1-cell X the
identity will be denoted idX or sometimes simply as 1X , when space saving
measures are needed.
A 1-cell X ∈ B(A,B) is an equivalence if there exists another 1-cell Y ∈
B(B,A) such that
X ◦ Y ≃ IB , Y ◦X ≃ IA.
Two 0-cells A,B ∈ B0 are equivalent if there exists a 1-cell equivalence
X ∈ B(A,B).
Assume B˜ is another 2-category. A pseudofunctor (F,α) : B → B˜, con-
sists of a function F : B0 → B˜0, a family of functors FA,B : B(A,B) →
B˜(F (A), F (B)), for each A,B ∈ B0, and a collection of natural isomor-
phisms
αA,B,C : ◦
F (A),F (B),F (C)(FB,C × FA,B)→ FA,C◦
A,B,C ,
φA : IF (A) → FA,A(IA),
such that
(4.1) αX◦Y,Z(αX,Y ◦ id F (Z)) = αX,Y ◦Z(id F (X) ◦ αY,Z),
(4.2) φB ◦ id F (X) = αIB ,X , id F (X) ◦ φA = αX,IA ,
for any 0-cells A,B,C and 1-cells X,Y,Z. A pseudofunctor is said to be a
2-functor if α and φ are identities.
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Assume that (F,α), (G,α′) are pseudofunctors. A pseudonatural trans-
formation χ : F → G consists of a family of 1-cells χ0A : F (A) → G(A),
A ∈ Obj(B) and isomorphisms 2-cells
χX : G(X) ◦ χ
0
A −→ χ
0
B ◦ F (X),
natural in X ∈ B(A,B), such that for any 1-cells X ∈ B(B,C), Y ∈ B(A,B)
(4.3) (χX ◦ id F (Y ))(id G(X) ◦ χY )(α
′
X,Y ◦ id χ0
A
) = (id χ0
C
◦ αX,Y )χX◦Y ,
(4.4) χIA(id χ0A
◦ φA) = φ
′
A ◦ id χ0
A
.
If F : B → B˜ is a pseudofunctor, the identity pseudonatural transformation
id : F → F is defined as
(id F )
0
A = IF (A), (id F )X = id F (X),
for any 0-cells A,B ∈ B0, and any 1-cell X ∈ B(A,B).
If χ, θ are pseudonatural transformations, a modification ω : χ ⇒ θ con-
sists of a family of 2-cells ωA : χ
0
A → θ
0
A, such that the diagrams
G(X) ◦ χ0A
idG(X) ◦ωA

χX
// χ0B ◦ F (X)
ωB◦idF (X)

G(X) ◦ θ0A
θX
// θ0B ◦ F (X)
commute for all X ∈ B(A,B). Given pseudofunctors F,G : B → B˜, we
shall denote PseuNat(F,G) the category where objects are pseudonatural
transformations from F to G and arrows are modifications.
Two pseudonatural transformations (η, η0), (σ, σ0) are equivalent, and we
denote this by (η, η0) ∼ (σ, σ0), if there exists an invertible modification
γ : (η, η0)→ (σ, σ0).
Assume that Bi, i = 1, 2 are 2-categories, Fi : B1 → B2, i = 1, 2, 3 are
pseudofunctors and (σ, σ0) : F1 → F2, (θ, θ
0) : F2 → F3 are pseudonatural
transformations. The horizontal composition (τ, τ0) = (θ, θ0)◦(σ, σ0) : F1 →
F3 is the pseudonatural transformation given by
(4.5) τ0A = θ
0
A ◦ σ
0
A, τX = (id θ0
B
◦ σX)(θX ◦ id σ0
A
),
for any pair of 0-cells A,B and any 1-cell X ∈ B1(A,B).
If F : B → B′ y G : B → B′ are pseudofunctors, we say that a pseudonatu-
ral transformation (θ, θ0) : F → G is an equivalence if there exists a pseudo-
natural transformation (θ′, θ′0) : G → F such that (θ, θ0) ◦ (θ′, θ′0) ∼ idG
and (θ′, θ′0)◦(θ, θ0) ∼ id F . In such case, we say that F and G are equivalent
and we denote it by F ∼ G.
We say that two 2-categories B y B′ are biequivalent if there exists pseud-
ofunctors F : B → B′ and G : B′ → B such that G ◦F ∼ Id B, F ◦G ∼ Id B′ .
In such case, we say that F and G are biequivalences. It is well known that
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F : B → B′ is a biequivalence if and only if FA,B are equivalences of cate-
gories for any 0-cells A,B, and F is surjective (up to equivalence) on 0-cells.
A 2-functor F : B → B′ is a 2-equivalence if it is a biequivalence.
Example 4.1. If C is a strict monoidal category, we denote by C the 2-
category with a single 0-cell ⋆ and C(⋆, ⋆) = C. The composition is given by
the monoidal product of C.
The next remak is a generalization of a result in the theory of tensor
categories and it will be used later.
Remark 4.2. If B is a 2-category, let A be a 0-cell and X ∈ B(A,A) a 1-cell.
For any pair of 2-cells f : X → IA and g : IA → X we have
id IA ◦ f = f = f ◦ id IA and gf = (f ◦ idX)(idX ◦ g).
Indeed,
gf = (id IA ◦ g)(f ◦ id IA) = (f ◦ idX)(idX ◦ g).
This implies that if f : IA → X is an isomorphism 2-cell, then
idX ◦ f = f ◦ idX .
4.1. Finite 2-categories. We shall introduce the notion of finite rigid 2-
categories. This definition is an analogue of a finite rigid monoidal category.
A similar definition appears in [9, 10].
Let B be a 2-category and X ∈ B(A,B) a 1-cell. A right dual of X is a
1-cell X∗ ∈ B(B,A) equipped with 2-cells
evX : X
∗ ◦X → IA, coevX : IB → X ◦X
∗,
such that the compositions
X = IB ◦X
coevX◦id−−−−−−−−→ X ◦X∗ ◦X
id X◦evX−−−−−−−→ X ◦ IA = X,
X∗ = X∗ ◦ IB
id ◦coevX−−−−−−−→ X∗ ◦X ◦X∗
evX◦id−−−−−−→ IA ◦X
∗ = X∗
are the identities. Analogously, one can define the left dual of X as an object
∗X ∈ B(B,A) equipped with 2-cells
evX : X ◦
∗X → IB, coevX : IA →
∗X ◦X
satisfying similar axioms. We say that B is rigid if any 1-cell has right and
left duals.
Remark 4.3. A rigid 2-category with a single 0-cell is a strict monoidal rigid
category.
Definition 4.4. A finite 2-category is a rigid 2-category B such that B(A,B)
is a finite category, for any 0-cells A,B, and IA ∈ B(A,A) is a simple object
for any 0-cell A.
In the next Lemma we collect some basic results. The proof follows the
same lines as those in the theory of tensor categories, and shall be omitted.
We shall only give an idea of the proof of one statement, since it will be
needed later.
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Lemma 4.5. Let B be a finite 2-category. The following statements hold.
(i) For any 0-cells A,B,C ∈ B, the functor
◦ : B(A,B)× B(C,A)→ B(C,B)
is exact in each variable.
(ii) For any pair X,Y of composable 1-cells, there are isomorphisms
∗(X ◦ Y ) ≃ ∗Y ◦ ∗X, (X ◦ Y )∗ ≃ Y ∗ ◦X∗.
(iii) If X ∈ B(A,B) is an invertible 1-cell, with inverse Y , and isomor-
phisms α : X ◦ Y → IB and β : Y ◦X → IA. Then X =
∗Y , with
evaluation and coevaluation given by
coevY = α
−1, evY = β(id Y ◦ α ◦ idX)(id Y ◦X ◦ β
−1).
Proof. (ii). We shall give the first isomorphism. The second one is con-
structed similarly. Let be evX◦Y : (X◦Y )◦
∗(X◦Y )→ I, coevX : I →
∗X◦X,
coevY : I →
∗Y ◦ Y the corresponding evaluation and coevaluations. The
map φ : ∗(X ◦ Y )→ ∗Y ◦ ∗X defined as
(4.6) φ =
(
id ∗Y ◦∗X ◦evX◦Y
)(
id ∗Y ◦coevX ◦ id Y ◦∗(X◦Y )
)(
coevY ◦ id ∗(X◦Y )
)
is an isomorphism.
(iii). Let us prove the rigidity axiom (evY ◦ id Y )(id Y ◦ coevY ) = id Y .
Starting from the left hand side
(evY ◦ id Y )(id Y ◦ coevY ) =
= (β ◦ id Y )(id Y ◦ α ◦ idX◦Y )(id Y ◦X ◦ β
−1 ◦ id Y )(id Y ◦ α
−1)
= (β ◦ id Y )(id Y ◦X◦Y ◦ α)(β
−1 ◦ id Y ◦X◦Y )(id Y ◦ α
−1)
= (β ◦ id Y )(β
−1 ◦ id Y )(id Y ◦ α)(id Y ◦ α
−1)
= id Y .
The first equality is by the definition of evY and coevY , and the second
equality is the consequence of apply the remark 4.2 for α and α−1 and
for β and β−1. In a similar way, one can prove the other axiom (id ∗Y ◦
evY )(coevY ◦ id ∗Y ) = id ∗Y . 
The next result relates the duals of pseudonatural equivalences. This
result will be needed later.
Lemma 4.6. Let B, B˜ be finite 2-categories. Let F : B → B˜, G : B → B˜
be a pair of 2-functors, and let χ : F → G, τ : G → F be pseudonatural
equivalences, one the inverse of the other. For any 1-cell X ∈ B(A,B),
∗(τX) = χ∗X .
Proof. Since χ ◦ τ ∼ id , there is an invertible modification ω : χ ◦ τ → id .
Thus, we have isomorphisms ωA : χ
0
A ◦ τ
0
A → IA, for any 0-cell A. Using
Lemma 4.5 (iii) we have that ∗(τ0A) = χ
0
A, with coevaluation and evaluation
given by
coevτ0
A
= ω−1A , evτ0A
= β(id τ0
A
◦ ωA ◦ id χ0
A
)(id τ0
A
◦χ0
A
◦ β−1),
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With β : τ0A ◦ χ
0
A → I some isomorphism, that we know it exists since
τ ◦ χ ∼ id . For any 1-cell X ∈ B(A,B)
τX : F(X) ◦ τ
0
A → τ
0
B ◦ G(X).
The naturality of τ implies that for any 1-cell Y ∈ B(A,B)
(4.7) τ∗Y ◦Y (F(coevY ) ◦ id τ0
A
) = id τ0
B
◦ coevG(Y )
Using (4.3) for τ , equation (4.7) implies that
(4.8) (τ∗Y ◦ id G(Y ))(id ∗F(Y ) ◦ τY )(F(coevY ) ◦ id τ0
A
) = id τ0
B
◦ coevG(Y ).
Whence
(4.9) (id ∗F(Y ) ◦ τY )(F(coevY ) ◦ id τ0
A
) = (τ−1∗Y ◦ id G(Y ))(id τ0B
◦ coevG(Y )).
Using that χ is the inverse of τ we get that
(ωB ◦ id G(Y ))(χ ◦ τ)Y = (id G(Y ) ◦ ωA).
From this equation, and the definition of the composition of pseudonatural
transformations (4.5), we obtain that
(4.10) (χX ◦ id τ0
A
)(id G(X) ◦ ω
−1
A )(ωB ◦ id G(X)) = id χ0B
◦ τ−1X .
Combining (4.9) and (4.10), and using that ∗(τ0A) = χ
0
A, we obtain that
(id ∗τ0
A
◦∗F(Y ) ◦ τY )(id ∗τ0
A
◦ F(coevY ) ◦ id τ0
A
) =
= (id ∗τ0
A
◦ τ−1∗Y ◦ id G(Y ))(id ∗τ0A◦τ0B
◦ coevG(Y ))
= (χ∗Y ◦ id τ0
B
◦G(Y ))(id G(∗Y ) ◦ ω
−1
B ◦ id G(Y ))(ωA ◦ id )(id ∗τ0A◦τ0B
◦ coevG(Y )).
(4.11)
For any 1-cell Y ∈ B(A,B) we have that ∗(τY ) is equal to
= (id ◦ evτ0
B
◦G(Y ))(id ∗τ0
A
◦∗F(Y ) ◦ τY ◦ id ∗G(Y )◦∗τ0
B
)(coevF(Y )◦τ0
A
◦ id )
= (id ∗τ0
A
◦∗F(Y ) ◦ evτ0
B
)(id ∗τ0
A
◦∗F(Y )◦τ0
B
◦ evG(Y ) ◦ id ∗τ0
B
)
(id ∗τ0
A
◦∗F(Y ) ◦ τY ◦ id )((id ∗τ0
A
◦ coevF(Y ) ◦ id τ0
A
))coevτ0
A
◦ id ∗G(Y )◦∗τ0
B
)
= (id ∗τ0
A
◦∗F(Y ) ◦ evτ0
B
)(id ∗τ0
A
◦∗F(Y )◦τ0
B
◦ evG(Y ) ◦ id ∗τ0
B
)
(χ∗Y ◦ id τ0
B
◦G(Y )◦∗G(Y )◦∗τ0
B
)(id G(∗Y ) ◦ ω
−1
B ◦ id G(Y )◦∗G(Y )◦∗τ0B
)(ωA ◦ id )
(id ∗τ0
A
◦τ0
B
◦ coevG(Y ))(coevτ0
A
◦ id ∗G(Y )◦∗τ0
B
) = χ∗Y
The first equality is the definition of ∗(τY ), the second equality follows from
the formula for evX◦Y and coevX◦Y . The third equality follows from (4.11),
and the last equality follows from the rigidity axioms. 
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4.2. The 2-category of C-module categories. Let C be a finite tensor
category. We shall associate to C diverse 2-categories that will be used
throughout. Let CMod be the 2-category of representations of C, that is
defined as follows. Its 0-cells are finite left C-module categories, ifM,N are
left C-module categories, then the category CMod(M,N ) = FunC(M,N ).
The 2-category CMode of indecomposable exact left C-module categories is
defined in a similar way as CMod, with 0-cells being the indecomposable left
exact C-module categories.
Lemma 4.7. Let C be a finite tensor category. The 2-category CMode is a
finite 2-category.
Proof. For any indecomposable M, the indentity functor IdM is a simple
object. We need to prove the existence of left and right duals. LetM,N be
exact C-module categories and F : M→ N be a C-module functor. Then,
F is exact [4, Prop. 3.11]. Then F ∗ : N →M is the left adjoint of F , and
the left dual ∗F is the right adjoint of F . The evaluation and coevaluation
are given by the unit and counit of the adjunction. 
LetM ∈ CMode, and M ∈ M. According to Section 2.3 the right adjoint
of the functor RM : C → M, RM (X) = X⊗M is
∗RM : M → C given by
∗RM (N) = Hom(M,N). In particular, for any X ∈ C, the right adjoint to
RX is RX∗ .
The next Lemma, although technical, it will be crucial later when we
relate two different notions of adjoint algebras.
Lemma 4.8. LetM be an exact indecomposable left C-module category. Let
M ∈ M, X ∈ C, and let
δ : ∗(RM ◦RX)→ RX∗ ◦
∗RM
be the natural isomorphim defined in Lemma 4.5. Then, for any N ∈ M
δN = b
1
X,M,N .
Recall from Section 2.3 the definition of b1X,M,N .
Proof. We shall assume that M is strict. We will make use of the notation
of Section 2.3, included the isomorphisms ψ, φ. Observe that RM ◦ RX =
RX⊗M . From the definition of φ given in (4.6), we have that δ is equal to
(idRX∗◦∗RM ◦ evRX⊗M )(id RX∗ ◦ coevRM ◦ idRX◦∗RX⊗M )(coevRX ◦ id ∗RX⊗M ).
If N ∈ M, then, using that(
coevRX
)
Y
= id Y⊗coevX ,
(
coevRM
)
X
= coevMX,M ,
(
evRM
)
N
= evMM,N ,
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we obtain
(idRX∗◦∗RM ◦ evRX⊗M )N = Hom(M, ev
M
X⊗M,N
)⊗idX∗ ,
(id RX∗ ◦ coevRM ◦ idRX◦∗RX⊗M )N = coev
M
Hom(X⊗M,N)⊗X,M⊗idX∗ ,
(coevRX ◦ id ∗RX⊗M )N = idHom(X⊗M,N)⊗coevX .
Whence, for any Z ∈ C, and any α ∈ HomC(Z,Hom(X⊗M,N)) we have
that
δNα =
(
Hom(M, evM
X⊗M,N
)⊗idX∗
)(
coevMHom(X⊗M,N)⊗X,M⊗idX∗
)
(
α⊗idX⊗X∗
)
(id Z⊗coevX).
On the other hand, it follows from the definition of b1X,M,N : Hom(X⊗M,N)→
Hom(M,N)⊗X∗, that
(4.12) b1X,M,Nα =
(
ψZ⊗XM,N (φ
Z
X⊗M,N
(α))⊗idX∗
)(
id Z⊗coevX
)
,
for any Z ∈ C, and any α ∈ HomC(Z,Hom(X⊗M,N)). Thus
δN = b
1
X,M,N
if and only if
δNα = b
1
X,M,Nα
if and only if
Hom(M, evM
X⊗M,N
)coevMHom(X⊗M,N)⊗X,M
(
α⊗idX
)
=
= ψZ⊗XM,N (φ
Z
X⊗M,N
(α))
(4.13)
for any α ∈ HomC(Z,Hom(X⊗M,N)). Using the naturality of ψ, see (2.15),
we get that
coevMHom(X⊗M,N)⊗X,M (α⊗idX) = ψ
Hom(X⊗M,N)⊗X
M,Hom(X⊗M,N)⊗X⊗M
(id )(α⊗idX)
= ψZ⊗X
M,Hom(X⊗M,N)⊗X⊗M
(α⊗idX⊗M ).
(4.14)
The first equality follows from the definition of coevMX,M . Using the natu-
rality of φ, see (2.13), we get that
φZ⊗XM,N
(
Hom(M, evM
X⊗M,N
)coevMHom(X⊗M,N)⊗X,M (α⊗idX)
)
=
= evM
X⊗M,N
φZ⊗X
M,Hom(X⊗M,N)⊗X⊗M
(coevMHom(X⊗M,N)⊗X,M (α⊗idX))
= evM
X⊗M,N
(α⊗idX⊗M )
= φ
Hom(X⊗M,N)
X⊗M,N
(id )(α⊗idX⊗M )
= φZ
X⊗M,N
(α).
The second equality follows from (4.14), the third equality follows from the
definition of evM, and the last one follows from (2.14). This equality implies
(4.13), and the proof is finished. 
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Assume that D is another finite tensor category, and let N be an invertible
(D, C)-bimodule category. Define θN : CMode → DMode, the pseudofunctor
described as follows. Let M,M′ be C-module categories. Then θN (M) =
FunC(N ,M), and if F ∈ FunC(M,M
′), then
θN (F ) : FunC(N ,M)→ FunC(N ,M
′),
θN (F )(H) = F ◦H,
for any H ∈ FunC(N ,M).
Proposition 4.9. The 2-functor θN : CMode → DMode is a 2-equivalence
of 2-categories. 
4.3. The center of a 2-category. If B is a 2-category, the center of B
is the strict monoidal category Z(B) = PseuNat(Id B, Id B), consisting of
pseudonatural transformations of the identity pseudofunctor Id B, see [11].
Explicitly, objects in Z(B) are pairs (V, σ), where
V = {VA ∈ B(A,A) 1-cells, A ∈ B},
σ = {σX : VB ◦X → X ◦ VA},
where, for any X ∈ B(A,B), σX is a natural isomorphism 2-cell such that
(4.15) σIA = id VA , σX◦Y = (idX ◦ σY )(σX ◦ id Y ),
for any 0-cells A,B,C ∈ B, and any pair of 1-cells X ∈ B(A,B), Y ∈
B(C,B).
If (V, σ), (W, τ) are two objects in Z(B), a morphism f : (V, σ)→ (W, τ)
in Z(B) is a collection of 2-cells fA : VA ⇒WA, A ∈ B such that
(4.16) (idX ◦ fA)σX = τX(fB ◦ idX),
for any 1-cell X ∈ B(A,B). The category Z(B) has a monoidal prod-
uct defined as follows. Let (V, σ), (W, τ) ∈ Z(B) be two objects, then
(V, σ)⊗(W, τ) = (V⊗W,σ⊗τ), where
(4.17) (V⊗W )A = VA ◦WA, (σ⊗τ)X = (σX ◦ idWA)(id VB ◦ τX),
for any 0-cells A,B ∈ B, and X ∈ B(A,B). The monoidal product at the
level of morphisms is the following. If (V, σ), (V ′, σ′), (W, τ), (W ′, τ ′) ∈ Z(B)
are objects, and f : (V, σ) → (V ′, σ′), f ′ : (W, τ) → (W ′, τ ′) are morphisms
in Z(B), then f⊗f ′ : (V, σ)⊗(V ′, σ′)→ (W, τ)⊗(W ′, τ ′) is defined by
(f⊗f ′)A = fA ◦ f
′
A,
for any 0-cell A. The unit (1, ι) ∈ Z(B) is the object
1A = IA, ιX = idX ,
for any 0-cells A,B and any 1-cell X ∈ B(A,B).
Remark 4.10. If C is a finite tensor category, the center of the 2-category C,
described in example 4.1, coincides with the Drinfeld center Z(C) of C.
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Proposition 4.11. Let B, B˜ be finite 2-categories. Any biequivalence F :
B → B˜ induces a monoidal equivalence F̂ : Z(B)→ Z(B˜).
Proof. Assume that (F , α) : B → B˜, (G, α′) : B˜ → B is a pair of biequiva-
lences, that is, there is a pseudonatural equivalence χ : F ◦ G → Id
B˜
. Let
τ : Id
B˜
→ F ◦ G be the inverse of χ. This means that χ ◦ τ ∼ id Id ,
and τ ◦ χ ∼ id F◦G . In particular, for any pair of 0-cells C,D ∈ B˜
0,
χ0C ∈ B˜(F(G(C), C), τ
0
C ∈ B˜(C,F(G(C)) are 1-cells, and for any 1-cell
Y ∈ B˜(C,D) we have 2-cells
χY : Y ◦ χ
0
C =⇒ χ
0
D ◦ F(G(Y )),
τY : F(G(Y )) ◦ τ
0
C =⇒ τ
0
D ◦ Y.
Let ω : τ ◦ χ→ id F◦G be an invertible modification.
Let be (V, σ) ∈ Z(B). Let us define F̂(V, σ) ∈ Z(B˜) as follows. For any
0-cell C ∈ B˜0
F̂(V )C = χ
0
C ◦ F(VG(C)) ◦ τ
0
C .
If C,D ∈ B˜0 are 0-cells and Y ∈ B˜(C,D), then
F̂(σ)Y : F̂(V )D ◦ Y → Y ◦ F̂(V )C ,
is defined to be the composition
χ0D ◦ F(VG(D)) ◦ τ
0
D ◦ Y
id ◦(τY )−1
−−−−−−−→ χ0D ◦ F(VG(D)) ◦ F(G(Y )) ◦ τ
0
C →
id ◦α◦id
−−−−−−→ χ0D ◦F(VG(D) ◦G(Y ))◦τ
0
C
id ◦F(σG(Y ))◦id
−−−−−−−−−−−→ χ0D ◦F(G(Y )◦VG(C))◦τ
0
C
id ◦α−1◦id
−−−−−−−→ χ0D ◦F(G(Y )) ◦F(VG(C)) ◦ τ
0
C
(χY )
−1◦id
−−−−−−−→ Y ◦χ0C ◦F(VG(C)) ◦ τ
0
C .
Here we are omitting the subscripts of α as a space saving measure. It
follows from the property of the half-braiding σ (4.15) and from (4.3) that
F̂(σ) satisfies (4.15). Thus F̂ defines a functor, and one can prove that Ĝ is
a quasi-inverse of F̂ .
Let us define a monoidal structure of the functor F̂ . Let be (V, σ), (W,γ) ∈
Z(B), then define
ξ(V,σ),(W,γ) : F̂(V, σ)⊗F̂(W,γ)→ F̂((V, σ)⊗(W,γ))
as follows. For any 0-cell C ∈ B˜0
ξC : χ
0
C ◦ F(VG(C)) ◦ τ
0
C ◦ χ
0
C ◦ F(WG(C)) ◦ τ
0
C → χ
0
C ◦ F(VG(C) ◦WG(C)) ◦ τ
0
C ,
ξC =
(
id ◦ αVG(C),WG(C) ◦ id
)(
id ◦ ωC ◦ id
)
.
Here ξC =
(
ξ(V,σ),(W,γ)
)
C
. The proof that (F̂ , ξ) is monoidal follows from
the fact that ω is a modification and α satisfies (4.1). 
Theorem 4.12. Let C be a finite tensor category. There are monoidal
equivalences Z(CMod) ≃ Z(CMode) ≃ Z(C)
rev.
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Proof. We shall define a pair of functors Φ : Z(CMod) → Z(C)
rev, Ψ :
Z(C)rev → Z(CMod), that will establish an equivalence. First, let us de-
scribe what an object in Z(CMod) looks like. If ((VM), σ) ∈ Z(CMod), then
for any left C-module categoryM, (VM, c
VM) :M→M is a C-module func-
tor, and for any C-module functor (G, d) :M→N , σG : VN ◦G→ G ◦ VM
is a family of natural module isomorphisms that satisfies (4.15). For later
use, let us recall that the C-module structure of the functors VN ◦ G and
G ◦ VM are given by c
VN
X,G(M)VN (dX,M ) and dX,MG(c
VM
X,M ) respectively, for
any X ∈ C and M ∈ M.
Let us pick ((VM), σ) ∈ Z(CMod), and define V := VC(1) ∈ C. Here C is
considered as a left C-module via the regular action. Let us prove that V
belongs to the center Z(C), that is, it posses a half-braiding.
For anyX ∈ C, the functorRX : C → C, RX(Y ) = Y⊗X is a left C-module
functor. Thus we can consider the isomorphism (σRX )1 : VC(X) → V⊗X.
Since VC is a module functor, it comes with natural isomorphisms
c
VC
X,Y : VC(X⊗Y )→ X⊗VC(Y ),
for any X,Y ∈ C. In particular, we have natural isomorphisms
cVCX,1 : VC(X)→ X⊗V,
for any X ∈ C. For any X ∈ C define
(4.18) ασX : V⊗X → X⊗V, α
σ
X = c
VC
X,1(σRX )
−1
1
.
It follows by a straightforward computation that ασ is a half-brading for V ,
that is (V, ασ) ∈ Z(C). Therefore, we define Φ((VM), σ) = (V, α
σ).
Now, given an object (V, α) ∈ Z(C), we define the functor Ψ : Z(C)rev →
Z(CMod) as Ψ(V, α) = ((VM), σ
α), where for any C-module category M
VM :M→M, VM(M) = V⊗M,
for any M ∈ M. The module structure of VM is given by
c
VM
X,M : VM(X⊗M) = V⊗(X⊗M)→ X⊗(V⊗M),
c
VM
X,M = mX,V,M(αX⊗idM )m
−1
V,X,M ,
for any X ∈ C, M ∈ M. Here m denotes the associativity constraint of the
module category M.
If (F, d) :M→N is a left C-module functor,
σαF : VN ◦ F → F ◦ VM, σ
α
F = d
−1
V,−.
For any
f : ((VM), σ)→ ((VC(1))M, σ
ασ ).
For each C-moduleM, we must define a natural transformation fM : VM →
(VC(1))M. For any M ∈ M, the functor RM : C →M, RM (X) = X⊗M is
a C-module functor. Thus, we can consider the half-brading
σRM : VM ◦RM → RM ◦ VC .
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In particular we have the map
(σRM )1 : VM(M)→ VC(1)⊗M.
Hence, define (fM)M = (σRM )1 for any M ∈ M. Observe that fM is a
natural C-module isomorphism. Let us prove that f defines a morphism in
Z(CMod). We need show that f satisfies equation (4.16), that is
(4.19) (id F ◦ fM)M (σF )M = (σ
ασ
F )M (fN ◦ id F )M
for any C-module functor (F, d) :M→N and any M ∈ M. The left hand
side of (4.19) is
(id F ◦ fM)M (σF )M = F ((fM)M )(σF )M
= (σF◦RM )1
= d−1
VC(1),M
(σRF (M))1
= (σα
σ
F )M (fM ◦ id F )M .
where the first equality is the composition of natural transformations and
the second equality follows from (4.15). The third equality follows from
the fact that σ is a natural module transformation. That is, since d−,M :
F ◦RM → RF (M) is the mdule structure of F , we have (d−,M ◦id VC )σF◦RM =
σRF (M)(id VN ◦d−,M ) and therefore dVC(1),M (σF◦RM )1 = (σRF (M))1. The last
equality is simply the definiton of σα
σ
F .
This proves that ΨΦ ≃ IdZ(CMod) . The proof of ΦΨ ≃ IdZ(C) is straight-
fordward.
Let us prove now that the functor Φ is monoidal. Let us take two objects
((VM), σ), ((WM), γ) ∈ Z(CMod). Then
Φ((VM), σ)⊗
rev Φ((WM), γ) = (WC(1)⊗ VC(1), α),
where, according to (4.17), the half-brading of the tensor product of two
objects is
αX = (α
γ
X ⊗ id VC(1))(idWC(1) ⊗ α
σ
X)
for all X ∈ C. On the other hand
Φ(((VM), σ)⊗ ((WM), γ)) = ((V ⊗W )C(1), α
σ⊗γ )
where, according to (4.18), the half-braiding is
α
σ⊗γ
X = c
VM◦WM
X,1 ((σ ⊗ γ)RX )
−1
1
.
cVM◦WMX,Y = c
VC
X,Y VC(c
WC
X,Y ) for all X,Y ∈ C,
and
((σ ⊗ γ)F )M = (σF )WM(M)VN ((γF )M ),
for any C-module functor F :M→N and any M ∈ M.
The monoidal structure of Φ is defined as follows.
ζΦ((VM),σ),((WM),γ) : Φ((VM), σ)⊗
revΦ((WM), γ)→ Φ(((VM), σ)⊗((WM), γ)),
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ζΦ((VM),σ),((WM),γ) = (c
VC
WC(1),1
)−1.
Let us show that ζΦ is a morphism in Z(C). For this, we need to prove
that it fulfills (2.19), that is
(4.20) ((cVC
WC(1),1
)−1 ⊗ idX)αX = α
σ⊗γ
X (idX ⊗ (c
VC
WC(1),1
)−1),
for any X ∈ C. The left hand side of (4.20) is
((cVC
WC(1),1
)−1 ⊗ idX)αX = (idX ⊗ (c
VC
WC(1),1
)−1)(αγX ⊗ id VC(1))
(idWC(1) ⊗ α
σ
X)
= cVC
X,WC(1)
(cVC
X⊗WC(1),1
)−1(cWCX,1(γRX )
−1
1
⊗ id VC(1))(idWC(1) ⊗ c
VC
X,1)
(idWC(1) ⊗ (σRX )
−1
1
)
= cVC
X,WC(1)
(cVC
X⊗WC(1),1
)−1(cWCX,1(γRX )
−1
1
⊗ id VC(1))(idWC(1) ⊗ c
VC
X,1)c
VC
WC(1),X
(σRX )
−1
WC(1)
((cVC
WC(1),1
)−1 ⊗ idX)
= cVC
X,WC(1)
(cVC
X⊗WC(1),1
)−1(cWCX,1 ⊗ id VC(1))((γRX )
−1
1
⊗ id VC(1))c
VC
WC(1)⊗X,1
(σRX )
−1
WC(1)
((cVC
WC(1),1
)−1 ⊗ idX)
= cVC
X,WC(1)
(cVC
X⊗WC(1),1
)−1(cWCX,1 ⊗ id VC(1))c
VC
WC(X),1
VC((γRX )
−1
1
)(σRX )
−1
WC(1)
((cVC
WC(1),1
)−1 ⊗ idX)
= cVC
X,WC(1)
VC(c
WC
X,1)VC((γRX )
−1
1
)(σRX )
−1
WC(1)
((cVC
WC(1),1
)−1 ⊗ idX)
= ασ⊗γX (idX ⊗ (c
VC
WC(1),1
)−1).
The first equality follows from the definition of αX , the second and fourth
equalities follow from the axioms of cVC . The third equality follows from the
fact that for a given Y ∈ C and RY : C → C, σRY is a natural module
isomorphism satisfiying (2.6), and the module structures of VC ◦ RY and
RY ◦ VC are given by c
VC
X,Z⊗Y and RY (c
VC
X,Z) for any X,Z ∈ C. Then from
(2.6) we have
(idX ⊗ (σRY )
−1
1
)(cVCX,1 ⊗ id Y ) = c
VC
X,Y (σRY )
−1
X ,
for all X,Y ∈ C. The fifth and sixth equalities follow from the naturality of
cVC−,1, and the seventh follows from the definition of α
σ⊗γ
X .
It is straightforward that ζΦ satisfies the axiom required for (Φ, ζΦ) to be
a monoidal functor.
The proof of the equivalence Z(CMode) ≃ Z(C)
rev follows mutatis mutan-
dis. 
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We want to apply Proposition 4.11 to the 2-category of C-modules. Let
C be a finite tensor category and N be an indecomposable exact left C-
module category. Set D = (C∗N )
rev. Then N is an invertible exact (C,D)-
bimodule category. Thus, we can consider the 2-equivalence θN : CMode →
DMode presented in Proposition 4.9. According to Proposition 4.11, this 2-
equivalence induces a monoidal equivalence θ̂N : Z(CMode)→ Z(DMode).
There is a commutative diagram of monoidal equivalences
(4.21) Z(C)rev
≃

θ
// Z(D)rev
≃

Z(CMode)
θ̂N
// Z(DMode)
Equivalences in the vertical arrows come from Theorem 4.12, and the functor
θ : Z(C) → Z(D) is given by θ(V, σ) : N → N , θ(V, σ)(N) = V⊗N , for all
N ∈ N . The functor θ coincides with the one presented by Shimizu in [14,
Theorem 3.13]. See also [12].
5. The adjoint algebra for finite 2-categories
Throughout this section B will denote a finite 2-category. For any pair of
0-cells A,B of B we define the 1-cell
(5.1) L(A,B) =
∫
X∈B(A,B)
∗X ◦X ∈ B(A,A).
For any X ∈ B(A,B) we shall denote by π
(A,B)
X : L(A,B)
..
−→ ∗X ◦ X the
dinatural transformations associated to this end.
Proposition 5.1. Assume that A,B,C are 0-cells. There exists a natural
isomorphism
σBX : L(A,B) ◦X ⇒ X ◦ L(C,B)
such that the diagram
L(A,B) ◦X
pi
(A,B)
Y
◦id X
−−−−−−−−→ ∗Y ◦ Y ◦X
σB
X
y xevX◦id ∗Y ◦Y ◦X
X ◦ L(C,B) −−−−−−−−→
id X◦pi
(C,B)
Y ◦X
X ◦ ∗X ◦ ∗Y ◦ Y ◦X,
(5.2)
is commutative for any X ∈ B(C,A), Y ∈ B(A,B). With this map the
collection AdB = ((L(A,B)A∈B0), σ
B) is an object in the center Z(B) for
any 0-cell B ∈ B0.
Proof. The end
∫
Y ∈B(A,B)
∗Y ◦Y ◦X is equal to L(A,B) ◦X with dinatural
transformations π
(A,B)
Y ◦ idX . Since the maps
(evX ◦ id ∗Y ◦Y ◦X)(idX ◦ π
(C,B)
Y ◦X ) : X ◦ L(C,B)→
∗Y ◦ Y ◦X
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are dinatural transformations, it follows from the universal property of the
end that, for any X ∈ B(C,A), there exists a map σBX : X ◦ L(C,B) →
L(A,B) ◦X such that
(5.3) (π
(A,B)
Y ◦ idX)σ
B
X = (evX ◦ id ∗Y ◦Y ◦X)(idX ◦ π
(C,B)
Y ◦X ).
It follows easily that morphisms σBX are natural in X. Let us prove that for
any Y ∈ B(A,B)
σBY ◦X = (σ
B
Y ◦ idX)(id Y ◦ σ
B
X).(5.4)
Let E be another 0-cell, and Z ∈ B(D,E) be a 1-cell. Then it follows from
(5.3) that
(π
(D,B)
Z ◦ id Y ◦X)σ
B
Y ◦X = (evY ◦X ◦ id ∗Z◦Z◦Y ◦X)(id Y ◦X ◦ π
(C,B)
Z◦Y ◦X).
On the other hand
(π
(D,B)
Z ◦ id Y ◦X)(σ
B
Y ◦ id )(id ◦ σ
B
X) = ((π
(D,B)
Z ◦ id Y )σ
B
Y ◦ idX)(id Y ◦ σ
B
X)
= (evY ◦ id ∗Z◦Z◦Y ◦X)(id Y ◦ π
(C,B)
Z◦Y ◦ idX)(id Y ◦ σ
B
X)
= (evY ◦ id ∗Z◦Z◦Y ◦X)(id Y ◦ evX ◦ id ∗(Z◦Y )◦Z◦Y ◦X)(id Y ◦X ◦ π
(C,B)
Z◦Y ◦X)
Whence
(π
(D,B)
Z ◦ id Y ◦X)σ
B
Y ◦X = (π
(D,B)
Z ◦ id Y ◦X)(σ
B
Y ◦ id )(id ◦ σ
B
X).
Then, it follows from the universal property of the end, that equation (5.4) is
satisfied. It remains to prove that for any X the map σBX is an isomorphism.
The idea of the proof of this fact is taken from [5, Lemma 2.10].
For any X ∈ B(C,A) define
σBX = (id ◦ evX)(idX ◦ σ
B
X ◦ idX)(coevX ◦ id ).
One can prove, using the naturality of σBX , the rigidity axioms and (5.4),
that σBX is indeed the inverse of σ
B
X . 
Remark 5.2. Keep in mind that in diagram (5.2) we are omitting the iso-
morphism ∗(Y ◦X) ≃ ∗X ◦ ∗Y .
The particular choice of the dinaturals in the coend (5.1) does not change
the equivalence class of the object (AdB, σ
B) ∈ Z(B). This is the next
result.
Lemma 5.3. Assume that for any 0-cell A ∈ B0, γ
(A,B)
X : L(A,B)
..
−→ ∗X◦X
is another choice of dinatural transformations for this end. And let
ηBX : L(A,B) ◦X ⇒ X ◦ L(C,B)
be the half-braiding associated with these dinatural transformations. Then
((L(A,B)A∈B0), σ
B), ((L(A,B)A∈B0), η
B) are isomorphic as objects in the
center Z(B).
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Proof. Since γ(A,B) are dinaturals, there exists a map hA : L(A,B) →
L(A,B) such that the diagram
(5.5) L(A,B)
hA
yyrr
rr
rr
rr
rr pi
(A,B)
X
%%❑
❑❑
❑❑
❑❑
❑❑
❑
L(A,B)
γ
(A,B)
X
// ∗X ◦X
commutes. Let A˜dB = ((L(A,B)A∈B0), η
B), and set h : AdB → A˜dB. Let
us check that h is a morphism in the center. We need to verify that, for any
1-cell X ∈ B(A,B)
(5.6) (ηBX)
−1(idX ◦ hA) = (hA ◦ idX)(σ
B
X)
−1.
Let C be antoher 0-cell, and Y ∈ B(B,C). To prove (5.6), it is sufficient to
prove that
(5.7) (γ
(B,C)
Y ◦ idX)(η
B
X)
−1(idX ◦ hA) = (γ
(B,C)
Y ◦ idX)(hA ◦ idX)(σ
B
X)
−1.
Using diagram (5.5), the right hand side of (5.7) is equal to
= (π
(B,C)
Y ◦ idX)(σ
B
X)
−1
= (evX ◦ id ∗Y ◦Y ◦X)(idX ◦ π
(A,C)
Y ◦X ).
The second equality follows from diagram (5.2). On the other hand, the left
hand side of (5.7) is equal to
= (evX ◦ id ∗Y ◦Y ◦X)(idX ◦ γ
(A,C)
Y ◦X hA)
= (evX ◦ id ∗Y ◦Y ◦X)(idX ◦ π
(A,C)
Y ◦X ).
The first equality follows from diagram (5.2), and the second equality follows
from (5.5). 
In what follows, we shall introduce a product for AdB. For any 0-cell
B ∈ B0 define mB : AdB⊗AdB → AdB, u
B : 1 → AdB as the unique
morphisms in Z(B) such that
L(A,B) ◦ L(A,B)
mB
A−−−−→ L(A,B)
pi
(A,B)
X
◦pi
(A,B)
X
y ypi(A,B)X
∗X ◦X ◦ ∗X ◦X −−−−−−−−−−−→
id ∗X◦evX◦id X
∗X ◦X,
(5.8)
(5.9) IA
uB
A
//
coevX
##●
●●
●●
●●
●●
L(A,B)
pi
(A,B)
X
yyrr
rr
rr
rr
rr
∗X ◦X,
are commutative diagrams, for any 0-cell A and any X ∈ B(A,B).
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Proposition 5.4. The object AdB with product m
B and unit uB is an
algebra in the center Z(B).
Proof. We must show that
(5.10) mB(uB⊗id ) = id = mB(id⊗uB),
(5.11) mB(mB⊗id ) = mB(id⊗mB).
For any A ∈ B0 and any X ∈ B(A,B) we have that
π
(A,B)
X m
B
A(u
B
A ◦ id ) = (id ∗X ◦ evX ◦ idX)(π
(A,B)
X ◦ π
(A,B)
X )(u
B
A ◦ id )
= (id ∗X ◦ evX ◦ idX)(coevX ◦ π
(A,B)
X )
= π
(A,B)
X .
The first equality follows from (5.8), the second one follows from (5.9). The
last equality is the rigidity axiom. Hence (5.10) follows from the universal
property of the end. To prove (5.11) it is enough to prove that for any
A ∈ B0 and any X ∈ B(A,B)
π
(A,B)
X m
B
A(m
B
A ◦ id ) = π
(A,B)
X m
B
A(id ◦m
B
A).
Using (5.10)
π
(A,B)
X m
B
A(m
B
A ◦ id ) = (id ∗X ◦ evX ◦ idX)(π
(A,B)
X m
B
A ◦ π
(A,B)
X )
= (id ∗X ◦ evX ◦ idX)(id ∗X ◦ evX ◦ idX ◦ id ∗X◦X)(π
(A,B)
X ◦ π
(A,B)
X ◦ π
(A,B)
X ).
On the other hand
π
(A,B)
X m
B
A(id ◦m
B
A) = (id ∗X ◦ evX ◦ idX)(π
(A,B)
X ◦ π
(A,B)
X m
B
A)
= (id ∗X ◦ evX ◦ idX)(id ∗X◦X ◦ id ∗X ◦ evX ◦ idX)(π
(A,B)
X ◦ π
(A,B)
X ◦ π
(A,B)
X ).
Since both are equal, we get the result. 
Definition 5.5. For any finite 2-category B and any 0-cell B of B, AdB is
the adjoint algebra of B.
Lemma 5.6. Assume that B,C ∈ B0 are equivalent 0-cells. Then, the
adjoint algebras AdB ,AdC are isomorphic as algebras in the center Z(B).
Proof. Since B and C are equivalent 0-cells, there exist 1- cells X ∈ B(B,C)
and Y ∈ B(C,B) with isomorphisms α : X ◦ Y → IC and β : Y ◦X → IB.
Using Lemma 4.5 (iii) we get that Y = ∗X with evaluation and coevaluation
given by
coevX = β
−1, evX = α(idX ◦ β ◦ id Y )(idX◦Y ◦ α
−1).
Also X = ∗Y with evaluation and coevaluation given by
coevY = α
−1, evY = β(id Y ◦ α ◦ idX)(id Y ◦X ◦ β
−1).
Using remark 4.2, one can easily verify that
(5.12) ∗(β−1) ◦ id Y ◦X = id Y ◦ α ◦ idX ,
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(5.13) idX◦Y ◦ α = idX ◦ evY ◦ id Y .
For any 0-cell A let
π
(A,B)
W : L(A,B)
..
−→ ∗W ◦W, W ∈ B(A,B),
and
ξ
(A,C)
Z : L(A,C)
..
−→ ∗Z ◦ Z, Z ∈ B(A,C)
be the associated dinatural transformations to L(A,B) and L(A,C) respec-
tively. The dinaturality of π implies, that for any W ∈ B(A,B)
(id ∗W ◦ β
−1 ◦ idW )π
(A,B)
W = (id ∗W ◦
∗(β−1) ◦ id Y ◦X◦W )π
(A,B)
Y ◦X◦W
= (id ∗W◦Y ◦ α ◦ idX◦W )π
(A,B)
Y ◦X◦W .
(5.14)
Here, we have used (5.12). For any W ∈ B(A,B) define
δW : L(A,C)→
∗W ◦W
δW = (id ∗W ◦ β ◦ idW )ξ
(A,C)
X◦W .
For any Z ∈ B(A,C) define
γZ : L(A,B)→
∗Z ◦ Z
γZ = (id ∗Z ◦ α ◦ id Z)π
(A,B)
Y ◦Z .
It follows by a straightforward computation, that δ and γ are dinatural
transformations. By the universal property of the end, there exist maps
gA : L(A,C)→ L(A,B),
fA : L(A,B)→ L(A,C),
such that for any W ∈ B(A,B), Z ∈ B(A,C)
π
(A,B)
W gA = δW , ξ
(A,C)
Z fA = γZ .(5.15)
Let us show that fA is the inverse of gA. For any W ∈ B(A,B) we have that
π
(A,B)
W gAfA = δW fA
= (id ∗W ◦ β ◦ idW )ξ
(A,C)
X◦W fA
= (id ∗W ◦ β ◦ idW )γX◦W
= (id ∗W ◦ β ◦ idW )(id ∗(X◦W ) ◦ α ◦ idX◦W )π
(A,B)
Y ◦X◦W
= π
(A,B)
W
In the last equation we have used (5.14). This proves that gAfA = id .
Analogously, one can prove that fAgA = id . The collection (fA) defines an
isomorphism
f : AdB → AdC
Let us show that f is indeed a morphism in Z(B). For this, we must prove
that for any W ∈ B(A,E)
(idW ◦ fA)σ
B
W = σ
C
W (fE ◦ idW ).
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To prove this, it will be enough to see that
(5.16) (ξ
(E,D)
T ◦ idW )(σ
C
W )
−1(idW ◦ fA)σ
B
W = (ξ
(E,D)
T fE ◦ idW )
for any T ∈ B(E,D). Using the definition of f , the right hand side of (5.16)
is equal to γ
(E,D)
T ◦ idW . Using the definition of σ
C , the left hand side of
(5.16) is equal to
(evW ◦ id ∗T◦T◦W )(idW ◦ ξ
(A,D)
T◦W )(idW ◦ fA)σ
B
W
= (evW ◦ id ∗T◦T◦W )(idW ◦ γT◦W )σ
B
W = γT ◦ idW .
The first equality follows from the definition of f , and the second one follows
from the definition of σB . Let us prove now that f : AdB → AdC is an
algebra morphism. We need to show that
fAm
B
A = m
C
A(fA ◦ fA),
for any 0-cell A. Here mB is the multiplication of AdB . For this, it is enough
to prove that
(5.17) ξ
(A,C)
Z fAm
B
A = ξ
(A,C)
Z m
C
A(fA ◦ fA),
for any 1-cell Z ∈ B(A,C). Using the definition of f , the left hand side of
(5.17) is equal to
= γZm
B
A = (id ∗Z ◦ α ◦ id Z)π
(A,B)
Z m
B
Z
= (id ∗Z ◦ α ◦ id Z)(id ∗Z◦X ◦ evY ◦Z ◦ id Y ◦Z)(π
(A,B)
Y ◦Z ◦ π
(A,B)
Y ◦Z )
= (id ∗Z ◦ α(idX ◦ evY ◦ id Y ) ◦ id Z)(id ∗Z◦X◦Y ◦ evZ ◦ idX◦Y ◦Z)
(π
(A,B)
Y ◦Z ◦ π
(A,B)
Y ◦Z )
The second equality follows from the definition of γ, and the third equality
follows from the definition of the product mB (5.8), and the last one follows
from the formula for evY ◦Z . The right hand side of (5.17) is equal to
= (id ∗Z ◦ evZ ◦ id Z)(ξZ ◦ ξZ)(fA ◦ fA)
= (id ∗Z ◦ evZ ◦ id Z)(id ∗Z ◦ α ◦ id Z◦∗Z ◦ α ◦ id Z)(π
(A,B)
Y ◦Z ◦ π
(A,B)
Y ◦Z )
= (id ∗Z ◦ α ◦ α ◦ id Z)(id ∗Z◦X◦Y ◦ evZ ◦ idX◦Y ◦Z)(π
(A,B)
Y ◦Z ◦ π
(A,B)
Y ◦Z )
The first equality follows from the definition given in (5.8) of mC , and the
second equality follows from the definition of fA. Now, that both sides of
(5.17) are equal is a consequence of (5.13). 
At this point, we have to verify that our definition of the adjoint algebra
of the 2-category CMod coincides with the definition presented by Shimizu
in [14]. This is one of the main results of this work and it is stated in the
next result. Recall from Section 3 the definition, due to Shimizu, of the
character algebra AM ∈ Z(C) associated to any exact C
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Theorem 5.7. Let C be a finite tensor category andM be an exact indecom-
posable left C-module category. Let Φ : Z(CMod)→ Z(C) be the equivalence
presented in Theorem 4.12. Then Φ(AdM) ≃ AM as algebra objects in
Z(C).
Proof. Since Φ(AdM) = L(C,M)(1), we shall construct an isomorphism
φ : L(C,M)(1)→ AM and prove that it is an algebra morphism in Z(C).
Using Lemma 5.6, since any module category is equivalent to a strict
one, we can assume that M is strict. Recall from Section 2.3 the C-module
functor RM : C → M, RM (X) = X⊗M , X ∈ C, and its right adjoint
RraM : M → C given by the internal hom
∗RM = R
ra
M (N) = Hom(M,N),
M,N ∈ M.
This induces an equivalence R : M → FunC(C,M), R(M) = RM for
any M ∈ M. Its quasi-inverse functor is H : FunC(C,M) → M, H(F ) =
F (1). For any module functor (F, p) ∈ FunC(C,M), define the natural
isomorphisms
α : R ◦H → Id ,
(αF )X = (pX,1)
−1,
for any X ∈ C. Since M is strict, for any M ∈ M, the functor RM has
module structure given by the identity. In particular
(5.18) αRM = id .
We shall denote by π
(N ,M)
F :
∫
F∈FunC(N ,M)
∗F ◦ F → ∗F ◦ F the dinat-
ural transformations of the end L(N ,M). We also consider the dinatural
transformations
ηM :
∫
M∈M
∗RM ◦RM →
∗RM ◦RM .
Using Proposition 1.1 (ii), there exists an isomorphism
h :
∫
F∈FunC(N ,M)
∗F ◦ F →
∫
M∈M
∗RM ◦RM
such that the following diagram commutes
∫
F∈FunC(C,M)
∗F ◦ F
h
−−−−→
∫
M∈M
∗RM ◦RM
pi
(C,M)
F
y yηH(F )
∗F ◦ F ←−−−−−−−−−
∗((αF )−1)◦αF
∗RF (1) ◦RF (1).
(5.19)
Taking F = RM , for any M ∈ M, and using (5.19), (5.18) we get that
(5.20) ηMh = π
(C,M)
RM
.
Define the functor E : EndC(C)→ C, E(F ) = F (1). This functor is an equiv-
alence of categories. Since for any M ∈ M we have that E(∗RM ◦ RM ) =
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Hom(M,M), Proposition 1.1 (i) implies that there exists an isomorphism
h˜ :
∫
M∈M
Hom(M,M)→ E
( ∫
M∈M
∗RM ◦RM
)
,
such that
(5.21) E(ηM )h˜ = π
M
M .
Recall from Section 3 the definition of the dinatural transformations πM.
Define φ : L(C,M)(1) =
( ∫
F∈FunC(C,M)
∗F ◦F
)
(1)→
∫
M∈M
Hom(M,M),
as φ = (h˜)−1E(h). Using (5.20) and (5.21) we get that for any M ∈ M
(5.22) πMM φ = E(π
(C,M)
RM
) = (π
(C,M)
RM
)1.
Let us prove that φ is a morphism in the center Z(C). We need to show
that for any X ∈ C
σMX (φ⊗idX) = (idX⊗φ)α
σ
X .(5.23)
Here σM is the half-braiding of the algebra AM, as defined in Section 3.
Recall from the proof of Theorem 4.12 that
Φ((L(N ,M)N ), σ) = (L(C,M)(1), α
σ) ∈ Z(C),
where ασ is the half-braiding of L(C,M)(1), and it is defined by equation
(4.18), which in this case is
ασX : L(C,M)(1)⊗X → X⊗L(C,M)(1),
ασX = c
L(C,M)
X,1 (σRX )
−1
1
,
where cL(C,M) is the module structure of the module functor L(C,M), and
σ is the half-braiding in Z(CMod) of the object L(N ,M)N .
Using the universal property of the end, equation (5.23) is equivalent to
(idX⊗π
M
M )σ
M
X (φ⊗idX) = (idX⊗π
M
M )(idX⊗φ)α
σ
X ,(5.24)
for any X ∈ C,M ∈ M. Using (3.1), one gets that the left hand side of
(5.24) is equal to
= aX,M,MbX,M,X⊗M (π
M
X⊗M
⊗ idX)(φ⊗idX)
= aX,M,MbX,M,X⊗M ((π
(C,M)
RX⊗M
)1 ⊗ idX).
Claim 5.1. For any X ∈ M, M ∈M the following equations hold.
(5.25) aX,M,M (π
(C,M)
RM
)X =
(
idX⊗(π
(C,M)
RM
)1
)
c
L(C,M)
X,1 ,
Proof of Claim. The functor ∗RM ◦RM : C → C is a C-module functor. Since
both ∗RM , RM are module functors, the module structure of the composition
is, according to (2.5), given by dX,Y :
∗RM ◦RM (X⊗Y )→ X⊗RM ◦RM (Y ),
where
dX,Y = aX,M,Y⊗M .
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The natural transformation π
(C,M)
RM
:
∫
F∈FunC(N ,M)
∗F ◦ F → ∗RM ◦RM is a
natural module transformation, this means that it satisfies (2.6), which in
this case is
dX,Y
(
π
(C,M)
RM
)
X⊗Y
=
(
idX⊗(π
(C,M)
RM
)Y
)
c
L(C,M)
X,Y .
Taking Y = 1 we obtain (5.25). 
Using (5.22), the right hand side of (5.24) is equal to
= (idX⊗(π
(C,M)
RM
)1)c
L(C,M)
X,1 (σRX )
−1
1
= aX,M,M (π
(C,M)
RM
)X(σRX )
−1
1
The second equality follows from (5.25). Since aX,M,M is an isomorphism,
equation (5.24) is equivalent to
(5.26) bX,M,X⊗M ((π
(C,M)
RX⊗M
)1 ⊗ idX)(σRX )1 = (π
(C,M)
RM
)X
Recall that the half-braiding σRX is defined using diagram 5.2. In this
particular case, this diagram is
L(C,M) ◦RX
pi
(C,M)
RM
◦id RX
−−−−−−−−−→ ∗RM ◦RM ◦RX
σRX
y xevRX ◦id ∗RMRMRX
RX ◦ L(C,M) −−−−−−−−−−→
id RX ◦pi
(C,M)
RM◦RX
RXX ◦
∗RX ◦
∗RM ◦RM ◦RX ,
(5.27)
for any X ∈ C, M ∈ M. Recall that, in this diagram the isomorphism
∗(RM ◦ RX) → RX∗ ◦
∗RM is omitted. This isomorphism is described in
Lemma 4.8. Diagram (5.27) evaluated in 1 implies that
(evRX )Hom(M,X⊗M)(b
1
X,M,X⊗M
⊗idX)(π
(C,M)
RX⊗M
)1⊗ idX)(σRX )1 = (π
(C,M)
RM
)X .
This implies equation (5.26). Let us prove now that φ : Φ(AdM) → AM is
an algebra map. Let us denote by
mM : AdM⊗AdM → AdM
andm : AM⊗AM → AM the corresponding multiplication morphisms. The
product of Φ(AdM) is given by
Φ(AdM)⊗Φ(AdM)
ζΦ
//
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Φ(AdM⊗AdM)
Φ(mM)
vv♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
Φ(AdM)
.
Recall from the proof of Theorem 4.12 the definition of ζΦ. The map φ is
an algebra morphism if and only if
(5.28) m(φ⊗φ) = φΦ(mM)
(
c
L(C,M)
L(C,M)(1),1
)−1
.
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Let M ∈ M. Applying πMM to the left hand side of (5.28) one gets
πMM m(φ⊗φ) = comp
M
M ◦ (π
M
M ⊗π
M
M )(φ⊗φ)
= compMM ((π
(C,M)
RM
)1⊗(π
(C,M)
RM
)1).
The second equality follows from (5.22). Now, applying πMM to the right
hand side of (5.28) one gets
πMM φΦ(m
M)
(
c
L(C,M)
L(C,M)(1),1
)−1
= (π
(C,M)
RM
)1(m
M
C )1
(
c
L(C,M)
L(C,M)(1),1
)−1

As a direct consequence of Lemma 5.6 and Theorem 5.7, we have the
following result.
Corollary 5.8. Assume that M and N are equivalent exact C-module cat-
egories. Then, the algebras AM,AN are isomorphic. 
Theorem 5.9. Assume that B, B˜ are finite 2-categories. Let F : B → B˜
be a 2-equivalence, and let F̂ : Z(B) → Z(B˜) be the associated monoidal
equivalence given in Proposition 4.11. For any 0-cell B ∈ B0 there is an
isomorphism
F̂(AdB) ≃ AdF(B)
as algebras in the category Z(B˜).
Proof. Let G : B˜ → B be the quasi-inverse of F . Since 0-cells B,G(F(B)) are
equivalent, then, by Lemma 5.6 the algebras AdB ,AdG(F(B)) are isomorphic.
We shall prove that there is an algebra isomorphism F̂(AdG(F(B))) ≃ AdF(B)
Let τ : Id → F◦G, χ : F◦G → Id be a pair of pseudonatural equivalences,
one the inverse of the other. Hence χ ◦ τ ∼ id Id , and τ ◦ χ ∼ id F◦G . For
any pair of 0-cells C,D ∈ B˜0, χ0C ∈ B˜(F(G(C), C), τ
0
C ∈ B˜(C,F(G(C)) are
1-cells, and for any 1-cell Y ∈ B˜(C,D)
χY : Y ◦ χ
0
C =⇒ χ
0
D ◦ F(G(Y )),
τY : F(G(Y )) ◦ τ
0
C =⇒ τ
0
D ◦ Y.
In particular, for any 0-cell C ∈ B we have that χ0C ◦ τ
0
C ≃ I. Thus we can
assume that ∗(τ0C) = χ
0
C .
For any 0-cell C ∈ B˜0 define the functors
H : B(G(C),G(F(B))) → B˜(C,F(B)), H˜ : B˜(C,F(B))→ B(G(C), B),
H(X) = χ0F(B) ◦ F(X) ◦ τ
0
C , H˜(Z) = G(Z).
These functors are equivalences, one the quasi-inverse of the other. Define
also the natural isomorphism
α : HH˜ → Id ,
αZ = id χ0
F(B)
◦ τZ ,
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for any Z ∈ B˜(C,F(B)). Let C ∈ B˜0 be a 0-cell, then, using the definition
of F̂ given in the proof of Proposition 4.11, we have that
F̂(AdG(F(B)))C = χ
0
C ◦ F(L(G(C),G(F(B)))) ◦ τ
0
C
=
∫
X∈B(G(C),G(F(B)))
∗H(X) ◦ H(X).
Here we used that ◦ is biexact and applied Proposition 1.1 (i). Also
(AdF(B))C =
∫
Y ∈B˜(C,F(B))
∗Y ◦ Y.
Let
π˜
(F(B),C)
Y : (AdF(B))C →
∗Y ◦ Y
and
λX :
∫
X∈B(G(C),G(F(B)))
∗H(X) ◦ H(X)→ ∗X ◦X
be the associated dinatural transformations. As a space saving measure we
shall write π˜Y = π˜
(F(B),C)
Y .
Since the functor H : B(G(C),G(F(B))) → B˜(C,F(B)) is an equivalence
of categories, using (the proof of) Proposition 1.1 (ii), we get that there is
an isomorphism
hC : F̂(AdG(F(B)))C → (AdF(B))C
such that
(5.29)
(
∗(α−1Z ) ◦ αZ
)
(id χ0
C
◦ F(λ
H˜(Z)
) ◦ id τ0
C
) = π˜Z h
C ,
for any Z ∈ B˜(C,F(B)). Let us prove that h : F̂(AdG(F(B))) → AdF(B)
defines an algebra map in the center Z(B˜). Let σ and σ˜ be the half-braidings
of AdG(F(B)) and AdF(B) respectively. To prove that h is a morphism in the
center, we need to show that equation
(5.30) (σ˜BZ )
−1(id Z ◦ h
C) = (hD ◦ id Z)F̂((σ
B)−1)Z
is satisfied for any 1-cell Z ∈ B˜(C,D). Recall that the definition of F̂(σ−1) is
given in the proof of Proposition 4.11. To prove equation (5.30) it is enough
to prove that
(5.31) (π˜Y ◦ id Z)(σ˜Z)
−1(id Z ◦ h
C) = (π˜Y ◦ id Z)(h
D ◦ id Z)F̂(σ
−1)Z .
for any 1-cell Y ∈ B˜(D,F(B)). Using (5.2), we obtain that the left hand
side of (5.31) is equal to
= (evZ ◦ id ∗Y ◦Y ◦Z)(id Z ◦ π˜Y ◦Z)(id Z ◦ h
C)
= (evZ ◦ id ∗Y ◦Y ◦Z)(id Z ◦
∗(τ−1Y ◦Z) ◦ τY ◦Z)(id ◦ F(λG(Y )◦G(Z)) ◦ id ).
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The second equality follows from (5.29). Next, as a space saving measure,
we shall denote EC =
∫
X∈B(G(C),G(F(B)))
∗H(X)◦H(X). Using (5.29) we get
that the right hand side of (5.31) is equal to
=
(
∗(α−1Y ) ◦ αY ◦ id Z)
)
(id χ0
D
◦ F(λ
H˜(Y )
) ◦ id τ0
D
◦Z)F̂((σ
B)−1)Z
= (∗(τ−1Y ) ◦ τY ◦ id Z)(id χ0D
◦ F(λ
H˜(Y )) ◦ id τ0D◦Z
)(id χ0
D
◦F(ED)
◦ τZ)
(id ◦ F(σ−1
G(Y )) ◦ id )(χZ ◦ id F(EC)◦τ0C
)
= (∗(τ−1Y ) ◦ τY ◦ id Z)(id χ0D◦∗F(G(Z))◦F(G(Z))
◦ τZ)
(id χ0
D
◦ F(λ
H˜(Y )
) ◦ id F(G(Z))◦τ0
C
)(id ◦ F(σ−1
G(Y )) ◦ id )(χZ ◦ id F(EC)◦τ0C
)
= (∗(τ−1Y ) ◦ τY ◦ id Z)(id χ0D◦∗F(G(Z))◦F(G(Z)) ◦ τZ)
(id ◦ F((λG(Y ) ◦ id )σ
−1
G(Y )) ◦ id )(χZ ◦ id F(EC)◦τ0C
)
= (∗(τ−1Y ) ◦ τY ◦ id Z)(id ◦ τZ)(id ◦ F(evG(Z) ◦ id )(id ◦ F(λG(Y )◦G(Z)) ◦ id )
(χZ ◦ id F(EC)◦τ0C )
= (∗(τ−1Y ) ◦ τY ◦ id Z)(id ◦ τZ)
(
id χ0
D
◦ F(G(evZ))(χZ ◦ id ∗F(G(Z))) ◦ id
)
(id Z◦χ0
C
◦ F(λG(Y )◦G(Z)) ◦ id τ0
C
)
The second equality follows from the definition of F̂(σ−1), and the fifth
equality follows from (5.2). The naturality of χ implies that for any 1-cell
Z ∈ B˜(C,D)
(id χ0
D
◦ F(G(evZ)))χZ◦∗Z = evZ ◦ id χ0
D
.
Using (4.3) this equation implies that
(id χ0
D
◦ F(G(evZ)))(χZ ◦ id ∗F(G(Z))) = (evZ ◦ id χ0
D
)(id Z ◦ χ
−1
∗Z)
= (evZ ◦ id χ0
D
)(id Z ◦
∗(τZ)
−1).
(5.32)
Note that in the second equality we have used Lemma 4.6. Now, continuing
with the right hand side of (5.31), and using (5.32) we get that it is equal
to
= (∗(τ−1Y ) ◦ τY ◦ id Z)(id ◦ τZ)(evZ ◦ id ))(id Z ◦
∗(τ−1Z ) ◦ id )
(id Z◦χ0
C
◦ F(λG(Y )◦G(Z)) ◦ id τ0
C
).
Using (4.3) for τY ◦Z we see that both sides are equal, and h defines a mor-
phism in the center. Let us prove now, that h defines an algebra morphism.
Let m˜ : AdF(B)⊗AdF(B) → AdF(B) be the multiplication map. Also, if
m : AdG(F(B))⊗AdG(F(B)) → AdG(F(B)) is the product of the adjoint alge-
bra, then the product for F̂(AdG(F(B))) is
id χ0
C
◦ F(mC) ◦ id τ0
C
,
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for any 0-cell C ∈ B˜0. Hence, we need to show that
(5.33) hC(id χ0
C
◦ F(mC) ◦ id τ0
C
) = m˜C(h
C ◦ hC),
for any 0-cell C ∈ B˜0. For this, it is enough to prove that
(5.34) π˜Zh
C(id χ0
C
◦ F(mC) ◦ id τ0
C
) = π˜Zm˜C(h
C ◦ hC),
for any 1-cell Z ∈ B˜(C,D). Using (5.29), we get that the left hand side of
(5.34) is equal to
=
(
∗(α−1Z ) ◦ αZ
)
(id χ0
C
◦ F(λ
H˜(Z)mC) ◦ id τ0C
)
=
(
∗(α−1Z ) ◦ αZ
)
(id χ0
C
◦ F((id ∗G(Z) ◦ evG(Z) ◦ id G(Z))(λG(Z) ◦ λG(Z))) ◦ id τ0
C
)
=
(
∗(α−1Z ) ◦ αZ
)
(id ◦ F(id ∗G(Z) ◦ evG(Z) ◦ id G(Z))F(λG(Z) ◦ λG(Z))) ◦ id ).
The second equality follows from the definition of the product of the adjoint
algebra given in (5.8). Also, using (5.8) we get that the right hand side of
(5.34) is equal to
= (id ∗Z ◦ evZ ◦ id Z)(π˜Zh
C ◦ π˜Zh
C)
= (id ∗Z ◦ evZ ◦ id Z)
(
∗(α−1Z ) ◦ αZ ◦
∗(α−1Z ) ◦ αZ
)
(id ◦ F(λG(Z) ◦ λG(Z))) ◦ id ).
The second equality follows from (5.29). It follows from (5.32) that both
sides are equal. 
Applying Theorem 5.9 to the 2-category of representations of a tensor
category, and using Theorem 5.7, we get the next result.
Corollary 5.10. Let C,D be finite tensor categories. Assume that N is an
invertible (D, C)-bimodule category, and M be an indecomposable left exact
C-module. There is an isomorphism of algebras
θ(AM) ≃ AFunC(N ,M).
Here θ : Z(C)→ Z(D) is the monoidal presented in equivalence (4.21). 
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