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Abstract
We consider the unbounded domain problems −u + u = |u|p−2u in Ω , u > 0 in Ω , and u = 0 on
∂Ω , where Ω is an unbounded domain in RN , 2 < p < 2∗, 2∗ = 2N
N−2 for N > 2, and 2∗ = ∞ for N = 2.
The existence of a ground state solution to the problems is greatly affected by the shape of the domain. To
determine the existence of the solutions in a general domain remains a challenge task. For the flat interior
flask domain that consists a strip and a ball attached to the bottom of the strip, previous results have asserted
the existence of a ground state solution when the diameter of the ball is greater than a positive constant.
However, the existence of the solutions when the diameter of the ball equals to the width of the strip is still
an important open question. This article resolves the open question partially by considering a variation of
the flat interior flask domain, which is formed by attaching a stretched ball to the bottom of the strip.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The Lane–Emden equations{−u = f (u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
(1)
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For a specific example, Lane–Emden [3, Chapter 3] and Fowler [7] studied (1) in astrophysics,
where f (u) is proportional to the density of the gaseous star.
Consider the unbounded domain problems:⎧⎨⎩−u+ u = |u|
p−2u in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(2)
where 2 < p < 2∗, 2∗ = 2N
N−2 for N > 2, 2
∗ = ∞ for N = 2, and Ω is an unbounded domain
in RN . Associated Eq. (2), we have the potential operators a, b :H 10 (Ω) → R, and the energy
functional J :H 10 (Ω) → R:
a(u) =
∫
Ω
(|∇u|2 + u2),
b(u) =
∫
Ω
|u|p,
J (u) = 1
2
a(u)− 1
p
b(u), and
K(u) = 〈J ′(u),u〉= a(u)− b(u).
It is known that J is of C1,1 and satisfies the mountain pass hypothesis. See Rabinowitz [12,
Proposition B.10]. Note that every nonzero critical point of J is a solution to Eq. (2).
For r > 0 and R > 0, BN(z0;R) denotes the N -ball, Sr the strip domain, Sr0 the upper half
strip domain, and Drs the interior flask domain. To be definite,
BN(z0;R) =
{
z ∈ RN | |z − z0| <R
}
,
Sr = {(x, y) ∈ RN−1 × R | |x| < r},
Sr0 =
{
(x, y) ∈ Sr | 0 < y},
Srl =
{
(x, y) ∈ Sr | l < y}, and
Drs = Sr0 ∪BN(0; s).
For the existence and non-existence of solutions, the most important domain in RN is the
Esteban–Lions domain Ω : there is χ ∈ RN and ‖χ‖ = 1 such that n(z) · χ  0 on ∂Ω , where
n(z) denotes the unit outward normal to ∂Ω at the point z. A typical example of the Esteban–
Lions domains is the upper half strip domain Sr0. Esteban–Lions [6] asserted that no solution
exists in H 10 (S
r
0) for Eq. (2) in the upper half strip domain Sr0.
To determine the existence of solutions to Eq. (2) in a general domain is very difficult. Chen–
Lee–Wang [4], Chen–Wang [5], and Lien–Tzeng–Wang [10] try to attack this open question
through the interior flask domain Drs , which is a domain attaching a ball in the bottom of Sr0. In
the interior flask domain Drs , they asserted that there exists s0 > r such that Eq. (2) in Drs admits
a ground state solution if s > s0, while it does not admit any ground state solutions if s < s0. An
open question is thus posed: Does Eq. (2) in Drs admits a ground state solution for every s > r?
In this article, we answer this open question partially in Section 3.
This article is organized as follows. Section 2 describes various Palais–Smale values and
establishes an index comparison criterion: If α(Ω) < α(Ω˜n) for some n ∈ N, then Eq. (2) in Ω
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asserts that there exists a ground state solution to (2) in Ωε . The domain Ωε is a “flat” interior
flask domain, which adds an arbitrary small width but sufficient long corridor to Esteban–Lions
domain Sr0. Sections 4 and 5 present respectively the asymptotic behavior and the symmetry of
every solution to (2) in the interior flask domain Drs . Numerical results on Drs and Ωε for varied
parameters are shown in Section 6. The computational results are not only consistent with the
analysis results, but further provide a conjecture.
2. Palais–Smale values
We systematically study the Palais–Smale (PS) values and the index of a domain Ω in this
section. An index comparison criterion (Theorem 13) is derived. By using the criterion, we prove
the existence results in Section 3.
Definition 1.
(1) For β ∈ R, a sequence {un} ⊂ H 10 (Ω) is a (PS)β -sequence for J if J (un) → β and
J ′(un) → 0 strongly as n → ∞.
(2) β ∈ R is a (PS)β -value for J if there is a (PS)β -sequence for J .
(3) J satisfies the (PS)β -condition if every (PS)β -sequence for J contains a convergent subse-
quence.
(4) J satisfies the (PS)-condition if, for every β ∈ R, every (PS)β -sequence for J contains a
convergent subsequence.
We first show that a (PS)β -sequence for J admits a weak limit.
Lemma 2. Let {un} ⊂ H 10 (Ω) be a (PS)β -sequence for J , then β  0.
Proof. Since 12a(un)− 1p
∫
Ω
|un|p = β + o(1), a(un) = b(un)+ o(1), we have
β = 1
2
∫
Ω
|un|p − 1
p
∫
Ω
|un|p + o(1)
(
1
2
− 1
p
)∫
Ω
|un|p + o(1) 0. 
Lemma 3. Let {un} ⊂ H 10 (Ω) be a (PS)β -sequence for J , then there exists a c > 0 such
that ‖un‖H 1  c for each n. If β > 0, then there exist a subsequence {un}, c′ > 0 such that
‖un‖H 1  c′ for each n.
Proof. For large n, since εn = ‖J ′(un)‖,
β + 1 + εn‖un‖H 1
p
 J (un)− 1
p
〈
J ′(un), un
〉
=
(
1
2
− 1
p
)
‖un‖2H 1 . (3)
Thus ‖un‖H 1  c for each n.
Suppose that β > 0. If limn→∞ ‖un‖H 1 = 0, then J (un) = o(1). This contradicts to fact that
β > 0. Thus there exist a subsequence {un}, c′ > 0 such that ‖un‖H 1  c′ for each n. 
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point for J .
Lemma 4. Let {un} ⊂ H 10 (Ω) be a (PS)β -sequence for J and u ⊂ H 10 (Ω) such that un ⇀ u
weakly in H 10 (Ω), then u is a critical point for J .
Proof. Take φ ∈ C∞c (Ω). We have 〈J ′(un),φ〉 =
∫
Ω
∇un∇φ + unφ −
∫
Ω
|un|p−2unφ. Since
un ⇀ u weakly in H 10 (Ω), then∫
Ω
∇un∇φ + unφ →
∫
Ω
∇u∇φ + uφ.
Since un → u strongly in Lqloc(Ω) and a.e. for 1 q < 2∗ , we obtain∫
Ω
|un|p−2unφ →
∫
Ω
|u|p−2uφ.
Thus 〈
J ′(u),φ
〉= ∫
Ω
∇u∇φ + uφ −
∫
Ω
|u|p−2uφ
= lim
n→∞
(∫
Ω
∇un∇φ + unφ −
∫
Ω
|un|p−2unφ
)
= lim
n→∞
〈
J ′(un),φ
〉= 0. 
Following lemma shows that the constrained minimization problem αI , the Nehari minimiza-
tion problem αM, and the minimax problem αΓ are positive (PS)-values. Note that
I = inf{a(u) | u ∈ H 10 (Ω) \ {0}, b(u) = 1},
αI =
(
1
2
− 1
p
)
Ip/(p−2),
M = {u ∈ H 10 (Ω) \ {0} | a(u) = b(u)},
αM = inf
v∈MJ (v),
Γ = {v ∈ C([0,1],H 10 (Ω)) | v(0) = 0, v(1) = e}, where J (e) = 0, and
αΓ = inf
v∈Γ maxt∈[0,1]
J
(
v(t)
)
.
Lemma 5. αI , αM, and αΓ are positive (PS)-values for J .
Proof. Lien–Tzeng–Wang [10] proved that αI is a (PS)αI -value for J . Using two different meth-
ods, the Ekeland variational principle and the deformation lemma, Brezis–Nirenberg [2] showed
that αΓ is a (PS)αΓ -value for J . Using the Ekeland variational principle, Stuart [13, Lemma 3.4]
proved that there is a (PS)α -sequence for J as well as a minimizing sequence for αM . M
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sphere S, where
S = {u ∈ H 10 (Ω) | ‖u‖H 1 = 1},
Z =
{
u ∈ H 10 (Ω) \ {0}
∣∣∣ 12a(u) = 1pb(u)
}
.
Note that M contains every solution to (2). Moreover, we have the following findings.
Lemma 6.
(1) There is a bijective C1,1 map m from S to M. Moreover M is path-connected and there exists
a constant c > 0 such that, for u ∈ M, ‖u‖H 1  c and J (u) c.
(2) There is a bijective C1,1 map z from S to Z. Moreover Z is path-connected and there exists
a constant c′ > 0 such that, for u ∈ Z, ‖u‖H 1  c′.
Proof. For λ 0, u ∈ H 10 (Ω) \ {0}, let
hu(λ) = J (λu) = 12λ
2a(u)− 1
p
λpb(u).
Then {
h′u(λ) = λa(u)− λp−1b(u),
h′′u(λ) = a(u)− (p − 1)λp−2b(u).
By these equalities, we can take uniquely ru, su, and tu ∈ R+ such that 0 < ru < su < tu,
suu ∈ M, tuu ∈ Z and
0 = h′′u(ru) = h′u(su) = hu(tu).
Let m : S → M and z : S → Z be given by m(u) = suu and z(u) = tuu. Applying the implicit
function theorem and the Sobolev imbedding theorem, we complete the proof. 
A (PS)β -sequence for J with β > 0 admits several interesting properties as follows.
Lemma 7. Let {un} ⊂ H 10 (Ω) be a (PS)β -sequence for J with β > 0. Then there is a sequence{sn} in R+ such that {snun} ⊂ M and J (snun) = β + o(1).
Proof. By Lemma 6, there is a sequence {sn} in R+ such that {snun} ⊂ M, thus s2na(un) =
s
p
n b(un) for each n. The facts that a(un) = b(un) + o(1) and J (un) = β + o(1) further imply
sn = 1 + o(1). Therefore |J (un)− J (snun)| = o(1), or J (snun) = β + o(1). 
Lemma 8. Let {un} ⊂ H 10 (Ω) be a (PS)β -sequence for J with β > 0. Then
(1) β  αI ,
(2) β  αM , and
(3) β  αΓ .
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J (un) = 12a(un)−
1
p
b(un) = β + o(1),
a(un)− b(un) = o(1).
The properties thus can be shown as follows.
(1) Let wn = un(b(un))−1/p , then b(wn) = 1 and a(wn) = a(un)b(un)−2/p  I . Thus
a(un) Ip/(p−2) + o(1), or β  ( 12 − 1p )Ip/(p−2) = αI .
(2) By Lemma 7, there is a sequence {sn} in R+ such that {snun} ⊂ M and J (snun) = β+o(1).
Therefore β  αM.
(3) By Lemma 7, there is a sequence {sn} in R+ such that {snun} ⊂ M and J (snun) = β+o(1).
By Lemma 6, there is a sequence {tn} in R+ such that {tnun} in Z. Since the manifold Z is
path-connected, there is a path ηn in Z which connects tnun to e. Let γ ′n be the line segment
connecting 0 and tnun and the path γn = γ ′n ∪ ηn. We obtain
αΓ  max
0t1
J
(
γn(t)
)= J (snun) = β + o(1).
Thus β  αΓ . 
Combining Lemmas 5 and 8, we obtain Theorem 9.
Theorem 9. αI = αM = αΓ .
By Theorem 9, we conclude that the numbers αΓ and αM are the same. Based on the theorem,
we have the following definition.
Definition 10. Either αΓ or αM is called the index of J in Ω and denoted by α(Ω). We call that
a solution u to (2) is a ground state solution if J (u) = α(Ω), and is a higher energy solution if
J (u) > α(Ω).
Let {un} be a (PS)β -sequence for J , where β > 0, and tnun ∈ M , then {‖tnun‖H 1} is bounded
above and bounded away from zero.
Lemma 11. Let {un} ⊂ H 10 (Ω) be a (PS)β -sequence for J , where β > 0 and tnun ∈ M for
tn > 0, then there exist a subsequence {tn} and a subsequence {un} such that c′  tn  c′′ and
C′  ‖tnun‖H 1  C′′ for each n ∈ N, where c′, c′′, C′ and C′′ > 0.
Proof. The proof can be completed by the following two steps.
(1) We first claim that tn  c′′. By Lemma 3, {un} is bounded, say ‖un‖H 1  c1. We have
J (un) = 12a(un)−
1
p
∫
Ω
|un|p = β + o(1),
〈
J ′(un), un
〉= a(un)− ∫
Ω
|un|p = o(1).
Suppose
∫
Ω
|un|p = o(1), then a(un) = o(1). Thus J (un) = o(1), and a contradiction occurs.
Therefore there exist a subsequence {un} and l > 0 such that l 
∫ |un|p . HenceΩ
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t2n
2
a(un)− t
p
n
p
∫
Ω
|un|p
 c2t2n − c3tθn , where c2, c3 > 0.
Thus there is a c′′ > 0 such that
tn  c′′
for each n ∈ N.
(2) We claim that c′  tn. Clearly, there exist c, δ > 0 such that for ‖u‖H 1 = δ, we have
J (u)  cδ22 . Since J (0) = 0 and J is continuous, we have J (u) < cδ
2
2 for ‖u‖H 1 < δ1 < δ. By
Lemma 3, we have 0 < c9  ‖un‖H 1  c10 for each n ∈ N. Since J is achieved the maximum at
tnun for each n ∈ N, then
tnc10  tn‖un‖H 1 = ‖tnun‖H 1  δ1
for each n ∈ N. Therefore there is c′ > 0 such that tn  c′.
By the arguments above, we thus have c′  tn  c′′ for each n ∈ N. 
Lemma 4 has shown that a (PS)β -sequence for J admits a weak limit u, which is a critical
point for J . However we should do more effort to assert that u is nonzero, that is, u is a solution
to (2). From now on α(Ω) is simply denoted by α. Let
Ωn = Ω ∩ BN(0;n),
Ω˜n = Ω \ BN(0;n),
Mn =
{
u ∈ H 10 (Ωn) \ {0} | a(u) = b(u)
}
,
M˜n =
{
u ∈ H 10 (Ω˜n) \ {0} | a(u) = b(u)
}
,
αn = α(Ωn) = inf
u∈Mn
J (u), and
α˜n = α(Ω˜n) = inf
u∈M˜n
J (u).
Following theorem demonstrates what happens whenever u is zero.
Theorem 12. Let {un} ⊂ H 10 (Ω) be a (PS)α-sequence for J .
(1) Suppose that un ⇀ 0 weakly in H 10 (Ω), then there is a subsequence {un} such that∫
Ωn
|un|p = o(1).
(2) Suppose there is a subsequence {un} such that∫
Ωn
|un|p = o(1),
then we have α = α˜n for each n ∈ N.
(3) Suppose that un ⇀ 0 weakly in H 10 (Ω), then α = α˜n for each n ∈ N.
H.-l. Lin, W. Wang / J. Math. Anal. Appl. 330 (2007) 1220–1237 1227Proof. (1) Since un → 0 weakly in H 10 (Ω), then un → 0 strongly Lqloc(Ω), where 1 q < 2∗.
Thus for each m ∈ N, limn→∞
∫
Ωm
|un|p = 0. We can take a subsequence {unm} such that∫
Ωm
|unm |p < 1m . Therefore there is a subsequence {un} such that
∫
Ωn
|un|p = o(1).
(2) Let {un} ⊂ H 10 (Ω) be a (PS)α-sequence for J such that
J (un) =
(
1
2
− 1
p
)
a(un)+ o(1) = α + o(1),
a(un) = b(un)+ o(1) = 2p
p − 2α + o(1).
Suppose there is a subsequence {un} such that∫
Ωn
|un|p = o(1). (4)
Let ξ ∈ C∞([0,∞)) such that
0 ξ  1, ξ(t) =
{
0 for t ∈ [0,1],
1 for t ∈ [2,∞).
Let ξn(z) = ξ( 2|z|rn ). Since {ξ2nun} is bounded in H 10 (Ω),
o(1) = 〈J ′(un), ξ2nun〉
=
∫
Ω
(
ξ2n |∇un|2 + 2ξnun∇ξn∇un + ξ2nu2n
)− ∫
Ω
ξ2n |un|p.
Note that |∇ξn(z)| crn and (4), so∫
Ω
ξnun∇ξn∇un = o(1), (5)
and ∫
Ω
ξ2n |un|p =
∫
Ω
|un|p + o(1) = 2p
p − 2α + o(1). (6)
We conclude that∫
Ω
ξ2n
(|∇un|2 + u2n)= 2pp − 2α + o(1). (7)
Let vn = ξnun. By (4)–(7), we have
a(vn) =
∫
Ω
(|∇vn|2 + v2n)
= 1
2
∫
Ω
[|∇ξn|2u2n + ξ2n (|∇un|2 + u2n)+ 2ξnun∇ξn∇un]
= a(un)+ o(1) = 2p α + o(1),p − 2
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∫
Ω
ξ
p
n |un|p
= b(un)+ o(1) = 2p
p − 2α + o(1)
and
J (vn) = 12
∫
Ω
(|∇vn|2 + v2n)− 1p
∫
Ω
|vn|p
= 1
2
∫
Ω
(|∇ξn|2u2n + ξ2n (|∇un|2 + u2n)+ 2ξnun∇ξn∇un)− 1p
∫
Ω
ξ
p
n |vn|p
= 1
2
2p
p − 2α −
1
p
2p
p − 2α + o(1)
= α + o(1).
Note that let wn = tnvn ∈ M˜n, then a(wn) = b(wn) or t2na(vn) = tpn b(vn). Since by Lemma 11,
tn is bounded and t2n
2p
p−2α = tpn 2pp−2α + o(1), we have tn = 1 + o(1). Then J (wn) = J (vn) +
o(1) = α + o(1). Since α˜n  J (wn) for each n ∈ N , we obtain limn→∞ α˜n  α by taking limit.
Since Ω ⊃ Ω˜n ⊃ Ω˜n+1, we have α  α˜n  α˜n+1 for each n ∈ N. Then we conclude that α = α˜n
for each n ∈ N.
(3) The third claim of the theorem can be derived straightforwardly from the proof of parts
(1) and (2) of the theorem. 
Finally by Theorem 12 and the maximum principle, we have the index comparison criterion.
Theorem 13. If α < α˜n for some n ∈ N, then there is a ground state solution to (2) in Ω .
3. Existence of the solutions
Let δ > 0 and ε > 0 be two small numbers. Consider the flat interior flask domain Ωε with
a small width but sufficient long corridor, defined by
B+(0; r + δ) =
{
(x, y) ∈ BN(0; r + δ) | y  0},
B−(0; r + δ) =
{
(x, y) ∈ BN(0; r + δ) | y  0},
Eε =
{
(x, y) ∈ RN | (x, εy) ∈ BN(0; r + δ)}, and
Ωε = Sr0 ∪Eε.
In this section, we apply Theorem 13 to prove the following existence results.
Theorem 14. There exists ε0 > 0, such that if ε  ε0, then for any δ > 0 there exists a ground
state solution to (2) in Ωε.
Proof. The decomposition lemma proved for (2) in Lien–Tzeng–Wang [10, Lemma 4.1] can
be modified to hold for (2). As a consequence, we have that α(Sr ) admits a minimizer. Since
Sr  Sr+δ, by the maximum principle, we have α(Sr+δ) < α(Sr ). Since Eε ⊂ Sr+δ and
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fixed ε, ε  ε0, there exists a large N ∈ N such that
α(Ω˜ε,N ) = α
(
SrN
)= α(Sr).
Thus
α(Ωε) α(Eε) < α
(
Sr
)= α(Ω˜ε,N ).
By Theorem 13 and the maximum principle, there exists a solution u to (2). 
Theorem 15. There exists an ε0 > 0 such that if ε  ε0, then for any δ > 0 there exists a solution
of the singular equation⎧⎪⎨⎪⎩
−xu− ε2yu+ u = |u|p−2u in Drr+δ,
u > 0 in Drr+δ,
u = 0 on ∂Drr+δ.
(8)
Proof. Let u(x, y) be a solution of (2) in Ωε. Then v(x, y) = u(x, yε ) is a solution of the singular
equation (8). 
4. Asymptotic behavior of the solutions
A basic and an advanced asymptotic behavior are presented for each solution to (2) in the
interior flask domains Drs , where s > r .
Theorem 16 (Basic). If u ∈ H 10 (Drs ) is a weak solution of (2) in Drs , then the following properties
hold.
(1) The weak solution u ∈ Lq(Drs ) for all q ∈ [2,∞), where ‖u‖Lq(Drs )  cqp(‖u‖H 1(Drs )). The
constant cq is dependent on q and a polynomial p(‖u‖H 1(Drs )) in real power.
(2) The weak solution u ∈ L∞(Drs ) such that ‖u‖L∞(Drs )  cqp(‖u‖H 1(Drs )).
(3) For (x, y) ∈ Drs , limy→∞ u(x, y) = 0 uniformly in x.
Proof. The proof can be completed by the Brezis–Kato regularity [1], which is based on Moser’s
[11] iteration technique. 
Let λ1 be the first eigenvalue and φ1 be the corresponding first positive eigenfunction of the
Dirichlet problem −φ1 = λ1φ1 in BN−1(0; r), φ1 = 0 on ∂BN−1(0; r). We then construct the
following advanced asymptotic behavior of solutions.
Theorem 17 (Advanced). Let u be a solution to (2) in Drs . Then for any 0 < δ < 1 + λ1 there
exist α > 0 and β > 0 such that for z = (x, y) ∈ Drr ,
αφ1(x)e
−√1+λ1+δ|y|  u(z) βφ1(x)e−
√
1+λ1−δ|y|.
Proof. (1) Let z0 ∈ ∂Drr and B a small ball in Drr such that z0 ∈ ∂B . Define
wδ(z) = φ1(x)e−
√
1+λ1+δ|y| for z = (x, y) ∈ Drr .
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wδ(z0) = 0 and u(z0) = 0. Then by the Hopf boundary point lemma (see Gilbarg–Trudinger [8]),
we obtain ∂wδ
∂ν
(z0) < 0 and ∂u∂ν (z0) < 0, where ν is the outward unit normal vector at z0. Thus
lim
z∈Drr , z→z0 normally
u(z)
wδ(z)
=
∂u
∂ν
(z0)
∂wδ
∂ν
(z0)
> 0.
Otherwise, we have wδ(z0) > 0 and u(z0) > 0. Note that
u(z)
wδ(z)
> 0 for z = (x, y) ∈ Drr .
Thus
u(z)
wδ(z)
> 0 for z = (x, y) ∈ Drr .
For 0 < δ < 1 + λ1, take R > 0 such that δ −
√
1+λ1+δ(n−1)|y|  0 for |y| R. Since wδ(z) is in
C1(Drr ) and by the proof of Theorem 16, u(z) is in C1(Drr ). By setting
α = inf
z∈Drr |y|R
u(z)
wδ(z)
,
and w(z) = αwδ(z) for z ∈ Drr , we have α > 0 and
w(z) u(z) for z ∈ Drr , |y|R.
For z ∈ Drr , |y|R, we have
(w − u)(z) − (w − u)(z) = (w(z)−w(z))+ (−u(z) + u(z))
= w(z)
(
δ −
√
1 + λ1 + δ(n− 1)
|y|
)
+ up−1  0.
The facts that limy→∞ u(x, y) = 0 uniformly in x and the maximum principle imply w − u 0
in z ∈ Drr and |y|R. Therefore
w(z) u(z) for z ∈ Drr .
(2) For 0 < δ < 1 + λ1, take R′ > 0 such that up−1  δ2u for |y|R′. Let
w−δ(z) = φ1(x)e−
√
1+λ1−δ|y| for z = (x, y) ∈ Drr ,
1
β
= inf
z∈Drr |y|R′
w−δ(z)
u(z)
, and
v(z) = βw−δ(z) for z ∈ Drr .
For z ∈ Drr , |y|R′ we have
−(u− v)(z) + (u− v)(z) = (−u(z) + u(z))+ (v(z)− v(z))
= up−1(z)+
(
−δ −
√
1 + λ1 − δ(n− 1)
|y|
)
v(z)
 δ (u− v)(z),
2
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−(u− v)(z) +
(
1 − δ
2
)
(u − v)(z) 0.
As in part (1), we obtain u(z) v(z) for z ∈ Drr . 
5. Symmetry of the solutions
We apply the “moving plane” method in Li–Ni [9] to prove the symmetry of each solution
to (2) in the interior flask domain Drs , where s > r as follows.
Let u(x, y) be a solution to (2) in Drs . By Theorem 16 and the Schauder regularity, u is a C2
solution. Define
Tλ =
{
(x, y) = (x1, x2, . . . , xN−1, y) ∈ Drs | x1 = λ
}
,
Σλ = Drs ∩
{
(x, y) | x1 < λ
}
.
For any (x, y) = (x1, x2, . . . , xN−1, y) ∈ Drs , set (xλ, y) = (2λ − x1, x2, . . . , xN−1, y). That is,
(xλ, y) is the reflection of (x, y) with respect to Tλ. Let Λ be the collection of all λ ∈ (−s,0)
such that the following statements hold:{
u(x, y) < u
(
xλ, y
)
for all (x, y) ∈ Σλ,
ux1(x, y) > 0 on Tλ.
Lemma 18. For some 0 < δ < s, (−s,−s + δ) ⊂ Λ.
Proof. Given λ ∈ (−s,0), set vλ(x, y) = u(x, y) − u(xλ, y) for (x, y) ∈ Σλ, then vλ(x, y) = 0
for (x, y) ∈ Tλ, and vλ(x, y) satisfies
vλ(x, y)+ cλ(x, y)vλ(x, y) = 0, (9)
where cλ(x, y) = up−1(x,y)−up−1(xλ,y)u(x,y)−u(xλ,y) − 1 = (p − 1)ζ
p−2
λ − 1, and ζλ is in between u(x, y) and
u(xλ, y).
Since limy→0+(p − 1)yp−2 = 0. Take y0 > 0 such that if 0 < y  y0, (p − 1)yp−2 < 1. By
part (3) of Theorem 16, and that u(x, y) is a C2 solution, we can choose δ, s > δ > 0, such that
s − δ < |x| < s implies u(x, y)  y0 uniformly in y. We then want to claim that if −s < λ <
−s + δ, then vλ(x, y) 0 in Σλ. Otherwise, suppose there exists λ such that −s < λ < −s + δ,
vλ(x, y) > 0 for some (x, y) ∈ Σλ. Since limy→∞ vλ(x, y) = 0 uniformly in x, vλ(x, y) achieves
its maximum at (xλ, yλ) ∈ Σλ, then
∇vλ(xλ, yλ) = 0,
{
vλij (xλ, yλ)
}
 0.
But
vλ(xλ, yλ) 0,
(
(p − 1)ζp−2λ − 1
)
vλ(xλ, yλ) = cλ(x, y)vλ(xλ, yλ) < 0,
which contradicts to Eq. (9). Thus for −s < λ < −s + δ, vλ(x, y) 0 in Σλ. Applying the max-
imum principle and Hopf boundary point lemma, for −s < λ < −s + δ, vλ(x, y) < 0 in Σλ and
vλx1(x, y) > 0 for (x, y) ∈ Tλ. Hence ux1(x, y) > 0 for (x, y) ∈ Tλ. Then (−s,−s + δ) ⊂ Λ. 
Lemma 19. If (−s, λ] ⊂ Λ, then there exists τ > 0 such that [λ,λ+ τ) ⊂ Λ.
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of points in Σλk such that vλk (xk, yk) = u(xk, yk) − u(xλkk , yk) > 0. By the compactness of
BN−1(0; s), there is a subsequence {(xk, yk)} such that xk → x ∈ BN−1(0; s). Then we have
two possible cases shown as follows.
(1) For yk → ∞. From limyk→∞ u(xk, yk) = 0, we may assume
vλk (xλk , yλk ) = max
(x,y)∈Σλk
vλk (x, y),
∇vλk (xλk , yλk ) = 0,{
v
λk
ij (xλk , yλk )
}
 0.
As shown in Lemma 18, we obtain a contradiction.
(2) For yk → y. We have (xk, yk) → (x, y) ∈ Σλ. Thus vλ(x, y)  0. Clearly (x, y) /∈ Σλ,
since vλ(x, y) < 0 in Σλ. If (x, y) ∈ Tλ, then ux1(x, y) < 0. This contradicts to λ ∈ Λ. Moreover,
(x, y) /∈ ∂Drs ∩ Σλ. Since if (x, y) ∈ ∂Drs ∩ Σλ then 0 = u(x, y)  u(xλ, y) > 0, we have a
contraction. We conclude that case (2) is impossible. 
Theorem 20. Let u(x, y) be a solution of (2) in Drs . Then u is radially symmetric in x. That is,
there is a function h : [0, t] × [−t,∞) → R such that u(x, y) = h(|x|, y).
Proof. Let μ = sup{λ ∈ (−s,0) | (−s, λ) ⊂ Λ}. Then μ /∈ Λ. If not, by Lemma 19 we would
have [μ,μ+ ) ⊂ Λ, which contradicts to the definition of μ. We claim that μ = 0. Suppose not,
μ ∈ (−s,0). By continuity we have u(x, y) u(xμ, y) for all (x, y) ∈ Σμ, then by the maximum
Fig. 1. A flask domain containing a stretched ball.
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reversing the x1 axis, we conclude that u(x, y) is symmetric with respect to the hyperplane T0
and ux1(x, y) < 0 for x1 > 0. Since the x1 direction can be chosen arbitrarily, we conclude that
u(x, y) is radially symmetric in x. 
6. Visualization of the solutions
In this section, we illustrate solution behaviors to (2) on different flask-type domains in R2.
The flask type domains are composed of a strip and a ball attached to the bottom of the strip.
While the strip has a fixed shape, we consider the following three variations of the ball.
• Regular type: B2(0; r + δ),
• Stretched type: Eε = {(x, y) ∈ R2 | (x, εy) ∈ B2(0; r + δ), ε > 0}, and
• Hybrid type: Hε = {(x, y) ∈ R2 | (x, y) ∈ B2+(0; r + δ), (x, εy) ∈ B2−(0; r + δ), and ε > 0}.
By denoting Sr
(0,h) = {(x, y) ∈ R2 | −r < x < r, 0 < y < h}, three types flask domains D̂δ ,
Fig. 2. Computed solutions to (2) on the domain D̂δ with δ = 0.5, 1.0, 2.0, and 3.0.
Fig. 3. The y–z plane cross-sections of the solutions corresponding to Fig. 2.
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D̂δ = Sr(0,h) ∪ B2(0; r + δ),
Ω̂ε = Sr(0,h) ∪Eε, and
Φ̂ε = Sr(0,h) ∪Hε.
Figure 1 shows an example of a flask domain containing a stretched ball. Note that while
the flask domains discussed in the previous sections are unbounded on the top of the strips, our
Fig. 4. Contours of the solutions corresponding to Fig. 2.
Fig. 5. Computed solutions to (2) on the domain Ω̂ε with ε = 0.8, 0.6, 0.4, and 0.3.
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width of the strip r = 1.0, the height of the strip h = 10.0, and the center of the balls is (0.0,0.0).
The parameter δ and ε will be specified.
Figures 2–4 show the computed solutions on the domain D̂δ with δ = 0.5, 1.0, 2.0, and 3.0.
Figure 2 presents three-dimensional view of the solutions for the different δ’s. Corresponding to
the sub-figures in Fig. 2, Fig. 3 demonstrates the solutions’ cross-section on the plane x = 0 and
Fig. 4 shows the contour. We highlight the observations of the figures. First of all, the solutions
are symmetric with respect to the y-axis. Secondly, as shown in Fig. 4, the larger of the ball is, the
less of the influence of the strip on the solution is. When δ = 0.5, more larger positive solutions
tends to be distributed in the strip. In contrast, when δ = 3.0, the solution is almost uniformly
distributed over the ball. Thirdly, the highest value of the solution gradually reduces as the radius
Fig. 6. The y–z plane cross-sections of the solutions corresponding to Fig. 5.
Fig. 7. Contours of the solutions corresponding to Fig. 5.
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of the ball grows. Lastly, the location of the highest value of the solution gradually moves from
higher y-coordinate to the origin.
Figures 5–7 show the computed solutions on the domain Ω̂ε for ε = 0.8, 0.6, 0.4, and 0.3.
Note that smaller ε leads to longer stretched ball. Furthermore, δ is chosen as the constant 1.0.
The solutions are also symmetric with respect to the y-axis. However, unlike the cases for the
domain D̂δ , the solutions of different ε have similar behaviors.
We finally make a conjecture that there exists a solution to (2) if the domain is defined by Φ̂ε .
In this type of domain, the upper half ball is the regular ball, while the lower half ball is stretched.
Figure 8 shows the computed solution to (2) over the domain Φ̂ε for ε = 0.3 and δ = 0.5.
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