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We introduce a statistical and linear response theory of selective conduction in biological ion
channels with multiple binding sites and possible point mutation. We derive an effective grand-
canonical ensemble and generalised Einstein relations for the selectivity filter, assuming strongly
coordinated ionic motion, and allowing for ionic Coulomb blockade. The theory agrees well with data
from the KcsA K+ channel and a mutant. We show that the Eisenman relations for thermodynamic
selectivity follow from the condition for fast conduction and find that maximum conduction requires
the binding sites to be nearly identical.
Understanding, predicting and optimising the ionic
transport properties of nanopores remains a critical chal-
lenge to both nanotechnology [1] and biophysics [2, 3].
Interest is partially motivated by the importance and di-
versity of the applications, including water purification
[4], DNA sequencing [5], and biological ion channels to-
gether with their role in medicine [2, 6, 7].
Biological channels are proteins with central pathways
(nanopores), spanning a lipid membrane. Their primary
function of selectively conducting ions at nearly the dif-
fusion rate is effected mainly by a narrow selectivity filter
(SF) (Fig. 1). Key structural features of K+ SFs, [2, 8, 9],
include a sequence of sub-nanometer sized binding sites
that can have strongly charged residues with site and
ion-specific affinities.
Point mutations causing structural changes in the SF,
and differences in the extended structure away from the
SF, can greatly influence conduction and selectivity [10–
15]. For example, K+ channels have conserved SF se-
quences, and yet their conductance ranges from 5-270 pS
[16]. Predicting these changes is a challenging problem.
Nano-confinement of ions in the SF is affected by e.g.
partial charges [17, 18], ionic diffusivity [19], electrical
permittivity [20, 21], quantum mechanical interactions
and polarisation [22–29], and the species-dependent po-
sitions of binding sites [25, 30–32].
Particularly intriguing problems associated with point
mutations are understanding the relations between selec-
tivity, conductivity [30–34], highly coordinated conduc-
tion mechanisms [35–42], and the occupancy of individ-
ual sites and of the SF as a whole. Useful insight clearly
requires a fundamental theory.
Earlier statistical theories focused primarily either on
the problem of selectivity, or on that of conductivity.
Thermodynamic selectivity [43] in this context is defined
as the difference between species of interaction energy be-
tween bulk and the channel. In K+ channels it led to the
snug-fit model highlighting the importance of close coor-
dination of ions by charged oxygen atoms [35, 44]; and it
has been analysed at the scale of individual binding sites
in many channel types [45–49]. Ionic conduction occurs
via a knock-on mechanism [36, 50–52], which has been
investigated using statistical physics [53, 54] leading to
an important analogy between ionic Coulomb blockade
(ICB) and electronic Coulomb blockade in quantum dots
[55–57] This, also highlighted the importance of long-
range interactions for valence selectivity [55–61]. Fur-
thermore, statistical and information theories have pro-
vided insight into the binding of ions and relationship
with the potential of mean force [62–65].
These insightful theories have often ignored, however,
the multi-component and multi-site nature of biological
SFs and do not account for the ion-specific affinities of in-
dividual binding sites. A theory able to encompass these
phenomena is crucial for understanding the properties
of real SF’s and might also illuminsted phenomena such
as ICB [60, 61], anomalous mole fraction effect [66–68],
and the mechanism of knock-on [14, 38], all of which are
subjects of extensive debate.
In this Letter we introduce such a theory, based on
statistical physics and linear response. It relates both
the kinetic and thermodynamic properties of permeation
directly to pore structure, and explicitly includes ionic
correlations and knock-on conduction, from which we
analytically derive Eisenman’s selectivity relation. Fur-
thermore, it allows one to calculate optimal transport
parameters, and conductivities of individual sites and of
the SF as a whole. It opens the way to statistical analyses
of all narrow biological channels, including the effects of
point mutation, and it provides the foundation for kinetic
modeling to account for the dynamic effects of potential
barriers and for selectivity. [32]
The K+-conducting channel KcsA (Fig. 1) has a pore
(c) of average radius Rc ∼2Å, length Lc ∼12Å , volume
Vc, and 4 binding sites formed by charged oxygen atoms
in carbonyl/hydroxyl groups [35, 36]. The pore is ther-
mally and diffusively coupled to the left (L) and right
(R) bulk reservoirs (b) (bottom and top respectively in
Fig. 1(a)). Each bulk contains mixed solutions of S total
ionic species where s ∈ 1, · · · , S. The primary function
of the pore is conduction of K+ at close to the rate of
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FIG. 1. Structure of open KcsA (5vk6.pdb) [69] visualised
using chimera [70]. (a) Two chains (blue ribbons) spanning
a lipid membrane (yellow strands) between two aqueous ionic
solutions. The SF is located within the box, and K+ (purple),
Na+ (orange), and Cl− (green) ions alongside water molecules
are included. (b) Structure of the SF for wild type KcsA and
(c) the T75C mutant, with indicated amino acids at binding
sites. (d) Lattice model used to define the system.
free diffusion whilst selecting strongly against Na+.
The system as a whole is characterized by the canon-
ical ensemble with constant total particle number Ns,
volume V and temperature T . Ions are free to leave
the bulk solution and bind at specific sites in the pore,
with N bs being the total number of ions in either bulk
prior to binding. Due to the narrowness of the pore,
1-dimensional ionic conduction occurs via a finite num-
ber of binding sites M . Each site m ∈ 1, · · · ,M can
hold a single ion at most, therefore, the total number




s nsm ≤ M , where∑S
s=1 nsm ∈ 0, 1 and ns =
∑M
m=1 nsm. All possible con-
figurations of ionic binding {nj} are mutually exclusive
leading to Fermi statistics [65]. Because we are interested
in the statistical properties of the pore, we use an effec-
tive grand canonical ensemble (GCE), whose full deriva-
tion is provided in [71]. We start with the total energy
of the system, found by explicitly counting the number
of ions of each species that leave the left (n′′sm) and right
(n′sm) bulks and enter site m in the pore (keeping the
total number of ions constant).


































Here we define the thermodynamic part of the energy
E0 = TS − pV , entropy S, pressure p, the long range
interaction energy E between ions and fixed charges, and
n0 is the number of empty sites.
In (1), the bulk electrolytes and binding sites of the
pore represent a system with several interpentrating so-
lutions, each characterized by its own chemical poten-
tial. The electrochemical potential in the bulk is de-








+ µ̄bs + qzsφ
b, (2)
where q, xbs, zs, φ
b and µ̄bs denote the unit charge, mole
fraction, valence, external electric and excess chemical
potential respectively. Term: µ0,bs corresponds to the
thermal wavelength and internal partition function in the
bulk.








is characterized by excess chemical µ̄csm and electrostatic
qzsφ
c
m potentials at each site, the change in the interac-
tion energy between ions ∆E when one ion is added to
the pore, and the factor kT ln(ns + 1)/n0 accounting for
indistinguishably of ions in the pore. Term: µ0,cs corre-
sponds to the thermal wavelength and internal partition
function in the pore. We assume that µ0,cs = µ
0,b
s and fac-
tor it out of our expression of total energy (1) For further
details see [71]).
We note that ionic transition from the bulk to the pore
results in small fluctuations of total energy (1). This al-
lows us to derive [65, 75] the GCE for the pore by factoriz-
ing the partition function into bulk and pore constituents
and cancelling constant terms






























function Z. Note that ∆ is the difference between pore
and bulk, so ∆µ̄bsm = µ̄
b
s − µ̄csm etc.
The corresponding free energy (G = E − TS + pV ) is,













m + kT ln(x
b
s)]. (5)
The derived model is consistent with many earlier the-
oretical results [62, 64, 65, 76, 77] and accounts for key
features of selective conduction in biological SF’s, includ-
ing ICB and structure of the individual SF sites.
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The grand potential (Ω = −kT lnZ) can now be used








These are used to calculate the conductivity σsm (defined
via the static density susceptibility χsm, see Eq. (29) of












where Dsm is the species diffusivity at site m. It is
clear that, in general, local geometry influences directly
the site conductivity. For single-file motion, conduction
through sites of length Lsm and cross-sectional area Asm
connected in series (Fig. 1), the conductance GT and to-
tal current across the pore are










To compare these results to experimental data, we con-
sider conduction of the wild-type (WT) KcsA filter and
its mutant T75C (MuT) obtained by point mutation [11]
of site S4, see Fig. 1.
We assume that: bulk solutions contain Na+ and K+
at concentrations of 0.2M; ions may occupy neighbour-
ing sites; and the SF occupancy is restricted to 3 ions.
Under these plausible conditions there are 65 configura-
tional states [71]. To estimate their energies G({nj}) we
use Eqs. (4), (5) and approximate the total electrostatic
energy of the pore E as a capacitor [55, 57–59] of capac-
itance C, total charge Q = (nf +
∑
s ns) q, and charging












Here nfm is an effective valence of the binding sites,
nf =
∑
m nfm. We are free to choose any available ap-
proximation for E , including those of [53, 59, 78]. One
would not expect a difference in qualitative behaviour
when choosing a different interaction, and this is demon-
strated in [71]. Thus, without experimental evidence to
the contrary, we choose (9) because it provides a simple
and physically appealing interpretation of E by analogy
with quantum dots [79, 80].
A subset of the calculated lowest energy levels is shown
in Fig. 2 as a function of nf . Each curve is parabolic and
has a minimum when the total charge within the pore is
neutralised (Q = 0). These minima correspond to non-
conducting ground states of the SF that hold 0, 1, 2, or
3 potassium ions as shown by arrows.




FIG. 2. Free energy vs. nf with KCl and NaCl solutions at
0.2M. Only the most favoured states are included. Colours,
red, blue, green, orange and black dashed denote empty, pure
K+ and Na+, mixed and the ground states respectively. The
purple circle shows when the pore is equally favourable to
hold 2 or 3 K+ ions. ∆µ̄K,1−4 in are ∼ 6.2, 5.7, 6, 6.2kT while
∆µ̄Na,1−4 are ∼ 2.2,−2.6,−1.6, 0.1kT .
According to ICB theory, conducting states correspond
to the degeneracies where the lowest energy levels inter-
sect, cf. [53]. An example of this situation where 2-ion
and 3-ion K+ states are degenerate is highlighted by the
purple circle. In accordance with MacKinnon’s idea of
charge balance [52], the total fixed charge is close to
Qf = −2.5q, corresponding to an average of 2.5 ions
inside the pore. Assuming that all oxygen atoms are
equally partially charged, we estimate their individual
valences to be z0 ∼ 0.125 and find that the total charge
on an 8-oxygen-caged binding site is −1q.
The vertical level-shifts are determined by the values
∆µ̄sm. These parameters are extracted through com-
parison with experimental data [11] and molecular dy-
namic simulations [32], including of the site’s occupan-
cies and current-voltage relations. Once the energy levels
of the system states are known, we can calculate the oc-
cupancy and conductivity of each binding site and of the
SF as a whole using Eqs. (4)-(7). The calculated multi-
component SF occupancy and conductivity with mixed
KCl and NaCl solutions are shown in Fig. 3.
In general, 〈ns〉 and σTs are complex multi-parametric
surfaces. Here we plot their dependence on the selectivity
(and affinity) of site S4 and nf (see also [71]). Note the
following key features. First, Eqs. (7) and (8) account
for both the highly coordinated motion of ions in the
channel (see Eqs. (29)-(37) of [71]) and the conductivity
of individual sites in the presence of long range interac-
tions. Secondly, the SF conductivity is smaller than the
smallest site conductivity. Hence optimized conductance
of the SF corresponds to nearly identical binding sites in
line with experimental results. Thirdly, the whole SF be-
comes non-conducting when one site ceases to conduct.
The SF conductivity resonates strongly as a function of
both wall charge and ∆µ̄K,4. Therefore, a small change
of parameters at a given site can inactivate the whole SF,
thus illuminating a possible mechanism of C-type inacti-
4
vation [81].
The sensitive dependence of σT on its parameters sug-
gests that the SF must be carefully tuned to achieve fast,
strongly selective, diffusion of potassium ions. The corre-
sponding optimal parameters can now be found analyti-
cally. As mentioned above, maximum conduction occurs
when the sites share affinity and lowest energy levels in-
tersect: G(nK + 1, nf )−G(nK , nf ) ∼ 0, which is equiva-
lent to equilibrium between the bulks and SF i.e. µbs = µ
c
s
cf [53]. Note that we neglect a small entropy contribution
from the fact that sites are now identical [71]. It follows
directly that maximal conductivity occurs when,
µ̄c,∗Km = µ̄
b
K +kT ln(xK)−∆E−kT ln[(nK +1)/n0], (10)
Eq. (10) can be inverted to identify the optimal fixed
charge for the SF. If we consider nf ∼ −2.5, and 0.2M
solutions then we estimate ∆µ̄∗Km ≈ 6kT , consistent with
results from fitting.
The energy barrier to add Na+ to site m, can be found
from the conditions of maximal K+ conductivity,
∆GNa = G(nK + nNa)−G(nK) ∼ ∆µ̃Km −∆µ̃Nam,
(11)
which is equivalent to the Eisenman selectivity rela-
tion [43]. Note that we have neglected the entropic con-
tributions due to mixing of ions and sites. Thus the the-
ory resolves the long-standing conundrum [82] of simulta-
neous fast conduction with strong selectivity of the KcsA
SF, and shows that Eisenman’s strong selectivity relation
follows directly from the condition of fast conduction.
An illustration is shown in Fig. 3. The state of the
WT pore tuned for maximum conduction of K+ ions and
strong selectivity of K+ over Na+ is shown by the blue
and red stars on the conductivity surfaces in the figure.
The conductivity ratio σT,WTK /σ
T,WT
Na ∼ 2 × 103 is com-
parable with the commonly quoted ratio 1:1000 [42].
Because different points of the multi-parametric sur-
faces (Fig. 3) correspond to different experimental condi-
tions (e.g. pH, concentrations) and mutations of the SF,
the theory paves the way to detailed structure-function
studies for many experimentally observed phenomena.
Next we apply the theory to the analysis of the T75C
point mutation in the KcsA SF [11] replacing threonine
with cysteine at location S4. This change does not sig-
nificantly alter the side-chain volume but varies the elec-
trostatic properties because the MuT lacks 4 hydroxyl
ligands, lowering the total attractive charge of the fil-
ter. Experiment demonstrates that the distribution of
K+ ions in the SF is modified between the WT and MuT
and that it conducts potassium at a lower rate.
To compare experimental results with theoretical pre-
dictions we take into account both the change in geome-
try and the fixed charge of the pore. The modified state
of the system (green star in Fig. 3) corresponds to the
reduced charge of the SF from -2.5q to -2.32q, reduced
affinity of S4’ from 6.2 to 5.2 kT , and volume change of
FIG. 3. K+ (blue) and Na+ (red) occupancy (top) and
conductivity (bottom) vs. nf and ∆µ̄K,Na;S4 in symmetri-
cal 0.2M mixed bulk solutions. Conductivity and occupancy
form a set of resonant peaks and steps respectively. Peaks
maximise under the condition of barrier-less knock on, it be-
ing the favoured species and minimal difference in site affinity.
Using identical parameters to Fig. 2, we indicate the WT K+
(blue) and Na+ (red) and MuT K+ (green) conductivity’s via
coloured stars. Selectivity appears via the shift in both occu-
pancy and conductivity from K+ (blue) to Na+ (red) surfaces,
and the conductivity ratio yields σT,WTK /σ
T,WT
Na ∼ 2 × 10
3.
S4 by factor 1.2. The pore diffusivity in WT and MuT
was estimated to be 2.3×10−10m2s−1, which is less than
the bulk value, as expected [19, 64]. Using the nf s of the
WT and MuT we can revise our earlier estimate, finding
that the partial charge from each carbonyl group oxygen
provides −0.145q and the charge contribution from each
hydroxyl group oxygens provide −0.045q.
The theoretical predictions are compared to experi-
mental WT and MuT current-voltage data in Fig. 4
(a). The comparisons (extended beyond validity of the
linear response regime) are shown with dashed lines.
The reduced conduction in the mutant due to the in-
creased resistivity of the S4’ site (vs. S4 in the WT)
can be clearly seen in the figure. The conductivity ra-
tio σT,WTK /σ
T,MuT
K ∼ 12.5. Conduction via S1-S4 in the
WT is almost barrier-less, corresponding to maximum
conductivity while, for the mutant, an incoming ion faces
an energy barrier of ∼ 4kT obstructing entry. Although
this barrier is less than those observed in simulations [14],
conduction in our theory is also inhibited by the loss in
conductivity of S4’.
We note that similar results have been obtained exper-
imentally for other KcsA mutants, e.g. with threonine at
S4 replaced with alanine, decreasing conductance by a
5











FIG. 4. Comparison of theoretical current (a) (lines), and site
occupancy (b) and (c) to experimental data [11] denoted by
stars in (a) and as labelled in (b) and (c). Theory and data
are shown for the WT in blues and for the mutant (MuT)
in reds. By comparison we find: ∆µ̄K,1−3 ∼ 6.2, 5.7, 6kT ,
∆µ̄WTK,4 ∼ 6.2kT and ∆µ̄MuTK,4 ∼ 5.2kT , a diffusivity in the
channel of 2.3 × 10−10m2s−1. The charge of the mutant was
estimated as nf ∼ −2.32.
factor of ∼ 17 at the potential +100mV [15]. In ad-
dition, the second site, S2, has also been mutated [14]
by substituting glycine with either alanine or cysteine,
effectively removing S3, reducing occupancy of S1, and
decreasing conduction by a factor of ∼ 32 at 200mV. We
expect the theory to be applicable to these and a wide
range of other point mutations.
Our statistical and linear response theory accounts
quantitatively for ionic conduction and selectivity in the
KcsA and mutant channels used as examples. It encom-
passes the geometry of individual sites, long range in-
teractions, binding site affinities, bulk properties, and
strongly correlated ionic motion in the SF. Thus, it pro-
vides a complex multi-dimensional map of the perme-
ation properties of biological pores, including mutated
pores. This is illustrated in Fig. 3 and examples in [71].
In KcsA, knock-on conduction is found to occur at almost
the rate of free diffusion but with strong selection of K+
over Na+, in accord with experiments. This fast conduc-
tion requires the SF to have nearly identical binding sites,
and optimal values of fixed charge and excess chemical
potential at the sites. We find that the Eisenman rela-
tions of strong thermodynamic selectivity follow directly
from the condition for fast conduction, thereby resolv-
ing analytically the long-standing selectivity-conductivity
paradox. The theory may also offer insight into the
recently-proposed 3-4 ion knock-on conduction mecha-
nism [37, 38], the role of different Na+-selective binding
sites, and the differing transport properties of individual
channels within the K+-family. Furthermore, it provides
the foundation for kinetic modelling [68] and can incor-
porate polarisation. We elaborate on these ideas, and
more, in [71].
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