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In the present paper we extend the construction of best quadrature 
formulae in two ways. Firstly, we discuss integrals with an arbitrary 
preassigned weight function. Without complicating the analysis in any 
way, the presence of a weight function helps to determine the possible 
end point derivatives that may appear in the formula. Moreover, a 
choice of appropriate weight functions opens the possibility (not pursued 
in this paper) of constructing best quadrature formulae for the numerical 
evaluation of Laplace integrals, Fourier integrals, as well as other special 
integral transforms. 
As a second generalization, we describe the most general possible 
boundary data. As before (see [7], [8]), the problem reduces to deter- 
mining the monospline of least &-norm in the interval of integration 
under suitably prescribed boundary conditions. Theorem 1 below 
describes all boundary conditions that are possible. As special cases, we 
obtain in Section 6 Sard’s best quadrature formulae [6], Chap. 2 and 
also the Euler-Maclaurin formula [7], Theorems 2 and 3. 
The construction of these best formulae is done in terms of the so- 
called Rodrigues function of the Peano kernel, previously used in special 
cases (see [7], Section 10, [8], [ll]). E ssential tools are Polya’s condi- 
tions [S] and their relevance for the so-called quasi-Hermite interpolation 
problems ([9] and [lo], Th eorems 4 and 5). The main result, Theorem 1, 
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may also be viewed as an optimal property of a new kind of spline inter- 
polation that is akin to the optimal property first found by Ahlberg, 
Nilson, and Walsh in [l] ( see also [2], Section 5.5). This new kind of 
spline interpolation and its relation to some recent work of Greville 
([4], Section 13) is described in our last Section 7. 
The entire discussion is based on a known general type of quadrature 
formula. As no appropriate reference seems available, we describe it 
below in some detail. 
1. A GENERAL QUADRATURE FORMULA 
The interval of integration is [a, b] and we assume n interior nodes x, 
such that 
a<x,< ... <x,<b. 
These are preassigned and will not be changed, i.e., we discuss best 
formulae and not optimal formulae (see [ll], in particular its Intro- 
duction). 
Let W(X) ~,!,(a, b) be a given weight function. By 
V(X) = z&m)(x) (m fixed integer 3 1) U*l) 
we denote an m-fold integral of w(x) and it does not matter which we 
choose. The expression 
Jw = 4x) + %l47&(4 U-2) 
will be called a monospline of order m. Here, Sm-l,n(~) denotes a spline 
function of degree m - 1 with the simple knots xi ,..., x, . If w(x) = 1, 
then W(X) = P/m! and K(x) becomes an ordinary (polynomial) mono- 
spline of degree m. 
For the special case when W(X) = 1, I have shown in [7], Section 2 
and [ll], Section 3 that a monospline K(x) gives rise to a quadrature 
formula exact for polynomials of degree m - 1 having K(x) as the 
kernel of its remainder term. The case of the generalized monospline 
(1.2) is not a bit more complicated as we now propose to show. 
Let us first assume that n = 0, which means that we have no interior 
nodes whatever. In this case 
K(x) = V(X) + a polynomial of degree m - 1. 
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By successive integrations by parts we find 
s 
b K(x)f(")(x)dx = [Kf("+l) _ $3W1~2) + . . . + (-l)m-lKW-l,f]ze; 
a 
+ (- 1)“” j; K(““)(x)f(x) dx. 
By (1.1) Kcm)(x) = V(~)(X) = W(X) and we obtain 
j” w(x)f(x) dx = ‘nfl &f(j)(a) + mfl Bjf(j)(b) + (-1)” j” K(x)f(““)(x) dx, 
a 0 0 a 
where 
(1.3) 
Aj = -(-l)j~(~n-iGl'(~), Bj = (- l)ifp-j-l)(b). (1.4) 
This is the general quadrature formula for the case when interior nodes 
are absent. 
Let now K(x) denote the general monospline (1.2). We apply the 
quadrature formula (1.3), (1.4), suitably modified, to each of the intervals 
(a, Xl), (Xl 9 X2)>..., (% 3 b) and add together all resulting equations. 
Observing that 
K(x) E cyu, b], 
we see from (1.4) that most of the terms on the right side cancel in pairs 
and we obtain the general quadrature formula 
s b w(x)fb) dx = i ‘?f(xv) + mfl AJ’j’(a) + ‘nfl BJ(j)(b) + Rf, (1.5) a 1 0 0 
where 
Rf = (-1)” fb K(x) f tnL)(x) dx, 
-a 
while the coefficients C, , Aj , and Bj are given by 
U-6) 
C” = IP-yxy - 0) - K(-(x” + O), (v = I,..., n), U-7) 
Aj = -(-l)jK(m-i-l)(u), Bj zz (_ l)jK’“-j-l)@) (j = O,..., m - 1). 
U.8) 
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2. THE PROBLEM 
I c (0, l)..., 772 - l}, jc (0, l,..., m - 1) (2.1) 
be two preassigned subsets of the set of indices appearing in the last two 
sums of (1.5), the null sets being also allowed. Our aim is to describe 
conditions which will insure that the general quadrature formula (1.5), 
(1.6), reduces to the special form 
s ’ w(x>f(x) dx = i C&v) + 1 &fYa> + C &(j)(b) + Rf, (2.2) a 1 &I 3a 
where 
Rf = (-1)” fb K(x)f’“‘(x) dx. (2.3) 
Moreover, if this reduction is possible, we wish to determine among all 
such reduced formulae (2.2), the one having the property that 
s b (K(x))~ dx is a minimum. a (2.4) 
Following Sard, we shall say that the resulting formula is the best 
quadrature formula of the type (2.2) d escribed by the given sets I and J. 
The conditions for the existence of formulae (2.2) should be expressed 
in terms of the sets I and J and should not depend on the choice of the 
weight function W(X). To be precise: We seek sets I and J such that 
formulae, and best formulae, of the type (2.2) should exist for any choice of 
w(x). 
A necessary condition is immediately apparent. To see what it is, let 
us assume the existence of a polynomial P(X) satisfying the following 
three conditions: 
1” P(X) E rm-r ) 
2” Pi)(a) = 0 if iEI, 
P(X”) = 0 (v = I,..., n), 
W(b) = 0 if jEJ, 
3” P(x) + 0. 
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Then it is clear that formulae of the type (2.2), (2.3) can not exist. For if 
we substitute f (x) = P(X) into (2.2) and (2.3), we obtain the relation 
s 
b 
w(x) P(x) dx = 0 
a 
which is to hold for any choice of the weight function w(x). This implies 
that P(X) = 0, contradicting the condition 3”. 
At this point we must recall some known definitions and results 
(see [5], [9], especially [lo], p. 225). 
DEFINITION 1. The interpolation problem 
pya> = $) (i E 4, 
P(X”) = YY (v = l,..., n), (2.5) 
P”‘(b) = y2Jl (j E J), 
is said to be m poised, provided that the conditions lo, 2”, and 3” are 
incompatible, or equivalently: The conditions lo and 2” imply that 
P(x) = 0. 
The interpolation problem (2.5) is a special instance of a general class 
of problems called Hermite-Birkhoff problems (for references see [9]). 
However, (2.5) also belongs to the more restricted class of quasi-Hermite 
interpolation problems. In fact, it may even be called quasi-Lagrange, 
because if we ignore the (irregular) interpolation conditions at the 
endpoints a and b, we are left in the interior of the interval (a, b) with an 
ordinary Lagrange interpolation problem P(x”) = yy (V = l,..., n). 
For a quasi-Hermite problem it is easy to describe the necessary and 
sufficient conditions that it be m poised. Denoting by 
I, = z n (0, l,..., s} (s = 0, l,..., m - 1) 
a section of 1, let 1 1, 1 be the number of its elements. Using the similar 
notation JS for the sections of J, we define, following Polya, the numbers 
M, = n + I 1s I + I Js I (s = 0, I,..., m - 1). (2.6) 
Observe that MS is the number of those equations of (2.5) involving 
derivatives of P(x) of orders not exceeding S. The following result is 
known ([lo], p. 225). 
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LEMMA 1. The problem (2.5) is m poised if, and only if, the following 
inequalities, called Polya’s conditions, hold: 
M,>s+l, (s = 0, l,..., m - 1). (2.7) 
In particular, for s = m - 1, when IL = 111, lJ,l = IJI, we 
obtain from (2.6) and (2.7) the necessary inequality 
n+l~l+lJl am, (2.8) 
which is, however, by no means sufficient. To see this, we consider a 
system (2.5) for the following choice of all parameters involved: 
m = 4, n = 1, I = J = (2, 3). (2.9) 
We easily see that (2.8) holds, hence also (2.7) for s = 3. However, (2.7) 
does not hold for s = 1 because Mi = 1. The system (2.5) corresponding 
to the data (2.9) is therefore not 4-poised, by Lemma 1. In fact, we see 
directly that the polynomial P(x) = x - xi satisfies all three conditions 
lo, 2”, 3O of Definition 1. 
3. THE SOLUTION 
Corresponding to the set I, of (2.1), we define its complement 
IC = (0, l,..., m - I> - 1 (3.1) 
and in terms of it, the set 
1’=(2m-1 -i;iEIC}. (3.2) 
Similarly, let 
J” = (0, I,..., m - 1) - / (3.1’) 
J’=(2m - I -j;jEyJ”>. (3.2’) 
Notice that while I and J are subsets of (0, l,..., m - l}, the new sets I 
and J’ are subsets of {m, m + I,..., 2m - 11. Therefore 
InI’= jn J’= o. (3.3) 
In terms of these sets we may describe the solution of our problem by 
the following theorem. 
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THEOREM 1. Q ua ra ure d t f ormulae of the type (2.2) and (2.3) exist for 
any choice of the weight function w(x) if, and only if, the quasi-Hermite 
interpolation problem (2.5) is m poised. 
If this condition is satisfied, then there is a unique monospline 
H(x) = W(-2nl) (4 - S2?f-l.&) (3.4) 
of order 2m, having the simple knots x1 ,..., x, , and satisfying the conditions 
fP(a) = 0 if iEIUI', (3.5) 
H(X”) = 0, v = l,..., n, (3.6) 
H(j)(b) = 0 if je J u J’. (3.7) 
In terms of H(x) we define 
K(x) = H’““(X) = W(-)(X) + &sm-l,n(X). 
This monospline of order m satisfies the boundary conditions 
(3.8) 
jp-i-lya) = () if i E le. (3.9) 
K(nl-j-l)(b) = 0 if jE/c, (3.10) 
and K(x) is among all monosplines of the form (3.8), which satisfy the 
boundary conditions (3.9) and (3.10), the unique monospline minimizing the 
integral 
r” (K(x))~ dx. (3.11) 
It follows from (3.9), (3.10), in view of the relations (I .S), that the general 
quadrature formula (1.5), (1.6), corresponding to the monospline (3. S), 
reduces to the desired type (2.2), (2.3) and that it is the best among them. 
Finally, the value of the minimum of the integral (3.11) may be expressed 
in terms of H(x) by the relation 
1” (K(x))~ dx = (-1)” 1” w(x) H(x) dx. 
a a 
(3.12) 
We call H(x) the Rodrigues function of the kernel K(x). 
In Sections 4 and 5 we establish Theorem 1. In Section 6 we show 
that Theorem I furnishes easily all known examples of best quadrature 
formulae. 
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4. A LEMMA ON SPLINE INTERPOLATION 
WITH GENERAL BOUNDARY CONDITIONS 
My previous papers [7], [8], and [ 111 on quadrature formulae assumed 
the reader’s acquaintance with certain properties of spline interpolation. 
Here no such knowledge is required. Nevertheless, we do need a result 
on spline interpolation that will be completely developed here in the 
following 
LEMMA 2. We assume the interpolation problem (2.5) to be m poised 
(Definition 1). Then there is a unique spline function 
of degree 2m - 1, having the simple knots x1 ,..., x, , and satisfying the 
following interpolatory conditions: 
,(“‘(a) = Jp q i 6 I u I’ (4.2) 
SW = YY (v = l,..., ?z) (4.3) 
S(j)(b) = y:ll if j E J u J’, (4.4) 
where the right sides have arbitrarily prescribed values. 
Remark. For a closely related result see Greville [4], Theorem 13.1, 
p. 16. Greville’s result is less general in two ways. Firstly, he assumes 
that ya’ = 0 if i E I’ and yj$ = 0 if j E I’. Secondly, he replaces our 
condition that (2.5) b e m poised by the more restrictive assumption that 
n > m. However, these differences may be viewed as unessential details 
and Greville’s proof (lot. cit.) applies here as well. To make this paper 
independent, we carry out the proof using Greville’s method first 
introduced by him in [3]. 
Proof of Lemma 2. The spline function S(X) depends linearly on 
2m + n parameters, while the number of equations of the system (4.2), 
(4.3), (4.4) is 
hence equal to the number of unknowns. In order to show the existence 
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and uniqueness of a solution, we consider a spline function S(x) satis- 
fying the corresponding homogeneous system 
LF’(a) = 0 if iEIUI’, (4.2’) 
S(X”) = 0 (v = I,..., n), (4.3’) 
W’(b) = 0 if jE]U J’, (4.4’) 
and investigate the integral 
52 = 
s 
’ (S@‘Q(X)~ dx, (4.5) 
a 
wishing to show that it vanishes. This is the approach first used by 
Greville in [3]. 
In order to prove that 
Q = 0, (4.6) 
we write Sz = J Sm)Sm) dx and integrate by parts successively to obtain 
Q = jb ,‘$nd dS(m-1, = _ 1” S(m+l, dS(m-2) = . . . = & jb S’B, &‘$a’, (4.7) 
a a a 
where the integers CY and /I satisfy the conditions 
O<a<m-1, m</3<2m-l, a+p=2m-1. (4.8) 
Notice that we have written (4.7) as if all Jinite parts drop out at each 
end point and at each step of the successive integrations. That this is 
indeed the case follows thus: For each pair of numbers (01, fl) satisfying 
(4.8) we have 
P(a) &w(a) = SyJ) W’(b) = 0. 
To see this, let us look at the product 
S(qz) S’qz). 
(1) If 01 E I then this product vanishes by (4.2’) for i = a. 
(2) If cx 4 I, then a: E 1” and therefore by (3.2) 
fi=2m-l-cxEI’ 
(4.9) 
and again (4.9) vanishes by (4.2’) for i = ,f3. 
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The situation is similar at x = b and the integrations in (4.7) may 
be continued all the way down until we reach 
52 E s” 92”-1) &‘j’ = & f jz”+’ ~‘2m-“(4 S’@) dx, 
n v=o xv 
(4.10) 
where we have written x0 = a and x,+~ = b. 
Since P-l)(x) is a step function, the integrals in the sum (4.10) 
vanish, if 0 < v < n, in view of the relations (4.3’). There remains to show 
that also 
.c 
x1 ,9(2m-1)s’ dx = 
a J 
.b 
9277-1)s dx = 0. (4.11) 
“72 
We look at the first integral (4.11) an d consider two cases: If i = 0 E I, 
then S(a) = 0 by (4.2’), and the integral vanishes for the same reason 
that the others did. If i = 0 E Ic, then (3.2) shows that i = 2~2 - 1 E I’. 
Therefore one of the relations (4.2’) is 
But then S(x) E ram-s in the interval (a, x1) and again the first integral 
(4.11) vanishes. The same arguments apply for the second integral (4.11). 
We have just established (4.6) and therefore that 
S(x) E nm-l . (4.12) 
Finally, S(x) satisfies the system (4.2’), (4.3’), (4.4’) and therefore also 
the homogeneous system corresponding to (2.5). This system being 
assumed M poised, the relation (4.12) implies that S(x) = 0. This 
completes a proof of Lemma 2. 
5. PROOF OF THEOREM 1 
Let 
W(x) = ZL-yX) (5-l) 
be a 2m-fold integral of the weight function w(x), it does not matter 
which. We determine by Lemma 2 the unique function (4.1) satisfying 
the system 
S(f)(a) = W’yQ) if iE1 VI’, (5.2) 
SW = W%), (v = I,..., n), (5.3) 
p’(b) = Hm(b) if jc JUJ’, (5.4) 
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and define the monospline H(x) as the remainder term of this inter- 
polation problem by the formula 
H(x) = W(x) - S(x). (5.5) 
This is a monospline of order 2m of the form (3.4) required by Theo- 
rem 1. It clearly satisfies by construction the conditions (3.5), (3.6) (3.7) 
and H(x) is uniquely defined, again by Lemma 2. 
In terms of H(x) we now define the monospline K(x) by the relation 
(3.8). This K(x) satisfies the boundary conditions (3.9) and (3.10). 
Indeed, by the definition (3.2) of I’, the relations (3.9) may be written as 
W’(a) = 0 if iEZ’ 
and these are implied by (3.5). Similarly (3.7) imply (3.10). 
Let us finally show that the monospline (3.8) minimizes the integral 
(3.11) among all monosplines 
R(x) = zu-m)(X) + Sm-&) (5-6) 
satisfying the boundary conditions (3.9) and (3.10). This will follow 
from the identity 
jb R2 dx = jb K” dx + jb (Z? - K)2 dx, (5.7) a a a 
to be now established. We begin by observing that (5.7) is equivalent to 
the relation 
J 
^bK(&K)dx=O. 
a (5.8) 
To prove the latter, we pick an m-fold integral of K(x), 
z?(x) = W(x) - S(x) (5.9) 
say, so that 
R(x) = z3”‘(x). (5.10) 
Since R(x) satisfies the boundary conditions (3.9), (3.10), we are bound 
to have the relations 
#i’(a) = 0 if iEZ’, fp(b) = 0 if j E J’. (5.11) 
W/4/3-6 
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But then 
s(x) = I-q(x) - H(x) = S(x) - S(x) 
is a spline function of degree 2m - 1 satisfying the conditions 
(5.12) 
and 
P’(a) = 0 if iFI’, s’yb) = 0 if jGJ’ (5.13) 
R(x) - K(x) = s(“)(x). 
Substituting into (5.Q we are to show that 
s 
b H’“)(x) S(yY) dx = 0. 
a 
This is done by integrations by parts 
s 
b H’“‘(x) S(yX) dx 
a 
(5.14) 
=s b s(") &p-l, = . . . = (6) &p) = . . . = em-1)ff' & a 
showing that the integral vanishes by precisely the same arguments that 
were used in Section 4 to show the vanishing of the integral (4.5). 
Finally, (3.12) is easily obtained by substitutingf(x) = H(x) into (2.2). 
6. EXAMPLES AND APPLICATIONS 
The sets I and J are to satisfy the inclusion relations (2.1), but are 
otherwise arbitrary, the only condition being that the problem (2.5) be 
m poised. A few noteworthy special choices of I and J are the following. 
1. Hermite’s Quadrature Formula. 
Let 
I = J = (0, l,..., m - I> (6.1) 
hence Ic = p = D and by (3.2), (3.2’) also I’ = J’ = 0. We specialize 
further by assuming that 
n=O and w(x) = 1. 
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The condition that (2.5) b e m poised is evidently satisfied. In view of the 
relations (3.5) and (3.7), Theorem 1 furnishes an 
H(x) = &a+‘+ “‘E7r2m 
having zeros of multiplicity m at x = a and also at x = b. Therefore 
Wx) = (&! - ((x - a)(x - !I))‘“. (6.2) 
By (3.8) we see that the kernel K(x) is the m-th Legendre polynomial in 
(a, b) because of Rodrigues’ formula for such polynomials. The corre- 
sponding quadrature formula (2.2) is Hermite’s formula which is therefore 
a best quadrature formula ([7], Th eorem 1). This particular connection 
suggested the name “Rodrigues function” for the function H(x) of 
Theorem 1. 
2. Sard’s Formulae and More General Ones. 
Let 
Z = J = (0, I,..., k - l} where 0 < k < m. 
We find that 1” = J” = (k,..., m - l} and therefore 
I’ = J’ = {m, m + l,..., 2m - k - l}. 
For Polya’s function (2.6) we obtain 
Iv,=n+2s+2 if O<s<k-1 
=n+2k if k<s<m-1 
(6.2) 
and it follows that the conditions (2.7) of Lemma 1 are satisfied if, and 
only if, 
m < n + 2k. (6.3) 
If we also assume that W(X) = 1, we obtain Sard’s quadrature formulae 
[6], Chap. 2, if k = 1, and also our earlier result [8], Theorem I, for 
general k. 
3. The Euler-Maclaurin Formula. 
We assume I = J and that I contains 0 and all odd numbers not 
exceeding m - 1, hence 
Z = J = (0, 1, 3, 5 ,... < m - l}. (6.4) 
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Therefore 
I” = J” = {2,4, 6,... < m - I} 
and (3.2), (3.2’) show that 
I’ = J’ = (2m - 3,2m - 5,2m - 7 ,... > m). 
Things fit nicely together and we obtain 
I u I’ = J u J’ = (0, 1, 3, 5 ,..., 2m - 5,2m - 3). 
From (6.4) we find 
(6.5) 
M,=n+2+2[q++I (s = O,..., m - 1) 
and the conditions (2.7) of Lemma 1 are satisfied. We specialize still 
further by assuming that 
w(x) = 1 
and setting 
a = 0, n=r-1, 
x, = v (v = l,..., r - I), 
b = r. 
It follows that the Rodrigues function H(x) of Theorem 1 is an ordinary 
monospline 
II(x) = (1/(2m)!) xzm - SBm--l,n(~) 
that is uniquely defined by the following conditions: 
(6.6) 
IP’(0) = 0 if i = 0, 1, 3, 5 ,..., 2m - 3, (6.7) 
H(v)=0 for v=1,2 ,..., r-l, (6.8) 
W)(r) = 0 if j = 0, 1, 3, 5 ,..., 2m - 3. (6.9) 
However, a monospline satisfying all these conditions is well-known. 
For if Bz,(x) denotes the 2m-th Bernoulli polynomial and B,(x) its 
periodic extension of period 1 from the interval [O, 11, then the mono- 
spline 
Wx) = U/GWML(x) - &J (6.10) 
is easily seen to satisfy all required conditions. The unicity in Theorem 1 
implies that (6.10) is the monospline we are looking for. 
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From (3.8) we obtain the kernel 
K(x) = H’“‘(x) = (*;)! @Z’(x) = &L(x). 
The quadrature formula corresponding to this kernel is known to be 
the Euler-Maclaurin formula (see, e.g., [ll], Section 4) 
s $4 dx = T, + o<;<m -& (j“-(o) -f’2u-l)(r)) 
I C-1) 
m. s 
r 
’ 0 
B,(x) f’“‘(x) dx, (6.11) 
where 
T, = &f(O) +f(l) + ... +f(r - 1) t kf(+ 
This is therefore the best quadrature formula of its type. For the L, norm 
of the kernel, we find from (3.12) that 
s 
’ (K(x))~ dx = +$&jr (B2,(x) - B2,) dx = (s rB2m . 
0 . 0 
7. A SECOND LOOK AT SPLINE INTERPOLATION 
So far this paper discusses best quadrature formulae, describing results 
based on Lemma 2 which deals with a new form of spline interpolation. 
In the present last section we rephrase our results from this point of 
view. However, it is both instructive and convenient to restate first 
some known general results [lo], Theorems 1 and 2 for our present 
special case dealing with a quasi-Hermite (even a quasi-Lagrange) 
interpolation problem. 
THEOREM 2 (Ahlberg-Nilson-Schoenberg). We assume that 
the interpolation problem (2.5) is m poised. (7.1) 
Let W(x) l LZm[u, b], by w zc we mean that W(x) has in (a, b) a square h’ h 
integrable m-th derivative. 
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1” There is a unique spline function S(x) of degree 2m - 1 and simple 
knots x1 )..., x, satisfying the conditions 
S(i)(a) = Wti)(a) 
S(X”) = w4 
S’j’(b) = Jp’(b) 
(i E I), 
(v = l,..., n), (7.2) 
(.i E I) 
and 
LP)(a) = 0 
W(b) = 0 
(i E I’) 
(j E 1’). 
(7.3) 
2” Setting F(x) = S( x we obtain the minimum of the integral ) 
s 
b (P)(x))~ dx (7.4) 
a 
among all functions F(x) E Lzm[a, b] that satisfy the interpolatory conditions 
j7ci)(a) x W(i)(a) 
F(X”) = W%) 
p’(b) = W’yJ) 
(i f 4, 
(v = l,..., n), (75) 
(j E 1). 
30 Setting s(x) = S(x) + a polynomial of degree m - 1, we obtain 
the minimum of the integral 
s 
b (W’“‘(x) - W(X))~ dx 
a 
(7.6) 
among all spline functions s(x), of degree 2m - 1, satisfying the boundary 
conditions 
#(a) = 0 
s’yb) = 0 
@ET) 
(7.7) 
(i E I’). 
Remarks I. (1) For the special case when 
hence 
I = J = (O}, (7.8) 
I’ = J’ = {m, m + l,..., 2m - 2}, (7.9) 
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we easily see that the fundamental condition (7.1) reduces to the 
inequality 
m<n+z (7.10) 
and it is seen that Theorem 2 reduces to the well-known interpolatory 
and optimal properties of the so-called natural spline functions. For 
this reason we may describe the interpolation process of Theorem 2 as 
natural spline interpolation. 
That Theorem 2 covers all known cases of this kind of interpolation 
is seen if we consider the sets 
hence 
I = J = (0, l,..., k - l}, where 1 < k < m, (7.11) 
I’ = J’ = {m, m + l,..., 2m - 1 - k). (7.12) 
In this case the condition (7.1) reduces to the inequality (6.3), and the 
conditions (7.3) show that we are dealing with natural spline inter- 
polation for the case when the endpoints a and b are k-fold nodes. 
(2) If I and J are selected as in (74, then the property 30, con- 
cerning the minimum of (7.6), reduces to the property of natural spline 
interpolation due to Ahlberg, Nilson, and Walsh [ 11. 
(3) The necessity of the assumption (7.1) of Theorem 2 is clear, for 
if P(x) c n-m-1 , P(x) + 0, and P(x) satisfies the homogeneous system 
corresponding to (7.2), then S(x) + P(x) is a new spline function also 
satisfying (7.2) and (7.3). 
In contrast to Theorem 2, our Lemma 2 may be restated as follows. 
THEOREM 3. We again assume the assumption (7.1) to hold. Let 
W(x) E L2,“[a, 61, by which we mean that 
w(x) = W@“‘(x) EL(U, b). (7.13) 
1” There is a unique spline function S(x), of degree 2m - 1 and simple 
knots x1 ,..., x,~ satisfying the conditions 
p’(a) = ~(~‘(a) (i E I), 
w4 = W(%> (v = l,..., n), (7.14) 
S(j)(b) = Hm’(b) (i g Jh 
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and 
S’ya) = W(i)(a) (iEI’) 
p)(b) = W(j)(b) (j E I’>. 
(7.15) 
20 Setting s(x) = S(X) + a polynomial of degree m - 1, we obtain 
the minimum of the integral 
s b (Wqx) - P)(X))2 dx. a (1.16) 
among all splinefunctions s(x), of degree 2m - 1 that satisfy the boundary 
conditions 
,(i)(u) = W(i)(a) (i E I’) 
q/J) = W(j)(b) (i E I’), 
(7.17) 
Remarks II. (1) Th eorem 3, lo, is easily seen to be a restatement of 
Lemma 2, while 2” is a reformulation of the least La-norm property of the 
kernel 
K(x) = W(“)(x) - P’(x) = w(-)(x) - wqx), 
(see Theorem 1). 
(2) Let us introduce the fundamental functions of the linear inter- 
polation process described by Theorem 3, lo, and write the result in its 
Lagrange form 
(7.18) 
The sum of the five sums on the right side are supposed to represent 
the interpolating spline function S(X) of Theorem 3, lo. The following 
statements seem self-evident. 
(I) The interpolation formula (7.18) is exact, i.e., A = 0, whenever 
W(X) is a spline function of degree 2m - 1, and knots X, ; in particular, 
if 
@w E ~zm-1 * 
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(II) The sum S,(x) of all terms within the curly brackets of (7.18) is 
identical with the natural spline interpolant furnished by Theorem 2, 1”. 
(III) The sum C(x) of the terms within the square brackets of (7.18) 
may be regarded as correction terms, or forcing terms, which increase 
the degree of exactness of the process of natural spline interpolation 
from m - 1 to 2m - 1. For this reason we may refer to (7.18) as the 
forced spline interpolation formula. This term is to distinguish S(x) 
from the naturd spline interpolant S,(x) which is also the smoothest 
interpolant in the sense of Theorem 2, 2”. 
(IV) In the case when 
1 = / = (0, l)...) m - I}, 
hence I’ = J’ = 0, the correction terms C(x) are absent and the two 
interpolation methods coincide. 
We may add the following further remarks. 
(V) Let 
L(x)9 J5,&), La(x), (a < x < b), (7.19) 
be arbitrarily preassigned functions subject to the condition that the 
relation 
(7.20) 
1 ieIUI’ jcJuJ’ 
holds in [a, ‘b] for every spline function S(x) of the class Y&-r of splines 
of degree 2m - 1 with simple knots xi ,..., x, , then the functions (7.19) 
are identical, respectively, with the corresponding fundamental functions 
of the forced, or complete, interpolation formula (7. IS). 
Indeed, if we substitute in (7.20) S(x) = L,(x), we obtain&(x) = ,Qx) 
in [a, b], and similarly for the other fundamental functions. An equivalent 
way of expressing the property V is to say that the complete spline 
interpolation formula (7.18) is characterized by the condition of being 
exact for the class Yam-, of spline functions of degree 2m - 1. 
(VI) If we multiply (7.18) by the weight function W(X) and integrate 
both sides we obtain the quadrature formula 
I b w(+f(x) dx = i Cvf(xY) + c Aifci’(a) + c B,f’j’(b) + Rf, (7.21) a 1 iSIUI' jsJuJ’ 
296 SCHOENBERG 
where 
C” = 1” W(X)L,(X) ax, * Ai = s w(x) &&9 dx, 
Bj= * 
a a s 
W(X) ‘%, bk) dx. 
n 
(7.22) 
Because of property (V) this quadrature formula inherits the property 
of being exact for the same class PzrnP1 of spline functions. We call (7.21), 
(7.22), the forced, or complete, quadrature formula corresponding to the 
sets I and J. 
The converse is also true and we state this as 
COROLLARY 1. The complete quadrature formula (7.21), (7.22) is 
characterized by the property of being exact, i.e., Rf = 0, for any 
f(x) E em-1 * 
8. THE ROLE OF THE RODRIGUES FUNCTION H(x) 
There is a direct way to construct the complete quadrature formula 
(7.21) to be now discussed. Denoting by Rf the remainder of (7.21) we 
know in particular that 
Rf = 0 if fG TZrn-1' 
It follows from Section 1 that if f E C2m, we can write 
Rf = s” X(x)f’““‘(x) dx, (8.1) 
a 
where 
,x(x) = W-)(X) + S(x), S(x) E 9&r-1 * 03.2) 
We also know from the form of the right side of (7.21) that X(X) must 
satisfy the boundary conditions 
3y-'2m-l-i,(,) = 0 if i$IV I’, (8.3) 
352"-l-"(b) = 0 if j $ J U J’. (8.4) 
There is a further condition X(X) must satisfy that will follow from 
the property 
s 
* X(X)~‘~“‘(X) dx = 0 if fE 92m-1. (8.5) 
a 
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Indeed, notice that we can write (8.1) as 
Rf = 1” X(x) df (2nL-1)(x). 
a 
03-6) 
If f(x) is a spline function of degree 2m - 1, then f(2”-1)(~) reduces to 
a step function whose jump at x = X, we denote by d, . But then 
and this is to vanish for arbitrary A, . We conclude that 
A?-(X”) = 0 (v = I,..., n). (8.7) 
Thus the monospline (8.2), of order 2m, must satisfy the conditions 
(8.3), (8.7), and (8.4). These remind us strongly of the properties of the 
Rodrigues function H(x) expressed by the relations (3.5), (3.6), and (3.7), 
respectively. As a matter of fact, X(X) and H(x) are identical monosplines 
a fact which we state as 
THEOREM 4. The Peano kernel ,X(x) in (8.1) of the complete quadrature 
formula (7.21) is identical with the Rodrigues function H(x) of Theorem 1. 
Proof. A proof is a simple matter. Since the conditions (3.6) and 
(8.7) are visibly the same, there remains to show that the boundary 
conditions (8.3), (8.4), are identical with (3.5) and (3.7), respectively. 
This amounts to showing that 
(2m - 1 -i;i$lUI’} = IUI', (8.8) 
there being no need to write the corresponding relation for J u J’. 
If we analyze the definition (2.1), (3.1), and (3.2) of the set 
9=Iul’, (8.9) 
we see that it can be defined directly by the following rule: We partition 
the 2m numbers 0, l,..., 2m - 1 into the m disjoint pairs 
(0,2m - l), (1, 2m - 2), (2, 2m - 3) ,...) (m - 1, m). (8.10) 
Let 9 be a set of m elements obtained by picking one and only one element 
from each of the pairs (8.10). Finally, the sets I and I’ are defined by 
Z = 3 n (0, l,..., m - I}, I' = 9 n {m, m + l,..., 2m - l}. (8.11) 
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Let us say that a set 9 of m numbers from among the numbers 
0, l,..., 2m - 1 is admissible provided that it was chosen by the rule 
just described. Also f is independently described as another admissible 
set having no relation to Y. 
Remarkable examples of admissible pairs of sets 9 and $ are 
9l = yl = (0, l,..., m - 1) (8.12) 
$2 = y2 = (0, 1, 3, 5, 7 ,..., 2m - 33. (8.13) 
The complete quadrature formula corresponding to the sets (8.13), and 
the same choice of the remaining data that led to the best formula (6.1 l), 
is now 
s $4 dx =Tr + I$ & (f'""-"(O) -f’2y-“(~)) + s: H(~)f(~“)(x) dx, 
(8.14) 
where 
Wx) = (&! - @2,(x) - &?m). (8.15) 
The proof of this statement is immediate by observing that H(x) satisfies 
the relations (3.5), (3.6), (3.7) where 
IuI’=]u J’=JJ..= y2. 
In [ll], Section 5 it was shown that the quadrature formula (8.14) is 
exact, i.e., the remainder term vanishes, if f(x) is an arbitrary spline 
function of degree 2m - 1 with the simple knots 1, 2,..., r - 1. This is 
true (see lot. cit.) even if these knots are double knots. Since (8.14) is a 
special example of a complete quadrature formula, we now know that the 
property of (8.14) of b ein g exact for the elements of YSrnel also characterizes 
this formula among all formulae of the same type, i.e. involving the same 
end point derivatives as (8.14). 
The beauty of (8.14) is the simplicity of its explicit expression. The 
complete quadrature formula corresponding to the sets (8.12) is of the 
form 
s b w(X>f(x) dx = i CYf(xY) + mfl A,f(i)(a) + “c’ B,f’j)(b) + Rf. (8.16) a 1 0 0 
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Here 
Rf = 1‘” H(x)f (2n)(x) dx 
a 
(8.17) 
and the monospline H(x) is uniquely defined by the conditions 
W’(a) = 0 (i = O,..., m ~ 1) (8.18) 
H(X”) = 0 (v = l,..., n) (8.19) 
H(j)(b) = 0 (j = O,..., m - 1). (8.20) 
Let us further assume that W(X) = 1. Even if the points a, x1 , xa ,..., x, , b 
are equidistant and m >, 2, the coefficients of (8.16) do not have any 
known explicit expressions except for the case n = 0 when (8.16) 
reduces to Hermite’s quadrature formula (See, e.g., [ll], Section 2). 
We conclude the paper by describing explicitly (8.16), (8.17), for the 
case when 
m = 3, w(x) = 1, a = -2, x1 = -1, “* = 0, X3 = 1, b = 2. 
The formula is 
s 2 -2f(x) dx = & (45f (-2) + SOf(-1) + 86f(O) + 8ofU) + 45fV)) 
+ $ (f ‘(F-2) -f ‘(2)) + & (f F-2) l tfV)) 
+ j;, H(~)f(~)(x) dx. (8.21) 
The Rodrigues function H(x) is even and is described in the interval 
O<x<2by 
H(x) = {-8x2 + 37x4 - 43x5 + 14x6 - 80(x - 1)+5}/10080, (0 < x < 2). 
(8.22) 
Groph o‘ 
10080. H(X) 
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A last word on the connection between the best quadrature formula 
(2.2), (2.3) of Th eorem 1 and the corresponding complete quadrature 
formula (7.21) with remainder Rf = J H(x)f(a”)(x) dx, might be in 
order. It is a simple one: In view of the relation H(“)(x) = K(x) and the 
boundary conditions on H(x), we can derive one formula from the other 
by appropriate integrations by parts of the remainder term. 
REFERENCES 
1. J. H. AHLBERG, E. N. NILSON, AND J. L. WALSH, Best approximation properties of 
the spline fit, 1. Math. Me&. 11 (1962), 225-234. 
2. J. H. AHLBERG, E. N. NILSON, AND J. L. WALSH, “The Theory of Splines and Their 
Applications,” Academic Press, New York/London, 1967. 
3. T. N. E. GREVILLE, Spline functions, interpolation and numerical quadrature, 
“Mathematical Methods for Digital Computers,” Vol. 2, Chap. 8, pp. 156-168 
(A. Ralston and H. S. Wilf, Eds.), Wiley, New York, 1967. 
4. T. N. E. GREVILLE, Introduction to spline functions, “Theory and Applications of 
Spline Functions,” (T. N. E. G reville, Ed.), pp. l-35, Academic Press, New 
York/London, 1969. 
5. G. POLYA, Bemerkungen zur Interpolation und zur Niiherungstheorie der Balken- 
biegung, 2. Angew. Math. Me&. 11 (1931), 445449. 
6. A. SARD, Linear approximation, Amer. Math. Sot. (1963). 
7. I. J. SCHOENBERG, On monosplines of least deviation and best quadrature formulae, 
1. SIAM Numer. Anal. 2 (1965), 144-170. 
8. I. J. SCHOENBERG, On monosplines of least square deviation and best quadrature 
formulae II, J. SIAM Numer. Anal. 3 (1966), 321-328. 
9. I. J. SCHOENBERG, On Hermite-Birkhoff interpolation, J. Math. Anal. Appli., 16 
(1966), 538-543. 
10. I. J. SCHOENBERG, On the Ahlberg-Nilson extension of spline interpolation: The 
g-splines and their optimal properties, J. Math. Anal. Appli. 21 (1968), 207-231. 
11. I. J. SCHOENBERG, Monosplines and quadrature formulae, in “Theory and Applications 
of Spline Functions,” (T. N. E. G reville, Ed.), pp. 157-207, Academic Press, New 
York/London, 1969. 
