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Abstract 
This paper aims at providing sizing information concerning a thermal energy storage system (TESS) in the case of a low energy 
consumption building (< 50 kWh/m².y). Numerical simulations for a reference individual building were run for twenty-three different 
cities in Europe. As power supply is the limiting factor in most of the TESS, results focuses on design power estimation. A clear 
correlation between power demand and heating degree hours (HDH) is presented. But as the design of a TESS based on maximum 
power is too ambitious, the analysis goes further. It gives the distribution of sorted power demand values as a function of HDH in the 
form of a power sizing chart. The purpose of this chart is to provide specification requirements for the sizing of a thermal storage system 
intended to partially cover power demand of a low energy residential house. 
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Introduction 
In Europe, the building sector concentrates about one third of the total energy consumption of the union [1][2], and heat 
production for housing (heating and domestic hot water (DHW)) represents from 19 % [1] to 24 % [2] of the overall 
energy consumption of the UE-27. About 20 % is produced from renewable energy sources like wood, wastes or 
hydropower. It means that about 80 % of the heat generated in residential buildings comes from fossils resources. Besides, 
the high share of electricity in the heat production energy mix leads to an electricity peak demand around 7 PM in winter, 
when people come back home from work. It is during peak demand that electricity production is the most expensive and 
the most pollutant since thermal power plants run intensively. That is the reason why the network manager is interested in 
reducing the peak demand. It implies developing a heat storage system. Since the goal is also to reduce the cost of energy 
for consumers and as fossils energies are bound to cost more and more, the use of renewable energies is a matter of 
common sense. But the potential for renewable energy varies locally. Hydroelectric facilities are often large-scale projects 
that are not designed to produce energy without feeding the national grid. Hydropower is then not intended to produce 
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energy very locally even if according to [3] the hydropower potential is only used at 29 % of its maximum in Europe. 
Geothermal heat is better adapted for direct heat production [4] or for heat storage [5]. Solar heat energy is also a good 
way to produce heat locally [6] whereas potential of wind power varies locally. But as solar potential (high in summer and 
low in winter) and heat demand (high in winter and low in summer) are shifted, solar heat storage systems need to store 
energy during a long period (several weeks or months) [7]. Many research projects in recent years have focused on inter 
seasonal heat storage [8]–[11] but few researchers have addressed the problem of thermal energy storage (TES) reactor 
sizing. 
It appears that the volume and the cost of such a system are among the most important issues for user acceptance. The 
volume can either be determined from the energy density of the material or from kinetic considerations. The energy to be 
stored or the maximum power to be delivered will then be the sizing variables. It is shown in [8] that reasonable storage 
volume can be achieved only with chemical heat storage which also has the advantage to be low time dependent. Energy 
densities of 250 kWh.m-3 are mentioned in [18] for adsorption processes and up to 780 kWh.m-3 for chemisorption. 
Potential materials suitable for chemical heat storage in residential applications are listed in [19] but research in this field 
is still at an early stage and there are large differences between theoretical energy densities and experimental results [9]. In 
this paper, the building energy performance is designed to meet low-energy buildings requirements. Reasonable seasonal 
heat storage is indeed possible only if building energy needs are low. Figure 1 displays storage volume of a TES system 
covering full annual thermal energy needs of a 100 m2 low energy residential house. It shows storage volume may already 
be higher than an acceptable value considering the climate harshness and the thermal energy storage density of the system. 
For that reason, this paper only focuses on low energy residential buildings.  
 
Figure 1: Storage volume of a TES system covering full annual thermal energy needs of a 100  m2 low energy residential house as a function of energy 
storage density of TES system and as a function of climate (given by HDH value - see equation (2) below for more details) 
Figure 1 shows the system volume is already an issue if the volume calculation is based on energy storage capacity. But 
as kinetics considerations appears to be even more limiting than energy storage density [12], volume issues will be higher 
when using heating power demand as a sizing factor unless the system is not designed on maximum power demand. 
 
This paper then aims at providing detailed sizing information for the design process of a thermal storage system intended 
to partially cover power demand of a low energy residential house†. The first section establishes correlations between 
heating degree-days (HDD) and maximum power consumption. The second section focuses on detailed results intended to 
provide specification requirements for the sizing of a thermal storage system designed to partially cover power demand of 
a low energy residential house. 
 
Nomenclature 
ܪܦܦ heating degree-day  
 
† As regards with the French thermal regulation: RT 2005 [13]. More details and others definitions may be found in [14]. 
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ܪܦܪ  heating degree-hour 
ௗܲ design power, ܹǤ݉ିଶ 
௠ܲ௔௫  maximum power, ܹǤ݉ିଶ 
ܶ temperature, Ԩ 
௕ܶ  base temperature for HDD calculation, Ԩ 
௠ܶ௔௫  daily maximum temperature, Ԩ 
௠ܶ௘௔௡ daily average temperature, Ԩ 
௦ܶ௣ setpoint temperature, Ԩ 
ݔ ratio of power values beyond design 
ߜ௞ ൌ ൜ͳǡͲǡ  
߬ time constant, ݀ܽݕିଵ or decay constant 
1. Maximal power estimations using heating degree-hours 
Building energy needs and peak power demand mainly depend on weather conditions, building energy performances 
and internal gains. Several methods have been developed in order to fastly predict building heating demand [15], [16]. 
Heating Degree Days (HDD) is one of these and depends only on weather conditions. A clear correlation between building 
energy needs and HDD can then be found only if building energy performances and internal gains remain constants [17].  
1.1. Methodology 
1.1.1.  Peak power demand estimation 
The Trnsys 17 software is used for all the simulations [20]. The simulation time step and the time base (used for wall 
transfer function calculation in the multizone building component (type 56)) are both set to 15 minutes in order to 
accurately estimate the heat power demand. The test case of this study is a two-stage residential house of 100 m² [21].  
Table 1: Wall layout and material properties 
Wall type Material Thickness Thermal Conductivity Density Heat capacity U-Value 
  mm W.m-1.K-1 Kg.m-3 J.kg-1.K-1 W.m-2.K-1 
External wall 
Concrete 150 0.740 800 648 
0.163 Insulation 200 0.035 12 840 
Concrete 150 0.740 800 648 
Ground floor 
Insulation 250 0.029 15 880 
0.114 Hollow-core slab 160 1.23 1 300 648 
Concrete 40 1.75 2 400 880 
Attic 
Insulation 400 0.035 12 840 
0.087 
Plasterboard 13 0.320 850 799 
Intermediate floor Concrete 220 1.75 2 400 880 7.95 
 
Each floor is described by a rectangular cuboid of 6.5 m by 7.5 m by 2.7 m. Windows have a U-value of 1.29 W.m-2.K-1 
and a frame fraction of 15 %. 
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Table 2: Wall surfaces and glazing ratios 
Floor Orientation Surface (m²) Glazing ratio Overhang 
First floor 
South 20.25 30 % Roof 
North 20.25 4.3 % - 
East 17.55 7.5 % - 
West 17.55 13 % - 
Ground floor 
South 20.25 51 % Balcony 
North 20.25 4.3 % - 
East 17.55 5.7 % - 
West 17.55 20 % - 
 
The construction is designed to house a four-member family with three bedrooms and a bathroom upstairs and a living 
room downstairs including a kitchen. Occupancy profiles and internal gains are arbitrarily defined to represent the thermal 
load generated by this family. A sensible heat load of 80 W per person is taken into account. Appliances run mainly in the 
early morning and in the evening and account for all electronic devices used in the house. The same appliances profile is 
repeated every day while two different occupancy profiles are used for weekdays and weekends as shown in Figure 2. 10 
W.m-2 are considered for lighting loads when occupancy is planned and total solar radiation (IT) is too low. Lights are 
turned on when IT is lower than 120 W.m-2 and turned off when IT is higher than 200 W.m-2 defining a hysteresis effect 
which describes user behavior. 
Setpoint temperature is changed on schedule: 19°C when occupants are home without sleeping and 16°C when 
occupants are not home or are supposed to sleep. 
 
 
Figure 2: Occupancy schedules, internal gains and setpoint temperatures for weekdays and weekends as a function of time 
Simulations have been carried out for twenty-four cities‡ in Europe representing most European climates as regards to 
the Köppen-Geiger classification [22]. For each simulation, heat power required has been monitored and linked to the 
 
‡ Agen (FRA), Amsterdam (NLD), Berlin (DEU), Bern (DEU), Brussels (BEL), Bucharest (ROU), Budapest (HUN), Carpentras (FRA), Copenhagen 
(DNK), Dublin (IRL), Helsinki (FIN), La Rochelle (FRA), London (GB), Macon (FRA), Moscow (RUS), Nancy (FRA), Nice (FRA), Prague (CZE), 
Rennes (FRA), Riga (LVA), Stockholm (SWE), Trappes (FRA), Vienna (AUT), Warsaw (POL) 
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HDD. 
1.1.2.  Calculation of heating degree-day (HDD) 
Annual Heating Degree-Day (HDD) is a measurement designed to reflect the energy needs of a building. HDD are 
usually defined as: 
ܪܦܦ ൌ ෍ ൤൬ ௕ܶ െ ௞ܶǡ௠௔௫
െ ௞ܶǡ௠௜௡
ʹ ൰ כ ʹͶǢ Ͳ൨ Ǥ ߜ௞
ۖە
۔
ۖۓ ௕ܶǣ
௞ܶǡ௠௔௫ǣ݇௧௛
௞ܶǡ௠௜௡ǣ݇௧௛
ߜ௞ ൌ ቄͳͲ 
ଷ଺ହ
௞ୀଵ
 (1) 
The definition of HDD may vary from a reference to another. The base temperature is set as a constant for the whole 
calculation. It is linked to the setpoint temperature reduced by the average contribution of solar gain (generally 3°C). For a 
setpoint temperature of 21°C, the corresponding base temperature is 18°C. But as the setpoint temperature used in the 
simulation is not a constant, it is not relevant to use a constant base temperature. A better correlation is found between 
energy needs (or power) and HDD with a variable base temperature. The calculation is no more done on the one-day scale, 
but on an hourly scale. The index thus defined can be named Heating Degree-Hour (HDH) and defined as follow (equation 
(2)) [23]. 
ܪܦܪ ൌ ෍ ൣ൫ ௦ܶ௣ǡ௞ െ ͵൯ െ ௞ܶǢ Ͳ൧Ǥ ߜ௞
ە
۔
ۓ ௦ܶ௣ǡ௞ǣ݇
௧௛
௞ܶǣ݇௧௛
ߜ௞ ൌ ቄͳͲ
଼଻଺଴
௞ୀଵ
 (2) 
As Europe is in the northern hemisphere, ߜ௞ will be set to 1 at the beginning of the calculation (January). It will change to 
0 at the end of the heating season and finally change back to 1 at the beginning of next heating season. Since different 
climates are tested, the heating season must be mathematically defined. Four days are chosen as constants: ܦ՝௪ǡ௕ (March 
15th), ܦ՝௪ǡ௘ (June 15th), ܦ՛௪ǡ௕ (August 15th), ܦ՛௪ǡ௘ (November 15th).  
x In the range ൣܦ՛௪ǡ௘Ǣ ܦ՝௪ǡ௕൧, ߜ௞ ൌ ͳ (heating season for all climates).  
x In the range ൣܦ՝௪ǡ௘Ǣ ܦ՛௪ǡ௕൧, ߜ௞ ൌ Ͳ.  
x In the range ൣܦ՝௪ǡ௕Ǣ ܦ՝௪ǡ௘൧, ߜ௞ may change from 1 to 0 if ௠ܶ௔௫ǡ௞ ൐ ͳͺ and ௦ܶ௣ǡ௠௘௔௡ െ ͵ െ ௠ܶ௘௔௡ ൑ ʹ.  
x Conversely, ߜ௞ may change from 0 to 1 in the range ൣܦ՛௪ǡ௕Ǣ ܦ՛௪ǡ௘൧, if ௠ܶ௔௫ǡ௞ ൏ ͳͺ and ௦ܶ௣ǡ௠௘௔௡ െ ͵ െ ௠ܶ௘௔௡ ൒ ʹ. 
1.2. Results 
Results show a clear correlation between maximal power consumption ௠ܲ௔௫  and HDH (Figure 3) for climates with 
HDH above 1000. HDH under 1000 have been excluded from the correlation since they correspond to very mild climates 
where the installation of a TESS may not be profitable.  
 
These results can be used for a rough estimation of peak power demand of a low energy residential house for all kind of 
climates (at least in Europe) with a HDH above 1000. A linear correlation between ௠ܲ௔௫  and ܪܦܪ (equation (3)) is found 
with a correlation factor of 92.3 %. 
௠ܲ௔௫ ൌ ͸Ǥ͵͸ͷǤ ͳͲିଷܪܦܪ ൅ ͳͲǤͶͳ  (3) 
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Figure 3: Maximal power as a function of HDH 
As explained in the introduction of this part, heat demand depend on climate but also on building performance and 
internal gains. These results may then not be extended to residential houses with different energy performances or too 
different internal gains. But the method may be reproduced easily.  
The same kind of correlation can also be found for a partial coverage of the energy needs. These detailed results may be 
interesting for the design of a thermal interseasonal storage system that is not bound to provide the overall energy needs of 
the building but only aims at reducing peak power demand. 
 
2. Detailed design information for a long-term energy storage system 
In order to size a storage system, the energy to be stored will not necessarily be the limiting factor. Even in low energy 
buildings, thermal power involved to heat the building can be large. As thermal power developed by a thermal storage 
system is often an issue [12], such systems are not always designed to meet maximum power demand. This section 
presents a study on the distribution of power demand and establishes a correlation between HDH and power demand 
distribution.  
 
Results of power demand obtained in the first section are sorted in decreasing order. Sorted power values follow an 
exponential decay with a variable decay “constant”. The decay variable is calculated on different points in order to get a 
correlated curve that fit the exponential decay curve (Figure 4). Figure 4 shows for instance that power demand is below 
16 W.m-2 about 80 % of the time. At each point the decay variable value ߬௞ǡ௫ is given by equation (4). 
 
௞ܲሺݔሻ ൌ ௠ܲ௔௫ǡ௞ כ ൬݁ݔ݌ ቀെݔ ߬௞ǡ௫ൗ ቁ൰ ฺ ߬௞ǡ௫ ൌ
െݔ
݈݊൮ ௞ܲሺݔሻ ௠ܲ௔௫ǡ௞൘ ൲
 
(4) 
For the climate of Berlin, ௠ܲ௔௫ ൌ ͶͺǤʹܹǤ݉ିଶ and ௗܲ ൌ ͳ͸ܹǤ݉ିଶ at ݔ ൌ ʹͲΨ which leads to ߬௞ǡଶ଴Ψ ൌ ͲǤͳͺ.  
Decay variable values are plotted for each of the 24 cities studied (Figure 5). A polynomial interpolation of degree 5 is 
used in order to fit the decay variable curve for each city (equation (5)).  
y = 6.365.10-3 HDH + 10.41 
R² = 92.3 % 
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߬௞ ൌ෍ܽ௜ǡ௞Ǥ ݔ௜
ହ
௜ୀ଴
݇ ൌ ሼͳǡ ʹǡ ǥ ǡ ʹͶሽ (5) 
Except for the cities of Nice (HDH < 1000, excluded from the calculations) and La Rochelle (oceanic climate) the shape of 
the curve is the same. The average value തܽ௜ of each of the 6 coefficients of the interpolation curve is calculated based on 
the values of the 23 cities considered (equation (6)). 
തܽ௜ ൌ ෍
ܽ௜ǡ௞
ʹ͵
ଶଷ
௞ୀଵ
݅ ൌ ሼͲǡ ͳǡ ǥ ǡ ͷሽ (6) 
 
 
Figure 4: Calculated and correlated distributions  
of sorted power values 
 
Figure 5: Decay variable of sorted power values distribution as a 
function of the ratio of power values beyond design 
The averaged coefficients of equation (6) are used in order to define a mean curve that best describes the average 
evolution of the decay constant (equation (7)). The use of an averaged distribution leads to a relative error of 7.6 % in 
average (and 18.3 % maximum for the climate of Dublin) which sounds acceptable. The standard deviation of the relative 
errors distribution is 3.8 %.  
߬ҧ௞ሺݔሻ ൌ ෍ തܽ௜Ǥ ݔ௜
ହ
௜ୀ଴
 (7) 
Equation (7) is used in order to calculate a correlated distribution of power values. The maximum power value is 
estimated according to the HDH value (see equation (3) page 5). It is then possible to estimate a design power ௗܲ 
according to HDH value and to the ratio of time ݔ when the power value will be beyond ௗܲ (over a year).  
 
Equation (8) can be used in order to draw a power sizing chart (Figure 6). This chart can be used in order to estimate 
the maximum power to be delivered by a thermal storage system installed in a low energy residential house. 
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ௗܲሺݔǡ ܪܦܪሻ ൌ ሺ͸Ǥ͵͸ͷǤ ͳͲିଷܪܦܪ ൅ ͳͲǤͶͳሻ כ ݁ݔ݌ ቀെݔ ߬ҧ௞ሺݔሻൗ ቁ  (8) 
 
 
Figure 6: Power sizing chart - Design power value to choose in order to meet power demand  
in (1-X) percent of the cases with respect to HDH value 
3. Discussion and conclusion 
The paper presents a methodology that enables an estimation of maximum power consumption for any European 
climate characterized by its heating degree hour (HDH). It also gives detailed information for the design of a thermal 
storage system that doesn’t aim at providing 100 % of heat power demand all the time. It is then possible to set the 
percentage of running time when power demand has to be sufficient (i.e. under design power). It becomes a sizing variable 
that enables the estimation of the design power. This methodology is developed in the case of low energy residential 
buildings (energy demand lower than 50 kWh.m-2.y-1 for all applications). Results are then only applicable to this kind of 
buildings that are the best application for thermal storage systems. However the same calculations could be easily done for 
others applications. 
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