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Channel Modelling and Fractionally-Spaced MMSE
Equalisers for Broadband Channels
In response to the increasing demand for high data rate communications, broadband
(BB) wireless systems utilising several gigahertz (GHz) of bandwidth will be used in
future generations of wireless networks. The characteristics of BB wireless channels
differ from those of narrowband (NB) channels. Three of the key differences are as
follows:
1. The response of communication system components (e.g., connectors and anten-
nas in each direction) and propagation mechanisms (e.g., diffraction, scattering,
reflection from and transmission through obstacles) over a wide frequency band
are frequency selective. As a result, per-path pulse distortion in BB channels
is more than NB channels. In NB channel modelling the frequency dependency
of physical channel effects are usually ignored and the frequency dependency of
antennas and connectors are minimised using matching circuits and appropriate
antenna design. The residual frequency dependency does not cause considerable
approximation error because variations of the electric parameters of materials
over a narrow frequency band are not significant.
2. The delay spread of BB channels in terms of symbol interval are much longer
than those of NB channels. This is due to the fact that the duration of a BB
pulse is shorter than that of a NB pulse.
3. A BB channel consists of many clusters of propagation paths. The clustering
effect tends not to be observable in indoor NB channel measurements because
the pulse length1 of electromagnetic pulses used in NB systems are usually large
compared to the geometrical size of the scatterers and the differences between
the lengths of paths travelled by individual pulses. Therefore, a large number of
1For a transient electromagnetic pulse with limited duration of Tp seconds, the pulse length λp =
c Tp, where c is the speed of light in free space. The pulse length of a pulse is inversely related to its
bandwidth.
ii
received pulses overlap at the receiver to make a single fading multipath compo-
nent. But, when the pulse bandwidth is large, its duration (and consequently, its
pulse length) is short and the number of overlapping pulses at the receiver are
fewer.
Per-path pulse distortion occurs in channels with large fractional bandwidths.
Longer delay spread and the clustering phenomena are more observable in channels
with large absolute bandwidths. In channel modelling there are no particular values
for absolute or fractional bandwidths in order to be used for classifying channels with
respect to the significance of per-pulse distortion effects, channels’ delay spreads or their
clustering effects. This is so because the significance of these effects not only depend
on the channel’s fractional and absolute bandwidth but also on the communication
environment. Therefore, in this thesis, we use the term BB to refer to those channels
that in their mathematical models none of the above mentioned effects is ignored.
The design of an appropriate receiver and its theoretical and simulated perfor-
mance analysis depends on the adopted model for the channel. In this thesis, certain
issues regarding channel modelling and receiver designing for BB systems are consid-
ered.
Considering the above mentioned differences of NB and BB channels, we derive
a mathematical formula for a lowpass received signal from a BB channel which in-
cludes pulse distorting effects of the physical channel due to frequency selectivity and
wideband Doppler effect. For a given pulse shaping filter, we characterise the small-
est signal space that includes the set of all received signals from a BB channel. In
particular, it is shown that an appropriate model for a BB channel is a fractionally-
spaced tapped delay-line (TDL) model in which the tap delays are shorter than the
symbol interval. Then, using a realizable front-end receiver filter and the properties of
orthonormal bases, a set of variables is extracted that constitute a sufficient statistic
for any optimum receiver. The geometry of Hilbert spaces and the theory of shift-
invariant subspaces of finite-energy signals are used to prove the sufficiency of the
extracted statistic. Our approach does not suffer from the ideality of the Shannon
sampling theorem and the corresponding sampling models for communication chan-
nels. We show that using realisable filters the performance of the ideal lowpass filter
can be achieved.
As a case study of the per-path pulse-distorting effects of a physical channel, we
analyse the effects of lossy dielectric walls on BB pulses by using the basic principles
of electromagnetics and frequency domain methods. The frequency-dependent param-
eters of commonly used building materials are used to analyse the effects of multiple
reflections and transmissions, material distortion, and interpulse interference (IPI) on
BB pulse waveforms. The possibility of polarisation-dependent distortion (PDD) is
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discussed. Various thicknesses of walls and angles of incidence are considered. The
distortion due to each effect is quantified in terms of maximum correlation coefficients
(MCCs). The overall effect of the wall is modelled as a TDL filter based on the MCC.
Using our model derivation approach, the sources of the multicluster and the soft-onset
phenomena of BB channel models are explained. This part of the thesis proposes a
theoretical approach, by using laws of classical electromagnetics, to derive models for
indoor channels where reflection from and transmission through walls or partitions are
major propagation mechanisms. The theoretical approach can be used to complement
and validate the experimental channel modelling approaches.
It is well known that in a linear transmission system with unknown channel infor-
mation, where a basic pulse shape with non-zero excess bandwidth is used for transfer-
ring information symbols, a sufficient statistic for any optimum detection method can
only be obtained by sampling the received signal at rates higher than or equal to the
Nyquist rate for the received signal2. In this case the channel observed by a receiver is
a fractionally-spaced (FS) TDL channel. Specially, in BB channels where there exists
significant pulse distortion due to the frequency dependency of the BB channel effects,
the necessity of adopting a FS channel model and employing a FS equaliser becomes
more prominent.
Another feature of BB channels is their longer delay spread compared to NB chan-
nels when measured in terms of their corresponding symbol intervals. The longer delay
spread of BB channels increases the sensitivity of adaptive receivers to perturbations
when used for these channels.
The final part of the thesis is devoted to spectral analysis of FS minimum mean-
square error (MMSE) equalisers. While many aspects of the FS MMSE equalisers
have been studied since their first appearance in the literature in 1970s, some aspects
of them are not completely understood. For example, behaviour of a FS MMSE
equaliser is usually speculated based on the eigenvalues of the correlation matrix of
the input FS samples of the received signal. A characterisation of the equaliser in
terms of its transfer function (TF) that includes the effects of the front end prefilter
and sampler is not available in the literature. In Chapter 4, we derive the TF of a FS
MMSE equaliser under the general system model described in Chapter 2. Then, the
TF is used to analyse the behaviour of the adaptive FS MMSE equaliser.
An adaptive FS MMSE equaliser, implemented using the least-mean-square (LMS)
algorithm, suffers from instability. Stabilisation of adaptive FS MMSE equalisers has
a long history. A major problem in dealing with FS sampling receivers is the non-
stationarity of the received sampled process, even if the channel itself is time invariant.
In communication systems that use a linear modulation scheme for transmission, the FS
2The Nyquist sampling rate for a signal with maximum absolute frequency fmax is equal to 2fmax.
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samples of the received signal from a wide-sense stationary (WSS) channel constitute
a wide-sense cyclostationary (WSCS) time series. Hence, standard Fourier transform
techniques cannot be used directly to study the spectral characteristics of the received
FS samples or to derive the TF of the corresponding MMSE receiver. In this thesis, an
expression for the TF of the FS MMSE equaliser is derived. Due to the WSCS nature
of the input sampled signal, the FS equaliser’s TF is periodically time varying. Using
the TF, the sources of instability of the FS LMS algorithm are characterized. The
obtained results improve the existing knowledge in the literature regarding the sources
of instability of FS MMSE equalisers. Based on the analysis performed, sufficient
conditions are provided to increase the stability and guarantee convergence of the FS
LMS algorithm.
For channels with longer delay spread, such as BB channels, the corresponding
TDL equaliser needs to be sufficiently long in order to perform satisfactorily. The LMS
algorithm is more sensitive to perturbation when the equaliser delay line is longer. The
effects of equaliser length and sampling phase on stability of the LMS algorithm are
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Synopsis This chapter includes the motivations, description of the problems, a review
of the research results of the thesis and the approaches used to obtain these results.
1.1 Motivation and Outline
In a wireless communication system, when the transmitted signal’s absolute or frac-
tional bandwidth is sufficiently large, some channel response characteristics change
significantly compared to the case where the signal’s absolute and fractional band-
width are small [85, 26]. This implies the necessity for a revision of the widely used
wide-sense stationary uncorrelated scattering (WSSUS) model [9, 102, 87] to include
the frequency-dependent effects of the channel. In fact, the WSSUS model is based
on the narrowband (NB) assumption and cannot be used as an appropriate model for
channels with large absolute/fractional bandwidths. Experimental measurements of ul-
trawideband (UWB) channel responses have shown that some characteristics of UWB
channels are significantly different from NB channels [84, 83, 85, 26]. The following
quote from the introducer of the WSSUS model, Philip A. Bello [9], emphasises this
point [10]:
“The WSSUS channel model has provided a useful tool for modelling ran-
dom time variant linear channels in the four decades since its introduction.
However, with the advent of UWB (Ultra Wideband) communications, it is
necessary to replace this model which is valid for Narrowband (NB) chan-
nels.”
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The research of this thesis is motivated by the necessity of revising the traditional
NB channel modelling approach and optimum receiver designs. The main thrust of
Chapter 2 is to provide a sufficiently general mathematical model for wireless channels
that includes the frequency dependency of the channel effects. However, our considera-
tions are limited to mathematical analysis using physical principles rather than model
derivation using experimental methods.
The analysis in Chapter 2 shows that an appropriate discrete-time (DT) channel
model should be fractionally-spaced (FS) in order to be able to capture all characteris-
tics of a real continuous-time (CT) channel. Accordingly, an optimum receiver is also
FS. Therefore, in chapter 4, we study the FS minimum mean-square error (MMSE)
receiver and some issues in its practical implementations.
Implementation of FS receivers requires particular care as sampling the received
baseband signal at a rate higher than the symbol rate can cause singularity at the
equaliser. We consider the singularity problem for FS MMSE equaliser. While the
study was inspired by the current trend in utilising wide frequency bands for wireless
communications, the results are valid for all wireless communication systems irrespec-
tive of their absolute or fractional bandwidths.
In this thesis (Chapter 2) the channel and antenna effects are modelled mathe-
matically by linear operators including linear filters with arbitrary impulse responses
in each spatial direction and Doppler dilation operators. Then, it is shown that the
appropriate channel model with a priori unpredictable channel response should be FS
rather than a symbol spaced one. The necessity of a FS channel model comes from the
fact that, in practice, all pulse shapes used for transmitting information symbols have
non-zero excess bandwidth. Therefore, sampling the received signal at transmission
symbol rate causes aliasing [94].
When the channel impulse response over a certain frequency band is not known
(for example, due to aliasing), or equivalently, its pulse response for a given input
pulse is not known, it is impossible to perform synchronisation, channel estimation,
equalisation and detection satisfactorily using a symbol-spaced (SS) sampling receiver1.
1In information theoretic studies of communication systems, it is usually assumed that the channel
impulse response is known at least statistically [102, 12]. When the receiver samples the received signal
at symbol rate, this assumption is not justifiable. [77]
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Considering this fact, in the lack of channel state information there is no reason to
assume a SS channel model and analyse or simulate the system performance based on
this assumption.
Adopting a FS channel model, it is well known that the uncorrelated scattering
assumption breaks down. The FS samples of the received signal can be correlated, as
two or several samples may correspond to a response signal received from a single scat-
terer. When the fractional bandwidth of the transmitted pulse is large, the wide-sense
stationary assumption can also be questioned. In large fractional bandwidth signals,
the pulse length2 is comparable to the carrier wavelength. As a result, movements at
the scale of the carrier signal’s wavelength of the communicating devices can change
the location of the multipath components on the delay line; a phenomenon that is not
considered in WSSUS channel models.
Main results of this thesis are presented in Chapters 2, 3 and 4 and are reviewed
in Sections 1.3, 1.4 and 1.5. Now, a brief review of the thesis is given to connect the
separated results presented in chapters 2-4.
Chapter 2 proposes using a FS baseband channel model for channels with large
absolute or fractional bandwidths. To do this, the equivalent complex baseband model
of the CT received signal from such a channel is derived. The complex baseband model
incorporates the Doppler time dilation effects on individual received pulses modelled
as dilation operators, Doppler frequency shift of the carrier wave, the filtering effects
due to antennas and the interacting objects in the propagation channel which are
modelled as filtering operations. The individual pulse distortion due to Doppler time
dilation as well as the filtering by the antennas and interacting objects are usually
ignored in traditional NB models. In order to capture the information available in
the lowpass received signal according to the proposed FS channel model, the front-
end receiver continuous-time-to-discrete-time (C/D) converter is defined. The C/D
converter consists of a lowpass filter, referred to as a prefilter, and a sampler. The
characteristics of the prefilter is determined in such a way that it is realisable and the
samples provide a sufficient statistic for any kind of optimum receiver.
In order to substantiate the motivations for using FS channel models, Chapter 3
2In this thesis, for a transient pulse of duration Tp, we define its pulse length as λp , Tp c, where
c is the speed of light.
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provides a detailed analysis of the pulse distortion phenomena due to lossy dielectric
walls. Experimental studies of effects of lossy dielectric walls on UWB pulses have
shown that the pulses reflected off or transmitted through these walls experience sig-
nificant distortions [19, 26]. However, a detailed analysis of these distortions and their
sources based on the principles of electromagnetic wave propagation was missing in the
literature. Chapter 3 can be considered as a case study of the pulse distortion phe-
nomena observed in experimental studies using signals with large absolute or fractional
bandwidths. This study provides useful insights for understanding the sources of the
clustering effect and a sort of soft onset phenomenon [85] observed in UWB channel
measurements.
Chapter 4 focuses on the receiver side. Design of an optimum receiver depends
on the adopted model for the channel. Adopting a FS channel model as described in
Chapter 2, we study the optimum FS equaliser based on the MMSE criteria. The study
of FS MMSE equalisers have a long history. Since 1970s many aspects and capabilities
of FS MMSE equalisers have been studied by many researchers [17, 147, 42, 40, 102].
However, there are several open question regarding these equalisers. The main open
problem is the characterisation of the FS MMSE equaliser’s transfer function (TF) that
explicitly includes the effects of the C/D converter, transmit and receive filters, channel
IR and the sampling phase errors. The other problem is the sources of instability of
the FS MMSE equaliser when it is implemented using the popular least mean-square
(LMS) algorithm. In Chapter 4 these problems are addressed by derivation of the
TFs of FS MMSE equalisers and proposing a stabilisation method for the FS LMS
algorithm. Then we describe the effects of the TDL equaliser’s length, sampling phase
offsets and indeterminacy of the equaliser TF over some frequencies on the stability of
the LMS algorithm using the derived TF of the FS MMSE equaliser. This approach
is different from others in the literature where these problems are discussed based on
the eigenstructure of the correlation matrix of the input samples (regressors) [117].
1.2 Nomenclature
“The beginning of wisdom is the definition of terms.” – Socrates
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We will frequently use the terms NB, UWB and broadband (BB) throughout the
thesis. We start with a description of these terms as they may have other meanings in
other contexts. There are no unified definitions for the terms BB and NB in the field
of wireless communications, but UWB has a standard definition [31]. Currently, the
term UWB is generally used to referred to a wireless communication technology that
uses UWB signals for transmission. A signal s(t) is called UWB [31] if it satisfies at
least one of the following conditions:
1. The effective absolute bandwidth of s(t) is larger than 500 MHz.
2. The effective fractional bandwidth of s(t), i.e., the bandwidth divided by the
carrier (or centre) frequency, is larger than 0.20.
For a transmission system, the bandwidth is defined by using the power spectral den-
sity (PSD) of the signal emitted by an antenna. There are physical reasons for this
classification of channels that will become clear in the following sections.
The term BB has been used in many contexts including commercial communication
services like fibre BB or wireless BB. Our usage of NB and BB is in the context
of channel modelling approaches. We use BB channel model to refer to a wireless
transmission system model that considers the frequency-selectivity of the transmit and
receive antenna effects, the propagation channel effects such as reflection, diffraction,
refraction, and transmission through lossy media, and the Doppler effect. In traditional
channel models, usually the frequency selectivity of these effects is ignored, that is they
are based on the NB assumptions [62, 151]. When this is the case, we refer to the model
as a NB channel model.
We use the terms NB and BB to refer to two different channel modelling approaches
as described in the above paragraph. We will also use the same terms to refer to
communication channels or systems depending on whether the NB assumptions are
valid or invalid for them. For example, NB assumptions are not valid for a UWB system
with large fractional and/or absolute bandwidth [85]. Therefore, UWB channels are
included within the category of BB channels. Underwater acoustic (UWA) channels
are other examples of BB channels, as the NB assumptions are not valid for them [129].
The reason for this classification of BB channels is that, as described before,
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the traditional wide-sense stationary uncorrelated scattering (WSSUS) channel model
might not be valid for them [10]. WSSUS channel model have been used successfully
for many decades, but for BB channels a revision of WSSUS model is required [10,
85]. WSSUS channel models are essentially based on NB assumption by construction
[9, 102]3. We use the phrase NB channel and NB model to refer to all channels and
their mathematical models when the NB assumption is valid or assumed to be valid
for them.
Multipath channel models are widely used for wireless channels. An important
characteristic of a multipath channel model based on the NB assumption is that its
multipath subchannels (i.e., multipath components of the channel) are assumed to be
frequency flat. This implies that in these channel models pulse waveforms received
from different paths are assumed to be exactly the same as the transmitted pulse
waveform4. For a channel with a large absolute or fractional bandwidth, the NB
channel assumption might not be valid [85]. As such, in these channels, per-path
pulse distortion must be taken into account. Per-path pulse distortion phenomenon
can be due to extremely large bandwidth and/or relatively large fractional bandwidth
compared to the traditional systems. Therefore, the channel models for UWB systems
are classified as BB channels.
1.3 Wireless Channel Modelling for BB Systems
The validity of simulation-based performance analysis of wireless BB systems depends
crucially on having accurate and useful models of the BB channel. In principle, any
model for a physical communication channel serves two major purposes. It provides:
1. a model for the received signal and hence a receiver can be designed based on
certain optimality criteria; and
2. a tool for testing various communication strategies by adopting appropriate mod-
ulation and demodulation techniques.
3Details are provided in ??.
4Pulse waveform changes when it is distorted. Distortion includes phase distortion and magnitude
distortion. Frequency-flat attenuation (by a real or complex constant) or delay do not cause distortion
or pulse waveform change.
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A wireless channel is usually characterized as a time-variant linear filter having an
equivalent lowpass impulse response (IR) h(t, τ) and an additive zero-mean Gaussian





h(t, τ)s(t− τ) dτ + z(t) (1.1)
=u(t) + z(t),
where z(t) is the additive noise. The IR may include effects due to the transmission
and reception equipments, antennas, propagation channel, mobility and filtering at
the transmitter and receiver. Also, if the transmitter and receiver are not properly
frequency synchronized, the residual frequency after down-conversion appears as a
rotating phasor in the lowpass IR [77].
The responses of antennas and the propagation channel effects are frequency de-
pendent. The frequency-dependent propagation channel effects include reflection from
and transmission through planar objects, scattering by rough surfaces, diffraction by
edges and the Doppler [110, 152, 99, 87]. The significance of the impact of these ef-
fects in a practical application depends on the bandwidth of the signal, the channel
dynamics, and the geometrical and electrical characteristics of the antennas and the
interacting objects in the environment. When the system bandwidth is small, the over-
all effect of antennas and the propagation channel on a pulse received from a single
path of a multipath channel can be modelled as a multiplicative constant called path
coefficient. Then, the resulting multipath channel model is referred to as a NB channel
model as the NB assumption is assumed to be valid.
The bandwidths used by most traditional communication systems are sufficiently
narrow that any frequency dependency of most of the physical effects can be safely
ignored [10]. In modelling NB channels, three effects are usually considered [102]:
1. delay dispersion due to multipath effect,
2. small-scale fading due to multipath effect, and
3. large-scale fading (or, shadowing) effect due to blocking.
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None of these effects include the per-pulse distortion phenomenon.
Mathematical modelling for BB wireless channels, where the transmit pulse band-
width can be several GHz, is a relatively new field. The existing information about the
propagation mechanism of BB signals in various environments are mainly obtained by
experiments [26, 86, 109]. Some of these experimental results have been used in [88] to
formulate models for UWB channels in order to provide a platform for evaluation of
communication systems designed based on the IEEE 802.15.4a standards5. The math-
ematical models for these channels are more complicated than traditional channels as
the number of parameters used to describe them statistically is large.
Most modern digital receivers down-convert the continuous-time (CT) received
radio-frequency (RF) signal to a lowpass signal r(t) before discretisation. Then, the
first task of an all-digital receiver is the extraction of a denumerable set of variables
from the received CT signal r(t) that include all information about the channel h(t, τ)
and the transmitted signal s(t) available in the signal u(t). Since the channel and the
data are in general random, the extracted variables are random. This set of random
variables, denoted by T[r(t)], is referred to as a sufficient statistic. For establishing
reliable coherent communication, knowing the channel, the carrier phase and symbol
timing are crucial [102, 77]. Therefore, an optimum digital receiver should be able to
acquire these information from the discrete-time (DT) signal T[r(t)].
In Chapter 2, we consider mathematical channel modelling for BB systems where
we follow two goals. There, the first goal is to provide a mathematical formula for the
lowpass received signal that takes into account the frequency dependency of channel
components. Derivation of a mathematical form of the received lowpass signal is a
fundamental step in studying any communication system at the physical layer (PHY)
[102].
The second goal of Chapter 2 is to design front-end receiver C/D converters that
provide a sufficient statistic for an optimum digital receiver. A C/D converter consists
of a lowpass filter, referred to as a prefilter, and a fixed-rate sampler. It is well-known
that for a linear channel with AWGN, and any linear modulation scheme, a sufficient
statistic is obtained by the symbol time-spaced samples of the output of the matched
5IEEE 802.15.4a is superseded by IEEE 802.15.4-2011.
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dnp(t− nT ), (1.2)
where {dn : n = 1, · · · , N} is a set of information carrying symbols. The IR of the
matched filter is defined by fMF (t) =
∫
R h(−t, τ)p(−t − τ) dτ , where overbar denotes
the complex conjugation. Then a sufficient statistic is
T[r(t)] = {r ∗ fMF (kT − τ0) : k = 0, · · · , N} , (1.3)
where τ0 is the channel delay and ∗ denotes convolution. The informations required
for performing matched filtering are: 1) channel delay, τ0; 2) symbol interval, T ; 3)
channel IR; 4) carrier frequency, fc; and 5) carrier phase. Usually, these parameters
are not available at the receiver front end initially and must be acquired from the DT
signal using digital signal processing (DSP) methods. Under this condition, the statistic
characterised by (1.3) is not observable at the receiver. The matched filter maximizes
the signal-to-noise ratio of the samples when the symbols are transmitted individually
(without intersymbol interference) and τ0 is known. This, together with the property
of providing a sufficient statistic are the theoretical advantages of matched filtering.
In the lack of the matched filter, the characteristics of a front-end C/D converter need
to be determined in such a way that the DT signal at its output provides a sufficient
statistic for any optimum detection method including matched filtering [102].
The performance study of any digital communication system operating over a
given CT channel requires a discrete model for the channel that approximates the
discretisation procedure that occurs in practical digital receivers. The goal is to derive
a DT model for the channel with the following properties:
1. It captures all characteristics of the CT channel, in the sense that the CT channel
can be characterized by the DT model.
2. It is realizable, in the sense that the DT model’s variables are practically observ-
able at the receiver.
In information-theoretic studies of communication systems, using the matched
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Figure 1.1: Digital communication system. Real-valued signal flows are shown by single-line arrows and the complex-
valued signal flows are shown with double-line arrows. (a) Creation of the real bandpass received signal rc(t). (b)
Processing blocks in the front-end of a typical digital receiver [77, 15, 143].
filter is the most common discretisation approach [102, 12, 8]. In this approach, the
SS samples of the matched filter output provide a sufficient statistic for any optimum
detection method [34]. In the absence of the matched filter or perfect channel state
information, the SS samples do not provide a sufficient statistic. Therefore, the channel
capacity and performances calculated using SS sampling models and matched filtering
cannot be approached in practice. A more realistic performance measures can be
obtained using a FS channel model. A receiver corresponding to such a channel model
is also FS, meaning that, it processes the samples at a fractional rate [147, 105].
In practical receivers, instead of the matched filter, other filters are used for pre-
filtering and the sampling rate of the filter output is usually higher than the symbol
rate [15, 40, 102, 132]. Accordingly, the main building blocks of a typical all-digital
receiver is as shown in Fig. 1.1 (b).
Detailed block diagrams can be found in [15] and [77].
In Fig. 1.1 (b), the input is a real bandpass signal rc(t). A coarse estimate f
′
c of the
carrier frequency fc, is used to down-convert the received signal to a complex lowpass
signal r(t). Due to the frequency offset f ′c−fc and the phase offset θ0, a rotating phasor
exp (j2π([f ′c − fc]t+ θ0)) appears in the down-converted signal. The lowpass signal
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r(t) is passed through a lowpass filter, referred to as prefilter, with impulse response
hPF(t). The output of the prefilter is sampled with a rate fs. The sampling rate fs is
provided by a free-running oscillator [77]. In general, the transmission symbol rate 1
T
is
incommensurate with the sampling rate fs [77]. The DT signal from the output of the
sampler is forwarded to the digital signal processing (DSP) units where the quantized




Over time intervals longer than the coherence time of the channel, the phase, θ0(t),
and the IR, h(t, τ), are functions of time t [102]. For a short duration, which usually
spans several symbol intervals [102], they can be assumed to be constant with respect
to t. That is, h(t, τ) = h(τ) and θ0(t) = θ0. In the design of the prefilter and the
sampler, the long term behaviour of the these functions must be taken into account.
Since the received lowpass signal’s bandwidth is always larger than the transmitted
symbol rate, the appropriate DT model for such a channel is a FS tapped delay-line
(TDL) filter model. In Chapter 2, a FS TDL filter model is derived and based on
that the optimum receiver structure is characterised. In Chapter 4, the FS MMSE
equaliser is considered which is the most popular linear equaliser [102]. There, the
transfer function of the FS MMSE equaliser is derived that includes the effects of the
front-end receiver C/D converter.
1.4 A Case Study of BB Pulse Distortion in Indoor Channels
In most of the current commercial wireless communication systems the fractional and
absolute bandwidth of the channel are small compared to the UWB and BB mm-
wave channels. In UWB systems, the information carrying electromagnetic pulses
have absolute bandwidth of more than 500 MHz and/or fractional bandwidth of more
than 0.2 [31]. In BB mm-wave communication systems based on the IEEE 802.11ad
standard [1], the transmitted pulse bandwidth can exceed 2 GHz. As a result of these
differences in absolute and/or fractional bandwidths, the channel responses to BB mm-
wave and UWB pulses are different from those for NB channels [23, 85]. The differences
in channel response to information carrying pulses can stem from these factors:
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1. The pulse length of the BB electromagnetic pulses in the air are much smaller
than the NB pulses. Therefore, more individual BB pulses are resolvable at the
receiver. This happens when the absolute bandwidth of the pulse is large.
2. Electrical properties of the material of the interacting objects are frequency de-
pendent. Therefore, individual received BB pulses can experience more distortion
than NB pulses due to interactions with objects. This happens when the frac-
tional bandwidth of the pulse is large.
3. The frequency dependence of the transmit and receive antenna characteristics.
All antenna responses are frequency dependent. When the transmitted pulse is
NB, by designing appropriate antennas the distortion can be minimised so that
it can be ignored [137]. When the fractional bandwidth of the pulse is large,
antenna distortion increases to a level than cannot be ignored [159, 119].
In Chapter 3, we focus on the interactions of UWB pulses with walls. We will show
that some phenomena observed in UWB propagation such as the clustered distribution
of arrival times of pulses [88] and the power-delay profile (PDP) of each cluster [88,
83, 49] are related to the effects of walls [90].
Walls are abundant in indoor and urban communication environments. Electro-
magnetic waves can reflect off or transmit through a wall with sufficiently large dimen-
sions. When the dimensions of the wall is comparable or smaller that the wavelength
of an incident harmonic wave, diffraction occurs which is a different phenomenon and
is not considered in this thesis. This is due to the complexity of mathematical analysis
of the diffraction effects involved with the propagation of transient pulses [104, 103]
and the fact that reflection from and transmission through walls are the dominant
propagation mechanisms in indoor environments [112].
Three of the key differences between the interactions of NB and BB pulses with
lossy dielectric walls are:
1. The time-harmonic approximations of time-limited pulses, as used in modelling
NB systems and receiver design [102], do not adequately characterize BB channels
[26, 86, 23]. Each pulse experiences amplitude and phase distortion.
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2. Lossy dielectric walls illuminated by a BB pulse, reflect/transmit several separate
or partially-overlapped BB pulses.
3. Due to polarization-dependent surface reflection and transmission [5], the trans-
mission and reflection responses of lossy dielectric walls for parallel and perpendic-
ular polarizations are different and may cause polarization-dependent distortion
(PDD).
Waveform distortion is a degrading factor in BB systems [137, 104, 103, 85]. The the-
oretical study of pulse distortion due to some special diffracting geometrical objects
was considered in [104] and [103]. Time domain methods for wall reflections and trans-
mission were considered in [7] and [138]. There, the material parameters are assumed
to be constant across the UWB frequency range and the available solutions are based
on simplifying assumptions that are not valid for most building materials. Therefore,
these methods do not provide practical information about pulse distortion. Many ex-
perimental results for electromagnetic (EM) parameters of commonly used building
materials over a wide frequency range show the frequency dependency of the mate-
rial parameters. We refer readers to [32] and [112] for a review of some measurement
results. The available information on frequency-dependent material parameters facili-
tates theoretical and simulated study of physical effects in the frequency domain. The
analysis of the effects of walls on UWB pulses in Chapter 3 is based on permittivity
and conductivity functions of commonly used building materials given in [28].
In our analysis of pulse distortion phenomena occurring in indoor BB channels,
we focus on the pulse waveform distortion and delay dispersion of UWB signals due to
reflection from and transmission through a lossy dielectric wall and its correspondence
with standardized channel models for UWB systems [88]. We use frequency-domain
methods. We consider the aspects of pulse responses that influence UWB and BB mm-
wave channel modellings. The significance of the distortions due to lossy dielectric walls
of different building materials are compared. The pulses created by multiple internal
reflections of wall surfaces are considered. The maximum correlation coefficient (MCC)
[13, 60, 64] is used as a measure of the distortion of individual pulses compared to the
incident pulse. MCC is a measure of the maximum energy that can be captured from
each received pulse when the transmitted pulse shape is used as the reference pulse
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shape at the receiver.
Our contributions in Chapter 3 can be summarised as:
1. Including realistic frequency dependence of the parameters of materials in indoor
environments over an ultra-wide frequency range.
2. Developing the MCC as a measure of the degree of distortion caused by surface
reflections/transmissions and internal material distortion for multiple reflections
and transmissions.
3. Inclusion of per-path pulse distortions, multiple internal reflections caused by
lossy dielectric walls and derivation of PDPs for reflections from and transmissions
through walls.
4. Theoretical explanation of the clustering and a soft onset phenomenon due to
walls.
The results are based on the information provided by ITU’s recommendation [96]
about the frequency-dependent permittivity and conductivity of some commonly used
building materials. In the graphs and simulation results presented in this chapter, we
have focused on frequency ranges that are pertinent to UWB communication systems
complying with the standard IEEE 802.15.4-2011 [2]6. A similar approach can be used
to analyse the pulse distortion phenomena and derive TDL models for responses of
single or multilayer wall structures over the frequency ranges pertinent to mm-wave
communication systems [109], in particular, those compliant with the standard IEEE
802.11ad.
1.5 Adaptive MMSE Equaliser for BB Channels




dnp(t− nT ), (1.4)
6This standard has been superseded by the standard IEEE 802.15.4-2015 [3].
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where {dn} is the sequence of complex data symbols, p(t) is the pulse shaping filter’s
impulse response (IR), and T is the symbol interval. The two-sided bandwidth of p(t)
is usually less than 2/T and more than 1/T . Therefore, according to the sampling
theorem of Shannon [102], T/2-spaced samples of the received signal, r(t), from a lin-
ear channel form a characterizing set. That is, r(t) can be reconstructed from these
samples and the samples can be used in a digital receiver to perform synchronization
and equalization with no performance loss. Theoretically, any sampling rate satisfy-
ing the conditions of the sampling theorem [43] can be used, but due to its simple
implementation, 2/T is the most common sampling rate [147, 42, 105].
A popular linear equaliser that is designed to perform channel equalization using
T/2-spaced samples of the received signal is the FS MMSE equaliser [102]. When the
sampling rate is 2/T , the FS MMSE equaliser is implemented using a TDL filter whose
tap spacing is T/2 [105, 102]. A major advantage of the FS MMSE equaliser over its
SS counterpart is its capability to compensate for sampling phase errors (which result
in band edge distortions) and any other linear distortion caused by the communication
channel [147, 42, 102].
Using the celebrated FS LMS algorithm [147, 40, 102, 8], the FS MMSE equaliser
can be implemented adaptively. Adaptivity, simplicity and low complexity are major
advantages of the LMS algorithm for equalizing a priori unknown and slowly time-
varying channels [47, 117].
It is well known that the optimum infinite-length T/2-spaced MMSE equaliser is
not unique, but the corresponding suboptimal finite-length MMSE equaliser is unique
[41, 40, 105]. Therefore, when the LMS algorithm is convergent, it will converge (in
mean) to this unique solution. A major drawback of FS LMS algorithm is its non-
convergence and instability [41]. This is due to the increasing magnitudes of some of
the equaliser tap weights and the additive noise [41]. A TDL equaliser with large tap
gains is sensitive to input perturbations. Since in the LMS algorithm noisy estimates
of the gradient of the MSE surface are used to update the tap weights [102], the FS
LMS algorithm is unstable. According to this argument, in order to stabilize the FS
LMS algorithm, the tap gains of the equaliser should be restricted to small values.
Usually this is done by modifying the cost function of the MMSE estimation, that is,
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by defining the modified cost function by [147, 41, 117]
Jµ(q) = JMSE(q) + µ‖q‖2, (1.5)
where q is the equaliser tap-weight vector, JMSE(q) is the MMSE estimation cost
function, ‖ · ‖ denotes Euclidean norm and µ is the tap-leakage parameter [147, 41,
117]. The modified cost function penalizes the squared norm of the vector q, and
therefore, the tap gains cannot grow large when this modified cost function is used.
The modified LMS algorithm based on the cost function Jµ(q) is referred to as the
tap-leakage algorithm [41] or the leaky LMS algorithm [47, 117].
By using the tap-leakage method the vanishing eigenvalues of the input samples
correlation matrix can be removed, but this does not guarantee the convergence of the
adaptive algorithm. Convergence of the modified LMS (leaky LMS) algorithm still
depends on the eigenvalue spread of the correlation matrix.
There is a major difference between the SS sampling receiver and FS sampling
receiver. Since the FS sampled received signal is not a wide-sense stationary process,
the channel correlation matrix is not Toeplitz. Therefore, the impulse response (IR)
and TF of the corresponding MMSE equaliser are time-variant. The Fourier transform,
which is commonly used for derivation of the TF of the SS MMSE equaliser [40, 102,
117], cannot be used directly to study the eigenvalues of the correlation matrix of a
FS sampled signal or to derive the TF of the FS MMSE equaliser. In this chapter, an
explicit formula for the TF of the FS MMSE equaliser is derived. Using the TF, all
aspects of the FS MMSE equaliser can be studied.
The stability analysis of the adaptive FS equaliser, implemented using the LMS
algorithm, is usually based on simplifying assumptions or approximations. For instance
the analysis in [147] relies on a two-stage approximation of the channel correlation
matrix. The first is the approximation of a non-Toeplitz channel matrix by a Toeplitz
matrix and the second is the approximation of a non-cyclic Toeplitz matrix by a cyclic
Toeplitz matrix. In the course of these approximations, the sources of instability are
avoided.
Using the TF of the FS MMSE equaliser, we show that the increasing tap weight
magnitudes by recursion of the LMS algorithm can be a natural consequence of two
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phenomena: 1) constructive addition of frequency domain sinusoidals corresponding
to time domain TDL filter over some frequency intervals over which the equaliser does
not have control, 2) sampling time offsets which create spectral dips over the rolloff
regions of the transmitted pulse. Then, the appropriate approach to control the tap
weight magnitudes is introduced.
Our approach to spectral analysis of the FS MMSE equaliser is different from the
existing methods. The existing analyses of the FS MMSE equaliser are based on the
statistical properties (covariance matrix) of the input sampled signal to the equaliser.
Therefore, the behaviour of the equaliser is indirectly speculated using the statistical
properties of the input data. In this chapter, the properties of the FS MMSE equaliser
are studied based on the derived TF of the optimum FS MMSE equaliser.
The contributions of Chapter 4 are:
1. Derivation of the TF of a FS MMSE equaliser (the Wiener solution for an FS
MMSE equaliser) that includes the effects of the channel components: transmit
filter, propagation channel, receiver C/D converter and the sampling phase.
2. Analysis of the effects of the sampling phase on FS MMSE equaliser’s TF.
3. Analysis of the effects of the C/D converter on the performance of FS MMSE
equaliser and LMS algorithm.
4. Investigation of the convergence and stability of the LMS algorithm using prop-
erties of the optimum solution.
5. Explanation of the effect of equaliser length on the stability of the LMS algorithm.
6. Introduction of ensemble-averaged equaliser norm as an appropriate tool for sta-
bility analysis of the LMS algorithm.
1.6 Summary of Original Contributions and Publications
The original contributions of this thesis are summarised as follows.
1. Derivation of the baseband model for wireless BB communication channels that
include the frequency dependent effects of the channel. In this model, per pulse
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distortions due to antennas and propagation effects are modelled as filters for
individual paths and the Doppler effect is modelled as a combination of the
carrier frequency shift and the envelope dilation. Using this model, the front end
C/D converter of a digital receiver described in such a way that its output DT
signal provides a sufficient statistic for any optimum digital receiver. Chapter 2
includes these results.
2. Physical description of the clustering effect of indoor BB channels by performing
pulse distortion analysis and derivation of PDP models for walls and partitions.
The approach is novel, extendible and the obtained results are compatible with
experimental models available in the literature. These results are presented in
Chapter 4 and has been published in the following paper
G. Narimani, P. A. Martin, and D. P. Taylor. “Analysis of Ultrawide-
band Pulse Due to Lossy Dielectric Walls and Indoor Channel Models”.
In: IEEE Trans. Antennas. Propag. 64.10 (2016), pp. 4423–4433.
3. Derivation of an explicit formula for the TF of FS MMSE equaliser for the first
time. It includes the effects of the pulse shaping filter, the channel and the receiver
front-end C/D converter. It also includes, explicitly, effects of the prefilter and
sampling rate used in the C/D converter. The derived formula is new and provides
more insights on behaviour of the adaptive FS MMSE equalisers. The formula is
used to study convergence and stability of the FS LMS algorithm. Based on the
insights provided by the formula, the sources of instability of FS LMS algorithm
are described and a stabilisation method is proposed. The proposed method
has superior performance compared to the popular tap-leakage regularisation
method. These results are presented in Chapter 4 and will appear in the IEEE
Transactions on Communications:
G. Narimani, P. A. Martin, and D. P. Taylor. “Spectral Analysis of
Fractionally-Spaced MMSE Equalisers and Stability of the LMS Algo-
rithm”. In: IEEE Trans. Commun. (2017). (Accepted)
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Chapter 2
Discrete-Time Models for BB Channels
Synopsis A mathematical formula for a lowpass received signal from a generic lin-
ear time-variant wireless channel with additive white Gaussian noise is derived. It
includes arbitrary linear filtering effects due to the transmission and reception equip-
ments (connectors, antennas) and the frequency-dependent propagation channel effects
(multipath, distortions by lossy dielectric obstacles and Doppler shifts). Therefore, it
is a generalisation of the traditional narrowband (NB) received signal model appro-
priate for broadband (BB) channels. The theory of shift-invariant subspaces (SISs) of
finite-energy signals is used to find a discrete-time (DT) model for the channel that
captures all characteristics of the continuous-time (CT) model. This approach does
not suffer from the ideality of the Shannon sampling theorem, i.e., it is realisable and
more compatible with practical channel and receiver front-end processing.
2.1 Introduction
A wireless channel is usually characterized as a time-variant linear filter having an
equivalent lowpass impulse response (IR) h(t, τ) and an additive zero-mean Gaussian
noise process, z(t) [102]. Therefore, the channel response to an equivalent lowpass




h(t, τ)s(t− τ) dτ + z(t). (2.1)
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h(t, τ)s(t− τ) dτ, (2.2)
is the most general form of a signal at the output of a time-variant linear filter. For
a particular wireless channel the IR may include effects due to antennas, propagation
channel, mobility and filtering at the transmitter and receiver. Also, if the transmit-
ter and receiver are not properly frequency synchronized, the residual frequency after
down-conversion appears as a rotating phasor in the lowpass IR.
The responses of antennas and the propagation channel effects are frequency de-
pendent. The propagation channel effects include reflection from and transmission
through planar objects, scattering by rough surfaces, diffraction by edges and the
Doppler. In practical applications, the significance of frequency dependency due to
channel effects and the antenna response depends on the bandwidth of the signal, the
channel dynamics, and the geometrical and electrical characteristics of the antennas
and the interacting objects in the environment.
The bandwidths used by most traditional communication systems are sufficiently
narrow that any frequency dependency of most of the physical effects can be safely
ignored [137, 26]. In channel modelling based on the NB assumption, three effects are
usually considered: 1) delay dispersion, 2) small-scale fading, and 3) large-scale fading
(or, shadowing) [99, 102]. Small-scale fading is due to multipath propagation of the
signal in the communication environment and to mobility. Delay dispersion can be
due to multipath propagation and/or pulse distortion (deffuse or non-resolvable mul-
tipath). In NB channel models, per-pulse distortion is ignored. Therefore, multipath
propagation is considered to be the only source of delay dispersion. A received mul-
tipath component can correspond to the line-of-sight path or can be the resultant of
interactions of the transmit pulse with one or several objects in the environment. Each
received pulse is accompanied by a multiplicative phasor due to the carrier sinusoidal
wave. The multiplicative phasors can have different phases as they have undergone
different physical interactions with objects and due to differences on their travelling
distances on the order of wavelength of the carrier wave. As a result, a received multi-
path component’s amplitude is determined by the addition of several phasors which can
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be constructive or deconstructive. The multipath component’s amplitude will change
with displacements of the transmitter, receiver and/or the objects on the order the
carrier wavelength. The carrier wavelength is usually small compared to the pulse
length in NB communication systems, and hence, the multipath component’s ampli-
tude variation due to small displacements is referred to as small-scale fading. The
large-scale fading or shadowing effect is caused by large objects that cause long-term
signal attenuation by shadowing.
Most existing channel models are based on the NB assumption, and therefore,
are valid for channels with relatively narrow bandwidth. Mathematical modelling for
broadband wireless channels, where the transmit pulse bandwidth is several GHz, is
a relatively new field. The existing information about the propagation mechanism of
broadband signals in various environments have mainly been obtained by experiments
[26, 86, 109]. Some of these experimental results have been used in [88] to formulate
a model for UWB channels in order to provide a platform for evaluation of communi-
cation systems designed based on the IEEE 802.15.4a standard1. Understanding the
propagation mechanisms of BB pulses in a communication environment is an impor-
tant step toward finding appropriate channel models for BB channels. A chapter of
this thesis is devoted to an analytical study of one of many propagation mechanisms.
Specifically, in Chapter 3, using basic principles of electromagnetics, we study the in-
teractions of an UWB pulse with single and multilayer walls. There, it is shown that
the clustering effect, the soft onset phenomenon and small-scale fading observed in
experimental UWB channel models can be related to interactions of UWB pulses with
multilayer structures like walls, windows and partitions abundantly available in indoor
communication environments.
In principle, any model for a physical communication channel serves two major
purposes: 1) it provides a tool for testing various communication strategies by adopt-
ing appropriate modulation and demodulation techniques; 2) it provides a model for
the received signal and hence a receiver can be designed based on certain optimal-
ity criteria. In Chapter 4, we will consider receiver design for a broadband channel
based on the minimum mean-square error (MMSE) criteria. Therefore, certain stabil-
ity problems that are important issues in designing adaptive receivers for single carrier
1IEEE 802.15.4a was superseded by IEEE 802.15.4-2011.
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broadband systems are discussed. Since modern receivers are digital-intensive, the
front-end receiver C/D converter needs to be incorporated into the received DT signal
model.
The first task of an all-digital receiver is the extraction of a denumerable set
of variables from the received CT signal r(t) that include all information about the
channel h(t, τ) and the transmitted signal s(t) available in the signal u(t). Since the
channel and the data are in general random, the extracted variables are random. This
set of random variables, denoted by T[r(t)], is referred to as a sufficient statistic. For
establishing reliable coherent communication, knowing the channel, the carrier phase
and symbol timing are crucial [102, 77]. Therefore, an optimum digital receiver should
be able to acquire this information from the discrete-time (DT) signal T[r(t)].
This chapter has two goals. The first goal is to derive a mathematical formula
for the lowpass received broadband signal that takes into account the frequency de-
pendency of channel components. This is a fundamental step in studying the physical
layer (PHY) of any communication system.
The second goal of this chapter is to design front-end receiver C/D converters that
provide a sufficient statistic for any optimum digital receiver. It is well-known that for
a linear channel with AWGN, and any linear modulation scheme, a sufficient statistic
is obtained by the symbol time-spaced samples of the output of the matched filter [34,




dnp(t− nT ), (2.3)
the IR of the matched filter is defined by hMF (t) =
∫
R h(−t, τ)p(−t− τ) dτ , where the
overbar indicates complex conjugation. Then a sufficient statistic is
T[r(t)] = {r ∗ hMF (kT − τ0) : k = 0, · · · , N} , (2.4)
where τ0 is the channel delay. The variables required for performing matched filtering
are: 1) channel delay, τ0; 2) symbol interval, T ; 3) channel IR; 4) carrier frequency,
fc; and 5) carrier phase. Usually, this information is not initially available at the re-
ceiver front end and must be acquired from the DT signal using DSP methods. Under
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this condition, the statistic characterised by (2.4) is not observable at the receiver.
The matched filter maximizes the signal-to-noise ratio of the samples when the sym-
bols are transmitted individually (without intersymbol interference) and τ0 is known.
This, together with the property of providing a sufficient statistic are the theoretical
advantages of matched filtering.
When the channel is rapidly varying, in the sense that channel IR changes within
a duration shorter than the effective delay spread of the channel, only a genie can
realize a matched filter! Because in this case the channel changes before its response is
wholly observed at the receiver and hence the receiver’s information about the channel
is always aged. We will not consider such a rapidly varying (fast fading) channel
conditions. If a statistical description of the channel variation is available, then the
performance of a communication system including the modulation scheme and the
receiver structure can be studied statistically [100, 125, 14].
The performance study of any digital communication system operating over a
given CT channel requires a discrete model for the channel that approximates the
discretisation procedure that occurs in practical digital receivers. Therefore, our goal
is to derive a discrete model with the following properties:
1. The DT model captures all characteristics of the CT channel, in the sense that
the CT channel can be characterized by the DT model.
2. It is realizable, in the sense that the DT model’s variables are practically observ-
able.
In information-theoretic studies of communication systems, using the matched
filter is the most common discretisation approach [102, 12, 8]. However, in practice
matched filtering is rarely possible as the information required for its implementation
may not be available a priori. Channel estimation procedures and synchronisation
subsystems are used to estimate the channel IR and the symbol and carrier parameters.
To do so digitally, first a DT sufficient statistic is extracted from the received CT
signal. This is done by using an invariant front-end lowpass filter (prefilter) and a fixed
sampling rate. Then, DSP is used to obtain channel information and synchronisation
parameters from the DT sufficient statistic. But with unknown channel IR and/or
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Figure 2.1: Digital communication system. Real-valued signal flows are shown by single-line arrows and the complex-
valued signal flows are shown with double-line arrows. (a) Creation of the real bandpass received signal rc(t). (b)
Processing blocks in the front-end of a typical digital receiver [77, 15, 143].
synchronisation parameters, SS samples do not provide sufficient statistics. The last
point will be discussed in detail in the next section.
In practical receivers, instead of the matched filter, other filters are used for pre-
filtering and the sampling rate of the filter output is usually higher than the symbol
rate [15, 40, 102, 132]. Accordingly, the main building blocks of a typical all-digital
receiver are as shown in Fig. 2.1 (b). Detailed block diagrams can be found in [15] and
[77].
In Fig. 2.1 (b), the input is a real bandpass signal rc(t). A coarse estimate f
′
c of the
carrier frequency fc, is used to down-convert the received signal to a complex lowpass
signal r(t). Due to the frequency offset f ′c − fc and phase offset θ0, a rotating phasor
exp (j2π([f ′c − fc]t+ θ0)) appears in the down-converted signal. The lowpass signal
r(t) is passed through a lowpass filter, referred to as prefilter, with impulse response
hPF(t). The output of the lowpass filter is sampled at a rate fs. The sampling rate
fs is provided by a free-running oscillator. In general, the transmission symbol rate
1
T
is incommensurate with the sampling rate fs [77]. The DT signal from the output of
the sampler is forwarded to the DSP units where the quantized values are processed
to produce the final decision variables {d̂n}, in the transmission symbol rate 1T [77].
25
The DSP block in Fig. 2.1 encompasses many sub-blocks performing required
tasks for carrier and symbol-timing synchronisations, channel estimation and equalisa-
tion. Among these tasks, we will consider equalisation in fractionally-spaced sampling
receivers in Chapter 4 where we focus on one of the most important linear equalisation
techniques referred to as fractionally-spaced minimum mean-square error (FS MMSE)
equalisers and their adaptive implementation using the LMS algorithm.
Over a time interval longer that the coherence time of the channel [102], the
phase θ0(t) and the IR, h(t, τ), are functions of the time t. For a short duration,
which usually spans several symbol intervals [102], they can be assumed to be constant
with respect to t. That is, h(t, τ) = h(τ) and θ0(t) = θ0. In the design of the
prefilter and the sampler, the long term behaviour of these functions must be taken
into account. For synchronisation, channel estimation and equalisation, understanding
the time variations of the channel is crucial [77].
The earlier research works on UWB channel modelling were mainly focused on
carrier-free transmission which is usually called impulse radio [161, 162, 23]. In this
case, the local oscillators creating sinusoidal waves with frequencies fs and f
′
c and
the mixers in Fig. 2.1 are not required. After the first report and order on UWB
technology issued by Federal Communications Commission (FCC) in United States
[31], the research partially shifted from IR to carrier-based transmission. The FCC
report and order specified the spectral masks for maximum emission power from the
UWB transmit antennas. This FCC regulation was followed by similar regulations in
Europe and other places [26].
An advantage of IR radio is communication without using local oscillators and
mixers at transmitters and receivers. With the current regulations concerning UWB
technology deployment, the carrier-based transmission is preferred for the following
reasons:
• Better spectrum utilization by dividing the useful UWB frequency band into
several sub-bands.
• Satisfying the strict emission power limitations by employing suitable spectrally
flat pulse shapes, such as the square-root raised cosine (SRRC) pulse, and a
variety of interesting linear modulation schemes [102].
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• Reducing the power usage at the receiver by performing DSP at baseband. Due
to significant path-dependent pulse distortions, the superposition of the received
UWB pulses from different paths have no resemblance to the transmitted one.
Therefore, performing analogue matched filtering is very difficult, if not impossi-
ble. Therefore, characterization of the received signal and matched filtering need
to be done in the digital domain. Down-conversion of a passband signal to
baseband reduces the sampling rate required for DSP [102].2
For carrier-based wireless communication channels important determining factors
are the dedicated frequency band (i.e., the bandwidth and the carrier frequency), the
physical effects of the channel (including antennas) on the transmitted radio frequency
(RF) signals in that frequency band and, the dynamics of the environment [99]. Specif-
ically in broadband communications these factors should not be studied independently
as most effects of the propagation environment and antennas depend on the frequency
content of the transmitted signal waveforms [37, 159, 104, 103].
2.2 Lowpass Received Signal Model
Characterization of the transmission channel is important for determination of opti-
mum and sub-optimum transceiver designs and their comparative performance studies
[9]. The baseband representation of the received RF signal is required for the design of
baseband receiver front-end, to perform baseband DSP at the receiver, and study its
performance [102]. An appropriate equivalent baseband model for a channel includes
the effects of the propagation channel and the antennas.
In spite of the importance of an equivalent baseband channel model for broad-
band communications, the derivation of a baseband model for these channels has only
been considered in [10] with some simplifying assumptions such as ignoring the di-
rectivity of the antennas filtering effects and the frequency dependency of reflections,
diffractions and scattering from objects. These are the distinctive characteristics of
broadband channels and they should be incorporated into the model. This fact has
2There is a method called transmitted reference technique to overcome the problem of unknown
pulse distortions of the channel [52], however, it reduces the channel capacity, C, to C2L , where L is
the delay spread of the channel.
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been emphasized in several research papers including [104, 103, 101, 37, 166, 89, 85].
In this section, we derive the baseband equivalent channel model for carrier-based
broadband systems under general assumptions on the transmit and receive antennas
and physical propagation mechanisms. More specifically, in this work the antennas
are modelled as arbitrary directional filters, the reflections, scatterings and diffractions
are modelled as filters, and the Doppler effect is modelled as dilation (time scaling)
operators. Also, the differences of the derived model with the NB channel models are
discussed.
We consider a system that employs a linear modulation scheme to transmit the
data over a linear wireless multipath channel. In such systems, the effects of channel on
the linearly modulated and sequentially transmitted signal is completely characterized
by the effects of the channel on the normalized pulse-shaping filter’s IR.
2.2.1 Lowpass transmit signal
Consider a real bandpass signal s(t) with complex envelope sb(t), such that
s(t) = <{sb(t)ej2πfct}, (2.5)
where < denotes the real part of a complex number and fc is the carrier or centre
frequency. In carrier-based communication systems the real bandpass signal s(t) is
fed to the transmit antenna. The antennas and the propagation channel affect s(t)
with a variety of mechanisms before it arrives at the receiver. We will discuss these
effects shortly. Our aim is to translate these effects into baseband and, consequently,
formulate the complex envelope of the received signal.





dn p(t− nTs), (2.6)
where {dn} is a complex data symbol sequence, Ts is symbol period, and p(t) is a
real signal called the amplitude shaping pulse. We assume that the channel is linear.
Therefore, for complete characterization of the communication channel we need only
to consider the effects of the channel on the amplitude shaping pulse, p(t).
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We consider a system that consists of a transmit network, a transmit antenna, a
propagation channel, a receive antenna, and a receive network. For example, the circuit
model of a transmit network and the transmit antenna can be visualised as shown in
Fig. 2.2. By restricting our attention to the amplitude shaping filter, the task of the
transmit network is to generate a voltage signal p(t) and mix it with the carrier signal
cos(2πfct) generated by a local oscillator and feed the transmit antenna with the real
signal vT (t) = p(t) cos(2πfct). The circuit model of a receive network is similar to that
of a transmit network, but in a receive network the direction of the current is reversed.
We now consider the key effects of the channel on the transmitted signal vT (t).
2.2.2 Physical channel effects
Studies of UWB communication channels reveal that the degrees of freedom in the
received signal and its statistical properties such as small scale and large scale fadings
are impacted by the frequency content3 of the transmitted signal pulses [23, 68, 88].
This necessitates careful consideration of the physical effects of broadband channels,
including antennas, on the transmitted pulses and finding an appropriate model for
the channel that incorporates these effects.
The transmit and receive antenna effects
The antennas are essential parts of any wireless communication system and their prop-
erties have to be taken into account in system design and performance evaluation. Tra-
ditionally, in NB wireless communication systems, antennas are characterized by their
gain, directivity, polarization and voltage reflection coefficient [6, p. 94]. These charac-
teristics are usually used in link budget analysis. These characteristics are frequency-
dependent. The gain, directivity and polarization depend on the directions of trans-
mission and reception. For NB communication systems the frequency dependence of
antenna effects are usually regarded only for the centre (or carrier) frequency of the
signals. This can be justified only for NB signals where the radiated electric fields re-
semble a time-harmonic field [6]. Since the antenna characteristics change significantly
with respect to frequency content of ultra-wide bandwidth signals, for BB communica-
3The frequency content of a signal s(t) is {f : S(f) 6= 0}.
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Figure 2.2: Circuit model for a transmit network.
tions, antenna characteristics have to be considered over an ultra-wide frequency range
[141, 120, 167, 159].
In order to incorporate the frequency-dependency of the antenna effects we use the
concept of vector effective length [6, 123, 126, p. 87]. Frequency-dependent polarization
properties of an antenna in the far field region can be described by its vector effective
length. With reference to Figure 2.2, assume that the input current wave at the antenna
terminals is iin(t) with Fourier transform Iin(f). The (approximate) electric field in the
far field region of the antenna induced by iin(t) is denoted by erad(r, t), where r is the
position vector of the point in space with respect to a coordinate system with its origin
located at the center of the antenna. The vector effective length ht(r̂, t) is defined, in
the Fourier domain, by












−jωt dt, Ht(r̂, ω) =
∫
R
ht(r̂, t)e−jωt dt, (2.8)
η is the intrinsic impedance of free space, and r̂ = 1
r
r is the unit vector in the direction
of r. The integrals of vector functions in (2.8) are calculated component-wise.
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With this definition, the vector effective length, ht(r̂, t), of the transmit antenna
is a complex vector-valued function of the spatial direction (r̂), and time (t). But it is
independent of the distance r from the antenna centre.
The definition of the vector effective length given by (2.7) does not include the
impedance of the signal generator Zg(ω). In order to relate the voltage waveform
generated by the signal generator to the far field radiation (and hence to the vector
effective length), assume that the transmit antenna has load impedance ZA(ω) when
it is excited by a harmonic signal with frequency ω. Then Iin(ω) = Vg(w)/(Zg(ω) +
ZA(ω)). Therefore, by (2.7)








By reciprocity theorem, it can be shown [126, 123, 127] that the open circuit voltage
VL(w) at the terminals of a receiving antenna is given in terms of the vector effective
length, Hr(r̂, ω), of the receiving antenna and the incident electric field Einc(r̂, ω) by
VL(r̂, ω) = Einc(r̂, ω) ·Hr(r̂, ω). (2.10)
In (2.10), r̂ denotes a unit vector with respect to a coordinate system with its origin
located at the centre of the receive antenna.
The consequence of the representations (2.9) and (2.10) is that both transmitting
and receiving antennas in each direction act as time-invariant linear filters. Therefore,
they can be modelled as integral operators with convolutional kernels [53], where the
kernels are angle dependent. The Fourier transform of these kernels, i.e., the TFs of
the filters are given by (2.9) and (2.10). The vector function notation used in the above
discussion means that the transmitting antenna not only decomposes the input signal
into two components in two orthogonal polarisation directions but also filters each
component. The receiving antenna combines the received electric field components
after filtering each of them.
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Propagation channel effects
The signals received from non-line-of-sight (NLOS) paths experience several changes
before arriving at the receive antenna. For example, depolarisations, phase changes,
Doppler shifts and losses due to reflection, diffraction and scattering. Therefore, for
NLOS paths these effects should be taken into account.
For static channels all of these effects can be modelled as time-invariant linear
filters. As such, we may correspond to each occurrence of these effects a linear operator
with a convolutional kernel [53]. For dynamic channels, the mobility of the channel
components results in Doppler frequency shifts. The Doppler effect is time variant
and cannot be represented as a convolution operator. When the relative speeds of
the transmitter, receiver and the interacting object are pairwise constant, the Doppler
effect can be modelled as a time dilation operator [157].
The frequency dependency of the atmospheric effects in microwave and mm-wave
frequencies is usually insignificant for communication applications [96], but it is higher
around the 60 GHz band. For mm-wave communication over a long distance the
frequency dependency around 60 GHz bandwidth can cause pulse distortion. For short
range communications this causes insignificant distortion. Note that the standard
IEEE 802.11ad [1] using 60 GHz bandwidth has been planned for communications over
ranges below 10 metres.
2.2.3 Lowpass received signal
The multipath channel model that we consider is different from traditional multipath
models. In a traditional multipath model, each received pulse from a single path is
considered undistorted. That is, each received pulse can be represented by aκpc(t−τκ),
where pc(t) = <{p(t)e j2πfct} = p(t) cos(2πfct) is the real passband pulse corresponding
to a real baseband pulse p(t), aκ is a complex number referred to as the path gain and
τκ is the path delay.
In the model presented below, along with path gain and path delay, two linear
distortions are also included. Namely, the distortion caused by frequency dependent
channel effects associated with each path and the Doppler effect. Considering all effects
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on the pulse together, the pulse response of a single path, indicated by the index κ,






, where τκ is the delay with respect to
the transmit time t0 = 0, νκ is the Doppler dilation due to movements of the path’s
interacting objects with constant velocities, hκ(t) is the impulse response of the path
including direction dependent filtering effects of the transmit and receive antennas, and
aκ(t) is the time-variant attenuation due to mobility. The angle of departure and the
angle of arrival for each path is absorbed in the index κ. The Doppler dilation due to
constant velocity vκ in the direction of propagation of the signal is given by νκ = 1± vκc
[45]. The impulse response of the κth path is due to the frequency-dependent reflection
and transmission and diffraction coefficients. For BB communication channels, such
as UWB and mm-wave channels, consideration of the frequency-dependency of the
channel effects is necessary [85, 23, 67, 135].
The total pulse response of the channel is given by the aggregation of all pulses












where the index set I corresponds to the set of all active paths at time instant t.
For NB signals it is usually assumed that hκ(t) = δ(t) and the Doppler effect is
modelled as a pure frequency shift of the carrier wave. That is, the effect of Doppler
time scaling on the envelope of the carrier modulated pulse, pc(t), is ignored. Note that
the envelope of this pulse is p(t). The time duration of the pulse pc(t) is usually very
short and the dynamic change in the environment over this duration is insignificant.
Therefore, the attenuation coefficient aκ(t) corresponding to each received pulse can
be assumed constant; aκ(t) = aκ.
In (2.11) all parameters, aκ, νκ and τκ, are deterministic. pc(t) is the real passband
transmitted pulse and xc(t) is the corresponding real passband received signal. We refer
to (2.11) as the deterministic channel pulse response to the pulse pc(t). Next, we want



































































The received signal model in (2.14) is the deterministic equivalent lowpass model. In
the case that the carrier frequency is not known at the receiver, the receiver mixer uses
a coarse approximate f ′c of fc for down-conversion. Then the received signal model
becomes













where fε = fc − f ′c.
Derivation of the lowpass received signal model as presented above is not based on
the NB assumption, and therefore, is valid for time-variant broadband wireless chan-
nels. In the following, we will obtain the baseband model based on the NB assumption.
We will see that the commonly used wide-sense stationary uncorrelated scattering (WS-
SUS) model can be obtained from (2.14) after applying several approximations that
might not be valid for BB channels.
A1 In (2.14), for a given κ, when the velocity vκ 6= 0, the Doppler scaling νκ 6= 1.
Therefore, the Doppler has two effects: 1) carrier frequency shifting due to the
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factor ej2π(νκ−1)fct, and 2) pulse dilation4. In channel models based on the NB
assumption, the pulse dilation due to Doppler is ignored (i.e., ν = 1) and the
Doppler effect is only considered as a shift of the carrier frequency.
A2 In NB channel modelling per-path pulse distortions are ignored, i.e., in NB chan-
nel modelling it is assumed that hκ(t) = δ(t) for all κ ∈ I.
A3 In derivation a TDL filter model for channels based on the NB assumption, the
total relative delay spread of the channel with respect to the first received pulse
is divided into several delay bins in which the widths of delay bins are usually
equal to the reciprocal of the channel bandwidth, W. That is, assuming a channel
with relative delay spread Td,
[0, Td] = [0, 1/W ] ∪ [1/W, 2/W ] ∪ · · · ∪ [(LNB − 1)/W,LNB/W ], (2.17)
where LNB = bTdW + 1c is the number of taps of the TDL filter. Then the
following approximation is used:
p(t− τκ) ≈ p(t−mi) (2.18)
for all τκ satisfying
i
W
≤ τκ < i+1W . In (2.18), mi =
2i+1
2W
is the middle point of





]. The approximation in (2.18) is only justifiable when
|τκ|  1/W .
By applying the approximations mentioned above the following TDL model for channel












4p(νκt− τκ) is a dilated version of p(t− τκ).
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where θκ is the angle of arrival of the κth pulse relative to the direction












where fD,κ = vκ cos(θκ)fc/c is the Doppler shift of the κth path. The impact of the
factors ej2πfD,κt on the time variation γi(t) is slight due to existence of the c = 3× 108
in the denominator of their exponents. When some of the scatterers are moving with
large velocities these factors can result in NB Doppler frequency spread in the received
signal. A small change in path lengths results in small changes in path delays, τκ, κ ∈ I.
Due to the existence of the factor fc, constructive and deconstructive addition of the
exponential functions present sudden changes in channel coefficients.
2.2.4 WSSUS assumption and BB channel models
In statistical channel modelling of NB channels two other assumptions are common.
These are the wide-sense stationarity (WSS) and uncorrelated scattering (US) assump-
tions [9, 102]. We say that the channel model (2.19) satisfies the WSS assumption if
E[γi1(t1)γi2(t2)] for any pair (i1, i2) depends only on the difference ∆t = t1− t2 and not
on the individual time instants t1 and t2. Mathematically, the WSS condition can be
stated as
E[γi1(t1)γi2(t2)] = R(∆t, i1, i2), (2.23)
where R is the correlation function of the two-parameter process γi(t).
We say that the channel model (2.19) satisfies the US assumption if at each time
instant t = t0 and any i1 6= i2, the two random variables γi1(t0) and γi2(t0) are uncor-
related, that is, E[γi1(t0)γi2(t0)] = 0. Putting WSS and US assumptions together, the
channel is said to satisfy the WSSUS assumption if Ei[Et[γi1(t1)γi2(t2)]] is equal to zero
when i1 6= i2, and is a function of ∆t = t1 − t2 and i1(= i2) otherwise. In other words,
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it satisfies the WSSUS assumption if Ei[Et[γi1(t1)γi2(t2)]] can be written as
Ei[Et[γi1(t1)γi2(t2)]] = R(∆t, i1, i2)δ(i1 − i2), (2.24)
where δ is the Dirac delta function. Note that γi(t) is a two parameter random pro-
cess with parameters i and t. To emphasise that, we have used two mathematical
expectation operators with indices i and t.
When the channel bandwidth, W , is small, the number of MPCs falling within
each delay bin will be large5. Then using the central limit theorem (CLT) each γi(t)
can be modelled as a wide-sense stationary Gaussian process. For BB channels with
large absolute bandwidth the possibility of a large number of MPCs falling within a
single delay bin decreases. As a result, the Gaussian process model for coefficients of
channel with large absolute bandwidth is not appropriate if the communication is not
in a sufficiently dense multipath environment [20].
2.3 Shift Invariant Signal Subspaces and Realizable Discretisations
We focus on the part of the receiver which is indicated by a dashed rectangle in Fig. 2.1
(b). This part of a digital receiver converts the CT received signal to a DT signal. For
this reason, a digital communication system can be analysed using a DT system model.
A theoretical and simulated evaluation of a system is valid if the adopted DT model
captures all important characteristics of the real CT channel and the C/D conversion
performed in the receiver.
The capability of the DSP units in performing the fundamental tasks of the re-
ceiver including channel estimation, synchronization and equalization depends on the
characteristics of the prefilter and sampler. Therefore, we are interested in DT charac-
terizations of the input-output relation (2.1), which encompasses the part of the system
from the output of the modulator at the transmitter to the output of the sampler at
the receiver, with the following properties:
P1 They can be implemented by using realizable filters, hPF(t), and constant rate (fs)
sampling, as in Fig. 2.1 (b). (Realizability)
5This still depends on how dense the scatterers are in the communication environment.
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P2 The output DT signal, {rk} = T[r(t)], provides a sufficient statistic for the relevant
information contained in the received signal.
P3 The noise samples zk are uncorrelated: E[zk1z
∗
k2
] = N0δ(k1 − k2). (White noise)
Absolutely bandlimited filters are not realizable. By realizability we mean a filter
whose tails do not carry significant energy, in the sense of Landau and Pollak [65].
The required memory and the computational complexity of the digital process-
ing increases with the increase of the number of samples per symbol. For broadband
communication systems such as UWB [26] and mm-wave [109] where the transmission
bandwidth is extremely large this increase in the sampling rate and the subsequent pro-
cessing might be unaffordable. Property P3 is useful in evaluation of the performance
as well as implementation of an optimum receiver when the DT signal is used as an
input to an equaliser and detector that performs according to a maximum-likelihood
criteria such as maximum-likelihood sequence detection (MLSD) or minimum mean-
square error (MMSE) criteria [102] (See also the discussion in [77, p. 700].). Opti-
mality of these receivers depend on the correlation of the noise samples. If the noise
is not white, a noise whitening filter is required before feeding the noisy samples to
the optimum receiver. When the correlation matrix of the noise samples is singular
or ill-conditioned, the noise cannot be whitened by linear filtering. This can cause
serious instability problems for optimum receivers designed based on the white noise
assumption. For the case of MMSE receivers, this problem is analysed and addressed
in Chapter 5.
The properties P2 and P3 can be satisfied by choosing the ideal brick-wall filter
with sufficiently large bandwidth as the prefilter and sampling its output exactly at
the Nyquist rate. The sampling model based on the sampling expansion is the most
commonly adopted model in the theoretical analysis of the communication systems [40,
102, 145]. But it is not practically interesting as it is not easy to approximate the ideal
brick-wall filter by using practical filters.
The conditions on the prefilter in order for the samples to provide a sufficient
statistic were considered in [76] and [77]. The authors have used a reversibility argu-
ment to prove the sufficiency of the statistics. The sufficiency of conditions mentioned
there can be formally proved using a generalized version of the sampling theorem [11,
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Theorem 1.2]. However, those conditions do not imply property P3.
In general, discretisation methods use a set of basis functions to expand a hypo-
thetical received signal. The expansions are assumed (or, proved) to be valid for a
subspace of signals that include the set of all expected received signals. Due to the
basis property, the expansion coefficients uniquely characterize the received signal in
the signal space generated by the basis functions and, consequently, they contain all
information available in the CT signal. When the CT received signal is modelled as a
stochastic process, the expansion coefficients are random variables characterising the
CT stochastic process.
In discretisations based on the Shannon sampling theorem, the basis functions are
the shifts of the sinc function [59, 9]. Other expansion methods include the Karhunen-
Loève series expansion [102, 150], expansions in terms of the prolate spheroidal wave
functions [25], orthonormal bases expansions obtained by the Gram-Schmidt procedure
[132], and wavelet bases expansions [168]. The OFDM symbols can also be described
as an orthonormal expansion where the basis functions are time and frequency shifted
versions of a single function. These time and frequency shifted functions are referred to
as Gabor (or Weyl-Heisebnerg) basis [43]. Non-orthogonal expansions are also studied
in [118] and many other papers. Some of these theoretical discretisation approaches are
non-realizable, computationally complex or require a priori knowledge of the channel.
Therefore, most receivers employ an approximation of the sampling model where the
sinc filter is approximated by another realizable lowpass filter. But no other lowpass
filter enjoys the exceptional properties of the ideal sinc filter. Therefore, the extracted
statistic does not necessarily satisfy the properties P1-P3.
A close relative of the sinc function is the family of Nyquist and square-root
Nyquist pulses which are usually used for pulse shaping. Therefore, the receiver filter
is sometimes matched to the transmitted signal pulse [102, 132]. It can be shown that
the samples of the output of this filter taken at the symbol rate does not provide a
sufficient statistics if the channel distorts the pulse or the channel delay is unknown
(and the samples are not taken at appropriate times). In order to have a sufficient
statistic, sampling at least at the Nyquist rate for the received signal is required [40,
102]. Increasing the sampling rate beyond the symbol rate causes other problems; the
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noise samples do not satisfy the property P3 and the complexity increases.
Our next goal is derivation of a DT model that can be closely approximated in
practice. In particular, the prefilter, hPF(t) and the sampling rate, fs, are characterized
in such a way that the samples satisfy the properties P1-P3. To this end a signal space
description of the communication system is used where the transmitted and received
signals belong to some SI subspaces of L2 (Section 2.3). The channel is then modelled
as an operator between these spaces and the properties P1-P3 are described in terms
of the geometry of the signal spaces and operators. Under certain conditions, we
characterize the family of prefilters (hPF(t)) and the corresponding sampling frequencies
(fs) that satisfy P1-P3.
2.3.1 SI subspaces
By a T -SI subspace of L2 we mean any closed linear subspace S of L2 which is closed
under T -shifts, i.e., for each g(t) ∈ S we have g(t− kT ) ∈ S for every k ∈ Z. A T -SI
subspace generated by g(t) is the closed subspace of L2 generated by T -shifts of g(t).
It is denoted by ST (g) and called a principal SI subspace. The theory of SI subspaces
plays an important role in various areas of mathematical analysis and its applications,
such as approximation theory [16], wavelet analysis [24, 156], sampling theory [4] and
finite element methods [130]. SI subspaces arise in communication theory as well.
Linearly modulated signals (2.3) belong to a SI subspace whose generator is the pulse
shaping filter’s impulse response and the coefficients are the data symbols. That is,
s(t) ∈ ST (p). Also, by denoting the IR of a communication channel with h(t) and




dng(t− nT ), (2.25)
belongs to the SI subspace ST (g). Therefore, the cascade of the pulse shaping filter
and the noise-free linear channel can be described as a linear operator that maps a
data vector [d0, · · · , dn] into ST (g).
In any modulation scheme, the symbols are chosen from a certain constellation
and the domain of the aforementioned operator is restricted to a finite subset of Cn.
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Without this restriction on the data symbols and ignoring the additive noise, the
problem of data detection is equivalent to this one:
Given u(t) ∈ ST (g) find the coefficients di that satisfy (2.25).
In practice, usually the channel is not known and there is noise. Our information
about the channel and the noise is limited. It is commonly assumed that the noise
is a zero-mean white Gaussian process, the channel is linear and the received useful
signal is band-limited to |f | ≤ B, for some B. Because of the roll-off region of the
transmitted pulse, the time variations of the channel and frequency offset between the
transmitter and receiver oscillators, 2B is greater than the symbol rate 1
T
. In this case,
u(t) ∈ S 1
2B






cksinc (2Bt− k), (2.26)




), k ∈ Z. (2.27)
The coefficients ck satisfy properties P2-P3. The only problem is the non-realizability
of the sinc function as impulse response of a practical filter (P1). This observation
leads us to investigate the family of functions that can replace the sinc function and are
realizable. That is, to investigate the family of functions q(t) such that u(t) ∈ S 1
2B
(q)





satisfy the properties P1-P3.
In the lack of a sampling theorem for general q(t), we will use the received signal
model (2.15) to find the appropriate SI subspace with a generator q(t), satisfying the
conditions P1-P3. We will show that if the SRRC function is used for pulse shaping,
and the channel is linear, the received signal belongs to a family of SI spaces generated
by orthonormal shifts of dilated versions of the SRRC function. In this section we
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will provide the required theoretical background about SI subspaces generated by the
SRRC function p(t) defined in (2.30).
If the channel distorts the pulse (in any form), the receive signal space, in general,
will be different from the transmit signal space as the generator of the space has been
distorted. Therefore, a generalization of the signal space notion for general channels is
required.
The use of the SRRC function in this work is not accidental. The reason is
its exceptional properties which make it a suitable pulse shape for transmission and
reception. From an implementation point of view it is desirable because it is realizable
to an acceptable order of approximation. From a theoretical point of view it is desirable
because i) it is band-limited and decays rapidly in time (asymptotically as 1|t|3 ), ii) its
time shifts by integer numbers are orthonormal and iii) its convolution with itself is a
sampling function and has the zero ISI property (Nyquist pulse). The results can be
generalised to any bandlimited Nyquist pulse with sampling property.












































in the time domain. In (2.29) and (2.30), the parameters R and β are the Nyquist
bandwidth and excess bandwidth of the pulse p(t) respectively. Usually, the rolloff
factor α , 2β
R
is used to define the SRRC pulse [102]. (2.30) can be derived from (2.29)
by straightforward but tedious calculation of the inverse Fourier transform. The SRRC
function is usually expressed using the rolloff factor defined by α = 2β/R, see (3.1).
The raised cosine function (RC) in the time domain is




The Fourier transform of the RC function is given by Q(f) = P (f)2 and satisfies the
following identity ∑
k∈Z
|Q(f − kR)| ≡ 1
R
. (2.32)
(2.32) has two important consequences:
1. The RC function, q(t) has the zero ISI property [102].
2. The set of shifted SRRC functions {TkT◦p(t)| k ∈ Z} is an orthonormal set in
L2[24]. (It is not a basis for L2, as it is not complete.)
Now we formally define the SI subspaces of L2(R).
Definition 2.3.1. Let T ∈ R and φ(t) ∈ L2. The T−SI subspace generated by φ(t) is
the closed complex linear span of the set of all shifts of φ(t) by integer multiples of T
in L2. That is
ST (φ(t)) := span {φ(· − kT )| k ∈ Z} , (2.33)
where span denotes the closed linear span [21].
When the shifts of the generator are orthogonal, the SI spaces have a simple
characterization. Assume that {φ(t − kT )} is an orthogonal set and g(t) ∈ ST (φ(t)).
There exists a unique {ck} ∈ `2(Z) such that g(t) =
∑
k∈Z ckφ(t − kT ). Applying the

















−j2kπkTf is a 1
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G(f) = M(f)Φ(f). It can be shown that M(f) is equal to the folded spectrum of









and p(t) equal to the SRRC function, {TkT◦p(t)| k ∈ Z} is an orthonormal basis
for ST◦(p(t)).
43
The following theorem provides the mathematical foundation for our pulse shaping
and reception method. For its statement, we need the following notation: for an
operator A and a set V = {vn : n ∈ N} of functions we define AV as
AV = {Avn : n ∈ N}, (2.35)
which is called the image of V under A.In this theorem, and the rest of this chapter,
we will use the SRRC function defined as in (3.1).
Theorem 2.3.1. Let p(t) denote the SRRC function. Then
1. DrST◦(p(t)) = ST◦
r
(Drp(t)), and {T kT◦
r
Drp(t)|k ∈ Z} is an orthonormal basis for
the space DrST◦(p(t)), for all r ∈ R,.





3. Translation invariance: TτDr1ST◦(p(t)) ⊆ Dr2ST◦(p(t)) for τ, r1, r2 ∈ R if and




4. Modulation invariance: MθDr1ST◦(p(t)) ⊆ Dr2ST◦(p(t)) if and only if




5. Phase shift invariance: PφDrST◦(p(t)) = DrST◦(p(t)), for all r ∈ R.
6. Linear distortion invariance: l(t) ∗Dr1ST◦(p(t)) ⊆ Dr2ST◦(p(t)) if and only if the
restriction of L(f) to the interval [−β − r1
2Ts
, β + r1
2Ts
] is an essentially bounded
function (i.e. belongs to L∞[−β − r12Ts , β +
r1
2Ts









. Since Dr is a continuous (unitary) operator and the
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The RHS of equality (2.37) belongs to ST◦
r
(Drp(t)). The reverse inclusion is also
evident from this equality.
Since Dr is a unitary operator on L2, it maps any orthonormal set onto an
orthonormal set. Therefore, the generating set {T kT◦
r
Drp(t)|k ∈ Z} is an or-
thonormal basis for the space DrST◦(p(t)).
2. Since D−1r1 = D 1r1
, by applying D−1r1 to both sides of Dr1ST◦(p(t)) ⊆ Dr2ST◦(p(t)),
we see that the statement of theorem is equivalent to ST◦(p(t)) ⊆ DrST◦(p(t))
for r ≥ 1 + 2β
R
. Let g(t) ∈ ST◦(p(t)). Then G(f) = M(f)P (f) for a 1T◦–periodic




]. By part 1, g(t) ∈ DrST◦(p(t)) if and only if there exists a
r
T◦




] such that G(f) = M ′(f)D 1
r
P (f). Since r >
1 (for β > 0, which excludes the sinc function), D 1
r












if f ∈ [−β − 1
2T◦















Then M ′(f) is r
T◦
–periodic. It belongs to L2[− rT◦ ,
r
T◦
] because D 1
r
P (f) is bounded
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]. Also we have
M ′(f)D 1
r
P (f) = M(f)(P (f)) = G(f).
That is g(t) ∈ DrST◦(p(t)).




The proof follows the same procedure as in the proof of part 2 and defining M1(f)
as in (2.38) with M(f) replaced by e−j2πτfM(f).
4. The proof is the same as the proof of part 2, with M(f) in (2.38) replaced by
M(f − θ).
5. All SI spaces are invariant with respect to constant multipliers especially phase
shifts which are complex numbers with absolute value 1.
6. Let g(t) ∈ l(t) ∗ Dr1ST◦(p(t)). Then there exists g1(t) ∈ Dr1ST◦(p(t)) such that
g(t) = l(t) ∗ g1(t) and G1(f) = M(f)D 1
r1
P (f) for some r1
T◦
–periodic function













if f ∈ [−β − r1
2T◦















On the interval [−β − r1
2T◦




P (f) is bounded away from zero and
L(f) is bounded. Therefore, M ′(f) ∈ L2[− r22T◦ ,
r2
2T◦
] and is r2
2T◦
–periodic. On
the other hand M ′(f)D 1
r2
P (f) = L(f)M(f)D 1
r1
P (f) = G(f), which means that
g(t) ∈ D 1
r2
ST◦(p(t)), by part 1.
Remark. In Theorem 2.3.1, part 6 is equivalent to parts 3 and 5. (6 ⇐⇒ 3, 5)
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2.3.2 The transmit and receive signal subspaces




dnp(t− nT ) (2.42)
where {dn} represents the discrete information bearing sequence of symbols (real or
complex), p(t) is the SRRC function defined by (3.1) and T = 1
R
. By the definition
of SI subspaces, we see that sb(t) ∈ ST◦(p(t)). For this reason, we call ST◦(p(t)) the
transmit signal space.
Now assume that the real passband signal sp(t) = <{sb(t)ej2πfct} is fed to the
transmit antenna connector and transmitted through the channel. Depending on the
channel and the antennas, the received signal from the receiving antenna’s connector,
rp(t), is different from the transmitted signal. Whatever the channel effects are, the
received signal still has finite energy, that is, rp(t) ∈ L2. The complex envelope of
rp(t), namely rb(t) also has finite energy: rb(t) ∈ L2. An important step in designing
an efficient receiver is to characterise a structured subspace of L2 that includes the
received signal characterized by (2.14). By a structured subspace we mean a subspace
with a suitable basis that permits to expand the received CT signals in a stable way.
Then the DT signal obtained by expansion coefficients can be used for processing and
decision making using DSP methods in a digital receiver.
Characterization of the receive signal space depends on our description of the
channel effects. Based on the received signal formula (2.14), we will characterize the
smallest receive signal space for the system. Evidently, the receive signal space also
depends on the pulse shape employed by the system. Characterization of the smallest
receive signal space is useful in rejecting the irrelevant parts, such as irrelevant out-of-
band noise components and interferences, from the received signal.
The following theorem characterises the received signal space as SI subspaces of
L2 generated by dilated SRRC pulses.
Theorem 2.3.2. Let p(t) denote the SRRC function with roll-off factor β defined by
(3.1). For a transmitted signal represented by (2.42), through a channel defined by the









: κ ∈ I
}
. rmin is the smallest real
number such that S T◦
rmin
(Drminp(t)) contains the received signal (2.14).
Proof. Defining the operators of phase shift, Pφ, modulation, Mθ, translation (or delay),









where φ, θ, τ ∈ R and r > 0, the effects of the communication channel on the complex
envelope of the transmitted pulse, p(t) in (2.14), is a linear combination of compos-
ite operators of the form PφMθTτDr and convolution with bandlimited finite energy
functions, hκ(t). Therefore, Theorem 2.3.1 implies the result.
Considering the special cases of interest, this theorem may be explained as follows.
For a given channel we need some general information to design the optimum receiver.
This information depends on the channel under study:
1. Assume that the channel is an ideal AWGN, i.e., the impulse response of the
channel is equal to δ(t − τ0) [35], the transmission pulse shape is square-root
Nyquist and there exists perfect time and frequency synchronisation between
transmitter and receiver. Then, the optimum receiver consists of a filter matched
to the transmitted pulse followed by a symbol-spaced sampler. If the pulse shape
is not square-root Nyquist, this receiver would not be optimum. Also, with-
out perfect synchronisation this receiver is not optimum. If the employed pulse
is
√
Rsinc (Rt) (corresponding to SRRC function with β = 0), perfect symbol
timing synchronization is not required and still the receiver is optimum.
2. Assume that the channel is an ideal AWGN, the employed pulse is SRRC, and
there exists perfect carrier frequency synchronisation but not perfect symbol tim-
ing and carrier phase synchronisation. Then, the optimum receiver depends on
the roll-off factor, β, of the employed SRRC pulse, p(t), for transmission. If
48
β = 0, the optimum receiver is as described in part 1. If β 6= 0, by Theorem
2.3.1, the optimum receiver consists of a filter with impulse response Drminp1(t),
where rmin = 1 +
2β
R
and p1(t) is a SRRC pulse with arbitrary roll-off factor,
followed by sampling with rate R + 2β. Any other choice of the filter and the
sampling rate will not result in an optimum filter. In the sense that if r < rmin
is chosen, the samples do not provide a set of sufficient statistics, and if r > rmin
is chosen, some parts of the irrelevant out-of-band noise and interference will not
be suppressed. It is worth mentioning that with this choice of the receiver filter
and the sampling rate, the receiver is not sensitive to symbol timing within one
symbol interval and arbitrary carrier phase offsets.
3. If the channel is a linear time-invariant AWGN channel and the employed pulse
shape is SRRC, p(t), the optimum receiver consists of a filter with impulse re-
sponse Drminp1(t), where rmin = 1 +
2β
R
and p1(t) is a SRRC pulse with arbitrary
rolloff factor, followed by sampling with the rate R + 2β. If β = 0, then the
optimum receiver is as described in part 1. The optimum receiver structure is in-
dependent of the kind of the linear distortion and is insensitive to symbol timing
errors and carrier phase offsets.
4. If the channel is time-varying, in the sense that the channel components including
the transmit and the receive antennas and the scatterer are moving with constant
speeds in the time interval of interest, the optimum receiver consists of a filter









: κ ∈ I
}
,
and a sampler with the sampling rate rR. Each νκ corresponds to the Doppler
dilation factor caused by overall relative speed of channel components partici-
pating in the κ-th path. The receiver is again independent of the symbol timing
within a symbol interval.
Some comments about this theorem, that highlight its usefulness, are in order:
1. Theorem 2.3.2 implies that the received signal can be completely characterized




k ∈ Z}, whenever r ≥ rmin and p1(t) is a SRRC function with an arbitrary roll-off
factor. When r = rmin, the subspace generated by this orthonormal basis is the
smallest with this property. Therefore, the projection of the noise process onto
this subspace has the minimum power. Consequently, if Drp1(t) is used as the
front end filter at the receiver, the samples of the output will have the maximum
signal-to-noise ratio (SNR) while providing a set of sufficient statistics.
2. The condition mentioned in Theorem 2.3.2 is sharp. In the sense that 2β
R
+
max{νκ, 1 + 2|νκ−1|fcR : κ ∈ I} is the minimum possible value for r for perfect
characterization of the received signal. This implies that S T◦
rmin
(Drminp(t)) is the
smallest subspace of L2 that includes the received signal defined by (2.14).
3. By the proof, the result is independent of geometrical and material character-
istics of the physical channel, the transmit and receive antennas efficiency and
directivity, and path delays. That is, if the channel is static (time-invariant)
and r ≥ 1 + 2β
R
, the received signal belongs to ST◦
r
(Drp(t)), irrespective of the
antennas and other static characteristics of the channel.
4. In the case that frequency offset exists, such as due to synchronisation loss or
frequency drifts in oscillators, with appropriate choice of r, the signal space
ST◦
r
(Drp(t)) contains the received signal which is modulated by the residual fre-







2|νκ − 1|fc + 2|ξ|
R
: κ ∈ I
}
, (2.47)
then the receiver has the capability of compensating the frequency offset without
requiring explicit frequency synchronization. This property is useful to define
a tolerability threshold for the capability of the receiver to compensate for the
frequency offsets. The only requirement is that the local oscillators at the trans-
mitter and the receiver retain their frequency during the training and the data
detection periods.
5. It is interesting to notice that the fractional bandwidth, R
fc
, the absolute band-
width, R, and rolloff factor of the pulse shape, α , 2β
R
, appear in (2.47). This
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shows the importance of these channel parameters in designing an optimum re-
ceiver.
6. Oversampling the received signal at the output of the front end receiver filter,
increases the complexity of the receiver as the complexity of equalisers increase
with the number of samples per symbol [102]. A minimum number of required
samples per symbol is crucial, especially in high data rate communication systems
with long delay spread such as UWB, mm-wave and underwater acoustic (UWA)
channels. Theorem 2.3.2 provides this minimum sampling rate which corresponds
to the front end filter specified above, which is required for compensating various
effects of the channel, antennas and synchronization errors.
2.4 The Optimum Receiver Structure
The optimum receiver for a given channel is generally defined as the one that minimizes
the message error rate at the output of the detector [164, 102]. The cost function of
this optimality criteria is the symbol error rate or the probability of error. This is
an appropriate cost function because the channel and the noise are usually modelled
as random processes. The transmitted symbols in any digital communication system
are chosen from a finite set of complex or real numbers referred to as constellation
points. When a priori knowledge about the information symbols is available, it can
be used in manipulating the cost function. Following this approach gives rise to the
maximum a posteriori probability (MAP) receiver [102]. When the information symbols
are equiprobable, the MAP criteria reduces to the maximum likelihood (ML) criteria
[102]. In the following, we assume that the information symbols are equiprobable.
Let us initially assume that the linear channel is time invariant, its lowpass equiv-
alent impulse response is h(t), and the additive noise is a white Gaussian process z(t)
with power spectral density σ2z = 2N0. In the case of one-shot transmission, when the
transmitter sends a symbol d by using a pulse p(t), the signal received by the receiver
has a lowpass equivalent form given by
r(t) = dp(t) ∗ h(t) + z(t). (2.48)
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Without any constraint on the channel, h(t), the received signal would be arbitrary
and the optimum detection is not defined. In many cases h(t) is unknown a priori.
Using the time invariance of the channel, p(t) ∗ h(t) can be represented by a sufficient
statistic T[p(t) ∗ h(t)]. The sufficient statistic is usually a sequence {cn}n∈Z obtained
by using an orthonormal set of functions {gn(t)}n∈Z whose closed linear span includes
p(t) ∗ h(t). More explicitly,
cn = 〈p(t) ∗ h(t), gn(t)〉, ∀n. (2.49)
The sufficient statistic T[p(t) ∗ h(t)] = {cn}n∈Z is a set of random variables. Since the
additive noise is a white process, these random variables can be estimated arbitrarily
closely by averaging many observations at the receiver, assuming that the channel is
static during this averaging process.
Defining rn = 〈r(t), gn(t)〉 and zn = 〈z(t), gn(t)〉, we have
r , {rn} = dc + z, (2.50)
where c = {cn}, and z = {zn} is a sequence of independent identically distributed (iid)
normal random variables with zero mean and variance 2N0. (2.50) is the equivalent
vector channel model of the waveform channel model (2.48). Since the components
of z are normal iid random variables, the optimum receiver for the channel can be
implemented by matched filtering in DT. Mathematically, the optimum detection rule
according to ML is given by





where D is the set of all constellation points. Each component of the vector channel
model (2.50) is an AWGN channel. Due to orthonormality of the basis, the noise com-
ponents of these subchannels (i.e., the component channels) are independent and there-
fore, they can be described as diversity branches [56]. The matched filtering combines
the diversity components by maximum-ratio combining method which is the optimum
combining method for independent diversity branches. The equal gain combining is a
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suboptimum combining method. Its detection rule is given by



























SNRMRC = L× SNREGC , (2.56)
where L is the number of orthonormal functions used for expansions or the number
of independent diversity branches. The average SNR at the output when the MRC
method is used is L-times larger than EGC method. This is true under the assumption
of a perfectly known channel vector c. Since the channel vector is used to weight the
diversity branches, any error in its estimation will result in performance degradation
of the optimum MRC method.
The possibility of realising a receiver that performs the channel estimation and
data detection, according to the described method, depends on the realizability of the
filters {gn(t)} used for derivation of the sufficient statistics. In theory, the Karhunen–Loève
expansion method or the Gram-Schmidt procedure can be used. In CT it is not easy to
implement these methods. They can be approximately implemented after discretisation
at the cost of increased complexity. This reduces their practical value.
2.4.1 The RAKE demodulator
For an ideal AWGN channel the optimum receiver structure consists of a filter matched
to the transmitted pulse followed by a sampler with the sampling rate equal to the
symbol rate. The matched filter is required to capture the energy content of the
useful signal and to suppress the additive noise as much as possible. For optimum
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reception by this process, perfect time and frequency synchronizations are necessary
[102]. Otherwise, it is not an optimum receiver. In the case of a non-ideal linear channel
with AWGN, the optimum receiver consists of a matched filter, which is matched to
the response of the channel to the employed pulse shape, followed by a symbol-spaced
sampler. Therefore, in the case of non-ideal linear AWGN channels the receiver must
have access to the channel pulse response and be synchronized with the transmitter in
order to be able to provide the decision device with sufficient statistics and minimum
noise power. Furthermore, for time-varying channels the receiver needs to be adaptive
as the channel pulse response may change with time and synchronisation may be lost.
In practice, the pulse response of the channel is not known a priori. Therefore,
for channel estimation, synchronisation and data detection purposes, the received CT
baseband signal is passed through a low-pass filter with a large bandwidth to accom-
modate the bandwidth of the complex envelope of the transmitted signal and possible
Doppler spreading introduced by the communication channel [102, 153]. Then, a set of
sufficient statistics can be generated by sampling the filter output at a rate higher than
or equal to the Nyquist rate. The sampling rate is usually an integer multiple of the
symbol rate. This simplifies the later processing and the detection [102, 153, 30]. This
set of sufficient statistics is used to estimate the channel pulse response and, time and
frequency synchronisation. For data detection the number of samples is reduced to one
sample per symbol by decimation [153]. The decimation might include an interpolation
followed by symbol rate sampling. In this way, under some ideal conditions, one can
get matched filtering performance. These ideal conditions are as follows:
1. The low-pass filter at the receiver is chosen in a way that passes all useful com-
ponents of the received signal to the sampler, and at the same time suppresses
the additive noise as much as possible.
2. Perfect time and frequency (sampling time, carrier frequency and carrier phase)
synchronisation can be established between the transmitter and the receiver to
maximise the SNR.
3. No useful information is lost during the decimation process to reduce the sampling
rate to the symbol rate.
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In practice, these ideal conditions might not be satisfied because the ideal lowpass filter
(i.e., the brickwall filter) that satisfies the first condition is not realisable. Its IR is
the sinc function which has infinite duration with very poor decay. As a result, its
truncated version has very poor frequency localisation. Also, perfect synchronization
is a formidable task, especially, in time-varying channels.
In this subsection we will show that it is possible to design a receiver which is
simpler to implement. Based on the properties of the SI subspaces proved in subsections
2.3.1 and 2.3.2, we find the structure of an optimum receiver in which the low-pass
filter preceding the sampler has SRRC frequency characteristics. Then we represent
the channel as a tapped delay line filter. The tap delays are characterized by the
characteristics of the physical channel.
In order to obtain a generic channel model and receiver structure we assume that
the channel is unknown, but the complex envelope of the received signal has the general
form of (2.14), in which, the number of paths, I, per path linear distortions, hκ(t),
delays, τκ, and Doppler dilations, νκ, are arbitrary. Also, we assume a quasi-stationary
channel, that is, aκ(t) = aκ for the time interval of interest.
Theorem 2.3.2 provides information about the receive signal space or the range
space of the channel. With appropriate choice of r, according to Theorem 2.3.2,
all received signals belong to ST◦
r
(Drp(t)), which has the orthonormal basis (ONB)
{
√
rp(rt− kT◦) : k ∈ Z}, by Theorem 2.3.1 (part 1). Consequently, the received signal















are the expansion coefficients of the noise-free received signal rb(t). The series in (2.57)
is infinite.
The representation in (2.57) is independent of the per path distortions, delays
and dilations as far as r is chosen according to Theorem 2.3.2. So, it should not be
surprising that the receiver structure described below does not require perfect symbol
55
timing synchronisation and provides a set of sufficient statistics and when r = rmin the
SNR is maximum.
The sufficient statistics from the received signal r′b(t) can be extracted by project-
ing it onto the basis functions
√
rp(rt − kT◦), k ∈ Z. This can be implemented by
passing r′b(t) through a filter with impulse response
√




In NB channel model, the received signal is a linear combination of delayed and
attenuated replicas of the transmitted signal. The NB channel model assumes the
resolvability of the multipath channel into individual non-selectively fading paths. It
was proposed and studied by Turin [146]. In Turin’s model the relative delay val-
ues, ∆τκ = τκ+1 − τκ, are not necessarily equal. It originates from the geometrical
interpretation of the electromagnetic wave propagation in the environment.
With a different approach and a wider scope, Kailath [59] proposed another rep-
resentation of the channel by using the Shannon Sampling Theorem [59]. Kailath’s
approach is valid for every linear filter with band-limited impulse response. This ap-
proach is usually used in the mathematical derivation of a discrete channel model [102,
153].
Both models have drawbacks and advantages. The assumption of uncorrelated
scattering (US) is valid for Turin’s model [9, 59] by modelling assumption and mea-
surement supports, but it is not valid for Kailath’s model [59, 136, 66]. On the other
hand Turin’s model assumes resolvability of individual frequency non-selective paths
which is not a valid assumption in many communication channels such as UWB chan-
nels. In UWB communication, channel distortion of the pulses received from each
path is a major problem that differentiates them from other channels [85, 10, 159, 104,
103]. As a result, the receiver designed based on Turin’s model can not compensate
for the pulse distortions caused by the channel if they exist. An important and widely
used model based on the Turin’s formulation is the Saleh-Valenzuela model for indoor
wireless communication channels [115].
Different aspects of Turin’s and Kailath’s models can be summarised as follows:
Turin’s Model:[146]
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Figure 2.3: The truncated FS TDL model for the channel: The transmitted pulse, p(t), is the SRRC function, but
the TDL model’s input is Drp(t), where r is characterized by Theorem 2.3.1. Since the channel is linear, this figure
describes the response of the channel to any linearly modulated signal with pulse shape p(t). The tap coefficients, ck’s,
characterise the channel.
1. Pulse distortions are not taken into account, so this model is not valid for UWB
channels. The receiver designed based on this model can not compensate for per
path pulse distortions,
2. The relative path delays are not necessarily equal. The receiver has to estimate
per path delays.
3. For channels with dense scatterers the uncorrelated scattering assumption is valid
for this model.
Kailath’s Model:[59]
1. Mathematical derivation of Kailath’s model is based on special properties of the
sinc function [59]. In practice, the signal sinc (t) can not be generated as it has
infinite duration. Truncation of sinc (t) results in significant spectral side-lobes
which is not a desirable property.
2. The US property, which is usually assumed for wireless channels, is not valid for
Kailath’s model. In other words, the channel tap weights can be correlated [59,
136, 66].
Both channel models can be described by a tapped delay line (TDL) filter model
[146, 59]. The tap weights {ck}, defined by (2.58), are different from the TDL model
for NB channel models at least in two ways:
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1. In the TDL model of NB channels the Doppler effect is modelled as constant
frequency shifts across the whole bandwidth [56, 39], but in (2.11) the Doppler
effect is modelled as dilation operators. There has been some effort to model
the Doppler effect by dilations instead of modulations [27, 58, 111, 157, 69, 124,
163, 165, 168, 170, 169, 144]. Wavelets’ success in many areas of science and
engineering has been the major motive to look for modulation and/or recep-
tion techniques based on time-scale analysis instead of time-frequency analysis.
While the theory of wavelets and their multiresolution capability is used in our
results, our approach is completely different from all other works cited above.
We are not using wavelets and their properties. We use the scaling function of
wavelets (father wavelets) and the SI subspaces generated by them. We proved
new invariance properties for the SI subspaces generated by the scaling function
to characterise the range signal space for an arbitrary linear modulation and a
given pulse shape. The pulse shape in our case is the famous SRRC pulse. The
SRRC pulse can be replaced by other pulses with even better time decay.
2. Uncorrelated scattering (US) assumption of NB model is not valid for the new
model. Since usually r > 1, it is possible for two adjacent coefficients to have con-
tributions from one single received pulse. This implies that the (cross-)correlations
of the coefficients needs to be studied.6
Based on the TDL model of Fig. 2.3, we now design a RAKE demodulator. We
assume that the channel coefficients {ck} are known and there is no ISI. Modulation can
be any linear modulation scheme with arbitrary constellation points. If the transmitted
signal symbol is dn0 , then the noise-free received signal rb(t) ∈ ST◦ (
√
rp(rt)), and
therefore, it has a unique representation in terms of the orthonormal basis {
√
rp(rt−







The receiver has no information about the transmitted symbol. Therefore, to extract
the decision variables we correlate the noisy received signal with the basic signals
6Essentially, the US assumption is not valid in any band-limited channel model. It is valid if
multipath components can be resolved and separated at the receiver. The difference is that in the
model of Fig. 2.3 the correlation of tap weights are more than the symbol spaced one.
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Figure 2.4: RAKE demodulator
√
rp(rt− kT◦) to obtain











rp(rt− kT◦) dt (2.61)
= rk + zk (k ∈ Z). (2.62)





|dnck − γk|2 . (2.63)
The RAKE demodulator structure with L fingers is shown in Fig. 2.4.
Remark. Since the basis is orthonormal (ONB), for additive white Gaussian noise
(AWGN) z(t) with zero mean and power spectral density 2N0, zk (k ∈ Z) are iid
Gaussian random variables: zk ∼ N (0, 2N0).
2.5 Conclusion
In this Chapter, we derived a mathematical expression for the lowpass received signal
from a wireless channel which includes the frequency dependent effects of the chan-
nel. In this model, per pulse distortions due to antennas and propagation effects are
modelled as filters for individual paths and the Doppler effect is modelled as a combi-
nation of the carrier frequency shift and the envelope dilation. Using this expression,
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we determined the characteristics of a front-end receiver C/D converter including a
realisable lowpass filter, and the lowest sampling rate with the property that its out-
put provides a sufficient statistic for any optimum receiver. A DT TDL channel model
with tap spacing equal to a fraction of the symbol interval is derived. The theory of
SI subspaces are used to derive the DT channel model.
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Chapter 3
Lossy Dielectric Wall Effects and UWB Channel Models
Synopsis Broadband (BB) wireless communication channels cause pulse distortion
and result in many multipath components arriving at the receiver in clusters. As a
case study of the pulse-distorting effects of a physical channel, we analyse the effects of
lossy dielectric walls on BB pulses by using frequency domain methods. The frequency-
dependent parameters of commonly used building materials are used to analyse the
effects of multiple reflections and transmissions, material distortion, and interpulse in-
terference on BB pulse waveforms. The possibility of polarization-dependent distortion
is discussed. Various thicknesses of walls and angles of incidence are considered. The
distortion due to each effect is quantified in terms of maximum correlation coefficients
(MCCs). The overall effect of the wall is modelled as a tapped delay-line (TDL) fil-
ter based on the MCC. By using our model derivation approach, it is shown that the
power-delay profiles (PDPs) of multilayer walls have multicluster structures and their
first ray can be weaker than the second one; a phenomenon similar to the soft-onset
phenomenon observed in measurements but is smaller scale. This chapter proposes a
theoretical approach, by using the laws of classical electromagnetics, to derive TDL
models for indoor channels. The theoretical approach can be used to complement and
validate the experimental channel modelling approaches.
3.1 Introduction
In most NB communication systems, the message carrying pulses have an absolute
bandwidth of less than 20 MHz and fractional bandwidth of less than 0.02. In UWB
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systems, the pulses have absolute bandwidth of more than 500 MHz and/or fractional
bandwidth of more than 0.2 [31]. In broadband mm-wave communication systems
based on the standard IEEE 802.11ad [1], using the single carrier physical layer (SC-
PHY), the transmitted pulse bandwidth can exceed 2 GHz. As a result of these dif-
ferences in absolute and/or fractional bandwidths, the channel responses to NB, UWB
and BB mm-wave pulses are different [23, 85].
The differences in channel response to information carrying pulses can stem from
these factors: 1) the relative geometrical scale of the electromagnetic pulses in the
air (i.e. pulse length) and the objects in the communication environment; and 2) the
frequency-dependent electrical properties of the material of the interacting objects.
In this chapter, we focus on the interactions of UWB pulses with walls. We
will show that some phenomena observed in UWB propagation such as the clustered
distribution of arrival times of pulses [88] and the power-delay profile (PDP) of each
cluster [88, 83, 49] are related to the effects of walls [90].
Walls are abundant in indoor and urban communication environments. The di-
mensions of walls in these environments are usually large compared to the pulse length.
Electromagnetic waves can reflect off or transmit through a wall with sufficiently large
dimensions. When the dimensions of the wall are comparable or smaller than the
wavelength, diffraction occurs which is a different phenomena. In fact, reflection from
and transmission through walls are the dominant propagation mechanisms in indoor
environments [112].
Three of the key differences between the interactions of NB and BB pulses with
lossy dielectric walls are:
1. The time-harmonic approximations of time-limited pulses, as used in modelling
NB systems and receiver design [102], do not adequately characterize the UWB
channel [26, 86, 23]. Each pulse experiences amplitude and phase distortion.
2. Lossy dielectric walls illuminated by a BB pulse, reflect/transmit several separate
or partially-overlapped UWB pulses.
3. Due to polarization-dependent surface reflection and transmission [5], the trans-
mission and reflection responses of lossy dielectric walls for parallel and perpendic-
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ular polarizations are different and may cause polarization-dependent distortion
(PDD).
Waveform distortion is a degrading factor in UWB systems [137, 104, 103, 85]. The
theoretical study of pulse distortion due to some special diffracting geometrical objects
was considered in [104] and [103]. Time domain methods for wall reflections and trans-
mission were considered in [7] and [138]. There, the material parameters are assumed
to be constant across the UWB frequency range and the available solutions are based
on simplifying assumptions that are not valid for most building materials. Therefore,
these methods do not provide practical information about pulse distortion. Many ex-
perimental results for electromagnetic (EM) parameters of commonly used building
materials over a wide frequency range show the frequency dependency of the mate-
rial parameters. We refer readers to [32] and [112] for a review of some measurement
results. The available information on frequency-dependent material parameters facili-
tates theoretical and simulated study of physical effects in the frequency domain. The
analysis of the effects of walls on UWB pulses in this chapter is based on permittivity
and conductivity functions of commonly used building materials given in [28].
Here we focus on the pulse distortion and delay dispersion of UWB signals due to
reflection from and transmission through a lossy dielectric wall and its correspondence
with standardized channel models for UWB systems [88]. We use frequency-domain
methods. We consider the aspects of pulse responses that influence UWB channel
modelling. The significance of the distortions due to lossy dielectric walls of different
building materials are compared. The pulses created by multiple internal reflections
of wall surfaces are considered. The maximum correlation coefficient (MCC) [13, 60,
64] is used as a measure of the distortion of individual pulses compared to the incident
pulse. MCC is a measure of the maximum energy that can be captured from each
received pulse when the transmitted pulse shape is used for matched filtering.
Our contributions in this chapter can be summarised as: 1) including realistic
frequency dependence of the parameters of materials in indoor environments over an
ultra-wide frequency range; 2) developing the MCC as a measure of the degree of
distortion caused by surface reflections/transmissions and internal material distortion
for multiple reflections and transmissions; 3) inclusion of per-path pulse distortions,
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multiple internal reflections caused by lossy dielectric walls and derivation of PDPs
for reflections from and transmissions through walls, 4) theoretical explanation of the
standardized experimental PDP of UWB channels.
The results are based on the information provided by ITU’s recommendation [96]
about the frequency-dependent permittivity and conductivity of some commonly used
building materials. The information provided in [96] is valid over certain frequency
ranges specified in Table 3.1. In the graphs and simulation results presented in this
chapter, we have focused on frequency ranges that are pertinent to UWB communica-
tion systems complying with the standard IEEE 802.15.4-2011 [2]1. A similar approach
can be used to analyse the pulse distortion phenomena and derive TDL models for re-
sponses of single or multilayer wall structures over the frequency ranges pertinent to
mm-wave communication systems [109], in particular, those compliant with the stan-
dard IEEE 802.11ad.
The method used in this chapter for analysing the effects of multilayer building
structures on UWB pulses is new. Multilayer structure effects on harmonic waves in
optical frequency range are usually studied in the physical optics literature. The book
[18] is an excellent general reference and the classic book [50] is devoted to optical
properties of thin solid films and their applications in coating.
3.2 UWB Pulses
UWB systems can be designed to be either baseband (carrierless) or bandpass (carrier-
based) [86]. We consider a bandpass communication system so that the dependence
of the distortion on a particular frequency band can be studied. The PDPs for wall
reflections and transmissions obtained in Section 3.7 are valid for both baseband and
bandpass transmissions.
We use pulses with square-root raised cosine spectral characteristics for amplitude
shaping bandpass systems. These will be referred to as SRRC pulses. SRRC pulses
cannot be used for baseband transmission as they have a significant DC component.
For baseband transmission the fourth or higher order Gaussian derivatives can be used.
1This standard has been superseded by the standard IEEE 802.15.4-2015 [3].
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Lower order pulses do not comply with UWB pulse emission regulations [54, 26]. For
the second order Gaussian pulse this is shown in Fig. 3.1.
A SRRC pulse with Nyquist bandwidth Rs > 0 and spectral roll-off factor α,
0 ≤ α ≤ 1, is defined by
psr(t) = Cs
sin ((1− α)πtRs) + 4αtRs cos ((1 + α)πtRs)
πtRs (1− (4αtRs)2)
, (3.1)
for t 6= 0,±1/(4αRs), and elsewhere by continuity. When Cs =
√




2 dt = 1, for any choice of α and Rs. The parameters Rs and α
in (3.1) control the time and frequency concentration of the pulse. The time domain
graph of this pulse and its energy spectral density (ESD) are plotted in Fig. 3.1. With
appropriate choices of the parameters, the SRRC function easily satisfies the UWB
spectral emission mask for indoor communications [31]. The second order Gaussian
derivative pulse in the time domain and its energy spectral density are plotted for
comparison.
According to UWB PHY of the standard IEEE 802.15.4-2011 [2], the pulse shape
requirement for UWB communications is determined by the similarity of the pulse to
a SRRC pulse with a rolloff factor of α = 0.5. The similarity is measured by cross








psr(t)p(t+ τ) dt, (3.2)
where Re denotes the real part. In order for a UWB PHY transmitter to be compliant
with this standard, the transmitted pulse p(t) must have a magnitude of the cross-
correlation function |φ(τ)| whose main lobe is greater than or equal to 0.8 for a duration
of at least a fraction of a nanosecond depending on the channel numbers defined in [2,
Table 108], and any sidelobe must be no greater than 0.3.
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Figure 3.1: Comparison of the second order Gaussian derivative and the SRRC pulse with α = 0.22 and Rs =
6.6393× 109 (Top: time domain pulses; bottom: energy spectral densities).
3.3 Millimetre Wave Pulses
In the standard IEEE 802.11ad, the transmit pulse shape has not been specified. It is
up to the implementer to design a pulse shape that satisfies the relevant spectral mask
requirements. This standard specification defines the receiver filter for error vector
magnitude (EVM) measurement as a SRRC filter with a roll-off factor of 0.25. As we
mentioned in Section 3.2 and as shown in Fig. 3.1 for the SRRC pulse, Nyquist pulses
can be designed that use the available spectrum efficiently and can use the available
degrees of freedom in joint time and frequency domains. Ideally, prolate spheroidal
wave functions can be used to exploit all the time-frequency degrees of freedom [65].
But these functions are not suitable for serial transmission of data symbols as in PAM
and QAM systems because, they do not satisfy Nyquist’s ISI criterion and they are not
generated by time shifts of a single generator in a way similar to SRRC pulses. For pulse
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shaping for these systems, the SRRC family of functions provide a satisfactory balance
between the complexity of implementation and joint time-frequency concentration.
Also, they have the Nyquist’s zero-crossing property.
3.4 Maximum Correlation Coefficient
Most communication systems and pulse radars use time-limited pulses [102, 137]. In
these systems the optimum receiver consists of a filter matched to the pulse response
of the channel [102]. Usually, the pulse response of the channel is not known a priori.
In this case, modern digital receivers usually use a front end filter that is matched to
the transmitted pulse. Then the output of this filter is sampled, periodically, at a rate
that is usually higher than the Nyquist rate [102]. The Nyquist rate for the pulse (3.1)
is (1 + α)Rs. The samples can be used for channel estimation, equalization and data
detection [40, 102]. The combination of filtering and sampling is equivalent to corre-
lating the received signal with delayed versions of the transmitted pulse and hence the
correlation of the received pulse with the transmitted pulse is fundamental in channel
modelling, receiver design and system performance evaluations. We therefore use the
MCC (defined below) to quantify pulse waveform deformation and any measured loss
due to pulse waveform deformation can be incorporated into the overall path-loss in
the PDP.
The (deterministic) correlation function of two nonzero, finite-energy signals x(t)






x(t− τ)y(t) dt, (3.3)
and the MCC by mc(x, y) = maxτ∈R |C(τ)|. Obviously, for y(t) = x(t) the MCC
is equal to 1, and is achieved at τ = 0. By the Cauchy-Schwartz inequality, 0 ≤
mc(x, y) ≤ 1. Note that since the function I(τ) ,
∫
R x(t − τ)y(t) dt is bounded and
continuous, in (3.3) the maximum is attained at some extreme point τm which is not
necessarily unique.
The MCC, also known as the Bhattacharyya coefficient [13] and fidelity [64], is
a general formula for comparison of two signals, vectors, or probability distribution
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functions (PDFs) in an inner product space [113, 60, 72].
For two square-integrable complex-valued signals x(t) and y(t), Plancherel’s the-






X(f)Y (f) df. (3.4)
In particular, by letting x(t) = y(t) in (3.4), we have ‖x‖2 = ‖X‖2, which is the
Parseval identity. By using (3.4) and the shift property of the Fourier transform, (3.3)






X(f)Y (f)e−j2πfτ df. (3.5)







which is more appropriate for numerical calculation as it does not require calculating
the inverse Fourier transform of H(f) and H(f)X(f). The limits of integration in (3.6)
depend on the frequency spectrum of the signal x(t).
3.5 Reflection and Transmission Responses of Lossy Dielectric walls
In the rest of this chapter, a slab or a wall refers to a lossy dielectric wall, roof,
ceiling, partitioning or similar structure in an indoor environment. The slab’s width
is arbitrary, but its length and height are assumed large compared to the wavelengths
of interest. We assume its material to be linear, homogeneous and isotropic, and non-
magnetic [5]. Its conductivity and relative permittivity are frequency dependent and
given by the functions σ(f) and εrr(f). The parallel planar surfaces of the slab are
denoted by S1 and S2 and its thickness is l meters (Fig. 3.2).
We consider a Cartesian coordinate system such that the origin, the point O in
Fig. 3.2, is located on the plane S1 and the z axis is normal to S1 (and S2). The
totality of the slab is in the right half-space characterized by z ≥ 0.
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Figure 3.2: The geometry of reflection from and transmission through a lossy dielectric slab for parallel polarization.
A planar EM pulse with a linear transversal electric field (E-field) polarization
is incident on interface S1 with an angle of incidence θi. The time domain waveform
of the pulse is given by p(t) = psr(t) exp(j2πfct), where fc is the carrier frequency.
By using the Fourier transform, the E-field of the incident pulse can be represented
as a superposition of weighted time-harmonic components. To fix the time origin, we
assume that all harmonic components have phase zero at the space origin O. Then at








P (ω)ejωte−jβ0(ω)r̂·vp dω, (3.7)
where
• r̂ is the direction of propagation,
• ê is the direction of polarization; assumed to be the same for all harmonics,




• β0(ω) = ω
√
µ0ε0 is the free-space wave number.
For oblique incidences, the phases of harmonic components are different at different
points on S1. Choosing the time and space origins is necessary to obtain correct space-
time equations for the distorted pulses and their relative delays. With reference to the
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geometry of Fig. 3.2, the perpendicular and parallel components of the overall reflected
and transmitted pulse responses are given by






R⊥(ω)P (ω)e−jβ0(ω) r̂·vpejωt dω, (3.8a)






R‖(ω)P (ω)e−jβ0(ω) r̂·vpejωt dω,






T⊥(ω)P (ω)e−jβ0(ω) r̂·(vp−lk)ejωt dω,
e
‖






T ‖(ω)P (ω)e−jβ0(ω) r̂·(vp−lk)ejωt dω,
where the subscripts r and t refer to reflection and transmission, and i, j and k are
the standard Cartesian unit vectors in the x-, y- and z-directions. The reflection and
transmission transfer functions of the slab are given by [18, 95]
R(⊥,‖)(ω) =
ρ(1− exp(−2γl cos θt)))
1− ρ2 exp(−2γl cos θt))
, and (3.9a)
T (⊥,‖)(ω) =
(1− ρ2) exp(−γl cos θt))
1− ρ2 exp(−2γl cos θt))
, (3.9b)
respectively. Here, ρ = ρ(⊥,‖) is the Fresnel reflection function for perpendicular (⊥)
or parallel (‖) polarizations when the wave is incident from the left at interface S1. It
is given by (3.13) below. γ = [jωµ0(σ + jωεrr)]
1/2 is the propagation constant2 inside
the slab and θt is the complex angle of refraction inside the slab [5, 95]. In (3.8a) and
(3.8b), vP is any point in the z ≤ 0 half-space and in (3.8c) and (3.8d) it is any point
in the z ≥ l half-space.
Equations (3.8) and (3.9) describe the total responses of reflection and trans-
mission. They include both discrete and diffuse effects as described below. Since
|ρ2 exp(−2γl cos θt))| < 1, for all ω, we can expand R(⊥,‖)(ω) and T (⊥,‖)(ω) into abso-















0 (ω) = ρ, (3.10)
R(⊥,‖)n (ω) = ρ
2n−1(ρ2 − 1) exp(−2nγl cos θt), (3.11)
for n ≥ 1, and
T (⊥,‖)n (ω) = ρ
2n(1− ρ2) exp(−(2n+ 1)γl cos θt), (3.12)
for n ≥ 0. The formula 1/(1 − z) =
∑∞
n=0 z
n, valid for |z| < 1, is used for expanding
the right hand sides of (3.9). That is, the transfer functions of transmission and
reflection, are composed of infinitely many elementary transfer functions, each for an
individual pulse reflected from or transmitted through the slab. In the equations,
n = 0 corresponds to the first reflected or transmitted pulse. For lossy dielectric
materials, the surface reflection coefficients ρ⊥,‖, the propagation constant γ and the
refraction angle θt (and hence cos θt) are complex functions of ω [131, 5, 95]. Hence each
individual reflected and transmitted pulse is distorted in both amplitude and phase.
The significance of each distortion depends on the thickness of the slab, the direction
of incidence, the frequency spectrum of the incident pulse and the parameters of the
material of the slab.
By using the complex relative permittivity εcr(f) = εrr(f) − jσ(f)/(2πε0f), the





εcr − sin2 θi
cos θi +
√




εcr − sin2 θi − εcr cos θi√
εcr − sin2 θi + εcr cos θi
. (3.13b)
The frequency dependence of εrr(f) and σ(f) is usually obtained by measurement for
different materials in different frequency bands. Their values for different building
materials over the frequency spectrum 0.1-100 GHz were obtained in [112] and [28]
by fitting the available data to empirical functions of frequency. These functions are
εrr(f) = a(10
−9f)b and σ(f) = c(10−9f)d. The values of the parameters a, b, c and d
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Table 3.1: Parameter values for real relative permittivity and conductivity of building materials (from [28])
Material εrr(f) σ(f) frequency
a b c d GHz
Vacuum (≈ air) 1 0 0 0 0.001-100
Concrete 5.31 0 0.0326 0.8095 1-100
Brick 3.75 0 0.038 0 1-10
Wood 1.99 0 0.0047 1.0718 0.001-100
Glass 6.27 0 0.0043 1.1925 0.1-100
Chipboard 2.58 0 0.0217 0.7800 1-100
Plasterboard 2.94 0 0.0116 0.7076 1-100
Metal 1 0 107 0 1-100
Medium dry ground 15 -0.1 0.035 1.63 1-10
for the building materials considered in this chapter are given in Table 3.1. Due to
the complicated frequency dependence of the parameters of the material (εrr(f), σ(f))
(and, consequently, ρ = ρ⊥,‖, γ and θt), the analytical study of distortions of individual
pulses is an intractable problem.
3.6 Distortion Analysis
Equations (3.10)-(3.12) show that the individual reflection and transmission transfer
functions for a slab include the effects of surface reflections, surface transmissions and
propagation inside the material. The distortion caused by each of these effects is
quantified in this section. The MCC is used as the measure of distortion.
3.6.1 Surface reflections and transmissions
For lossy dielectrics, ρ‖(f) and ρ⊥(f) are complex-valued functions of frequency (3.13).
Therefore, reflection causes magnitude and phase distortions. The theoretical magni-
tude response (|ρ⊥,‖(f)|) and phase response (Φ(ρ⊥,‖)) of the reflection for different
materials in the frequency range 1-13 GHz are plotted in Figs. 3.3 and 3.4 where the
angle of incidence is assumed to be θi = 45
◦. We note that, the frequency range of
validity of these graphs (and all discussion in this chapter) are according to the last
column of Table 3.1.
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Figure 3.3: Magnitude and phase responses of Fresnel reflection coefficients: ρ⊥(f). The angle of incidence is θi = 45
◦.
It can be seen from Figs. 3.3 and 3.4 that, for all considered materials, the varia-
tions of the magnitude and phase responses within the frequency range 3.1-10.6 GHz
are slight, and are not expected to cause appreciable pulse distortion. The distortions
decrease with increasing frequency. The level of distortion, measured in terms of the
MCCs of the incident pulse and the reflected pulses in three polarization directions,
i.e., parallel, perpendicular and 45◦-tilted direction are shown in Fig. 3.5. In this fig-
ure two angles of incidences (θi = 30
◦, 60◦) are considered. The waveform changes are
mainly due to phase distortions, referring to Figs. 3.3 and 3.4. In general, the wave-
forms of the orthogonal polarization components of the reflected pulse are different.
Therefore, their combination at the output of an ideal dual-polarized antenna, which
captures both polarization components without loss and superposes them, might be
different from both of them. The transfer functions of reflection and transmissions
for lossy dielectric slabs are due to a combination of the effects of interfaces S1 and
S2 (multiple surface reflections and transmissions) and bulk of the material inside the
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Figure 3.4: Magnitude and phase responses of Fresnel reflection coefficients: ρ‖(f). The angle of incidence is θi = 45
◦.
slab (material distortion). Since these effects are different, we quantify their effects
on the nth reflected or transmitted pulse from the slab separately. The nth reflected
pulse, after the first reflection, experiences two transmissions from interface S1, in the
two directions, and 2n − 1 internal reflections. We denote the transfer functions of
transmissions through S1, in opposite directions, by τ and τ
′, and the transfer func-
tion of the reflection from S1, for the wave incident from the left, by ρ. We drop the
superscripts ⊥ and ‖ as the discussion is valid for both polarizations. Then the overall
transfer function for the surface transmissions and reflections that are experienced by
the nth reflected pulse is ττ ′(−ρ)2n−1. Since ττ ′ = 1 + ρ(−ρ) = 1− ρ2 [5], the overall
transfer function of the surface effects (excluding the effects of propagation inside the
slab) is ρ2n−1(ρ2 − 1). Similarly, for the nth transmitted pulse the transfer function of
the surface effects is ρ2n(1 − ρ2). The resulting pulse distortion due to these surface
effects were measured using the MCC formula (3.6), with H = ρ2n−1(ρ2−1) for the nth
reflected pulse and with H = ρ2n(1− ρ2) for the nth transmitted pulse. For metal the
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Figure 3.5: MCCs for the first reflected pulse (45◦ tilted with respect to the plane of incidence) and its orthogonal
polarization components. Top: θi = 30
◦, bottom: θi = 60◦. The dashed lines between materials are used to improve
visibility and to separate the results for different polarization directions.
calculated MCCs are greater than 0.989 which corresponds to the fifth reflection n = 4.
Noting that metal is a good conductor, it will reflect only one pulse corresponding to
n = 0 with MCC equal to 0.99998. For other materials the MCCs are greater than
0.999 for n ≤ 4.
To summarize, the calculations show that, as far as the pulse distortion loss is
concerned, the effect of the factors ρ2n−1(ρ2 − 1) and ρ2n(1 − ρ2) (ρ = ρ‖ or ρ = ρ⊥)
on distortion of the reflected and transmitted pulses can be ignored. These effects
can cause significant magnitude loss which for a single reflection from S1, for different
materials, can be seen in Figs. 3.3 and 3.4.
3.6.2 Propagation in lossy dielectric medium
The distortion due to propagation inside the material is represented by the factor
exp(−2nγl cos θt) in the reflection and transmission transfer functions (3.11) and (3.12).
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This seemingly simple expression includes several frequency-dependent effects (refrac-
tion angles, phase velocity and magnitude loss) that are described and quantified below.
The E-field of a time-harmonic EM wave with radian frequency ω inside the slab
satisfies the Helmholtz equation [5]
∇2E(vp, ω)− γ2E(vp, ω) = 0, (3.14)
where γ is the complex propagation constant. In (3.14), for a fixed ω, the E-field vector
E is a function of space and time. The harmonic dependence on time is not shown in
(3.14). The simplest nontrivial solution of (3.14), which is of interest to us, is given by
[5]
E(vp, ω) = E0e
−γ(ω)r̂·vp ê, (3.15)
where vp is the position vector of a point in space, r̂ is the direction of propagation
and ê denotes the polarization direction.
In Fig. 3.2, the wave is incident upon interface S1 at the angle θi and the refracted
wave inside the material is travelling in the direction r̂ = sin(ψ(f))i + cos(ψ(f))k,









The real refraction angle describes the direction of propagation of planes of constant
phase (phase fronts) which is normal to these planes [5]. A time-limited pulse consists
of harmonic waves with a continuum of frequencies. Each harmonic wave has a different
propagation direction after refraction. Therefore, the ray tracing method of geometric
optics cannot be used to describe the propagation of pulses in dispersive media. We
assume the wall is in the far field of the wave source and, as a consequence, all harmonic
components of the pulse incident upon the wall are planar with a common propagation
direction. The common propagation direction is described by the plane of incidence (the
xz-plane) and the angle of incidence θi. After refraction, the propagation directions of
harmonics inside the wall are not the same. The dependence of the real refraction angle
on the frequency is shown, schematically, in Fig. 3.6 where two rays corresponding








Figure 3.6: The ray model for two harmonics with frequencies f1 6= f2, contributing to the formation of the third
reflected pulse emerging at point O. The real refraction angles are different: ψ(f1) 6= ψ(f2).
harmonics with different frequencies contribute to the formation of the third reflected
pulse from the wall.
In order to find the phase of emerging harmonics at a single point, we need to
choose a single direction and find the propagation in that direction for all harmonics.
In the derivation of the transfer functions of reflection and transmission by slabs (3.9),
obtained by solving Maxwell’s equations with boundary conditions [18, 95, 50], this
direction is chosen to be the transversal direction (or, the direction of the z-axis in
Fig. 3.2). Therefore, for example, the expression exp(−(2n + 1)γl cos θt) for the nth
transmitted pulse gives the phases and amplitudes of all harmonic components at point
O′, at the left of interface S2, when the time and space origin for all harmonics is point
O. The E-field’s transversal component (i.e., in the direction of k) is obtained by
letting vP = zk and r̂ = sin θti + cos θtk in (3.15) as
E(zk, ω) = E0e
−zpe−jzqê, (3.17)
where p + jq = γ cos θt, p, q are real-valued functions of the frequency, and θt is the
complex refraction angle [95]. The instantaneous E-field of (3.17), travelling in the
z-direction, can be obtained by multiplying (3.17) with ejωt and finding its real part as
Re{E((zk, ω))ejωt} = E0e−zp cos(ωt− zq)ê. (3.18)
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Figure 3.7: Estimates of differential phases of harmonic components with respect to the carrier wave with frequency
fc = 6.85 GHz after travelling 1 cm in different media; θi = 60
◦.
The velocity of the wave in a lossy medium in the z-axis direction can be obtained








Also, (3.18) shows that the amplitude is decaying in the z-direction with exponential
rate exp(−zp).
Phase distortion
The frequency-dependent phase velocity in lossy media causes phase distortion. At the
point where a pulse exits the slab, for example the point O in Fig. 3.2 for reflected
pulses and the point O′ for transmitted pulses, each harmonic has a different phase that
depends on the distance it has travelled inside the material and the angle of incidence.
The phase velocity is usually given in the direction of the propagation of the planes of
constant phase [131, 5]. As discussed earlier, we need the component of the velocity
vector in the transversal direction, i.e. the direction of the z-axis, which is given by
(3.19). The frequency-dependent transversal velocities result in nonzero differential
phases for harmonics after travelling equal distances. Assuming that all harmonics
have zero initial phases, their phases after travelling l meters inside a material in the
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Figure 3.8: Magnitude gain of harmonic components with respect to the carrier wave (fc = 6.85 GHz) after travelling
1 cm in different media. For metal the computed values of A(fc) are zero.
transversal direction are given by
ϕ(l, f) = arg{e−j lq(2πf)}, (3.20)
where arg denotes the argument (or phase) of the embraced complex number. Note that
q depends on the angle of incidence, the material’s characteristics and the frequency
of the incident harmonic wave. The phase distortion due to lossy dielectric medium
can be measured using the phase difference of the harmonics after travelling l meters
in the medium. To do this, we use the centre or carrier harmonic as a reference.
Then, denoting the centre frequency by fc, the differential phase of a harmonics with
frequency f with respect to the centre frequency can be computed using the following
formula:
Differential phase = ϕ(l, f)− ϕ(l, fc). (3.21)
The estimation of differential phases of the harmonics after travelling 1 cm in the
transversal direction inside the material with respect to the phase of the carrier wave
with frequency fc = 6.85 GHz are shown in Fig. 3.7.
Magnitude distortion
When the material is lossy, part of the transmitted wave’s energy is dissipated inside
the slab. The resulting attenuation or magnitude loss depends on frequency. There-
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Table 3.2: MCC after travelling l meter in the medium
l=0.01 l=0.1 l=0.2
Concrete 0.99955 0.95773 0.85928
Brick 1.00000 1.00000 1.00000
Plasterboard 0.99994 0.99443 0.97812
Wood 0.99987 0.98754 0.95351
Glass 0.99994 0.99403 0.20087
Chipboard 0.99964 0.96567 0.88162
Metal∗ NaN NaN NaN
Medium dry ground 0.98055 0.57373 0.03637
∗ For metal the MCCs are not defined as the signal
vanishes inside the medium within these distances.
fore, the pulse experiences amplitude distortion as it propagates [5]. The attenuation of
harmonic components after propagating in the transversal direction can be evaluated
using A(f) = exp(−lp), where l is the distance travelled by the planes of constant am-
plitude, which is the direction of the z-axis for all harmonics [5], and p = Re{γ cos θt}.
The magnitude gain of harmonics with frequencies in the range 3.1-10.6 GHz with
respect to the gain of the carrier wave with frequency fc = 6.85 GHz are shown in Fig.
3.8. For metal the computed absolute gains for all frequencies are zero. Among the
remaining considered materials, within this frequency range, concrete shows relatively
large gain variations of up to 1.1 dB/cm. The overall result of the above effects is
distortion and attenuation of the pulse travelling inside the lossy medium. The MCC
of the pulse after travelling l= 0.01, 0.1 and 0.2 meter inside the medium are given in
Table 3.2. MCC is a decreasing function of the distance, l, that a pulse travels inside
the medium. Comparison of figures of Table 3.2 with the MCC values obtained for
surface effects shows that the material distortion affects the waveform more than mere
reflections from or transmissions through surfaces. Thus, the materials and thicknesses
of walls in the environment play an important role in pulse distortion. Due to signif-
icant phase distortion caused by glass (see, Fig. 3.7), the corresponding MCC values




The surface reflection/transmission transfer functions for parallel and perpendicular
polarizations are different. That is, pulse distortion effects due to surface reflections
and transmission in the two polarization directions are different. This is referred to as
PDD. The distortion due to propagation inside a medium is independent of the polar-
ization direction. For the first reflection occurring at interface S1, the amplitude and
phase responses, for parallel and perpendicular polarizations with elementary reflection
coefficients ρ‖ and ρ⊥, are shown in Figs. 3.3 and 3.4. The figures show that over the
frequency range of 3.1-10.6 GHz, their magnitude and phase variations are similar, but
the attenuations are different. As a result, the reflected pulse waveforms in parallel and
perpendicular polarization directions are similar, but their magnitudes are different.
We calculated the MCC values for up to the fourth reflected and transmitted pulses
for all materials in Table 3.1. For normal incidences (θi = 0) the two polarization
components experience the same distortion as is expected. By increasing the angle of
incidence, the MCC values for perpendicular polarization do not change but for parallel
polarization they decrease. Due to significant attenuation of the parallel polarization
component at large angles of incidence, this does not cause appreciable distortion in
the resultant pulse obtained by vector sum of two polarization components. When
θi = 60
◦, the MCC values corresponding to the resultant (combined) reflected pulses
were calculated. The figures are shown in Table 3.3. They are almost the same as
MCC values for normal incidences. For multiple transmitted pulses the MCC values
are similar. In producing this table for the combined pulse, we assumed that the in-
cident pulse’s E-field is tilted 45◦ with respect to the plane of incidence. Also, we
assumed that an ideal dual polarized antenna receives the components of the reflected
pulse in two orthogonal polarizations without loss and combines them algebraically.
In order to compare the pulse waveforms in two orthogonal polarization directions,
the relative magnitudes and phases of the harmonics after the nth reflection (or trans-
mission) over the frequency spectrum of the pulse need to be considered. In Fig. 3.9
this is shown for the third reflection from chipboard of arbitrary, but limited, thickness
when the angle of incidence is θi = 60
◦. The attenuation in the parallel polarization
component is significant compared to the perpendicular component but its variations
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Figure 3.9: The frequency-dependent relative magnitude and relative phase of polarization components after third
reflection (chipboard, θi = 60
◦).
Table 3.3: MCC for reflected pulses (combined) excluding material distortion, θi = 60
◦.
n = 1 n = 2 n = 3
Concrete 1.00000 1.00000 0.99999
Brick 1.00000 0.99998 0.99996
Plasterboard 1.00000 1.00000 1.00000
Wood 1.00000 0.99999 1.00000
Glass 1.00000 1.00000 1.00000
Chipboard 1.00000 0.99998 0.99996
Metal 0.98944 0.98946 0.98947
Medium dry ground 1.00000 0.99993 0.99971
over the frequency range is negligible. The phase variation is high at low frequencies.
The variations of phase and amplitude for other materials, not shown here, are similar
or less than those of chipboard.
3.6.4 Interpulse interference
For a single UWB pulse (3.7) incident on a wall surface, there are multiple reflected
and transmitted pulses, as discussed in section 3.5. They may or may not overlap. This
depends on the time duration of the pulse, thickness of the wall, angle of incidence, and
characteristics of the material. This is because the spatial length of the UWB pulse is
comparable to the thickness of the wall. When they do not overlap, the wall creates
several separate pulses that are distorted due to the reflections and transmissions at the
82
Table 3.4: Typical thicknesses for materials considered in this chapter
Material Concrete Brick Plasterboard Wood Glass Chipboard
l(m) 0.15 0.15 0.01 0.05, 0.1 0.01 0.006, 0.01
interfaces S1 and S2, and the propagation in the lossy medium inside the wall. When
the reflected or transmitted pulses partially overlap, the resulting signal’s waveform
can differ from that of the incident pulse. These partially overlapped pulses cannot be
resolved by measurement if the time resolution is not sufficiently high and very fine
time gating applied. In channel modelling it is desirable to distinguish between the IPI
and the diffuse distortions caused by the materials as their estimation methods might
be different [78, 79].
3.7 Power-Delay Profiles
In this section, the approximate PDPs for reflection and transmission responses of walls
with representative physical and geometric characteristics are derived. The goal is to
present the approach and to demonstrate some phenomena observed in measurements
of UWB channels and incorporated in the standard UWB channel models in [88].
A precise model of a real channel is a continuous-time linear filter. In commu-
nication system design and performance evaluations usually a discrete-time model is
used [102, 87]. Therefore, we wish to obtain a discrete tapped delay-line (TDL) model
for wall effects on a UWB pulse. The time resolution of such a model depends on the
bandwidth of the UWB pulse. A pulse with larger bandwidth provides better time res-
olution and consequently a better approximation to the real continuous-time channel
response. We will consider a pulse with a relatively large bandwidth (≈ 6.64 GHz).
The resulting TDL models are also valid for smaller bandwidths.
The IEEE 802.15.4a UWB channel model is a modified Saleh-Valenzuela TDL







jφk,lδ(t− Tl − τk,l), (3.22)
where the phases φk,l are uniformly distributed in [0, 2π). The number of clusters L is
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a random variable that is Poisson distributed with mean L. The cluster arrival times
Tl and the ray arrival times within each cluster τk,l are also random and are described
by two Poisson processes with different rates. The cluster powers, as well as the ray
powers within each cluster, decay exponentially with delay. We refer readers to [88]
for details of the standard UWB channels for various environments, and to [73] for
physical interpretations of the channel parameters.
We want to relate the physical effects of single- and multiple-layer walls on UWB
pulses to the TDL model (3.22) which is obtained by measurements. If there was
no pulse waveform change, the multiple reflections and transmissions at walls could
be easily modelled using standard TDL models. The distortions impose correlation
loss when the reflected or transmitted pulse is correlated with the reference pulse.
Therefore, it may be considered as a further attenuation when pulse matched filtering
is performed. We include this loss in the path loss of each received pulse. The wall
reflections and transmissions can then be approximated by a TDL filter. The delays and
coefficients for each tap of the filter depend on the material and thickness of the wall
and the angle of incidence of the pulses. The thicknesses of walls in indoor channels are
various and usually depend on the material. For simulations we use typical thicknesses
for building materials as given in Table 3.4. The approximate TDL model can be
derived for each polarization and also for the overall received signal by an ideal dual-
polarized antenna that captures the received signals in two orthogonal polarization
directions and combines them algebraically. For brevity, we present the results for
the overall received signal with the assumption that the polarization direction of the
incident field is tilted 45◦ from the plane of incidence. We ignore signal attenuation
due to spherical propagation of waves and consider only effects of the walls on planar
EM pulses. The free-space propagation loss can be included later if it is desired.
The nth pulse, rn(t), reflected from or transmitted through a wall due to an
incident pulse, p(t) = psr(t) exp(j2πfct), is
rn(t) = F









2 for reflection, Hn(f) =
(







transmission and P (f) = F{p(t)}. The factor 1/
√
2 is for the decomposition of the
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Figure 3.10: The PDPs for reflection and transmissions (R: reflection, T: transmission).
incident E-field vector into two equal length orthogonal vectors. Then the nth tap
coefficient is
cn = ‖hn‖mc(p(t), rn(t)), (3.24)
and the corresponding tap delay, τn, is a delay point that maximizes the absolute
value of the correlation function (3.3). For each cn the corresponding delay is not
necessarily unique as the maximum magnitude of the correlation function (3.3) can
occur at several points. For all considered walls the maximum occurs at a single point.
By using these characterizations of tap delays and tap coefficients, the derived PDPs
for wall reflections and transmissions for representative materials are shown in Fig.
3.10. The first reflected pulses from some materials (e.g., glass and plasterboard) are
weak. This is so because these materials are not good reflectors.
As shown in the figures, excluding the first reflection from S1, both reflection
and transmission responses of lossy dielectric walls have linear PDP in dB scale or
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exponential PDP in linear scale. Therefore, the PDPs for reflections, rPDP(t), and
transmissions, tPDP(t), for each wall can be represented as













γt δ(t− τ ′n), (3.26)
where γr and γt are the exponential decay time constants equal to the slopes of the



















nδ(t− τ ′n), (3.28)
where φn and φ
′
n are the tap phases. The tap phases depend on the (unknown) carrier
phase. For reflection, the first tap coefficient in (3.27) is an exception; its gain is
almost the same as the second ray for the considered angle of incidence and polarization
direction. For normal and close to normal incidences, i.e. for small values of θi, or in the
case that the incident wave has a significant part of its strength in the perpendicular
polarization component, the first ray reflected from some materials is weaker than the
second ray which is reflected from the second interface (S2 in Fig. 3.2). This is shown
in Fig. 3.11 where the second reflected pulse from a wooden wall with 5 cm thickness is
stronger than the first one. This is similar to the soft onset PDP of non-line-of-sight
(NLOS) channels observed in various measurements [63, 121, 83]. However, comparing
the relative delays of the first and second rays, we see that the soft onset phenomenon
observed in measurement might be different from the phenomenon observed here. Due
to the high resolution obtained using the numerical method used here, we can see a
similar phenomenon but on a smaller scale.3 The soft onset PDP refers to PDPs that
are not exponentially decreasing, but that increase until reaching a maximum, then
decrease. This effect is important in ranging systems [83].
3Therefore, we might call it a small-scale soft onset phenomenon.
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Figure 3.11: A soft onset phenomenon: 5 cm wooden slab, θi=0
◦













where γ1 and γ2 are the time constants of the corresponding exponential PDPs. This
observation will provide a description for the random behaviour of the tap coefficients
and the PDP of the clusters. This is a special case where the tap delays are the same for
the two walls or layers. In general, the tap delays are different due to dependence on the
thicknesses, angles of incidences and materials of the layers. In baseband transmission
the coefficients a1,m and a2,m can only take the values ±1. For bandpass transmission
they are complex exponentials in the complex baseband model [102]. The convolution
of these IRs, h(t) = h1(t) ∗ h2(t), gives the IR of the two walls. The nth tap coefficient









where 0 ≤ n ≤ N1 + N2. Since a1,m and a2,m can take the values exp(j2πφ) for
some φ ∈ [0, 2π) (for bandpass transmission), the coefficients cn have quasi-random
behaviour. By assuming that φ is uniformly distributed in the interval [0, 2π) and
using the central limit theorem (CLT) [97], the distribution of cn can be approximated
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Figure 3.12: PDP of two similar walls (1 cm plasterboard). Normal incidence.













As a result |cn| is Rayleigh distributed [97]. The CLT does not provide a good ap-
proximation if the number of summands in (3.30) is not sufficiently large. Therefore,
the normality of the distributions of the leading and tail tap coefficients are not guar-
anteed by the CLT. In general, the PDP of this resultant system, h1(t) ∗ h2(t), is not
exponential.
Example 3.7.1. For demonstration of PDP for multiple reflections and transmissions,
we consider two plasterboard walls each of thickness 1 cm separated by a gap. The
PDP of transmission through and reflection from a 1 cm plasterboard is shown in Fig.
3.10. The plots of PDP corresponding to the single and double walls are shown in Fig.
3.12. Note that the PDPs are not always exponential.
Example 3.7.2. Consider a double-layer wall, or two parallel walls in cascade, blocking
the straight path connecting transmitter and receiver. The first wall consists of wood
with thickness 5 cm and the second wall consists of concrete with thickness 8 cm. The
PDP for the transmission through the double layer wall is shown in Fig. 3.13. As it
is clear from the graph, the density of rays at both ends is less than the density of
rays arriving in the middle. In systems that employ pulses with smaller bandwidth,
several rays fall within one delay bin with size equal to the reciprocal of the bandwidth.
Therefore, the mean values of the received power within equal size delay bins may not
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In this Chapter, we analysed the interactions of UWB pulses with building walls.
Single-layer walls create several distorted pulses when illuminated by UWB pulses. The
distortion of individual pulses due to frequency dependence of parameters of typical
building materials is not the major source of distortion. The major source of distortion
is IPI which occurs when the reflected/transmitted pulses partially overlap. A method
for derivation of the PDPs of wall reflection and transmission is introduced using the
MCCs which incorporates pulse distortion as a power loss. The derived PDPs include
the overall effect of wall transmissions and reflections. Excluding the first reflected
pulse, the PDPs of reflections from and transmissions through single-layer walls are
exponential. For multilayer walls, or combinations of multiple reflections and trans-
missions, the PDP is not exponential. Their PDPs are the convolutions of several
exponential PDPs. The PDP derivation of this chapter describes the multicluster
structure of the UWB channel models obtained by measurements. The approach can
be used in deterministic and statistical modelling of UWB channels.
89
Chapter 4
Adaptive MMSE Receivers and Their Stability
Synopsis In communication systems that use a linear modulation scheme for trans-
mission, the FS samples of the received signal from a channel constitute a wide-sense
cyclostationary (WSCS) time series. Hence, standard Fourier transform techniques
cannot be used to study the spectral characteristics of the received FS samples or to
derive the TF of the corresponding digital MMSE receiver. In this chapter, an an-
alytical expression for the TF of the FS MMSE equaliser is derived which includes
the effects of the C/D converter used at the receiver front end. Using the the derived
TF, the sources of instability of the FS LMS algorithm and the effects of the equaliser
length and sampling phase on convergence of the LMS algorithm are explained. For
stabilization of the FS LMS algorithm, conditions on the front-end C/D converter are
provided that when satisfied the LMS algorithm becomes more stable. The learning
characteristics of the modified receiver is better than the leaky-FS LMS algorithm.
Theoretical results are corroborated by simulations.
4.1 Introduction
Modern digital receivers convert the received CT noisy signal into a DT signal at the
receiver front end as early as possible [77]. This is done by passing the received signal
through a filter and then sampling at a rate which is usually higher than the symbol
rate [77, 102, 15, 40, 22]. The combination of prefilter and sampler, which converts the
CT signal to a DT signal, is referred to as a C/D converter.
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dnp(t− nT ), (4.1)
where, {dn} is the sequence of complex data symbols, p(t) is the pulse shaping filter’s
IR, and T is the symbol interval. The two-sided bandwidth of p(t) is usually less than
2/T . Therefore, according to the sampling theorem [102], T/2-spaced samples of the
received signal, r(t), from a linear channel form a characterizing set. That is, r(t) can
be reconstructed from these samples and the samples can be used in a digital receiver
to perform synchronization and equalization with no performance loss. Theoretically,
any sampling rate satisfying the conditions of the sampling theorem [43] can be used,
but due to its simple implementation, 2/T is the most common sampling rate [147, 42,
105].
A popular linear equaliser that is designed to perform channel equalization using
T/2-spaced samples of the received signal is the FS MMSE equaliser [102]. When the
sampling rate is 2/T , the FS MMSE equaliser is implemented using a TDL filter whose
tap spacing is T/2 [105, 102]. A major advantage of the FS MMSE equaliser over
its symbol-spaced (SS) counterpart is its capability to compensate for sampling phase
errors (which result in band edge distortions) and any other linear distortion caused
by the communication channel [147, 42, 102].
Using the celebrated FS LMS algorithm [147, 40, 102, 8], the FS MMSE equaliser
can be implemented adaptively. Adaptivity, simplicity and low complexity are major
advantages of the LMS algorithm for equalizing a priori unknown and slowly time-
varying channels [47, 117].
It is well known that the optimum infinite-length T/2-spaced MMSE equaliser is
not unique, but the corresponding suboptimal finite-length MMSE equaliser is unique
[41, 40, 105]. Therefore, a practical adaptive algorithm will converge to this unique
filter when it is convergent. A major drawback of the FS LMS algorithm is its instability
[41]. This is due to the increasing magnitudes of some of the equaliser tap weights [41].
A TDL equaliser with large tap gains is sensitive to input perturbations. Since in the
LMS algorithm noisy estimates of the gradient of the MSE surface are used to update
the tap weights [102], the FS LMS algorithm is unstable. According to this argument,
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in order to stabilize the FS LMS algorithm, the tap gains of the equaliser should be
restricted to small values. Usually this is done by modifying the cost function of the
MMSE estimation, that is, by defining the modified cost function by
Jµ(q) = JMSE(q) + µ‖q‖2, (4.2)
where q is the tap-weight vector, JMSE(q) is the MMSE estimation cost function, and
µ is the tap-leakage parameter [147, 41, 117]. The modified cost function penalizes the
squared norm of the vector q, and therefore, the tap gains cannot grow large when this
modified cost function is used. The modified LMS algorithm based on the cost function
Jµ(q) is referred to as the tap-leakage algorithm [41] or the leaky LMS algorithm [47,
117].
Using a leakage parameter in the tap leakage algorithm is an instance of the well-
known regularization method of Tikhonov [140, 48] which is essentially a method to
avoid the singularities that can exist in the FS MMSE equalization. It avoids the
singularities by adding a multiple of the identity matrix to the correlation matrix of
the input DT signal, or equivalently, by adding a virtual white noise process with
power spectral density (PSD) µ to the input signal [47, 117]. When the leaky LMS
algorithm is convergent, its limit differs from the optimum MMSE solution (Wiener
solution) and its complexity is higher than that of the conventional LMS algorithm
[117]. Its convergence and limit depend on the choice of parameter µ [47, 117]. By
using the tap-leakage method the vanishing eigenvalues of the input samples correlation
matrix can be removed, but this does not guarantee the convergence of the adaptive
algorithm. Convergence of the modified LMS (leaky LMS) algorithm still depends on
the eigenvalue spread of the correlation matrix.
There is a major difference between the SS sampling receiver and FS sampling
receiver. Since the FS sampled received signal is not a wide-sense stationary process,
the channel correlation matrix is not Toeplitz. Therefore, the impulse response (IR)
and TF of the corresponding MMSE equaliser are time-variant. The Fourier transform,
which is commonly used for derivation of the TF of the SS MMSE equaliser [40, 102,
117], cannot be used directly to study the eigenvalues of the correlation matrix of a
FS sampled signal or to derive the TF of the FS MMSE equaliser. In this chapter, an
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explicit formula for the TF of the FS MMSE equaliser is derived. Using the TF, all
aspects of the FS MMSE equaliser can be studied.
The stability analysis of the adaptive FS equaliser, implemented using the LMS
algorithm, is usually based on simplifying assumptions or approximations. For instance
the analysis in [147] relies on a two-stage approximation of the channel correlation
matrix. The first is the approximation of a non-Toeplitz channel matrix by a Toeplitz
matrix and the second is the approximation of a non-cyclic Toeplitz matrix by a cyclic
Toeplitz matrix. In the course of these approximations, the sources of instability are
avoided.
In [42, 41], the instability of the FS LMS algorithm is attributed to the accumu-
lation of noise along the eigenvectors of the correlation matrix of the input samples
corresponding to small eigenvalues. There the claim is that the algorithm cannot con-
trol or constrain the equaliser filter taps along these eigenvectors, so after a while some
of the tap weight magnitudes start to grow due to implementation noise. The same
description has been followed later in other places [105, 102]. Using the TF of the FS
MMSE equaliser, we show that the increasing tap weight magnitudes by recursion of
the LMS algorithm can be a natural consequence of two phenomena: 1) constructive
addition of frequency domain sinusoidals corresponding to time domain TDL filter over
some frequency intervals over which the equaliser does not have control, 2) sampling
time offsets which create spectral dips over the rolloff regions of the transmitted pulse.
Then, the appropriate approach to control the tap weight magnitudes is introduced.
While the convergence and stability of the SS LMS algorithm has a refined theory
[102, 117], the theory for FS LMS algorithm has not yet been completed [142]. Major
contributions in stability analysis of the FS equalization are summarized in [105]. In
the early stages of development of FS equalisers, the problem of instability of the LMS
algorithm was a concern [44, 147, 41, 106, 42, 148]. In [147] it is stated that the
instability of a T/2-spaced structure is due to insufficient precision in implementation
of the LMS algorithm; otherwise the algorithm is stable. Later, in [41], the sources
of the instability are investigated and the leaky LMS algorithm (which was already in
[147]) is used to stabilize the algorithm. In [41], it was concluded that the instability
is due to accumulation of implementation noise. In [15, p. 283, footnote], it was
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commented that there seems to be a general agreement that the instability is not an
issue and the regularization methods are not necessary in implementation of FS LMS
algorithm. In [142] the instability issue is reconsidered and regarding that some open
questions are explained. The diversity of views regarding convergence and stability of
the adaptive FS MMSE equaliser indicates that the theory of FS MMSE equalisers is
not complete yet.
Our approach to spectral analysis of the FS MMSE equaliser is different from the
existing methods. The existing analyses of the FS MMSE equaliser are based on the
statistical properties (covariance matrix) of the input sampled signal to the equaliser.
Therefore, the behavior of the equaliser is indirectly speculated using the statistical
properties of the input data. In this chapter, the properties of the FS MMSE equaliser
are studied based on the derived TF of the optimum FS MMSE equaliser.
The contributions of this chapter are
1. Derivation of the TF of a FS MMSE equaliser (the Wiener solution for FS
equaliser).
2. Analysis of the effects of the sampling phase on FS MMSE equaliser’s TF.
3. Analysis of the effects of the C/D converter on the performance of FS MMSE
equaliser and LMS algorithm.
4. Investigation of the convergence and stability of the LMS algorithm using prop-
erties of the optimum solution.
5. Explanation of the effect of the length of the equaliser on the stability of the LMS
algorithm.
6. Introduction of ensemble-averaged equaliser norm as an appropriate tool for sta-
bility analysis of the LMS algorithm.
The remainder of this chapter is organised as follows. In Section 4.2, a mathe-
matical model for the communication system and the structure of the front-end C/D
converter of a typical digital receiver are described. Then in Section 4.3, the TF
of a CT MMSE, without considering the front-end C/D converter, is described and
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some issues involved in its description and applications are reviewed. The TF of a FS
MMSE equaliser is derived in Section 4.4. The spectral characteristics of the FS MMSE
equaliser, the effects of the C/D converter, the sampling phase and the equaliser length
on its behavior are analyzed in Section 4.5. In Section 4.6, the stabilization of the FS
LMS algorithm, without further computational cost, is described. In Section 4.7, the
theoretical results are demonstrated by simulation. Conclusions are drawn in Section
5.
4.2 System Model
We assume that the baseband transmit pulse, p(t), for transmission of symbols at
rate R , 1/T is real-valued and its two-sided bandwidth is (1 + α)R, for some rolloff
factor 0 ≤ α ≤ 1. A linearly-modulated lowpass transmit signal, carrying complex
symbols dn [102], is given by (4.1). At the transmitter, s(t) is upconverted to a real
bandpass signal sc(t) = Re[s(t)e
j2πfct] and transmitted over a real bandpass channel
with IR hc(t, τ). The real part of a complex number is denoted by Re[·]. At the
receiver the received signal is filtered by a non-distorting bandpass filter to remove
interferences from neighboring frequency channels. The output of the bandpass filter
is down-converted using a local oscillator at frequency f ′c which is an approximation to





h(t, τ)s(t− τ) dτ + z(t), (4.3)
where h(t, τ) is the equivalent lowpass IR of the channel and z(t) is the equivalent low-
pass channel noise. We assume that z(t) is a stationary circularly symmetric Gaussian
process with zero mean and its PSD over the relevant frequency band is 2N0 [102].
When fc 6= f ′c, and there is carrier phase offset, θ, the equivalent lowpass channel IR,
h(t, τ), includes the effect of the carrier offset. That is, h(t, τ) = ej2π(fc−f
′
c)t+θh′(t, τ),
where h′(t, τ) is the lowpass channel IR with perfect carrier frequency and phase syn-
chronization. In this chapter, we assume that fc = f
′
c and θ = 0.
The received baseband signal, r(t), is passed through a C/D converter. The C/D
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converter consists of a prefilter with IR hPF(t) and a sampler whose sampling rate is
fs = 1/Ts. The samples at the output of the C/D converter are given by rPF(kTs−t0) =
uk + zk, k ∈ Z, where
uk =
∫
u(t)hPF(kTs − t0 − t) dt, and zk =
∫
z(t)hPF(kTs − t0 − t) dt. (4.4)
In (4.4), t0 is the sampler clock delay with respect to a reference clock and u(t) is the
noise-free received signal. Since the noise is white (and hence stationary), its statistics
are independent of the choice of t0.
The first task of a digital receiver is the extraction of a countable set of variables
from the received CT random signal r(t) that retains all information about the channel
h(t, τ) and the transmitted signal s(t) that are available in the noise-free received signal.
In extraction of the DT signal from the received CT signal, the irrelevant out-of-band
part of the additive noise is removed. The statistics of the relevant part of the noise,
which accompanies the extracted DT signal, plays an important role in the derivation
of the optimum digital receivers [154, 139, 77].
For discretisation, the received signal r(t) is filtered by a prefilter hPF(t), referred
to as a prefilter, and sampled at a rate fs. The output of the sampler is a sequence
{rPF(kTs)}k, where Ts = 1/fs is the sampling interval and rPF(t) = r(t) ∗ hPF(t).
The sampling interval Ts is rarely equal to the symbol interval T [77]. The DT signal
{rPF(kTs)}k is quantized and forwarded for further digital signal processing. In digitally
implemented receivers all major operations are performed in the digital domain [77].
These can include matched filtering, carrier phase and symbol-timing synchronizations,
channel estimation and equalization [77]. The typical digital communication system,
of interest, is shown in Fig. 4.1. Detailed block diagrams can be found in [77], [15] or
[143]. The C/D converter is indicated by the dashed rectangle in Fig. 4.1.
We assume that the channel is stationary1, that is, h(t, τ) = h(τ). Then the
1This assumption is required over the training period of an adaptive equaliser. Slow variations of
the channel can be tracked by adaptive receivers if the learning speed of the algorithm is sufficiently
high [102].
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Figure 4.1: Digital communication system. Real-valued signal flows are shown by single-line arrows and the complex-
valued signal flows are shown with double-line arrows. The signal presented to the prefilter hPF(t) is the lowpass signal
r(t) = u(t) + z(t). f ′c is a coarse approximation to the carrier frequency fc at the receiver front end. (a) Creation of
the real bandpass received signal rc(t). (b) Processing blocks in the front-end of a typical digital receiver [77, 15, 143].




dnhPR(t− nT ), (4.5)
where hPR(t) = h(t)∗p(t) is the pulse response of the channel. Due to the channel noise,
the extracted statistic {rPF(kTs)} contains a random noise component. The statistical
properties of the noise samples depend on the characteristics of the front-end prefilter
hPF(t) and the sampling rate fs. Its PSD is given by (4.11).
4.3 Continuous-time MMSE equaliser
The CT MMSE equaliser TF can be obtained by using the basic principles of MMSE
estimation. Assuming the transmitted lowpass signal (4.1) and the received lowpass
signal (4.3), the CT MMSE equaliser, without any further constraint, is a linear filter
q(t) that minimizes the MSE cost function defined by




q(nT − ξ)r(ξ) dξ and ξ is a dummy integration variable. In (4.6) the ex-
pectation is with respect to the random input symbol dn and the noise process z(t). We
assume that the data symbols are independent, identically distributed with zero mean
and variance Pd = E[|dn|2]. We also assume that the data symbols are independent
of the noise. By the orthogonality principle of the MMSE estimation method for CT
stochastic processes [97, Chapter 13], the estimate d̂n is optimal in the MSE sense if
and only if E[(dn− d̂n)r(t)] = 0 for all t ∈ R. By expansion, using the independence of
symbols and noise samples, and then applying the CT Fourier transform, this equation















Regarding (4.7) and its applications, we make the following comments:
1) HPR(f) is the Fourier transform of the total IR of the channel from transmitter up
to the receiver input. In digitally-implemented receivers, the equaliser is preceded
by a C/D converter. The effect of the C/D converter cannot be seen explicitly
from (4.7).
2) The input noise to the equaliser needs to be white to ensure the optimality and
stability of the equaliser. If the input noise is not white, it needs to be whitened
before feeding the equaliser. This is possible only if the noise process is not
singular, i.e., its PSD function is bounded away from zero.
3) Since ΦThPR(f) ≥ 0, in the presence of additive white noise with nonzero PSD,







2Using the orthogonality principle of the MMSE estimation method for CT stochastic process [97],
simplifies the derivation of the TF of the CT MMSE equaliser compared to [40, p. 7.4].
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As the denominator in (4.9) is T -periodic, the equaliser can be described as a
cascade of the matched filter and possibly an infinite-length T -spaced transversal
filter.
4) The equaliser defined by (4.9) is optimum in the MSE sense if the sampling at
the equaliser output has zero phase offset. Otherwise, (4.9) should be replaced
by Qt0(f) , Q(f)e
j2πt0f , where t0 is a symbol timing error. t0 is usually unknown
a priori [77].
In Section 4.4, we will see how the TF of the MMSE equaliser (4.9) is changed
when the C/D converter is included in the system.
4.4 Discrete-Time MMSE Equaliser and Its Transfer Function
In digital receivers, the MMSE equaliser is implemented in DT. The front end of
such a receiver consists of a lowpass prefilter. The prefilter performs several functions
including the suppression of the out of band additive noise and the interfering signals
from neighbouring frequency channels which have not been removed by the bandpass
front-end filter. Therefore, the bandwidth of the prefilter cannot be chosen to be
arbitrarily large. On the other hand the prefilter should pass the useful received signal
component without distortion, so its bandwidth cannot be chosen to be arbitrarily
narrow. The output of the prefilter is sampled at a constant rate 1/Ts. The extracted
discrete time signal is then forwarded to a Ts-spaced TDL MMSE filter. Its output is
sampled at the symbol rate, 1/T , where each sample is an estimate of a transmitted
symbol [102]. Theoretically, Ts can be any small real number such that 1/Ts ≥ (1+α)R.
When T/Ts is irrational, the equaliser cannot be implemented adaptively, because in
this case the sampled signal has no stationarity property, and therefore, the optimum
equaliser filter changes within one symbol interval. Therefore, this case should be
excluded in practical considerations. When T/Ts is rational, i.e., T/Ts = p1/p2 for two
relatively prime natural numbers p1 and p2, the T/p2-spaced samples of the prefilter
output can be used by a T/p2-spaced MMSE equaliser which is optimized to minimize
the MSE between the transmitted symbols and every p1th output of the equaliser
filter. That is, the implementation require sampling at rate p2/T and equaliser with
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tap spacing T/p2. In summary, the sampling rate increases by a factor of p2 and
computational complexity of the TDL equaliser increases by a factor of p2(2L + 1)
multiplications and (2Lp2 +1)Lp2− (2L+1)L additions per symbol, assuming that the
equaliser’s time span is (2L + 1)T . In high data-rate communications these sampling
rates and complexity increases are not desirable. Therefore, usually, a smaller p2 for
practical purposes is suitable. As a result p2 = 2 and p1 = 1 is the most common
choice [147, 42, 106], but this is not always the case [15, 102, 22].
In digital implementation of the MMSE receiver, the matched filter and the T -
spaced TDL equaliser filter are combined and the resulting Ts-spaced TDL equaliser is
responsible for performing their functions [42, 105].
In early studies of FS MMSE equalisers the effects of the prefilter on the equaliser
performance and stability were usually ignored [42, 105, 102]. Improper choice of the
front-end C/D converter can result in a malfunctioning adaptive equaliser. This can
be seen through divergence of the tap-weight adaptation algorithm or by an indefinite
increase of the equaliser tap weight magnitudes. The latter in turn results in an
unstable equaliser. The leaky LMS algorithm [41] or its variants [128, 61, 148, 92]
are usually applied to avoid this instability. Using this algorithm imposes a complexity
cost and violates the optimality of the receiver as the residual MSE increases when the
algorithm is applied [148] and the estimate obtained is biased [117]. By characterizing
the sources of these problems and designing the front-end processing properly, they
can be avoided without additional complexity or performance degradation caused by
the leaky LMS algorithm.
In order to derive the TF of the FS MMSE equaliser, we use the block diagram
of Fig. 4.1. The received signal r(t) is prefiltered by hPF(t) and sampled at a rate fs.
The output samples are given by
rPF(kTs − t0) , uk + zk, (k ∈ Z), (4.10)
where uk and zk are samples of the noise-free filtered signal (4.5) and filtered noise
components, respectively, and t0 is the sampler clock phase offset with respect to
a reference clock. Since the noise is white (and hence stationary), its statistics are
independent of the choice of t0. Therefore, the sampler phase offset can be considered
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as part of the channel IR and we can ignore its effects in the following. The PSD of










Assume that the DT signal at the output of the C/D converter, {rPF(kTs)}k∈Z, is
input to a FS TDL equaliser with tap weights {qk}k∈Z and tap spacing Ts = 1/fs. In the
following, we assume that the sampling phase offset is zero (t0 = 0). We will consider
the effects of nonzero sampling phase offset later. Then, the T -spaced estimates d̂n of





qkrPF(nT − kTs), (n ∈ Z). (4.13)
The DT filter {qk} is the MMSE equaliser if and only if it satisfies the following
orthogonality relations
E[(dn − d̂n)rPF(lTs)] = 0 ∀l ∈ Z. (4.14)




qkrPF(nT − kTs)rPF(lTs) ] ∀l ∈ Z. (4.15)
We now derive the TF of a FS MMSE equaliser using (4.15). To this end, we use












which is valid for all W > 0 and a wide range of functions g1(t) including the practical
signals of interest in the communication model used in this chapter (see [43] for details).
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Noting that the data symbols and the noise samples are white and independent of
each other, we can write
E[dnrPF(lTs)] = Pdg(lTs − nT ), (4.17)
















hPF(nT − kTs − t)hPF(lTs − t) dt
]
.







We calculate the DT Fourier transform of both sides of (4.15), given by (4.17) and
(4.18), with respect to l and employ the PSF. For simplification, we assume that
T = νTs for some ν ∈ N. Then e−j2πmp
T
Ts = 1. The DT Fourier transform of

























where the first equality follows from the PSF with g1(t) = g(t− nT )e−j2πtf andW = Ts.
Similarly, the DT Fourier transform of the first expression within the square brackets















































where we have used the PSF in obtaining the second and third equalities.
Using the PSF and properties of the CT Fourier transform, the DT Fourier trans-




























































Finally, using (4.20), (4.22) and (4.24), after simplifying some common factors and









































at the right-hand side, but the expression inside the square brackets depends on the
































or, more concisely, as
































Assuming that Qµ(f) are known for µ = 0, · · · , ν − 1, we could find QTs(f) =∑ν−1
µ=0Qµ(f). In order to find the MMSE solution, we use the ν-periodicity of the FS
MMSE equaliser filter and the fact that, replacing kTs by (k−η)Ts, η = 0, · · · , ν−1, in
(4.15), is equivalent to introducing a delay by ηTs to the channel. When a delay by ηTs
is introduced to the channel, the equaliser tap weights will be different from the pre-
vious one. Denoting them by q′k, we have q
′
k = qke
j2πηTsf . Applying this modification

























































By substituting η = 0, · · · , ν − 1 in (4.34), and noting that Qµ(f) is ν-periodic with
respect to µ, we obtain the following equations corresponding to (4.28)
A(f) = Q0(f)B0(f) + · · ·+Qν−1(f)Bν−1(f),
A(f) = Q0(f)B1(f) + · · ·+Qν−1(f)B0(f),
...
A(f) = Q0(f)Bν−1(f) + · · ·+Qν−1(f)Bν−2(f). (4.36)





























and ν = T/Ts. Note that:
1. In the above discussion we have assumed that the symbol timing error is zero.
In order to see the effect of a nonzero symbol timing error, t0, on the TF of the
FS MMSE equaliser, we substitute h(t) by h(t − t0) in (4.37)-(4.39). Then the



























2. In a Ts-spaced sampling receiver, there are ν = T/Ts samples within every time
interval T at the output of the equaliser. A decision for the symbol transmitted
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in that interval can be made based on any of these ν samples. The FS MMSE
equaliser TF will depend on which sample is used for detection. All of these ν
equaliser TFs can be obtained from (4.40) and (4.41) by letting t0 = ηT/ν for
η = 0, · · · , ν − 1.







which is the TF of a DT filter matched to the T -spaced sampled signal at the




















Assuming that the transmit filter and the prefilter are the same and equal to a















∣∣2 + 2N0Pd . (4.44)
4. When Ts = T/2 and the channel bandwidth is less than or equal to 2/T , the








∣∣HPF(f − 2mT )∣∣2 . (4.45)
It can be seen that, the SS equaliser (4.44) does not have control over the rolloff
regions due to spectral folding, but the T/2-spaced equaliser (4.45) can invert the
channel effects and/or the sampling phase errors over the whole bandwidth of the CT
received signal. This can be seen by letting 2N0 = 0 in the two equations.
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4.5 Spectral analysis of FS MMSE equalisers and the convergence
of the FS LMS algorithm
In spite of the theoretical advantages of the MMSE receiver, its digital implementation
using FS LMS algorithm can be problematic. Experimental measurements and sim-
ulated performance evaluations show that the tap-weight magnitudes of the FS TDL
equaliser grow with iteration of the LMS algorithm [41]. The large tap-weight mag-
nitudes can render the FS LMS algorithm non-convergent or unstable. Because, the
FS LMS algorithm uses the noisy gradient instead of the true gradients [117, 102]. To
describe the problem and find the possible reasons for large tap-weight magnitudes, we
use the most common implementation of a digital MMSE receiver in which the sam-
pling rate is twice the symbol rate, that is, T = 2Ts, and the pulse shaping filter and
the receiver prefilter are the same and have square root raised cosine (SRRC) spectral
characteristics with a rolloff factor 0 ≤ α ≤ 1 [147, 42, 105, 102]. We denote the TF of
this filter by psrrc(t). The cascade of the transmit filter and the receiver prefilter has
the raised cosine (RC) spectral characteristics, prc(t) = psrrc(t) ∗ psrrc(t). Under this




dng (kT/2− nT ) + zk, (4.46)
where g(t) = h(t)∗prc(t) and zk = z(t)∗psrrc(t)|t=kT/2 . There are two T/2-spaced MMSE
equalisers according to whether odd indexed samples or even indexed samples at the
output of the equaliser are used for detection. Assuming that the channel bandwidth


















(f)) graphically, we assume
that the channel is ideal, h(t) = δ(t). In this case, over the interval [−1/T, 1/T ] which
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The magnitude response of the equaliser is shown in Fig. 4.2 (black curve). Since in the
considered case the channel has RC spectral characteristics, the equaliser magnitude
response looks like the reciprocal of the RC spectrum, but due to the additive noise
its values at the band edges do not grow indefinitely (as they would do in the ZF
equaliser).
As can be seen from Fig. 4.2 (the black curve corresponding to t0 = 0), magnitude
response of a FS MMSE equaliser with perfect symbol timing , even for an ideal channel,
is large at band edges and the equaliser is indeterminate over some frequency bands.
In practice, where the receiver sampling clock is running independently from the
transmitter and the channel is not ideal, (4.49) is not the optimum MMSE equalisers.
The FS MMSE equaliser’s TF, under the assumptions mentioned above, and in the



















The magnitude responses of the equaliser with various symbol timing errors are shown
in Fig. 4.2. The FS MMSE equaliser compensates for the timing errors by increasing its
magnitude responses around the rolloff region. This has consequences for the stability
of the FS LMS algorithm discussed in Section 4.6.
For frequencies satisfying (1 + α)/2T < |f | < 1/T the equaliser TF is indetermi-
nate. Actually, for MMSE equalization, the TF is not required to be determined over
these intervals. Due to the matched filtering which is a part of the optimum equaliser’
task, the input noisy signal is projected onto the subspace generated by the noise free
received signal. Therefore, the relevant frequency band is the one over which the input
signal’s energy spectral density is nonzero. However, the indeterminacy or freedom of
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Figure 4.2: Magnitude response of the equaliser defined by (4.50) for various values of sampling phase, t0, and with
assumptions T = 1, Pd = 1, and 2N0 = 0.04 (SNR≈14 dB).
the equaliser TF over some frequency intervals can cause instability in implementation
of the equaliser using the LMS algorithm. This is discussed in detail in Section 4.6.
When the input signal to the equaliser has frequency components outside the
interval [−(1+α)/2T, (1+α)/2T ], due to time variation of the channel (Doppler spread)
or carrier frequency error, these frequency components will excite the equaliser over
their frequencies and the adaptive equaliser will adjust its tap weights to minimize the
MSE error. Outside of the frequency band of the input signal there is no restriction
on the equaliser TF except the initial conditions which are used at the start of the
adaptation algorithm.
The effects of a FS equaliser’s length on its stability and performance is an impor-
tant issue when it is used for a channel with long delay spread like broadband channels
[88]. In general, instability increases with increasing length of the equaliser. By re-
ducing the length of an unstable equaliser, it can be made stable. In the limit, where
the equaliser has only one tap, there is no instability problem but then the equaliser
will perform as a memoryless threshold detector with an unacceptable MSE. The role
of equaliser length on its behavior and performance deserves further explanation as
it has significant consequences for the design of receivers for channels with large de-
lay spread as in these channels the steady-state MSE of the equaliser increases when
the equaliser is not sufficiently long. Some open questions regarding the effects of the
FS equaliser length on its behavior have been described in [142]. The instability of
longer FS equalisers, when the prefilter is the same as the transmit filter with some
rolloff factor α ≤ 1, can be described as a result of large magnitude response of the
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synthesized equaliser at some frequencies. Two possible reasons for larger magnitude
response of the longer equalisers are 1) as described above, due to the sampling phase
offset, the TF of the optimum T/2-spaced equaliser can have large magnitudes over the
rolloff region. With increasing the T/2-spaced equaliser’s length, its TF approaches
the optimum values over the rolloff region, and hence its magnitude becomes large;
2) the equaliser TF is unconstrained over the frequencies (1 + α)/2T < |f | < 1/T .
Over these intervals the values of the equaliser’s TF is determined by constructive or
deconstructive addition of various frequency domain harmonics noting that the TDL
equalisers TF is a trigonometric polynomial. With increasing length of the equaliser,
the number of participating harmonics in this build-up process grows and the possi-
bility of constructive addition of a large number of harmonics increases. As a result,
the magnitudes of some equaliser tap weights can grow large. In turn, successive ap-
proximations of the optimum equaliser tap weights, provided by iteration of the LMS
algorithm, and hence the equaliser norm also increase. Note that this is different from
the explanation of the phenomenon given in [41, 105, 102]. This resolves the inconsis-
tency problem between the theory and practice of FS MMSE equalization highlighted
in [142].
In digital implementation of the MMSE receiver, the matched filter and the T -
spaced TDL equaliser filter are combined together and the resulting Ts-spaced TDL
equaliser is responsible for performing their functions [42, 105]. The possibility of
matched filtering using a DT filter depends on the spectral characteristics of the ad-
ditive noise [154]. In particular, when the PSD of the noise is not strictly positive,
the matched filter is not defined. In [29], projected matched filtering is used when the
noise PSD is not strictly positive. When the noise PSD is not bounded away from
zero the matched filter might be unstable. To avoid these problems the front-end C/D
converter should be designed properly. Improper choice of the front-end C/D converter
can result in a malfunctioning adaptive equaliser. This can be seen through divergence
of the tap-weight adaptation algorithm or by an indefinite increase of the equaliser tap
weight magnitudes. The latter can in turn result in an unstable equaliser. The leaky
LMS algorithm [41] or its variants [128, 61, 148, 92] are usually applied to avoid this in-
stability. Using this algorithm imposes a complexity cost and violates the optimality of
the receiver as the residual MSE increases when the algorithm is applied [148] and the
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obtained estimate is biased [117]. By characterizing the sources of these problems and
designing the front-end processing properly, they can be avoided without additional
complexity or performance degradation caused by the leaky LMS algorithm.
4.6 Stabilizing FS LMS algorithm
The LMS algorithm is a simple iterative procedure to approximate the optimum MMSE
equaliser by a finite-length TDL filter [102]. The algorithm starts with a given initial-
state vector q0 (usually q0 = 0) and updates the equaliser tap weight vector according
to a recursion formula given by [102, 117]
qk+1 = qk + ∆(dk − d̂k)rPF, k ≥ 0, (4.51)
where qk is the tap weight vector after the kth iteration, ∆ is the step size, and rPF is
the input vector to the equaliser at the kth iteration. In its kth iteration, the estimated
noisy negative gradient vector, (dk − d̂k)rPF, is used as an unbiased estimate of the
true negative gradient vector of the quadratic MSE surface given by
∇JMSE(q)|q=qk = E[(dk − d̂k)rPF]. (4.52)
Due to application of the noisy gradient vector, the LMS algorithm will not converge
to a steady state if it is not sufficiently robust against perturbations.
For SS adaptive MMSE equalisers, the LMS algorithm is convergent in the mean
if 0 < ∆ < 2/λmax, where λmax is the largest eigenvalue of the correlation matrix of the
SS input signal to the equaliser [102]. With this choice of ∆, the speed of convergence
of the algorithm depends on the smallest eigenvalue, λmin, of the input correlation
matrix [102]. The correlation matrix of SS samples of the received signal is strictly
positive definite [102], and according to (4.9), its smallest eigenvalue is larger than or
equal to the additive noise PSD, 2N0. Convergence of the sequence {qk}∞k=0 to steady
state and stability of the LMS algorithm under perturbations depends on the choice of
the step size and the condition number ρ = λmax/λmin of the input signal’s correlation
matrix [158, 117, 102].
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The statistical properties of the FS sampled received signal are different from the
SS sampled signal in that, it is not a WSS process, but a WSCS process [36, 38, 149].
As a result, the optimum FS MMSE equaliser solution (4.47), and the convergence of
the sequence of tap weight vectors obtained by iteration of the FS LMS algorithm to
the optimum solution depend on the sampling phase. This is because the correlation
matrix of the FS samples of the received prefiltered signal rPF(t) is Hermitian semi-
positive definite, but not Toeplitz [41, 105]. In the following, we will use the explicit
TF of the FS MMSE equaliser, given by (4.47), instead of using the correlation matrix
of the input samples.
When the sampling interval, Ts, is an integer fraction of the symbol interval, i.e.,
T = νTs, for some ν ∈ N, the equaliser’s TF will be a periodically time-varying filter
with period T . Since the tap spacing of the TDL equaliser is Ts, it will be time
varying if the observation instants are Ts-spaced rather than T -spaced. Due to time
dependence of the TF, the convergence and stability of the equaliser depends on the
observation instants, or equivalently, on the sampling phases at the receiver front end
(C/D converter) and the equaliser output.
When the equaliser TDL filter is finite length, its frequency response is only con-
ditioned over the interval |f | < (1 + α)/2T , and therefore, depending on the channel
characteristics, it can have large magnitudes over indeterminate intervals characterized
by (1 + α)/2T ≤ |f | < 1/T . A natural approach in order to condition the TF over in-
determinate intervals is to force the frequency response to be zero over those intervals.
In practice, the leaky LMS algorithm is commonly used to do the job. But the leaky
LMS algorithm has disadvantages as described in Section 4.1, and it cannot always sta-
bilize an unstable LMS algorithm. In short, the solution obtained using the leaky LMS
algorithm is different from the optimum solution over the interval |f | ≤ (1 + α)/2T ,
is zero over the intervals (1 + α)/2T < |f | < T/2 and, more importantly, it has jump
discontinuities at boundaries, f = ±(1 + α)/2T . The jump discontinuities cannot be
properly approximated using finite Fourier series and Gibbs’ overshooting phenomenon
occurs at discontinuities [98] and cannot be avoided by increasing the filter length.
In the following, we propose a simple approach to regularize the FS MMSE
equaliser that avoids the disadvantages of the leaky LMS algorithm and performs
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significantly better. This approach retains the theoretical advantages of CT MMSE
equalization in digital implementation without extra cost. This is done by modifying
the prefilter in order to preserve the regularizing effect of the additive noise. Assume
that the prefilter is not the same as the transmit pulse shaping filter, but a filter,
hPF(t), with a wider bandwidth such that the PSD of the sampled noise at its output
is bounded away from zero. The PSD of the sampled noise, given by (4.11), is bounded







∣∣∣∣HPF(f − kTs )
∣∣∣∣2 > ε ∀f. (4.53)
This will happen if the passband of the prefilter includes the interval |f | ≤ 1/T .
Using such a prefilter, the denominator of the infinite-length equaliser TF, defined
by (4.47), will be nonzero over all frequencies. Therefore, the TF values over the
indeterminate region will be zero and the transition from the nonzero spectrum to zero
spectrum will be smooth.
A variety of filters can be used as a prefilter in order to regularize the FS MMSE
equaliser. In summary, a preferred prefilter has the following properties:
1. it is realizable,
2. its bandwidth is wide enough to pass noise over the band [−1/T, 1/T ],
3. time shifts of its IR, i.e., the set {hPF(t− k/2T )} form an orthonormal set.
The third property is not necessary, but advisable. When the shifts are not orthonor-
mal, the spectral characteristics of the sampled noise will be different from the input
noise to the prefilter. Since the FS MMSE equaliser performs matched filtering, the
modifications caused by the prefilter will be reversed by the equaliser, which is an extra
job imposed on the equaliser.
A suitably realizable prefilter can be chosen in a variety of ways. For example, the
filters obtained by dilating the SRRC pulse used for pulse shaping, or by increasing the
rolloff factor of the prefilter to more than one, in such a way that the spectra of the
1/2T frequency shifted pulses overlap with each other can be used. Then, the sampled
noise PSD satisfies (4.53). Increasing the rolloff factor of the SRRC pulse to more than
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Figure 4.3: Magnitude responses of FS MMSE equalisers, when a dilated prefilter is employed, corresponding to those
shown in Fig. 4.2, for various values of sampling time error, t0, under the assumptions T = 1, Pd = 1, and 2N0 = 0.04
(SNR=14 dB).
one destroys the orthogonality of its time shifts and therefore, a dilated filter which
preserves the orthogonality property is preferred. Alternatively, a SRRC filter with
small rolloff factor but wider bandwidth can be used.
The effects of using the dilated SRRC as a prefilter on TF of the FS equaliser, is
demonstrated in Fig. 4.3, where we have plotted the magnitude responses for various
sampling time errors. In this figure, we have plotted the magnitude responses of the
equaliser when the prefilter’s IR is a dilated version of the pulse shape, that is, hPF(t) =
√
2psrrc(2t). A comparison with Fig. 4.2 shows the effect of a dilated prefilter on the
magnitude responses of the equalisers when there are sampling phase errors. The
dilated prefilter has two effects: 1) it forces the magnitude responses to be zero over
indeterminate intervals, 2) it reduces the magnitude responses over the rolloff region
resulting a more stable equaliser.
4.7 Simulations
In this section, the effectiveness of the proposed method on stabilizing the LMS al-
gorithm is demonstrated by simulations. For this purpose, we consider TDL channel
models whose tap spacings are integer multiples of the symbol interval T . We use
two channels, titled Ch1 and Ch2, with power delay profiles and magnitude responses
shown in Fig. 4.4.
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Ch1 is a typical of a good quality telephone channel [102, Fig. 9.4-5a] and Ch2
is representative of a bad quality channel, typical of a broadband channel. Ch2 is a
SS discretised version of a realization of an ultrawideband channel model [88]. Ultra-
wideband channels consist of one or several clusters of multipath components and are
usually highly frequency selective. As can be seen from Fig. 4.4, at some frequen-
cies, the magnitude response of channel Ch2 is small. This kind of channel has large
eigenvalue spreads and therefore, the steady-state MSE of the equaliser, using the LMS
algorithm, applied to them is comparatively larger than for good quality channels like
Ch1.






































Figure 4.4: PDPs (left) and magnitude responses (right) of Ch1 and Ch2. The delay scale of the PDPs is equal to
the symbol interval T . Both channels IRs are normalized to have unit energy.
The complex lowpass transmit signal s(t) is given by (4.1), where the sequence of
complex symbols are chosen from the 4-QAM constellation points { 1√
2
(±1 ± j )}.The
modulation order does not affect the presented learning curves or the norm curves,
because the mean square errors are calculated using error magnitude and the pulse
energy and variance of the transmit symbols are normalised. The transmit pulse shape
has SRRC spectral characteristics and is normalized to unit energy. The rolloff factor
of the transmit pulse is α = 1/3. The time span of the pulse is 10T . For transmission,
the complex baseband signal s(t) is upconverted to a real bandpass signal sc(t) =
2Re{s(t)ej2πfct}, where fc = 50/T . That is, the fractional bandwidth of the system is
about 2.67%.
In order to simulate a realistic CT waveform channel and noise, the channel IR is
upsampled to 300 samples per symbol interval. The noise-free received signal, u(t), is
obtained by convolving the upsampled channel IR with sc(t). Then real-valued white
Gaussian noise samples with standard deviation σ are generated and added to the
noise-free signal to obtain the real bandpass received signal rc(t) = u(t) + z(t). At
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the receiver, the signal rc(t) is frequency-shifted through multiplication by e
−j2πfct. It
is assumed that the carrier frequency is provided by a carrier synchronization system
[77]. In practice, frequency down conversion is usually accomplished by extracting
the in-phase and quadrature components of rc(t) which is equivalent to what we have
simulated.
The receiver front end consists of a prefilter which suppresses the channel noise and
removes the double-frequency component of rc(t)e
−j2πfct. In simulations, four different
prefilters were used. Each prefilter is obtained from the SRRC filter by dilation. That
is, for δ=1, 3/2, 2, 3, Dδpsrrc(t) ,
√
δpsrrc(δt). Both T -spaced and T/2-spaced equalisers
use the LMS algorithm in order to adjust the equaliser tap weights.
Two graphical methods are used to demonstrate the performance of each design
and the evolution of the tap weights of the equalisers. The first one is the so-called
MSE learning curve [47, 117] which is a function of the iteration number of the LMS
algorithm and is obtained by averaging the squares of the error magnitudes at the ith
iteration of the LMS algorithm for several realization of the algorithm. Each realization
corresponds to one training period. In order to obtain the learning curves in the
simulations, a sequence of known, but random, symbols {di,k}Ii=1 at the kth realization
(training) are generated at the transmitter and transmitted through the channel. The
T -spaced samples of the equaliser output, {d̂i,k}Ii=1, are compared with the transmitted
symbols. This process is repeated several times (the number of realizations Mr) and
finally, for each i, the squared error magnitudes are averaged over all realizations. That






|di,k − d̂i,k|2, i = 1, · · · , I. (4.54)
The second measure of performance is the equaliser norm. At the ith iteration of
the LMS algorithm at the kth realization (training), the equaliser’s transient state is
given by the equaliser tap-weight vector qi,k = (qi,k,−L, · · · , qi,k,L). The corresponding
transient tap-weight vector norm is ‖qi,k‖2 = (
∑
l |qi,k,l|2)1/2. The norm curves are
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‖qi,k‖2, i = 1, · · · , I. (4.55)
The ensemble-averaged equaliser norm (4.55) is the appropriate measure to study
the equaliser’s tap weight behaviour. It is equal to the largest eigenvalue of the
equaliser. Also, it is an upper bound on the tap weights. A small value of the equaliser








where the supremum is over all nonzero complex vectors of length L; x = (x−L, · · · , xL).
The numerator in (4.56) is the equaliser output when the input vector is x. When the
equaliser norm at its transient or steady state is large, a small perturbation in the
input, due to the channel variations or the noisy gradient, can cause large deviations
at the output and, because of that, the equaliser may lose track and drift away from the
optimum solution. Also, an equaliser with large norm means that some of the equaliser
tap weights are large. In practice, large tap weights can saturate some of the finite-
memory registers in the receiver which can have a disastrous effect on performance [40,
143].
The advantage of using the norm curves is that the behaviour of the tap weight
magnitudes and the equaliser eigenvalues can be observed from the norm curves. This
is not possible using the corresponding learning curves. A learning curve describes
the average performance of the equaliser, not the sources of its misbehaviour. It is
also important to know how much power the equaliser is spending on reducing the
average error and whether the increasing MSE is due to saturation of the registers or
the algorithm’s intrinsic instability.
The SS TDL model for the real physical channel is a rough model. In reality, the
channel taps corresponding to multipath components are not equidistant. According
to sampling and basis expansion models [59, 9, 77], a mathematically exact channel
model has fractional tap spacing and infinite length. Due to this, the performance of
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Figure 4.5: Learning (top) and norm (bottom) curves of the LMS algorithm for SS and FS sampled signals. The
simulated channel is Ch1. Simulation parameters are ∆ = 0.08, 2N0 = 0.04 and SNR = 14 dB.
the SS equalisers applied to a real physical channel will be between the best and the
worst simulated performances corresponding to the best and worst sampling phases.
FS equalisers which are sufficiently long can compensate for sampling phase offsets by
adjusting the tap weights, but SS equalisers cannot.
In all simulations presented in this section, the equaliser time duration is twice
the delay spread of the channel. Therefore, the number of taps of the SS equaliser is
twice the number of taps of the channel, and for FS equalisers the number of the taps
are four times the number of taps of the channel.
Fig. 4.5 shows the learning curves (left) and the norm curves (right) corresponding
to five equalisers for Ch1. The curves denoted by D1,SS correspond to a receiver
with the front-end filter the same as the transmit filter followed by SS sampling. The
samples are input to a SS MMSE equaliser which employs the LMS algorithm to adjust
equaliser tap weights and the sampling time offset is t0 = 0 (perfect sampling time).
The other curves, each denoted by Dδ,FS, with δ=1, 2/3, 2, 3, correspond to receivers
with normalized dilated prefilters defined by pδ(t) =
√
δp(δt) followed by T/2-spaced
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sampling. In each case, the samples are input to a T/2-spaced MMSE equaliser which
employs the conventional LMS algorithm. The time span of all equalisers in Fig. 4.5
is twice the delay spread of the channel. The step size for all equalisers is ∆ = 0.08.
The FS equaliser with prefilter matched to the transmit filter (D1,FS) is extremely
unstable as can be seen from the corresponding norm curve in Fig. 4.5. In this case the
equaliser norm and the MSE increase exponentially with the iteration index, i, of the




3p(3t) are lower than the SS equaliser with perfect symbol timing. The performance
of these FS equalisers are insensitive to sampling phases.
The receiver with prefilter
√
3/2 psrrc(3t/2) is also unstable, but the rate of increase
of its learning and norm curves is lower than D1,SS. By decreasing the step size ∆ to
less than 0.06 it can be stabilized. We intentionally did not do that in producing the
figures to show that the instability of the FS LMS algorithm is not solely because of
the indeterminacy of the equaliser over some frequencies as described in [41]. The
SRRC pulse has rolloff factor 1/3 and therefore, the passband of the dilated pulse√
3/2 psrrc(3t/2) is equal to the whole frequency interval (−1/T, 1/T ). Therefore, the
equaliser TF vanishes outside of the frequency band of the noise-free received signal.
This shows that, this misbehaviour of the LMS algorithm, compared to the other cases
with dilated prefilters, is due to the large magnitude response of the optimum MMSE
equaliser over the rolloff region of the pulse and not due to the indeterminacy of the
TF over some frequencies.
Next we repeat the simulation for Ch2. By using the same parameters as before, all
equalisers are divergent (unstable) except the one denoted by D3-FS, which preserves
its performance. However, due to frequency selectivity of Ch2, the steady-state MSE
is much higher than what is shown in Fig. 4.5 (about 0.1). To compare the relative
sensitivity of different designs, we decreased the step size to 0.029. The resulting
learning and norm curves are shown in Fig. 4.6. The figure shows that by increasing
the dilation factor stability improves and the steady-state MSE decreases. Even with
dilation factor δ = 3, the MSE is below the case of SS equaliser with perfect sampling
phase.
Finally, we compare the performance of the leaky LMS algorithm with the method
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Figure 4.6: Learning (top) and norm (bottom) curves of the LMS algorithm for SS and FS sampled signals. The
simulated channel is Ch2. Simulation parameters are ∆ = 0.029, 2N0 = 0.04 and SNR = 14.













Figure 4.7: Comparison with the leaky LMS algorithm. The simulated channel is Ch1. Simulation parameters are
∆ = 0.06, µ = 0.1, 2N0 = 0.04 and SNR = 14 dB.
presented in this section. To this end, we use the same channel and parameters as Fig.
4.5, in conjunction with the leaky LMS algorithm. Using the dilated prefilters in the
receiver stabilizes the norm curves and decreases the steady-state MSE as shown in
Fig. 4.5. The use of the leaky LMS algorithm with the same step size ∆ = 0.08 as
before, and various tap-leakage parameters 0 < µ < 1 does not stabilize the norm curve
and hence, the learning curve is increasing (with some random oscillations) during the
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training period of 1000 symbols. Increasing the tap-leakage parameter does not solve
the problem. For sufficiently small step sizes (e.g., ∆ < 0.008) the leaky LMS algorithm
becomes stable but, with such small step sizes the LMS algorithm is stable without
using tap leakage. Also, with a smaller step size, i.e. when ∆ = 0.06, we tried to
stabilize the algorithm by increasing the tap-leakage parameter from zero to one, but
the learning curve remained above one. In Fig. 4.7, the norm curve and the learning
curve obtained by using the parameter values ∆ = 0.06 and µ = 0.1 are shown. The
simulation shows the failure of the leaky LMS algorithm to achieve an acceptable MSE
level for the channel and parameters used in simulation. The norm and learning curves
of the equaliser with dilated prefilter
√
3 psrrc(3t) is stable and its steady-state MSE is
less than 0.001.
4.8 Conclusion
This chapter studies spectral characteristics of the FS MMSE equaliser and the sta-
bility of the LMS algorithm. The TF of the FS MMSE equaliser is derived including
the effects of the front-end receiver C/D converter and the sampling phase. It is a
periodically time-varying function of the frequency. Using the explicit TF, the sources
of instability and non-convergence of the LMS algorithm are characterized. It is shown
that the large magnitude response of the FS MMSE equaliser over the transition band
of the employed transmit pulse is a major source of instability along with the inde-
terminacy of the TF over frequencies outside the spectrum of the received signal. It
is explained how the magnitude response over the transition frequency band depends
on the sampling phase of the received signal. For equalizing highly frequency selective
channels that have long delay spread, such as broadband channels, the LMS algorithm
can be extremely unstable and to guarantee its stability small step sizes are required.
Using small step sizes reduces the learning speed of the LMS algorithm. Lower learning
speed means longer training period and inferior tracking capability. To remedy this
problem we proposed using a wider bandwidth prefilter before sampling at the receiver
in such a way that the folding spectrum, caused by sampling, has overlaps over the
transition band. Using such a prefilter automatically decreases the magnitude response
of the equaliser synthesized by the repetition of the FS LMS algorithm. This approach
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does not have any extra computational cost and performs better than the leaky LMS





In Chapter 2, we derived a mathematical expression for the lowpass received signal
from a wireless channel which includes the frequency dependent effects of the channel.
Using this expression, we determined the characteristics of a front-end receiver C/D
converter including a realisable lowpass filter, and the lowest sampling rate with the
property that its output provides a sufficient statistic for any optimum receiver. A
DT TDL channel model with tap spacing equal to a fraction of the symbol interval is
derived.
In Chapter 3, we analysed the interactions of UWB pulses with building walls.
Single-layer walls create several distorted pulses when illuminated by UWB pulses. The
distortion of individual pulses due to frequency dependence of parameters of typical
building materials is not the major source of distortion. The major source of distortion
is IPI which occurs when the reflected/transmitted pulses partially overlap. A method
for derivation of the PDPs of wall reflection and transmission is introduced using the
MCCs which incorporates pulse distortion as a power loss. The derived PDPs include
the overall effect of wall transmissions and reflections. Excluding the first reflected
pulse, the PDPs of reflections from and transmissions through single-layer walls are
exponential. For multilayer walls, or combinations of multiple reflections and trans-
missions, the PDP is not exponential. Their PDPs are the convolutions of several
exponential PDPs. The PDP derivation of this chapter describes the multicluster
structure of the UWB channel models obtained by measurements. The approach can
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be used in deterministic and statistical modelling of UWB channels.
The experimental approach for model derivation for channels with large absolute
bandwidths is expensive and time consuming. Chapter 3 introduces a new theoretical
approach for derivation of the TDL models and PDPs for multilayer building struc-
tures. Overall channel effects are determined by objects in the environment and their
dynamics. Therefore, characterisation of the effects of the channel constituents is im-
portant and can be used to to find suitable channel models.
In Chapter 4, we studied spectral characteristics of the FS MMSE equaliser and
the stability of the LMS algorithm. The TF of the FS MMSE equaliser is derived
including the effects of the front-end receiver C/D converter and the sampling phase.
It is a periodically time-varying function of the frequency. Using the explicit TF, the
sources of instability and non-convergence of the LMS algorithm are characterized. It is
shown that the large magnitude response of the FS MMSE equaliser over the transition
band of the employed transmit pulse is a major source of instability along with the
indeterminacy of the TF over frequencies outside of the spectrum of the received signal.
It is shown that the magnitude response over the transition frequency band depends
on the sampling phase of the received signal. For equalizing highly frequency selective
channels that have long delay spread, such as broadband channels, the LMS algorithm
can be extremely unstable and to guarantee its stability small step sizes are required.
Using small step sizes reduces the learning speed of the LMS algorithm. Lower learning
speed means longer training periods and inferior tracking capability. To remedy this
problem we proposed the use of a prefilter before sampling at the receiver which has
wider bandwidth in a way that the folding spectrum, caused by sampling, has overlaps
over the transition band. Using such a prefilter automatically decreases the magnitude
response of the equaliser synthesized by the repetition of the FS LMS algorithm. This
approach does not have any extra computational cost and performs better than the
leaky LMS algorithm. The effectiveness of the proposed approach is demonstrated by
simulations.
While the celebrated LMS algorithm has many advantages, it is not widely used
due to its instability and sensitivity. The characterisation of the FS MMSE equaliser
provides new insights on behaviour of the LMS algorithm and the stabilisation method
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proposed can be employed in designing low-cost linear equalisers for future single carrier
broadband systems.
The following sections include some applications and possible extensions of the
results summarised above.
5.2 Directions for Further Research
The work of this thesis can be continued is several directions. The followings are the
most interesting directions due to the emerging developments in 5G systems using BB
signals.
5.2.1 From deterministic to stochastic channel model
In Chapter 2 a deterministic CT baseband model for a generic broadband channel
presented that includes major effects of a broadband channel. Then, a DT channel
model derived which is realisable and captures all characteristics of the CT model.
The results of Chapter 2 can be combined with the approach used in Chapter 3 to find
a theoretical model for BB channels.
In a deterministic channel model the channel parameters depend deterministically
on the geometrical and physical properties of the communication environment. For
communication system design, its mathematical analysis and performance evaluations
a statistical model is required.
Usually, the stochastic channel models are derived using experimental measure-
ments. Behind all standard channel models there are measurement results supporting
the validity of the model for particular communication environments. This is a gen-
eral approach for model derivation which is common in all branches of science and
engineering. For wireless communication channel modelling there is another approach
which complements the experimental model. After all, in any wireless communication
channel, messages are transmitted by using electromagnetic or acoustic waves. There
are physical theories describing the propagation of these waves and their interactions
with objects in the environment. Maxwell’s equations describe all electromagnetic
phenomena, but in many practical situations, where there are interacting objects with
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complicated geometries and material characteristics, determining the boundary con-
ditions and finding the solutions of these equation are not possible. In fact, there is
no tractable unified theory describing all interactions of electromagnetic waves with
objects in the environment.
In spite of difficulty of solving Maxwell’s equations in general, some experimental
observations of the electromagnetic propagation phenomena can be explained much
easier than others by using principles of electromagnetics. In Chapter 3 we use this
method to describe the main source of clustering phenomena observed mainly in indoor
channels. This approach can be extended to include other effects of communication
channels such as diffraction and scattering.
In BB channels, due to the frequency dependency of diffraction and scattering,
the pulses diffracted or scattered by objects in the environment will be distorted.1
Therefore, diffraction and scattering can also be approximately modelled as TDL filters.
Doing this, each path of a multipath channel can be modelled as a cascade of TDL
filters. We did this for a multilayer wall in Examples 3.7.1 and 3.7.2 for multilayer
walls. Then statistical models for dense multipath channel models can be derived
mathematically. A possible approach is explained in Section 3.7.
5.2.2 Equalisation for faster than Nyquist signalling systems
Faster-than-Nyquist (FTN) signalling systems modulate and transmit information sym-
bols in a rate higher than the Nyquist rate of the channel. Nyquist rate is the maximum
rate that the symbols can be transmitted through an ideal AWGN channel without ISI
[102]. In a system with a given bandwidth W , the Nyquist rate is W . Therefore,
transmitting symbols at any rate higher than W will introduce unavoidable ISI at the
transmitter. In addition to this, the frequency-selective channel also introduces ISI. In
1975, Mazo [71] studied the possibility of FTN signalling and proved that in an ideal
AWGN channel it is possible to increase the transmission rate up to 25% without de-
creasing the minimum Euclidean distance [71, 8] between two distinct received symbols.
That is, by introducing ISI at the transmitter the bandwidth efficiency of the system
can be increase by 25%. Due to demand for higher bandwidth efficiency, recently, FTN
1However, the distortions caused by diffraction and scattering tend to be diffuse.
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signalling has received increasing research interest2. Following this line of research and
considering the FS MMSE equaliser’s TF given in (4.37)-(4.39), it can be seen by some
manipulation of the formula for special values of ν that, the FS MMSE equaliser is
capable of equalising the ISIs introduced by FTN signalling and the channel. It can be
shown that, theoretically the signalling rate can be increased and still it is possible to
design realisable low complexity linear equalisers to remove the intentional and channel
introduced ISI. With increasing signalling rate, the complexity of the receiver increases.
Increasing complexity limits the signalling rate in practice. This is a follow up research
to the results presented in Chapter 4 and [91]. This approach can be extended to the
case of OFDM systems where each sub-carrier can be fed with symbol streams at rates
higher than Nyquist rate of the corresponding sub-channel. The corresponding OFDM
receiver is more complex than the conventional OFDM receiver in that, each sub-carrier
requires a simple short length equaliser after performing FFT at the receiver.
2A search for the keyword “Faster than Nyquist” in IEEExplore resulted in 35 articles and book





Modelling Activities for UWB and mm-Wave Channels
Due to the large bandwidth of BB signals, characterisation of propagation channel
models for these signals requires more parameters. In general, channel models for BB
communication systems are more complicated than the channel models for NB systems.
Most channel models proposed in the literature are mainly based on experimental
measurements. In this thesis, we emphasised the importance and usefulness of the
physics-based mathematical channel models in Chapters 2 and 3. For readers’ conve-
nience we provide some important references for various experimental models for UWB
and mm-wave channels.
Since the advent of UWB communications one of the main challenges was finding
suitable channel models for these systems. A lot of experimental measurements have
been undertaken since the first measurement results reported in [160]. The results of
all measurements were analysed and compiled in a report [33] by the channel modelling
subcommittee of the IEEE 802.15.3a working group in 2003. Later, a reference UWB
channel model was released for indoor high data rate UWB applications known as IEEE
802.15.3a channel model. In 2004, another UWB channel model for low data rate UWB
application was released which is referred to as IEEE 802.15.4a standard channel model
[55, 88]. Models for various frequency ranges and environments are provided in [55].
There, also MATLAB programs and numerical values for 100 impulse response realisa-
tions in each environment are provided. IEEE 802.15.4a includes all scenarios already
considered in IEEE 802.15.3a and therefore it is the most comprehensive reference for
UWB channel models.
Pathloss models for UWB systems are different from NB models. In UWB channel
129
models pathloss is frequency dependent. In [55], a method for calculation of pathloss
is recommended. The frequency-dependent pathloss is defined by
PL(f, d) = E
[∫ f+∆f/2
f−∆f/2
|H(f̃ , d)|2 df̃
]
, (A.1)
where H(f̃ , d) is the TF from antenna connector to antenna connector, and ∆f is
chosen small enough so that diffraction coefficients, dielectric constants, etc., can be
considered constant within that bandwidth. Then , the total pathloss is obtained by
integrating over the whole bandwidth of interest. The operations of integrating over the
frequency and calculation of the expectation essentially have the same effect, namely
averaging out the small-scale fading [55]. The parameters of IEEE 802.15.4a models
are described comprehensively in [55] and [88]. Therefore, we do not repeat them here
and refer the interested reader to these readable references.
Channel modelling research activities for mm-wave systems have gain a huge mo-
mentum recently. This is mainly due to the promise of multi-gigabit per second data
transfers offered by the use of mm-wave frequencies. Thus, many research groups and
standardisation bodies have developed or are developing channel models for mm-wave
frequencies. Recently, the 3rd Generation Partnership Project (3GPP), the global stan-
dards body of the wireless industry, have released channel models covering frequencies
from 0.5 to 100 GHz in the technical report 3GPP TR 38.901 version 14.0.0 Release
14 [133]. It includes scenarios such as urban microcell (UMi), urban macrocell (UMa),
indoor, backhaul, device to device (D2D), vehicle to vehicle (V2V) and other scenarios
such as stadium and gym.
Research projects including industry and academia have been developing 5G chan-
nel propagation models including mmWaves. These include but are not limited to
METIS [82], MiWEBA [80], NYU WIRELESS [108, 67, 116], and mmMagic [81].
Researchers at New York University (NYU) have also developed a statistical spatial
channel model for BB mm-wave wireless communication systems. They have also
developed a channel simulation software named NYUSIM [93, 134], which can be used
to generate temporal and spatial channel responses to support physical and link layer
simulations and design for fifth generation (5G) cellular communications.
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Up-to-date information on path loss and shadowing models for frequency range
0.5-100 GHz is surveyed in [107] which is the most recent publication on channel models
for mm-wave BB channels.
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Appendix B
Signal Spaces and a Generalised Sampling Formula
In this appendix, some mathematical preliminaries are provided. This Appendix in-
cludes an introduction to the geometry of SI subspaces and sampling theory.
B.1 Hilbert Spaces
All physical signals have finite energy. Therefore, an appropriate context for geomet-
rical study of signals is the space of all finite-energy signals with certain reasonable
conditions that make the analysis, processing and synthesis of signals mathematically
tractable. Hilbert spaces are abstract vector spaces that provide a suitable geometrical
framework for studying a wide class of signals. To define Hilbert spaces, we need the
concepts of inner product, norm and completeness.
An inner product on a complex (real) vector space H is a mapping
〈·, ·〉 : H ×H → C (R), (B.1)
for which
• 〈αx+ βy, z〉 = α〈x, z〉+ β〈y, z〉, ∀x, y, z ∈ H, ∀α, β ∈ C;
• 〈x, y〉 = 〈y, x〉, ∀x, y ∈ H;
• 〈x, x〉 ≥ 0, ∀x ∈ H, and 〈x, x〉 = 0 ⇐⇒ x = 0.
A vector space with an inner product is called an inner product space. An inner product
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space can be equipped with a norm
‖x‖ ,
√
〈x, x〉, x ∈ H. (B.2)
An inner product space H is called complete if any Cauchy sequence in H is convergent
to a vector in H. Recall that a sequence {xk}∞k=1 in H is Cauchy if for each ε > 0 there
exists N ∈ N such that ‖xk−xl‖ ≤ ε whenever k, l ≥ N . A Hilbert space is a complete
inner product space.
Relevance of the theory of Hilbert spaces to signal analysis can be witnessed by
the following important examples of Hilbert spaces.
Example B.1.1 (Example 1.). The space of all real-valued finite-energy signals, L2,
is a real Hilbert space. Each vector in this space is a real-valued function on R. The





Technically the functions are assumed to be Lebesgue measurable and the integration
in B.3 is with respect to Lebesgue measure, otherwise the space is not completer. In
signal processing applications these technical assumptions can usually be ignored as
practical signals are usually Riemann integrable.
The space of complex-valued Lebesgue measurable finite-energy signals defined on
R is a complex Hilbert space. This space is also denoted by L2 but it should be clear






where overbar denoted the complex conjugation operator.
Example B.1.2 (Example 2.). The space of finite-energy discrete-time (DT) signals
(or sequences), `2(Z), is a Hilbert space. The on-sided variant of `2(Z), denoted by
`2(N), is also a Hilbert space. When the sequences are real valued, the space is a real
Hilbert space and when they are complex valued, the space is a complex Hilbert space.
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for {fk}k∈Z and {gk}k∈Z ∈ `2(Z). While all realized signals in electrical engineering are
continuous-time (CT) signals, in digital signal processing it is appropriate to use DT
signals. DT signals are usually obtained by a sampling or correlation process. As a
result of sampling an element of the Hilbert space L2 is mapped to an element of `2(Z).
The elements of L2 are functions. Therefore, it is suitable to refer to its elements
by using the function names. For example, it is preferred to write f ∈ L2 instead of
f(t) ∈ L2. Similarly, it is more relevant to write 〈f, g〉, rather to write 〈f(t), g(t)〉, as
f(t) and g(t) are real or complex numbers. However, in this thesis we have not followed
this notation rule as it is not common in engineering literature [164, 122, 74, 75].
Example B.1.3 (Example 3.). The spaces of real and complex vectors of length N ,
denoted respectively by RN and CN , are Hilbert spaces. The Hilbert space inner
product for these spaces correspond to the usual inner product (or, dot product) of
vectors. In digital signal processing, these are the most relevant spaces.
B.2 Shift-Invariant Spaces
We consider only closed subspaces of L2. Finitely-generated subspaces are always
closed. A subspace V of L2 which is invariant with respect to α-shifts if
Tkαf(t) , f(t− kα) ∈ V ; ∀k ∈ Z, ∀f(t) ∈ V. (B.6)
Apparently, L2 is an α−shift-invariant (α−SI) subspace. An α−SI subspace is called
an α−principal shift invariant (α−PSI) if it is generated by a α−shifts of a single
function. That is V is an α−PSI subspace if there exists ϕ(t) ∈ L2 such that
V = span{ϕ(t− kα) : k ∈ Z}, (B.7)
where span denotes the closed linear span.
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PSI subspaces of L2 appear in various topics of mathematics and engineering [4,
21]. Here, we are interested in the following appearance of PSI subspaces in communi-
cation theory.
Example B.2.1. In communication theory, transmission of information is made pos-
sible by using pulses. In mathematical terms, each pulse is a function with a short
duration and essentially-limited bandwidth. In systems employing a linear modulation
scheme [102], each pulse is multiplied by a real or complex number and then the se-
quence of modulated pulses are transmitted. In some cases the multipliers are chosen
from a finite set of symbols, i.e., the constellation points. In some cases, the multipliers
are not chosen from a finite set. For example, in OFDM systems a finite sequence of in-
formation symbols are transformed using the inverse discrete Fourier transform (IDFT)
(implemented by IFFT) into a set of complex numbers. Then these complex numbers






where Td is the symbol interval and the summation is over a finite set. Therefore, the
transmitted signal belongs to the Td−PSI subspace generated by the pulse, p(t).
B.3 Sampling Theorems
The sampling theorem of Shannon (or, Whittaker-Kotelnikov-Shannon sampling the-
orem [57]) is fundamental for digital communications. It states that any finite-energy
bandlimited function can be characterised by a sequence of equidistant samples of that
function. We say g(t) is bandlimited to W if G(f) = 0 for |f | > W . The space of
all L2 functions bandlimited to W is called a Paley-Wiener space [46] and is usually
denoted by PWW . PWW is a Hilbert subspace of L2. If t is the time variable measured
in seconds, f and W are frequencies in Hertz. The following theorem is often referred
to as Shannon sampling theorem in communication theory literature. The same ap-
pellation is common in other engineering fields. Apparently, this theorem has much
longer history in mathematical literature [51, 11, 70].
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where the series is convergent in L2−norm, absolutely and uniformly on R.
The function sinc (t) and its unitary dilations defined by
Dβsinc (t) =
√
βsinc (βt), β ∈ R, (B.10)
























(B.11) and (B.12) show the sampling and interpolation process which is used in many
applications. Sampling process usually consists of a lowpass prefiltering to reduce the
out-of-band noise and other irrelevant signal components. (B.11) represents the oper-
ations of lowpass prefiltering by an ideal lowpass filter with two-sided bandwidth β,
and ideal sampling which is mathematically equivalent to multiplication by the shifted
Dirac’s delta distribution, δ(t− t0/β), and integration over R. Both sinc function and
δ distribution are not realisable in practice. That is, absolute band limiting and in-
stantaneous sampling are impossible in practice. Modern analogue-to-digital converter
(ADC) designs try to increase the precision of sampling operation [155]. The ideal low-
pass filtering is usually approximated by other non-ideal lowpass filters. Historically,
the most widely used lowpass filters are Butterworth, Chebychev and elliptic filters
[94].
Theorem B.3.2 (A Generalised Sampling Theorem). Let 0 < W0 ≤ W1, s(t) ∈ PWW1
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S(f − 2kW0) = 1. (B.13)
Then,
















where the series is convergent in L2−norm, absolutely and uniformly on R.
This theorem follows from Theorem 9.1 in [156] and the characterisation if shift
invariant subspaces on page 43. In the special case where W0 = W1, statement of
Theorem B.3.2 reduces to that of Theorem B.3.1. Theorem B.3.2 is more useful than
the Shannon sampling theorem for two reasons: 1) the function s(t) can be chosen to
have smooth spectral rolloff and then the convergence rate of the generalised sampling
expansion is higher than the Shannon sampling expansion, and 2) the interpolating
filter in the generalised sampling theorem is realisable. These are practical advantages




In Chapter 3, we have used electromagnetics wave propagation properties in our study
of pulse distortion in indoor environments. This appendix provides a short route to
derive Maxwell’s field equations from fundamental rules of physics and introduces the
frequency-dependent constitutive parameters of materials. All textbooks on electro-
magnetics cover this topic in detail, but it takes several chapters [5]. I found very helpful
to have a handy reference to these mathematically elegant and practically ubiquitous
equations.
C.1 Coulomb’s Law
There is a force between small charged bodies (point charges) which is directly pro-
portional to the charge magnitudes and inversely proportional to the square of their





where, F is in newtons (N), Q1 and Q2 are the charge magnitudes in coulombs (C), d
is the distance in metres (m). ε > 0 is the permittivity of the medium with the units
C2/N.m2 = F/m, where F is the unit of capacitance, farad. For free space or vacuum,
ε = ε0 = 8.854× 10−12 F/m. For media other than free space, ε = ε0εr, where εr is the
relative permittivity or dielectric constant of the medium.
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C.2 Electric Field and Electric Flux Density
Assume that a point charge with magnitude Q is located at the origin of a spherical
coordinate system in a medium permittivity ε. The electric field at a point P in the





where ar is the radial unit vector pointing towards P and r is the radial distance of P
from the origin. The units of the magnitude of the electric field is newtons per coulomb
(N/C) or the equivalent, volts per metre (V/m).
Point charges do not exist unless as part of a mass. The smallest division is found
to be an electron or proton. In dealing with volume charges, it is useful to consider a
continuous charge distribution and to define a charge density by ρν = dQ/ dv (C/m
3),
where dv is the volume element and dQ is the differential charge. Each differential





at an observation point P, where aR is the radial unit vector with initial point located
at the differential charge element pointing towards P. The total electric field at point P
is the integral of (C.3) over the charge volume. Note that this integral depends on the
volume charge’s geometrical shape, the charge density distribution and the medium.
The electric flux density, D, due to a volume charge within a closed surface S is a
vector field on S related to the electric field on S through D = εE. By Gauss’s law, the
total electric flux, Ψ, passing through the closed surface S is equal to the total charge




D · dS = Q, (C.4)
where dS = n dS, n being the unit normal vector field on S. By using divergence
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theorem and shrinking the closed surface to a point we obtain
∇ ·D = ρν , (C.5)
where ρν is the volume charge density function. This is a localised version of Gauss’s
law.
C.3 Magnetic Field and Magnetic Flux Density
Assuming that a current I is flowing a filamentary conductor with a differential vector
length dL. By the experimental law of Biot-Savart, at a point P the magnitude of the





where, aR is a unit vector with initial point located at the differential element pointing
towards P and R is the distance of the differential length element from P. The units
of the magnetic field magnitude are amperes per metre (A/m).
For distributed sources, such as volume current density J (A/m2) and surface













The vector field H evaluated at each point P in the space gives the magnetic field
vector at that point induced by volume or surface current with given densities.
Ampère’s circuital law states that the line integral of H about any closed path is
exactly equal to the direct current enclosed by that path,
∮
H · dL = I. (C.9)
The point form of Amère’s circuital law can be obtained by considering differential-
sized closed paths in (C.9) (the shrinking technique) and using the notion of curl of a
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vector field, as
∇×H = J. (C.10)
By using Stokes’s theorem (C.9) can be derived from (C.10). This is a localised version
of Ampère’s law.
Similar to the electric flux density, the magnetic flux density in a medium with
magnetic permeability µ is defined as
B = µH, (C.11)
where B is measured in webers per square metre (Wb/m2) or teslas (T), where µ is
called the permeability of the medium. For free space
µ = µ0 = 4π × 10−7 H/m. (C.12)





B · dS, (C.13)
and is measured in webers. Gauss’s law for the magnetic field is
∮
S
B · dS = 0. (C.14)
(C.14) states that the net magnetic charge within a closed surface is always zero. An
application of the divergence theorem shows that
∇ ·B = 0, (C.15)
which is a localised version of (C.14).
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C.4 Time-Varying Fields and Maxwell’s Equations
Faraday’s law states that a time-varying magnetic flux passing through a surface S










B · dS. (C.16)
where the third equality follows from (C.13). Assuming a stationary path, the time
derivative can be moved inside the integral. Then, applying Stoke’s theorem yields
∫
S






By shrinking the surface to a point we obtained
∇× E = −∂B
∂t
. (C.18)
This is a localised version of Faraday’s law.
Equations (C.10) and (C.18) are inconsistent with the equation of continuity,
∇ · J = −∂ρν
∂t
, (C.19)
which is a necessary condition for the principle of conservation of charge to be valid.
To guarantee the consistency of these equations it is sufficient to modify Ampère’s
circuital law as





is called a displacement current density. It is introduced by Maxwell.
(C.20) is referred to as the generalised Ampère’s law. It’s integral form can be obtained
by using Stoke’s theorem as
∮
L






) · dS, (C.21)
where S is a surface with contour L.
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Table C.1: Maxwell’s equations.
Reference Differential Form Integral Form Equations
Gauss’s law ∇ ·D = ρν Ψ =
∮
S
D · dS = Q (C.5),(C.4)










Gauss’s law ∇ ·B = 0
∮
S
B · dS = 0 (C.15),(C.14)










) · dS (C.20),(C.21)
In this subsection, up to this point, we have obtained the four fundamental equa-
tions of electromagnetic, referred to as Maxwell’s equations. These equations, together
with their integral forms are summarized in Table C.1.
C.5 Constitutive Parameters
The electromagnetic constitutive parameters of material are its permittivity ε, perme-
ability µ, and conductivity σ. The electrical permittivity is related to the resistance
of a material against formation of electric field. This can be seen from the equation of
Coulomb’s law (C.1). Permeability is the magnetic analogue of the permittivity. The
following relations between electric and magnetic fields and flux densities exist:
D = εE, B = µH, (C.22)
which are usually referred to as th constitutive relations. These relations are valid as far
as the material is homogeneous. ε and µ are usually very small numbers. Therefore,
the corresponding parameters for vacuum are considered as bases and the relative














× 10−9, and µ0 = 4π × 10−7. (C.24)
The units of ε and µ, derived from (C.22), are F/m (farads per metre) and H/m (henries
per metre).
ε and µ characterize the electric and magnetic properties of a material (or the
vacuum!). The conductivity, σ, characterizes the ease with which charges can move
freely in a material. Given an electric field E, the current density created in the material
is J = σE. In particular, σ = 0 means that charges (electrons) cannot move more than
atomic distance. However, electron cloud polarization can occur. These materials are
called perfect dielectrics. σ =∞ means that electrons can move freely throughout the
material, which is then called a perfect conductor.
C.6 Time-Harmonic (TH) Electric Fields
All vector fields described above, and denoted by boldface letters, can be time depen-
dent. In particular, the time dependence can be harmonic. This means that
E(p; t) = Ẽ(p) cos(2πft+ φ0) (C.25)
= Re[Ẽ(p)ej2πft+φ0 ], (C.26)
where,
• p is the position vector,
• f is the frequency of the harmonic,
• φ0 is the phase of the harmonic, and
• Ẽ(p) is the phasor vector.
Knowing f and φ0, E can be characterized by using Ẽ. Assuming a constant frequency
and phase, we will use boldface capital letters without tilde to represent the phasor
vectors.
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By using the constitutive relations (C.22) and J = σE, Maxwell’s equations as-
sume the following form in phasor domain
∇ · E = ρν
ε
, (C.27)
∇× E = −j2πfµH, (C.28)
∇ ·H = 0, and (C.29)
∇ ·H = (σ + j2πfε)E. (C.30)
By defining the complex permittivity as εc = ε− j σ2πf , (C.30) can be rewritten as
∇×H = j2πfεcE. (C.31)
For perfect dielectrics (σ = 0), εc = ε. For other lossy dielectrics, εc is frequency depen-
dent. The frequency dependency of εc causes pulse distortion when pulses propagate
inside a lossy dielectric, reflects off, or transmits through a surface.
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2001.
[44] L. Guidoux. “Egaliseur autoadaptif à double échantillonnage”. In: L’Onde Elec-
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