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Abstract
The Lyapunov–Schmidt reduction is generalized such that it uniformly handles both
perfect and imperfect singularities. The results presented need neither very precise infor-
mation about the location of the (near) singularities nor a precise knowledge of (near) null
spaces. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let X;Y be (finite- or infinite-dimensional) Banach spaces, let F V K  D 
Rp  X ! Y be a k > 1 times continuously differentiable nonlinear mapping such
that the partial derivative Fu.; u/ of F with respect to u is a Fredholm operator of
index zero. We want to study the solution manifold of F.; u/ D 0 in a neighborhood
of an approximate zero .0; u0/ 2 int.K  D/ of F .
In practice, one often is not interested in the manifold itself, but in a few key
parameters i.; u/. Thus we assume that we are also given a vector valued function
 V K  D ! Rm defining k-times continuously differentiable parameter function-
als i (i D 1; : : : ;m), which we shall call the unfolding functionals, whose behavior
on the solution manifold is of primary interest. (The concept of unfolding used here
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is related to but more general than the factoring through unfolding discussed in [5,
Chapter III.1].)
In practice, the unfolding functionals are chosen such that the behavior of the
solution manifold is reflected by the way the i depend on . In the most widely
studied case p D m D 1, the plot of  against  is called the bifurcation diagram,
and  is chosen intuitively to make the bifurcation diagram a faithful description of
the topology of the solution manifold.
The goal of the paper is to show that one can rigorously reduce the problem of
describing the solution manifold, including its singular or near singular behavior, to
the solution of a low-dimensional problem .;  / D 0, where  D .; u/, with
an appropriately constructed function  defined on a subset of Rp  Rm. We give a
constructively verifiable condition for the unfolding functionals and bounds on the
residuals of the approximate solution that, together, guarantee the existence of  and
of a diffeomorphism between the solution manifold for the original equation and that
for the reduced equation.
This generalizes the well-known Lyapunov–Schmidt reduction technique (see, e.g.,
[3] or [5]), which is concerned with the special case of a singular point of the mani-
fold, whereF.0; u0/ D 0 and detFu.0; u0/ D 0. In contrast to this classical method,
however, our method also works when there is only an imperfect singularity, i.e., when
Fu.; u/ becomes ill-conditioned on the manifold but is never singular, corresponding
to the case when two solution branches come close but do not touch each other.
This is important in view of the Sard–Smale theorem [14, Section 4.18] that states
that bifurcation points are unstable under perturbations in the sense that the set of
perturbations f of norm one for which F.; u/ D "f has no bifurcation point is open
and dense in the unit ball of L2. In contrast to the treatment of imperfect bifurcations
in [4,5], our neighborhoods need not be arbitrarily small (i.e., defining germs) but
can be quite sizeable, since the assumptions of our main result, Theorem 3.1 contain
no tiny quantities.
It is well known that even for perfect (i.e., ordinary, not imperfect) bifurcations
and for finite-dimensional problems, numerical procedures can usually only provide
approximate points on the solution manifold. Moreover, in practical applications,
imperfect bifurcations behave numerically just as perfect bifurcations. Thus, in the
presence of rounding errors (and, in the infinite-dimensional case, discretization er-
rors), it is essential for a mathematically rigorous verification—in the spirit of com-
puter-assisted proofs (see, e.g., [7]) and self-validating methods (see, e.g., [6])—that
one is able to handle the case when F.0; u0/ is small but nonzero, and not to assume
the existence and knowledge of the bifurcation point.
The rigorous verification of solutions of differential equations near a bifurcation
point has found little attention so far, but see [11]. Implementing the results of this pa-
per for the rigorous, self-validating enclosure of bifurcation diagrams of differential
equations is a nontrivial matter, with many additional (numerical) points to consider
and will be discussed elsewhere [8]. This paper is restricted to the discussion of the
underlying theory, using analysis and linear algebra tools.
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2. A fixed point formulation
Our reduction procedure is based on the assumption that we have linear map-
pings A0 V X ! Y , A1 V Rm ! Y; and A2 V X ! Rm such that A0 approximates
Fu.0; u0/ for some pair .0; u0/ 2 int.K  D/ with F.0; u0/  0, and the linear
operator A V X  Rm ! Y  Rm defined by
A

u


VD

A0u C A1
A2u

(1)
is a bijection between the Banach spaces X  Rm and Y  Rm (with norms given by
k(u

k VD kuk C kk), with a bounded inverse
kA−1k 6 : (2)
To see the meaning of this construction, note that, typically, A approximates the
Frechet derivative of
F.; u/ C A1
.; u/ − 

with respect to
(
u


. For a true or an imperfect bifurcation near .0; u0/, the case
of main interest, the Frechet derivative Fu.0; u0/ of F with respect to u is almost
singular in the sense that close to it there is a linear operator A0 with
dim Y= Range A0 D dim Ker A0 D m0 > 0: (3)
By standard perturbation results on Fredholm operators, this is possible if Fu.0; u0/
is a Fredholm operator with index zero.
Proposition 2.1. Let v1; : : : ; vm0 be linearly independent null vectors of A0; and
let w1 ; : : : ; wm0 be linearly independent null vectors of the adjoint A0 V Y  ! X.(i) If A is a bijection; then A2v1; : : : ; A2vm0 are linearly independent and A1w1 ;
: : : ; A1wm0 are linearly independent.(ii) If (3) holds with m0 D m; then; conversely; these conditions imply that A is a
bijection.
Proof. (i) If some linear combination Pm0iD1 iA2vi with real coefficients i vanish-
es, v D Pivi satisfies A(v0 D 0, and since A is a bijection, this forces v D 0. Then
all i D 0 since the vi are linearly independent. Hence the A2vi are linearly inde-
pendent. Similarly if
P
iA

1w

i D 0; then w D
P
iw

i satisfies .w
; 0/A
(
u

 D 0
for all u 2 X;  2 Rm, and since A is a bijection, this forces w D 0. As before, this
implies that the A1wi are linearly independent.
(ii) We need to show that, under the stated conditions, the system
A0u C A1 D v; (4)
A2u D  (5)
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is uniquely solvable for u 2 X;  2 Rm. Now by the Fredholm alternative, A0u D
v − A1 is solvable iff w.v − A1/ D 0 for all w 2 Ker A0. By assumption, this
holds iff
wi Ai  D wi v for i D 1; : : : ;m;
and this system is uniquely solvable for  . The solution u of (4) is then determined
up to a vector v D P ivi in Ker A0, and by assumption, this vector is uniquely fixed
by (5). 
If v1; : : : ; vm0 and w1; : : : ; wm0 span the invariant subspaces corresponding to
the small eigenvalues of Fu.0; u0/ and its adjoint, the qualitative conclusion from
Proposition 2.1 is that we should choose A2 and A1 such that TA2v1; : : : ; A2vm0 U and
TA1w1; : : : ; A1wm0U are m  m0 matrices of rank m0, and the rank should be stable
under perturbations of the size needed to move the small eigenvalues of Fu.0; u0/
to zero.
Thus, in order to make A a bijection we need to choose A1 such that it extends
the range of A0 to Y , and A2 such that it shrinks the null space of A0 to 0. Clearly
this can be achieved only if m > m0, but then it holds for almost all choices for A1
and A2 (i.e., with exception of a set of measure zero), and of course this remains
true also when A0 is not exactly singular. In particular, to avoid a large  in (2), the
number m of unfolding functionals must be (at least) the algebraic number of small
eigenvalues of Fu.0; u0/.
Note that the size of the constant  in (2) depends on the closeness of A1 and A2
to the exceptional set, whence one should choose A1 and A2 far away from the set
of exceptions. Since, in the following, u.0; u0/ needs to be approximately equal
to A2, the above discussion implies a condition for the unfolding functionals.
Practitioners usually know from experience which unfolding functionals give re-
vealing bifurcation diagrams, and for these, A2 VD u.0; u0/ usually has the above
properties. Sometimes, however, an additional (or a different) unfolding functional
must be chosen. This is the case, e.g., when u0 D 0 is a trivial solution, m0 D 1, and
.; u/ D kuk2, since then A2 D u.0; u0/ D 0 has not the required properties. In
such cases, we need to add linear functionals that further reduce the near null space.
Clearly, almost any (in a measure theoretic sense) set of the right number of linear
functionals will work.
From now on, we assume that A is specified by an expression of the form (1) in
such a way that (2) hold. For fixed values of  2 Rp and  2 Rm, we consider the
nonlinear mapping U; V D  Rm ! X  Rm defined by
U;

u


VD

u


− A−1

F.; u/ C A1
.; u/ − :

(6)
Clearly, any fixed point of U; satisfies the equations
F.; u/ C A1 D 0; .; u/ D ; (7)
and the solutions with  D 0 are the solutions of our original problem.
A. Neumaier / Linear Algebra and its Applications 324 (2001) 119–131 123
3. The reduction process
Theorem 3.1. Let  be a positive number such that the ball
B.u0; / VD fu 2 X j ku − u0k 6 g
is in int.D/; and for all u 2 B.u0; / we have
kFu.; u/ − A0k 6 14 ; ku.; u/ − A2k 6
1
4
: (8)
If
kF.; u0/ C A10k 6 4 ; k − .; u0/k 6

4
; (9)
then U; is a contraction in
B.u0; 0/ VD

u


2 X  Rm
 ku − u0k C k − 0k 6 

:
Proof. Let
(
u

 2 B D B.u0; 0/. Then the derivative of U; with respect to (u
is
U0; D I − A−1

Fu.; u/ A1
u.; u/ 0

D A−1

A0 − Fu.; u/ 0
A2 − u.; u/ 0

;
so that
kU0; k 6 kA−1k.kA0 − Fu.; u/k C kA2 − u.; u/k/ 6 12 :
Hence, by the mean value theorem∥∥∥∥∥U;

u


− U;

v

∥∥∥∥∥ 6

1
2

.ku − vk C k − k/ for

u


;

v


2 B:
Thus U; has a Lipschitz constant 12 . Moreover, for the choice v D u0,  D 0, we
find ∥∥∥∥∥U;

u


−

u0
0
∥∥∥∥∥6
1
2
.ku − u0k C k − 0k/ C
∥∥∥∥∥U;

u0
0

−

u0
0
∥∥∥∥∥
6 
2
C
∥∥∥∥∥−A−1

F.; u0/ C A10
.; u0/ − 
∥∥∥∥∥
6 
2
C kA−1k.kF.; u0/ C A10kCk.; u0/ − k/6:
Hence U; is a contraction in B . 
Note that if we apply the theorem for different values of  and  we may take
each time different values for u0 and 0, too. Therefore we may apply the result with
suitable functions
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u0 D Qu.;  /; 0 D Q.;  /:
We now denote by R a maximal simply connected, open set of .;  / 2 K  Rm such
that U; is a contraction in some B.u0; 0/ depending on  and  . By Theorem 3.1,
we can choose R such that .0; .0; u0// 2 R provided that kF.0; u0/ C A10k,
kFu.0; u0/ − A0k and ku.0; u0/ − A2k are sufficiently small. By Banach’s fixed
point theorem, U; has, for each pair .;  / 2 R, a unique fixed point in B; we
denote this fixed point by
(
u.; /
.; /

.
By the implicit function theorem, the mappings u V R ! X and  V R ! Rm de-
fined in this way are k-times continuously differentiable, and they satisfy
F.; u/ C A1 D 0; .; u/ D : (10)
Hence the solution manifold of F.; u/ D 0 near .0; u0/ is given in an implicit
parameterization by
M D


u.;  /
 .;  / 2 R; .;  / D 0

;
i.e., M is the image under  of a reduced manifold R 2 K  Rm given by
R D f.;  / 2 6 j .;  / D 0g:
In particular, in the special case where F.0; u0/ D 0 we find with 0 D .0; u0/
that
u.0; 0/ D u0; .0; 0/ D 0; (11)
and hence .0; 0/ 2 R. However, a virtue of our construction is that it also works
when F.0; u0/ does not vanish, i.e., when no initial point on the manifold is known.
(This is important for verified enclosures, since generally only numerical approxima-
tions to points on the manifold are available.)
We now show that the reduced manifold has the required topological property.
Theorem 3.2. The mapping ’ V R ! X  K defined by
’.;  / D


u.;  /

is a local Ck-diffeomorphism from R to ’.R/. In particular; the solution manifold
M is locally Ck-diffeomorphic to R.
Proof. We first show that
’0.;  / D

I 0
u.;  / u .;  /

has rank p C m. Indeed, suppose that ’0.;  /q D 0 for some q D (x
y
 2 RpCm.
Then x D 0 and u .;  /y D 0. Differentiating the identity
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y D .; u.;  //y
with respect to  gives
y D u.; u.;  //u .;  /y D 0:
Hence q D 0. This proves that U0.;  / has rank p C m, and since R is open and
simply connected, the inverse function theorem (e.g., in the version of [3, Corollary
3.6]) provides the assertion. 
By differentiating we can see that, by Theorem 3.2, the singular behavior of M is
completely reflected in the reduced manifold R. In particular, since by construction
.; u.;  // D ;
the behavior of the parameter vector .; x/ on the solution manifold is described
by the multi-valued function
O./ D f j .;  / 2 R; .;  / D 0g:
Thus, as in classical Lyapunov–Schmidt reduction (see, e.g., [3]) we have reduced
the analysis of singularities of the solution manifold to a low-dimensional problem
.;  / D 0. However, we need neither precise information about the location of
the singularities nor a precise knowledge of null spaces. Moreover, imperfect bi-
furcations do not require a special treatment, and our neighborhoods can be quite
sizeable, since the assumptions of Theorem 3.1 contain no tiny quantities.
In particular, it can be constructively checked whether a specified neighborhood
satisfies requirements (8) and (9), using easily available Jacobian information only;
the global bounds (8) can be evaluated using interval analysis [9] and, for problems
in function spaces, enclosure techniques for solutions of differential equations such
as those in [10] or [13]. In contrast, to get explicit neighborhoods, Golubitzky and
Schaeffer [5, p. 55] need information about bounds for higher derivatives, and they
remark that “usually such estimates are hard to apply”.
4. Computation of the reduced manifold
We now address the question of how to compute the reduced manifold R. Values
of u.;  / and .;  / can be obtained from the iteration
ulC1
lC1

VD

ul
l

− A−1

F.; ul/ C A1l
.; ul/ − 

.l > 0/; (12)
starting with approximations u1 and 1 from a previous calculation (continuation!).
Since U; is a contraction with Lipschitz constant 12 , this iteration converges linear-
ly to
(
u.; /
.; /

with good local convergence factor
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; VD %

A−1

Fu.; u.;  // − A0 0
u.; u.;  // − A2 0

6 1
2
: (13)
Here %.A/ denotes the spectral radius of an operator A.
Suppose, in particular, that F.0; u0/ D 0 and A0 DFu.0; u0/, A2 D u.0; u0/.
Then we see that ; ! 0 for  ! 0 and  ! 0, so that we have fast conver-
gence sufficiently close to u0; and this still holds when F.0; u0/ vanishes only
approximately. Moreover, the form of the iteration shows that in each step one has
to solve system with a fixed linear operator A, thus considerably simplifying the nu-
merical calculations. In practice, (12) is calculated using some kind of discretization.
Then the convergence speed may be a little slower, but as in defect correction meth-
ods (see, e.g., [2]), the final accuracy mainly depends on the accuracy with which the
last residual is computed. In particular, multigrid techniques are applicable.
We now can see the role of the choice of unfolding functionals  (determining
A2 approximately) and A1. A good choice has been made if the resulting A is well-
conditioned, i.e., kA−1k is not large. Indeed, this leads to a larger contraction domain
R (Theorem 3.1) and to a better convergence factor (13). Note that the convergence
factor can (and should) be monitored in practice; it serves to determine whether a
particular choice of  is close to the boundary of R (indicated by slow convergence).
If the solution manifold needs to be explored in a region where the current reduction
leads to slow convergence, it is advisable to use a new starting point u0 in the wanted
region and compute a new reduction with a new A. This amounts to covering the
solution manifold of F.; u/ D 0 with several local patches, each patch being the
image of an appropriate reduced manifold.
To find a local approximation of the parameter manifold R it suffices to compute
a reasonably small number of points u.;  /; .;  /. Then we can approximate
.;  / by fitting a low degree polynomial model Q.;  / to the computed points to
get an approximation
QR D f.;  / 2 R j Q.;  / D 0g (14)
for the parameter manifold near .0; u0/.
To find the approximate parameter manifold it is now sufficient to solve m low
degree equations in m C p variables. This can be done easily for m 6 1. For m > 1
one can use continuation methods adapted to solve singular problems (see, e.g., [1]);
since the computations are low-dimensional and second derivatives are available for
the approximation, the work required is low in comparison with the effort needed
to compute the points used for the fit. Model (14) can also be used to calculate
approximations of singular points, and, used iteratively, to find their precise location.
This provides an alternative to methods quoted in [12].
In principle, all this can be done with rigorous error estimation using Theorem
3.1 and techniques from interval analysis (see, e.g., [6,9,10,13]). Details on how this
can be done efficiently and automatically, and specific examples, will be discussed
in a separate paper [8].
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5. Two examples
We illustrate the general theory with bifurcations from the trivial branch u0 D 0
of a nonlinear eigenvalue problem, first in the finite-dimensional case, then for a
two-point boundary value problem.
Example 5.1. We consider the nonlinear eigenvalue problem
Su D T .u/ .u 2 Rn;  2 R/;
where S 2 Rnn, and T V Rn ! Rn is k > 2-times continuously differentiable with
T .0/ D 0:
Then u0 D 0 is a trivial solution, and we look for a bifurcation from this solution.
We pick an arbitrary value 0 and put
A0 VD Fu.0; u0/ D S − 0T 0.0/:
If 0 is close to a simple eigenvalue of the matrix pencil .S; T 0.0//; then the abso-
lutely smallest eigenvalue of A0 is simple and the right and left eigenvectors v1; w1
satisfy w1v1 6D 0. Hence the matrix
A D

A0 A1
A2 0

with A1 D v1; A2 D w1 ; m D 1
is nonsingular. (If 0 is close to a multiple eigenvalue we need to take m > 1, with
an analogous treatment.)
If we define
.; u/ D A2u;
the fixed point equation of U; defined by (6) can be rewritten as
u


D A−1

. − 0/T .u/ C 0
(
T .u/ − T 0.0/u


: (15)
By Theorem 3.1 and the implicit function theorem, the solution is k-times contin-
uously differentiable in ;  . In particular, for  D 0 C O."/;  D O."/ we have
u D O."/ and
T .u/ D T .0/ C T 0.0/u C O."2/;
. − 0/T .u/ C 0.T .u/ − T 0.0/u/ D O."2/:
Hence (15) gives
u


D 

u1
1

C O."2/;
where
A

u1
1

D

0
1

:
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In particular, u D u1 C O."2/,
T .u/ D T 0.0/u C 
2
2
T 00.0/u1 C O."3/;
. − 0/T .u/ C 0
(
T .u/ − T 0.0/u
D . − 0/T 0.0/u1 C 0 
2
2
T 00.0/u1 C O."3/;
and (15) gives

u


D 

u1
1

C . − 0/

u2
2

C  2

u3
3

C O."3/;
where
A

u2
2

D

T 0.0/u1
0

; A

u3
3

D
 1
20T
00.0/u1
0

:
We, therefore, have
.; / D 

1 C . − 0/2 C 3 C O. 2 C . − 0/2/

: (16)
Thus by solving three linear systems with the same coefficient matrix A, we obtain
a local quadratic approximation for .; /. By repeating the same process, higher
order terms can be found from additional linear systems with coefficient matrix A.
Note that in the special situation treated (bifurcation from a trivial solution), 
must be a factor of .; / since, independent of , we have  D 0 for the trivial
solution u D 0,  D 0.
Relation (16) implies that when j1j  j3j, the equation .; / D 0 has a second
solution
 D −1=3 − . − 0/2=3 C O.. − 0/2 C .1=3/2/
corresponding to a nonlinear branch. If j1j  j2j, so that O is still in the region
where the expansion is valid, this branch crosses the trivial branch  D 0 at approx-
imately O D 0 − 1=2.
On the other hand, if j2j  j1j  j3j, it is possible that this branch actually
never crosses although it comes close to the trivial branch and then wanders off
again. This corresponds to an imperfect bifurcation near 0. Both cases are illustrated
in Fig. 1.
We see from Example 5.1 that one would like to model u.;  / and .;  / at
least by a quadratic (and probably even by a cubic) in  − 0 and  − 0. For the
case m D p D 1 this requires up to 6 (in the cubic case up to 10) terms that can be
calculated as in the example by Taylor expansion and the solution of some linear
systems with coefficient matrix A.
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Fig. 1. Some possible zero sets of .; / D .1 C 2 C 3 C  2 C 2/ (horizontal axis: , vertical
axis:  ).
For operator equations the same approach works, though one now has to solve
instead linear operator equations with different right-hand sides.
Example 5.2. To illustrate the effect of the choice of A1 and A2 on the norm of
A−1, we consider the nonlinear eigenvalue problem
Ru.t/ − f .u.t// D 0 for t 2 X VD T−; U;
u.−/ D u./ D 0; (17)
where f 2 C1.R/ satisfies
f .0/ D 0; f 0.0/ D 1:
For every  2 R, (17) has the trivial solution u0 D 0. Nontrivial solutions branch off
at the eigenvalues of the linearized problem, here at  D k2 .k D 1; 2; : : :/. We look
at some arbitrary 0 D !2, ! 2 R n Z.
Problem (17) can be posed as finding zeros of the nonlinear operator F V R 
X ! Y defined by
F.; u/ D Ru C f .u/;
where
X D fu 2 C2;1.X/ j u.−/ D u./ D 0g; Y D C0;1.X/:
We shall consider the unfolding functional
 D u./
at a point  to be chosen later (in (20)), and take A0 D Fu.0; u0/; A2 D u.0; u0/.
Thus
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A0u D Ru C !2u;
A1 D g;
A2u D u./;
with some function g.t/ to be chosen later. The equation A
(
u

 D (v


then becomes
Ru C !2u D v − g;
u.−/ D u./ D 0;
u. / D :
(18)
In this example, the inverse operator can be calculated explicitly using Fourier series;
in general, this would not be the case. We expand v and g into Fourier series,
v D
X
ak cos kt C
X
bk sin kt;
g D
X
ck cos kt C
X
dk sin kt
(with sums going from k D 0 to 1), and find for ! =2 Z the following expansion for
u:
u D
X
.−1/k ak − ck
!2 − k2

cos kt
cos k
− cos !t
cos !

C
X bk − dk
!2 − k2 sin kt: (19)
Now suppose that ! is close to some integer k0 6D 0. Then the terms in (19) are well
behaved, with exception of the term .bk0 − dk0/=.!2 − k20/  sin k0t . The unfolding
equation u./ D  must render this term harmless, and this is the case if  is chosen
such that
jdk0 sin k0 j  0: (20)
Indeed, then the sum in (19) can take the (small) value  for t D  only when bk0 −
dk0 is of the order dk0.!2 − k20/. And then   bk0=dk0 is harmless, too. Thus we
see that A−1 is well behaved iff (20) holds.
This is a requirement on A2 since it says that the evaluation A2u D u./ must not
be taken too close to a multiple of =k0, and a requirement on A1, requiring that
the basis function g with A1 D g contains a significant contribution of sin k0t ,
the eigenfunction of the linearized problem near 0 D !2. (Note that this problem is
self-adjoint, and in more general problems, the relevant eigenfunction is that of the
adjoint problem, cf. Proposition 2.1!)
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