We propose a spatio-temporal dependent process with normal marginal distributions. We study its properties and characterise the dependence induced. We further use this construction as a prior distribution for spatio-temporal varying coefficients regression models. We illustrate the performance of our proposal with a study of climate change impact on morbility of some diseases in Mexico.
Introduction
The Mexican National Institute for Ecology and Climate Change (INECC) wants to study the impact of climate change in the health sector in Mexico. In particular, they want to characterise the effect of climate change variables, as pluvial precipitation and temperature, on the morbidity of gastrointestinal and respiratory diseases. The study is for each of the 32 states of Mexico and for each month in a window of five years.
Such a study lies with in the scope of disease mapping methods (Lawson, 2009 ). These methods aim to describe and quantify spatial, and sometimes temporal, variation in disease risk, including the identification of patterns of possible association between neighbours in a certain region. As a result of a disease mapping study, it is possible to determine areas, and times, of high and low risk in order to contribute to the disease aetiology.
Most disease mapping models usually belong to the family of generalized linear mixed model, being the Poisson likelihood the most popular choice. If we denote by η i,t an appropriate tranformation of the disease (mortality or morbidity) rate for individual (area or location) i at time t, then the typical specification has the form (e.g. Torabi and Rosychuk, 2010) η i,t = β x i,t + θ i,t , where the first part corresponds to the fixed effects, driven by covariates, and the second to the random effects. The random effects are, in turn, expressed in terms of spatial effects, temporal effects and sometimes interaction (spatio-temporal) effects.
To be specific θ i,t = α i + δ t + ξ i,t . Spatial dependencies {α i } are routinely incorporated into the covariance structure through normal conditionally auto-regressive (CAR) specifications (Besag et al., 1991; Banerjee et al., 2003) . Temporal dependencies {δ t } are captured by first order autoregressive (or dynamic) normal models (Waller et al., 1997) . For the interaction effect, proposals are ξ i,t = ξ i t or ξ i,t = ξ i (t), where ξ i is a spatial (CAR) model and ξ i (t) is a temporal spline function for each individual i (e.g. MacNab and Dean, 2001) .
Random effects are also assumed to be contaminated by observational noise (Best et al., 2005) , or to include seasonal effects (Torabi and Rosychuk, 2010) . Multivariate CAR models for the random effects have also been proposed in survival data (Jin and Carlin, 2005) .
Posterior inference of disease mapping models under a Bayesian approach were optimised using integrated nested Laplace approximations (Schrödle and Held, 2010) . Additionally, Goicoa et al. (2018) studied identifiability constraints in these kind of models.
Instead of placing temporal and spatial associations into random effects, they can also be incorporated into the regression coefficients. In other words, the linear predictor would be η i,t = β i,t x i,t , where β i,t is a set of spatio-temporal varying coefficients. Within this setting, Choi et al. (2012) assumed spatial clusters in which each has a set of homogeneous time-varying coefficients. In contrast, Cai et al. (2013) generalised parametric to non para-metric spatial specifications by considering an area-specific Dirichlet process prior. Under a Bayesian framework, the spatial or spatio-temporal formulations provide easy borrowing of information across the whole study region and across time to provide efficient smooth estimates of the overall spatio-temporal risk patterns as well as variance reduction through the use of shrinkage estimators.
In this work we introduce a novel spatio-temporal dependent process through a hierarchical model that relies on latent variables. The process has normal marginal distributions and we use it as a prior distribution for spatio-temporal varying coefficients β i,t in a generalised linear regression framework. We use our proposal to identify space and time variations in our motivating study of the impact of climate variables in the morbidity of gastrointestinal and respiratory diseases.
The contents of the rest of the paper is as follows: In Section 2 we introduce our spacetime dependent process and study its association properties. In Section 3 we define the framework of generalised linear regression models with time-varying coefficients and obtain the corresponding posterior distributions when we use our space-time process as prior distribution. Section 4 contains a detail study of the climate change impact on the morbidity of some diseases in Mexico. We conclude with some remarks in Section 5. dependence of order q > 0, ∂ i,t would be the set of indexes {(i, t − q), . . . , (i, t − 1), (i, t)}, whereas for a spatial dependence, ∂ i,t would be the set of actual neighbours of any order plus the current index i at a fixed time t, that is ∂ i,t = {(j, t) : j ∼ i ∪ j = i}, where "∼" denotes spatial neighbour. In general ∂ i,t can include both space and time neighbours of any order. Note that spatial neighbours are reciprocal, that is, i ∼ j iff j ∼ i, whereas temporal neighbours are directed, that is, s → t does not imply that t → s, because we want a specific time t to depend on a lagged time s.
For each individual i at time t we require a latent parameter γ i,t , plus a unique parameter ω. Then our proposal for the distribution of β = {β i,t } is defined through a three level hierarchical model of the form
where m 0 ∈ IR, c 0 > 0 and c i,t > 0 for i = 1, . . . , n and t = 1, 2, . . . are known hyperparameters. We denote construction (1) as ST N (m 0 , c 0 , c), where c = {c i,t }. Parameters {c i,t } determine the importance of location (i, t) in the definition of the net, and thus the degree of dependence among {β i,t }. Properties of this construction are given in the following proposition.
Proposition 1 Let β ∼ ST N (m 0 , c 0 , c), that is {β i,t } for i = 1, . . . , n and t = 1, 2, . . .
is a set of parameters whose joint distribution is defined by (1). Then, β i,t ∼ N(m 0 , c 0 ) marginally for all i and t. Moreover, the correlation between any two β i,t and β j,s is given by
Proof To prove the marginal distribution we note that, conditionally on ω, dropping the summation indexes, c j,s γ j,s | ω ∼ N (ω c j,s , 1/( c j,s )) and marginalising ω we get c j,s γ j,s ∼ N (m 0 c j,s , c 0 /{( c j,s )(c 0 + c j,s )}). Now relying on conjugacy properties of the normal model, or simply marginalising γ from the first equation of (1), we obtain the result. To obtain the correlation, we first obtain the covariance using conditional expectation properties and then standardise it using the marginal variance.
The correlation expression in Proposition 1 has a nice interpretation, the first term in the numerator is a function of the common parameters c k,r that appear in the definition of both β i,t and β j,s and the second is a function of all dependence parameters in each β i,t and β j,s .
In other words, two locations that share the same neighbours will have a higher correlation, even though they are not direct neighbours. Additionally, a larger value of c i,t for location (i, t) will make the correlation larger for all pairs of locations that share the same latent γ i,t , therefore c i,t can also be seen a measure of the importance of location (i, t) in the whole network.
Regression models
Let Y i,t be a response variable and X i,t = (X i,t,1 , . . . , X i,t,p ) a set of p covariates for individual i at time t, for i = 1, . . . , n and t = 1, 2, . . . , T . We consider a generalised linear model framework (e.g. McCullagh and Nelder, 1989) , so that the response variable Y i,t , conditionally on the explanatory variables X i,t , has a density f (y i,t | x it ) which is a member of the exponential family.
We model the conditional expectation in terms of the explanatory variables as E(Y i,t |
is an appropriate link function and η i,t is a linear predictor, which for static coefficients has the form η i,t = α + β x i,t . We introduce a space-time dynamic in the regression coefficients and define the linear predictor as
To state the prior for the model parameters we expand the inner product in the linear predictor and write η i,t = α + β i,t,1 x i,t,1 + · · · + β i,t,p x i,t,p and take α ∼ N(m α , c α ) for the intercept and for the regression coefficients of each explanatory variable k we take a normal space-time processes, that is, β k = {β i,t,k } ∼ ST N (m 0 , c 0 , c) defined by (1), independently for k = 1, . . . , p.
The likelihood for the regression model is simply f (y | x) = i t f (y i,t | x i,t ), and the joint prior for all parameters, including the latent ones, has the form
To specify the posterior distributions induced, let us consider a normal regression model of the form
for i = 1, . . . , n and t = 1, . . . , T , where µ(x i,t ) = η i,t is the mean defined by an identity function of the linear predictor (2), and τ i,t is the precision parameter. In this case, the conditional posterior distributions are:
where i,t is the set of reversed neighbours, that is, the set of pairs (j, s) such that (i, t) ∈ ∂ j,s , for i = 1, . . . , n, t = 1, . . . , T and k = 1, . . . , p.
Finally, we assume τ i,t = τ i to have a common precision along time for each individual i.
If we further take τ i ∼ Ga(a 0 , b 0 ) a-priori then its conditional posterior distribution has the
Posterior inference of the model parameters relies on a Gibbs sampler (Smith and Roberts, 1993 Since the information of all specific diseases is not available for the same years, we will concentrate on a window of five years, from 2011 to 2015 (60 months) for the two disease groups. Additionally, we will require two more variables, the percentage of illiterate people as a poverty indicator, to capture the trend, and the population size (number of inhabitants)
as an offset.
We now apply our Bayesian regression model with spatio-temporal varying coefficients to the motivating study of climate change impact on morbidity of gastrointestinal and respiratory diseases in Mexico mentioned in Section 1.
To state the model we define variables: Y i,t = log (N i,t /P i,t ) is the morbidity rate (in log scale), where N i,t is number of disease cases and P i,t is the population size; X i,t,1 is the average pluvial precipitation (in log scale); X i,t,2 is the average temperature (in log scale); and X i,t,3 is the percentage of illiterate people (in log scale), for state i = 1, . . . , n and month t = 1, . . . , T , with n = 32 and T = 60. The maximum temperature will not be used in the model due to a high correlation with the average temperature. The model is therefore as in equations (2) and (3) with p = 3 and τ i,t = τ i .
Considering the 32 states and the 60 months we have around 28 million cases registered in the gastrointestinal group and 133 million cases in the respiratory group. From this total, the percentage of cases for each state is presented in Figure 1 . We produced this graph for both, the gastrointestinal and the respiratory groups, however they were almost identical, confirming that the number of cases is a function of the number of people at risk (population size). Therefore we only present the graph for the gastrointestinal group. The largest state, and thus the state with the largest proportion of cases, is the State of Mexico (i = 15) with around 11% of the cases, followed by Mexico City (i = 9) with around 7% of the cases.
The smallest states, in terms of population size are Baja California Sur (i = 3) and Colima (i = 6), which present the smallest proportion with less than 1% of the cases.
The variables involved in the model are presented in Figure 2 as time series. In the panels we show Y i,t for the gastrointestinal and respiratory groups (top row), and the three explanatory variables X i,t,k for k = 1, 2, 3 in the bottom row. Apart from the illiteracy proportion (bottom right panel) which shows a decreasing tendency, the rest of the variables present a 12 months seasonal pattern. We also note that the log rates for gastrointestinal and respiratory groups are shifted a period of 6 months. This is explained by the fact that respiratory infections have a peak in the winter, whereas gastrointestinal cases occur more often in the summer.
To specify the model, we consider different definitions of neighbours: (s) only spatial neighbours of individuals at the same time, where ∂ (s)
i,t ; and (s × t) interaction of spatial and temporal dependence or order q, that is, the spatial neighbours are neighbours for
we took temporal neighbours of order q ∈ {3, 6} to compare, and spatial neighbours given by the geographical adjacencies of the 32 states of Mexico, which is included in, for example, 
for i = 1, . . . , n and t = 1, . . . , T . Finally these values are summarised to define LPML =
. Larger values of this measure are preferable. For comparison purposes, we also considered two additional models: Model 0, which assumes a different regression coefficient for each individual i but common for all times t.
In notation, the linear predictor for this model is η i,t = α + β i x i,t and the precision is τ i ; and model 00 that assumes a common regression coefficient for all individuals i and for all times t. This is obtained with linear predictor η i,t = α + β x i,t and precision τ . For these two models we took N(0, 0.01) independent prior distributions for all parameters α, β i,k and β k , respectively, and Ga(0.01, 0.01) priors for the precisions τ i and τ , respectively. Table 1 contains the LPML values for the 21 different versions of our model, plus the LPML of models 0 and 00, all fitted to both datasets, gastrointestinal and respiratory.
Additionally, Table 1 reports the median size of the neighbourhoods, med|∂ i,t |, that define each model. For spatial models (s) the neighbourhood size ranges from 2 to 9, so the median size reported is 5. For temporal models (t) the exact neighbourhood size is q + 1.
For both datasets, the worst model is model 00, however model 0 is better than some versions of our space-time model. In general we note that models with larger dependence parameters c i,t equal to 50 or 100 achieve better fitting in models with small neighbourhood size, which is the case for spatial (s), temporal (t), and spatial plus temporal (s + t) models.
However, for models with space-time interaction (s × t), which have larger neighbourhood size, the smaller value c i,t = 10 is preferred. In other words, as the number of neighbours increases, both datasets prefer models with smaller values of the dependence parameters.
Considering the best spatial model (s) with c i,t, = 50, we obtain a better fit than model 0, for gastrointestinal data, but a worst fit for respiratory data. This tell us that, somehow, gastrointestinal diseases are more spatial dependent than respiratory diseases. On the other hand, the best temporal model (t) for gastrointestinal data is obtained with a lag of order q = 3 and a dependence parameter c i,t = 100, whereas for respiratory data it is obtained with q = 6 and c i,t = 50. In both cases, the best temporal model is better than model 0.
Now, comparing the space and time models (s + t) and (s × t), the former achieves better fit. In fact, for both datasets the best model, overall, is obtained with a neighbourhood that considers spatial plus order q = 6 temporal neighbours, and a parameter c i,t = 50. In other words, the best model is choosing a neighbourhood structure for the pair (i, t) that depends on the same state i in the previous 6 months and on the geographical adjacent states for the same time t. This model has a median neighbourhood size of 11 and obtains a LPML statistic of 974, for the gastrointestinal data, and of 982 for the respiratory data.
For reference purposes, posterior 95% credible intervals (CI) for the model parameters under model 00 are: α ∈ (−7.91, −7.59), β 1 ∈ (−0.018, −0.006), β 2 ∈ (0.79, 0.91), β 3 ∈ (−0.18, −0.13), for gastrointestinal data; and α ∈ (−2.44, −2.04), β 1 ∈ (−0.04, −0.03), β 2 ∈ (−0.57, −0.44), β 3 ∈ (−0.04, 0.01), for respiratory data. From these numbers we can say that pluvial precipitation (X 1 ) has a negative effect in both disease groups, whereas temperature (X 2 ) has a different effect, it is positive for gastrointestinal data and negative for respiratory data, which makes sense. Finally, the percentage of illiterate people (X 3 ), has a negative effect for gastrointestinal disease, and shows no effect for respiratory disease.
Since the percentage of illiterate people shows a decreasing trend in time, a negative effect means that gastrointestinal cases have a positive trend in time.
Interpreting the coefficients for the best models in both datasets, posterior 95% CI for the intercept are: α ∈ (−7.74, −7.29) for the gastrointestinal data; and α ∈ (−2.44, −2.05)
for the respiratory data. These values are in accordance with those obtained from model 00. Figure 3 contains posterior estimates for the precisions τ i , i = 1, . . . , 32, where the dots correspond to the mean and the vertical lines to 95% CI. The left panel corresponds to gastrointestinal data and the right panel to respiratory data. In both diseases point estimates for the precisions lie between 100 and 250 with some exceptions, Jalisco (i = 14) in the gastrointestinal case, and Baja California (i = 2) in the respiratory case, whose precision is lower.
For the gastrointestinal data, posterior estimates of β 1 are shown in Figure 4 , where we include 32 panels, one for each state, with time series for t = 1, . . . , 60. Reported are point estimates (solid line) and 95% CI (dotted lines). We can see that the estimates are not constant and vary across i and t. However, the effect of pluvial precipitation is manly no significant since most CI's contain the value of zero, with some few exceptions for specific states and specific times. On the other hand, Figure 5 reports posterior estimates of β 2 .
Again, the estimates are nor constant, and for all states and times, posterior CI's only contain positive values, implying a positive significant effect of temperature. For all states, posterior means have values between 0.7 and 0.8, which is consistent with the common effect of model 00. For some states, the effect fluctuates more, as is the case of Sonora (i = 26), and for some others the effect is more steady, as is the case of Tabasco (i = 27). Finally, Figure 6 includes posterior estimates of β 3 , loosely speaking we can say that the effect of the illiteracy indicator is negative significant for all states, perhaps for some states the credibility should be 90% instead of 95%. The point estimates lie between −0.1 and −0.2, which is also consistent with the common effect of model 00.
For the respiratory data, posterior estimates of β 1 are included in Figure 7 . There are only three states with a negative significant effect of pluvial precipitation for all months, these are Chiapas (i = 7), Puebla (i = 21) and Veracruz (i = 30). For other states like the State of Mexico (i = 15) and San Luis Potosi (i = 24), only the rain season (July and August) show a negative significant effect. For the rest of the states there is no effect. Posterior estimates of β 2 are shown in Figure 8 . It is clear that the temperature has a negative significant effect for all states and all months. Posterior means lie between −0.5 and −0.6, consistent with the common effect estimate of model 00. Finally, posterior estimates of β 3 are given in Figure 9 . For most states there is no significant effect of the illiteracy indicator, perhaps the exceptions are Hidalgo (i = 13) and Zacatecas (i = 32) which show a positive significant effect, implying that there is a negative trend in the rates.
Concluding remarks
We have proposed a space-time dependent process with normal marginal distributions which we use in this paper as a prior distribution for the coefficients in a regression model. The flexibility of the prior is huge and allow us to identify individuals and times where the explanatory variable shows a significant effect, as was the case in the study of gastrointestinal and respiratory diseases in Mexico.
Other use of our space-time process is to model responses with spatial and temporal dependence. In this case the model would be used as a sampling distribution (likelihood) instead of a prior.
An alternative construction to define a spatio-temporal process that gives a different strength to each connection is the following. Instead of defining a latent parameter for each location (i, t), we define a latent parameter for each connection. That is, if location (i, t)
is "neighbour" of location (j, s), in notation (i, t) ∼ (j, s), then we define a latent γ i,t j,s . Of course we do require a symmetry condition such that γ i,t j,s ≡ γ j,s i,t . Thus, a second proposal for the distribution of β is
where m 0 ∈ IR, c 0 > 0 and c j,s i,t > 0 if (i, t) ∼ (j, s), and c j,s i,t = 0 otherwise, similarly γ j,s i,t = 0 with probability one if (i, t) ∼ (j, s), for i, j = 1, . . . , n and t, s = 1, 2, . . .. Now, parameters c = {c j,s i,t } determine the strength of dependence between locations (i, t) and (j, s). Properties of this second construction can also be obtained and are given in the following proposition.
Proposition 2 Let β ∼ ST N 2 (m 0 , c 0 , c), that is {β i,t } for i = 1, . . . , n and t = 1, 2, . . .
is a set of parameters whose joint distribution is defined by (4). Then, β i,t ∼ N(m 0 , c 0 ) marginally for all i and t. Moreover, the correlation between any two neighbours β i,t ∼ β j,s is given by
Proof The prove is analogous to the proof of Proposition 1. Since ∂ i,t ∩ ∂ j,s only contains the link variable (parameter) γ i,t j,s (c i,t j,s ), we get the first term in the numerator.
It is clear now from the correlation expression in Proposition 2 that a larger value of c i,t j,s will induce a larger association between neighbours β i,t and β j,s . Although the pairwise dependence is more flexible due to the existence of a linking parameter c i,t j,s , the correlation between two regions that are second order neighbours (i.e., are not neighbours but share a common neighbour) will be a lot less than that induce by the first proposal (1). Point estimates (solid line) and 95% CI (dotted line).
