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ABSTRACT
Instructors in electrical and computer engineering and in computer science
have developed innovative methods to teach digital logic circuits. These
methods attempt to increase student learning, satisfaction, and retention.
Although there are readily accessible and accepted means for measuring sat-
isfaction and retention, there are no widely accepted means for assessing stu-
dent learning. Rigorous assessment of learning is elusive because differences
in topic coverage, curriculum and course goals, and exam content prevent di-
rect comparison of two teaching methods when using tools such as final exam
scores or course grades. Because of these difficulties, computing educators
have issued a general call for the adoption of assessment tools to critically
evaluate and compare the various teaching methods.
Science, Technology, Engineering, and Mathematics (STEM) education re-
searchers commonly measure students’ conceptual learning to compare how
much different pedagogies improve learning. Conceptual knowledge is often
preferred because all engineering courses should teach a fundamental set of
concepts even if they emphasize design or analysis to different degrees. In-
creasing conceptual learning is also important, because students who can
organize facts and ideas within a consistent conceptual framework are able
to learn new information quickly and can apply what they know in new
situations. If instructors can accurately assess their students’ conceptual
knowledge, they can target instructional interventions to remedy common
problems. To properly assess conceptual learning, several researchers have
developed concept inventories (CIs) for core subjects in engineering sciences.
CIs are multiple-choice assessment tools that evaluate how well a student’s
conceptual framework matches the accepted conceptual framework of a dis-
cipline or common faulty conceptual frameworks.
We present how we created and evaluated the digital logic concept inven-
tory (DLCI). We used a Delphi process to identify the important and difficult
ii
concepts to include on the DLCI. To discover and describe common student
misconceptions, we interviewed students who had completed a digital logic
course. Students vocalized their thoughts as they solved digital logic prob-
lems. We analyzed the interview data using a qualitative grounded theory
approach. We have administered the DLCI at several institutions and have
checked the validity, reliability, and bias of the DLCI with classical testing
theory procedures. These procedures consisted of follow-up interviews with
students, analysis of administration results with statistical procedures, and
expert feedback. We discuss these results and present the DLCI’s potential
for providing a meaningful tool for comparing student learning at different
institutions.
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CHAPTER 1
INTRODUCTION
While engineering educators are developing a number of new creative and
powerful methods that provide instructors with quick and insightful feedback
to assess student learning in the classroom [1, 2], there are relatively few
validated, reliable cross-institutional assessment tools. As a result, there
is currently no easily accessible tool to rigorously compare how these new
practices are affecting student learning between institutions or cohorts.
Computer science and engineering education is no exception. Because of
this lack of assessment tools, computing educators have issued a general
call for the adoption of assessment tools to critically evaluate computing
education research [3–7].
The development of these assessement tools is difficult, because they must
be applicable to curricula at different institutions, and they must provide
reliable measures in these varied contexts. Although it is difficult to develop
tools for assessing student learning in computing, the payoff can be large [5].
If we can create learning assessment tools that are broadly applicable, we
can easily and reliably compare different pedagogies, and consequently we
can develop best practices for teaching computing. Furthermore, assessment
tools can motivate curricular improvements, because they permit educators
to compare the effectiveness of their current practices with these best prac-
tices.
The potential for good assessment tools is clear from the influence of the
Force Concept Inventory (FCI), a multiple-choice test that forces students
to choose between the Newtonian concept of force and common misconcep-
tions [8, 9]. In the last two decades, the teaching of introductory college
physics has undergone a revolution that has been both motivated and guided
by the FCI [10]. The FCI demonstrated that even students who had ex-
celled on conventional examinations failed to correctly answer the simple,
conceptual questions on the FCI. This failure exposed fundamental flaws in
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physics instruction. The results of administrations of the FCI to thousands
of students led physics instructors to develop and adopt “interactive engage-
ment” pedagogies [9]. Due to the impact of the FCI, “concept inventory”
(CI) tests are being developed for a number of science and engineering fields
(e.g., [6, 11–17]).
CIs are intended to assess only students’ conceptual understanding. CIs are
effective because when instructors assess students’ conceptual understanding
accurately, they can identify where their instruction has failed and adjust
their instruction to enhance learning for future students. Increasing concep-
tual learning should be a central goal of instruction, because when students
can organize facts and ideas within a consistent conceptual framework, they
can learn new information quickly and can more easily apply what they know
to new applications [18].
We hope to replicate the physics education revolution in computing educa-
tion through the development of CIs for computing courses. This dissertation
presents the development of the digital logic concept inventory (DLCI) [19].
The DLCI is being concurrently developed with CIs from two other intro-
ductory computing subjects: programming fundamentals (CS1) [20] and dis-
crete mathematics. The DLCI will measure how much a student’s conceptual
framework in digital logic matches the accepted disciplinary framework.
The process for developing a CI is often described as a three- to five-step
process [11, 17, 21]. We present our CI development model (see Figure 1.1)
which is a synthesis of these other development models.
1.1 Definition of a CI and the Development Model of a
CI
To better situate this dissertation, we first dispel some common misconcep-
tions about the use and purpose of CIs. We define what a CI is and is not.
A CI is a short multiple-choice test that can classify an examinee as some-
one who thinks in accordance with accepted conceptions in a discipline or in
accordance with common misconceptions [17].
A CI is a standardized test. It must meet the demands of statistical anal-
ysis and be broadly applicable to many programs. A CI covers each concept
multiple times to strengthen the validity and reliability of measurement. This
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Figure 1.1: Flowchart for the development of the DLCI.
requirement contrasts with a typical classroom exam, which may cover each
concept only once during the exam. To be considered a successful instrument,
a CI must also be approved by content experts and be widely adopted.
A CI is not a comprehensive test of everything a student should know
about a topic after instruction. CIs selectively test only critical concepts of a
topic [17]. If students demonstrate faulty understanding of these critical con-
cepts, then it is reasonable to believe that they have a faulty understanding
of all other concepts of the topic. For example, the FCI tests only a student’s
knowledge of force, whereas a course in mechanics might cover topics such
as inertia, momentum, and energy [8].
A CI may complement but not replace a final examination, because a CI
is not comprehensive.
A CI is not a teacher evaluation. CIs are intended to measure the effec-
tiveness of teaching methods independent of teacher qualifications [6, 8]. As
such, a CI can stimulate the adoption of new pedagogies because it provides
an objective measure to compare pedagogies.
A CI evaluates students’ conceptual knowledge. For example, the DLCI
measures how much a student’s conceptual framework matches the accepted
conceptual framework of the discipline. It does not evaluate students’ skills,
design skills, analytical skills, or interpersonal skills.
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1.1.1 Step 1: Choosing concepts
CI developers must carefully choose which concepts will be assessed in a CI
to ensure appropriate content validity. To create a standardized, validated
assessment tool, domain experts must widely acknowledge that the tool as-
sesses what it claims to assess. By soliciting the opinions of experts from
the beginning of our development process, we can show that our CI assesses
core concepts and establish that our CI has appropriate content validity [22].
By selecting a set of concepts that is included in most courses, we can also
encourage the adoption of the CI at many institutions.
A CI is typically administered as both a pre-test at the beginning of a
course and a post-test at the end, to measure the conceptual “gain” created
by instruction. A CI measures this gain without comprehensively testing all
significant course topics, but it provides a quick snapshot of students’ beliefs
about core concepts of a discipline. For example, many CIs contain between
20 and 30 multiple-choice questions. As a result, the scope of the test must be
determined carefully to include an indicative subset of core concepts that are
important and that distinguish courses that help students develop a strong
conceptual understanding from those that do not. This subset of concepts
must be viewed as important, difficult, and central by the instructors, so
they will adopt the CI.
1.1.2 Step 2: Identifying misconceptions
While instructors can often identify the topics that students struggle to un-
derstand, their knowledge can sometimes be incomplete or inaccurate. For
example, the FCI revealed that students struggle to learn the force concept
much more than their instructors initially believed [8]. Instructors also may
not fully know which misconceptions are prevalent among their students or
even how students misunderstand core concepts. Students must be inter-
viewed to determine which topics are truly difficult and why students fail
to understand these core concepts correctly. If possible, these interviews
should catalogue specific, identifiable misconceptions about standard prob-
lems in the discipline. Previous work suggests that only students can provide
reliable information about their misconceptions [23].
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1.1.3 Step 3: Write concept inventory items and draft the
concept inventory
Using data from Step 2, CI developers should construct multiple-choice ques-
tions (items) whose incorrect answers (distracters) correspond to students’
common misconceptions. Developers should construct a CI from these items.
For the sake of the reliability of the CI, they should ensure that the CI tests
every concept multiple times [17]. After writing this initial CI, the CI should
be refined and validated through two feedback cycles: the student feedback
cycle and the expert feedback cycle.
1.1.4 Step 4: Student feedback cycle
The student feedback cycle progresses through the outer loop of the develop-
ment model (see Figure 1.2). CI developers should administer the DLCI to
students and analyze the quality of the CI through follow-up interviews and
statistical analysis. The follow-up interviews should assess the clarity of the
item prompts and answer choices, determine whether students choose wrong
answers because they possessed the misconception that the wrong answer
represented, and find more misconceptions. Statistical analysis should quan-
tify the reliability of the CI, assess the prevalence of various misconceptions,
and explore the data for differences in performance between sample popula-
tions. The CI should be revised and improved based on these analyses before
repeat administrations.
Figure 1.2: Student feedback cycle for the development of the DLCI.
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1.1.5 Step 5: Expert feedback cycle
The expert feedback cycle progresses through the inner loop of the develop-
ment model (see Figure 1.3). Experts provide feedback on the content of the
CI as a whole as well as feedback on individual items. This feedback cycle is
critically important because it provides the evidence for the validity of the
CI. By providing evidence of the CI’s validity, we position the CI to become
a rigorous research instrument.
Figure 1.3: Expert feedback cycle for the development of the DLCI.
1.2 Organization of the Dissertation
This dissertation begins with a literature review about the development of
CIs and the misconceptions research that led to their creation (see Chap-
ter 2). Chapter 3 describes how we collected experts’ opinions about the
importance and difficulty of various digital logic concepts in order to choose
which concepts would be included on the DLCI (Step 1). A conference pa-
per [24] and a journal article [25] present the full details of this portion
of the study. Chapter 4 describes the methodology we used to investigate
misconceptions. Chapter 5 describes students’ misconceptions about num-
ber representations: A preliminary form of Chapter 5 appeared at a con-
ference [26]. Chapter 6 describes students’ misconceptions about Boolean
logic: A preliminary form of Chapter 6 appeared at a conference [27] and has
been submitted for journal publication [28]. Chapter 7 describes students’
misconceptions about Medium-Scale Integrated (MSI) circuits: A version of
Chapter 7 will appear in IEEE Transactions on Education [29]. Chapter 8
describes students’ misconceptions about state and sequential circuits: A
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preliminary form of Chapter 8 appeared at a conference [30] and will appear
in IEEE Transactions on Education [31]. Chapters 5 through 8 describe the
misconceptions that were used to create the DLCI (Step 2). Chapter 9 de-
scribes Steps 3-5 and provides evidence that the DLCI is a reliable and valid
research instrument: Preliminary data and analysis for this chapter can be
found in three conference papers [19, 32, 33]. The dissertation concludes by
providing reflections on the development of the DLCI and offering suggestions
for future research and implications for instruction.
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CHAPTER 2
MISCONCEPTIONS AND THE
DEVELOPMENT OF CONCEPT
INVENTORIES
Instructors in science, technology, engineering, and mathematics (STEM)
often notice that students can solve highly complex problems through means-
end analysis but have no conceptual understanding of what they are doing.
Wollman comments that “it is possible, therefore, to develop such skills as
graphing or solving simultaneous equations without developing skill in using
algebra to describe and predict natural phenomena [34].” Clement (1982)
similarly asserts that “it appears that these students have developed special-
purpose translation algorithms which work for many textbook problems, but
which do not involve anything that could reasonably be called a semantic
understanding of algebra [35].” Similar observations have been made by
engineering education researchers. Wage et al. observe
Classroom experience suggests that students who do not under-
stand a concept can often correctly answer a forward-reasoning
question by rote but that they reveal their lack of understanding
when they try to answer a reverse-reasoning version of that same
question [36].
Despite the concern that students lack strong conceptual knowledge in
engineering courses, engineering educators have not conducted much research
on the problem. Streveler et al. (2004) said
Although conceptual understanding of important concepts has
been extensively studied in science fields, until recently no sys-
tematic studies of engineering students’ conceptual understand-
ing of fundamental engineering concepts had been conducted and
published [37].
Knowledge of students’ conceptual difficulties can improve instruction by
indicating when course structures and exercises are needed to help students
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overcome their difficulties [37–39]. This knowledge, however, cannot indicate
which structures or exercises will yield the greatest gains in learning. Given
this limitation of foundational conceptual learning studies, we also need a way
to objectively show that students learn better in one teaching environment
than another [40]. Consequently, the engineering education research com-
munity has begun to invest its energies into developing such validated and
reliable assessment tools. One such tool is the concept inventory (CI) [40].
This literature review is intended to provide the background needed to
understand the development of the Digital Logic Concept Inventory (DLCI)
that is presented in this dissertation. To situate the development of the DLCI,
this review provides a brief overview of classical test theory and examines two
sets of literature: research about students’ conceptual understanding and the
development of other engineering CIs. Specifically, this literature review aims
to show how research on students’ conceptual understanding can be used to
create reliable and valid CIs.
I present literature about the Force Concept Inventory (FCI) (the first
CI) and discuss its impact on science education and critiques on its valid-
ity. I then present misconceptions research from two of the more established
misconceptions research fields: physics and mathematics. These studies can
provide a framework and basis for the misconceptions research that is needed
for the development of the DLCI. Finally, I present two “case studies” of
how CIs are currently being developed to examine possible templates for
how the DLCI could be developed. The first case study focuses on the work
of the Foundation Coalition - an organization charged by the National Sci-
ence Foundation (NSF) to reform engineering education. The Foundation
Coalition is developing more than a dozen CIs [11, 40–49], but I have cho-
sen to present only one representative, successful CI. The second case study
focuses on the development of a CI by an independent group of engineer-
ing researchers also funded by NSF. The methods and philosophies of both
groups are compared and contrasted.
To start, I provide a brief introduction to classical test theory to explain
how tests should be constructed and evaluated before they are adopted for
use as rigorous research tools.
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2.1 A Brief Overview of Classical Test Theory
According to classical test theory, an assessment tool called an instrument
is intended to estimate an examinee’s ability or true score T along a single
attribute. An examinee’s score after a single administration of an instrument
is called the observed score X. The observed score is assumed to be comprised
of the examinee’s true score plus an error E.
X = T + E (2.1)
Instrument developers must try to find an examinee’s true score by limit-
ing the error of the measurement. The instrument’s error can be reduced
by ensuring that the instrument provides consistent measurements of each
examinee and ensuring that the instrument measures what it claims to mea-
sure. This first requirement is called the reliability of the instrument. The
second requirement is called the validity of the instrument. In order for a CI
to be broadly applicable and useful, it must be both reliable and valid.
2.1.1 Terminology
An item is any task on an instrument, such as a multiple-choice question, that
estimates the true score of an examinee. A CI is constructed from multiple-
choice question items where only one answer per question is correct. The
incorrect answer choices are called distracters. Each item is dichotomously
scored: a score of 1 for a correct answer and a score of 0 for an incorrect
answer. An examinee’s observed score on the CI is the sum of an examinee’s
scores on each item.
An item is said to have Differential Item Functioning (DIF) if one sub-
population of a sample performs significantly differently from the rest of the
population [22]. An item is said to have bias if any ability other than the
ability measured by the true score accounts for the DIF [22].
2.1.2 Measures of reliability
Reliability is often estimated by three methods: test-retest reliability, split-
half reliability, and the Cronbach α. Test-retest reliability estimates the reli-
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ability of the CI measurement by requiring students to take the CI multiple
times in close succession [22]. Let aj be student j’s observed score on the first
administration of the CI, and let bj be student j’s observed score on the sec-
ond administration of the CI. Furthermore, let A (A = 〈a1, a2, . . . , aN−1, aN〉)
and B (B = 〈b1, b2, . . . , bN−1, bN〉) be the sample population’s scores on the
first and second administrations, respectively, where N is the number of stu-
dents who took both administrations of the CI. The reliability of the CI is es-
timated by the correlation coefficient between A and B. Although test-retest
reliability often provides a good estimate for the reliability of instruments, it
is often not performed. Test-retest is rare, because it is time consuming, and
its results are confounded because students typically learn a little bit while
taking an instrument the first time [22].
Alternatively, reliability can be estimated through split-half reliability [22].
Split-half reliability is similar to test-retest reliability, except the instrument
is split randomly into two sub-tests: SubT1 and SubT2. Split-half reliability
treats each sub-test as a separate administration of the instrument and then
estimates the reliability of the instrument by correlating examinees’ observed
scores on the two sub-tests just like in test-retest reliability. For the sake of
this study, I use r to represent the correlation coefficient and interpret the
relative strength of different correlations according to the categories shown
in Table 2.1. I expect that a good CI will demonstrate strong to very strong,
positive correlations with statistical significance set at p = 0.01.
Table 2.1: Definitions for the strength of correlations in split-half reliability
measurements, where r is the correlation coefficient.
Strength of correlation Range of |r|
Weak or no correlation 0 ≤ |r| < 0.4
Moderate correlation 0.4 ≤ |r| < 0.6
Strong correlation 0.6 ≤ |r| < 0.8
Very strong correlation 0.8 ≤ |r| ≤ 1
Perhaps the most commonly used estimate of reliability is the Cronbach
α [22]. The Cronbach α essentially finds the average split-half reliability
of every possible set of sub-tests. Let K be the number of items on the
instrument. Let σ2X be the variance of the observed total test scores, and let
σ2Yi be the variance of item i for the sample of examinees. Cronbach α can
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be defined by the following equation.
α =
K
K − 1
(
1−
∑K
i=1 σ
2
Yi
σ2X
)
(2.2)
The Cronbach α varies from −1 to 1 like a correlation coefficient. For the
DLCI, we have chosen a cut-off of 0.70 for the Cronbach α, because we want
a high level of reliability. CIs need a high level of reliability to be used as
research instruments, but a degree of inconsistency is acceptable because
students often apply their conceptual knowledge inconsistently, as will be
shown later in this review (Section 2.2.3).
2.1.3 Measures of validity
If there is currently an accepted measurement for the true score, the validity
of an instrument can be estimated by correlating the observed scores of the
new instrument with the observed scores of the accepted instrument [22].
Unfortunately, since there is no currently accepted instrument that measures
the true score of the DLCI, statistical methods cannot be used to estimate
the validity of the DLCI. The statistical estimates of the reliability of the
instrument can invalidate an instrument though. As the reliability of an
instrument decreases, the validity of the instrument also decreases. If the
DLCI has a Cronbach α below 0.70, it should not be considered a valid CI.
Validity can alternatively be established through face validity and content
validity [22]. Face validity refers to what the test appears to measure. In
other words, in order for an instrument to have face validity, any person
who is familiar with the material covered by the instrument should believe
that the instrument measures the true score at first glance. Face validity
is often a necessary, but never a sufficient condition for validity as many
instruments can measure a true score through deceptive means. Content
validity is more rigorous and can be established by systematically polling the
opinions of experts to see if they believe that the instrument measures the
true score [22]. If 10 experts are consulted, at least 70-80% of the experts
must agree that the instrument measures the true score.
To test the validity of an instrument, its developers must clearly define
what the instrument measures. For example, I claim that the DLCI’s true
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score is a student’s level of conceptual expertise in digital logic. Equiva-
lently, I could say that the DLCI measures how much a student’s conceptual
framework in digital logic matches the accepted disciplinary framework.
2.2 The Force Concept Inventory
In 1992, Hestenes, Wells, and Swackhamer published the culmination of their
work on physics assessment tools: the Force Concept Inventory (FCI) [8].
The FCI was revolutionary because it does not focus on the student’s problem-
solving skills, but instead tests whether students believe common sense mis-
conceptions or accept Newtonian concepts (e.g., Newton’s three laws). Hestenes
et al. explain that measurement of students’ conceptual learning is important
because
it has been established that (1) common sense beliefs about mo-
tion and force are incompatible with Newtonian concepts in most
respects; (2) conventional physics instruction produces little change
in these beliefs; and (3) this result is independent of the instructor
and the mode of instruction [8].
If students fail to learn mechanics concepts, then apparently students are
passing introductory physics courses by “rote memorization of isolated frag-
ments and by carrying out meaningless tasks [8].” The FCI tests student
understanding of the force concept in physics by using a short (∼ 30 minute)
multiple-choice examination that measures this understanding of force along
six different conceptual dimensions. Hestenes et al. explain that “the Force
Concept Inventory requires a forced choice between Newtonian concepts and
common sense alternatives [8].” These common sense alternatives (miscon-
ceptions) were uncovered and detailed through years of research. The exact
nature of these misconceptions and the methodologies used to find them are
discussed later in this review. The questions on the CI cover fundamental
Newtonian concepts that all physics instructors should rightfully hope their
students would understand upon completion of their first course in physics.
Hestenes et al. explain:
The first impression of most physics professors is that the Inven-
tory questions are too trivial to be informative [8]. This [impres-
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sion] turns to shock when they discover how poorly their own
students perform on it. It is true that the Inventory questions
avoid the real complexities of mechanics. But such “trivial ques-
tions” are more revealing when they are missed.
The FCI was initially administered to more than 1500 high school students
and 500 university students to test the reliability and validity of the CI.
Hestenes et al. found that post-test scores on the FCI were nearly identical
across seven different physics instructors who taught in a traditional lecture
format [8]. These instructors had a wide range of experience and perceived
competence levels. The consistency of scores led Hestenes et al. to conclude
that the FCI was reliable and unbiased. They also concluded that when
students are taught in a traditional lecture setting, they learn approximately
the same amount regardless of instructor or institution.
Hestenes et al. conducted follow-up interviews with 20 high school students
who had taken the FCI [8]. During interviews, students consistently chose the
same answers they chose on the FCI and revealed that they had firm reasons
for most of their choices. Hestenes et al. were “amazed at how predictable
the responses were, as if the students were reciting the results of previous
[misconceptions research] interviews.” These interviews provided evidence
for the validity of the FCI.
Validation of the FCI found that Newtonian thinking students rarely chose
non-Newtonian responses, but non-Newtonian thinking students more com-
monly chose the correct Newtonian response [8]. In other words, It is much
more likely that the FCI would falsely classify a non-Newtonian thinking stu-
dent as a Newtonian thinker rather than falsely classify a Newtonian thinking
student as a non-Newtonian thinker. Based on this analysis, Hestenes et al.
assert that the FCI should be considered as the upper-bound measurement
of how much a student thinks in a Newtonian fashion.
Hestenes et al. conclude that the FCI is a valid and reliable measure of how
much students think in a Newtonian manner independent of instructor qual-
ity, grade level, or demographic of the students [8]. They further recommend
that the FCI may be used as (a) a diagnostic test to identify and classify
misconceptions, (b) a method for evaluating and comparing instruction, and
(c) as a placement exam for higher level courses.
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Based on their research, Hestenes et al. developed pedagogical interven-
tions to increase students’ conceptual learning. With the help of the FCI,
Hestenes et al. showed that high school students could perform on levels
comparable to students at Harvard University [8].
2.2.1 Hake’s analysis and use of the FCI
Building on the FCI and Hestenes’s pedagogical interventions as a base,
Hake conducted a large-scale pedagogical comparison study. He collected
results from courses that had administered the FCI or its predecessor, the
Mechanics Diagnostic Test (MDT) [9]. In total, Hake collected pre- and
post-test results from 62 courses with N = 6542 students to determine “do
interactive engagement methods increase the effectiveness of introductory
mechanics courses well beyond that attained by traditional methods?” [9]
Of the 62 courses in the study, 14 courses (N = 2084) were classified as
traditional courses and 48 courses (N = 4458) were classified as interactive
engagement courses.
Hake measured the effectiveness of the courses by comparing the pre-course
averages on the FCI Si with the post-course averages on the FCI Sf . These
averages were scaled from 0 to a maximum of 100. The average gain for a
course is G.
G = Sf − Si (2.3)
The maximum possible average gain for a course is Gmax.
Gmax = 100− Si (2.4)
The normalized gain1 g is the ratio of the actual average gain G to the
maximum possible average gain Gmax.
g ≡ G
Gmax
=
Sf − Si
100− Si (2.5)
The normalized gain provides an estimate for how much of the course
material students learned that they did not understand prior to starting a
course. Normalized gain then provides a valid way to compare the teaching
1I present a simplified notation: Hake originally used 〈g〉 for normalized gain
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effectiveness of different courses independent of the students’ prior experi-
ence with physics. Hake rated the relative efficiency of different courses by
assigning levels of conceptual learning. For example, courses that created
exceptional conceptual learning were deemed to be “high-g” courses [9]. Ta-
ble 2.2 provides the cutoffs for the different levels of conceptual learning.
Table 2.2: Ratings for gains in conceptual understanding.
High-g g ≥ 0.7
Medium-g 0.7 > g ≥ 0.3
Low-g g < 0.3
Hake found that all of the traditional courses produced low-g learning
gains regardless of instructor qualifications, institution, and the age of the
students. Where sd is the standard deviation of the distribution of average
gain, Hake found the average gain gT for these courses.
gT = 0.23± 0.04 sd (2.6)
In contrast, 85% of the interactive engagement courses produced medium-g
gains and 15% produced low-g gains. Hake found the average gain gIE for
these courses.
gIE = 0.48± 0.14 sd (2.7)
The gains for each course are shown in Figure 2.1 [9].
The interactive engagement courses produced gains that were more than
two standard deviations greater than the traditional courses. Consequently,
this study promoted the use of interactive engagement techniques in physics
education and helped to establish that CIs can be powerful motivators for
the adoption of interactive engagement techniques in the classroom [10].
2.2.2 Critique of the FCI
As part of their development of the FCI, Hestenes et al. attempted to create
questions that covered six conceptual dimensions of force: kinematics, New-
ton’s first, second, and third laws, the superposition principle, and kinds of
force [8]. Huffman and Heller claimed that if the FCI was indeed constructed
along these six dimensions, then factor analysis could be used to test the va-
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in this report are displayed in Fig. 1. More such data un-
doubtedly exists but goes unreported because the gains are so
embarrassingly minimal.
For survey classification and analysis purposes I define:
~a! ‘‘Interactive Engagement’’ ~IE! methods as those de-
signed at least in part to promote conceptual under-
standing through interactive engagement of students in
heads-on (always) and hands-on (usually) activities
which yield immediate feedback through discussion
with peers and/or instructors, all as judged by their
literature descriptions;
~b! ‘‘Traditional’’ (T) courses as those reported by in-
structors to make little or no use of IE methods, relying
primarily on passive-student lectures, recipe labs, and
algorithmic-problem exams;
~c! Interactive Engagement ~IE! courses as those reported
by instructors to make substantial use of IE methods;
~d! average normalized gain ^g& for a course as the ratio of
the actual average gain ^G& to the maximum possible
average gain, i.e.,
^g&[%^G&/%^G&max5~%^Sf&2%^Si&!/~1002%^Si&!,
~1!
where ^S f& and ^Si& are the final ~post! and initial ~pre!
class averages;
~e! ‘‘High-g’’ courses as those with (^g&)>0.7;
~f! ‘‘Medium-g’’ courses as those with 0.7.(^g&)>0.3;
~g! ‘‘Low-g’’ courses as those with (^g&),0.3.
The present survey covers 62 introductory courses enroll-
ing a total of 6542 students using the conceptual MD or FCI
exams, and ~where available! the problem-solving Mechan-
ics Baseline ~MB! test. Survey results for the conceptual and
problem-solving exams are presented below in the form of
graphs. In a companion paper,17~a! intended to assist instruc-
tors in selecting and implementing proven IE methods, I
tabulate, discuss, and reference the particular methods and
materials that were employed in each of the 62 survey
courses. Also tabulated in Ref. 17~a! are data for each
course: instructor’s name and institution, number of students
enrolled, pre-/post-test scores, standard deviations where
available, and normalized gains. Survey information was ob-
tained from published accounts or private communications.
The latter usually included instructor responses to a survey
questionnaire15~c! which asked for information on the pre-/
post-testing method; statistical results; institution; type of
students; activities of the students; and the instructor’s edu-
cational experience, outlook, beliefs, orientation, resources,
and teaching methods.
As in any scientific investigation, bias in the detector can
be put to good advantage if appropriate research objectives
are established. We do not attempt to access the average
effectiveness of introductory mechanics courses. Instead we
seek to answer a question of considerable practical interest to
physics teachers: Can the classroom use of IE methods in-
crease the effectiveness of introductory mechanics courses
well beyond that attained by traditional methods?
III. CONCEPTUAL TEST RESULTS
A. Gain versus pre-test graph—all data
To increase the statistical reliability ~Sec. V! of averages
over courses, only those with enrollments N>20 are plotted
in Fig. 1, although in some cases of fairly homogeneous
instruction and student population ~AZ-AP, AZ-Reg,
PL92-C, TO, TO-C! courses or sections with less than 20
students were included in a number-of-student-weighted av-
erage. Course codes such as ‘‘AZ-AP’’ with corresponding
enrollments and scores are tabulated and referenced in Ref.
17~a!. In assessing the FCI, MD, and MB scores it should be
kept in mind that the random guessing score for each of these
five-alternative multiple-choice tests is 20%. However, com-
pletely non-Newtonian thinkers ~if they can at the same time
read and comprehend the questions! may tend to score below
the random guessing level because of the very powerful
interview-generated distractors.1~a!,12~a!
It should be noted that for any particular course point
(^G8& ,^Si8&) on the ^G& vs ^Si& plot of Fig. 1, the absolute
value of the slope of a line connecting (^G8&,^Si8&) with the
point ~^G&50, ^Si&5100! is just the gain parameter ^g8& for
that particular course. The regularities for courses with a
wide range of average pretest scores @18<(^Si&)<71# and
with diverse student populations in high schools, colleges,
and universities are noteworthy:
~a! All points for the 14 T courses (N52084) fall in the
Low-g region. The data17~a! yield
^^g&&14T50.2360.04sd. ~2a!
Here and below, double carets ‘‘^^X&&NP’’ indicate an
average of averages, i.e., an average of ^X& over N
courses of type P , and sd[standard deviation @not to
be confused with random or systematic experimental
error ~Sec. V!#.
~b! Eighty-five percent ~41 courses, N53741! of the 48 IE
courses fall in the Medium-g region and 15% ~7
courses, N5717! in the Low-g region. Overall, the
Fig. 1. %^Gain& vs %^Pre-test& score on the conceptual Mechanics Diagnos-
tic ~MD! or Force Concept Inventory ~FCI! tests for 62 courses enrolling a
total N56542 students: 14 traditional (T) courses (N52084) which made
little or no use of interactive engagement ~IE! methods, and 48 IE courses
(N54458) which made considerable use of IE methods. Slope lines for the
average of the 14T courses ^^g&&14T and 48 IE courses ^^g&&48IE are shown,
as explained in the text.
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Figure 2.1: Average normaliz d gain of s r s on t e FCI from
administrations at 62 courses
lidity of these categories and the FCI as a whole [50]. They specifically asked,
does the FCI measure a unified concept of force, multiple factors of a “force
concept,” or does it not measure a force concept at all?
Huffman and Heller used factor analysis on student CI scores to deter-
mine whether performance on different FCI questions could be attributed to
a single factor in their knowledge (a unified concept of force) or if the FCI
questions mapped to six factors th t might correspond to the six co cep-
tual dimensions outlined by Hestenes et al. Acc rding to their analysis, high
school student responses on the FCI grouped into two statistically signifi-
cant factors: four (of twenty-nine) questions grouped on one factor and thr e
questions grouped on different fac or. Univ rsity student responses on the
FCI grouped into only one significant factor composed of five questi ns [50].
They found that student responses seemed to cluster around the contexts
the problems described r the than the c nc pts the problems evaluated.
Because so few questions on the FCI grouped to significant f ctors, Huff-
man and Heller concluded that the FCI measures neither a single unified
concept of force nor the six conceptual dimensions of force [8, 50]. Huff-
man and Heller recommended that the FCI could still be used cautiously
for diagnostic purposes and more freely to evaluate instruction, but the FCI
should not be used as a placement exam. They also concluded that instruc-
tors should not evaluate student understanding of the different comp nents
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of force separately using the FCI (i.e., instructors should not use the FCI to
see if students understand acceleration but not velocity) [50].
Huffman and Heller claim the FCI revealed that “to a physics instruc-
tor, the six conceptual dimensions originally proposed by the authors of the
inventory seem like logical categories. Students, however, apparently view
these items quite differently than do instructors [50].” They concluded that
students have a fragmented understanding of force making their knowledge
context dependent. Huffman and Heller explained that
When a student answers a test question, it is difficult to deter-
mine the extent to which the test question is measuring students’
understanding of the concept and the extent to which the test
question is measuring students’ familiarity with the context [50].
To summarize their argument, students do not provide consistent answers
to FCI questions that test the same concept, so it is debatable whether the
FCI is a valid examination.
2.2.3 Hestenes and Halloun’s response
Hestenes and Halloun responded to Huffman and Heller’s critique [51]. The
response questioned the use of factor analysis to invalidate the FCI. Factor
analysis requires that all factors be statistically independent, but Hestenes
and Halloun note that understanding velocity and understanding acceleration
(or any of the six dimensions of force) cannot be thought of as independent
abilities [51]. They concluded that factor analysis should not be used to
analyze the FCI.
Hestenes and Halloun further asserted that Huffman and Heller’s critique
misrepresented the original claims that the FCI could be used to characterize
individual dimensions of student conceptions [51]. Hestenes and Halloun re-
butted this misrepresentation by reiterating that the stated value of the FCI
was that it revealed non-Newtonian thinking holistically. Because the FCI
questions are trivial to Newtonian thinkers, a Newtonian thinker should be
able to answer all questions correctly. Hestenes and Halloun point out that
“This makes a negative (non-Newtonian) response highly informative. . . . A
positive response to a single question is, of course, much less informative than
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a negative one” (p. 505) [51]. As demonstrated in the interviews, students of-
ten chose the correct answer for wrong reasons, but Newtonian thinkers rarely
chose wrong answers. Hestenes and Halloun concluded that if a student’s un-
derstanding of force is as context dependent as Huffman and Heller claim [50],
then that student should not perform well on the FCI as a whole [51]. A stu-
dent’s poor performance on the FCI solely indicates that he does not think
in a Newtonian fashion. His performance cannot indicate whether he has an
accurate understanding of velocity but not acceleration. The lack of correla-
tion in factors (if factor analysis was justified) is evidence for the fragmented
knowledge of students and not evidence against the FCI’s validity [51].
Hestenes and Halloun also countered the critique by pointing to other
validity sources of the FCI [51]. The FCI has great validity given the number
of professors who have agreed that the FCI tests students’ understanding of
fundamental concepts [9, 51]. Hestenes and Halloun finally point out that
the FCI has proven to be valid and valuable in practice: “The total FCI
score has proved to be a useful measure for comparing different courses and
teaching methods [51].”
2.2.4 Discussion
The FCI has become a gold standard for conceptual assessment tools in
the STEM education communities for good reason. The CI was carefully
developed from student misconceptions [8] and has proven its usefulness in
comparing courses even in the presence of criticism from its opponents [9,51].
Engineering instructors should strive for the same developmental rigor in the
development of new CIs for engineering courses.
2.3 Investigation of Misconceptions
In this section, I present misconceptions research from physics and mathe-
matics. I chose to review the physics and mathematics misconceptions lit-
erature, because these two disciplines are often prerequisites for engineering
courses and provide the basis for most of the work of engineers. Engineering
educators can model their work after these two disciplines because of the size
and rigor of these two bodies of literature.
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2.3.1 Physics misconceptions
Because of the breadth and volume of the physics misconceptions literature,
it is impossible to adequately cover the full body of literature. To narrow the
focus of this review, I chose to review only physics misconceptions research
conducted by physics educators who have advised the development of engi-
neering CIs. These educators have shaped the way that CI developers create
and validate CIs.
Hestenes and Halloun’s misconceptions research
Hestenes is a consultant for the Foundation Coalition [40,52]. Prior to devel-
oping the FCI, Halloun and Hestenes investigated (a) the initial knowledge
state of physics students, (b) the misconceptions that characterized their
knowledge, and (c) how their initial knowledge state impacts learning [53,54].
Their study of the initial knowledge state used two methods: diagnostic test-
ing and interviews.
Halloun and Hestenes created the MDT to investigate students’ concep-
tual understanding of Newtonian mechanics. The MDT was administered
to over 1500 students who were taking their first physics course [53]. All
students were taught by traditional lectures, and few students had studied
formal physics before. Halloun and Hestenes’s work revealed the following
characteristics of the MDT and students’ scores:
• Test/retest reliability analysis showed that the MDT was highly reli-
able.
• Students’ scores were strongly correlated with course grades.
• There were no significant differences in performance on pre-tests be-
tween classes.
• There were no significant differences in performance on post-tests be-
tween classes despite very different teaching philosophies and styles.
• Pre- and post-test scores were highly correlated.
• When used with a similar math diagnostics test, the two tests accounted
for 42% of the variance in grades (higher than any other documented
predictor at the time).
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From these results, Halloun and Hestenes concluded that “our diagnostic
test results show that a student’s initial knowledge has a large effect on his
performance in physics, but conventional instruction produces comparatively
small improvements in his basic knowledge [53].” The initial knowledge state
determines performance, because pre-existing misconceptions are difficult to
correct. If the misconceptions are not addressed, then the misconceptions
only become fancier, dressed in jargon [53]. Halloun and Hestenes concluded
that pedagogy based on misconceptions research needs to be developed as a
system that can be widely disseminated.
Halloun and Hestenes’s work with the MDT revealed that physics mis-
conceptions are widely held and resilient. Their interviews with 22 of the
students who took the MDT provide another perspective on the nature of
students’ misconceptions [54]. Halloun and Hestenes described students’ mis-
conceptions as common sense beliefs that strongly resemble formal theories
such as impetus physics and Aristotelian physics. Both theories build upon
common sense beliefs. In impetus physics, forces impart an agent of mo-
tion impetus to an object that slowly dissipates as the object moves through
a medium. Students often describe this impetus with the technical term
force. For example, when a ball slides off a spinning merry-go-round, stu-
dents expect the ball to maintain a circular trajectory for a time because of
the impetus that the merry-go-round imparted to the ball. In Aristotelian
physics, all objects have a natural state of rest to which all their motions
lead. For example, objects made of earth or metal have the property of grav-
ity that causes them to “seek” their natural state of rest on the ground. In
contrast, objects made of fire and air, have the property of levity that causes
them to “seek” their natural tendency to flee from the ground. Students
use Aristotelian physics misconceptions when they claim that heavy objects
want to fall to the ground.
Halloun and Hestenes found that students not only used these common
sense beliefs, but also that nearly every student used a mixture of incon-
sistent and contradictory theories [54]. The students understood concepts
inconsistently across problems, but answered problems consistently between
the MDT and interviews. When questioned about their inconsistencies, stu-
dents often appealed to authority rather than reasoning when justifying an-
swers.
Because of the inconsistency of student answers, Halloun and Hestenes
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concluded that students’ common sense misconceptions do not conform to
any one formal system of thought [54]. Their understanding of concepts is
largely vague and undifferentiated, and their understanding lacks the internal
coherence of formal theories. This fragmentation of conceptual understand-
ing has been widely documented in the physics misconceptions literature; it
serves as the groundwork of a theory of conceptual learning called knowledge-
in-pieces [55–58].
Within the knowledge-in-pieces view, novices possess a large collection of
small pieces of knowledge. These pieces can range from observations and
intuitions to schemas and theories. These pieces are recalled or cued differ-
ently depending on the context. For example, a problem based on a spinning
merry-go-round context may cause the student to recall different knowledge
pieces about force than a problem based on a car driving down a road con-
text. Within this theoretical framework, students’ formation of knowledge is
contextually based and is constructed upon request [56].
Halloun and Hestenes hypothesized that students’ knowledge about force
is fragmented, because “in everyday life, the term force is used in a chaotic
variety of contexts - police force, economic force, force of argument - often
with vague and ambiguous associations [54].” Consequently, students are
likely to associate the term force with many situations different from formal
physics. Because it is so difficult for students to filter out the correct pieces
of knowledege, these misconceptions should not be viewed with derision, but
rather as serious alternative hypotheses to be treated with scientific rigor.
Halloun and Hestenes also found that many students refuse to relinquish
common sense beliefs even after seeing demonstrations that contradict their
expectations [54]. Halloun and Hestenes note that “careful interviews of
students who have just witnessed a demonstration are enough to make one
dubious about the effectiveness of typical classroom physics demonstrations
in altering mistaken physical beliefs [54].” They strongly urge that instruc-
tors should bear in mind that students will still hold to mistaken beliefs even
when confronted with observed phenomena that contradict those beliefs.
These beliefs may be resistent to change, because this type of instruction
subtly asserts that students misconceptions can simply be replaced by a cor-
rect conception by confronting misconceptions with sufficient evidence. The
knowledge-in-pieces literature, in contrast, argues that instruction should
focus on helping students develop proper schemas and applying their knowl-
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edge in a variety of contexts rather than simply replace misconceptions with
correct conceptions [56].
Chi’s misconceptions research
Chi is a consultant for the Thermal and Transport Concept Inventory [59].
Chi’s research has focused broadly on identifying differences in how physics
novices and experts classify and use their conceptual knowledge. Chi, Fel-
tovich, and Glaser initially classified these two groups by comparing how
novice physicists (undergraduates) categorize and solve problems with how
expert physicists (PhD candidates) do the same tasks [60]. Over four separate
studies, Chi et al. used statistical analysis to compare the types of categories
that novices and experts use, and they used think-aloud interviews to con-
trast the methods that experts and novices used to categorize classic physics
problems. Chi et al. found that physics experts classify physics problems
consistently amongst themselves, but they classify problems dramatically dif-
ferently from physics novices. Physics experts classify problems according to
the fundamental physics concepts underlying the process needed to solve the
problem, whereas physics novices classify problems according to the physical
objects (e.g., levers, pulleys, carts), also called the surface features in the
problem. Similar studies have shown that other surface features, such as the
presence of terms like velocity or momentum, are also important categoriza-
tion tools [61].
Chi et al. concluded that physics experts are able to reliably interpret
and solve physics problems, because they can quickly classify problems into
categories that identify the fundamental concepts needed to solve the prob-
lems [60]. Experts activate their tacit knowledge of these fundamental con-
cepts through their use of qualitative analysis. In contrast, physics novices
use only the information that is explicit in the problem definition. Conse-
quently, the novice focuses on the surface features of a problem and classifies
the solutions of problems to be similar based on these surface features. This
emphasis on surface features frustrates the novices’ attempts to find an ap-
propriate solution strategy.
Novices not only struggle to categorize problems, but they also struggle to
categorize concepts. In particular, Chi noticed that novices conceive of many
physics concepts according to incorrect ontologies [62, 63]. An ontology is a
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description of the essence of a concept. For example, re-assigning the concept
of a whale from the category of “fish” to the category of “mammal” changes
the fundamental essence or ontology of the concept “whale.” Chi proposed
that all entities in the world may belong to three (or more) basic families
with similar ontological origins: matter (objects or things), processes (proce-
dures, events, or constraint-based interactions), and mental states (emotions
or intentions). Chi proposed that novices develop misconceptions when they
attribute the wrong ontology to different concepts. For example, a child may
hear his mother say, “close the door or you will let out all of the heat” and
come to think of the loss of heat as a fluid that is being poured (a matter-
based ontology of heat) rather than a process of equilibrium (a process-based
ontology of heat).
Based on this theory of misconceptions and ontologies, Slotta and Chi
proposed that many misconceptions can be remedied by training novices to
think more rigorously about the ontologies of various science concepts [64].
Reiner, Slotta, Chi, and Resnick conducted a meta-analysis of the physics
misconceptions literature to identify common themes in students’ miscon-
ceptions [65]. They analyzed the misconceptions found in over 20 papers
in several branches of physics (e.g., mechanics, electricity and magnetism,
quantum mechanics, and thermal dynamics). Through their analysis, they
found that physics novices conceptualize abstract concepts almost strictly
in terms of familiar substances. For example, novices may be familiar with
pushing objects or being pushed, so they categorize abstract concepts such
as the movement of electrons as objects that are being pushed and voltage
as a substance that pushes these electrons.
Reiner et al. concluded that the basis for student misconceptions in me-
chanics (impetus theory) is the same basis for the misconceptions present
in more abstract physics misconceptions [65]. Because of this basis of ma-
terialistic misconceptions, physics instructors must address materialism and
be cautious when making analogies between abstract concepts and material
objects. They tempered this recommendation saying, “We wish to avoid the
overly zealous interpretation of this review that materialism in any capac-
ity should be avoided by instruction or wiped out wherever it is encoun-
tered [65].” For example, Clement suggests that novices’ initial materialistic
misconceptions can serve as a starting point as an instructor uses “bridging
analogies” to bring novices’ conceptions closer to correct conceptions [66].
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They also concluded that misconceptions become more sophisticated as stu-
dents grow older, but they primarily maintain the same basic features.
Chi refined the work of Reiner et al. to pinpoint why some concepts are
more difficult to learn than others. Chi postulated that most scientific con-
cepts can be categorized into two types of phenomena: phenomena that can
be understood only by seeing how the phenomena emerge from an under-
lying process (equilibrium and electric current) and phenomena that can be
understood by seeing a visible causal relationship between objects that result
from the direct interactions of objects (gravity and blood pumping through
the circulatory system) [67]. Chi termed these phenomena as emergent pro-
cesses and direct processes, respectively. Chi explained that many of the
most robust misconceptions are caused when students believe that emergent
processes are caused by direct processes.
Discussion of physics misconceptions
Physics misconceptions are presented as intuitive and common sense rather
than illogical or unscientific. Both Hestenes’s and Chi’s work reveal that
many student misconceptions resemble theories, such as impetus physics and
Aristotelian physics, developed and supported by the scientific community
at one time [54, 65]. Both impetus physics and Aristotelian physics have a
commitment to the belief that materials or substances cause motion.
Chi expanded on novices’ commitments to substance-based conceptions
of physics concepts by constructing a theory of misconceptions and concep-
tual change based upon the novices’ tendencies to categorize with improper
ontologies [60, 63, 65, 67]. These miscategorizations originate from poor ob-
servations and inferences from everyday experiences and improper transfer of
knowledge from one context to another. Once a misconception is developed,
these misconceptions are difficult to dislodge. Novices retain their miscon-
ceptions even when shown evidence that contradicts their beliefs [54,65].
Although Hestenes and Chi agree about much of the content of novice
misconceptions, they disagree about the robustness and generality of student
misconceptions. Halloun and Hestenes, like other researchers, emphasize and
explain that novice misconceptions shift between theoretical frameworks and
cannot all be attributed to a single underlying theory of conceptual under-
standing [54,56,68]. They stress that though student misconceptions mostly
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fit formal theories, few students are consistent in their beliefs. Reiner et al.,
alternatively, assert that students seem to generate misconceptions from a
single mental model [65]. In other work, Chi asserts that incorrect mental
models stem from improper ontological categorizations [63]. She emphasizes
that novices are committed to misunderstanding certain concepts according
to specific materialistic conceptions of abstract concepts. Reiner et al. men-
tion this conflict between fragmented misconceptions (knowledge-in-pieces)
and consistent misconceptions (theory-theory or naive theories) and express
their leaning towards the naive theories view. In their defense of the FCI,
Hestenes and Halloun (1995) assert that factor analysis should not be used
to critique the FCI because student misconceptions are so fragmented. Chi’s
ontological categories theory can be used to supplement either the knowledge-
in-pieces or naive theories, because it focuses on identifying what types of
concepts are more likely to cause conceptual difficulties for students.
2.3.2 Mathematics misconceptions
Since no mathematicians have served as consultants for the development
of engineering CIs (as far as I know), I chose to investigate algebra word
problem misconceptions. Algebra word problems are relevant to engineer-
ing misconceptions because engineers regularly need to translate verbal or
written specifications into mathematical models.
Algebra word problem misconceptions
Clement investigated the thought processes behind common mistakes made
during algebra word problem translation [35]. He interviewed 15 engineering
freshmen at a major state university using a think-aloud format. During
interviews Clement asked students to solve basic algebraic expressions (e.g.,
5x = 50), fill-in-the-blank on word problems, and translate word problems
into algebraic expressions. Below is an example fill-in-the-blank problem:
Jones sometimes goes to visit his friend Lubhoft, driving 60 miles
and using 3 gallons of gas. When he visits his friend Schwartz,
he drives 90 miles and uses gallons of gas. (Assume the same
driving conditions in both cases.) [35].
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Below is an example translation problem that I will call the students and
professors problem.
Write an equation using the variables S and P to represent the
following statement:
“There are six times as many students as professors at this uni-
versity.”
Use S for the number of students and P for the number of pro-
fessors [35].
Clement found that students could reliably solve basic algebra problems and
fill in the blank word problems, but struggled to translate the students and
professors problem and similar variants.
During think-aloud interviews, students used three different mental mod-
els for interpreting algebraic expressions and four different methods for using
these models. The models can be described as word order matching, static
comparison pattern, and operative pattern. The first two methods yield sim-
ilar answers (6S = P ) for different reasons and the last method typically
yields the correct answer (S = 6P ). Word order matching means that the
student translated the statement based on word order alone. Static compar-
ison means the student interpreted the variables to be a place-holder for an
actual student or professor rather than the number of students or number of
professors. Operative pattern means that the student correctly understood
how to use algebraic operations to equate the quantities represented by two
variables. Clement observed that students used different mental models for
structurally similar word problems with different contexts and values. A stu-
dent might use the operative pattern for the students and professors problem,
but use a static comparison pattern for a similar problem, such as,
Write an equation using the variables C and S to represent the
following statement:
“At Mindy’s restaurant, for every four people who ordered cheese-
cake, there are five people who ordered strudel.”
Let C represent the number of cheesecakes and S represent the
number of strudels ordered [35].
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Clement found that these translation errors occurred even when students
used pictures or tables to aid their translations.
Clement concluded that most students have a mental model for alge-
braic expressions that is intuitive to them in addition to the correct formal
model [35]. Students use the model which comes most naturally to them in a
given context even if they use contradictory models for similar but separate
problems. The intuitive mental model often displaces the correct model [35].
To further investigate Clement’s findings, Wollman conducted a study to
determine whether students struggle with the translation of simple sentences
(e.g., “There are 6 times as many students as professors”) into algebraic ex-
pressions or whether they struggle with other algebraic concepts [34]. He
specifically studied whether students make reversal errors (6S = P instead
of S = 6P ) because of a lack of (a) understanding of the sentence, (b) un-
derstanding of algebraic notation, (c) a method for generating a translation,
or (d) a method for checking the equation.
Wollman tested elementary education majors at Arizona State University
and then conducted follow-up interviews [34]. Wollman found that only 2 of
185 students had faulty understanding of a word problem, 1 of 64 students
misinterpreted an algebraic expression, but 80 of 155 students failed the
translation task (72 errors were reversal errors). While many students cor-
rected their mistakes spontaneously when questioned, Wollman commented
that “most of the students who erred seemed never to have thought of check-
ing at all [34].”
Wollman concluded that students accurately understand the sentences
they are translating and understand the algebraic notation. Because of the
spontaneous corrections of wrong answers seen during interviews, students
seem to make mistakes when translating due to haste rather than under-
standing. Students make mistakes because of a lack of appropriate methods
to translate and then persist with incorrect answers because of a lack of
methods to check their work. Wollman ultimately agreed with Clement’s
study but tempers Clement’s conclusions saying,
Clement was quite right to warn of interference due to competing
and inconsistent alternative approaches. Such alternatives should
probably be dealt with directly. He may be overstating the ped-
agogical problem, however. . . . The finding that so many edu-
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cation majors, weaker in mathematics than engineering majors,
correctly formulated an equation after a brief intervention (during
an interview or in a class) encourages one to expect that students
can learn to formulate or read simple equations even though dif-
ficulties arise from their tendency to use alternative approaches
and their failure to evaluate or check an approach [34].
Algebra word problems and programming
Clement, Lochhead, and Soloway (1980) used three studies to determine
whether computer programming helps students solve algebra word problem
translation tasks and to investigate why computer programming helps [68].
In the first experiment, Clement et al. posed a variation of the students
and professors problem to 17 professional engineers [68]. When using pen
and paper, 47% of the engineers answered the problem incorrectly. When
asked to write the solution as part of a computer program, all participants
wrote the correct algebraic expression.
In the second experiment, Clement et al. tested 52 engineering freshmen
and sophomores at a major state university [68]. They found that statisti-
cally significantly more students were able to correctly solve the students and
professors problem when writing a computer program rather than straight-
forward algebraic form.
In the third experiment, Clement et al. tested the ability of 87 students
to read and translate algebraic expressions into English [68]. Students were
asked to interpret two problems as part of a larger examination: one in a
programming context and one in a standard algebra context. Clement et al.
compared the number of students who were able to correctly interpret the
computer program context but not the algebra context (pa¯ students) and the
number of students who were able to correctly interpret the algebra context
but not the computer program context (p¯a students). They found that three
times as many pa¯ students than p¯a students.
In all three experiments, students performed better in the programming
environment than the standard algebra context. Clement et al. were surprised
by this result, because they had expected that the programming environment
would add complexity and difficulty [68]. They offered five hypotheses for
why students performed better in the programming environment.
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1. Programming languages are less ambiguous in semantics than tradi-
tional algebra. The “=” sign explicitly means an act of replacement in
programming, while such precise meaning is not present in algebra.
2. Programming languages require explicit syntax forcing the programmer
to think in an operational way (e.g., a programmer must write the
operator ‘6*S’ rather than simply ‘6S’)
3. The programmer must view the equation as an active input/output
relationship, emphasizing the operational nature of the translation task.
4. Programmers debug programs. “While students may not be encour-
aged to ‘run their equations’ in typical mathematics courses, this con-
cept of actual number testing is an integral part of programming and
programming education” [68].
5. Programming requires decomposing a problem into discrete steps thereby
encouraging operational thinking.
Discussion of mathematics misconceptions
All three papers agree that students struggle with the task of translating
expressions from the algebraic domain to the verbal domain and vice versa.
Wollman and Clement primarily disagree on whether students have difficulty
translating from English to algebraic expressions because of carelessness or
misconceptions. Because so many students spontaneously corrected their
answers in Wollman’s study, many mistakes are certainly due to careless-
ness [34]. Given that Clement observed students alternate between a correct
translation and an incorrect translation, it is also certain that many students
misconceive of the nature of variables [35]. The research on the positive ef-
fects of computer programming on the translation task unfortunately does
not resolve the debate. Does programming increase performance because of
the extra care and checking required or because there is less ambiguity in the
syntax?
Both Clement and Wollman assert that student knowledge is best modeled
as knowledge-in-pieces [34, 35]. Clement states his opinion by saying, “[Use
of different methods] provides evidence for the notion that human cognition
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is not always based on consistent processes — schemes that lead to contra-
dictory results can apparently exist fairly autonomously and independently
in the same individual” [35]. Wollman confirmed Clement’s conclusion by
noting that students commonly used contradictory models in different con-
texts [34]. In response to these conclusions, Wollman said, “A major goal
of mathematics and science instruction should be the enhancement of the
disposition toward coherence” [34].
2.3.3 Discussion of misconceptions research
In both the physics and mathematics misconceptions literatures, students’
misconceptions appear when they treat abstract concepts as physical objects
or they focus too much on the immediately available information in a problem
(i.e., the context). For example, Reiner et al. developed a theory that sys-
tematically explains how novices incorrectly describe many physics concepts
as substances [65]. Clement’s description of student algebraic reasoning as a
static comparison pattern is also a materialistic misconception [35]. When
students use static comparison pattern, they are thinking of variables as
physical replacements or analogues of objects rather than thinking of the
variables as placeholders for the quantity of objects. CI developers can try
to develop distracters based on the student tendency to over-rely on materi-
alistic analogies and the immediately visible patterns of problems.
Both the mathematics and physics literatures present the ambiguity of ter-
minology as another source of misconceptions. Halloun and Hestenes mention
how students confuse the technical definition of force with common every-
day uses of the term (e.g., police force, force of will, force of attraction) [54].
Clement et al. found similar ambiguity, because the equals sign (=) can mean
different things to students in different algebraic contexts [68]. Clement et
al. even hypothesized that students translate algebra word problems bet-
ter in programming contexts because there is less ambiguity in the syntax.
CI developers should focus on interference between technical definitions and
colloquial definitions of terms when developing distracters.
As described earlier, two main theories describe how students organize
their conceptual knowledge: knowledge-in-pieces and naive theories. The
theory of knowledge-in-pieces is supported by many science-education re-
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searchers such as diSessa, Minstrell, Hestenes, Clement, and Wollman [34,
35, 54–58]. Naive theory is likewise supported by many science-education
researchers such as Carey, Vosniadou, Slotta, Reiner, and Chi [65, 69–71].
Both theories are helpful and problematic for the development of CIs. Chi’s
theory of ontological categories is an additional theory that may may help
CI developers determine which misconceptions to investigate [37].
When developing a CI, naive theory is appealing from a test construction
and methodologies standpoint. If students do possess naive theories, the CI
developer simply needs to identify the predominant naive theories and create
CI distracters that match these naive theories. According to a naive the-
ories framework, a properly constructed CI would force students to choose
between answers that match their naive theory and the correct conception
(naturally, this method of construction for a CI would not work as well when
a knowledge-in-pieces perspective is used). Students’ scores on the CI could
then ideally be used to diagnose which concepts students understand and
which naive theories students believe, as Huffman and Heller tried to do
with the FCI [50]. Once a novice’s naive theory is identified, instructors
can develop tutoring plans or interventions that try to remedy the novice’s
misconceptions. The FCI cannot provide such a diagnosis, however, because
the CI was developed with the belief that students’ misconceptions are in-
consistent and fragmented [51]. Naive theory is problematic as an organizing
framework, because it is ambiguous about what happens during conceptual
change. How does a CI categorize a novice who is trying to learn the accepted,
scientific theory, but still has a strong belief in his original naive theory? Can
the novice hold two theories at once with one theory being dominant? If so,
how is this multiplicity of theories different from knowledge-in-pieces? Naive
theory works well when categorizing a person as a novice or an expert, but
may not provide the shades of gray between novices and experts that are
desirable for CI construction.
Knowledge-in-pieces alleviates some of the problems that naive theory
poses for the CI developer, but it introduces its own set of problems. From a
knowledge-in-pieces perspective, a novice’s solution to a problem will depend
on the contextual cues of the problem. The context dependence of knowledge
supports CI development, because it allows for nuances in a novice’s under-
standing, and it creates many interesting research questions for describing
novices as they progress through the continuum from novice to expert. The
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CI developer can assume that an expert will have greater coherence and
consistency in conceptual understanding than a novice, so the diagnosis of
expertise should focus on the consistency and accuracy of the examinee’s
conceptions. To test this continuum, the CI must test students’ conceptual
knowledge by assessing the same concept in a variety of contexts.
Knowledge-in-pieces is problematic for CI development, because it pre-
cludes the use of the CI as a diagnostic tool for specific misconceptions or
naive theories. This preclusion limits the usefulness of the CI for specific
instructional goals and the options that can be used to validate the CI. Since
the instructor cannot specifically pinpoint a naive theory to address, what
specifically should an instructor do to improve students’ conceptual knowl-
edge? More important, instruction cannot focus on trying to simply replace
the most common misconceptions in a class, but it must be more holistic in
its approach. If students’ knowledge is truly fragmented and inconsistent,
the CI developer cannot use techniques such as factor analysis to demon-
strate the validity of the instrument. Furthermore, the CI cannot be used to
categorize novices according to meaningful categories aside from expert and
non-expert categories. As Hestenes and Halloun emphasized in their defense
of the FCI, the results of the FCI were useful only when taken holistically and
not when separated according to their proposed conceptual dimensions [51].
The validity of the CI can also suffer, because it may not be clear whether the
students’ low scores are more a factor of the contexts covered rather than the
concepts covered. Huffman and Heller criticized the FCI on this point [50].
As such, the CI developer must rely on other methods of demonstrating va-
lidity such as face validity, content validity, correlations with course grades,
and follow-up interviews.
2.4 Development of Engineering Concept Inventories
In this section, I review the creation of CIs for engineering subjects. I first
present some work that describes the general process for creating a CI and
then focus specifically on two CIs. I decided to focus on the creation of just
two CIs due to space and time constraints and because I found two distinct
types of research groups that are creating CIs (the Foundation Coalition
and independent research groups). From the Foundation Coalition group, I
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chose to look at the SSCI, because signals and systems is a requirement for
many engineering disciplines and specifically electrical and computer engi-
neering. In addition, the development of the Signal and Systems Concept
Inventory (SSCI) represents the development process of the CIs developed
by the Foundation Coalition, and it has enjoyed wide spread use and evalu-
ation [16]. From the independent research groups, I chose the Thermal and
Transport Concept Inventory (TTCI), which is directed towards mechani-
cal engineers near the end of the curriculum. This selection of CIs provides
insight into CI development for a variety of disciplines, from two different
research environments, and with two different development models. I de-
scribe the development process of both CIs separately and then compare and
contrast the methods used by both groups.
2.4.1 The concept inventory development process
Rowe and Smaill reviewed the general process for creating a CI [17]. They
asserted that a CI can be rigorously developed by using five steps: (1) de-
termine the concepts to be included in the inventory, (2) study the student
learning processes for those concepts, (3) construct an assessment instrument
in which each concept is targeted by several multiple-choice items, (4) ad-
minister beta versions of the instrument to determine reliability and validity,
and (5) revise the inventory to improve readability, reliability, validity, and
fairness. Miller et al. described a similar three-step development cycle for
their CI: (1) conduct a Delphi study to identify the most important and
difficult concepts in a discipline to produce a set of candidate topics for the
CI, (2) develop multiple-choice questions based on misconceptions identified
during student interviews, and (3) administer alpha and beta tests to refine
the quality of the CI [21].
Rowe and Smaill stressed that CIs must be constructed so that they evalu-
ate a core set of concepts in the discipline [17]. For example, they claim that
the original electricity and magnetism (E & M) CI is irrelevant for many E
& M courses (including their own), and they are consequently developing a
new E & M CI. Creating a broadly applicable and accepted CI is especially
difficult because CIs are not meant to exhaustively cover all concepts that
a relevant course might cover, and different instructors favor different con-
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cepts. However, in every discipline there should be a small subset of concepts
that are critical for disciplinary knowledge, so failing to make sure that a CI
will be broadly accepted is a waste of time and money. If the CI is not
broadly accepted, it loses its value as a research tool that can compare the
effectiveness of different pedagogies at different institutions.
2.4.2 The Signals and Systems Concept Inventory
Buck and Wage are members of the Foundation Coalition and are the prin-
cipal developers of the SSCI. Like all members of the Foundation Coalition,
they initially began developing their CI after consulting with Hestenes [52].
Because signals and systems is typically taught in a sequence of a continuous-
time signal processing course followed by a discrete-time signal processing
course, the SSCI was developed in two forms: the continuous-time SSCI (CT-
SSCI) and the discrete-time SSCI (DT-SSCI). Rather than choosing topical
coverage and creating distracters from a research program, they created their
CI based on teaching experience as Hestenes had done when developing the
MDT. Consequently, their first step in CI development was the creation of
multiple-choice questions and the construction of a preliminary SSCI.
Wage, Buck, and Wright administered the preliminary SSCI as a pre-
test and a post-test to 368 students at four institutions [39]. Through this
administration, they hoped to identify persistent misconceptions that are not
adequately addressed by traditional instruction. They defined a persistent
misconception to be any distracter that was chosen on both the pre- and post-
tests on a statistically significant level. Wage et al. found three persistent
misconceptions on the CT-SSCI and three persistent misconceptions on the
DT-SSCI. They also found a significant correlation between pre-requisite
math skills and performance on the two CIs.
Wage et al. observed
Signals and systems syllabi and curricula are often designed in
the absence of any quantitative data about which topics are diffi-
cult for students to learn or how student performance correlates
through a sequence of courses [39].
Based on their results, Wage et al. urged that curricula should focus more
on remedying persistent student misconceptions.
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After this preliminary misconceptions work, Wage et al. analyzed the CI
by using a mixture of cross-sectional and longitudinal analysis [36]. The
cross-sectional analysis was performed on students’ scores on a single ad-
ministration of the SSCI, but the longitudinal analysis focused on students’
progress through two administrations of the SSCI. Wage et al. administered
the CI to 900 students at seven campuses. The institutions spanned the
range from small private colleges to large public universities.
The cross-sectional analysis revealed that SSCI scores were strongly cor-
related with course grades. They also found positive, significant correlations
between GPA and SSCI post-test scores, differential equations grades and
SSCI gain, and overall course grade and SSCI post-test score. Based on
these correlations, Wage et al. concluded that the SSCI is a valid measure
of conceptual learning in a signals and systems course and that the SSCI
can be used to compare the effectiveness of different pedagogies [36]. Be-
cause of these conclusions, they used longitudinal analysis to investigate
whether interactive engagement pedagogies improved students’ conceptual
understanding.
Wage et al. used the metric of normalized gain g developed by Hake (see
Section 2.2.1) to compare how much conceptual learning was achieved in a
course [9,36]. As a reminder, high-g was rare in physics courses, so a medium-
g course can be considered to be a good course [9]. Wage et al. found that
traditional lecture courses had low-g conceptual learning gains.
gT = 0.20± 0.07 sd (2.8)
They also found that interactive engagement (IE) courses had medium-g
conceptual learning gains
gIE = 0.37± 0.06 sd (2.9)
This difference in gains led Wage et al. to conclude (like Hake) that IE
pedagogies improve conceptual learning more than traditional lecture peda-
gogies [36].
Buck and Wage later clarified their definition of active learning and IE
courses [38]. They defined active learning as requiring students (a) to read
the text and be accountable for the material of the reading, (b) to solve
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problems in class, and (c) to solve reverse reasoning problems (problems
where students are given the input and output of a system and are required to
explain how the system created the output from the given input). IE courses
are courses that incorporate a significant amount of active learning. They
concluded that IE courses improve student comprehension of material. They
also claimed that IE courses are less time-consuming to prepare (no data
supporting this claim was presented) and should be used by all instructors.
Having shown that the SSCI was useful for comparing pedagogies, Wage,
Buck, and Hjalmarson focused on using the SSCI to further investigate the
nature of student misconceptions about signals and systems [72]. They inter-
viewed nine male students from the University of Massachusetts Dartmouth.
Wage et al. found that these students often chose the same answers but used
different reasoning and conceptual frameworks [72]. In addition, they also
found that some students chose answers during their interviews that differed
from the answers they chose on the written CI. Wage et al. elaborated on
only a few of these misconceptions.
Wage et al. found that students struggled with signals and systems terms
that have both a colloquial definition and a technical definition [72]. The term
filter was the most troublesome term for students as they confused the nature
of filters in signals and systems with the nature of filters they use in everyday
life (e.g., coffee filters, air filters). Although the everyday filters only remove
contents from a system (e.g., coffee grounds and other particulate), signals
and systems filters can add, remove, or change the content of a system.
Buck, Wage, Hjalmarson, and Nelson tried to further validate the SSCI
by correlating student performance on an open-ended final examination with
performance on the SSCI [16]. Both instruments were administered to 40
students at George Mason University. Buck et al. found a statistically signif-
icant, positive correlation between the performances on the two instruments.
Several of the questions on the open-ended exam covered the same concepts
in the SSCI, so correlative studies were performed between performance on
conceptual sub-tests of the SSCI and performance on these questions. Buck
et al. found statistically significant relationships between these sub-tests and
the SSCI questions for two sub-tests, but not for a third sub-test.
Buck et al. conducted think-aloud interviews with nine more signals and
systems students at George Mason University [16]. They used a coding
scheme that focused on the procedures used by students to solve prob-
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lems. Buck et al. explained their coding scheme saying “the coding spec-
ified whether students used a logical chain of reasoning or process leading
to the answer, the process of elimination, or guessing [16].” The interviews
confirmed that students do have conceptual understanding in some areas,
but lack clarity when explaining or describing their reasoning in other areas.
Buck et al. found that some students still retain a conceptual understanding
of some topics even after forgetting the formulas, but many students simply
rely on rote processes to solve problems.
Buck et al. concluded that the correlations between SSCI questions and
final exam questions bolstered the content validity of the SSCI [16]. They
also claimed that the interviews revealed that a student’s understanding of
time-frequency relationships as assessed during the interviews aligned well
with each student’s performance on the SSCI.
Discussion
The SSCI is being developed with rigorous methods such as the various
correlative studies, but there are several weaknesses in the methods. Con-
trary to the recommendations of Rowe and Smaill and Miller et al. the SSCI
was developed without consultation with the signals and systems commu-
nity [17, 21]. Because the concepts covered by the SSCI were selected solely
by its authors, it is uncertain whether the SSCI covers a set of concepts that
is widely viewed as critical to the discipline. However, there is evidence that
the SSCI has chosen an appropriate subset of concepts because the SSCI was
developed by instructors at multiple institutions and it is being internation-
ally adopted [73,74].
Distracters in the SSCI were also developed solely from the teaching experi-
ence of Buck and Wage rather than through careful investigation of students’
misconceptions in signals and systems [52]. Buck et al. commented that there
is a lack of any signals and systems misconceptions literature, so it is alarming
that they developed the SSCI without any misconceptions research as back-
ground [16]. While the FCI was developed without misconceptions research
done explicitly for the FCI, there was significant physics misconceptions lit-
erature already in place from which to draw. The missing elements of the
SSCI’s development calls the validity of the SSCI into question.
The correlative studies and interview studies suggest a level of content
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validity for the SSCI [16, 72], but these studies failed to address whether
the SSCI is reliable. It is disconcerting that several students chose different
answers while being interviewed than when they took the SSCI in a test
setting. Without test/retest reliability or any other reliability testing, the
SSCI developers cannot provide compelling evidence for their claim that the
SSCI is a valid measurement of students’ conceptual knowledge in signals
and systems. If students select different answers on repeated testing with-
out further instruction, then it is possible that the distracters do not match
genuine student misconceptions. The lack of reliability also draws the corre-
lation studies into question. Do the correlations indicate the validity of the
SSCI or do they indicate that the open-ended questions on the exam and
the questions on the SSCI were written by the same authors? The validity
of the SSCI can also be questioned because the authors did not explicitly
choose a model for their students’ conceptual development. The SSCI de-
velopers speak about misconceptions with naive theory language, but the
inconsistency of students’ answers may suggest that a knowledge-in-pieces
framework may be the better model for the SSCI’s further development.
The description of the benefits of active learning for signals and systems
courses was largely polemical. Buck et al. showed that students in active
learning courses performed better on the SSCI, but they did not explain why
these courses benefit the students [38]. They claimed that reverse reasoning
powerfully increases conceptual learning, but offered no data to support this
claim [38]. Later, they also claimed that an instructor needs less time to
prepare an IE course than a lecture-based course, but again offered no data to
support this claim [38]. While it is very enticing to believe that the amount of
student learning can be increased in an IE setting with less time commitment
from the instructor, these types of bold claims need to be substantiated.
The work and interviews on the SSCI have revealed some important mis-
conceptions. For example, Wage et al. found that students struggled to
understand how signals and systems filters differ from other types of filters:
Canonical examples like lowpass filters may encourage students
to overgeneralize how filters work and believe they only keep or
remove frequencies, not scale them. This is consistent with the
everyday use of filters (i.e., air filter, coffee filter, or spam fil-
ter) [72].
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Their findings reveal that traditional signals and systems instruction may un-
intentionally encourage the development of misconceptions or that it at least
reinforces these misconceptions. This finding is striking and demonstrates
the critical importance of rigorous misconceptions research in engineering
fields. Without a deep knowledge of students’ misconceptions, engineering
educators may unintentionally reinforce mental models that later lead to per-
sistent misconceptions. This problem is worse than the problems faced by
physics educators at the time of the creation of the FCI. Physics educators
were at least aware of their students’ misconceptions and traditional instruc-
tion was simply impotent in its attempts to remedy the misconceptions. In
contrast, engineering educators need to be aware that their teaching meth-
ods may actually harm their students’ conceptual learning. Because of these
findings, Buck et al. plan to further research the vocabulary used by students
to explain and describe their conceptions [16].
Despite the methodological weaknesses in its development, the SSCI has
been readily received by the signals and systems education community [74].
To the credit of the SSCI developers, they are continuing to investigate stu-
dents’ misconceptions about signals and systems and are continuing to refine
the SSCI through their continued research [73].
2.4.3 The Thermal and Transport Concept Inventory
Ruth Streveler and Ronald Miller are creating the TTCI as independent
principal investigators. They began the development of the TTCI by using
student problem-solving focus groups and a Delphi process [37].
A Delphi process uses several rounds of moderated, anonymized feedback
from a group of experts to obtain consensus about contentious issues in a
topic [37]. The exact methodology for this Delphi process was not reported.
The participants, 30 well-respected engineering faculty members and text-
book authors, were asked to rate 28 topics on two ten-point Likert scales.
The first topic was “what proportion of students understand this topic (0
= no one, 10 = everyone)?” and the second topic was “how important is
this topic (0 = not, 10 = extremely)?” After three rounds of feedback, the
Delphi process revealed that 12 topics were identified by engineering faculty
as having low understanding by students (median rating below 6.5), and high
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importance (median rating above 9) [37].
Streveler et al. organized students from two Big Ten universities into focus
groups to begin misconceptions research [37]. Two teams of faculty members
watched as students solved problems aloud. The focus groups revealed several
unexpected conceptual difficulties.
Based on the list of topics that the experts identified as important and
difficult, Streveler et al. suggested that student difficulties stem from the in-
ability to distinguish between how microscopic (and other) phenomena differ
from how they perceive everyday events [37]. Streveler et al. further assert
that these difficulties are predictable given the naive theories misconceptions
framework identified by Reiner et al. [65].
Although more investigation needs to be done, several of these difficult
concepts (for example: heat vs. energy vs. temperature; internal energy vs.
enthalpy; steady-state vs. equilibrium; viscous momentum flux) do seem to
have emergent qualities and therefore may support Chi’s theory that concepts
with emergent properties are the most difficult to understand [37,67].
The conceptual difficulties observed during the focus groups reinforced
Streveler et al.’s conclusions. Based on these conclusions, they caution that
analogies between observable concepts and new concepts may cause as many
difficulties as they alleviate.
Using 10 concepts identified during the Delphi process and focus groups,
Olds, Streveler, Miller, and Nelson created a 15-question alpha version of
the TTCI [15]. The alpha TTCI was created to address two goals: (a)
assure that the questions were clearly worded and illustrated and (b) develop
distracters for the final TTCI. To assure the questions were clearly worded
and illustrated, Olds et al. interviewed six students from the Colorado School
of Mines. Each student was asked three or four questions in a think-aloud
format to make sure that the questions were correctly interpreted by the
students [75]. Olds et al. revised the alpha TTCI questions based on the
interviews to increase clarity.
Olds et al. administered the alpha TTCI to 93 students at the Colorado
School of Mines [15]. Several questions were part of two-question sets. These
question sets were intended to deeply probe a student’s understanding of the
concept and context of the question. Students frequently chose distracters
that would stem from the same misconception for these two-part questions.
Some distracters were rarely chosen by the students. Olds et al. did not
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find a significant difference in scores based on gender, but they did find that
chemical engineers performed significantly better than mechanical engineers.
Based on these findings, Olds et al. decided to rewrite the distracters that
were rarely chosen [15]. They also decided that they would need to test to
see if the initial set of questions was unintentionally biased towards chemical
engineers. Olds et al. flagged questions that more than 60% of students
answered correctly as items that might be dropped from the TTCI. They also
decided to consult with their Delphi experts to find alternative distracters
and questions.
After writing the beta TTCI, Miller, Streveler, Nelson, Geist, and Olds
used the beta version to search for more student misconceptions [21]. The
beta TTCI had 32 questions, was divided into 3 sub-tests, and was admin-
istered to approximately 100 students at four institutions. Students were
allowed to write-in their own answers if they did not agree with any of the an-
swer choices that were presented. This methodology allowed the researchers
to check whether they missed any misconceptions during their initial survey
of students’ misconceptions. To establish test/retest reliability, several ques-
tions were created in pairs. These paired questions tested the same concept,
often in the same context with the first question asking, “What will happen?”
and the second question asking, “Why will it happen?” Distracters for both
parts of the question were created to be consistent based on different mental
models. Many matched-pair questions had statistically significant correla-
tions. These matched pairs were used to identify persistent misconceptions.
Because of the statistically significant correlations and because a compa-
rable number of students consistently chose the answers that stemmed from
the same misconception or correct conception on matched-pair questions,
Miller et al. concluded that the matched-pair questions reliably identified
student misconceptions [21]. They believe that because students responded
to matched pairs of responses, these students demonstrated strong mental
models of misconceptions. The misconceptions identified by the matched
pairs are important, because they further reveal that students confuse emer-
gent processes with direct processes. Miller et al. plan to use factor analysis
later to see if the three sub-tests consistently measure student understanding
in the three major conceptual areas.
Miller et al. highlight that seniors still have the misconceptions that they
brought into college [21]. Miller et al. emphasized this point saying,
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However, work we have reported previously based on interviews
with engineering students indicates that these misconceptions are
carried forward into college and that some of our best students
(as measured by grade point average) still possess significant heat
transfer misconceptions when they graduate [21].
Discussion
The TTCI summarized in Section 2.4.3 was developed according to the prin-
ciples described by Rowe and Smaill [17]. First, Streveler et al. developed
the TTCI within a community of experts to assure that the TTCI meets the
needs of the discipline at most institutions [37]. Second, Streveler et al. also
took the time to develop a small body of student misconceptions to construct
the TTCI distracters and to choose what types of questions to ask. Strev-
eler et al. also clearly adopted a naive theory perspective and constructed
the TTCI in accordance with this model of conceptual learning. The paired
questions on the TTCI provide a direct means for testing their naive theory
assumptions, and their plans to use factor analysis can provide evidence for
the validity of the TTCI. Third, the TTCI developers are checking the va-
lidity and reliability of the TTCI, and fourth, they are revising the TTCI
based on initial rounds of testing [15, 21]. Finally, they are testing whether
the TTCI items are biased against different populations [21].
The TTCI developers have created a TTCI with both appropriate rigor
and inventive methodologies. The use of paired questions is insightful and
consistent with their theoretical framework. The paired questions also pro-
vide a way to test the reliability and validity of the TTCI. If students do
possess naive theories, then the paired questions should reveal consistent
beliefs, as the TTCI developers showed. These consistent misconceptions
validate the developers choice of a naive theory framework. As a trade-off
for this rigor, the initial development of the TTCI has taken much longer
than the development of the SSCI.
The misconceptions found by the TTCI researchers also match with the
theories presented by Chi. The TTCI provides quantitative evidence that
supports the theory that emergent processes such as equilibrium are more
difficult for students to learn than direct processes [21, 67].
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2.5 Discussion
In the first section of this review, I presented research on the FCI. The FCI
rightfully serves as a model for how assessment tools can be used to cat-
alyze pedagogical reform. The FCI was built on a strong theoretical founda-
tion, was shown to be reliable, and has withstood scrutiny from the physics
education community [8, 50, 51, 54]. The FCI helped legitimize interactive
engagement pedagogies and encouraged the adoption of these pedagogies [9].
The second section of this literature review presented physics and mathe-
matics misconceptions research relevant to CI developers. This short review
of the misconceptions literature presented the antimony between knowledge-
in-pieces and naive theory. These two theories have sparked a debate about
whether students’ misconceptions are primarily context dependent and frag-
mented or primarily coherent and attributable to a single naive theory pos-
sessed by the student. Both theories emphasize the importance of the imme-
diately visible features of contexts and problems. For Chi, students are overly
committed to substance-based conceptions of the abstract concepts they en-
counter in science and engineering. For Hestenes, the context of a problem
caused students’ answers to be sporadic and unpredictable. Ambiguity in
terminology is also a common source of misconceptions.
The third section presented two methods for developing CIs. The develop-
mental approaches of both groups differ, yet both groups confirm the results
of the earlier misconceptions literature. For example, the SSCI has revealed
that signals-and-systems students struggle to learn ambiguous terms such
as filters much as physics students struggle to learn ambiguous terms such
as force [16, 54]. The TTCI has confirmed that students struggle to learn
emergent processes more than direct processes, as Chi predicted [21,67]. Fu-
ture CI developers should look for ambiguous terminology in their discipline.
They could also look for common analogies in their fields for sources of mis-
conceptions. Analogies always fail at some point, and the imperfection of
analogies may reinforce students’ misconceptions.
The TTCI developers have spent more time developing their CI than the
SSCI developers. They have taken extra steps to assure wider acceptance of
their TTCI and to develop a misconceptions literature before creating the
TTCI. Although the SSCI developers did not follow the same development
models described by Rowe and Smaill [17], the SSCI seems to be enjoying
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wide acceptance [74]. While there are still some lingering questions about the
validity and reliability of the SSCI, the SSCI developers are also taking steps
to refine the SSCI to bolster its validity and reliability. CIs are standardized
tests and therefore require greater scrutiny and validating than typical class-
room examinations. The signals-and-systems education community and the
thermal-and-transport education community should evaluate whether these
new CIs should be adopted, as Huffman and Heller did to the FCI [50].
To conclude this review, I provide insights into how this review has shaped
the research presented in this dissertation.
2.6 Comparison Between Previous Work and the
Research in this Dissertation
The goal of CIs is to add rigor and objectivity to the evaluation of instruction.
Without this rigor, CIs lose their credibility to stimulate educational reform.
Developers of new engineering CIs need to weave the qualitative analysis
of student misconceptions with the quantitative, statistical analysis of test
construction. To provide this rigor, I have chosen to generally follow the
development model of the TTCI rather the model of the SSCI.
The development cycle presented in Chapter 1 generally matches the five-
step development cycle proposed by Rowe and Smaill [17] and the three-step
cycle proposed by Miller et al. [21]. The investigation of misconceptions for
the DLCI is substantially longer than the misconceptions research conducted
for the TTCI, though. There are two reasons for this longer development:
(1) the TTCI was developed with the help of Chi, who had previously inves-
tigated students’ misconceptions in heat transfer, which is a core concept on
the TTCI, and (2) the TTCI developers knew that the naive theory frame-
work was a reasonable theoretical framework for students’ misconceptions
about heat transfer. Because the TTCI developers were able to use this
existing theoretical framework, their questions and misconceptions research
could be more targeted than my research could be.
No formal misconceptions research was conducted in digital logic prior to
this project, aside from pilot studies [76]. Therefore, I did not know what
misconceptions to expect, and I did not know which theoretical framework
would be most appropriate for discovering and interpreting students’ mis-
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conceptions in digital logic. Because a theoretical framework could not be
chosen a priori, the misconceptions needed to be uncovered with a grounded
theory approach. This approach is necessarily iterative and time consuming.
As will be shown in Chapters 5, 6, 7, and 8, students’ conceptual knowledge
in digital logic is often fragmented and inconsistent. Simple shifts in context
or even presentation change students’ methods and answers to similar prob-
lems. Consequently, the DLCI was constructed from a knowledge-in-pieces
framework in contrast with the TTCI. This knowledge-in-pieces framework
means that the validity and reliability of the DLCI will not be evaluated by
the use of paired questions in the manner of the TTCI or factor analysis.
The validity and reliability of the DLCI will be established through other
means.
Engineering and science educators have long been aware of students’ mis-
conceptions about force and heat transfer. Both physics and heat trans-
fer have developed a substantial repository of example conceptual questions
and have long-established methods for introducing fundamental concepts. In
contrast, signals and systems and digital logic are relatively young topics
within the broader electrical and computer engineering and computer sci-
ence (ECECS) disciplines. ECECS educators still openly debate about when
(or even whether) these topics should appear in the curriculum. For ex-
ample, signals-and-systems instructors debate whether analog or digital sys-
tems should be taught first, and digital-logic instructors debate whether stu-
dents should start with gate-level implementations of circuits or whether they
should immediately use programmable logic devices. Consequently, more ef-
fort is exerted to determine what should be taught in these courses rather
than how the courses’ material should be presented or how students misun-
derstand the discipline’s canonical examples (e.g., Wage et al.’s revelation
that the canonical low-pass filter example reinforces students’ misconception
that filters in signals and systems can only remove signal content). I expect
that the development of the DLCI, like the development of the SSCI, will re-
veal that there are some common practices in instruction that actually foster
or reinforce students’ misconceptions.
The development of the TTCI and SSCI both uncovered students’ mis-
conceptions through alpha and beta testing. Like the TTCI, the DLCI
development includes the use of fill-in-the-blank multiple-choice questions.
Because the initial misconceptions research may not exhaustively find stu-
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dents’ misconceptions in digital logic, the use of fill-in-the blank multiple-
choice questions may uncover misconceptions that were missed during the
interview-based research.
Like the TTCI and SSCI, the DLCI is being administered at multiple
institutions. Unlike the TTCI and SSCI, pre-test and post-test comparisons
are problematic at best. Much of the content, notation, and terminology of
digital logic is completely unfamiliar to students prior to starting their first
course in digital logic. Pilot pre-tests of the DLCI revealed that students
choose to not answer the questions on the DLCI or they openly admit to
guessing. As such, pre-course administrations of the DLCI cannot accurately
measure students’ misconceptions about digital-logic concepts. Comparisons
between institutions’ scores on the DLCI cannot use Hake’s normalized gain
g, unlike the SSCI and TTCI. Fortunately, most students have a common
level of experience with digital logic (i.e., little or no experience) prior to
their first course on the topic, so a normalized gain is not meaningful.
47
CHAPTER 3
CONDUCTING A DELPHI PROCESS TO
IDENTIFY WHAT TOPICS SHOULD BE IN
THE CONCEPT INVENTORY
In this chapter, we present how we used a Delphi process to identify the topics
that should be included in the DLCI. This study was conducted in parallel
with two other Delphi processes that were conducted to identify the topics
that should be included in CIs for two other computing topics: programming
fundamentals and discrete mathematics. We present some data from these
other CIs to demonstrate the validity of the Delphi process, but we present
in-depth analysis of only the results from the study on digital logic.
3.1 Background
Attempts to discover the importance and difficulty of core CS concepts have
previously used novice-centric and expert-centric techniques. Novice-centric
techniques have included analyzing student exams, observing students during
problem-solving sessions, interviewing students, and creating multiple-choice
assessment tools [5, 77, 78]. These types of approaches are essential to de-
termine which concepts are difficult to learn, develop theories about why
those concepts are difficult, and establish how long difficulties persist. While
these approaches are the most valid measures for pinpointing the difficulties
that novices experience, they are not reliable at assessing which concepts are
important.
Most novice-centric techniques (including those listed above) have focused
primarily on programming fundamentals (CS1) courses; and fewer studies
have examined discrete mathematics and digital logic. These novice-centric
methods have found that students struggle with the same concepts regardless
of school or even nation. They have found that students struggle to grasp
how to appropriately trace even basic code and that students frequently
lack necessary problem-solving abilities [5, 77]. They have also found that,
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by the end of a second programming course, most students with similar
demographics will have comparable performance regardless of instruction
paradigm [78].
While novice-centric techniques excel at assessing difficulty, expert-centric
techniques are more valid for assessing importance. Expert-centric tech-
niques include surveying classroom artifacts (such as syllabi and the table of
contents of textbooks) [78], and polling instructors using survey or interview
techniques [79]. Surveys of classroom artifacts are useful for obtaining an
initial estimate of the relative importance of topics as they reveal what is
commonly taught. The frequency with which topics appear in syllabi is not
an exact match to importance nor does it provide insight into the difficulty
of the topics covered. Polling experts can accurately identify which topics
are important. When those experts are instructors, they can also provide
a reasonable estimate of which topics are difficult to learn because of their
interactions with students. The accuracy of expert opinions about what is
difficult is not as valid as novice-centric techniques, though, as experts are not
always aware of what cognitive tasks are needed to solve common domain-
specific problems [80]. As such, experts may attribute student difficulties to
the wrong abilities or conceptions [80, 81]. Expert opinions of difficulty are
best corroborated by novice sources of data.
Zendler and Spannagel recently conducted an expert-centric study to iden-
tify the central concepts of CS education [79]. They comment that most
publications that identify central concepts of CS rely on only personal es-
timations. To move beyond personal estimations, they polled 37 experts
about 49 single-word concepts that span the whole computer science curricu-
lum. These instructors ranked the concepts based on importance, but did
not rank the concepts based on difficulty. Zendler and Spannagel conducted
one round of surveys and used clustering techniques to analyze the surveys.
Their final list of central CS concepts is valuable and provides a broad scope
within which to place our CIs. However, the broad scope of the Zendler and
Spannagel study does not allow for the fine-grained detail needed to create
CIs for individual courses. Their rankings inform the education community
about what concepts students must know when completing the curriculum,
but not what concepts students must know after completing specific classes.
In order to assess whether we are meeting the needs of our students every
step of the way through the curriculum, we must know what is commonly
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agreed to be the central concepts for each topic.
Given the relative strengths of the novice-centric and expert-centric tech-
niques, we chose to focus first on expert-centric techniques such as the Delphi
process. The misconceptions research and the results of the DLCI that fol-
low can serve as metrics that can verify or challenge the experts’ opinions.
In accordance with the literature, we are finding that the experts generally
know what is difficult for students, but that they occasionally underestimate
the difficulty of some topics.
We also believe that starting with an expert-centric approach is warranted,
because instructors will choose whether to adopt the CI. As more instructors
adopt the CI, the CI will have more power to motivate instructional reform.
Because the Delphi process incorporates a large number of expert opinions,
we felt that this method best fit our needs for creating powerful assessment
tools.
3.2 The Delphi Process
A Delphi process is a structured process for collecting information and reach-
ing consensus in a group of experts [82]. The process recognizes that expert
judgment is necessary to draw conclusions in the absence of full scientific
knowledge. The method avoids relying on the opinion of a single expert or
merely averaging the opinions of multiple experts. Instead, experts share ob-
servations (so that each can make a more informed decision) in a structured
way, to prevent a few panelists from having excessive influence, as can oc-
cur in round-table discussions [83]. In addition, experts remain anonymous
during the process, so that they are influenced by the logic of the arguments
rather than by the reputations of other experts.
For each of the three computing subjects, we used the Delphi process
to identify key topics in introductory courses that are both important and
difficult for students to learn. Specifically, we sought a set of key topics such
that if a student fails to demonstrate a conceptual understanding of these
topics, then we could be confident that the student had not mastered the
course content. These key topics would set the scope of each CI.
Because the quality of the Delphi process depends on the experts, we
selected three panels of experts who not only had taught the material fre-
50
quently, but who had published textbooks or rigorous pedagogical articles
on these subjects. Within each panel, we strove to achieve diversity in race,
gender, geography, and type of institution (community college, four-year col-
lege, university, industry, etc.). Clayton [84] recommends a panel size of 15
to 30 experts. Our panel sizes were 21 experts for discrete math, 20 experts
for programming fundamentals, and 20 experts for digital logic. We executed
our Delphi process through four phases and used on-line surveys to conduct
the process.
Phase 1. Concept Identification: We asked each expert to list 10 to
15 concepts that they considered to be both important and difficult in a
first course in their subject. Using principles from grounded theory [85], we
constructed topic lists to include all concepts identified by more than one
expert. For each subject, two or three of the authors coded the experts’
responses independently to create a compiled topic list. The authors then
met together to reconcile their different list into one master list. These
reconciled lists of topics were used for subsequent phases.
Phase 2. Initial Rating: We asked the experts to rate each topic from the
reconciled lists on a scale from 1 to 10 on each of three metrics: importance,
difficulty, and expected mastery (the degree to which a student would be
expected to master the topic in an introductory course). The third metric was
included because some concepts identified in Phase 1 might be introduced
only superficially in a first course on the subject but would be treated in
more depth in later courses; these concepts would probably be inappropriate
to include in a concept inventory. We found that expected mastery was
strongly correlated (r ≥ 0.81) with importance for all three subjects. Thus,
we dropped the expected mastery metric from Phase 3 and Phase 4.
Phase 3. Negotiation: We calculated the averages and inner quartile
ranges (middle 50% of responses) of the Phase 2 ratings. We provided this
information to the experts, and we asked them to rate each topic on the
importance and difficulty metrics again. In addition, when experts chose a
Phase 3 rating outside the Phase 2 inner quartiles range, they were asked to
provide a convincing justification for why the Phase 2 range was not appro-
priate. These justifications also indicate why certain topics are contentious,
important, or difficult.
Phase 4. Final Rating: In Phase 4, we again asked the experts to rate
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the importance and difficulty of each topic, in light of the average ratings,
inner quartiles ranges, and anonymized justifications from Phase 3. We used
the ratings from Phase 4 to produce the final ratings.
During each phase, we tracked the averages, standard deviations, and inner
quartile ranges of the ratings. The averages were defined to be the relative
importance and difficulty of the topics. Given this definition, we expected
that the average should drastically change only in the presence of an expert’s
compelling argument against the previous phase’s average ratings.
We defined consensus in terms of the standard deviations of responses,
because unanimous consensus would result in a standard deviation of zero
while increased variability in the rankings would increase the standard devi-
ation. Inner quartile ranges, rather than standard deviations, were given to
the Delphi experts because they provide round numbers and less confusion.
Because the aim of the Delphi process is to achieve consensus, we expected
to see standard deviations decrease from each phase to the next.
Post Delphi. Analysis of Results: From the importance and difficulty
ratings, we computed a single metric with which to rank the topics. The final
importance and difficulty ratings were used as the coordinates to calculate
the Euclidean distance of each topic from the maximum ratings (importance
10, difficulty 10), the L2 norm. (We found that both the sum and product
of the two metrics provided almost identical rankings.) In the tables at the
end of this chapter, we highlight the top N topics by this ranking, selecting
an N close to 10 such that there is a noticeable separation between the two
groups of topics.
After completing the Delphi process, we analyzed the Delphi experts’ com-
ments to find trends and themes about why the topics were rated as impor-
tant and difficult and to learn why certain topics did not achieve strong
consensus. We used a grounded theory-based approach of independent and
then joint analysis to discover the themes among the comments.
3.3 Delphi Results
In this section, we present the results that were common to all three of the
Delphi processes. Then, we present the results specific to logic design.
We found it straightforward to reconcile the suggested topics into master
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lists. As an example, the topic suggestions “Binary numbers, 2’s comple-
ment,” “Two’s complement representation,” “Unsigned vs. Signed numbers,”
“The relationship between representation (pattern) and meaning (value),”
and “Signed 2’s complement representation” were synthesized into the topic
“Number Representations: Understanding the relationship be-
tween representation (pattern) and meaning (value) (e.g., two’s
complement, signed vs. unsigned, etc.),”
which we abbreviate here, for space reasons, as Number Representations. Our
experts demonstrated that they all understood which topics are considered to
be at least either important or difficult. None of the topics that our experts
suggested in all three subjects was finally ranked as both “non-important”
and “non-difficult” by the panel, as can be seen graphically in Figure 3.1.
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7: Verbal specifications to Boolean 
11: Multilevel synthesis
15: Heirarchical design
20: State transitions
21: Verbal specifications to state diagrams/tables
26: Sequential circuit/state diagram correspondence
27: Relating timing diagrams to state machines, circuits
32: Algorithms to register-transfer 
33: Designing control for datapaths
35: Using CAD tools
38: Modular design
39: Debugging, troubleshooting, and designing simulations
Figure 3.1: Digital logic topics plotted to show the selection of the highest
ranked. Topics were ranked by their distance from the point (10, 10); the
quarter circle shows the separation between the top 12 topics and the rest.
We found that the Delphi process was, in fact, useful for moving toward
a consensus. The standard deviations of the responses decreased for almost
all topics during each step of the Delphi process (see Section 3.5 for full list
of ratings and standard deviations). Specifically, 62 out of 64 (programming
fundamentals), 71 out of 74 (discrete math), and 90 out of 92 (logic design)
53
standard deviations for the ratings decreased from Phase 2 to Phase 4. Typ-
ically, this consensus was achieved when the experts adjusted their rankings
modestly. Most (88%) ratings changed by 2 points or less on the 10-point
scale between Phase 2 and Phase 4 (no change, 32%; change by 1, 38%; 2,
19%; 3, 7%; 4, 3%; 5+, 2%).
Interestingly, we found the rankings computed during Phase 2 of the Delphi
process to quite accurately predict the top-ranked topics in later phases. For
example, in logic design, 10 of the top 11 ranked topics were the same for
both Phase 2 and Phase 4. While the average importance and difficulty
ratings changed significantly in some cases — 0.5 to 1.0 point shifts were
common — these shifts occurred predominantly in the topics that made up
the middle of the rankings.
Figure 3.1 and additional Figures 3.2, 3.3, and 3.4 in Section 3.5 show
the results and top 12 topics of the digital logic Delphi process. For the
most part, we found that importance rankings had higher standard devia-
tions — largely attributable to differences in course coverage — than the
difficulty rankings. A notable exception was the high standard deviation for
the difficulty of Number representations (10), where some faculty asserted
that their students knew this material coming into the class, whereas others
claimed their students had some trouble. This result is perhaps attributable
to differences in student populations between institutions. Some expert com-
ments concerning the Number representations (1) concept demonstrate this
variation in expectations:
“Most students have already done this in early high school and it
is almost completely a review of their general math class work.”
IMP = 9, DIFF = 2
“Signed 2’s complement is a concept that seems to be very diffi-
cult for some students to grasp. They naturally think signed mag-
nitude. While they may be able to do the conversion relatively
easily, their difficulty in understanding 2’s complement arithmetic
and particularly overflow indicates that they really don’t easily
grasp the relationship between the representation and meaning.”
IMP = 9, DIFF = 7
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When a change in the mean occurred between Phases 3 and 4 (as identified
below), we could attribute it to expert comments. Five types of comments
seemed to have the most consistent and largest effects upon the ratings: “no
longer important,” “not important in a first course,” “important for future
learning,” “asserted to be hard,” and “solvable by rote.”
3.3.1 No longer important
The importance of some topics decreased as experts asserted that certain
topics were no longer important due to advances in design tools and design
techniques. Many of these topics were introduced when the dominant means
of building digital systems was composing small-scale integration (SSI) and
medium-scale integration (MSI) chips. Topics specific to that design style
(8, 9, 10, 14, 19, 25, 28) were argued to be no longer in the context of
modern design tools (VLSI or FPGA). The following comments express these
arguments.
Application of MSI (14): “This topic should be banned from intro
courses! It’s a left-over from the days when we had a lab stocked
with SSI/MSI components and needed to use them efficiently. It
has no relevance today in the era of FPGAs and ASICs. Students
barely understand the main uses of muxes and decoders; showing
them tricky uses of those components just confuses them, and
does not improve their understanding of those components or of
logic design in general. It’s like teaching a beginning drummer
how to play drums with the sticks in his mouth rather than in
his hands – cute trick, but rarely relevant.” IMP = 2, DIFF = 8
Other topics (2, 17, 31) were more generically argued to be obsolete or of
diminished importance in modern logic design and therefore also experienced
decreases in importance.
Conversion between number systems (2): “It’s nice to know and
easy to test, but students and engineers today use calculators
to do this when it’s really required. It may be a shame, but I
think it’s inevitable that they will continue to do so. And the
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calculators are more accurate, when it really counts.” IMP = 5,
DIFF = 5
Latches vs. flip-flops (17): “Modern design does not require this
distinction, nor does understanding how digital circuits form the
basis for computers. It’s a left-over from the 70s/80s. Best to
show how gates can form a flip-flop, show how flip-flops can form
a register, and then just use registers. Details like latches versus
flip-flops can be covered in an advanced course if desired, but
there are more important items to cover in an introductory course
(e.g., RTL).” IMP = 3, DIFF = 7
3.3.2 Not important in a first course
The rated importance for topics 6, 10, 12, 16, 17, 22, 23, 27, 31, 33, 41-43,
45, 46 decreased as (in some cases multiple) experts argued that these topics
are not appropriate for a first course, in spite of their importance. Experts
typically mentioned three reasons for why a topic is not important in a first
course on logic design:
1. complete understanding of a given topic is not necessary,
Carry lookahead adder (16): “While concepts of adder design are
important, the specifics of CLA implementation are not necessary
in an introductory course.” IMP = 3, DIFF = 7
2. a given topic is not essential in a first course and other topics should be
taught instead, and
Race conditions (27) “Advanced topic, not suitable for an intro
course. Better to move on to RTL design so that students leave
an intro course with a clearer understanding of the power and
relevance of digital design.” IMP = 3, DIFF = 8
3. teaching multiple methodologies for a given topic can be confusing.
56
Mealy vs. Moore (22): “An intro course should show one way
of doing things first, and not immediately confuse students with
multiple ways.” IMP = 4, DIFF = 8
3.3.3 Important for future learning
Two topics (11, 32) increased notably in importance when experts argued
that the subjects were important for future learning.
Multilevel synthesis (11): “2-level design is often the real easy
part of the course, which can be done pretty much by rote: there
are good programs available. Multilevel synthesis introduces the
student to the type of thinking they need to develop — which I
view as critical for a college level course.” IMP = 9, DIFF = 8
3.3.4 Asserted to be hard
Consensus difficulty levels increased for a number of topics (6, 7, 11, 20) when
experts asserted that the topics were subtle or challenging for students.
State transitions (20): “[State transitions are] similar to recursion
in programming; current state and next state [are] difficult to
understand because [they are] time dependent.” IMP = 10, DIFF
= 9
3.3.5 Solvable by rote
Experts argued that topics 12 and 23-25 were not difficult, as a rote method
for solving them could be taught. The following comment is representative.
Analyzing sequential circuit behavior (24): “Starting from a se-
quential circuit, it is a ROTE method to derive the NS table
or state diagram. This requires no understanding.” IMP = 10,
DIFF = 3
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A number of experts argued against the inclusion of many of the topics
under “Design Skills and Tools” and “Digital Electronics” on the grounds
that teaching these topics in an introductory course depends on an overall
curriculum decision. Experts argued that most of these topics (35-36 ,39-43,
46) belong in a laboratory-focused class where technology-specific informa-
tion is important or in a laboratory class where a hardware design language
is taught. These topics are not essential for students to understand in a
“theory”-based class.
Using CAD tools (35): “I think the importance of this topic de-
pends on the audience for the course. If students will be taking
additional courses and using the tools, then introducing them
is important. If the students are taking only this digital logic
course (as an out-of-major elective, for example) then the time
spent on CAD tools can probably be used more productively on
other topics.” IMP = 5, DIFF = 7
Furthermore, many concepts are very important in the larger scope of logic
design as a discipline, but may not be as important for students to learn in
an introductory course. Expert comments on these concepts reflected the
tension between wanting students to understand these concepts well and
questioning the importance of teaching these topics in a first course. Com-
ments from Asynchronous flip-flop inputs (19) demonstrates this tension.
“Should be mentioned, but not stressed, in an intro course, which
instead should probably just use synchronous inputs in all de-
signs. Whether to use asynchronous or synchronous resets/sets
is not agreed upon in the design community – why confuse the
poor intro student?” IMP = 5, DIFF = 7
“As a digital designer, if you don’t understand how these work,
and especially the related timing considerations (e.g., recovery
time specs) you’re dead.” IMP = 10, DIFF = 8
The ratings and comments of our experts are now being used to inform the
identification of misconceptions for our concept inventory creation process
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(see Chapter 1). We are currently researching student misconceptions in
translation tasks from English to Boolean statements [27], state concepts [30],
medium-scale integrated components, and number representations and have
created a preliminary version of the CI [19].
3.4 Reflections on the Delphi Process
For future applications of the Delphi process, we have the following sugges-
tions:
1. Explicitly require that experts provide explanations when their ratings
fall outside the middle 50% range in Phase 3. Our implementation
of the survey put experts on the honor system to provide explanations
where appropriate. Such a system would remind experts who may have
forgotten or not noticed that their ratings required explanations.
2. Provide a clearer specification, and possibly examples, of the types of
explanations that should be provided for a rating outside the middle
50% range. We asked experts only to explain their opinions, and in
some cases they did not produce the results we had hoped. Simple
explanations are unlikely to be convincing and do not help us achieve
a deeper understanding for how an expert chose a rating.
3. Have a mechanism for both accepting critique of the survey design and
topic explanations, as well as adapting to it. Experts communicated
survey suggestions through the comments in Phase 3 and in email to
us. Comments provided in Phase 3 arrived too far into the process to
have any effect, and through email it was difficult to determine how
and if changes should be made to the survey design. It may be useful
to let experts comment on the survey itself and make revisions before
beginning Phase 2.
4. Provide instructions for how experts are to deal with programming
language and curriculum differences, or design the survey around these
differences. For many topics, some experts were asked to rate the im-
portance and difficulty of a concept that had no role in their experience.
It is difficult for that expert to imagine a pedagogical setting where the
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topic would be of interest and then rate its importance and difficulty.
Handling of this ambiguity is done to some degree by allowing experts
to choose “not applicable” (N/A) for some topics, but it may be the
case that the important and difficult concepts according to their ex-
perience are not represented. This issue is challenging, and striving
for the maximum diversity of experts cannot be stressed enough. We
are examining whether these issues will require the CI to have sections
built around specific languages or approaches.
3.5 Full Delphi Ratings
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Figure 3.2: Logic design topics rated for importance and difficulty (part 1).
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Figure 3.3: Logic design topics rated for importance and difficulty (part 2).
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Figure 3.4: Logic design topics rated for importance and difficulty (part 3).
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CHAPTER 4
INTERVIEW ANALYSIS METHODOLOGY
Subjects in this study were interviewed for one hour about their understand-
ing of a wide range of concepts in digital logic design. Due to time con-
straints, each participant was interviewed on only a portion of the selected
concepts. The interview questions resembled problems that the subjects may
have encountered previously in a digital logic course.
4.1 Subjects
In Spring 2008, Fall 2008, and Spring 2009, I interviewed nine undergradu-
ate students, six undergraduate students, and eleven undergraduate students,
respectively, at the University of Illinois at Urbana-Champaign. Consistent
with standard qualitative research practice [86], more interview subjects were
added until interviews ceased to reveal more misconceptions. All students
were recruited from two large, three-credit digital logic courses: one each in
the Department of Computer Science and the Department of Electrical and
Computer Engineering. Both courses were taught by instructors who had
taught their respective courses for multiple semesters and have been rated
highly by their students, used the same textbook [87], and used similar syl-
labi. Each course had about 200 students per semester. Both courses were
lecture based and administered online homework assignments, weekly paper-
based homework assignments, simulation labs, two midterm exams, and a
final exam. All interviewed students were traditional age (18-22) under-
graduates majoring in computer science, electrical engineering, or computer
engineering who had just completed one of the digital logic courses and had
earned grades of B or C (from 1.7 to 3.3 on a 4.0 scale). Most interviews
took place shortly after students’ final examinations. These students were
selected because their understanding was likely to be less complete than stu-
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dents with higher grades (i.e., more likely to have misconceptions). Pilot
interviews confirmed these expectations.
4.2 Interview Process
Students were interviewed for one hour. Interviews were conducted in a
modified “think-aloud” format: Students were instructed to vocalize their
thoughts as they solved problems and responded to questions [75]. Prior to
the interview, students were briefed on the study’s goal of understanding
how they think through various topics in digital logic. They were told to
not expect feedback during the interviews about whether their answers were
correct, but to expect frequent requests to elaborate on what they were
doing [75].
All interviews were recorded using a document camera (which recorded
only what the student wrote) and microphone. The audio tracks of the
interview recordings were transcribed verbatim, the students’ gestures were
included in the transcript, and every piece of paper the student wrote on
was scanned electronically. Quotations presented in this dissertation have
been “cleaned-up” to remove excessive “likes,” “ums,” and repeated phrases.
Clean-up was performed only when removing these artifacts did not change
the content of the statement. For example, the quotation “State? State is
[pause] like, the state in a circuit is [pause] where you’re currently at. What
values [pause] so if you have [pause] like in, some sort of [pause] datapath
or something, you have certain values,” will be presented as “The state in a
circuit is where you’re currently at. So if you have some sort of datapath or
something, you have certain values.”
Students were paid for their participation, and all students gave writ-
ten consent to be interviewed under IRB approval (University of Illinois at
Urbana-Champaign number 07026).
4.3 Interview Questions
All students were asked questions that spanned four main topics in digi-
tal logic: number representations, Boolean logic, medium-scale integrated
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circuits, and state and sequential circuits. Each semester, I interviewed stu-
dents using a slightly different set of questions based on their analysis and
findings from the previous round of interviews. The interview questions for
each topic will be introduced in their corresponding chapters.
4.4 Data Analysis
Grounded theory is a research paradigm that is intended to facilitate the
generation of theories through rigorous, inductive analysis grounded in the
data rather than in established theories [88]. Researchers first analyze the
data independently without a predetermined coding scheme, and develop a
coding scheme based on the data. This independent analysis allows theories
to emerge from the data without an a priori theoretical framework that in-
appropriately influences the observations. Forgoing an initial coding scheme
also allows for fuller descriptions of what subjects did correctly or incorrectly.
Later, the researchers collaborate to check the reliability and validity of the
coding schemes.
To our knowledge, there have been no formal, systematic investigations
on students misconceptions about digital logic concepts. Hence, we cannot
assume that existing learning theories and research apply directly to student
learning in digital logic. Grounded theory’s emphasis on the analysis of data
without a guiding theoretical framework provides an appropriate research
paradigm for the project.
The interviews were analyzed using a four-step interpretation of grounded
theory and qualitative data analysis as described by Kvale [89], Strauss and
Corbin [88], and Miles and Huberman [86]. Four researchers helped to ana-
lyze the data at various points in the project: a former instructor of a digital
logic course (Michael C. Loui), a colleague with content knowledge in digi-
tal logic (Craig Zilles), a researcher with extensive experience in qualitative
research methods (Lisa Kaczmarczyk), and I.
Step (1) - To avoid bias, we analyzed all interviews regardless of per-
formance. The analysis of the interviews was divided into four sub-studies
— one for each topic. For each sub-study, we analyzed only the portions
of the interviews that pertained directly to the topic for the sub-study. For
example, if a student talked about Boolean expressions when asked about
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medium-scale integrated circuits, we evaluated the statements only as they
pertained to medium-scale integrated circuits.
Step (2) - All researchers analyzed the interviews independently without
a predetermined coding scheme, as prescribed by grounded theory [88].
Step (3) - Three or four researchers met and discussed every annotation
and observation that they had made. To ensure the accuracy and complete-
ness of our coding, a unanimous decision was needed for an annotation to
be included for coding or rejected from coding. If a unanimous decision was
reached, then it was counted as an agreement; otherwise it was counted as a
disagreement. Preliminary code names and definitions were created for every
accepted annotation.
Step (4) - After all interviews were discussed, I refined the preliminary
code names and definitions with the assistance of Lisa Kaczmarczyk to fa-
cilitate the identification of thematic patterns. The refined list of codes and
definitions was given to all four researchers to identify the thematic elements
of the codes independently. All researchers then met again to discuss the
thematic elements that they had noted. A unanimous decision about the
presence of a theme was needed for it to be included in the final list of
themes.
This process was repeated for subsequent rounds of interviews. The themes
identified during the earlier rounds of interviews were used to better inform
our construction of interview questions and our analysis for the later rounds
of interviews.
4.5 Codes
Through the process described in Section 4.4, we identified codes and themes
for each of the four topics. The codes were divided into two primary cate-
gories — Actions and Conceptions.
An inter-rater reliability of 95% was calculated as follows:
R = An/(An +Dn), (4.1)
where R is inter-rater reliability, An is the total number of agreements, and
Dn is the total number of disagreements.
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The conception codes are of most direct interest to this research, because
they indicate the misconceptions that can be used to create the concept in-
ventory. These codes also help to gauge the relative difficulty of different
concepts. While the action codes will not be used to create the concept in-
ventory directly, these codes offer additional insights about why the subjects
had these misconceptions. Therefore, they provide guidance towards instruc-
tional interventions to help students overcome their misconceptions. These
codes also demonstrate the expertise level of the subjects.
4.6 Terminology
This section defines terminology that is used for the remainder of the dis-
sertation. The term student describes any person who has recently learned
digital logic or is currently learning digital logic. The term subject describes
any student who participated in the interview portion of the study. All sub-
jects are given pseudonyms such as “Subject 1.” Because each subject was
not interviewed about every topic, the number of subjects that are described
in each chapter varies. Consequently, subjects’ pseudonyms may change from
chapter to chapter.
Additional terminology specific to each topic will be introduced in the
appropriate chapters.
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CHAPTER 5
STUDENTS’ MISCONCEPTIONS ABOUT
NUMBER REPRESENTATIONS
In undergraduate courses in computer science and computer engineering,
students learn to convert between binary, decimal, and hexadecimal repre-
sentations. They learn to add and subtract numbers in unsigned binary and
two’s complement representations and then how to detect overflow in these
operations. Upon completing these courses, most students are able to per-
form these procedures proficiently. Yet why do some students not understand
what they are doing?
The experts from the Delphi process rated a conceptual understanding of
number representations as one of the top ten most important concepts that
students need to understand upon completing their first course in digital
logic [25]. They specifically stated that students need to understand the re-
lationship between representation (pattern) and meaning (value) for number
systems that are used in computers. Although there was strong disagreement
from some members of the panel, the panel concluded that they expected that
most students would achieve mastery of this topic prior to completion of the
course. The panel ultimately rated number representation related concepts
as the easiest concepts in digital logic [25].
Based on this consensus opinion, we decided to investigate (1) did the panel
have an accurate perception of students’ mastery of number representations
and, if not, (2) how do students misunderstand number representations?
We questioned the panel’s general perception of the difficulty of number
representations, because some panel members disagreed with the majority,
and because education research has consistently revealed that instructors are
often unaware of the exact nature of their students’ struggles [8].
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5.1 Background
As was discussed in Chapter 2, students struggle to use consistent mental
models in mathematics. Students are often able to mask their conceptual de-
ficiencies in mathematics, because they are adept at using memorized proce-
dures. As we investigate students’ misconceptions of number representations,
we need to determine whether students have simply memorized procedures
without conceptual understanding and whether students are able to use these
procedures to mask their deficiencies in conceptual understanding.
Mathematics education research has revealed that students possess ro-
bust misconceptions about fractional numbers even through secondary educa-
tion [90,91]. Researchers discovered these misconceptions by asking students
from grades K-10 either to choose which number was greater of two numbers
or by asking students to order several numbers from least to greatest [92,93].
Through the students’ explanations, Steinle and Stacey found that students
possess two common sets of misconceptions about fractional numbers [90].
They called these misconceptions longer-is-larger and shorter-is-larger.
Students who held the longer-is-larger misconception emphasized the length
of the numeral string in their reasoning over the weighting of the symbols in
the string [90]. For example, these students might believe that 2.01 is greater
than 4.3 solely because 2.01 has more symbols in the string. This type of
reasoning is valid for integer numbers, but it is an invalid overgeneralization
when applied to fractional numbers.
Students who held the shorter-is-larger misconception over-emphasized the
size of the fractional pieces (i.e., tenths, hundredths). These students knew
that hundredths were smaller than tenths and believed that any number
that contained hundredths must be smaller than any number that contained
tenths. For example, 2.50 would be smaller than 2.5, because the weight of
the hundredths place is smaller than the weight of the tenths place. This
type of reasoning is also an invalid overgeneralization as the students placed
too much emphasis on the presence of various weights in the numbers rather
than on the combination of the symbols and their respective weights.
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5.2 Interview Questions
Students interviewed during each semester were asked a slightly different set
of questions (or the questions were simply formatted differently) based on
the analysis and findings from the previous round of interviews. Following
the example of the mathematics misconception literature [93], we primarily
asked students to compare or rank multiple numbers in different bases.
Students interviewed in 2008 were given 15 pairs of numbers; each number
was represented in base 2, 10, or 16. They were asked to indicate which
number was greater. Subjects were also given a series of exercises in which
they were asked to add or subtract two numbers in unsigned binary repre-
sentation or two’s complement representation. Subjects were also asked to
indicate which addition operations caused an overflow error. Finally, they
were asked to provide a rationale for why they might use two’s complement
representation.
Students interviewed during Spring 2009 were asked to solve the multiple-
choice number representation questions from the alpha version of the DLCI [19].
These multiple-choice questions were adapted from the questions and re-
sponses of the students during the earlier interviews. The interview questions
and their acceptable answers will be introduced when needed.
5.2.1 Terminology
Numbers were represented in positional notation through a parenthetical
notation where (a2a1a0.a−1a−2)r should be interpreted as a2a1a0.a−1a−2 in
base or radix r with a period for the radix point. The weight of a position
is defined to be the radix r raised to the power indicated by the index of
the position i (i.e., ri). For example, the number (32)10 has a 3 with weight
101 = 10 and a 2 with weight 100 = 1. The position with weight ten is called
the tens place and the position with weight 1 is called the ones place.
Bits in a binary code can grouped into 3-bit chunks or 4-bit chunks called
a nybble.
Two’s complement representation is one way to represent negative num-
bers with a binary code. Two’s complement can be interpreted as a weighted
code that matches traditional positional notation except that the most sig-
nificant bit has a negative weight rather than a positive weight. For ex-
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ample, 1001 in 4-bit two’s complement representation can be interpreted as
1 · (−(23)) + 0 · 22 + 0 · 21 + 1 · 20 = −8 + 1 = −7. Alternatively, for an n-bit
two’s complement representation, we represent a negative integer −m by the
(unsigned) binary representation of the value 2n −m. For m = 7, the 4-bit
two’s complement representation is the binary representation of 24 − 7 = 9,
which is 1001. Positive integers in two’s complement behave like positive
integers in unsigned binary representation, except the most significant bit
must be 0. Any number in two’s complement representation cannnot be
properly interpreted without knowledge of the number of bits (n) used by
the representation.
Two’s complement representation is an advantageous way to represent neg-
ative numbers, because binary addition and subtraction operations work the
same when using two’s complement representation as when using unsigned
binary representation. The two’s complement operation is a mathematical
procedure to convert the representation of a positive number into the rep-
resentation of a negative number with the same magnitude, and vice versa.
The two’s complement operation is often explained by using two steps: (1)
complement all of the bits (change 1s to 0s and 0s to 1s) and (2) add 1. For
example, in 4-bit two’s complement representation of +5 (0101) becomes −5
(1011) with the following steps (0101→ 1010→ 1011). The operation is jus-
tified by noting that the two steps are equivalent to subtracting the positive
integer m from 2n − 1 and then adding 1. The two’s complement operation
transforms the binary representation of m into the binary representation of
2n −m, and vice versa. Signed magnitude representation (also called signed
binary) and one’s complement representation are two alternative methods
for representing negative numbers with a binary code.
5.3 Results
Subjects had generally strong procedural skills, but they still possessed many
conceptual weaknesses about numbers. For example, every subject could cor-
rectly complete addition tasks and most could correctly complete subtraction
tasks on numbers in unsigned binary and in two’s complement representa-
tion. In contrast, these subjects struggled to interpret the sums or differences
that they found when completing these tasks. Similarly, most subjects were
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adept at converting numbers between bases if asked to perform the conver-
sion, but comparison tasks revealed faulty methods for comparing numbers
and misconceptions about how to interpret these numbers. The following
sections highlight the more common of these misconceptions.
5.3.1 Positional notation misconceptions
The interviews revealed several misconceptions and novice behaviors regard-
ing positional notation.
Changing the base does not change the weights (unchanging-weights)
Several subjects did not understand how changing the base of a number af-
fected the weights of the positions. For example, subjects were asked to
compare (2B)16 with (31)10 (note that (2B)16 = 2 · 16 + 11 = (43)10). When
making the comparison, some subjects believed that the 16s place in hex-
adecimal has the same weight as the 10s place in decimal. Subject 8 revealed
this misconception by treating the digit 2 in (2B)16 as 20.
Subject 8: “B is 11, so a one carries over and two plus one is
three [20 + 10 = 30], so, 31. Which is the same as base ten 31.”
A little later, Subject 8 confirmed this misconception when comparing
(11010)2 and (2C)16 (note that (11010)2 = (26)10 and (2C)16 = (44)10). The
subject considered the digit C to be 12 and again treated the digit 2 as 20
(i.e., 20 + 12 = 32).
Subject 8: “(2C)16 so that’s twelve, one two three, 32, [(11010)2]
is two four, zero one two three four, two to the fourth, is less than
32. Since [(11010)2] is always less than 2
5, it’s less than [(2C)16].”
These two quotations reveal that the subject could interpret binary and
decimal correctly. The subject even demonstrates great facility with binary
as he indicates that (11010)2 is less than 32 by noting that (11010)2 does
not extend into the 32s place in binary. This facility with binary makes the
subject’s misconception about decimal weighting for hexadecimal numbers
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all the more surprising. The subject clearly thinks about binary numbers as
a positional notation but does not think about hexadecimal as a positional
notation.
On the DLCI (see Chapter 9), two questions test whether students believe
that “changing the base does not change the weights.” About 15% of students
chose both answers that reflect this misconception [94].
Bigger bases are always bigger (bigger-is-bigger)
Subjects demonstrated a misconception that numbers represented with a
greater base are always greater. Subjects 9 and 10 revealed this misconcep-
tion when asked to order the numbers (1.1)2, (1.4)10, and (1.5)16 from smallest
to largest (Subject 9 also reveals the unchanging-weights misconception).
Subject 9: “Obviously binary is small, so it’s smallest, and then
decimal is smaller than hex, and also the numbers are bigger
anyway [i.e., 5 > 4 > 1], so that makes it easier to sort out.”
Subject 10: “A one in base 16 is obviously bigger than a one in
base 2, no matter what’s after [the radix point].”
This misconception can be paraphrased as “if two numbers in different
bases contain the same symbols (e.g., (1)2 and (1)16)), then the larger base
is always larger.” While this statement will hold true for any two numbers
that have symbols in positions greater than the ones place, it is an overgen-
eralization.
On the DLCI, two questions test whether students believe that “bigger
bases are always bigger.” About 25% of students chose both answers that
reflect this misconception [94].
Fractional position misconceptions
The unchanging-weights and bigger-is-bigger misconceptions manifested more
often when subjects needed to compare the fractional component of numbers
in different bases. Subjects used proper positional interpretations when ma-
nipulating fractional numbers less often than when manipulating integers.
74
Subject 15 demonstrated the unchanging-weights misconception when or-
dering the three numbers (1.1)2, (1.4)10, and (1.5)16.
Subject 15: “1.5 in base 16 would be 1.5 in base 10. . . . 1.4 in
base 10 is obviously less than 1.5.”
Interviewer: “Can you explain to me how you know 1.5 in base
16 is the same as 1.5 in base 10?”
Subject 15: “Basically [hexadecimal is] the same as base 10 except
for A, B, C, and D.”
Subject 1 also demonstrated the unchanging-weights misconception when
comparing the two numbers (1.0101)2 and (1.5)10.
Subject 1: “I think [(1.0101)2 and (1.5)10] are equal. . . .”
Interviewer: “Why?”
Subject 1: “Because [0101] is 5 in binary”
Students are commonly taught to group sets of four bits into nybbles when
they convert from binary to hexadecimal. Subject 1 likely grouped the four
bits after the radix point into a nybble and saw that the number was (1.5)16.
Subject 1 then disregarded the different weights of the bases and equated
(1.5)16 with (1.5)10.
Subject 1 manifested this misconception a second time when asked to
compare (1.101)2 and (1.5)10, and even thought that she was solving the
same problem as the (1.0101)2 and (1.5)10 comparison. For this subject, the
101 symbol pattern seemed to be more important than the position of the
symbols.
This weakness with fractional numbers is wide-spread because fewer than
50% of students could correctly compare the two numbers (2.7)16 and (2.7)10
on the DLCI.
Improper positional weights
Some subjects tried to use positional notation to interpret the different num-
bers, but they failed to correctly calculate the weights of the various positions.
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A common mistake was to interpret the ones place as having weight r1 rather
than r0 for radix r. For example, when interpreting (2B)16, Subject 7 in-
terpreted the B as, “11 times 16, whatever that is [pause]. 161” Similarly,
Subject 8 interpreted (1.0101)2 as 1 · 21 = 2 plus a fractional component.
Hexadecimal difficulties
Subjects frequently interpreted hexadecimal numbers with techniques differ-
ent from those they used to interpret binary or decimal numbers. As seen
in Section 5.3.1, some subjects could interpret binary and decimal numbers
correctly, but they faltered when interpreting hexadecimal numbers.
Subject 16 demonstrated a unique and surprising difficulty with hexadec-
imal numbers.
Subject 16: “[(1.4)10] was 1.4, [(1.100)2 was] 1.5, and [(1.5)16 was]
24.”
Interviewer: “How did you come up with 24?”
Subject 16: “1.5 times 16.”
Subjects rarely interpreted hexadecimal numbers by using a positional
notation interpretation. Subjects preferred to convert hexadecimal numbers
to binary first or they used one of the misconceptions described earlier to
interpret hexadecimal numbers. This reliance on converting to binary first is
not a misconception; but the subjects’ over-reliance on this one strategy is
indicative of novice behavior that conceals the subjects’ misconceptions.
Borrowing during subtraction misconceptions
Subjects’ responses indicated that they did not understand positional weight-
ing when they were asked to subtract two numbers. A few subjects expressed
dislike for performing the subtraction operation in binary, and several refused
to perform the task. Subjects 3, 6, and 20 all made mistakes while performing
the borrowing operation in subtraction. They should have borrowed (10)2
when borrowing from a higher order position. As can be seen in Figure 5.1,
Subject 6 borrowed (1)2 instead and found a difference of (0000001)2 rather
than (1010101)2. Subject 20 was asked about why he borrowed 1:
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Figure 5.1: Subtraction operation where a subject borrowed 1 rather than
10.
Interviewer: “So what’s this 1 that you put above the numbers?”
Subject 20: “Let’s see, I tried looking at this addition, and how
carry works here, and I did it backwards here.”
These mistakes suggest that subjects did not fully understand that borrow-
ing is representing the greater weight of a higher position in a lower position.
For these subjects the borrow operation was likely only a memorized proce-
dure.
5.3.2 Two’s complement representation misconceptions
Almost every subject could recall the two’s complement operation of “com-
plement the bits and add one.” A few subjects forgot the details of this
operation and simply complemented the bits, added two instead of one, or
subtracted one instead of adding one. This recollection of the operation was
often isolated from an understanding of how to interpret numbers in two’s
complement representation and the reason why two’s complement represen-
tation is used in computers.
Difficulties with interpreting two’s complement representation
Students rarely demonstrated a deep understanding of how to interpret num-
bers in two’s complement representation. For example, few subjects un-
derstood that two’s complement representation could be interpreted as a
weighted positional code. Some subjects discarded the most significant bit
when adding numbers in two’s complement representation because it was
only a sign bit. These subjects determined the appropriate sign bit for the
sum through inferences (i.e., two positive numbers should sum to a positive
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number) rather than through simply adding the numbers together with the
most significant bit included in the addition.
This lack of understanding was further revealed as Subjects 5, 6, and 7
struggled to differentiate between the “two’s complement representation” and
the “two’s complement operation.” These subjects thought that the two’s
complement operation was the method for interpreting numbers in two’s
complement representation. For example, Subject 6 interpreted a number
0100101 in 7-bit two’s complement representation as (1011011)2 or (91)10
rather than as (37)10:
Subject 6: “I think you invert all the bits, and then add one, or
maybe you add two. I think it’s one. [Subject writes 1011010
(the complement of the bits) and then 1011011 (the complement
+ 1).]”
On the DLCI, two questions ask students to interpret the sum from an
addition operation performed on integers in two’s complement representation.
Only 36% of students could choose the correct interpretation on the first of
these problems and 46% have correctly chosen the correct interpretation on
the other [94].
Confusion about the purpose of two’s complement representation
Two’s complement representation is an advantageous representation primar-
ily because it simplifies the hardware implementation of subtraction, and it
simplifies the addition of positive and negative numbers. The representation
also has only one representation for zero, unlike signed magnitude or one’s
complement representation. It is debatable whether this single representa-
tion of zero is a benefit (recent standards such as the IEEE standard for
floating-point arithmetic (IEEE 754-2008) still have signed zero and hence
use two representations of zero to represent positive and negative underflow).
When asked why they might use two’s complement representation in a
computer, subjects rarely cited the primary reasons given above. Subjects
often explained that they would use two’s complement representation be-
cause (1) it has only one representation for zero and (2) it can represent
more numbers than any other representation. While the first reason is not
a misconception, it is not the best answer. Students most likely focused on
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this reason though because they were taught about signed magnitude, one’s
complement, and two’s complement on the same day. Two’s complement
representation’s single representation of zero is prominent when juxtaposed
with these other representations. Subjects’ emphasis on purpose (1) may also
lead to other conceptual deficiencies. For example, Subject 5 did not believe
that numbers in two’s complement representation could be added directly.
When adding numbers in two’s complement representation, this subject first
converted the numbers to unsigned binary and then added or subtracted the
numbers depending on their relative signs.
Purpose (2) is true relative to one’s complement and signed magnitude
representations, but it is not important and is developed when students im-
properly overgeneralize the relationship. When students overgeneralize this
comparison, it becomes a misconception. Subjects 12 and 16 both claimed
that two’s complement could represent more numbers than even unsigned
binary.
Subject 16: “I know you can represent one more number [with
two’s complement] than either one’s complement or signed mag-
nitude. And then I think it’s one more than unsigned.”
Subject 1 claimed that two’s complement could represent the same quan-
tity of numbers as signed magnitude with one fewer bit.
Interviewer: “Why do we use two’s complement?”
Subject 1: “It saves an extra bit. If you’re doing signed [mag-
nitude] of −7 then you have to have a 1 out in front of (111)2
[1111] to represent −7, but if you do it in two’s complement,
you only have three bits for two’s complement [writes 111 then
000 + 1 = 001].”
When asked on the DLCI to identify the primary reason for why two’s
complement representation is used, only 60% of students could do so [94].
Aliasing of the different representations of negative numbers
Several subjects could not properly differentiate the different properties of
the three representations of negative numbers they had learned. For exam-
ple, some subjects performed addition and subtraction in two’s complement
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representation as if the numbers had been in signed magnitude numbers or
they would interpret numbers in two’s complement representation as though
they were in signed magnitude representation.
Subject 3: “I’m having trouble distinguishing in my memory
signed magnitude from two’s complement and one’s complement.
But mostly the addition we did was with two’s complement.”
5.3.3 Fixed length representation misconceptions
Subjects struggled most with understanding the implications of the fixed
lengths of registers in a computer. This concept is perhaps the most counter-
intuitive concept relating to the interpretation of numbers, and unsurpris-
ingly, subjects struggled to interpret operations that involved numbers of
a fixed length. Furthermore, they struggled to understand the concept of
overflow.
When asked to give an example of overflow, Subject 1 gave an example of
adding two numbers represented with three bits, but she evaluated the sum
as a number represented with four bits:
Subject 1: “If you add two 7s [writes 111+111] together and
[writes 1110 then pauses] actually that would still be [pause].
Lets try something else [writes 111 +101 = 01 then pauses] I’m
trying to think of something that overflows.”
The subject failed to specify the number of bits in her system, and conse-
quently she was not disturbed by the change in the number of bits. Other
subjects similarly struggled to use the same number of bits when interpreting
the addends but a different number of bits when interpreting the sum.
Subjects’ misconceptions about, or lack of conception of, the fixed length of
number representations in computing systems were further revealed in other
overflow questions. Only a couple subjects stated that overflow happens be-
cause of the fixed length of registers. Most subjects used two imprecise and
non-generalizable definitions of overflow: (1) overflow occurs when there is
a carry-out of 1 from the most significant bit in an addition, or (2) over-
flow occurs when the addition of two positive numbers results in a negative
number or when the addition of two negative numbers results in a positive
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number. The first definition is true specifically for fixed-length unsigned bi-
nary addition; the second definition is true specifically for two’s complement
representation.
Both of these definitions are based in the procedure of the addition oper-
ation rather than in the underlying structure of a computer. Further, these
two definitions are incompatible. When adding two unsigned binary num-
bers, definition (1) is correct, but definition (2) is nonsensical. When adding
two numbers in two’s complement representation, definition (2) is correct,
but definition (1) would flag a non-overflowing addition of a positive and
negative number as an overflow error.
When subjects were asked to decide whether a two’s complement addition
resulted in overflow, they often failed to synthesize these two definitions into
one cohesive definition and instead pitted these two definitions against each
other. Some subjects like Subject 17 were able to choose one definition over
the other; others simply became more confused as they solved more problems.
Subject 17: “Overflow could be defined in one of two ways. You
can either define overflow as when the operation, the addition
operation overflows — there is a carry bit that can’t fit into the
result. I did not think that was the likely answer because, it says
two’s complement. Here this is not technically an adder overflow,
however this is a positive number, and a positive number, and if
you’re representing [the answer] with two’s complement, this is
a negative number. Which is not the correct functionality of an
addition operation.”
Subject 3: “So that’s a positive and a negative number being
added together. I think there’s overflow when there’s this extra
bit [circles carry-out from most significant bits]. Let’s do a dif-
ferent one, maybe I’ll do better. I remember you’re adding two
positives and you get a negative value, so that just means, I think
that means overflow occurs, because that’s just impossible. Wish
I knew what that extra bit meant!”
Subjects like Subject 3 often insisted that the system must do something
with the additional carry-out of 1. In contrast, they easily believed that a
carry-out of 0 could be ignored. This inconsistent treatment of the carry-out
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bit reveals an understanding of numbers in computers that is not rooted in
the architecture of the computer.
When asked on the DLCI to identify whether two different two’s com-
plement additions result in overflow, only 44% of students could properly
identify which addition resulted in overflow and which one did not [94].
5.4 Discussion
Although the subjects in the study were taught in different departments
by different instructors, the two courses presented number representations
in similar fashion. A survey of textbooks revealed that these topics are
commonly presented in similar fashion [87,95–100]. Based on this survey, we
suspect that the presentation of number representations is similar at many
institutions. After reviewing how these topics were taught in the classroom,
we offer some hypotheses for how subjects developed the misconceptions
documented in Section 5.3.
5.4.1 Presentation of number representations
In both courses, instructors began by teaching students about binary num-
bers and why computers use the binary number system. Instructors taught
the general principles of positional notation, and they showed methods for
converting from decimal to other radices — particularly between binary and
decimal. Instructors also taught “tricks” such as chunking bits into three-bit
chunks or four-bit nybbles to convert from binary to octal or hexadecimal,
respectively. For example, (10110010)2 could be chunked as (010 110 010)
to yield (2 6 2)8 or chunked as (1011 0010) to yield (B 2)16. In both
courses, instructors emphasized that hexadecimal and octal are convenient
bases for representing long strings of bits.
After instructors covered the basics of positional notation, they taught bi-
nary addition and subtraction, and they showed how to implement a binary
adder in digital logic. Instructors introduced the concept of overflow as a
carry-out of 1 from the addition of the most significant bits. Instructors then
taught signed magnitude representation, one’s complement representation,
and two’s complement representation. They demonstrated how two’s com-
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plement representation simplifies subtraction. They created several examples
to show that two’s complement representation did not have two encodings for
0, and they highlighted some historical examples where the two encodings
for 0 proved problematic. Finally, instructors reintroduced the concept of
overflow and how to detect it in two’s complement additions.
After several weeks of learning about combinational circuits and sequential
circuits, students were taught about memory and registers.
5.4.2 Connections between presentation and misconceptions
Hexadecimal misconceptions
Subjects generally demonstrated a weak conceptual understanding of hex-
adecimal representation. For example, subjects made more mistakes when
comparing numbers in hexadecimal and decimal representations than when
comparing numbers in binary or decimal representations. These mistakes
were often paired with unchanging-weights, bigger-is-bigger, or improper po-
sitional weights misconceptions. Instead of using positional-notation reason-
ing, subjects opted to convert hexadecimal numbers to binary first and then
convert from binary to decimal (by using a memorized conversion method).
In other words, subjects used procedural knowledge rather than conceptual
knowledge. Teaching both the conceptual basis and the convenient proce-
dure at the same time did not foster a solid conceptual understanding of
hexadecimal representation.
Two’s complement misconceptions
Subjects struggled to understand the purpose of two’s complement repre-
sentation (Section 5.3.2), and they confused the different representations of
negative numbers with each other (Section 5.3.2). These difficulties may have
arisen because the three representations of negative numbers were introduced
at the same time. Because the subjects learned the three representations at
the same time, they likely built their understandings of these representations
with reference to each other. For instance, subjects learned two’s complement
representation as a way to represent negative numbers that was better than
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signed magnitude or one’s complement rather than as a distinct number rep-
resentation system akin to the positional notations. Consequently, subjects
struggled to differentiate their knowledge of two’s complement representation
from the other representations. This lack of distinction may have caused our
subjects to treat numbers in two’s complement representation as though they
were in signed magnitude or one’s complement representation. In addition,
this method of instruction may have caused students to over-value a single
representation of 0. Since the subjects’ understanding of two’s complement
representation was developed through a comparison of multiple representa-
tions, they focused on the simplest distinctions between two’s complement
representation, one’s complement representation, and signed magnitude. Be-
cause they learned this simple distinction, many subjects did not learn the
primary advantage and purpose of two’s complement representation.
Overflow misconceptions
There are two possible reasons for how instruction supported the development
of students’ difficulties with overflow: (1) the length of time between when
students learned about overflow and when they learned about memory stor-
age; and (2) students learned about addition and the possibility of overflow
before they learned about fixed-length registers. The length of time between
instruction on overflow and fixed-length registers makes it more difficult for
subjects to build an appropriate association between these two concepts.
Similarly, because subjects learned about overflow before they learned about
fixed-length registers, they could not build their concept of overflow on an
appropriate conceptual framework. For example, when subjects are asked to
“add two four-bit numbers,” they do not fully understand that the sum must
also be only four bits, and they easily dismissed the constraint of four bits
when solving the addition.
Since a conceptual understanding of overflow requires an underlying con-
ceptual understanding of the structure of a register in a computer, many
subjects could not appropriately solve overflow problems. Instead, subjects
often resorted to operational/situational definitions of overflow such as “over-
flow is when the most significant bit in an addition results in a carry-out”
or “overflow happens when the addition of two positive numbers results in a
negative number.” Furthermore, the subjects struggled to understand that
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when determining the sum of two integers, computers do not store the carry-
out from the most significant bit position with the sum, regardless of whether
it is 0 or 1.
If the fixed length of registers were taught first, the instructor would not
need to introduce two different types of overflow: one for addition in un-
signed binary addition and one for addition in two’s complement representa-
tion. This order of instruction may also reinforce the concept of fixed length
registers in students’ minds as they use the concept in multiple contexts.
5.4.3 Procedural learning versus conceptual learning
As can be seen in the previous section, many of our subjects’ difficulties
and misconceptions were caused by their emphasis on learning procedures
rather than concepts. When asked, subjects could easily convert from one
radix to another, but when asked to compare two or three numbers with
different radices, they struggled to choose appropriate procedures or concepts
for comparing these numbers. When subjects were not given a familiar task
or told which procedure to use, their misconceptions appeared.
Our subjects’ emphasis on procedural knowledge was also demonstrated
by the way they used borrows and carry-outs. Subjects borrowed the wrong
value during subtraction, and they did not know what to do with the carry-
out from the addition of the most significant bits. The subjects who made
this mistake knew approximately what they needed to do, but they did not
know how to interpret their procedures.
5.4.4 Integer number and fractional number misconceptions
Our subjects manifested misconceptions about number representations more
frequently when asked to manipulate fractional numbers. Certainly, some
of the subjects’ difficulties can be attributed to less experience with frac-
tional numbers, but there are patterns in the students’ misconceptions that
suggest that there is also a more deeply rooted conceptual problem. Our
subjects’ misconceptions with fractional numbers are the same as their mis-
conceptions about integer numbers, and their misconceptions are similar to
the misconceptions of students in grades K-10 [92,93].
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Although students revealed misconceptions less frequently when manipu-
lating integers, they still occasionally revealed the same misconceptions about
integers as they did about fractional numbers. This lower frequency of mis-
conceptions can be explained by two factors. First, the misconceptions that
are detrimental to the interpretation of fractions are not as detrimental to
the interpretation of most integers. For example, a student may correctly
complete the task of comparing (27)10 and (27)16 while reasoning with the
bigger-is-bigger misconception. Second, students’ procedural knowledge for
manipulating integers is likely more rehearsed than their procedural knowl-
edge for manipulating fractional numbers. Consequently, students have a
wider array of procedures to correctly compare two integers, and this array
of procedures can mask their misconceptions.
The misconceptions demonstrated by our students are smiliar to those of
K-10 students, even though our students have received additional training
on how to understand number representations. K-10 students had two pri-
mary misconceptions about fractional numbers: longer-is-larger and shorter-
is-larger (see Section 5.1). Both misconceptions are overgeneralizations of
types of reasoning and procedures that work when comparing integers, but
not when comparing fractional numbers. When students use longer-is-larger
reasoning, their reasoning focuses on the symbols (quantity or which char-
acters are used) rather than the positions of the symbols. Their conception
of numbers emphasizes the symbols that are used regardless of the positions
that are used. Our subjects demonstrated similar reasoning fallacies when
using the unchanging-weights misconception. When subjects claimed that
(1.4)10 is less than (1.5)16, their reasoning similarly focused on what symbols
were used and not the weighting of the symbols.
When students use shorter-is-larger reasoning, they reason that the size
of one or two weights can be used to compare two numbers (note that the
name of this misconception is a little misleading because the actual length of
the number is less important in the students’ reasoning than the weights of
the positions in the numbers). This reasoning works for integers: When one
number has weights in the thousands (e.g., 1234) while the other has weights
only in the hundreds (e.g., 789), one can determine that the first number is
larger by looking solely at the weights that are present in the two numbers.
This reasoning fails for fractional numbers: When one number has weights
in the thousandths (0.654) while the other has weights in the hundredths but
86
not the thousandths (0.56), one cannot determine the relative size of the two
numbers by looking solely at the weights that are present in the two numbers.
In contrast, students who possess the shorter-is-larger misconception would
incorrectly claim that (0.654) is smaller solely because it has the smaller
weights in the thousandths. Shorter-is-larger is a reasoning scheme that
leads students to believe that the relative magnitude of two numbers can
be determined by comparing the weights that are present in each number.
The bigger-is-bigger misconception similarly inappropriately compares two
numbers by comparing only the weights that are present in the different
bases. For example, students with the bigger-is-bigger misconception believe
that a number represented by hexadecimal (e.g., (2.7)16) is larger than a
number represented in decimal (e.g., (2.7)10) because the weighting for the
hexadecimal number is based on 16 rather than 10. Because 16 is greater
than 10, these students reason that the hexadecimal number must be greater
than the decimal number.
Because our subjects’ struggles with fractional numbers resemble the mis-
conceptions of younger students, we cannot conclude whether these miscon-
ceptions are a result of instruction or of students’ preconceptions or patterns
of reasoning that they possessed prior to instruction.
5.4.5 Limitations
The observations and conclusions of this study were created through a qual-
itative research study. As a result, the study intended to primarily provide
detailed descriptions of our subjects’ mistakes and to provide a rich theoreti-
cal foundation that will guide future quantitative or mixed-methods studies.
These descriptions can validate and add meaning to these future quantita-
tive studies. This study is not intended to compare how different teaching
methods affect the prevalence of misconceptions. Future quantitative and
mixed methods studies can allow us to assess the prevalence of these mis-
conceptions in the general student population and to measure the effect that
different teaching methods have upon the generation and persistence of the
documented misconceptions.
Although the interviews were conducted on only one campus, we believe
that these results can be reasonably generalized to other campuses. Adminis-
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trations of the DLCI have revealed that students at other institutions possess
similar misconceptions at comparable rates to the interviewed students.
5.5 Conclusions
This study revealed students’ misconceptions about positional notation, two’s
complement representation, and overflow. This study also revealed that stu-
dents can mask their misconceptions through their reliance on procedural
knowledge. These results are critically important, because they defy the
expectations of many instructors. During our Delphi survey of expert in-
structors and textbook authors, the experts rated number representations
as the easiest of the concepts that students needed to learn in digital logic
(see Chapter 3) [25]. Some experts even asserted that their students had
achieved mastery of this topic before coming to the university. Our re-
sults provide strong evidence that this common perception among instructors
might be devastatingly incorrect. About 40% of students do not understand
why two’s complement is used in computers. Over 40% of students still
exhibit the bigger-is-bigger or unchanging-weights misconceptions about po-
sitional notations. Over 50% of students cannot reliably determine whether
overflow occurs during an addition operation in two’s complement represen-
tation. Finally, over 50% of students cannot reliably interpret numbers in
two’s complement representation. These results indicate that typical com-
puter engineering or computer science students can progress through their
first few years without an accurate, consistent conceptual understanding of
how numbers are used and represented in computers.
Because these misconceptions are so prevalent, we suggest several implica-
tions for instruction and research.
5.5.1 Implications for instruction
Unsurprisingly, students tend to think of numbers according to the proce-
dures and computations that they perform on them. Instructors should find
creative ways to help students use and practice deeper conceptual knowl-
edge. Instructors may be able to help students avoid this over-reliance on
procedures by asking students to solve problems that are simple, but do
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not resemble a common, well-rehearsed procedure. For example, instruc-
tors should ask students to generate an example of addition that overflows
rather than ask them to complete a pre-written addition problem and deter-
mine whether overflow occurs. If instructors ask students to perform ranking
tasks such as “order these four numbers from least to greatest,” they can
help students practice a variety of procedures. By being forced to use a va-
riety of procedures, students must use their conceptual knowledge to choose
the best procedures. As students practice using their conceptual knowledge
more, they will develop strong conceptual understandings rather than just
facility with a memorized procedure.
To strengthen students’ understandings of hexadecimal representation, in-
structors should teach hexadecimal as a positional notation and perhaps
introduce the four-bit nybble conversion trick at a later time.
We suggest that students should be taught extensively about fixed-length
registers and how numbers are stored in computers before they are taught
about binary arithmetic/overflow or two’s complement representation. Stu-
dents have a weak grasp of the fixed-length of registers in a computer and
therefore struggle to fully comprehend that number representations in com-
puters likewise have fixed lengths. Teaching binary number systems and then
teaching the constraints that computer architectures place on these represen-
tations seems like a good way to scaffold student knowledge, but we believe
that this scaffolding is reversed at present.
Instructors must also be careful to provide consistent, precise presenta-
tion of number representation concepts. Through a survey of several text-
books [87,95–103], we found several examples where textbooks fail to main-
tain appropriate levels of rigor. For example, in one textbook, students are
asked
Add the following 2’s complement binary numbers. Also express
the answer in decimal.
1. 01 + 1011
2. 11 + 01010101
3. 0101 + 110
4. 01 + 10
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We suppose that this question was intended to test students’ understanding
of sign extension, but this problem is still ambiguous at best. Since two’s
complement representation is partly defined by the number of bits in the
representation, the authors’ failure to specify a number of bits may reinforce
the typical students’ weak grasp of fixed-length representations. Further-
more, the conversion to decimal also requires knowledge of the number of
bits in the representation. We have also observed similar mistakes as au-
thors use the term two’s complement to mean either the two’s complement
operation or the two’s complement representation.
Because students struggle to properly understand two’s complement repre-
sentation, we suggest that instructors teach only the two’s complement repre-
sentation when introducing representations for negative numbers. Although
understanding the history of how computers developed and the alternative
designs of computers are important to understand, this knowledge seems to
cause more confusion than deep, accurate conceptual understanding — at
least in a first course on digital logic or on computer organization.
5.5.2 Implications for research
The interviews revealed that, despite additional training in computer orga-
nization, computer engineering and science students’ misconceptions about
numbers are similar to younger students’ misconceptions about numbers.
Testing students prior to instruction or conducting interviews before instruc-
tion could potentially reveal whether students’ misconceptions are a result
of pre-existing misconceptions or a result of instruction.
Future research endeavors can investigate whether the suggested changes
to instruction help remedy students’ misconceptions about numbers. The
Digital Logic Concept Inventory (DLCI) tests these misconceptions and pro-
vides a way to measure the effectiveness of new teaching methods [19]. De-
tailed research on students’ response patterns on the DLCI may reveal even
more insight into the formation of students’ misconceptions. For example,
researchers could compare students who were taught about fixed-length reg-
isters first with students who were taught about representations and binary
arithmetic before they were taught about registers. Differences in students’
scores may reveal that the order of instruction affects how students develop
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their conceptual frameworks. Furthermore, students’ response patterns could
reveal whether these misconceptions are isolated to only poorly performing
students or whether they are widespread among all students regardless of
overall performance.
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CHAPTER 6
STUDENTS’ MISCONCEPTIONS ABOUT
BOOLEAN LOGIC
Practicing computer scientists and engineers need the ability to reason rigor-
ously. When they design software and hardware systems, propositional logic
and Boolean algebra (hereafter “Boolean logic”) play a fundamental role in
writing specifications, validating designs, testing rigorously, and optimizing
safely. These skills are typically taught early in computer science and com-
puter engineering curricula (as part of discrete mathematics or digital logic
design classes) and serve as foundations for many of the classes that follow.
We identified twelve themes relating to the mistakes that students made,
the misconceptions they possess, and the processes that they used that led
to these mistakes and misconceptions (see Section 6.3). In Section 6.4, we
discuss some theories about how students develop and reinforce their mis-
conceptions and poor problem-solving strategies before concluding, in Sec-
tion 6.5, with our ideas for how these findings should be used to modify
classroom instruction.
6.1 Background
6.1.1 Previous research on students’ difficulties with logic
Research has consistently shown that the average college student does not
reason well with formal logic [104]. For example, Almstrum discovered that
students generally perform worse on the logic-based questions on the Com-
puter Science Advanced Placement Exam than any other type of question
on the exam [105,106]. Cheng and Holyoak [107] found that fewer than 10%
of college students reason correctly about the conditional logic statement “if
A then B.” Selden and Selden confirmed Cheng and Holyoak’s findings as
they found that fewer than 10% of students could properly apply principles
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of logic to techniques of proof [108].
Formal logic consists of 16 operations (e.g., conjunction (AND), impli-
cation (if-then), and disjunction (OR)) performed on two input conditions
(e.g., p and q). To characterize students’ misconceptions about these oper-
ations, researchers at Rutgers University developed the Propositional Logic
Test (PLT) [109]. The PLT is a 16-item instrument that tests students’ un-
derstanding of four logic operations (AND, OR, if-then, and if-and-only-if)
through four 4-item sub-tests. The PLT is loosely based on Wason selection
tasks [110] in that it presents the examinee with a propositional statement
and the examinee must select which of the four conditions could potentially
violate the propositional statement (example Wason tasks can be found in
Figures 6.9 and 6.10 in Section 6.3.11). Because the examinee can select or
not select each of the four conditions, each item can be answered in exactly
16 ways where each answer corresponds to one of the 16 logic operations.
The PLT has been shown to be both reliable and valid [109].
Studies with the PLT have revealed that a student’s understanding of
logic is correlated with success in science classes [111] and computer science
classes [112, 113]. Unfortunately, these studies have also revealed that stu-
dents’ scores on the PLT do not increase significantly after instruction on
formal logic [112, 113]. The PLT revealed that students generally under-
stand the AND concept, but that they struggle to learn OR, if-then, and
if-and-only-if [114]. Almstrum documented that students think of if-then
and if-and-only-if as AND, they falsely affirm the consequent or deny the
antecedent, and some students think of OR as simply the affirmation of one
of the conditions (i.e., A OR B = B) [114]. These results confirm the earlier
results of Cheng and Holyoak and Wason. Cheng and Holyoak found that
most students mistranslated if-then as AND [107], and Wason found that
they committed logical fallacies such as affirming the consequent or denying
the antecedent [110].
The studies above have revealed that most students struggle with formal
logic, but they stop short of examining students’ misconceptions about all 16
logical operators and they do not offer many suggestions for how to remedy
students’ misconceptions. Numerous studies have revealed that students’
logic misconceptions may originate in the classroom as mathematics and
science instructors frequently possess logic misconceptions that they dissem-
inate to their students [115–119]. Other researchers suspect that students
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learn non-rigorous proof techniques by watching instructors demonstrate dif-
ficult concepts through a few examples or counter-examples rather than in-
depth proofs [120].
Epp proposes that students develop misconceptions about propositional
statements because many propositional statements are open to a variety of
interpretations in everyday language [120]. In everyday speech, statements
are often ambiguous, but there are acceptable interpretations for these state-
ments in different contexts. For example, “I must go up or down” implies
an exclusive-OR even though the verbal construction is an inclusive-OR. In
contrast, mathematical language is unambiguous, but instructors often fail
to point out how mathematical language is linguistically different from ev-
eryday language [120]. Consequently, students often fail to discern the subtle
differences in the two types of languages.
Physics education researchers have found that identifying misconceptions
alone is not enough to direct instructional reform. In addition, instructors
must know why students (commonly referred to as physics novices) make
the mistakes they do. Previous research has shown that physics novices
think about physics in fundamentally different ways from physics experts [18].
Physics novices focus on surface features of problems rather than the under-
lying concepts and try to recall any formula that seems to match the surface
features of the problem they have encountered [60,61]. For example, physics
novices focus on the physical objects in a physics problem (e.g., inclined
planes, blocks, balls, words like “momentum”), and then they try to recall
any formulas that match the variables and objects of the problem. However,
physics experts focus on the principles that can be used (e.g., conservation of
energy, work) and then use these principles to guide their search for strategies
and formulas [18].
6.2 Interview Questions
During the first round of this study, the interviews consisted of a set of
non-overlapping questions to probe students’ ability to translate a variety of
English statements into Boolean expressions. We explored many statements,
because of the lack of literature on student misconceptions. For the second
round of this study, the interviews were structured to refine our understand-
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ing of where students struggled and of what caused students to manifest
misconceptions. We chose to ask the same questions multiple times, but
changed the context or the presentation of the problem.
Example of changed context: Subjects asked to complete (1) a Wason task
(see Figure 6.9) using an abstract, meaningless context (shapes and numbers)
and (2) a Wason task using a rich, meaningful context (drinking ages in a
bar) (see Figure 6.10).
Example of changed presentation: Subjects asked to interpret an English
statement by (1) translating the statement directly to a Boolean expression,
(2) translating the statement to a truth table, and (3) matching the statement
with illustrations of the conditions described by the statement. Subjects had
to solve every problem using presentation style (1), and they also needed to
solve every problem using presentation style (2) or (3) but not both.
By changing the context or presentation of problems, we hoped to answer
four questions:
1. Do students have problems correctly interpreting English statements
or do they have misconceptions about the nature of Boolean variables?
2. Do students misconceive of Boolean variables in general (i.e., struggle
to fill in or interpret truth tables) or do they misconceive only about
certain concepts (i.e., only make mistakes concerning specific concepts
— NAND, implication, etc.)?
3. Are student misconceptions consistent or do they vary based on the
task?
4. Does failing to enumerate all possible cases of a logical statement induce
student errors?
6.2.1 First round questions
During the first interviews, all subjects were asked the three questions about
Boolean word problems in Figure 6.1. Questions 2 and 3 were sometimes
asked in the opposite order to reduce the impact that answering one ques-
tion may have had on answering the other question. Question 1 was designed
to probe the students’ conceptual understanding of if-then, while Questions 2
95
and 3 were designed to simulate questions the students may have encountered
in their digital logic design class. A list of acceptable answers to these ques-
tions is in Figure 6.2. Additional clarifying questions were asked in response
to what subjects said.
 
 
Question (1) Explain the meaning of if A then B in Boolean logic.  Give an example that demonstrates your understanding.  
Question (2) A campus sandwich shop has the following rules for making a good sandwich: 
(1) A sandwich must have at least one type of meat, 
(2) A sandwich must have roast beef or ham, but not both, 
(3) If a sandwich has turkey then it must also have cheese. 
Write a Boolean expression for the allowed combinations of sandwich ingredients using the following variables: 
c = cheese 
h = ham 
r = roast beef 
t = turkey 
 
Question (3) A recipe for apple pie has the following instructions: 
(1) Do not use both allspice and nutmeg simultaneously; and 
(2) Use nutmeg if and only if you use cinnamon. 
 
Write a Boolean expression for the allowed combinations of spices for the apple pie, using the following variables: 
a = 1 if allspice is used 
c = 1 if cinnamon is used 
n = 1 if nutmeg is used 
Figure 6.1: List of first round interview questions.
 
Figure 3.2 – List of acceptable answers 
 3.4 Data Analysis 
The interviews were analyzed using the following steps of grounded theory and qualitative data 
analysis as described by Kvale (1996), Strauss and Corbin (1990), and Miles and Huberman (1994).  Four 
researchers analyzed the data:  the interviewer, the interview observer, a colleague with content 
knowledge in Boolean logic, and an external reviewer with extensive experience in qualitative research 
methods. 
  Step (1) – All interviews were analyzed to avoid bias.  While the interviews included questions 
on other topics, only the subjects’ responses to the Boolean word problems were analyzed, as the focus 
of this study was on novice Boolean logic misconceptions.   
  Step (2) –All researchers analyzed the interviews independently without a predetermined 
coding scheme as prescribed by ground theory (Strauss & Corbin, 1990).  Principles of grounded theory 
were used to uncover the subject’s misconceptions, because it allows the misconceptions to emerge 
from the data without a preconceived theoretical framework shaping the observations.  Not using an 
initial coding scheme also allows for fuller descriptions of what the subjects did correctly or incorrectly 
for each statement. 
  Step (3) – The four researchers met and discussed every annotation and observation that they 
had made.  To avoid bias, a unanimous decision was needed for an annotation to be included for coding 
or rejected from coding.  If a unanimous decision was reached then it was counted as an agreement, but 
Question (1)  At minimum the subject should be able to correctly translate if A then B to the Boolean expression ܣҧ ൅ ܤ.   
Identifying the conditional as implication was also expected. 
An example that a student might give to demonstrate a deeper understanding of if A then B would be, “If a greeting card is 
blue (ܣ), then it must be a birthday card (ܤሻ.”  This statement is falsified only when the card is blue, but is not a birthday card 
൫ܣܤത ൌ ሺܣҧ ൅ ܤሻതതതതതതതതതത൯.  A blue birthday card would be acceptable ሺܣܤሻ; a red birthday card would be acceptable ሺܣҧܤሻ; and a 
white wedding card would be acceptable ሺܣҧܤതሻ. 
Questions (2) & (3) approach:  It was expected that the subjects would solve the written Boolean word problems by first 
translating each rule of the problem statement into a Boolean expression independently.  They would then compose the 
separate expressions into a single expression by ANDing the rules together. 
Question (2) solution 
rule 1 = ݎ ൅ ݄ ൅ ݐ;    rule 2 = ݎ ത݄ ൅ ݎҧ݄ ൌ ݎ ܱܴܺ ݄;   rule 3 = ݐҧ ൅ ܿ; 
Final rule = ሺݎ ൅ ݄ ൅ ݐሻ · ൫ݎ ത݄ ൅ ݎҧ݄൯ · ሺݐҧ ൅ ܿሻ = Simplified rule = ൫ݎ ത݄ ൅ ݎҧ݄൯ · ሺݐҧ ൅ ܿሻ 
Although not required, this rule can be simplified by recognizing that rule 2 subsumes rule 1. 
Question (3) solution 
rule 1 = ሺܽ݊ሻതതതതതത = ܽ ܰܣܰܦ ݊;   rule 2 = ݊ܿ ൅ ത݊ܿҧ = ݊ ܱܴܺܰ ܿ; 
Final rule = ሺܽ݊ሻതതതതതത · ሺ݊ܿ ൅ ത݊ܿҧሻ 
Figure 6.2: List of acceptable answers for first round interview questions.
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6.2.2 Second round questions
During the second interviews, subjects were asked the questions shown in
Figures 6.3, 6.4, 6.5, 6.6, 6.9 (see Section 6.3.11), and 6.10 (see Section 6.3.11).
Boolean Logic Worksheet 
  
 
 
  
Patrons 1, 2, 3, and 4 each have the following preferences for their sandwiches.  
Use the variables,  𝑏 = bacon is present; 𝑙 = lettuce is present; 𝑡 = tomato is present 
 
Patron 1 prefers a sandwich with bacon by itself. 
If a sandwich has tomato, then Patron 2 prefers a sandwich that also has lettuce. 
Patron 3 prefers a sandwich that does not have both lettuce and bacon. 
Patron 4 prefers a sandwich that has neither lettuce nor tomato. 
 
Presentation (1): Translate each preference into a Boolean expression that specifies all 
sandwiches that satisfy the patron’s preference. 
Presentation (3):  Identify the sandwiches that each patron would prefer.  Use the paper 
with pictures of sandwiches. 
 Figure 6.3: Second round interview questions that used presentation styles
(1) and (3).
6.3 Themes
The data analysis revealed seven themes about student misconceptions and
five themes about their actions. The misconception themes were (1) miscon-
ceptions about the use of design tools such as Karnaugh maps, (2) a tendency
to reduce harder Boolean operators to easier operators, (3) a tendency to
reduce unfamiliar tasks to familiar tasks, (4) if-then translation misconcep-
tions, (5) confusion about the meaning of a false antecedent, (6) omission of
complemented variables, and (7) misconceptions stemming from interference
from exposure to a concept in multiple contexts. The action themes centered
on novice behaviors and processes such as (1) reliance on recall over rea-
soning, (2) proof by incomplete enumeration, (3) nonsystematic approaches
to problem solving, (4) over-dependence on problem presentation, and (5) a
lack of metacognition.
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Figure 6.4: Images used when subjects were asked to match illustrations
with the conditions described by an English statement.
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Boolean Logic Worksheet 
Alex, Beth, and Chris want to order a single, large pizza that they all will like to eat. 
Use the variables, p = pizza has pepperoni; s = pizza has sausage; o = pizza has olives 
 
Alex will eat pizzas with olives if and only if the pizza also has pepperoni. 
Beth will eat only pizzas that have pepperoni without sausage. 
 Chris will eat only pizzas that have exactly two ingredients. 
 
Presentation (1): Write a single Boolean expression that specifies what pizzas they can 
order. 
 
Presentation (2): Fill out the truth table below to show what pizzas the group can order 
 
p s o  
0 0 0  
0 0 1  
0 1 0  
0 1 1  
1 0 0  
1 0 1  
1 1 0  
1 1 1  
 
Figure 6.5: Second round interview questions that used presentation styles
(1) and (2). Boolean Logic Worksheet 
  
 
  
𝑓(𝑥, 𝑦, 𝑧) = 𝑥(𝑦 + (𝑦� + 𝑥)𝑧) + 𝑦𝑧̅ Fill out a truth table for the following function 
x y z  
0 0 0  
0 0 1  
0 1 0  
0 1 1  
1 0 0  
1 0 1  
1 1 0  
1 1 1  
 
Figure 6.6: Second round interview question about truth tables.
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Boolean Logic Worksheet 
  
Patron 1’s preference = 𝑏𝑙?̅?̅     Patron 2’s preference = 𝑡̅ + 𝑙, 
Patron 3 preference = 𝑙𝑏 ����   Patron 4’s preference = 𝑙?̅?̅ 
 
Alex’s preference  = ?̅??̅? + 𝑜𝑝            Beth’s preference = 𝑝?̅? 
Chris’s preference = 𝑝𝑠?̅? + 𝑝?̅?𝑜 + ?̅?𝑠𝑜  Combined preference= 𝑝?̅?𝑜 
 
p s o Alex Beth Chris Combined 
0 0 0 1 0 0 0 
0 0 1 0 0 0 0 
0 1 0 1 0 0 0 
0 1 1 0 0 1 0 
1 0 0 0 1 0 0 
1 0 1 1 1 1 1 
1 1 0 0 0 1 0 
1 1 1 1 0 0 0 
 
Figure 6.7: List of acceptable answers for second round interview questions.
6.3.1 Design tool misconceptions
Subjects demonstrated a high level of proficiency when manipulating the
basic tools of Boolean logic. All subjects could correctly fill in a truth table
when given a complex Boolean expression, and all subjects could derive a
Boolean expression for a given truth table. Subjects could even simplify
Boolean expressions during this derivation.
Although subjects could translate from Boolean expressions to truth tables
and back again, they demonstrated that they did not fully understand the
purpose of the different representations of Boolean logic. When asked to fill
in a truth table based on a logical statement, Subject 10 said that he would
normally fill in a Karnaugh map to help him fill in the truth table. This
subject failed to recognize that Karnaugh maps and truth tables are simply
alternate forms of the same information. This failure to see the purpose of
the tools of the discipline confirms previous findings that subjects tend to
misconceive of design tools as problems unto themselves rather than as tools
that can be used in different contexts [76].
6.3.2 Reduction to easier concepts
The coding process revealed that there are two classes of Boolean operators.
One class of operators, the easy class, includes OR, AND, and XOR. Sub-
100
jects could correctly perform activities involving these operators in almost all
instances. The other class of operators includes NAND, if-then, and if-and-
only-if. Subjects showed incomplete understanding of the latter operators,
and subjects tended to incorrectly reduce these harder operators to the easier
operators. To facilitate discussion of these operators a set of truth tables for
these concepts is given in Figure 6.8.
Boolean Logic Worksheet 
Inputs  Easy operators   
A B NAND XOR NOR OR AND If-then If-and-only-if 
0 0 1 0 1 0 0 1 1 
0 1 1 1 0 1 0 1 0 
1 0 1 1 0 1 0 0 0 
1 1 0 0 0 1 1 1 1 
 
Figure 6.8: Truth tables of the NAND, XOR, NOR, OR, AND, if-then, and
if-and-only-if concepts. The loops show the similarities between the hard
operators and the easy operators that are troublesome for students.
AND, OR, NOR, and XOR - easy operators
The interviews revealed that AND, OR, NOR, and XOR are easier operators.
All subjects consistently demonstrated a correct intuitive knowledge of these
concepts, and they all correctly used these concepts in a variety of contexts.
Some subjects made minor mistakes with these operators, but these mistakes
were often isolated to a single subject and may have been caused by one of the
other themes described later (Sections 6.3.7 and 6.3.10). For example, only
one subject mistranslated “A or B, but not both” as OR. This mistranslation
might be explained by the interference theme, because in colloquial English
“or” often means exclusive-or. All other subjects were able to translate the
previous statement correctly and were also able to express the XOR operation
using the standard Boolean operations of AND, OR, and NOT when asked.
The following excerpt shows how a subject correctly translates and explains
Question 2 Rule 2 (see Figure 6.1) with a full case enumeration:
Subject 7: “There is also statement 2 which says that a sandwich
must have roast beef or ham, but not both at the same time. So,
that would be r XOR h. And . . . that really sums up that whole
statement right there.”
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Interviewer: “Can you expand your symbol for XOR?”
Subject 7: “Yeah, basically that would mean that r AND h is
false [writes !(r AND h)] and also that it would be NOT(NOT
r AND NOT h). If that makes any sense, because that would
mean that r is zero and h is zero and that does not fulfill the
XOR condition, and neither does having both of them be 1. So,
basically [XOR is] (NOT r AND h) OR (r AND NOT h).”
Furthermore, no subject mistranslated the phrase “at least one” from
Question 2 Rule 1 (see Figure 6.1), and many demonstrated a deeper un-
derstanding of why OR is the correct translation.
Subject 3: “So a sandwich must have one type of meat, so that
means it has h OR r OR t.”
Not both (NAND) reduction
Several subjects incorrectly reduced the NAND operator to XOR. The phrases
“do not use both allspice and nutmeg simultaneously” (see Figure 6.1) and
“sandwich that does not have both lettuce and tomato” (see Figure 6.3) were
mistranslated by more than half of the subjects to be XOR expressions.
Subject 7: “. . . so do not use both [allspice] and [nutmeg] simul-
taneously means that you use XOR, because XOR means that
only one can happen. So, [writes a XOR n]. So, for this part it
is just a XOR n.”
It is possible that subjects mistranslate “not both” because they see the
phrase “not both” in NAND and XOR specifications and are overeager to
match the “not both” phrase with the XOR. Because XOR and NAND have
the same values for three cases (〈a, n〉 = 〈1, 1〉, 〈1, 0〉, and 〈0, 1〉), the over-
aggressive pattern matching is reinforced as subjects match these cases to
the easy operator XOR. This pattern match can be seen with the left loop of
Figure 6.8. The following subject checks only three cases before concluding
that he has verified his use of XOR (the explication of cases is added in italics
for clarity).
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Interviewer: “So how’d you come up with a¯c OR ac¯ for ‘do not
use both?’ ”
Subject 2: “Well, when we do not have allspice, I mean it says
do not use allspice and nutmeg simultaneously (〈a, c〉 = 〈1, 1〉),
right?”
Interviewer: “Okay.”
Subject 2: “So if allspice is not being used, we can use cinnamon
(〈a, c〉 = 〈0, 1〉). And if allspice is used, then we cannot use
cinnamon (〈a, c〉 = 〈1, 0〉).”
Other subjects mistranslated the “not both” expression into NOR state-
ments. One subject even struggled to tell the difference between “not both”
and “neither nor” when the two expressions were presented consecutively
(see Figure 6.3).
Subject 8: “Patron number four prefers a sandwich that has nei-
ther lettuce nor tomato. So, how does this really differ from
three? [subject deliberates] . . . They are essentially the same!”
When subjects reduced NAND to NOR, they focused only on the case
when 〈l, b〉 = 〈1, 1〉. After verifying that their expression l¯b¯ = 0 for the 〈1, 1〉,
they concluded that their translated expression was correct.
If-and-only-if (XNOR) reduction
Only three subjects were able to correctly translate the biconditional state-
ment “A if and only if B.” Most subjects reduced the biconditional statement
into one of its constituent single-direction conditional statements “If A then
B” or “If B then A.” This loss of one direction was also typically accom-
panied by a further reduction of “A if and only if B” to be “A AND B.”
Subjects 1 and 11 both provide examples of how subjects reduced “if-and-
only-if” to be “if-then” (italics are added for emphasis).
Subject 1: “If-and-only-if would be, if I use cinnamon [pause] no
[pause] if-and-only-if means, if I use nutmeg, then there has to be
cinnamon, but there if doesn’t have to mean that [pause]. If A
is nutmeg, then there will be cinnamon, but if there is cinnamon,
then that does not necessarily mean there is nutmeg.”
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Subject 12: [When translating olives if-and-only-if pepperoni] “So
if it has olives, then it also has to have pepperoni. But it can also,
it doesn’t have to have olives [writes op + o¯]. So, the olives and
pepperoni, or no olives at all.”
Many subjects reduced if-and-only-if to be AND. Subjects 3, 6, 7, and 11
reduced if-and-only-if to AND, by first reducing “n if only if c” to “if c then
n”:
Subject 6: “I’m trying to remember something about if-and-only-
if [pause]. I’ll write c first and see what happens [pause]. I guess
[c AND n] [pause]. I think it should be something like this. I
know it might be wrong, but there is something related to if-and-
only-if that I couldn’t remember [pause]‘ it’s something related to
using AND, because the only way for nutmeg to occur is if you
use cinnamon first [pause]. Because if I look to this thing here
[expression] if n is 0 [the expression] will be 0. The only way for
this [rule 2] to happen is for n to be 1 and c to be 1 which means
that you use both.”
Subject 3: “So you only want cinnamon to be used [pause]. I
mean nutmeg to be used if you have cinnamon, so I think if you
take c AND n, the only way for that to be equivalent to 1 is if
we use them [pause] so [pause] yeah [pause]. Let’s see [pause]
you only want to use nutmeg if you use cinnamon. So if I use
cinnamon, so cinnamon would be 1, then the use of nutmeg would
determine the value of this expression. And then if you don’t use
cinnamon, then it would automatically be 0, for the whole thing.”
Subject 7: “I interpret [if-and-only-if] as cinnamon has to be used
in order for nutmeg to be used, but not the other way around. So,
[pause] I guess it’s probably [writes n AND c].”
Two subjects (Subjects 14 and 15) reduced if-and-only-if to AND with
no intermediate step. Both of these subjects later reduced if-and-only-if
to if-then, though, when they encountered if-and-only-if in the truth table
presentation style (style 2 in Figure 6.5).
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Subject 14: [Presentation style 1] “Cause, by reading the sentence
that customers will eat pizza with olives, if-and-onlysif the pizza
also has pepperoni, [op] made the most logical sense to me.”
Subject 14: [Presentation style 2] “So if olives is a one, well if
olives is a zero, he’ll eat it. But if olives is a one, then pepperoni
must be a one.”
If-then reduction
Nine subjects mistranslated implication as “A AND B.”
Subject 5: “If you have turkey, then you must also have cheese
[write +tc] so it’s turkey AND cheese.”
Subject 2: “[writes 3:] Okay, well if it has turkey then it also has
cheese [writes tc].”
It is possible that the subjects translated “if-and-only-if” and “if-then” to
both be AND, because the subjects had first reduced “if-and-only-if” to “if-
then” and then, based on this misconception, they further reduced “if-then”
to AND.
6.3.3 Reduction to familiar tasks
There are two classes of Boolean operators (easy and hard), and there are
two classes of Boolean translation tasks: familiar and unfamiliar. Familiar
translation tasks require subjects to translate English statements that are
directly related to Boolean operations and are therefore commonly covered
during instruction. Translating the easy or hard operators is a familiar task.
Reduction to if-then translation
Subjects were not specifically taught how to translate statements such as
“without” or “by-itself.” When subjects were translating these statements,
they were performing an unfamiliar task. When asked to perform these
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unfamiliar tasks, subjects exhibited another misconception of reducing con-
cepts to match familiar tasks. These misconceptions manifested when sub-
jects reworded the English statement to be translated before attempting the
translation task. For example, Subject 9 rewords the “pepperoni without
sausage” requirement into an implication requirement before translating the
statement.
Subject 9: “It says Beth will eat pizzas that have pepperoni with-
out sausage. So, if there’s no pepperoni, she can eat any pizza
out there. . . . If there is pepperoni, it has to be not sausage. So,
NOT p OR (p AND NOT s) [subject writes !p OR (p&!s)].”
Subjects mostly reduced unfamiliar tasks to the familiar task of translating
an if-then statement. Although if-then is a hard concept, it has a well-defined
translation task that can be memorized, and it is a common statement in
both Boolean logic instruction and everyday English. When the subjects
felt unsure, they changed the unfamiliar task/statement into a more familiar
task/statement.
Presentation affected the subjects’ tendency to reduce the familiarity of
tasks. Presentation style 1 induced more reductions than presentation styles
2 or 3.
Reduction to previous problems
Subjects frequently referenced previous problems when solving unfamiliar
problems. Statements such as “this is just like the other problem” were
common. When subjects recognized similarities between tasks, they would
try to solve the new task with the same method that they used to solve the
more recent, familiar task.
For example, Subject 14 was the only subject to wrongfully complete the
bar context Wason task. Though most subjects used their familiarity with
the bar context to help them correctly complete the task, Subject 14 noticed
the similarity between the two Wason tasks and decided that he must solve
both tasks with the same method, and consequently he found the same wrong
answer.
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Artificially constraining problems with the real world
Subjects also make unfamiliar tasks more familiar by interpreting logical
statements according to personal opinion or experience. When given an En-
glish statement to translate, the rules and conditions of the created problem
do not always match with a subject’s perception of the real world. Despite
this mismatch, subjects often questioned or validated their answers based on
their real-world experience rather than the problem statement.
For example, when asked to determine “how many different possible com-
binations of ingredients can be placed between two slices of bread,” Subject
11 failed to give the empty set case. He later explained, “I don’t consider two
pieces of bread to be a sandwich! So I’m going to consider that not valid.”
6.3.4 If-then misconceptions
Although all but one subject recognized the conditional statement “if A then
B” to be implication, only three subjects were able to correctly translate or
interpret the statement across all contexts. Most subjects appeared to hold
multiple misconceptions about implication. These misconceptions stemmed
from faulty recall, reduction to easy operators, incomplete case analysis,
and struggles with understanding the relationship between the antecedent
(A) and the consequent (B). Two subjects attempted to remember the
Boolean expression for implication and incorrectly recalled the expression
B¯ + A instead of A¯+B.
Subject 4: “If A implies B, then you get A OR NOT B, so I
can’t remember if that it’s exactly what it is, but it’s something
like A OR NOT B.”
As mentioned above, subjects had misconceptions resulting from reduction.
Two of these subjects who initially mistranslated implication to be “A AND
B” later used incomplete case analysis to derive the expression “AB + A¯B”
after realizing that B could be true by itself without violating implication;
both subjects failed to include the A¯B¯ case. (Cases are added for clarity.)
Subject 3: “And then [rule] 3 . . . I guess would just be like, turkey
implies cheese, so let’s see . . . turkey AND cheese (〈t, c〉 = 〈1, 1〉
) because OR [pause] NOT turkey AND cheese (〈t, c〉 = 〈0, 1〉
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)? I think, because this would be such true, if it has turkey and
cheese, but it doesn’t say anywhere that cheese cannot be by
itself. So this can also be true [writes tc+ t¯c].”
Some subjects also had misconceptions about the implications of a false
antecedent.
6.3.5 False antecedent confusion
About half of the subjects demonstrated confusion about the relationship
between the antecedent and the consequent in a conditional statement. The
most common misconception was that the antecedent is a prerequisite for the
consequent to be true or more specifically that the truth of the antecedent
causes the consequent to be true (emphasis added in italics).
Subject 7: “I would say, well, given two statements that are each
either true or false you could arbitrarily call one A and the other
B and the only reason why B would be true would be if A is true
first. So, if A then B.”
Subject 7: “Well because t [pause] the implication arrow says that
t is a prerequisite for c and so if t is not true, then I mean the
whole thing does not work.”
Subject 5: “If A then B, I would say it’s like a cause and effect
type of relationship where if whatever A is, is true, then that
means that B is automatically true.”
A potentially related misconception is the belief that if the antecedent is
false, then the conditional is false.
Subject 7: “I’m just trying to remember what it was. Although
I guess I could do a quick truth table [draws truth table]. So
[pause] whenever t is not true then that means this [t→ c] is also
not true.”
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Subject 3: “You only want to use nutmeg if you use cinnamon.
So if I use cinnamon, so cinnamon would be 1, then the use of
nutmeg would determine the value of this expression. And then
if you don’t use cinnamon, then it would automatically be 0, for
the whole thing.”
The cause of this misconception could stem from interference from the way
if-then is used in programming or colloquial English.
6.3.6 Omission of complemented variables
Subjects demonstrated difficulties in using complemented variables. When
enumerating cases to evaluate, subjects frequently failed to evaluate the case
where all variables were false or the empty set case. During the first round
interviews, only one subject explicitly evaluated the 〈A,B〉 = 〈0, 0〉 case for
the if-then constructions, and only one subject evaluated the 〈a, n〉 = 〈0, 0〉
case for the “not both” construction. When subjects failed to check the
empty set, they did not find their mistranslations. During the second round
interviews, subjects were forced to check all cases — including the empty set
case, because presentation styles 2 and 3 fully enumerated all cases for the
subjects. Subjects who initially omitted the empty set or omitted negated
variables consistently found their mistakes once forced to fully enumerate all
cases.
Subjects also had difficulties including complemented variables in their
expressions when encountering the English specifications “by itself,” “exactly
two,” and “without” (e.g., a pie with allspice and cinnamon, but without
nutmeg is written as “ac” instead of “acn¯”). Subjects translated “allspice
by itself” as just a (e.g., f(a, c, n) = a) rather than a ANDed with the
complements of all other ingredients (e.g., f(a, c, n) = ac¯n¯). Similar mistakes
were made for the phrase “without.” In the following example, the subject
incorrectly interprets cinnamon by itself as c instead of cn¯a¯ and allspice by
itself as a instead of ac¯n¯.
Subject 5: “You can use cinnamon by itself without the nutmeg,
because that doesn’t break rule (2) [writes +c] . . . or you could
just use allspice by itself [writes +a].”
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Subjects 9, 14, and 16 forgot negated variables when they translated “ex-
actly two ingredients” as po+ ps+ os rather than pos¯+ po¯s+ p¯os.
Another subject failed to include any complemented variables in her ex-
pressions despite describing these complemented variables with her English
specifications.
Subject 3: “So that you can use cinnamon AND allspice [pause]
OR cinnamon AND nutmeg [pause] OR cinnamon [writes (c)∨
(c ∧ n) ∨ (c ∧ a)] [pause] because you can’t use allspice and nut-
meg at the same time, and you can’t use nutmeg without using
cinnamon, so I think you’re already limited to these 3 options.”
In contrast, when deriving a Boolean expression from a truth table, sub-
jects never omitted negated variables.
6.3.7 Ambiguity and interference
Most digital logic students encounter logical constructions in programming
contexts and in the context of their everyday use of language. The concepts
linked to Boolean operators and expressions have different meanings in those
two contexts (e.g., “A or B” in colloquial English is typically an exclusive-
OR statement) and the symbols used to represent similar concepts are also
assigned different meanings in other contexts (e.g., “A+B” means addition
in programming, OR in Boolean logic, and sometimes means AND in English
shorthand writing).
Because some Boolean operations (e.g., OR, if-then) mean different things
in different contexts, we say that these concepts are ambiguous. When sub-
jects borrowed symbols (e.g., using & or + for AND rather than standard
symbols ∧ or •) from different contexts to represent a concept in the Boolean
context, they revealed interference between the contexts of learning. Sub-
jects exhibited misconceptions caused by ambiguity and interference.
The most ambiguous construction is “if-then.” On several occasions sub-
jects specifically mentioned that they knew that there is a difference between
how “if-then” is used in programming or colloquial English and how “if-then”
is used in Boolean logic. Despite this knowledge, many subjects were unable
to articulate the difference between the contexts.
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Interviewer: “How would you describe the phrase if A then B in
Boolean logic?”
Subject 4: “In Boolean logic or in plain English?”
Interviewer: “Imagine that you are teaching them.”
Subject 4: “Uh [pause] If A then B would mean that if the ex-
pression after the ‘if,’ like if you had ‘if X=1,’ then some other
expression such as X++ or increment X then if X=1, then you
would do the statement after that, saying ‘okay that is true.’
That’s more of a programming statement than it is the Boolean
logic approach. The [digital logic class] approach would be some-
thing more like what it means to have ‘if-then’ is some sort of
implication, where if you have one then you have the other.”
Interviewer: “Okay. So you mentioned this isn’t C [the program-
ming language]. So what’s the difference between a C ‘if-then’
and a Boolean ‘if-then?’ ”
Subject 3: “In C, if you say if something, then you will uh, do
some sort of further work, if the first condition is true you do
some stuff. Then you’ve got other stuff. If and then are usually
[pause] they’re related, but they’re not [pause] reliant on each
other. Like, they are in Boolean [pause] logic, I guess.”
Many subjects showed interference in their understanding when they used
programming symbols such as ‘!’ to indicate complementation rather than
more commonly used Boolean symbols such as the overbar or apostrophe.
Subject 3: “I guess you just put each part together with an AND
because you want each part of it to be true on its own, and then
. . . . I’m using lots of different symbols for NOT.”
One subject evidenced interference when he never wrote a standard Boolean
expression, but wrote statements that strongly resembled programming struc-
tures and function calls.
Subject 9: “If olives and pepperoni OR NOT olives [writes “if
(o & p) OR (!o)”].”
Subject 9: “So, you could say p AND XOR s and o [writes “p
AND xor(s, o)”].”
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6.3.8 Recall versus reasoning
Subjects in the study exhibited novice behaviors through their reliance on
memorization, recall, and manipulation of equations, rather than reliance on
reasoning [18]. Reliance on recall alone was coded more than three times as
frequently as any other code. The subjects’ significant reliance on recall also
led to instances of faulty recall. Perhaps most striking about this behavior
was that some subjects readily admitted that they relied only upon recall to
succeed in the class.
While working through Question 2, one subject said,
Subject 6: “. . . I also think how I learned this classes [sic] are
wrong. Like the way I approach this classes [sic] are like I just
memorize all the concepts and stuff before I go to class and I
just go in and can do all the tests. Yeah, that’s my lowest grade
so far, like a B+ and B . . . so . . . and for all the classes I forgot
everything.”
Other subjects relied heavily on recalling symbols and equations. The fol-
lowing example, concerns translating “if T then I” to a Boolean expression.
While the right arrow is a standard symbol for implication in propositional
logic, it doesn’t satisfy the question of expressing if-then as a Boolean func-
tion.
Interviewer: “So, if this was a function of like f(T, I). What
would that equal?”
Subject 7: “It’s been a while, but [writes f(T, I)]. . . I don’t quite
remember what the notation for that was honestly. . . ”
Interviewer: “Let’s try it in a different context then maybe . . . .”
Subject 7: “Oh! [writes T → I].”
Similarly another subject incorrectly recalls a Boolean expression for “if A
then B.”
Subject 4: “It’s something like [pause] if A implies B then you
get A OR NOT B, so I can’t remember if that is exactly what
it is, but it’s something like A OR NOT B.”
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6.3.9 Proof by incomplete enumeration
The enumeration of cases to prove the correctness of a logical expression
(proof by exhaustion) is a foundational law within Boolean logic, yet subjects
often felt they had proved equivalence after enumerating only one or two
cases. What we came to refer to as “proof by incomplete enumeration”
resulted in two types of errors for the subjects: reduction errors and faulty
error correction.
As mentioned before, subjects tended to reduce hard concepts to easier
concepts. In Figure 6.8, it can be seen that XOR and NAND are equivalent
for three cases and that AND, “if-then,” and “if-and-only-if” are equivalent
for two cases. Subjects frequently enumerated only the cases where the
hard concept and the easy concept were equivalent and failed to enumerate
the cases where the two concepts were not equivalent. Examples of faulty
proofs can be seen in Section 6.3.2. Another subject checked only one test
case (〈t, c〉=〈1, 0〉) for Question 2 Rule 3 (see Figure 6.1) before deciding his
recalled expression was correct.
Interviewer: “How would you interpret [rule 3] by itself?”
Subject 6: “I would just start with turkey . . . okay I think it is t
AND c.”
Interviewer: “And why do you think that?”
Subject 6: “Because if it is 1 which means you have turkey, and
you have 0 cheese (〈t, c〉= 〈1, 0〉) this statement is 0 which is
wrong, and we want this statement to be 1 which means that we
want both t AND c.”
Other subjects enumerated some cases which disproved their original ex-
pression, but they fell short of the complete enumeration and therefore still
had an incorrect expression. The following subject enumerated only two
cases of Question 2 Rule 3 (〈t, c〉=〈1, 1〉 and 〈0, 1〉) to derive her expression,
but failed to consider the case where neither turkey nor cheese (〈t, c〉=〈0, 0〉)
were used, which was also permitted by the rule.
Subject 3: “And then [rule] 3 . . . . I guess would just be like,
turkey implies cheese, so let’s see . . . turkey AND cheese (〈t, c〉
= 〈1, 1〉) because . . . OR . . . NOT turkey AND cheese (〈t, c〉
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= 〈0, 1〉)? I think, because this would be such true, if it has
turkey AND cheese, but it doesn’t say anywhere that cheese
cannot be by itself. So this can also be true [writes tc+ t¯c].”
When the structure of the problem presentation forced subjects to fully
enumerate all cases, subjects corrected mistakes and misconceptions that
they failed to discover when they used proof by incomplete enumeration.
Although using exhaustive proof techniques helped subjects solve prob-
lems correctly, subjects were reluctant to use these proof techniques. Some
subjects expressed open dislike for using truth tables and other “brute force”
methods. Other subjects tried to use Boolean algebra and identities to solve
problems even when asked to fill in a pre-drawn truth table to solve those
problems.
6.3.10 Cowboy composition and nonsystematic approaches
The imperfect use of proof by exhaustion suggests that subjects are nonsys-
tematic in their approaches to problem solving. Subjects demonstrated other
nonsystematic approaches such as checking cases in haphazard orders, check-
ing a Boolean expression against how the subject remembered the question
prompt rather than looking back at the question prompt, and using “cowboy
composition.” The term “cowboy composition” was coined when subjects
“shot from the hip” to simplify the composition of two complex rules in their
heads, rather than write down the complete compound expression and then
use Boolean simplification.
During round one interviews, Subject 5 used cowboy composition to answer
Question 3 (Figure 6.1). In this example, the subject ignored the individual
rules she had derived earlier and derived a single incorrect expression by
“stringing” different cases together.
Subject 5: “I guess I can just start out by stringing all the possi-
bilities together. So you can use nutmeg and cinnamon [writes nc]
or you can use cinnamon by itself without the nutmeg, because
that doesn’t break rule (2) [writes +c]. “Do not use both allspice
and nutmeg together,” so that means you could use cinnamon
and nutmeg or cinnamon and allspice rather [writes +ca] or you
could just use allspice by itself [writes +a].”
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Many subjects expressed dislike for systematic, “brute force” methodolo-
gies. When constrained to use these “brute force” methodologies, though,
subjects succeeded and corrected mistakes that they had previously made.
6.3.11 Problem presentation
While an expert in a field can identify the underlying concepts needed to
solve domain specific problems, novices often rely on the immediately visi-
ble features of a problem to determine the solutions to their problems. In
this section, we describe which surface features held the most sway over our
subjects’ choice of problem-solving strategies.
Context as a surface feature
A Wason task is a standard cognitive test of formal reasoning. In the Wason
tasks (see Figures 6.9 and 6.10), both rules are based on an “If A then B”
clause. Both rules can only be violated when 〈A,B〉 = 〈1, 0〉. Therefore, we
need to take action (flip the card, request more information) only for those
cases where A is true (A) or B is false (B¯). The card with the square and
the person drinking beer correspond to A, the card with the circle and the
person drinking Sprite correspond to A¯, the card with the 25-year-old and the
3 correspond to B, and the card with the 16-year-old and the 6 correspond
to B¯. Therefore, we must choose both the square and the person drinking
beer and the 6 and the 16-year-old.
Rather than use a systematic, conceptually driven approach like the previ-
ous paragraph, subjects relied heavily on the surface level structure, context,
or presentation of a problem to determine their solution strategy. For exam-
ple, in the subject quotation below, the subject is asked to solve two Wason
tasks. If the subject had followed the correct methodology and used the same
conceptual reasoning for both problems, he would have determined that he
needed to turn over the cards with squares and sixes, just as he correctly
decided he needed to check on the people who were drinking beer and those
who were 16 years old. However the subject incorrectly ignored all cases of
the cards that were not directly referenced by the implication statement of
the rule — “If a card has a square on one side, then it has an odd number
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on the other side.” The rule mentions only squares and odd numbers, so the
subject focused solely on those cards with squares and odd numbers.
Subject 8: “[Responding to Figure 6.9] So if a card has a square,
then it has an odd number on the other side. [I have to flip over]
the square card. Because, just because we have an odd number,
and we flip it over, and there isn’t a square there, that’s OK. But
if we know that we have a square, there better be on odd number
on the other side. So it would definitely be this one [puts a check
mark on the square card]. That’s the only one you need to flip
over. Yeah, that’s the only one.”
Interview: “OK, similar question here.”
Subject 8: “[Responding to Figure 6.10] If you’re drinking beer,
then you need to know if they’re over or under 21. If they’re
drinking Sprite, you really don’t care, because anyone can drink
that. If you’re 25 then you can drink anything, and then if you’re
16, you can only drink not an alcoholic product, so you need to
get more information about this. So, [I should flip-over] the two
end cases [chooses the drinking beer card and the 16 years old
card].” Boolean Logic Worksheet 
Suppose that I have a pack of cards.  Each card has a shape drawn on one side and a number written on 
the other side.  Suppose in addition that I claim the following rule is true:  
If a card has a square on one side, then it has an odd number on the other side.  
Imagine that I now show you these four cards from the pack:  
 
Which card or cards should you turn over in order to decide whether the rule is true or false?  
  
 
6 
 
3 
 
Figure 6.9: Second round interview Wason task question with abstract
context.
Six of the ten subjects solved these two problems in the exact same way:
Focusing only on the square and three cards while solving the bar context
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Boolean Logic Worksheet 
The state requires that if a person is drinking beer, then he/she must be at least 21 years old. 
After entering a bar a police officer knows the following information about four customers.  For which 
customers does the police officer need to know more information about to know if the bar is in 
compliance with the law? 
 
 
 
 
Drinking 
Beer 
 
Drinking 
Sprite 
 
 
25 years 
Old 
 
16 years 
Old 
 
 
Figure 6.10: Second round interview Wason task question with real-world
context.
problem correctly. The bar version of the Wason task was easier for the
subjects, because they had an underlying interpretational framework that
helped them understand the rule. The subjects were likely completing the
task based on everyday experience rather than on formal logic rules. In other
words, for the first task, the most salient surface feature was the rule and the
value on the cards. For the second task, the most salient surface feature was
the bar context. Because the most salient surface feature changed, subjects
changed their solution strategy. We want to emphasize that many subjects
failed to answer this question correctly not because of the misconceptions
identified in Section 6.3.4 but because of a poor problem-solving strategy
crafted by the subject in response to the problem presentation.
Words in a specification as a surface feature
Subjects commonly erred during Boolean translation and analysis tasks, be-
cause they focused only on cases that were directly implied by the English
statement. For example, Subject 16 intially translated if-and-only-if cor-
rectly. Once questioned, though, the subject placed extra emphasis on the
visible cases (olives and pepperoni as present) and changed the translation
to match.
Subject 16: “[Translating olives if-and-only-if pepperoni] Well,
he’ll eat any pizza that has both olives and pepperoni or no olives
and no pepperoni.”
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Interviewer: “How does that make sense to you from the specifi-
cation?”
Subject 16: “Well, it needs to be olives and pepperoni. Wait, [op]
seems like a better answer.”
Interviewer: “And why do you say that?”
Subject 16: “Because [the specification] doesn’t say anything
about no olives no pepperoni situations. So it needs to be olives
AND pepperoni.”
Similar emphasis on visible cases were made by subjects who used “proof by
incomplete enumeration” to “prove” that “not both” should be translated as
XOR or NOR. The case that 〈A,B〉 = 〈1, 1〉 is false is the only case explicitly
described by the statement “not both.” If a subject used aggressive pattern
matching, this case analysis maps to two easy concepts – XOR and NOR (see
lower left loop of Figure 6.8). Subjects who translated “not both” as NOR
were usually satisfied with just checking the aforementioned case. When
asked to explain their choice of XOR, subjects used partial case analysis of
the explicit XOR cases (see larger left loop of Figure 6.8, 〈A,B〉 = 〈1, 1〉,
〈0, 1〉, and 〈1, 0〉). Unfortunately, checking these cases only confirmed their
previous overaggressive pattern match. The complemented case 〈A,B〉 =
〈0, 0〉, which is not visibly addressed by “not both” or XOR, was omitted by
the subjects.
Over-reliance on surface features can be seen in subjects’ translation of the
expression “if A then B.” The statement “if A then B” provides two readily
perceived cases to evaluate, 〈A,B〉 = 〈1, 1〉 and 〈1, 0〉. The statement is clear
that in the 〈1, 1〉 case the expression is true and that in the 〈1, 0〉 case the
expression is false, but it doesn’t explicitly offer information about the 〈0, 0〉
and 〈0, 1〉 cases. We hypothesize that the subjects in our study aggressively
pattern matched the two explicit cases to the simplest expression they could
recall – AND (see right loop of Figure 6.8). Furthermore, it seemed that many
subjects considered the 〈0, 0〉 and 〈0, 1〉 cases to be unimportant because
many subjects failed to address these cases at all in their spoken reasoning.
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Complete enumeration tools as a conceptual crutch
When presented with logical English statements to translate, subjects were
asked to (1) translate the English statement into a Boolean expression and
either (2) use the English statement to fill in a truth table or (3) use the
English statement to select illustrations that satisfy the statement. When
subjects performed the first translation task, they made mistakes such as
omitting negated variables (see Section 6.3.6), incomplete enumeration (see
Section 6.3.9), cowboy composition (see Section 6.3.10), and reduction to
easier conceptions and familiar tasks (see Sections 6.3.2 and 6.3.3). When
completing tasks (2) or (3), these mistakes mostly disappeared.
6.3.12 Lack of metacognition
Finally, subjects exhibited novice behaviors by how they rarely used metacog-
nition to monitor their work [18]. During the first round of interviews, only
four instances emerged where the subjects monitored the accuracy of their
work or strategies. In particular, after subjects had derived Boolean expres-
sions, they rarely returned to the original English expressions to check the
accuracy of their results.
6.4 Discussion
In this section, we summarize our findings about student misconceptions and
procedural miscues, present a model that will serve as the basis for future
research on these findings, offer some suggestions for instruction, and describe
the limitations of this study.
6.4.1 Summary of findings
The results of our research show that digital logic students have some ability
to reason using formal logic and they are proficient with the standard tools
of the discipline (e.g., truth tables), yet they struggle to use important un-
derlying concepts such as proof by exhaustion. For example, many students
demonstrated considerable aptitude with some of the easy, familiar transla-
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tion tasks. Despite their facility with these rules, these same students could
not translate harder statements like if-then or less familiar statements such
as “by itself” and tended to rely on ad hoc reasoning schemes rather than the
foundational principles of formal logic. The finding that students struggle to
use underlying concepts is consistent with the findings of physics educators
discussed in Section 6.1.
Our subjects’ misconceptions and mistakes were often dominated by fac-
tors of familiarity. Reliance on familiarity surfaced in the difference between
easy and hard concepts, the tendency to reduce unfamiliar tasks to familiar
tasks, checking answers according to irrelevant contextual clues, and better
performance on tasks with familiar contexts. Although our subjects pos-
sessed misconceptions about the nature of Boolean variables and the meaning
of certain logical constructions, they were also hindered by their tendencies
to seek out familiar conceptual territory.
Students could have avoided many of these mistakes by using appropriate
translation techniques. To check the correctness of their translation of an En-
glish statement into a Boolean expression, students should apply the principle
of exhaustive enumeration. Students were reluctant to check exhaustively:
they expressed disdain for exhaustive case-listing tools such as truth tables
and failed to use them, particularly when subjects needed them most (i.e.,
when they were struggling). Exhaustive enumeration protects against over-
aggressive pattern matching and the omission of the complemented case. The
second round of interviews confirmed that exhaustive enumeration reduces
student errors because subjects made fewer mistakes when forced to fully
enumerate all cases.
When forced to fully enumerate all cases, subjects frequently selected ap-
propriate methods for successfully interpreting the English specifications.
Given their success and proficiency with full enumeration tools, we must
consider why subjects were so reluctant to use these tools. One plausible
theory is that subjects were trying to emulate their more expert instructors.
Because of their expertise, instructors are often able to identify quick tricks
and strategies that allow them to solve problems quickly and accurately. Stu-
dents recognize that this alacrity is desirable, so they look unfavorably upon
methods that require them to fully enumerate cases. Subjects fail to realize
that the best way to gain expertise is to use first use these full enumeration
techniques.
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We also found that students’ misconceptions arise when they encounter a
term that has different meanings in different contexts. This finding is con-
sistent with the physics education research as well [56]. As an example from
physics, the physical terms force and work are similar to the colloquial mean-
ings of the English words force and work, yet are different in very significant
ways (i.e., in mechanics no net work is done by jumping up and down in one
spot even though you have worked very hard while jumping). This problem
of conflicting definitions of terms is similar to the problem we observed of
ambiguous terms and concepts such as “if-then” and “by itself.”
In programming and often in English, the “if-then” construction is used
to create causal relationships: if a condition is true, then do this action (or
this action will occur), and if the condition is false, then the action will not
occur. The confusion between the two uses of if-then became particularly
clear when the students said things like “A happens first,” “A causes B,” or
“A is a pre-requisite for B” to describe the logical if-then. When students
provided their own examples of a logical if-then statement, they often took
the form of if “condition A is true,” then “do this action” or “this action
will occur.” From this conception of if-then, the case of the false antecedent
makes little logical sense. The logical statement can be “expressed” as “if A
is false, then B cannot occur.” Students interpreted that either “B cannot
occur” is not expressible in Boolean logic or that “B cannot occur” should
evaluate to false.
The ambiguity of the term “by itself” arises from the interference between
a physically-oriented (e.g., visual or action oriented) interpretation and a
logic interpretation. For example, if the student is thinking visually, “cheese
by itself” is the variable c with nothing else connected to it (e.g., f(c, h, r, t) =
c). If the student is thinking with an action orientation, it is odd to think
about grabbing cheese and the complements of the other ingredients from the
refrigerator to place them into the sandwich. The interpretation of “cheese
by itself” as f(c, h, r, t) = ch¯r¯t¯ does not accord well with common, everyday
experience.
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6.4.2 A model for Boolean translation problems
To help summarize our findings about student misconceptions and procedu-
ral miscues, we propose the model in Figure 6.11. This model provides a
means for estimating the difficulty of interpreting or translating an English
specification. We assert that a novice is more likely to manifest a miscon-
ception or use an inappropriate problem-solving strategy as the difficulty of
the task increases.
Familiar 
Specification
Well-
Defined 
Terms and 
Notation
Easy 
Operators
Constrained 
Solution 
Format
Meaningful 
Context
Misleading 
Visual 
Information
Chunked 
Knowledge
Unfamiliar 
Specification
Interfered 
Terms and 
Notation
Ambiguous 
Terms and 
Notation
Free 
Solution 
Format
Hard 
Operators
Abstract 
Context
Increasing difficulty
Familiarity of 
specification
Ambiguity 
and 
interference
Type of 
Boolean 
operators
Problem 
presentation
Problem 
context Expertise
Figure 6.11: Model for estimating the difficulty of a Boolean translation
task.
In the model, every Boolean translation problem has five attributes: famil-
iarity of specification, ambiguity and interference, type of Boolean operator,
problem presentation, and problem context. Each attribute has a baseline
characteristic that minimizes the difficulty of the problem. The difficulty of
the problem increases as it incorporates more characteristics farther down
the model. The details of this model are preliminary and will be the subject
of future research.
Consider two similar problems: (1) “Find a Boolean expression for John’s
preference: John does not want both apples and bananas” and (2) “Com-
plete the truth table that corresponds to John’s preference: John does not
want both apples and bananas.” These questions are identical in four char-
acteristics of the model — familiar specification, well-defined terms, hard
operators, and meaningful context — and differ on one characteristic — free
solution format versus constrained solution format, respectively. The model
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predicts that students would have a higher failure rate with problem (1)
than with problem (2). This predictions matches our observations during
the interviews.
Increasing difficulty
FoS AaI ToBO PP PC Expertise
Increasing difficulty
FoS AaI ToBO PP PC Expertise
Increasing difficulty
FoS AaI ToBO PP PC Expertise
Figure 6.12: Difficulty mappings for Boolean translation tasks “Find a
Boolean expression for John’s preference: John does not want both apples
and bananas (left)” and “Complete the truth table that corresponds to
John’s preference: John does not want both apples and bananas (right).”
6.4.3 Implications for instruction
Based on our documentation of misconceptions, instruction should help stu-
dents (1) grasp the hard operators (NAND, if-then, etc.) by using well-
crafted, concrete examples that students can relate to intuitively (such as
the bar context for if-then) and (2) dispel confusion caused by ambiguity
and interference by warning students of the possible confusions [70] while (3)
modeling exhaustive proof techniques and (4) structuring problems so that
they encourage students to use appropriate translation techniques [121]. In-
struction should steer away from teaching students too many “tricks of the
trade” for quickly solving problems until students have become comfortable
and appreciative of the basics.
6.4.4 Limitations
Our results may not be generalizable to all computer science students because
all interviewed students were traditional age engineering students from a sin-
gle institution. Because we found similar misconceptions for students who
had taken digital logic classes in two different departments, however, we be-
lieve that the results have a degree of generalizability. Another limitation of
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this research was that many of the students (especially the international stu-
dents) were inarticulate and vague when answering questions. More themes
and misconceptions might have been found, but sometimes the student’s poor
command of spoken English obscured the student’s reasoning.
6.5 Conclusion
The results of this study demonstrate that students who passed digital logic
classes with grades of B and C struggle to solve basic conceptual problems
even shortly after completing a digital logic class. We have modeled these
struggles with a five-attribute model that incorporates both students’ mis-
conceptions and their methodological weaknesses. This model can be used to
inform the development of standard assessments like our concept inventory,
inform future research, and guide instruction.
As we develop the concept inventory, we will include questions that probe
students’ misconceptions about “if-then,” “if-and-only-if,” and “NAND.” We
will also include questions that test whether students possess misconceptions
regarding the need for negated variables and reduction to familiar tasks.
By conducting a second round of interviews, we discovered that many stu-
dent misconceptions and mistakes can be quickly and easily remedied by
changing the problem presentation to encourage the use of exhaustive enu-
meration. Instructors should structure assignments to constrain students to
use exhaustive enumeration [122]. These methods can either be standard
abstract representations such as truth tables or more concrete representa-
tions such as the pictures of sandwiches. Since both abstract and concrete
methods of exhaustive enumeration helped students solve translation tasks
correctly, we strongly encourage instructors to emphasize the use of either
method in instruction. Future work may look into whether the abstract or
concrete representations (or a combination of the two) of exhaustive enu-
meration will help students develop the proper habits for solving Boolean
translation tasks [123].
This emphasis on proper translation methods must also be paired with
instruction that effectively dispels the misconceptions documented in this
study. Once developed, assessment tools such as the concept inventory can
also be used to ensure that new pedagogies actually address student miscon-
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ceptions. We plan to use the concept inventory to rigorously compare the
effectiveness of different teaching methods.
In addition to these instructional recommendations, we believe that em-
phasis on proper logical thinking and complete enumeration of cases will
help students learn other computer science skills such as learning to debug
programs and circuits. If students struggle to properly check that all cases
satisfy the English specification they were given in logic contexts, how can
we expect them to think logically through those test cases that are relevant
to debugging a program? The ability to translate English specifications into
Boolean expressions with rigorous, systematic methods will provide them
with valuable analytical thinking skills that can empower students for future
learning in computer science and engineering.
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CHAPTER 7
STUDENTS’ MISCONCEPTIONS ABOUT
MEDIUM-SCALE INTEGRATED
CIRCUITS
During the design process, engineers use systems and components whose
inner designs are unknown, and must construct new systems from famil-
iar systems and components. The ability to use and construct abstracted
components is essential, but often difficult for students to learn. In digi-
tal logic design, students first encounter abstracted circuits when they are
taught medium-scale integrated (MSI) circuits. MSI circuits with various
functions and purposes can be constructed from the basic components (logic
gates) and by using tools (truth tables and Boolean algebra) that students
have previously learned. By understanding how students learn about MSI
circuits, researchers have a new persepctive on understanding how students
learn more complicated design techniques and how students learn to think on
multiple levels of abstraction. If students do not have the right conceptions
about MSI circuits, they cannot be expected to use their knowledge reliably
when they analyze or create designs.
Students’ misconceptions of, and methodological weaknesses in dealing
with, MSI circuits are presented both to document the steps taken to create
the DLCI and to provide a unique insight into students’ mental models of
these circuits.
7.1 Background
Research on student misconceptions has traditionally focused on misconcep-
tions about physical phenomena that result from learning prior to formal in-
struction. These types of misconceptions can be referred to as preconceptions.
Addressing and correcting preconceptions is difficult because these precon-
ceptions are deeply rooted in experience and common sense intuition [53,54].
For example, a small child may conceive of the earth as a flat rectangular
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object. When the child is told that the earth is round, the child will often
believe that the earth is round like a pancake rather than a sphere [71].
Students have preconceptions upon entering their first digital logic course.
Their misconceptions about Boolean variables resemble documented miscon-
ceptions about algebraic variables [27], and they confuse the technical defi-
nition of state in digital with other definitions they have previously encoun-
tered [31].
MSI circuits are a special concept in digital logic and misconceptions re-
search, because students are unlikely to have preconceptions about them.
Because students have no preconceptions, it is likely that most misconcep-
tions about MSI circuits result from instruction. Consequently, students’
misconceptions about MSI circuits might not be as deeply ingrained as phys-
ical preconceptions, and informed changes in instruction may have a greater
impact on student learning.
7.2 Interview Questions
We asked a slightly different set of questions in each semester of the study (or
the questions were simply formatted differently) based on the analysis and
findings from the previous round of interviews. Spring and Fall 2008 subjects
were asked “What is a multiplexer (without using a truth table)?,” “What
is a decoder (without using a truth table)?,” “Why/where would you use a
multiplexer/decoder in a circuit?” They were asked to solve the problems in
Figures 7.1, 7.2, 7.3. Subjects were also asked to construct large multiplexers
from smaller multiplexers (e.g., construct a 16-to-1 multiplexer from 4-to-1
multiplexers). Finally, they were asked to calculate the number of address
lines, the number of data lines, and the storage of a random-access memory
(RAM)/read-only memory (ROM).
Students interviewed during Spring 2009 were asked to solve the multiple-
choice MSI questions from the alpha version of the DLCI [19]. These multiple-
choice questions were adapted from the questions and responses of the stu-
dents during the earlier interviews. The remaining interview questions, and
acceptable answers to these questions, will be introduced when needed.
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Figure 7.1: Multiplexer analysis question that uses a timing diagram.
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Figure 7.2: Decoder analysis question that uses a timing diagram.
MSI Worksheet 
Implement the following function  
  
F(x,y,z) = x’y + xz. 
 
You may use one MUX or one decoder and up to one logic gate of your choice.  Assume 
complemented inputs are available. 
Figure 7.3: Design question that asks subjects to implement the Boolean
function of a 2-to-1 multiplexer (f(x, y, z) = x¯y + xz) by using a
multiplexer or a decoder.
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7.2.1 Terminology
This section defines terminology that is used for the remainder of the chapter.
The following abbreviations are used – multiplexer as MUX, binary de-
coder as decoder or DEC, read-only memory as ROM, and random-access
memory as RAM. For the sake of this dissertation, each of these components
is classified as a medium-scale integrated (MSI) circuit [87, 96, 98]. While
a RAM is not a MSI circuit, RAM is a concept of interest because of its
similarities to a MSI component – ROMs (addressing, data words, etc.).
Multiplexer selection inputs, decoder inputs, and ROM/RAM address lines
are classified together as encoded bits, because they represent design infor-
mation in a binary code. Multiplexer data inputs, multiplexer data outputs,
decoder outputs, and ROM/RAM data lines are classified as unencoded bits,
because the bits are not interpreted by the designer as a binary code.
7.3 Results and Themes
This section presents the misconceptions and themes revealed by the inter-
views and DLCI. The data from the interviews were used to create a rich
description of students’ conceptions and misconceptions, and the numerical
data from the DLCI were used to provide an initial estimate of the perva-
siveness of these conceptions and misconceptions.
7.3.1 Recall and routine analysis
The majority of subjects could recall the general functionality of a multi-
plexer and a decoder, and all subjects, except Subject 6, correctly completed
the timing diagrams in Figures 7.1 and 7.2. When taking the DLCI, 189 of
203 students (95%) correctly identified the operation of the multiplexer in
Figure 7.4.
When asked to describe the purpose or functionality of a multiplexer or a
decoder, subjects were able to recall the functionality of a multiplexer much
better than that of a decoder. All but one subject could describe the basic
functionality of a multiplexer, and only two subjects could not say when to
use a multiplexer. Two subjects could not remember the term “decoder,” and
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15) What will the output of the 4‐to‐1 multiplexer be when 〈ܿ, ݀〉 = 〈0,1〉? 
1) W 
2) X 
3) Y 
4) Z 
5) ܿ̅݀ 
 
Figure 7.4: DLCI item that probes students’ understanding of the
relationship between multiplexer data inputs, selection inputs, and outputs.
three subjects could neither articulate the basic functionality of a decoder
nor explain when to use a decoder.
7.3.2 MSI concept aliasing
Excluding the subject who could not remember the terms “multiplexer” and
“decoders,” all but one subject stated that multiplexers and decoders are
opposites. These responses were incorrect, because the functional and struc-
tural opposite of a multiplexer is a demultiplexer, and the functional and
structural opposite of a decoder is an encoder. Subjects described multi-
plexers and decoders as opposites based on structure or functionality. One
subject thought that all multiplexers had 2n data inputs and n outputs with
no selection inputs. A different subject described a decoder as a circuit with
one data input, many outputs, and selection inputs. Other subjects simply
described a multiplexer when asked to describe a decoder or vice versa. The
following quotations demonstrate these misconceptions.
Subject 2 initially described a decoder when asked about a multiplexer:
“A multiplexer is an electronic component [pause] how would I
describe this? [pause] it takes a couple wires in, it takes n wires
in and spits out 2n wires?”
Subject 4 described a decoder as the structural opposite of a multiplexer:
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“I’m thinking opposite of a MUX, so that makes me think one to
many.”
Subject 8 completely confused himself about multiplexers and decoders:
“A multiplexer was the opposite of [a decoder] where you take 2n
inputs and you get n outputs. Hold on. I got them both mixed
up, didn’t I!”
Interviewer: “You tell me.”
Subject 8: “Decoder MUX. Oh man. Umm, decoder [pause] mul-
tiplexer [long pause].”
Subject 1 described a ROM (“a truth table in circuit form”) when asked
to describe a decoder.
Figure 7.5 shows the DLCI item that tests for these types of misconcep-
tions. When answering this item, 40% of students chose answers that describe
a decoder as the functional (option (1)) or physical opposite (option (2)) of a
multiplexer, and 11% of students chose the answer that describes a decoder
as a ROM (option (4)).
Question 4.  Which statement is true about decoders? 
1) Every decoder is the opposite of a multiplexer (i.e., 
performs the inverse operation of a MUX) 
2) Every decoder has one input and many outputs 
3) Each output of a decoder implements a different 
Boolean function 
4) All combinational logic in a circuit can be replaced 
by a single decoder 
Figure 7.5: DLCI item that probes students’ understanding about the
relationship between multiplexers and decoders.
7.3.3 Synchronous combinational circuits
Three subjects thought that MSI components have synchronous behaviors
like flip-flops. For instance, when analyzing Figure 7.2, Subject 8 initially
claimed that the outputs of the decoder could change only when the clock
transitioned from 0 to 1. This subject also subtly claims that the outputs of
a decoder can be initialized to zero:
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“Since you’re starting with 〈0, 1〉, D1 would be [1]. But if we
assume that the values are all 0 starting out, you just change the
signal at the beginning of this clock cycle.”
7.3.4 Encoding difficulties
Subjects had several misconceptions about signals used to encode design in-
formation in MSI circuits (for example, address inputs and selection inputs).
Encoded information signals proved especially difficult for subjects when they
had to manipulate these signals apart from basic circuit analysis problems,
such as Figures 7.1 and 7.2.
Convention breaking and bit swapping When solving the circuit anal-
ysis problems in Figures 7.1 and 7.2, subjects would break from typical con-
ventions and rename variables S0 and S1 to be x and y because they did
not like subscripts. After renaming the variables, some subjects swapped the
order of the multiplexer selection inputs or the inputs of the decoder.
Inputting all literals into a decoder During the interviews, subjects
were asked to use a multiplexer or decoder and up to one logic gate of their
choice to implement the function f(x, y, z) = x¯y+xz (the Boolean expression
that defines a 2-to-1 multiplexer). When solving this question, Subject 1
attempted to assign all literals (x, x¯, y, and z) as inputs into the decoder
rather than just the variables (x, y, and z):
“I would have to use a fairly large decoder. I would have to use
XX¯Y Z, which would give me 16 outputs [draws].”
Forgotten selection inputs Several subjects drew multiplexers without, or
with too few, selection inputs. This misconception was accompanied by the
misconception that decoders and multiplexers are opposites of each other.
Subject 7: “If we have a multiplexer, either 8-to-1 or 1-to-8, [this
circuit is] an 8-to-1 [pause]. If you send in eight things then it
spits out one. Probably based on [pause] I can’t remember what
it’s based on. Do you send in a second code?”
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Difficulties with constructing large multiplexers When creating a 16-
to-1 multiplexer from 4-to-1 multiplexers, most subjects arranged the 4-to-1
multiplexers correctly, but many did not correctly assign the selection inputs.
Assignment-by-proximity
In Figure 7.6, the subject arranged the 4-to-1 multiplexers correctly rela-
tive to each other, but then assigned the selection inputs based on physical
proximity/structure rather than on the selection input encoding scheme. The
subject ordered the selection inputs as 〈x, y, a, b〉 and indicated that the lower
order data input bits were at the top of the multiplexer structure. Actually,
for the ordering 〈x, y, a, b〉 of the selection inputs, the x and y selection inputs
should be assigned to the right-most multiplexer, and the a and b selection
inputs should be assigned to the four multiplexers on the left.
Assignment by counting multiplexers
In Figure 7.7, the subject observed the four selection inputs of the 16-to-1
multiplexer and the four 4-to-1 multiplexers on the left, so he assigned one
selection input to each 4-to-1 multiplexer. Consequently, the subject also
maintained that 4-to-1 multiplexers have only one selection input for much
of the interview. The subject was troubled when he realized that he didn’t
have a fifth selection input for the fifth 4-to-1 multiplexer, but he never
relinquished the belief that each 4-to-1 multiplexer should receive a different
selection input.
Assignment by counting selection inputs
Subject 8 never considered how many selection inputs a 16-to-1 multiplexer
should have as an independent circuit element. The subject determined that
the 16-to-1 multiplexer would have 10 selection inputs based solely on the
structure of the 4-to-1 multiplexers.
Subject 8: “Well for [the right-most multiplexer], I have four
outputs [from the other multiplexers] and I have to select one from
four for my final output. I’m gonna need one two three four five
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Figure 7.6: Subject matches the selection inputs to the multiplexer
structure and ignores the significance of the encoding scheme of the bits.
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Figure 7.7: Subject shows that he knows that a 16-to-1 multiplexer has 4
selection inputs, but assigns the selection inputs based on physical
structure rather than an encoding scheme.
six seven eight nine ten, ten input bits for the chip selects. The
two most significant ones go [to the right multiplexer’s selection
inputs].”
The interviews seemed to indicate that the assignment of selection inputs
to a set of multiplexers that compose a larger multiplexer is difficult. The
difficulty of this task was to demonstrate in the multiple-choice context of
the DLCI. Consequently, two DLCI items test this concept. The first item
asks students to assign selection inputs in a 4-to-1 multiplexer composed of
2-to-1 multiplexers, Figure 7.8. For this item, 9% of students chose answers
based on assignment by proximity (option 1), 9% chose option 5 (a variation
on assignment by proximity), and 5% chose options 3, 4, and 6 which are
based on assignment by counting. Follow-up interviews revealed that most
subjects answered this question by assigning values for the selection and data
inputs (say, by setting 〈x, y〉 = 〈0, 1〉 and checking if the output was what
they expected), but could not explain why certain selection input assignment
arrangements were invalid. To minimize “assign and evaluate” tactics, a
similar multiplexer DLCI item was created, Figure 7.9. This item is the
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most difficult item on the DLCI. About 20% of students chose encode-by-
proximity-based answers (options 3, 4, and 6) and 40% of students chose
encode-by-counting-based answers (options 5 and 7).
ROM/RAM Addresses versus data Subjects were also asked several
questions about a 32M X 32 RAM chip.
1. How many data lines does the RAM chip have?
2. How many address lines does the RAM chip have?
3. How would you calculate the total number of bits the RAM can hold?
4. What is the size of a word in this RAM?
5. How many words does this RAM store?
Though subjects correctly answered questions 3, 4, and 5, they struggled
with questions 1 and 2. Subject 5 thought that there needs to be one address
line per address and he did not know that addresses are indexed by a binary
code.
Subject 5: “There’s 32 times 220 addresses. Each with 32 bits
[pause] I think.”
Interviewer: “OK, what was your answer to (1)?”
Subject 5: “How many data lines? I think you need one line for
each address. So, I think it’s 225.”
Interviewer: “How about for the next question?”
Subject 5: “[Subject reads (2)] I think it’s the same [225].”
Interviewer: “Can you tell me what’s the difference between an
address line and a data line?”
Subject 5: “The address line selects like the block of RAM. And
the data line would be for writing to the RAM. Or for an output
from it, I think.”
Results from the DLCI have confirmed that students struggle with the
difference between address and data lines. The most common errors reveal
that many students believe that the number of address lines is the same as
the number of addresses (6% of students) or that there are log2 d data lines,
where d is the number of bits per word (28% of students).
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ECE 290 Concept Inventory 
9)                            
 
Which set of 2‐to‐1 multiplexers below correctly implements the 4‐to‐1 multiplexer shown above? 
1)              2)   
3)                4)  
 
5) either (1)  or (2)  is valid        6) either (3)  or (4)  is valid   
Figure 7.8: Initial multiplexer selection inputs MSI item from the DLCI.
Correct answer is (2).
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Digital Logic Concept Inventory – Form A 
Question 11.  An 8-to-1 multiplexer (on the right) is implemented using 2-to-1 multiplexers.  A portion of 
the implementation is shown below (concealed parts of the circuit are represented by dots).   The eight 
data inputs are ordered from I0 to I7.  The selection input bits are ordered from least to most significant 
beginning with s0.  Assuming that all other select bits are chosen correctly with respect to your choice, 
which assignment of select bits for 〈w,x,y,z〉 will allow the implementation to function correctly? 
 
       
1) 〈𝑤𝑤, 𝑥𝑥,𝑦𝑦, 𝑧𝑧〉 =  〈𝑠𝑠0, 𝑠𝑠0, 𝑠𝑠0, 𝑠𝑠0〉 
2) 〈𝑤𝑤, 𝑥𝑥,𝑦𝑦, 𝑧𝑧〉 =  〈𝑠𝑠1, 𝑠𝑠1, 𝑠𝑠1, 𝑠𝑠1〉 
3) 〈𝑤𝑤, 𝑥𝑥,𝑦𝑦, 𝑧𝑧〉 =  〈𝑠𝑠2, 𝑠𝑠2, 𝑠𝑠2, 𝑠𝑠2〉 
4) 〈𝑤𝑤, 𝑥𝑥,𝑦𝑦, 𝑧𝑧〉 =  〈𝑠𝑠3, 𝑠𝑠3, 𝑠𝑠3, 𝑠𝑠3〉 
5) 〈𝑤𝑤, 𝑥𝑥,𝑦𝑦, 𝑧𝑧〉 =  〈𝑠𝑠0, 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3〉 
6) As long as 𝑤𝑤, 𝑥𝑥,𝑦𝑦, and 𝑧𝑧 receive the same select bit, the implementation can function correctly 
7) As long as 𝑤𝑤, 𝑥𝑥,𝑦𝑦, and 𝑧𝑧 receive different select bits, the implementation can function correctly 
  
 
= 
Figure 7.9: A revised version of the previous DLCI item to eliminate the
ability to “assign and evaluate.” Correct answer is (1).
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7.3.5 Methodological weaknesses
Subjects used processes that either hindered their ability to solve problems
or allowed them to correctly solve problems whose underlying concepts they
did not fully understand. Subjects relied on problem recall and explicitly re-
ferred to problems that they had solved on homework problems. The heavy
reliance on problem recall showed that students favored matching their solu-
tion strategies to previous solutions rather than working from foundational
conceptual knowledge.
Subjects frequently used the “assign and evaluate” method of analyzing
circuits by assigning a series of test cases to a circuit and checking if the out-
put of the circuit was what they expected. This method is often appropriate
and powerful. Many subjects used assign and evaluate to solve the problem
in Figure 7.8 despite their incomplete knowledge. Subjects often misapplied
this method by using “Proof by Incomplete Enumeration [27].” In Proof by
Incomplete Enumeration, subjects check one or two cases to validate a hunch.
If the one or two cases do not contradict their hunch, they decide that their
initial hunch was correct. For example, when solving Figure 7.8 a subject
might initially believe that options (1) and (2) are correct. He would then
check the 〈0, 0〉 case and find that both circuits work for this case and select
option (5) because both circuits worked for this one case.
As described earlier in Section 7.3.4, subjects relied heavily on the physi-
cal arrangement of circuit components to determine how to assign selection
inputs in constructed multiplexers. Subjects assigned selection inputs based
on the number of visible selection inputs, on the proximity of outputs to
inputs, and on the physical layout of the multiplexers.
7.4 Discussion
This study revealed that most students can correctly determine the outputs
of a MSI component when given its inputs. Students could determine the out-
puts of these components even while possessing misconceptions about them.
These misconceptions appear when students either designed MSI components
or designed circuits with MSI components. These misconceptions likely form
because students do not properly associate the functionality of MSI circuits
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with their purpose and because students struggle with the concept of infor-
mation encoding.
7.4.1 Information encoding
Previous research has shown that students struggle to understand how in-
formation is encoded in bits. Students struggle to understand that flip-flops
can each store one bit and that every unique configuration of bits encodes a
unique state [31]. Administrations of the DLCI have also revealed that there
are statistically significant correlations between students’ understanding of
how to encode state in bits, address locations in RAM, and assign bits in a
multiplexer [19].
All MSI components discussed in this paper use encoded bits to determine
their operation. If a student understands selection inputs, the ability to
understand address lines and decoder inputs should be an easy next step.
However, the subjects could demonstrate mastery of one concept but not
necessarily the others.
Instructors need to help students grasp this encoding conception and help
them distinguish between components whose functions depend on interpret-
ing some sets of inputs as the binary encoding of a number and other inputs
that do not rely on such an interpretation. If instructors can help students
learn information encoding, they might better apply the concept to new sit-
uations.
7.4.2 Emphasis on visible features over purpose to reduce
cognitive load
Given that students do not have preconceptions about MSI circuits, we pro-
pose that cognitive load theory (CLT) offers insights into how students’ mis-
conceptions form.
When learning a new topic, students must be able to recall and manipu-
late a large amount of new information. Information in the brain is stored
in either the nimble, but limited, working memory (similar to RAM in a
computer system) or the large, but difficult to access, storage memory (sim-
ilar to a hard drive) [124]. The amount of, or difficulty of the, information
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that persons manipulate in their working memory is called their cognitive
load [125–127].
Different tasks have different levels of cognitive load. Adding two numbers
presents a low cognitive load while constructing a large circuit presents a high
cognitive load. As a person gains more experience with a task, s/he lowers
his/her cognitive load by “chunking” information together into meaningful,
larger units of information [128] (not unlike how gates and wires are “chun-
ked” together to create a multiplexer). This chunking process can occur
through repetition, developing schema (strategies), and instruction.
The chunking of information into strategic units allows experts to access
their knowledge more effectively than novices. Novices have much of the same
knowledge that experts have, but this information has not yet been properly
organized. As an example, when shown a chess board arranged “mid-game,”
chess experts can memorize the location of the pieces faster than novices.
When the pieces are randomly placed, chess experts cannot memorize the
location of the pieces faster than novices. Researchers discovered that chess
experts memorized the strategies in play rather than the pieces [128].
Engineers perhaps created MSI circuits to ease the design process, and as
a by-product they reduced their cognitive load. MSI circuits ease cognitive
load by providing a toolbox of commonly used components, reducing visual
clutter, and allowing the designer to focus on purpose, function, and strategy
(like chess experts) rather than on the implementation of these circuits.
Perhaps because MSI circuits were all created to ease design, many text-
books present MSI circuits as a single unit [87, 96, 98]. As CLT explains,
students naturally try to chunk these circuits together to make them eas-
ier to remember. Since MSI circuits all share similar visible features (boxy
circuits with many inputs and outputs) but have different purposes, the sim-
ilarity of visible features may induce students to chunk the circuits together
based on the visible features rather than by purpose; so a student might cat-
egorize a multiplexer as a box with many inputs and one output rather than
as a circuit that selects one data input from many to send to the output.
This type of chunking explains why students make the faulty associations
seen in Section 7.3.2 and why subjects thought that MSI components were
synchronous components like flip-flops (boxy circuits with many inputs and
outputs).
Because students chunk by visible features, they fill their working memory
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with lists of visible features (such as the number of inputs or number of out-
puts) rather than a single function (for instance, a multiplexer is a selector)
and thus carry an unnecessarily high cognitive load. As the complexity —
the cognitive load — of the problem increased, subjects forgot their list of
features — thus perhaps failing to include selection bits on a multiplexer —
due to a lack of space in their working memory. When subjects could not
recall the features of MSI components, they had to rely on the visible struc-
ture of the problem to determine a solution, and resorted to methods such
as assignment by proximity and assignment by counting.
7.5 Conclusions
This study revealed that students’ knowledge of MSI components is unreliable
apart from recalling the basic function of MSI components. Students exhibit
misconceptions about MSI components once they try to apply their basic
knowledge to novel or complicated problems. These misconceptions result
from the need to manage a lot of information that has not been properly
organized in the students’ minds.
7.5.1 Implications
Engineering instructors commonly emphasize teaching design; instructors as-
sign complicated design problems to give students exposure to the design
process. When asked to solve novel, complicated problems, students suffer
under a high cognitive load. In these situations, students resort to coping
mechanisms such as relying on the physical arrangement of circuit compo-
nents. These coping mechanisms cause them to make faulty associations that
can develop into misconceptions. To teach design, instructors should create
design problems that reduce cognitive load and focus on teaching the purpose
of, and strategies associated with, MSI circuits.
Chess instruction may offer insight into how to create these types of assign-
ments. Chess can be taught by playing an endless number of games (similar
to using many non-targeted design problems), but chess is more commonly
taught by showing chess novices in-game scenarios [129]. For example, a chess
exercise may show a board with only a few pieces remaining, and the novice
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is instructed to find a way to checkmate the opponent in three moves. This
type of exercise has a low cognitive load (a low number of pieces and a defini-
tive objective), and it allows the novice to focus on learning the strategies
associated with the chess pieces.
Some suggestions follow for problems that can reduce cognitive load and
focus on teaching purpose and strategy:
1. Ask students to build an 8-to-1 multiplexer out of 2-to-1 multiplexers,
but provide the correct wiring and circuit layout (e.g., Figure 7.9 with
the dots replaced by the multiplexers they conceal). Then, ask students
to write an explanation for why one assignment of select bits works and
why others do not. The cognitive load for the problem is lowered by
removing the need to create the circuit and the need to remember the
physical structure of a multiplexer.
2. Provide a completed, meaningful circuit (with MSI components) and
ask students to write a plausible problem statement that led to the
creation of the circuit. Students could then be asked to explain how
the given circuit could be designed from the problem statement.
After assigning these problems, instructors can introduce more complicated
design problems.
To reinforce this emphasis on purpose and strategy, instructors should in-
troduce MSI components when the components are needed; examples of this
would be to introduce multiplexers just before discussing selecting the out-
puts of an arithmetic logic unit, and decoders just before introducing RAM
decoding schemes. More importantly, instruction should not teach the vari-
ous MSI circuits as a single instructional unit; so multiplexers, decoders, and
similar devices, say, should not be introduced in the same lecture. This type
of instruction may reinforce students’ faulty associations between multiplex-
ers and decoders.
Digital logic instruction should also help students develop “unifying the-
ories” of digital logic. In introductory physics, biology, or chemistry, a few
vital theories — Newton’s laws in mechanics, cell theory in biology — serve to
unify the concepts of the discipline. The pedagogical value of these theories
is that they give instruction a central focal point, and help students organize
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their knowledge into small, manageable chunks of information. Many con-
cepts in digital logic logic, such as number representations, MSI components,
and circuit state are united by the concept of encoding information into bits.
By teaching these topics with a focus on information encoding, instructors
can help students organize their knowledge and give them a concept that
they can retain after they leave the course.
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CHAPTER 8
STUDENTS’ MISCONCEPTIONS ABOUT
STATE AND SEQUENTIAL CIRCUITS
State is a pervasive topic in electrical and computer engineering (ECE) and
computer science (CS). Students encounter state in courses on computer ar-
chitecture, theory of computation, software development, digital signal pro-
cessing, and stochastic processes (e.g., Markov models). The state concept is
so ubiquitous in computing that one could claim that a computer is capable
of only two actions: (1) analyze the state of the system and (2) change the
state of the system. Because state is central to computing, students need a
firm, accurate grasp of this concept from the beginning, when state is first
taught during digital logic courses.
8.1 Background
Subject 6: “State is...how would I define that. Let’s see, it’s one of those
things that you come to just like think of but not put in words.”
State may be hard for students to learn for two reasons: Instructors may
not be always aware that they are teaching state, and the term “state” is
both ambiguous and abstract.
8.1.1 An instructor’s tacit knowledge
When a person has applied a concept or procedure until the application be-
comes cognitively automated, that person has “over-learned” the concept or
procedure [80, 130]. A common over-learned activity is signing one’s name.
It is easy to write one’s signature and hold a conversation at the same time.
When a hand or finger is broken, though, writing a signature while hold-
ing a conversation becomes considerably harder or even impossible. This
cognitive automization can be considered to be the compression of cognitive
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information so that the information takes up less space in working memory
(much like data compression on a computer). Once cognitive information
is compressed, the knowledge becomes the tacit knowledge of an expert —
knowledge that is used but not always demonstrated or expressed explicitly.
Because instructors have so much experience with the state concept, they
commonly over-learn the concept [131]. Instructors manipulate and apply
the state concept consistently, accurately, and without conscious effort. In-
structors tacitly use the state concept in a number of diverse contexts, and
they may not even realize that they have used the concept. Because the con-
cept is used tacitly, it is harder for an instructor to unpack and explain the
state concept and when to use it. The level of familiarity with this concept
also makes it easier for instructors to overlook the difficulty of the concept
or understand why students struggle to apply it [132].
8.1.2 Contextual definitions as a source of misconceptions
The term “state” is applied to many similar but different abstract concepts.
When a concept is abstract, students make two common mistakes: devel-
oping a definition of the concept that is grounded in the context of a problem
or creating a concrete conception. Research has shown that students man-
ifest different misconceptions when asked to use a concept in differing con-
texts or problems [35,56]. Often these misconceptions develop from common
sense interpretations of immediately observable features of common prob-
lems [53,54,60]. When students focus on these surface features, they classify
many concepts poorly. For example, students often think of electrical current
as a fluid rather than a constraint-based process (i.e., concrete rather than
abstract) [63].
Students use the term “state” in contexts such as chemistry and physics
as well as everyday language. The state of matter (solid, liquid, gas, etc.) in
chemistry is a technical conception of state, but there are subtle differences
between the meaning of state in this context and the digital logic context: a
phase transition in chemistry produces a change in state, but a state transi-
tion in digital logic might not necessarily produce a change in state. Because
students use the term “state” in multiple contexts, they may develop mental
models of state that are inconsistent with the precise definition of state used
146
in digital logic.
8.2 Interview Questions and Terminology
As was described in Chapter 4, we elicited students’ conceptual knowledge
of state and sequential circuits by asking students to solve a set of prob-
lems about finite state machines. All state machines were based on a Mealy
machine design to match course presentation. Students were also presented
with equivalent versions of the various state machines shown in the figures.
Students were allowed to choose whichever version of the circuit seemed most
intuitive to them. Allowing students to choose their preferred circuit design
was intended to reduce the possibility that a student’s mistakes could be
attributed to unfamiliarity with a specific circuit layout (to save space only
the circuit layouts that require the least space are shown). Students in this
study were primarily taught design methods to minimize the number of flip-
flops in a circuit given a fixed number of states. Interview questions focused
on how well students understood the concepts that underline that design
methodology.
Students interviewed during Spring 2008 were asked a series of open-ended
definition questions, relationship questions, and design problems. Definition
questions required students to explain a concept or term as if they were teach-
ing a student in a first course in digital logic. Relationship questions (e.g.,
Figure 8.1) required students to determine how changing the quantity or val-
ues of circuit components would change the other components and concepts
associated with them. The design problems were intended to simulate design
problems the students may have encountered in their digital logic course.
 Answer the following questions for a state diagram with n states, i input variables, o 
output variables, and t state transitions. 
 
a) What is the maximum number of state transitions leaving each state?  
b) What is the minimum number of state transitions leaving each state?  
A finite state machine that has n states requires at least m flip-flops to implement as a 
sequential circuit.  If a different finite state machine has 2n states, what is the minimum 
number of flip-flops needed to implement it? 
Figure 8.1: Example relationship question that tests a student’s
understanding of the relationship between flip-flops and state. Subjects
should respond that m+ 1 flip-flops would be needed for 2n states.
Students interviewed during Fall 2008 were asked a series of refined open-
ended definition questions, relationship questions, design problems, and anal-
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ysis problems. Some analysis problems asked students to perform routine
analysis tasks but hid some information from them.
Students interviewed during Spring 2009 were asked a mixture of open-
ended analysis problems and multiple choice questions from the alpha version
of the DLCI [19]. These multiple choice questions were adapted from the
questions and responses of the students interviewed earlier.
Other interview questions and their acceptable answers will be introduced
when needed.
8.2.1 Terminology
Figure 8.2 is a partial state diagram of a finite state machine with labels
on important features. A finite state machine is a sequential circuit with a
finite number of states. A state transition is any “arrow” on a state diagram
including self-loops. An input is any Boolean signal sent to a circuit and an
output is any Boolean signal sent from a circuit. Unless specified otherwise,
an input or output refers to the inputs or outputs to a circuit rather than the
inputs or outputs of individual gates or flip-flops. Since only Boolean signals
are discussed, they will be called simply signals.
00 01
1/0State
State 
encoding
State 
Transition
Input
Output
Figure 8.2: A partial state diagram of a finite state machine.
Eight digital logic textbooks offer the following definitions of state. One
textbook did not offer a formal definition of state [95]. No IEEE standard
definition could be found.
1. State is “all the bits stored in the circuit” [96].
2. State is represented by “the contents of the storage elements” [97].
3. As originally defined by Hellerman [101] and endorsed by Wakerly [98],
“the state of a sequential circuit is a collection of state variables whose
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values at any one time contain all the information about the past nec-
essary to account for the circuit’s future behavior.”
4. State is “the mechanism which is used to explain and represent” the
past history of inputs [99].
5. “What is stored in memory is the state of the system” [102].
6. State is the “binary encoding [of] the state memory at one particular
instance of time” [100].
7. State is “the binary information stored” in the circuit’s storage elements
“at any given time” [87] .
For the rest of the dissertation, we use a definition that combines defi-
nitions 6 and 7 — state is “the binary encoded information stored in the
circuit’s storage elements at any given time.” While definition 3 may be
the most precise definition, the chosen definition most directly relates to the
definitions that the subjects used during interviews. Figure 8.2 shows how
the value of the state may be encoded into two bits.
8.3 Results and Themes
A complete list of discovered misconceptions can be found in Table 8.1. The
more common misconceptions from this list are presented in the following
sections. Misconceptions about state are classified into two types: location
misconceptions (misconceptions about what components encode state) and
encoding misconceptions (misconceptions about how state is encoded within
those components).
8.3.1 Location misconceptions and indefinite definitions
According to a favorite source of knowledge for students – Wikipedia – state
in a computer science context is “a unique configuration of information in
a program or machine.” The Wikipedia entry later says that state is anal-
ogous to the system memory of a computer. While the initial definition on
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Table 8.1: Conceptions of state and their definitions.
Name of conception  Explanation of conception
Co
rr
ec
t/
Pa
rt
ia
lly
 co
rr
ec
t 
Correct  Subject correctly understands both that state is encoded using binary bits and that these bits that compose state can be found in the memory components of the circuit. 
Memory 
Subject correctly thinks the state of a circuit is found within the memory components (i.e., flip‐flops, 
registers) of the circuit, but does not directly explain how state is encoded in the memory values 
during this statement. 
Property  Subject defines state broadly as a property that characterizes the condition of an object, but fails to specifically relate this idea to the state of a circuit. (correct but incomplete) 
  Location conceptions
Si
gn
al
s  Value  Subject thinks the state of a circuit is the value of a signal within the circuit (e.g., If a signal's value is 1 then it is in the 1 state). 
Save  Subject thinks the state of a circuit is only an instantaneous value that must be stored or kept.  This subject believes that memory and state are two completely distinct concepts. 
Ci
rc
ui
t co
m
po
ne
nt
s 
All Values  Subject thinks the state of a circuit is the value of all signals/circuit components in that circuit at an instant in time. 
Inputs  Subject thinks the state of a circuit is the value of the circuit’s inputs 
Outputs  Subject thinks state of a circuit is the output of the circuit. 
In Out  Subject thinks the state of a circuit is the combination of all inputs and outputs of the circuit at an instant of time. 
FFs Inputs  Subject thinks the state of the circuit is the values held by the FFs and any inputs. (e.g., n = 2
m+i, n= 
m2i) 
FFs Outputs  Subject thinks the state of the circuit is the values held by the FFs and any outputs of combinational logic (e.g., n = 2m+o or n = m2o) 
N
eg
at
iv
e d
ef
in
iti
on
s  No def  Student does not offer a formal definition of state when specifically asked to define the term. 
Not Inputs  Subject correctly says that the state of a circuit is not the inputs of the circuit, but does not offer a positive statement about what the state of a circuit is. 
Not Outputs  Subject correctly says that the state of a circuit is not the output of the circuit, but does not offer a positive statement about what the state of a circuit is. 
Not FFs  Subject explicitly ignores the contents of flip‐flops when analyzing a state focused question. 
  Encoding conceptions
En
co
di
ng
s 
Quadratic 
Subject thinks there is a quadratic relationship between the number of “stateful” circuit elements 
and the number of states (e.g., n = m2).  Student lacks the conception that state is encoded in the 
“stateful” circuit elements. 
Linear 
Subject thinks there is a linear relationship between number of “stateful” circuit elements and the 
number of states (e.g., n ∝ m).  Student lacks the conception that state is encoded in the “stateful” 
circuit elements. 
Exponential 
Subject can recall the exponential relationship between number of “stateful” circuit elements and 
the number of potential states in the circuit.  It is not clear that the subject always understands that 
state is encoded using bits or that state is encoded in memory. 
Type  Subject thinks that different types of FFs can encode different numbers of states (e.g., JK FFs can encode four states and D FFs can encode two states) 
1x1 FFs  Subject thinks that at an instant of time there is one state per FF in the circuit.  Student fails to think of the circuit state as an abstract whole. 
*n = the number of states, m = the number of flip‐flops, i = the number of inputs, o = the number of outputs 
 
 
Table 2: Conceptions of state.  Location conceptions relate to where students believe that state is encoded.  Encoding 
conceptions relate to how students believe that state is encoded within a circuit. 
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Wikipedia is not incorrect, we find it to be misleading and incomplete (es-
pecially in light of student misconceptions). Such a definition is ambiguous
about what information is included in the configuration that defines state
or what the author means by “information.” The initial definition fails to
specify whether current user inputs (which are information), system outputs
(which are also information), or any other signals in the circuit are included
in this configuration. The Wikipedia entry correctly yet subtly intimates that
the information that is relevant to the definition is the memory of the system,
but the connection between information and memory is at best ambiguous.
Our critcisms of Wikipedia’s definition comport with the diverse miscon-
ceptions of the state concept observed in our subjects. For example, subjects
believed that circuit inputs were part of this “unique configuration of infor-
mation,” but they often did not know what information is relevant to the
state of a circuit or where that state is encoded. Even when they knew that
state was related to information, subjects struggled to accurately describe
state in technical terms and had to describe state using specific examples
(state diagrams) or physical location metaphors (Subject 5: “State is where
you are”). Subjects used more than ten invalid definitions of state. These
definitions indicated that state was encoded in a variety of circuit compo-
nents.
State as output (Table 8.1: Outputs) Eight subjects defined state as
the value of the circuit’s outputs. This definition was the most common
misconception.
Subject 8: “For state, the inputs can, you never care about the
inputs. I mean cause you can change the inputs and still have
the same exact outputs and still be in the same state [pause]. So
I said [state] was just the current output of the circuit.”
This subject claimed that state comprises the outputs, because the out-
puts may not change even though the inputs change. This reasoning shows
that state as output is attractive, because output can be thought of as the
measurement that summarizes everything of interest that is inside the circuit.
Subjects may also have developed this misconception because a flip-flop’s
output is its state. By overgeneralizing, a subject may believe that the output
of any circuit is its state.
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This conception can be paraphrased as “state is the information that a
circuit provides to an external entity (circuit or user).”
State as the inputs and outputs (Table 8.1: In Out) Seven subjects
defined state as the values of a circuit’s inputs and outputs. This definition
was commonly revealed when subjects were solving Question 6 shown in
Figure 8.3. When solving this problem, Subject 1 said, “If x and y [the
inputs] are both high already and z [the output] is already high, that’s an
identical state as [earlier].” In other words, states are identical when the
inputs and outputs are identical.
When solving the same problem, another subject asserted that the values
of the flip-flop outputs were irrelevant when he knew the value of the inputs
and outputs.
Digital Logic Concept Inventory – Form A 
Question 6.  The block diagram of a synchronous finite state machine – circuit N – is shown below.  
Circuit N is composed of combinational logic (of unknown design) and positive edge triggered D flip-
flops.  Circuit N also has two inputs x and y and one output z. 
 
Suppose that the timing diagram is produced by circuit N for times 0-25 ns.  Which of the following 
statements is true about the output z for times 20-25 ns? 
1) The output z will be 1, because x and y are both 1 as they were for 0-10 ns. 
2) The output z will be 1, because x and y are held constant for 19-25 ns. 
3) The output z will be 1, because x and y are repeating the same input sequence starting at 20 ns 
that was started at 0 ns. 
4) The value of the output z cannot be determined from the given information. 
Figure 8.3: Sequential circuit analysis interview and DLCI question.
Correct answer is choice 4.
Subject 7: “Well I assumed that the combinational logic just sort
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of canceled out the uncertainty in the flip-flops.”
In a different problem, subjects were asked, “What is the maximum num-
ber of distinct states that a circuit with 1 input, 1 ouput, and 3 flip-flops
can potentially be in over time?” When solving this problem, subjects again
defined state as the inputs and outputs of the circuit. Subject 16 answered
this problem saying, “At any given time [the circuit] has, I guess one state,
because it has one input and one output.”
This conception can be paraphrased as “state is the information in com-
munications between a circuit and an external entity (circuit or user).”
State as the values of all signals (Table 8.1: All Values) Four subjects
defined state as the value of all signals in a circuit. Subject 1 explicitly defined
state in the following way.
Subject 1: “The state in a circuit is where you’re currently at. So
if you have some sort of datapath or something you have certain
values, like if you have [circuit inputs] or if you have [circuit
outputs]. So if you have some sort of arithmetic unit you have
what your result is currently, so I guess state is just where you’re
at with all of your values.”
Similarly, Subject 15 said, “The state represents everything that is in [the
circuit].”
This conception can be paraphrased as “state is all information in the
circuit.”
State as inputs and storage elements (Table 8.1: FFs Inputs) Five
subjects defined state as the value of the inputs and storage elements of the
circuit. Subject 9 stated this definition and when asked “why?”, he replied,
“Because, I think the outputs are dependent on [the inputs and
flip-flops], ’cause that’s all you need to know about a circuit to
determine the outputs. Because if you know the circuit, you can
find the outputs given [the inputs and flip-flops], so that’s more
information than you need, right? If you don’t know the circuit
then you can’t find the outputs. So I probably wouldn’t put
[outputs] just because, we’re usually given the implementation of
the circuit.”
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Subject 9 used the “inputs and storage elements” as the definition of state
because the values of these components can be used to derive the values of
all other signals. If the circuit implementation were absent, the subject said
he would have included the outputs as part of the state.
Subject 8 used a similar definition.
“OK, for this one, the flip-flops, you can have two to the third
states there, so that’s eight, but since there’s an input, your out-
put can also change while you’re in each of those states, so you
can either have, a zero or a one [subject draws a 0 and a 1 next
to his 8 that he derived from the number of states generated by
the flip flops], so that’s two times eight, and that’s sixteen.”
This definition of state is similar to the state is all values definition, but
this definition finds the minimum number of signals needed to derive all
values. Subjects who used this definition understood that there are different
types of information in a circuit, but they failed to distinguish between circuit
memory information and user information.
This conception can be paraphrased as “state is the minimum information
needed to derive the value of all circuit components.”
State as the value of a signal (Table 8.1: Value) The final location
misconception reveals that the subjects did not know what circuit compo-
nents have state, and that they also conceive of state as something that is
a property of every circuit component individually. Subjects revealed that
they did not naturally conceive of state as a single trait of the entire circuit
as a whole. Subject 2 attributed state to every possible value of every signal
in a timing diagram, “This is the one state, that’s a zero state. One state,
zero state [subject points to all 1’s and 0’s by the signal names in the timing
diagram].” Similarly, Subject 14 said, “[State] is probably on or off. I’m
assuming.” For these subjects, state was the value of an individual signal or
descriptor.
This conception can be paraphrased as “state is the information revealed
by a single signal.”
Students’ shifting definitions Several subjects changed their definitions of
state for nearly every problem they were asked to complete. Only 2 subjects
out of 17 used consistent definitions of state throughout the entire interview.
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Not surprisingly, these subjects held the correct definition of state. On av-
erage, subjects used four distinct definitions of state. These definitions often
included mutually exclusive portions of the circuit or were even contradictory
(e.g., a subject said that state is found in only memory and later said that
state is found in only the inputs and outputs). While subjects’ definitions
tended to shift when changing contexts or problems, some subjects shifted
definitions within a few sentences in the same context. Subject 16 used two
definitions in close proximity: the correct definition is in bold face and the
incorrect definition is in italics.
“[The circuit] has, three flip-flops so, there’s eight states.
Because, you need two to the m flip-flops for n states. So
two to the third, so eight potential states. At any given
time it has, I guess one state. Because, it’s one input and one
output.”
Table 8.2 lists the various definitions that each subject used during the
interviews. Table 8.1 explains the abbreviations used in Table 8.2. The
highlighted definitions are contradictory definitions.
Table 8.2: List of state conceptions that each subject used. Highlighted
entries emphasize conceptions that are contradictory. See Table 8.1 for
explanations of the abbreviations.
Subject 1 2 11 8 10 6 13 4 
Concepts 
used by 
the 
subject 
 
 
All Values 
In Out 
Linear 
Memory 
Not FFs 
Outputs 
Save 
All Values 
Exponential 
Inputs 
Not Outputs 
Outputs 
Property 
Value 
1x1 FFs 
FFs Inputs 
FFs Outputs 
In Out 
Linear 
Memory 
No Def 
Exponential 
FFs Inputs 
FFs Outputs 
Memory 
Not Inputs 
Outputs 
1x1 FFs 
Exponential 
FFs Inputs 
In Out 
Outputs 
Quadratic 
Linear 
Memory 
No Def 
Outputs 
Save 
Exponential 
FFs Inputs 
Inputs 
In Out 
Linear 
Memory 
Not FFs 
Outputs 
Value 
Subject 5 7 16 15 3 9 14 12 & 17 
Concept 
used by 
the 
subject 
In out 
Memory 
Type 
Value 
Exponential 
In Out 
Memory 
Outputs 
All Values 
FFs 
In Out 
Outputs 
All Values 
Memory 
Value 
Linear 
Memory 
FFs Inputs 
No def 
Correct 
Outputs 
Correct 
 
 
Subject 1 2 8 11 10 6 13 4 
Concepts 
used by 
the 
subject 
 
 
All Values 
In Out 
Linear 
Memory 
Not FFs 
Outputs 
Save 
All Values 
Exponential 
Inputs 
Not Outputs 
Outputs 
Property 
Value 
Exponential 
FFs Inputs 
FFs 
Outputs 
Memory 
Not Inputs 
Outputs 
1x1 FFs 
FFs Inputs 
FFs Outputs 
In Out 
Linear 
Memory 
No Def 
1x1 FFs 
Exponential 
FFs Inputs 
In Out 
Outputs 
Quadratic 
Linear 
Memory 
No Def 
Outputs 
Save 
Exponential 
FFs Inputs 
Inputs 
In Out 
Linear 
Memory 
Not FFs 
Outputs 
Value 
Subject 5 7 16 15 3 9 14 12 & 17 
Concept 
used by 
the 
subject 
In out 
Memory 
Type 
Value 
Exponential 
In Out 
Memory 
Outputs 
All Values 
FFs 
In Out 
Outputs 
All Values 
Memory 
Value 
Linear 
Memory 
FFs Inputs 
No def 
Correct 
Outputs 
Correct 
  
Indefinite instructor definitions Analysis of the interviews revealed that
instructors also may be teaching indefinite definitions. The term state tran-
sitions among others was particularly ambiguous. Questions like the ones
found in Figure 8.4 revealed that the subjects had learned different defini-
tions for the term state transitions.
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 Answer the following questions for a state diagram with n states, i input variables, o 
output variables, and t state transitions. 
 
a) What is the maximum number of state transitions leaving each state?  
b) What is the minimum number of state transitions leaving each state?  
Figure 8.4: State transitions question.
Eight textbooks were consulted for their definitions of state transitions [87,
95–100, 102]. Three textbooks explicitly define a state transition to be any
arrow on a state diagram or how a sequential circuit responds to a relevant
clock edge [96, 98, 99]. Five textbooks offer no formal definition. Of these
five, two gave examples that implied that a state transition is any arrow on
a state diagram. The other three gave examples that strongly implied that
a state transition is a change of state, and these textbooks made a strong
distinction between state transitions and the term for the arrows on a state
diagram. The arrows on state diagrams were even identified by four different
terms: arcs, edges, branches, and transitions.
After surveying these textbooks, we concluded that multiple definitions
were acceptable. Because multiple answers for each problem would be ac-
ceptable, no specific misconceptions were revealed about state transitions.
Nevertheless, this ambiguity in common terminology is important, because
the concept of state transitions was previously identified by a group of digital
logic experts to be an important and difficult concept [25]. Additionally, the
ambiguity in terminology might become a source of misconceptions.
8.3.2 Encoding difficulties
Many subjects demonstrated that they did not know how state was stored in a
circuit even if they knew which circuit components stored the circuit state. In
a typical circuit, state information is encoded in the flip-flops as bits. Optimal
bit encoding dictates that the addition of one flip-flop doubles the number
of states that the circuit can potentially be in over time (i.e., the maximum
number of states is 2m, when the circuit has m flip-flops). Some subjects
demonstrated confusion about how to encode state using this exponential
relationship and asserted that states and flip-flops are related by linear (i.e.,
the number of states is proportional to m) or quadratic relationships (i.e., the
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number of states is m2). When answering the question in Figure 8.1, Subject
6 expressed this linear relationship by saying, “The reasoning is you’ve got
just double the number of states to save and if you already accounted for
exactly this, if you had exactly enough room to save n states, then to save
more you’re going to need the same amount more.” Subject 10 expressed the
quadratic relationship with similar reasoning when answering the question
in Figure 8.1, “[The problem statement] says that n states requires m flip-
flops, so 2n states is, you have a set of n states, and you have another set
of n states, so [the first set] requires m, [the second set] requires m. So
it’s gonna be m times m. So it’s m squared.” When asked to describe the
relationship between states and flip-flops on alpha versions of the DLCI,
25% of students chose the linear relationship and 12% of students chose the
quadratic relationship.
The linear encoding misconception is straightforward, but the quadratic
encoding misconception is more troubling. When reading the quotations
from Subjects 6 and 10, one could reasonably assume that both subjects
would arrive at the linear encoding scheme. Both subjects used the same
reasoning up until the end of their answers. They both described flip-flops as
containers that hold a certain number of states and that to hold an extra set
of states the circuit would need an extra set of containers. The two subjects
diverged when they needed to explain this mathematical relationship using
symbols. Subject 10 made a second conceptual mistake by claiming that he
should multiply the two sets of containers rather than add them together.
A final encoding misconception was seen in comments where subjects as-
serted that a circuit (with memory components) would not have state until
the user specified the state. Subject 2 made this claim saying, “suppose you
have a chunk of memory, and you allocate it, but you dunno what’s there,
you can’t really talk about the state.” This subject either failed to under-
stand that the circuit will have state even before the user allocates chunks
of memory to a program or circuit, or that the circuit has state even if the
user does not know what is stored in the memory. These misconceptions re-
veal that students do not always always associate state with the encoding of
information in the memory — especially if that information is random. This
misconception may be caused by interference from what subjects learned in
programming classes.
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Flip-flop types Subject 3: “My memory is kind of hazy on this, but D
flip-flops, are they. . . ?”
Five of six subjects who were asked about the differences between flip-flop
types struggled to recall the nature of the different flip-flop types. Some of
these subjects did not believe that all flip-flops store only one bit of infor-
mation regardless of type. Instead, these subjects believed that JK and SR
flip-flops (which have two inputs) store twice as many states as D and T
flip-flops (which have one input).
Subjects also failed to understand why they would use different flip-flop
types in different situations and that the different flip-flop types are arbitrary
tools that were created to facilitate design. Subjects asserted that different
flip-flop types must be used in specific situations. They failed to understand
that flip-flop types are interchangeable parts given the proper conversion
techniques.
Flip-flop state versus circuit state Subjects struggled to understand how
a circuit has a single state at a given moment of its operation but can be
in many states over the course of its operation. Subject 10 demonstrated
this misconception when asked how many states a circuit would have when
it contained three flip-flops. This subject initially answered the question
correctly by answering that the circuit could potentially be in eight different
states, but then revealed his misconception.
Subject 10: “So out of those eight [potential states], how many
are we actually using? So we could be using like four of the states,
or five of the states. Not all eight. . . . So I think that [it] might
have one state per each [flip-flop]. So it’s three different states.”
Subject 2 demonstrated a similar type of reasoning when asked a similar
question.
Interviewer: “With two flip-flops, how many states would you
have?”
Subject 2: “Two. Uhh, no no. Well, you could have four different
states, potentially, because, you know, 〈0, 0〉 , 〈1, 1〉, but, at any
given time, only two.”
158
Subjects struggled to think of the state of the circuit as a single descriptor
of the circuit. Instead, they thought of the state of the circuit as the state
of each individual flip-flop at a moment in time.
These subjects’ reasoning can be explained by considering the different
contexts that might have prompted their reasoning.
• If the circuit has two flip-flops, then the circuit can exist in 22 = 4
states over time. The subject may be thinking of the number of “state
bubbles” that would be drawn in a state diagram.
• If the circuit has two flip-flops, then the circuit will have two states
at a given moment. The subject may be thinking of how many state
variables (flip-flop outputs) would appear in a timing diagram or next-
state table.
It can be seen that the subjects’ reasoning is likely context dependent and
fluid, because there are different prominent surface features in the different
contexts. This shifting of context based on surface features may explain the
lack of coherence between the various definitions of state.
8.3.3 Pattern matching and problem categorization
Subject 2: “Right now I’m just kinda scanning it for patterns.”
Subjects frequently tried to recall problems from lectures or tried to use
simple pattern matching schemes. Subject 5 said, “It was like five [Pow-
erPoint] slides in a row that I memorized for this test, which just give you
step by step how to do this every time.” These types of comments were most
common when subjects were asked to solve common design problems such as
designing a sequence recognizer or using one type of flip-flop to implement
a different type of flip-flop. Subjects were able to describe and incorporate
the nuances of design problems — when there was a standard method for
completing the problem.
When exposed to non-standard problems such as Question 6 in Figure 8.3,
subjects misused pattern matching. On Question 6, seven subjects solved
the problem by using a simple pattern matching strategy that ignored the
synchronizing function of the clock signal and treated the sequential circuit
as a combinational circuit. Answer choice (1) on the multiple-choice form
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was created after subjects used this strategy. Subject 11 demonstrated this
pattern matching behavior.
“I kind of looked at it as, when XNOR . . . so when [x and y are]
both 1, [z is] 1, or when they’re both 0, it’s 1, . . . So, basically,
right here, when they’re both 1, I thought it should be 1.”
When solving problems, subjects typically identified a key feature of the
problem and then categorized the problem based on this feature. Three
problem features served as key features for problem categorization: ques-
tion/answer format, visibility, and change.
Subjects categorized problems by the way the question was posed or by
the form of their answer. To solve Question 6 (Figure 8.3) or Question 15
(Figure 8.5), subjects frequently identified the timing diagram as the most
important part of the problem. They ignored the circuit diagram even though
the circuit diagram is the key to solving the problem. Several subjects iden-
tified these problems as “timing diagram problems” and complained about
them.
Subject 13: “[Timing diagrams] just confuse the hell out of me.
I don’t know what they mean, I don’t get ’em at all.”
These comments reveal that the subjects did not categorize problems ac-
cording to a set of underlying concepts. The subjects did not recognize that
they could fill in timing diagrams using the same concepts that they used to
complete truth tables and next-state tables that they had easily solved ear-
lier in the interviews. Subjects identified other problems as “state bubble”
problems rather than by the function of the state machine.
Subjects also tended to focus on only the information that was clearly
visible in the problem statement. Subjects frequently attempted to solve
Questions 6 and 15 by looking at only the signals that were shown in the
timing diagram. Few subjects noticed that the flip-flop inputs and flip-flop
outputs were absent from the timing diagram. Consequently, subjects fre-
quently associated the output z with the state. When solving Question 6,
one subject even asserted that the certainty of the visible signals (x, y, and
z) “canceled out the uncertainty of the flip-flop” signals that he could not see.
160
Question 15.  The block diagram of a synchronous finite state machine – circuit G – is shown below.  
Circuit G is composed of combinational logic (of unknown design) and positive edge triggered D flip-
flops.  Circuit G also has one input x and one output z.  Suppose the timing diagram below is produced 
by circuit G.  On the timing diagram, indicate the times when x influences the state of circuit G. 
 
Figure 8.5: Sequential circuit analysis interview question. Subjects were
expected to highlight the positive clock edges.
When subjects focused on the visible elements of “timing diagram” problems,
they used another problem feature to solve the problem — change.
People tend to focus on changes in their environments rather than on the
constants (e.g., it is easy to forget that a fan is blowing until it turns off).
Subjects demonstrated an emphasis on change by focusing only on the times
when signals changed values. When solving Question 15, subjects claimed
that x influences z only when both signals changed at the same time. These
subjects ignored that x influences the value of z at all times even when x
and z are constant because x is an input to a combinational circuit and z
is an output of this circuit. This focus on change revealed another set of
misconceptions about the nature of signals in a circuit. This focus on change
revealed another set of misconceptions about the nature of signals in a circuit.
8.3.4 Signal misconceptions
When subjects encountered signal behaviors that did not match their mental
expectations of what should happen, they either attempted to pattern match
or they attributed volition to the signals. Subject 2 attributed volition to the
output z in Question 15 after he failed to recognize that the clock can update
the flip-flop outputs, which in turn influence the value of the circuit output z:
“Now, z changes here [the second negative edge of z], kind of, out of its own
volition.” This misconception is reminiscent of problems that many people
have when encountering computers that “do not do what I tell them to do.”
Some subjects had misconceptions about what information is contained in
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a signal whose value is zero. Subjects would set variables to zero arbitrarily,
especially when no information was available about the value of the signal.
For example, if subjects were asked to complete a timing diagram for a D
flip-flop that had been operating for a period of time, they would initialize
the output of the D flip-flop to zero. They initialized the flip-flop to zero
output even when they acknowledged that they did know the output of the
flip-flop at that moment. Subjects believed that a signal with value 0 was a
safe value because it contained no information.
8.3.5 Clock confusion
Subjects were taught about only synchronous sequential circuits. Despite
this exclusive emphasis on synchronous design, subjects struggled to use the
clock appropriately during analysis problems. Subjects ignored the clock
entirely, they insisted that clocks must have 50% duty cycles, and they re-
vealed two misconceptions about the clock: (1) the clock functions like any
other combinational circuit input and (2) a clock signal causes all circuit
components to behave synchronously.
Combinational clocks
Some subjects treated the clock like any other combinational input, except
that the clock is always periodic. Figure 8.6 shows Subject 2’s answer to
Question 6 (at the time of Student 2’s interview, Question 6 stated that
the clock had a 5 ns period but did not show the clock signal in the timing
diagram). Immediately after reading aloud that the clock has a 5 ns period,
Subject 2 added a clock signal to the timing diagram. Subject 2 drew a clock
signal with a 10 ns period and began to analyze the circuit with the additional
clock signal. He then treated the variable z as the output of a combinational
circuit with inputs x, y, and clock. He used his timing diagram to discern
that the output z did not depend on the clock when x and y are 1, because
z was 1 when the clock was high and when the clock was low.
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Figure 8.6: Subject 2’s timing diagram analysis for Question 6.
Clocks make everything synchronous
Three subjects treated combinational logic components as synchronous com-
ponents when a clock signal was present in the problem. For example, Subject
6 insisted that all gates and MSI components would change on only the clock
edge. When solving Question 6, Subjects 10 and 12 decided that the output
z was only updated by the circuit inputs x and y on the clock edge. Both
subjects decided that the value of z should be 1 for 20-25 ns because the
values of x and y were 1 on the clock edge at 20 ns just as they were at the
0 ns and 5 ns clock edges.
8.4 Discussion
Subjects were able to solve standard classroom problems, and their instruc-
tors had even certified that they knew enough about digital logic to pass their
introductory courses with grades of B and C. Nonetheless, when subjects
were exposed to unfamiliar contexts, they manifested their misconceptions
and uncertainties about the core concepts of sequential circuits. Subjects
demonstrated inconsistent mental models (Section 8.3.1), they misunder-
stood how a computer stores and manipulates information (Section 8.3.2),
and they struggled to apply appropriate tactics when solving problems (Sec-
tion 8.3.3). In this section, we propose some connections between the various
misconceptions to create a strategy for addressing these misconceptions.
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8.4.1 State is the information needed to describe the relevant
condition of a circuit
By examining the paraphrases of student definitions (see Section 8.3.1 and
paraphrases listed below for reference), some unifying commonalities between
the definitions emerge.
1. State is the information generated by a circuit for an external entity
(circuit or user).
2. State is the information in communications between a circuit and an
external entity.
3. State is all information in the circuit.
4. State is the minimum information needed to derive the values of all
circuit components.
5. State is the information revealed by a single signal.
Subjects commonly shifted between these definitions as the problems and
contexts changed. As the problems and contexts change, these definitions
have varying levels of validity and viability. For example, definition 1 might
be perfect for counter circuits where the output of the circuit is equivalent
to the state, but definition 1 is irrelevant if students are asked to relate the
number of states to the number of flip-flops. Some student definitions of
state, definition 4, are inherently adaptive and can easily bend to resemble
the other definitions in the list.
Ultimately, the subjects’ biggest problem is that they frequently adapted
their definitions or changed their definitions to match the context of the
problems they were solving. Therefore, we propose that the five definitions
above can be combined into one new definition — “State is the information
needed to describe the relevant condition of a circuit.”
This hypothesized definition explains many problem-solving behaviors. A
short case study can illustrate the utility of this definition. When subjects
were asked to state the exponential relationship between numbers of flip-flops
and state, they used the correct definition more than in any other problem.
Subjects used the correct definition because the relevant information in the
problem was the state-based components. Subjects were then presented with
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circuits that had varying numbers of inputs and outputs but always 3 flip-
flops. Subjects’ definitions shifted to include inputs only when the number
of inputs was zero. The oddity of 0 inputs drew subjects’ attention away
from the number of flip-flops and towards the number of inputs. Because
the number of inputs seemed to be more important to the subjects, their
functional definition shifted.
8.4.2 Problem categorization
Research has shown that when novices categorize problems, they use differ-
ent criteria from experts. Experts categorize problems based on which con-
cepts are relevant to the solution, while novices categorize problems based
on the surface features of the problem [60]. Physics students may categorize
problems as “inclined plane problems” rather than “conservation of energy
problems,” or deem problems to be similar based on the words that appear
in the problem statement [61].
Our findings were consistent with the literature because our subjects com-
plained about solving “timing diagram problems” even though the concepts
needed to solve a timing diagram problem are the same as those needed to
solve “truth table problems” and “next-state table problems.” This mis-
categorization of problems when coupled with the subjects’ over-reliance on
pattern matching may explain some of the subjects’ clock misconceptions. If
the subjects mentally searched for a relevant, previously seen example of a
“timing diagram problem” when solving Question 6, they could easily find
combinational circuit timing diagrams that would match the timing diagram
in the question. This type of pattern matching may have led to the combina-
tional clocks misconception. Other students may have categorized Question
6 as a sequential timing diagram problem and then they pattern matched
Question 6 to problems where they were told that flip-flops ignore the inputs
except on clock-edges. After they made this pattern-match, the subjects
might have blindly applied the importance of clock-edges to flip-flops to all
signals and consequently treat the combinational circuit components as syn-
chronous components.
In previous work it was discovered that students frequently categorize de-
sign and analysis tools as individual problems to be solved rather than tools
165
that can help them solve other problems [76]. For example, students can find
a minimal expression using complete Karnaugh maps (K-maps), but they fail
to create and use K-maps when asked to find a minimal expression of an ar-
bitrary Boolean expression. We have found that our subjects have similar
difficulties in using flip-flops, clocking schemes, state diagrams, and timing
diagrams. State diagrams, timing diagrams, next-state tables, etc., are all
different representations of the same information. Each tool has different
strengths and weaknesses for conveying this information. Our subjects, nev-
ertheless, treated these tools as unrelated types of problems that might be
asked on a homework assignment or an exam. We believe that instruction
must clearly emphasize that these tools are linked together by only one or
two core concepts.
8.4.3 Centrality of information encoding
Many concepts in digital logic rely upon the central concept that informa-
tion in a computer is encoded into bits. Although subjects manipulate the
information encoding concept in many contexts, they had significant diffi-
culty understanding how the state of the circuit is optimally encoded in the
flip-flops. Administrations of the DLCI have revealed potential connections
between students’ ability to encode information in three devices: state in
flip-flops, addresses in random-access memory (RAM), and selection inputs
in multiplexers [19].
Instructors should help students grasp this information encoding concep-
tion and help students see how it applies to these various contexts. If students
learn this concept well, they may be better equipped to overcome one of their
abstraction difficulties.
8.4.4 Abstraction difficulties
When subjects were asked to solve problems like designing sequence recog-
nizers (a circuit that tracks inputs and indicates when a desired sequence has
been entered), they performed well, if not perfectly. Within these contexts,
subjects were able to use a very concrete example of state to guide their
selection of a state definition. State diagrams provide a physical mapping for
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the abstracted or encoded information contained within a circuit. Subjects
seemed to find state to be an accessible concept within this physical context.
In contrast, when subjects were asked to define state as a concept with only
circuit diagrams as context, they demonstrated uncertainty. Subjects used
physically oriented analogies, treated state as a physical object or location,
and cited specific examples (such as state machines) to explain state.
Subjects demonstrated difficulties with abstraction when they were uncom-
fortable with or oblivious to hidden information. Subjects routinely skipped
over the effect of the flip-flops in Questions 6 and 15 because the values of
the flip-flops were not explicit in the timing diagrams. When subjects knew
they did not have all the information they wanted to have (even if it was not
needed to solve the problem), they expressed great discomfort.
8.4.5 Synchrony and discrete time
Our subjects struggled with a number of clock misconceptions even though
they were exposed to only synchronous circuits. Timing diagrams generated
by synchronous circuits are difficult to interpret, because they require the
student to think about the state of the circuit according to discrete time even
while they analyze a timing diagram that is presented in continuous time.
Learning to work with discrete time is difficult for students, but requiring
them to use both continuous and discrete time simultaneously is significantly
more difficult.
Computer programming research has shown that students struggle to trace
through discrete-time events and struggle to trace through discrete time in a
linear fashion [20, 77]. Programming students commonly approach program
code with a pre-conceived notion of what they think “should” happen and
struggle to work through code line-by-line. Students will then hunt and peck
through the code to find lines of code that confirm their expectations. We
observed similar behavior in our digital logic subjects. Subjects scanned the
completed timing diagrams for patterns that would help them make sense of
the diagrams. After developing some beliefs about what they thought the
circuit should do, they tried to fit the timing diagram into this newly formed
belief. These force-fitting techniques may explain why subjects ignored the
clock or why they attributed volition to some signals. These subjects did
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not fully comprehend that they need to work through the timing diagrams
by starting at the first clock edge and then reanalyze the circuit at each
successive clock edge in order to understand the circuit’s operation.
It was also apparent that subjects did not consistently conceive of syn-
chronous circuits as devices that operate in discrete time. So many subjects
ignored the clock edges and analyzed the timing diagrams of synchronous
circuits while ignoring the role of the clock entirely.
8.4.6 Limitations
Although this study provides a rich description of students’ misconceptions
about state, the frequencies of the misconceptions in the interviews are not
guaranteed to indicate the frequencies of these misconceptions in the general
student population. For example, the identified misconceptions may not ap-
pear as frequently or be as detrimental to students who have been taught
primarily Moore machines (in which circuit outputs depend directly only on
flip-flop states, not on circuit inputs as well) or one-hot encoding schemes
(each flip-flop corresponds to one state in a state diagram). The miscon-
ception of state as circuit output is not as detrimental when working with
Moore machines, and the misconception about the linear encoding of state is
actually a correct conception in one-hot designs. Future studies could com-
pare the effects of learning Mealy versus Moore machines or binary encoding
versus one-hot encoding schemes.
8.5 Implications and Conclusions
This study revealed 16 misconceptions about what state is and how it is
encoded, as well as two misconceptions about the functionality of the clock.
These misconceptions suggest several implications for instruction.
8.5.1 Implications for instruction
The precision of the terminology in science and engineering can easily be
taken for granted. Terms such as energy, heat, and force are currently pre-
cisely defined by both verbal descriptions and numerical formulas, but it took
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centuries for scientists to settle on these current definitions [69, 133]. Since
digital logic is a relatively new discipline, some of its terminology and no-
tation is understandably still in flux. Instructors and researchers have the
chance to learn from history and craft terminology with care over a few years
rather than a few centuries. Instructors and textbook authors are encour-
aged to be more careful about the definitions of terms they use and to develop
broadly accepted standards.
Information encoding provides one basis for constructing a unified con-
ceptual framework for digital logic. The interviews revealed that students
do not always think of flip-flops as storing bits of information and state as
an abstracted/encoded piece of information. Students should be taught in-
formation encoding and then be shown how this one concept is reapplied
to state, random-access memory (RAM), multiplexers, and decoders. The
authors also suggest that only D-type flip-flops be taught and that the mul-
tiple types of flip-flops should not be introduced. Since students struggle to
understand the fundamental state encoding purpose of flip-flops, introducing
multiple types of flip-flops may only distract students from this fundamental
purpose.
Instructors are also encouraged to focus on building a unified conceptual
framework for understanding digital logic. Such a unified conceptual frame-
work will help students to contextualize their understanding of state and
sequential circuits. Instructors can help students by clearly showing how the
new concepts and tools that they teach are interconnected.
Instructors should help students switch between various levels of abstrac-
tion and representations of information. Instructors should show that state
diagrams, next-state tables, timing diagrams, and circuit diagrams are con-
venient abstractions tools for visualizing physical circuits. Each of these
abstractions has strengths and weaknesses. Students need to learn to think
of these tools according to their purposes, strengths, and weaknesses.
Pedagogies that focus on reducing cognitive load have been shown to im-
prove conceptual learning and problem solving [126, 127]. Instructors could
help reduce students’ cognitive loads by asking students to annotate worked
examples and then explain how the instructor solved the problem. Doc-
umentation of problem-solving methods has previously been shown to in-
crease learning and problem-solving ability [121,122]. Instructors could also
reduce cognitive load by assigning design problems that constrain the meth-
169
ods that students are allowed to use when solving a problem. Without the
need to choose an appropriate methodology, students can focus on the me-
chanics of solving the problem. Once students have experience examining
problem-solving strategies through worked examples and have experience
solving highly constrained design problems, they will be better equipped
to handle the difficulty of open-ended design problems.
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CHAPTER 9
CREATING AND VALIDATING THE
DIGITAL LOGIC CONCEPT INVENTORY
In this chapter, we report on how we developed the DLCI and how we estab-
lished its reliability and validity. The DLCI was developed through several
iterations (one version of every major revision of the DLCI is included in the
Appendices). Select items from the DLCI will be interspersed in the text
when appropriate.
To create the DLCI, we followed the development cycle shown in Fig-
ure 9.1. The first step of the cycle, choosing concepts, was described in
Figure 9.1: Flowchart for the development of the DLCI
Chapter 3. The second step of the cycle, finding misconceptions, was de-
scribed in Chapters 5, 6, 7, and 8. After the completion of these first two
steps, the development of the DLCI progressed through two feedback cycles:
the student feedback cycle and the expert feedback cycle (see Figure 9.2).
After every circulation through the student feedback cycle, we updated
the DLCI. The versions were tracked through a Greek letter and a two digit
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Figure 9.2: Student feedback cycle (left) and expert feedback cycle (right)
for the development of the DLCI.
version number (e.g., α3.2) that was incremented after each iteration. The α
DLCI are the preliminary versions of the DLCI that were tested only at the
University of Illinois at Urbana-Champaign. The β DLCI are refined versions
of the DLCI that are being tested at multiple institutions. An increment in
the digit to the left of the decimal point indicates a major revision (i.e., three
or more items were added or removed from the DLCI). An increment in the
digit to the right of the decimal point indicates a minor revision (i.e., only
one or two items were added or removed and/or wording and layout were
tweaked). Many versions of the DLCI existed in Form A and Form B. These
two forms were administered during the same development cycle and typically
varied on the presentation of only one or two items. These variations were
introduced to examine the impact of these variations on students’ scores.
These variations will be compared in Section 9.5. Table 9.1 shows how the
DLCI was updated through every revision and the number of students who
took each version of the DLCI as a post-test. Only minor revisions were
made between DLCI α3.2 and DLCI β1.0.
We have administered the DLCI β1.0 at six institutions in the United
States: three large public research universities (one each in the Midwest, on
the West Coast, and on the East Coast) and three small private colleges (one
in the Midwest and two in the South). We have also administered the DLCI
in both Electrical and Computer Engineering courses and Computer Science
courses. These institutions provide a stratified, representative sampling of
students across the country. A total of 688 students have taken version β1.0
of the DLCI.
We tried to recruit other institutions through both personal contacts and
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Table 9.1: DLCI versions, the number of items (I) on each version, and the
number of students (N) who took each version as a post-test.
Version Time Form I N
α1.0 Fall 2008
Form A 8 38
Form B 8 30
Total 68
α2.0 Spring 2009
Form A 21 108
Form B 15 95
Total 203
α2.1 Summer 2009 Form B 15 22
α3.0 Fall 2009
Form A 24 89
Form B 24 91
Total 180
α3.1 Spring 2010 Form A 24 94
α3.2 Summer 2010 Form A 24 24
β1.0 Fall 2010
Form A 24 407
Form B 24 281
Total 688
All versions Total 1279
general solicitation on relevant listservs. We found that general solicitation
on listservs provided the best means of contact and follow-up. We found
that when personal contacts were not the professors who were in charge of
teaching the digital logic courses, as many of ours were, the personal contact
served only as an intermediary, and the digital logic instructor would have
only marginal interest in the DLCI. Instructors who responded to the general
solicitation were generally more interested in the DLCI and consequently were
more likely to follow through with a commitment to administer the DLCI.
The following sections describe how the DLCI was constructed from the
efforts discussed in the previous chapters (see Section 2.1 for definitions of
technical terms about test construction). In Section 9.1, we describe how
we chose the topics that are included on the DLCI. In Sections 9.2, 9.3,
and 9.4, we recount the evolution of the DLCI over three major revisions:
DLCI α1.0, DLCI α2.0, and DLCI β1.0 (a minor revision from DLCI α3.2).
In Section 9.2, we show how we created specific items and distracters and
how we later refined these items. In Section 9.3, we describe how we assessed
the reliability of the DLCI. In Section 9.4, we describe how we assessed
the validity of the DLCI. Finally, in Section 9.5, we describe how we can
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investigate the effectiveness of different pedagogical techniques.
9.1 Concept Selection
The Delphi process of Chapter 3 identified a set of concepts that are consid-
ered to be both important and difficult for students to learn. The difficulty
ratings represent a typical instructor’s perception of the difficulty of each
concept. These perceptions do not directly reflect the actual difficulty that
students experience when learning the concept, however. As such, the diffi-
culty ratings should not be used to determine whether a concept should be
included on the DLCI. Rather, the misconceptions research should provide
an estimate of the difficulty of each concept and motivate the inclusion of
various concepts on the DLCI.
To choose an initial set of concepts for inclusion on the DLCI, we chose
to first investigate the concepts that were rated as the ten most important
concepts (see Table 9.2). We chose the ten most important concepts, because
many of these concepts could be grouped into common themes and because
concepts 11, 12, 13, and 15 in Table 9.2 focused on students’ understanding
of more specialized topics. The Delphi process revealed that many schools
do not teach RTL, design tools, or architecture in a first digital logic course.
Consequently, we decided that these concepts should not be included on the
DLCI. Since these highly rated concepts were not included on the DLCI, we
decided that other less important topics should also not be included.
The choice of the top ten concepts provided a useful breakdown for the
categorization of our misconceptions research and for items that were in-
cluded on the DLCI. This breakdown revealed four main conceptual areas
for digital logic: Number Representations, Converting Verbal Specifications
to Boolean Expressions, Medium-Scale Integrated Circuits, and State and Se-
quential Circuits. State and Sequential Circuits seemed to be the most im-
portant conceptual area as indicated by Concepts 1, 2, 6, 8, and 10 (as well
as 16 and 17). Medium-Scale Integrated Circuits provided the second most
important conceptual area as Concepts 3, 5, and 7 all relate to the grouping
of smaller circuit components into larger units. Converting Verbal Specifica-
tions to Boolean Expressions was the third most important conceptual area as
revealed by Concept 4. Number Representations was the fourth most impor-
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Table 9.2: List of the 18 most important concepts in digital logic with their
ratings from the Delphi process.
Rank Concept Importance Difficulty
1 Converting Verbal Specifications to
State Diagrams
9.8 8.3
2 State Transitions 9.8 7.5
3 Functionality of MSI 9.6 5.9
4 Converting Verbal Specifications to
Boolean Expressions
9.5 7.4
5 Hierarchical Design 9.5 6.6
6 Timing Diagrams to State Ma-
chines
9.4 8.2
7 Modular Design 8.9 7.2
8 Sequential Circuit Corresponds to
State Diagram
8.9 6.6
9 Number Representations 8.6 4.3
10 Analyzing Sequential Circuit Be-
havior
8.5 5.7
11 Converting Algorithms to RTL 8.5 8.0
12 Debugging, Troubleshooting and
Designing Simulations
8.4 8.6
13 Using CAD Tools 8.4 6.8
14 Binary Arithmetic 8.4 4.4
15 Designing Control for Datapaths 8.3 7.8
16 Difference Between Latches and
Flip-Flops
8.1 6.4
17 Synthesizing Sequential Circuits
from Excitation Tables
7.9 6.1
18 Overflow 7.9 4.8
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tant conceptual area as revealed by Concept 9 (as well as the related concepts
14 and 18). After conducting interviews on students’ misconceptions about
number representations, we discovered that students particularly struggle
to understand the fixed length of number representations in computers (see
Chapter 5). We decided that a conceptual test of students’ understanding of
Number Representations in computing systems would not be complete with-
out testing their understanding of the fixed length of number representations
as revealed by the Overflow concept.
The DLCI still currently tests all four of the main conceptual areas of
digital logic. Table 9.3 presents the list of DLCI items from the most recent
version of the DLCI (version β1.0 is available in Appendix C starting with
Figure C.1) and what concept each item assesses. Each conceptual area is
currently tested by a roughly equivalent number of items.
• Number Representations is tested by six items.
• Converting Verbal Specifications to Boolean Expressions is tested by
seven items.
• Functionality of MSI Components is tested by five items.
• State and sequential logic is tested by six items.
The number of items per concept was motivated by three factors: instru-
ment validity, instrument reliability, and student interviews. Because we
believe that students’ conceptual knowledge in digital logic is fragmented
and context dependent, we needed to construct multiple items per concept.
Note this creation of multiple items per concept is different from the paired
items created for the TTCI [21]. On the TTCI, items were paired to test
similar concepts within similar contexts to reveal a student’s naive theory.
For the DLCI, we created multiple items per concept in order to test a variety
of contexts. We expect that an expert would be able to answer all items cor-
rectly regardless of context, but that novices would reveal their fragmented
knowledge as they answer some items about a concept correctly and other
items incorrectly. The use of multiple items per concept is needed to create
a valid DLCI that can truly distinguish an expert from a novice and reveal
a student’s level of conceptual expertise along a continuum.
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Table 9.3: List of concepts covered by each item on the most recent version
of the DLCI.
Item Concept Covered
1 Boolean operators (negated variables)
2 Relationship between states and flip-flops
3 Comparison between number bases
4 Decoders and multiplexers
5 Boolean operators (3-variable XOR)
6 Relationship between states and flip-flop
7 Time dependence of state
8 Boolean operators (negated variables)
9 Boolean operators (NAND and NOR)
10 Two’s complement representation
11 Decoders and multiplexers
12 RAM inputs and outputs
13 RAM inputs and outputs
14 Two’s complement representation
15 Time dependence of state
16 Comparison between number bases
17 Relationship between states and flip-flops
18 Relationship between states and flip-flops
19 Boolean operators (NAND and NOR)
20 Boolean operators (3-variable XOR)
21 Boolean operators (Don’t Cares)
22 Two’s complement representation
23 Two’s complement representation
24 Decoders and multiplexers
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The DLCI can reliably estimate a student’s true score only by repeat-
edly testing the same set of concepts multiple times. The DLCI has a very
narrow focus (i.e., measuring a student’s level of conceptual expertise) and
cannot cover a broad set of concepts or abilities like a conventional classroom
examination.
Finally, the number of items per concept was limited by the number of
misconceptions we found during the interviews. Almost every distracter in
the DLCI reflects a misconception that was discovered during student inter-
views and administrations of early versions of the DLCI. A few distracters
were added because the format of the answer for some items constrained
the addition of specific distracters. For example, distracter “(4) none” on
DLCI α1.0 Item 14 (see Figure 9.3) was added because it created a logically
complete set of distracters. Items were written only if enough compelling
misconceptions were found to create sufficient effective distracters for the
creation of meaningful multiple-choice questions. As continued analysis of
interviews and results reveals new misconceptions, the DLCI will continue to
be revised with these new misconceptions.
Digital Logic Concept Inventory – α1.0 Form B 
1) Suppose a pizza shop serves pizzas that have only the following toppings. 
𝑝 = pepperoni 
𝑠 = sausage 
𝑜 = olives 
Further, suppose that a customer will eat pizzas with olives if and only if the 
pizza also has pepperoni.  Which Boolean expression specifies the pizzas this 
cus omer will at? 
a) 𝑜 + ?̅? 
b) ?̅? + 𝑝 
c) 𝑜 ⊕ 𝑝 
d) 𝑜 ⊕ 𝑝�������� 
e) 𝑜𝑝 
f) _________________________________ 
2) Suppose you have a 32M×32 RAM chip.  Which statement about the RAM is 
true? 
a) The RAM will have 25 address lines and 5 data lines. 
b) The RAM will have 25 address lines and 32 data lines. 
c) The RAM will have 225 address lines and 5 data lines. 
d) The RAM will have 225 address lines and 32 data lines. 
e) __________________________________________________ 
3) Solve the following 2’s complement additions and indicate which additions 
result in overflow 
I)  0 1 1 0   II)  0 1 1 0 
+ 1 0 1 0    + 0 1 0 1 
 
a) I only 
b) II only 
c) I and II 
d) none 
Figure 9.3: Item that tests students’ understanding of overflow from DLCI
α1.0.
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9.2 Item and Distracter Creation
All initial items and distracters were created from the findings of the mis-
conceptions research. Additional misconceptions were gathered during the
administrations of DLCI α versions. On various DLCI α versions, students
were given the opportunity to write in their own answers if they did not like
any of the pre-written answers (an example of this write-in option is pro-
vided in Section 9.2.3). This option allowed us to uncover misconceptions
that did not surface during the interviews. If several students provided the
same write-in answer, we deemed the write-in answer to be a new miscon-
ception to be investigated with later follow-up interviews. Revised versions
of the DLCI included common write-in answers as standard distracters.
To discuss how we created items for the DLCI, we present miniature case
studies (see Sections 9.2.1, 9.2.2, and 9.2.3) that describe how different items
developed into their current forms. We will describe the development of three
items: one each from Boolean translation, MSI, and state and sequential
circuits. Each of these items demonstrates one of the common development
trajectories for the DLCI items. One development trajectory, removal from
the DLCI, also occured to many items (e.g., DLCI α1.0 Items 1, 5, and 8
from Form B).
9.2.1 Boolean translation items
In DLCI α1.0, Item 7 (see Figure 9.4), we combined the translation of the
statements “by itself” and “not both.” We initially knew that students
possessed two misconceptions about NAND: confusing NAND with XOR
(tested by distracters (a) and (c)) and NAND with NOR. We also knew
that students frequently omitted negated variables when translating English
specifications into Boolean expressions (tested by distracters (a) and (b)).
Because we wanted all distracters to be based in real student misconceptions
and because we wanted every item to have at least four answer choices to
minimize the effect of guessing, we combined “by itself” and “not both” into
one item so that we could still test for these misconceptions. While it is ideal
to examine only one concept per item, we decided that it was better to test
multiple concepts per item to fully assess what misconceptions students hold
rather than not test for some common misconceptions.
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Digital Logic Concept Inventory – α1.0 Form A 
7) Patrons 1 and 2 each have the following preferences for their sandwiches.   
Patron 1 prefers a sandwich with bacon by itself. 
Patron 2 prefers a sandwich that does not have both lettuce and bacon. 
Which set of Boolean expressions correctly specifies all sandwiches that satisfy 
the patron’s preferences as individuals.  
Use the following variables. 
𝑏 = bacon 
𝑙 = lettuce 
𝑡 = tomato 
a) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙 ⊕ 𝑏 
b) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙𝑏�  
c) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏𝑙?̅?̅,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙 ⊕ 𝑏 
d) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏𝑙?̅?̅,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙𝑏�  
e) _______________________________________________________ 
 
8) Which statement about why we use two’s complement numbers is true? 
a) Two’s complement makes all arithmetic operations easier. 
b) Two’s complement allows us to represent more numbers. 
c) Two’s complement is the only way to represent negative numbers. 
d) Subtraction circuits are not needed in two’s complement. 
e) _________________________________ 
 
Figure 9.4: Compound concept DLCI item.
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After consulting with test construction experts on our campus, we were
told that every item must test only one concept. Fortunately, with more
interviews and more experience writing DLCI items, we were able to find
a sufficient number of distracters to split these two tasks and create DLCI
β1.0 Items 8 and 9 (see Figure C.11 in Appendix C). Item 8’s distracters
(3) and (4) both reflect a misconception that “by itself” does not mean that
the sandwich must have bacon. Distracter (4) reveals a double misconcep-
tion where students make the aforementioned mistake and they also confuse
NAND with NOR. Item 9’s distracter (2) tests whether students confuse
NAND with NOR, and distracter (4) tests whether students confuse NAND
with XOR and also believe that because the specification does not mention
tomatoes, tomatoes must be included.
9.2.2 Medium-scale integrated circuits
We created DLCI α2.0 Item 9 (see Figure B.4) to test students’ miscon-
ceptions about assigning selection bits. These misconceptions were created
when students did not use a binary encoding scheme to assign the selection
inputs within a hierarchy of multiplexers. Distracter 1 and 5 are both based
on assignment by proximity misconceptions (selection inputs are assigned by
structural cues such as the proximity of two multiplexers to each other). Dis-
tracters 3, 4, and 6 were based on assignment by counting misconceptions
(selection inputs are assigned by counting the number of multiplexers in the
structure). Follow-up interviews revealed that most subjects answered this
question by assigning values for the selection and data inputs (say, by set-
ting 〈x, y〉 = 〈0, 1〉) and then evaluating the output to see if it was what they
expected. These students revealed that they could solve the item through
brute force assign and analyze methods rather than through a deep concep-
tual knowledge.
Item 9 revealed one major obstacle for creating conceptual questions for the
DLCI: Many canonical digital logic tasks that do not involve design can be
solved by using rote procedures (for example, DLCI α1.0 Item 3 in Figure 9.3
is also solvable by rote procedure and no conceptual understanding) or brute
force. In order to test students’ conceptual knowledge, we needed to find
creative ways to stop students from using their memorized procedures. For
181
this problem, we changed the hierarchical structure of the multiplexers and
obfuscated part of the circuit so that students could not use assign and
evaluate techniques (see Figure C.15). Distracters 3, 4, and 6 correspond to
encode by proximity misconceptions, and distracters 5 and 7 correspond to
encode by counting misconceptions.
9.2.3 Relationship between state and flip-flops items
Students hold multiple misconceptions about the number of possible states
in a sequential circuit. They struggle to understand what allows a circuit
to have state and which circuit components compose state. Some students
believe that combinational logic has state, and other students assert that
the number of inputs or outputs of a circuit would affect how many states a
sequential circuit might have. Finally, students know that each flip-flop in a
system has a state, but they have difficulty with abstracting flip-flop states
to system state: the system has only one composite state encoded by the
flip-flops [30].
These misconceptions led to the creation of two items on DLCI α2.0 (see
Figure 9.5). Item 18 tests whether students correctly understand which com-
ponents compose state and whether they understand the exponential rela-
tionship between flip-flops and circuit state. Item 19 tests whether the stu-
dents can abstract from individual flip-flop states to the composite circuit
state as well as whether inputs and outputs are part of the state. We found
that 79% of students answered Item 18 correctly and 62% answered Item 19
correctly. The write-in responses for these items revealed a misconception
that had not been found during interviews because 10% of students decided
to write in the answer ‘0’ for both Items 18 and 19. Because so many students
chose ‘0’ for the answer to Items 18 and 19, the newest version of the item
now includes “0 states” as a standard distracter. This distracter may reflect
a misconception where some students think that the number of circuits states
depends on the number of inputs multiplied by the number of flip-flops.
Additional misconceptions research also revealed that “3 states” should be
added as a distracter for DLCI α3.0 Item 17 (see Figure C.23). After “0
states” and “3 states” were added as distracters, students stopped selecting
distracters “10 states” and “16 states.” These two original distracters were
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Digital Logic Concept Inventory – α2.0 
The next two questions concern a sequential circuit T that has 0 inputs, 3 flip-
flops, and 2 outputs.   
18) How many potential states does circuit T have? 
1) 6 potential states 
2) 8 potential states 
3) 10 potential states 
4) 16 potential states 
5) 32 potential states 
6) ____________________________ 
19) At a given instance of time, how many states does circuit T have? 
1) 1 state 
2) 2 states 
3) 3 states 
4) 4 states 
5) 5 states 
6) ____________________________ 
The next two questions concern a sequential circuit U that has 2 inputs, 3 flip-
flops, and 0 outputs.   
20) How many potential states does circuit U have? 
1) 6 potential states 
2) 8 potential states 
3) 10 potential states 
4) 16 potential states 
5) 32 potential states 
6) ____________________________ 
21) At a given instance of time, how many states does circuit U have? 
1) 1 state 
2) 2 states 
3) 3 states 
4) 4 states 
5) 5 states 
6) ____________________________ 
Figure 9.5: DLCI it ms with w ite-in responses.
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removed from Item 17 prior to DLCI beta1.0.
9.3 Reliability
We tested the reliability of every DLCI version after α2.0 with N > 50. We
estimated the reliability with the three estimators of test-retest, split-half,
and Cronbach α.
To obtain a general estimate of test-retest reliability, we retested 11 self-
selected students two or three weeks after they took DLCI α2.0. Students
retook the DLCI in an exam-like situation. Only one student’s score on the
two administrations varied by more than one point. This student had the
lowest score of all students interviewed and performed three points worse on
the retake. All other students performed the same or one point better on the
second administration. Some improvement on the retest is expected, because
students had studied for and/or had taken their final exam between admin-
istrations. Students did not perform drastically differently on the multiple
administrations. Due to the low number of volunteers, we decided against
further test-retest studies.
We calculated the split-half reliability for DLCI β1.0. Table 9.4 presents
the list of DLCI β1.0 items, the mean score on each item, and what concept
each item assessed. First, we paired items together based on what concepts
they covered. We then randomly assigned one item in the pair to the first sub-
test (SubT1) and the other item in the pair to the second sub-test (SubT2).
Each sub-test was composed of 11 items. Item 24 was not included in either
sub-test because over 100 students did not receive Item 24 due to a printing
error, and Item 21 was also not included in either sub-test because it lacked
a suitable corresponding item to create a pair. Each item’s assignment to
each sub-test can be seen in Table 9.4. Students’ scores on SubT1 and
SubT2 revealed a statistically-significant, strong correlation (r = 0.68, p <
0.01). This split-half reliability check reveals that two DLCI sub-tests that
cover similar concepts provide similar estimates of a student’s conceptual
understanding.
Finally, we calculated Cronbach α for the versions shown in Table 9.5. The
Cronbach α essentially finds the average split-half reliability of every possible
set of sub-tests. These sub-tests are created without regard for the concepts
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Table 9.4: Mean score, concept coverage, and example split-half reliability
assignments for DLCI β1.0.
Item Mean Concept SubT1 SubT2
1 0.65 Boolean operators (negated variables) x
2 0.57 Relationship between states and flip-flops x
3 0.56 Comparison between number bases x
4 0.45 Decoders and multiplexers x
5 0.71 Boolean operators (3-variable XOR) x
6 0.56 Relationship between states and flip-flops x
7 0.37 Time dependence of state x
8 0.85 Boolean operators (negated variables) x
9 0.36 Boolean operators (NAND and NOR) x
10 0.65 Two’s complement representation x
11 0.31 Decoders and multiplexers x
12 0.69 RAM inputs and outputs x
13 0.56 RAM inputs and outputs x
14 0.46 Two’s complement representation x
15 0.59 Time dependence of state x
16 0.51 Comparison between number bases x
17 0.75 Relationship between states and flip-flops x
18 0.82 Relationship between states and flip-flops x
19 0.69 Boolean operators (NAND and NOR) x
20 0.39 Boolean operators (3-variable XOR) x
21 0.48 Boolean operators (Don’t Cares)
22 0.35 Two’s complement representation x
23 0.47 Two’s complement representation x
24 0.50 Decoders and multiplexers
Total 13.26 6.15 6.13
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Table 9.5: Cronbach α for various administrations of the DLCI.
DLCI Version Cronbach α
α2.0 (pre-test) 0.24
α2.0 (Form B) 0.45
α2.0 (Form A) 0.64
α3.0 0.71
α3.1 0.72
β1.0 0.75
covered by each item. We increased the reliability of the DLCI through every
revision of the DLCI. We found a strong, acceptable level of reliability on
DLCI β1.0 with Cronbach α = 0.75 (the Cronbach α was the same with and
without inclusion of item 24). Based on the Cronbach α and the conceptual
split-half tests, we believe that the DLCI provides a reliable measurement
of students’ conceptual understanding of digital logic concepts. Because the
DLCI is reliable, we can now discuss whether the DLCI is a valid measure of
students’ conceptual understanding of digital logic concepts.
9.4 Validity
As described in Section 2.1, an instrument’s validity is limited by its relia-
bility. We argue that the DLCI is a valid measure of students’ conceptual
knowledge when used as a post-test assessment. We present evidence for the
validity of the DLCI from both the student feedback cycle (Section 9.4.2) and
the expert feedback cycle (Section 9.4.3). We will first take a short detour to
discuss whether the DLCI can be used as a pre-test for students’ conceptual
knowledge before taking a digital logic course. This discussion will inform
how the DLCI should be used in future research studies and how it should
be used to evaluate instruction.
9.4.1 Validity of the DLCI as a pre-test
As was discussed in Chapter 2, CIs are commonly administered as pre-tests
and post-tests. The effectiveness of a teaching method is then measured as
the normalized gain g between the two tests [9]. The normalized gain is then
a measurement of how much instruction remedied students’ misconceptions.
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This model for CI administration makes sense for courses where students
have developed intuitions about concepts before taking a course. In this
section, we discuss whether this model applies to the DLCI.
DLCI α2.0 Form A was administered to 125 students as a pre-test be-
fore their first course in digital logic. Reliability testing of these pre-tests
yielded a Cronbach α of 0.24 compared with the post-test Cronbach α of
0.64. In addition, these students’ scores were essentially the same as what
the students would have obtained by random guessing (t-tests did not reveal
a significant difference between students’ scores and scores obtained through
random selection of answers). The post-test reliability rating for DLCI α2.0
was just below the cut-off for meeting our requirements for a valid mea-
surement of the level of students’ conceptual knowledge of digital logic, but
the pre-test reliability rating does not provide a meaningful measurement of
students’ conceptual knowledge before taking a digital logic course. Both
the reliability rating and students’ scores strongly indicate random guessing.
We suspect that the DLCI cannot provide a valid pre-test measurement,
because students have not learned much of the terminology or notation of
the DLCI prior to their first digital logic course. We believe that pre-tests
of the DLCI do not measure students’ conceptual understanding of digital
logic concepts, rather it measures their familiarity with the terminology and
notation. Because the pre-test and post-test measure different attributes of
students’ knowledge, researchers and instructors should not measure the ef-
fectiveness of different pedagogies with the normalized g metric as proposed
by Hake and used by most CI developers [9,38]. The normalized g should be
used if and only if it is comparing measurements of the same attribute, but
the use of normalized g for the DLCI would be akin to subtracting liters from
meters. Future studies will need to develop more sophisticated methods for
comparing post-tests scores between institutions.
9.4.2 Evidence of validity from the student feedback cycle
We provide evidence for the validity of the DLCI from the misconceptions re-
search and follow-up interviews, students’ choices of distracters, and patterns
of students’ responses.
First, we claim that the DLCI is a valid measurement of students’ concep-
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tual knowledge of digital logic because the items and distracters were created
from problems that students struggled to solve because of their misconcep-
tions. We confirmed this claim by asking students to solve DLCI items during
follow-up interviews. We conducted these interviews to determine whether
students chose distracters because of the ambiguity in the wording of choices
of the inventory items or because these distracters genuinely represented their
conceptual knowledge. We removed or revised items whenever we found ev-
idence that students solved or failed to solve items because of any factor
besides their conceptual understanding. For example, we revised DLCI α2.0
Item 9 to become DLCI β1.0 Item 11 after we found that students solved
Item 9 by using “assign and evaluate” procedures rather than conceptual
knowledge.
The follow-up interviews also revealed the face validity of the DLCI because
the interview subjects consistently stated that the DLCI and individual items
reflected concepts that they should understand.
Second, because we claim that the distracters represent students’ miscon-
ceptions, we should expect that every distracter should be chosen. As Ta-
ble 9.6 shows, every distracter on DLCI β1.0 was chosen. We achieved this
result by systematically adding or removing distracters and items that did
not meet this criterion. Please note that the correct answers are highlighted
on Table 9.6. There is also a slight discrepancy between the percentages
of correct answers in Tables 9.4 and 9.6 because one institution reported
only whether students answered each item correctly or incorrectly. All other
institutions provided the specific answers that students selected.
Not only was every distracter chosen, but for 14 of 24 items, more than 20%
of students chose one of the item’s distracters (e.g., Items 2 and 3 choice (b)).
These popular distracters indicate that our misconceptions research discov-
ered generalizable themes and patterns in students’ conceptual weaknesses.
Third, we claim the DLCI is a valid measurement, because students’ re-
sponse patterns matched our assumptions. Table 9.4 shows that the items
span a range of difficulty levels. The difficulty level of an item is estimated
by the mean score of the item (µi). The items’ difficulties are evenly dis-
tributed over a range of very difficult items (µi = 0.31) to very easy items
(µi = 0.85). No items are overly difficult and none are trivial. Taken as a
whole, this variety of difficulty levels shows the continuum of expertise levels
that we expected in students’ responses when we adopted the “knowledge-
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Table 9.6: Item responses from alpha DLCI (highlighted choices represent
the correct answer). Data collected from only 591 students, because one
institution reported only whether students answered items correctly or
incorrectly.
Item a b c d e f g 
1 17% 5% 12% 66% 
   2 57% 26% 14% 3% 
   3 5% 25% 56% 14% 
   4 28% 13% 45% 13% 
   5 72% 20% 6% 1% 
   6 4% 9% 12% 12% 56% 7% 
 7 37% 12% 16% 35% 
   8 13% 85% 1% 2% 
   9 36% 12% 39% 12% 
   10 13% 14% 11% 62% 
   11 28% 2% 2% 3% 37% 16% 11% 
12 76% 7% 14% 1% 
   13 4% 30% 11% 55% 
   14 36% 44% 9% 11% 
   15 8% 17% 60% 6% 9% 
  16 49% 26% 16% 7% 
   17 4% 4% 6% 8% 75% 3% 
 18 6% 82% 4% 6% 2% 1% 
 19 6% 14% 10% 69% 
   20 19% 18% 39% 25% 
   21 16% 49% 29% 6% 
   22 8% 36% 27% 26% 
   23 22% 46% 21% 7% 
   24 9% 15% 68% 9% 
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in-pieces” framework for our development of the DLCI. This matching of our
expectations provides further evidence for the validity of the DLCI.
Earlier we stated that we believed that students with greater expertise
should have more consistent beliefs. We operationalized this belief by claim-
ing that students with higher scores on the DLCI should perform better as a
population on every DLCI item than students with lower scores on the DLCI.
In other words, there should be a positive correlation between performance
on the DLCI as a whole and performance on every item. We evaluated
this criterion by constructing item response curves (IRCs). Students were
grouped into quintiles based on their DLCI total scores. Students in quintile
1 had the highest scores, and students in quintile 5 had the lowest scores.
A student’s level of conceptual knowledge was operationalized to be the stu-
dent’s quintile (i.e., quintile 1 is very high conceptual knowledge, quintile 5
is very low conceptual knowledge). The IRC for DLCI β1.0 Item 10 (Item 10
can be found in Figure C.11) is shown in Figure 9.6. This IRC demonstrates
the desired correlation between conceptual knowledge and item performance:
The percentage of students who answered the item correctly as a function
of the quintile is monotonically decreasing. The IRC for every DLCI β1.0
item can be found in Appendix C. Every item’s IRC can be modeled by a
linear regression with negative slope and strong to very strong correlation
co-efficients (R2).
R² = 0.9448
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Figure 9.6: Item response curve of DLCI β1.0 Item 10
The student feedback cycle established the face validity of the DLCI, and it
provided evidence that students’ responses matched the assumptions of our
theoretical framework. This feedback provides an initial argument for the
validity of the DLCI. We augment this evidence with data from our expert
feedback cycle.
190
9.4.3 Evidence of validity from the expert feedback cycle
We conducted several informal content validity studies with the digital logic
instructors at the University of Illinois at Urbana-Champaign. These in-
structors helped us refine the DLCI through the first several revisions. For
example, we received the following feedback on DLCI α2.0 Items 1, 10 and
14.
Instructor A: “If-then logic is covered in [course A], but solely as
a Boolean translation task.”
Instructor B: “If-then logic is not directly covered in [course B].”
This feedback led us to remove all items pertaining to if-then logic on the
DLCI, even though there were wide-spread, compelling misconceptions about
if-then logic.
After we received feedback from these instructors, we conducted a formal
content validity study on a version of the DLCI that was created between
DLCI α2.1 and DLCI α3.0. Of the 24 items on DLCI α3.0, 20 items appeared
in some form on this version. The remaining four items of DLCI α3.0 were
introduced because of this feedback cycle.
To check content validity, we asked our Delphi experts to assess the validity
of the DLCI. Nine of the 20 experts agreed to participate in the validity study.
The experts were asked to provide feedback on each item and the DLCI as a
whole. The experts were asked to (1) answer each DLCI item, (2) indicate
“yes” or “no” about whether each item reflects a core concept that students
should know after completing a first course in digital logic, and (3) rate the
quality of each item.
As described in Section 2.1, at least 70% of experts must agree that an
item is valid in order for the item to be considered valid. Every item was
rated as valid by at least 77% or more of the experts and could be considered
as a candidate for future versions of the DLCI. If an expert indicated that
an item was not valid, they were asked to provide their reasoning. Negative
validity ratings often revealed that the experts doubted whether students
would have sufficient mastery of the concept in an item after only a first
course in digital logic.
The experts also provided feedback on the wording and quality of the items
by rating each item on a scale of “do not use,” “use with major changes,”
191
“use with minor changes,” or “use as is” (this rating system was inspired by
the peer review process for research articles, because we thought that the
familiar rating system would help the experts complete an unfamiliar task).
A majority of experts rated every item with “use with minor changes” or
“use as is.” Only three items received ratings of “do not use” and none of
these items received more than one rating of “do not use.” All items that
were rated with “do not use” were accompanied with indications that the
item was not valid. All suggestions for revision were taken into consideration
when producing DLCI α3.0. For example, several experts complained that
there were not enough items about students’ understanding of integers in
different representations. In response, we created two more DLCI items that
specifically assess students’ understanding of integers (DLCI β1.0 Items 22
and 23 see Figure C.31), and we created an alternate version of DLCI β1.0
Item 3 (compare Figures C.1 and C.36).
Finally, the experts were asked to provide their opinions about the DLCI as
a whole. The experts were asked to (1) decide whether the DLCI as a whole
reflected core conceptual knowledge after a first course in digital logic, (2)
comment on the topic coverage, and (3) indicate how confident they would
be that a student who performed well on the DLCI would perform well in a
digital logic course.
All experts indicated that the DLCI reflects core conceptual knowledge,
and over 80% of experts also indicated that that the DLCI measures how
much a student’s conceptual framework in digital logic matches the accepted
disciplinary framework. Most experts explained lowered confidence ratings
by expressing their concerns that the DLCI is not a comprehensive assess-
ment. Because every item on the DLCI and the DLCI as a whole received
more than 70% positive votes for their validity, we believe that we have es-
tablished the content validity of the DLCI. Future versions of the DLCI can
establish their validity by correlating their results with DLCI α3.x versions
as well as through expert feedback cycles.
All of the experts’ comments about the validity of the DLCI reflect con-
cerns that the DLCI is not a typical classroom examination. Experts com-
plained that some topics, such as logic minimization, were not covered by
the DLCI, while others complained that essential abilities, such as design
and problem solving, were likewise not tested by the DLCI. This commen-
tary emphasizes the necessity of communicating that a CI is not intended to
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be a comprehensive examination of concepts or abilities.
9.5 DIF, Bias, and the Evaluation of Instruction
In Section 9.4.1, we claimed that common metrics for evaluating instruction
such as normalized gain g should not be used when administering the DLCI.
We make this claim because the typical student has little or no knowledge
of digital logic concepts, notation, or terminology prior to the first course
on the topic. This prior knowledge state means that digital logic instruction
might have a greater impact on how students construct their conceptual
knowledge of digital logic concepts. While physics instruction must work to
dislodge years of physical intuitions, digital logic instructors need to create an
environment where students are able to properly construct their conceptual
understanding from any prior knowledge that they possess.
Because digital logic instruction does not need to overcome ingrained mis-
conceptions, the DLCI may provide more insight into the effects of specific
pedagogical practices than other CIs. The effect of these pedagogical prac-
tices can be investigated by identifying DIF (Differential Item Functioning:
a statistically significant difference in performance on an item between pop-
ulations of similar overall ability; see Section 2.1.1). Once DIF is identified
for some items, research is needed to examine patterns of students’ responses
to determine whether instruction or other factors created the DIF.
To demonstrate the power of the DLCI to compare pedagogy, we present
our analysis of students’ conceptions of the XOR operation. We compared
students’ scores from two courses C1 and C2 (course names have been anon-
ymized to reflect privacy concerns of the instructors). We chose these two
courses, because students from both courses had comparable performance
on the DLCI as a whole. We first suspected that instruction might affect
students’ understanding of XOR after we discovered DIF between courses
C1 and C2 on DLCI β1.0 Item 5. We will explore the impact of instruction
by examining students’ performance on DLCI β1.0 Items 5 (Figure 9.7), 9
(Figure 9.8), and 20 (Figure 9.9): three items that explicitly test students’
misconceptions about the XOR operation.
The XOR concept is introduced in C2 during instruction on Boolean trans-
lation, but the XOR concept is introduced in C1 during instruction on parity
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Digital Logic Concept Inventory – α3.3 Form A 
Question 4.  Which statement is true about decoders? 
 
1) Every decoder is the opposite of a multiplexer (i.e., performs the inverse 
operation of a MUX) 
2) Every decoder has one input and many outputs 
3) Each output of a decoder implements a different Boolean function 
4) All combinational logic in a circuit can be replaced by a single decoder 
 
Question 5. Which truth table correctly defines the function  
𝑓(𝑥,𝑦, 𝑧) = 𝑥 ⊕ 𝑦⊕ 𝑧? 
 
1)            2)    
 
 
 
 
 3)             4) 
 
 
 
 
 
Question 6.  Which statement best defines the word state when used to 
describe a sequential circuit? 
 
1) State is the current value of all inputs of the circuit. 
2) State is the current value of all outputs of the circuit. 
3) State is the current value of all inputs and outputs of the circuit. 
4) State is the current value of all inputs and storage elements of the 
circuit 
5) State is the current value of all storage elements of the circuit. 
6) State is the value of all inputs and outputs of the circuit past and 
present.  
𝒙 𝒚 𝒛  𝒙⊕ 𝒚⊕ 𝒛 
0  0  0 0 
0  0  1 1 
0  1  0 1 
0  1  1 0 
1  0  0 1 
1  0  1 0 
1  1  0 0 
1  1  1 1 
 
𝒙 𝒚 𝒛  𝒙⊕ 𝒚⊕ 𝒛 
0  0  0 0 
0  0  1 1 
0  1  0 1 
0  1  1 0 
1  0  0 1 
1  0  1 0 
1  1  0 0 
1  1  1 0 
 
𝒙 𝒚 𝒛  𝒙⊕ 𝒚⊕ 𝒛 
0  0  0 0 
0  0  1 1 
0  1  0 1 
0  1  1 1 
1  0  0 1 
1  0  1 1 
1  1  0 1 
1  1  1 0 
 
𝒙 𝒚 𝒛  𝒙⊕ 𝒚⊕ 𝒛 
0  0  0 0 
0  0  1 0 
0  1  0 0 
0  1  1 1 
1  0  0 0 
1  0  1 1 
1  1  0 1 
1  1  1 0 
 
Figure 9.7: DLCI β1.0 Item 5
Digital Logic Concept Inventory – α3.3 Form A 
For Questions 8 and 9, suppose that a sandwich shop has only the following 
ingredients. 
𝑏 = bacon, 𝑙 = lettuce, 𝑡 = tomato 
Question 8.  Alice requires that a sandwich must have bacon by itself. 
Which Boolean expression correctly specifies all sandwiches that satisfy her 
requirement? 
1) 𝑨𝒍𝒊𝒄𝒆 = 𝑏 
2) 𝑨𝒍𝒊𝒄𝒆 = 𝑏 𝑙 ̅𝑡̅ 
3) 𝑨𝒍𝒊𝒄𝒆 = 𝑙 ̅+ 𝑡̅ 
4) 𝑨𝒍𝒊𝒄𝒆 = 𝑙 ̅𝑡̅ 
Question 9. Bob requires that a sandwich must not have both lettuce and 
bacon. 
Which Boolean expression correctly specifies all sandwiches that satisfy his 
requirement? 
1) 𝑩𝒐𝒃 = 𝑙 𝑏���� 
2) 𝑩𝒐𝒃 = 𝑙 ̅𝑏� 
3) 𝑩𝒐𝒃 = 𝑙 ⊕ 𝑏 
4) 𝑩𝒐𝒃 = 𝑡 𝑙 ̅𝑏 + 𝑡 𝑙 𝑏� 
Question 10.  Why do computers use two’s complement number 
representation? 
1) Addition overflow errors can be corrected only when using two’s 
complement representation. 
2) Two’s complement representation can represent more numbers than 
any other number representation. 
3) Two’s complement representation is the only way to represent negative 
numbers. 
4) Subtraction circuits (separate from addition circuits) are not needed 
when using two’s complement representation. 
 
Figure 9.8: DLCI β1.0 Item 9
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Digital Logic Concept Inventory – α3.3 Form A 
For Questions 19 and 20, suppose that a sandwich shop has only the following 
ingredients 
𝑏 = bacon, 𝑙 = lettuce, 𝑡 = tomato 
 
Question 19. Charles requires that a sandwich have neither lettuce nor 
tomatoes. 
Which Boolean expression correctly specifies all sandwiches that satisfy his 
requirement? 
1) 𝑪𝒉𝒂𝒓𝒍𝒆𝒔 = 𝑏 𝑙 𝑡��� 
2) 𝑪𝒉𝒂𝒓𝒍𝒆𝒔 = 𝑏 𝑙 ̅𝑡̅ 
3) 𝑪𝒉𝒂𝒓𝒍𝒆𝒔 = 𝑙 𝑡��� 
4) 𝑪𝒉𝒂𝒓𝒍𝒆𝒔 = 𝑙 ̅𝑡̅ 
Question 20. Diana requires that a sandwich have bacon, lettuce, or tomatoes, 
but not all three. 
Which Boolean expression correctly specifies all sandwiches that satisfy her 
requirement? 
1) 𝑫𝒊𝒂𝒏𝒂 = 𝑏 ⊕ 𝑙 ⊕ 𝑡 
2) 𝑫𝒊𝒂𝒏𝒂 = (𝑏 + 𝑙 + 𝑡)�𝑏� 𝑙 ̅𝑡̅� 
3) 𝑫𝒊𝒂𝒏𝒂 = (𝑏 + 𝑙 + 𝑡)�𝑏� + 𝑙 ̅+ 𝑡̅� 
4) 𝑫𝒊𝒂𝒏𝒂 = 𝑏 𝑙 𝑡̅ + 𝑏 𝑙 ̅𝑡 + 𝑏� 𝑙 𝑡 
Question 21.  A combinational circuit is specified by the truth table below.  For 
three input combinations, the output of the circuit does not matter (“don’t-
care”).  The specification is implemented as a circuit using the following Boolean 
expression: 𝑓 = 𝑎�𝑐̅ + 𝑏.  What will the circuit output when it receives the input 
combination <a,b,c>  = <1,1,0>? 
1) 0 
2) 1 
3) X (don’t care) 
4) Unknown 
  
𝒂  𝒃  𝒄 𝒐𝒖𝒕𝒑𝒖𝒕 
0  0  0 1 
0  0  1 0 
0  1  0 1 
0  1  1 1 
1  0  0 0 
1  0  1 X (don’t-care) 
1  1  0 X (don’t-care) 
1  1  1 X (don’t-care) 
 
Figure 9.9: DLCI β1.0 Item 20
checking (a topic not taught in C2). During instruction on parity checking,
students are taught to think of the XOR as an odd/even detection opera-
tion: XOR is 1 when it receives an odd number of 1 inputs. During Boolean
translation instruction, C2 students are taught to think of the XOR as “one
or the other input variables is 1, but not both.” C1 students are also taught
this translation definition later in the course.
The C1 students are taught a universally applicable definition of XOR that
can easily scale to any number of inputs without additional cognitive effort.
The C2 students are taught a logical definition of XOR that is accurate, but
it is difficult to scale to any number of inputs without requiring the student
to complete multiple tasks. For example, computation of the three-variable
XOR requires the student to first compute the XOR of two input variables
and then XOR the result of the first XOR operation with the third input
variable.
The additional number of tasks needed to correctly interpret the three-
variable XOR may discourage C2 students from being systematic and en-
courage them to incorrectly generalize the “one or the other is 1, but not
both” definition. Naively overgeneralizing that definition could yield either
the “only one of the input variables is 1” (Item 5 distracter 2), “one or two
of the input variables is 1, but not all three” (Item 5 distracter 3 and Item 20
distracter 1), or “one less than the total number of input variables must be
1” (Item 5 distracter 4) misconceptions. By teaching XOR as an odd/even
detection operation, C1 students never needed to make a naive overgeneral-
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ization to reduce their cognitive load. More importantly, we can see that the
two definitions encourage students to construct their knowledge of XOR on
different prior knowledge: (a) odd/even comparisons (odd/even construction)
versus (b) analogies to the use of OR in English (English construction).
From these instructional paradigms, we see that there are two ways for
students to construct their initial conceptions of XOR. We can search for
the impact of these different constructions by searching for two patterns in
students’ responses: (1) students who use primarily odd/even construction
should perform better than students who use primarily English construction
on questions related to the three-variable XOR and (2) we should see evidence
that students’ understanding of XOR is triggered when they see the “not
both” phrase.
We have evidence for the first pattern from DLCI β1.0 Items 5 and 20.
C1 students performed significantly better (p < 0.005) than C2 students on
Item 5. Item 5 is the most compelling evidence of the impact of odd/even
construction and English construction, because it forces students to choose
between the incorrect overgeneralizations listed above and the correct con-
ception of XOR. We also observed that C2 students chose the three-variable
XOR distracter (distracter 1) on Item 20 three times as often as C1 students.
We also have evidence for the second pattern of triggering for the XOR
concept from the “not both” phrase in DLCI β1.0 Item 9. Item 9 tests
whether students can correctly translate “not both” as NAND or if they
will incorrectly translate it according to one of three misconceptions. Dis-
tracter 2 tests whether the student translates “not both” as NOR, distracter
3 tests whether the student translates “not both” as XOR, and distracter 4
tests if the student translates “not both” by omitting negated variables (all
misconceptions documented in Chapter 6).
Table 9.7 displays how often students in each quintile chose the various
distracters for Item 9 (the correct answer is highlighted). Notice that dis-
tracters 2 (NOR) and 4 (omission of negated variables) are chosen only by
students with a weak conceptual understanding, but distracter 3 (XOR) is
chosen fairly uniformly by students of all ability levels (Table 9.6 also reveals
that distracter 3 is the most commonly chosen distracter on the entire DLCI).
This response pattern reveals that students strongly associate XOR with the
“not both” construction. From these three items, we can see that students
easily construct their conception of XOR through English construction and
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that this construction of XOR inhibits a more robust and applicable concep-
tual understanding of XOR. We believe that further DIF studies will reveal
how instruction helps or hinders students’ conceptual development in digital
logic.
Table 9.7: Student responses for DLCI β1.0 Item 9 by quintile (correct
answer highlighted).
Quintile 1 (NAND) 
2   
(NOR) 
3   
(XOR) 
4 
(OMIT) 
# of 
students 
1 64% 7% 26% 3% 158 
2 40% 10% 44% 7% 126 
3 26% 13% 52% 10% 93 
4 21% 14% 45% 19% 116 
5 15% 21% 36% 28% 98 
 
Before we conclude, we must offer one warning about the use of DIF to
identify the impact of different instructional methods. DIF may indicate
superior conceptual understanding, but it may also indicate improper test
bias. Since the DLCI was constructed with deliberate choices about ter-
minology, notation, and design methods, it is possible that the DLCI may
simply reveal that different institutions use different notation or terminol-
ogy. For example, as was discussed in Chapter 8, many institutions teach
one-hot design, which does not minimize the number of states in a state ma-
chine. Students from these institutions would likely perform worse on many
state-related items without possessing anything that can be truly be called
a misconception. Similarly, many institutions do not provide significant in-
struction on representations of fractions. If students are not taught about
fractional numbers, then they should not be tested on their understanding of
these numbers. Consequently, we have created the alternate forms of DLCI
β1.0 Item 3. The use of DIF to compare teaching methods may be limited
when studying these concepts. For example, there is DIF between Form A
and Form B performance on Item 3, but this DIF is created because integer
comparisons can easily mask students’ misconceptions because students can
use more familiar rote procedures to compare integers.
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9.6 Conclusions
We have demonstrated that the DLCI is both valid and reliable. The DLCI
was constructed to assess concepts deemed important and difficult by a panel
of digital logic experts, and the distracters were grounded in misconceptions
identified through rigorous research. Panels of experts have indicated that
the DLCI is a valid test of students’ conceptual understanding in digital
logic, and statistical methods have shown that the DLCI is a reliable instru-
ment even when administered at different types of institutions and different
departments across the United States.
Through the Delphi process, we discovered that there is a general consensus
among experts about the difficulty of different concepts. These instructors’
perceptions may provide insight into the possible effect of the DLCI on in-
struction. For example, the experts rated Number Representations as the
easiest digital logic concept, but the DLCI reveals that students struggle to
learn Number Representations. Students’ understanding of Number Repre-
sentations is tested by DLCI β1.0 Items 3, 10, 14, 16, 22, and 23. So far only
56%, 62%, 44%, 49%, 36%, and 46%, respectively, of students have correctly
answered these items. Some of our experts indicated that they believed their
students had acheived mastery of Number Representations before entering
their first course on digital logic. These results provide compelling evidence
to dispel the common perception that Number Representations is an easy
concept. We hope that widespread use of the DLCI will alert instructors to
the difficulty of Number Representations and lead to new, innovative peda-
gogies.
We also must overcome the typical instructor’s perceptions of CIs. As was
revealed during our validation of the DLCI, many of our experts struggled to
understand that the DLCI cannot exhaustively cover all digital logic concepts
and skills. They also struggled to understand why the DLCI must cover every
concept multiple times. In order to motivate the adoption of the DLCI, we
will need to accurately communicate what a CI is and is not.
Since we have shown that the DLCI is a reliable and valid test of students’
conceptual understanding in digital logic, there are many new directions for
research and development. There are two main categories of future research:
pedagogy studies and assessment tool development. Chapter 10 presents
detailed plans for these two lines of research.
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CHAPTER 10
REFLECTIONS AND FUTURE WORK
In this Chapter, I reflect on some of the broader themes I discovered during
this project and suggest possible future research and instructional methods.
10.1 Lessons Learned from Interviewing Students
I learned that it is difficult to craft interview questions that elicit student
misconceptions. Most common design problems are ineffective at extracting
student misconceptions, because subjects can solve these problems quickly
and easily using memorized procedures. If subjects do not possess these
memorized procedures or if the design problem is original, the subjects be-
come so bogged down that it becomes difficult to discern anything from their
garbled thoughts.
Like design problems, analysis problems also failed to elicit student mis-
conceptions. If the analysis problems were too familiar, subjects could use
rote methods to solve the problems. If the analysis problems were too for-
eign, subjects would be perplexed by the oddities of the problems and would
fail to progress through the analysis of the problem.
The difficulty of crafting good interview questions highlights the need for
better conceptual knowledge. From the interviews, it seems that students are
able to pass their digital logic courses because they memorized procedures.
The students have not extracted the conceptual bases for these procedures
and thus are less capable of applying their knowledge to new contexts and
problems. Since one of the primary goals of engineering is the creative ap-
plication of knowledge to the design process, students’ poor transfer ability
should cause concern among engineering educators.
Definition questions have also proven to be troublesome interview ques-
tions. Many definitions of common terms have not been standardized (e.g.,
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state transitions in Chapter 8) [31], and many instructors or textbooks do not
use the precise standard definitions when they are available. For example,
the term two’s complement is often used haphazardly or improperly, as the
two’s complement operation and two’s complement representation are often
conflated.
Furthermore, definition questions are tricky because a subject’s answer
may vary depending on the context of the question. Subjects had such fluid
definitions, especially of the term state, that their ability to articulate a
definition often depended more on the context of when the definition was
given than on any conceptual underpinnings. Definitions of terms or con-
cepts should be requested in a variety of contexts and problems styles. This
pattern of shifting definitions was the deciding factor for our adoption of the
knowledge-in-pieces theoretical framework [35,56,68].
10.2 Pedagogical Interventions
My research on the DLCI has inspired many ideas for pedagogical interven-
tions. I present two promising ideas.
10.2.1 Registers first and information encoding
Information encoding is a central concept that undergirds all four of the
main conceptual areas in digital logic. Number representations are a partic-
ular kind of information encoding. Information encoding is used to encode
the values of Boolean variables into minterms and maxterms and other short-
hands (e.g., 011 is the binary representation of 3 and x¯yz corresponds to 011
or minterm 3). The system of selection inputs, data inputs, data outputs,
and address inputs on various MSI circuits are all applications of informa-
tion encoding (e.g., 010 is the binary representation of 2 and when selection
inputs on a MUX s2s1s0 = 010 select data input d2 to be the output). The
encoding of state in flip-flops is also an application of information encoding
(e.g., the encoding of state variablesQ2Q1Q0 would yield eight unique states).
Some preliminary pedagogical comparison studies have also confirmed that
students’ ability to understand one of these concepts may be linked to their
ability to understand the other concepts [32]. This connection is not readily
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apparent to either students or instructors. For example, before creating the
DLCI, I never saw the connection between these concepts.
Through the number misconceptions research, I realized that one applica-
tion of information encoding may hold a key to helping students understand
the importance of information encoding in digital logic: students’ struggles
with understanding the fixed length of numbers and registers in comput-
ers. I discovered this difficulty by observing students’ multiple definitions
of overflow (see Chapter 5). Both of the procedurally based definitions of
overflow reveal that the students did not understand why overflow is a prob-
lem and when overflow occurs. More fundamentally, these students did not
understand that the fixed length of registers constrains what information can
be encoded. In Chapter 5, I suggest that students should be taught about
the fixed length of registers before they are taught about number represen-
tations or binary arithmetic operations. I propose that teaching about the
fixed length of registers first may actually provide a way to improve students’
conceptual understanding of every major conceptual area in digital logic.
I call this instructional paradigm registers first, and it appears in one text-
book [134]. If students are taught in a registers first paradigm, I believe that
they can be allowed to explore how the fixed length of registers constrains
information encoding. Once students are shown that they need to explore
information encoding, they can be shown that many of the digital concepts
are simply repeated applications of the same concept. This paradigm will
allow students to construct their knowledge from a single concept rather a
diversity of concepts. Because students construct their knowledge from pre-
vious knowledge, I believe that this paradigm provides perhaps the best base
for this construction. This proposed intervention suggests several research
questions.
• Do different organizations of material alleviate common digital logic
misconceptions?
• Do different organizations of material induce new digital logic miscon-
ceptions?
• Should the DLCI become an “information encoding concept inven-
tory?”
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• If students are taught registers first can they learn digital logic concepts
through guided inquiry-based learning?
• Does a better understanding of information encoding enhance students’
conceptual knowledge and their problem-solving abilities?
10.2.2 Online lecture tools and intelligent tutoring systems
During my misconceptions research, I was struck by students’ poor problem-
solving abilities. Students struggled to solve all but the most standard design
and analysis problems. I believe that researchers and instructors need to
develop instruction that focuses on helping students practice concept-driven
problem-solving skills in digital logic. Based on research in physics education,
I believe that these skills can be taught by using online teaching tools to
constrain students’ methods for solving problems and by increasing peer-to-
peer and student-to-teacher interactions [9, 122,135,136].
In the lecture-based classroom, the instructor typically serves as the first
contact with the material while students often passively receive the content
(and rarely read the textbook). With today’s web technology, the role of
“first contact” can be effectively shifted to the Internet so that instructors
can focus on using classroom time to engage students and make them active
participants in their learning. A blended learning environment, which incor-
porates both online resources and in-class instruction, allows the instructor
to foster this type of interaction [137,138].
Following this emerging trend of blended learning, I plan to use my cogni-
tive research as the theoretical basis for developing online lecture tools and
intelligent tutoring systems that maximize the benefits of blended learning.
The online lectures will provide first contact with the material, and the tu-
toring system will challenge common student misconceptions and constrain
students’ problem-solving methods. The online resources will then inform the
instructor of which concepts and tasks are still difficult for the students. The
instructor can use class time to further address student needs, model proper
problem-solving strategies, and encourage structured student collaborations.
This pedagogical intervention also suggests several research questions.
• Can online teaching tools effectively mitigate common misconceptions?
202
• How can we minimize a student’s cognitive load during the presentation
of course material to accelerate student learning [125,139–141]?
• What types of practice problems maximize student learning over a fixed
length of time? For example, education researchers have found that
students learn more in less time by studying worked examples than
they do by creating their own solutions to the same problems [127].
• Can online teaching tools increase student-teacher and peer-to-peer
interaction and thereby increase student motivation, retention, and
problem-solving skills?
• Can online teaching tools be easily adapted and updated to match
changes in curriculum or students’ preferences?
10.3 Pedagogical Comparison Research
As I and others develop new pedagogies, I want to test the effectiveness of
these new methods with the DLCI. As I presented in Section 9.5, I believe
that the DLCI presents many new, exciting possibilities for investigating
how various instructional decisions affect students’ learning. I believe that
further examination of Differential Item Functioning (DIF, see Section 2.1.1),
interview transcripts, and pedagogical methods will provide a fruitful line of
research.
To compare the effectivenss of different pedagogies, I would need to collect
data about how the various courses were taught, collect DLCI scores from
various courses, and then use mixed methods to find patterns in the data.
Results from the DLCI would be analyzed with quantitative methods. This
analysis would focus on finding two trends in the data: DIF between courses
and misconceptions that are commonly present in every quintile of a course.
DIF may indicate either improper bias or pedagogies that improve or hinder
conceptual learning. Qualitative follow-up would reveal the source of the
DIF. If a misconception is present in every quintile in a course, then it is
possible that an analogy or the order of material may cause all students in
the course to construct their knowledge from a poor analogy. The results of
these quantitative methods would inform what questions we need to ask the
instructors during interviews.
203
Qualitative analysis of instructional methods would require collection of
three types of data: collection of classroom artifacts such as homework as-
signments and examinations, interviews with instructors about their teach-
ing philosophies and choices of analogies, and classroom observations. These
data would be examined through qualitative research methods.
10.4 Synthetic Concepts and a New Theory of
Conceptual Development and Problem Solving
Most misconceptions research in engineering has investigated how students
understand physical phenomena such as forces, electricity, heat transfer, and
equilibrium of systems. Although students must learn how to use abstract
representations of these systems such as free body diagrams, instructors can
often still appeal to physical phenomena: Students can feel the difference
between the thermal conductivity of different materials; they can see the
trajectory of a ball fired from a slingshot. Consequently, instruction on these
concepts can focus on helping students to reinterpret their previous interac-
tions with the world through the lens of accepted scientific theories. After
students develop adequate conceptual intuitions, instruction can then focus
on helping students learn how to represent these intuitions through the ab-
stract disciplinary tools, such as free body diagrams.
In contrast, many (if not most) of the core concepts of digital logic are
artificial constructs that are defined by scientists or engineers. For example,
computers usually store information by using binary encodings, but these
encoding schemes are used because of an engineering decision to maximize
the margin for error in the logic circuits by using two voltage levels. This
arbitrary decision affects the design and operation of computers in many
ways, but ultimately computers do not need to be bound by the limits of
binary encoding schemes (for example, some flash memory devices encode
data with a base four system and some computer architectures use ternary
or other forms of fuzzy logic). Unlike many engineering sciences, digital logic
concepts are defined by what can and cannot be done within the limitations of
the established engineering constructs, rather than the physical phenomena.
With this distinction in mind, I define concepts about physical phenomena
to be natural concepts, and I define concepts that are derived from engineer-
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ing decisions to be synthetic concepts. Chi’s work would sub-divide these
natural concepts into natural direct (e.g., blood pumping through the cir-
culatory system) and natural emergent (e.g., equilibrium of heat). Because
of their creation through engineering decisions, synthetic concepts function
almost exclusively in the realm of representations. For example, digital logic
students rarely manipulate the actual physical systems of transistors and
electrical current (many courses use pen and paper exercises, simulation en-
vironments and hardware description languages, or TTL logic gates), but
they manipulate binary representations of voltages, circuit diagrams, truth
tables, timing diagrams, and abstract representations of commonly used cir-
cuits. Students gain expertise with the synthetic concepts of digital logic by
improving their facility with the different representations.
10.4.1 Synthetic concepts and the learning models
Because many digital logic concepts are synthetic, students will have had
little to no exposure to the core concepts prior to formal instruction. Con-
sequently, students’ conceptual frameworks are malleable. Cognitive re-
search in computer science has described students’ knowledge as fragile:
This description resembles the knowledge-in-pieces model of conceptual learn-
ing [142]. The term fragile is apt, because digital logic students can articulate
the correct conceptions when asked, but they struggle to recall or use the cor-
rect conceptions when they are mentally taxed (i.e., placed in situations with
high cognitive load).
Additionally, since digital logic students have not had significant experi-
ence with these synthetic concepts, they have fewer robust, widespread mis-
conceptions with digital logic than with natural concepts. Although there
are fewer robust, widespread misconceptions, digital logic students still no-
ticeably struggle to develop and apply adequate conceptual knowledge (e.g.,
the average student score on the digital logic concept inventory is about
50%). Perhaps more disturbing, it appears that some common instruction
techniques may in fact encourage the construction of some of the wide-spread
misconceptions that we observed, such as the confusion between NAND and
XOR.
Though students must overcome significantly different obstacles when learn-
205
ing synthetic concepts than when learning natural concepts, I believe there
are enough common learning difficulties that a single learning theory can
encompass both types of concepts.
10.4.2 Cognitive load theory and problem solving
Before I propose my theory, I need to discuss Cognitive Load Theory (CLT),
because CLT provides part of the motivation for my theory.
CLT developed from the classic finding that people can keep only seven plus
or minus two items of information in their short term memory [124] (e.g., the
seven digits of a phone number). To increase the amount of information that
they can access at a time, people naturally organize information into chunks
(e.g., someone could eventually recall seven unique phone numbers rather
than just the seven digits of one number, because they chunk the seven digits
into one composite phone number). These chunks provide the foundation of
the schema that they use in their working memory [128]. These chunks and
schema shape how people solve problems. Much of CLT research has focused
on developing a better understanding of how people solve problems [127,143–
147].
Chi found that experts can solve problems better in part because they iden-
tify the deep, conceptual principles underlying problems rather than surface
features or equations [60]. Experts’ use of deep, conceptually driven problem-
solving methods has been documented in a number of domains: chess [128],
computer programming [148], geometry [149], and mathematics [150]. In
contrast, novices commonly use means-end analyses to reduce the “distance”
between the current state of their solution and the goal state [143,144]. This
method causes novices to focus on the surface features of problems rather
than the deeper conceptual principles. Interestingly, this means-end analy-
sis is actually more mentally taxing than using a concept-driven approach,
so novices who already have poor conceptual understanding are more likely
to make conceptual errors during means-end analysis [127]. However, when
constrained to solve problems by using deep, conceptual knowledge, students
perform better and can solve complex problems more reliably [122,151].
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10.4.3 Future research: Developing a theory of conceptual
development for digital logic
I want to propose a new metric for conceptual understanding: conceptual
facility or simply facility.
I started to formulate this theory of facility during the second round of
Boolean translation interviews. During these interviews, I presented sub-
jects with the same question two or three times, but I simply changed the
problem’s presentation format. For example, I asked the subject to solve a
problem by writing a Boolean expression for the solution. Later in the inter-
view, I would ask the subject to solve the same problem, but asked for a truth
table. Subjects invariably performed better when filling out the truth table
than when writing a Boolean expression. I hypothesized that the subjects
would perform better when filling out the truth table, because the solution
format constrains the subject to use an appropriate problem-solving schema.
However, when the subject was given the freedom to choose the problem-
solving schema, the subject became overly taxed mentally and was no longer
able to think deeply about the concepts needed to solve the problem. Sub-
jects also revealed that they struggled to deal with higher cognitive loads in
more mundane tasks. For example, when given the freedom to choose the
problem-solving schema, students frequently misread the problem statement
when they referred back to the problem statement. In contrast, when these
same students were constrained to solve the problem according to a specific
method, they never misread the problem statement. When students were re-
quired to choose the problem-solving schema, they had to deal with a higher
cognitive load, and they struggled under this load.
I propose that we can measure a novice’s facility with an accepted concept
by systematically increasing and decreasing the cognitive load of the prob-
lems that the student must solve. Figures 10.1 and 10.2 come from my work
during the study described above and were introduced in Chapter 6. The
model in the figures propose a few different attributes that can be manipu-
lated in a specific problem to increase or decrease the cognitive load of the
problem. This model provides a means to predict which manipulations are
more likely to cause students to evidence misconceptions or faulty problem-
solving schema. I hope to expand on this model and apply it to the three
other major conceptual areas of digital logic. With this model, I hope to
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develop new standard assessment tools that can supplement the DLCI (see
Section 10.5).
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Figure 10.1: Model for estimating the difficulty of a Boolean translation
task.
Increasing difficulty
FoS AaI ToBO PP PC Expertise
Increasing difficulty
FoS AaI ToBO PP PC Expertise
Increasing difficulty
FoS AaI ToBO PP PC Expertise
Figure 10.2: Difficulty mappings for Boolean translation tasks “Find a
Boolean expression for John’s preference: John does not want both apples
and bananas (left)” and “Complete the truth table that corresponds to
John’s preference: John does not want both apples and bananas (right).”
I am still working on a succinct definition of facility, but here are some
central facets of facility.
• Conceptual facility attempts to unite principles from knowledge-in-
pieces and cognitive load theory.
• I believe that knowledge is inherently fractured and that conceptions
are constructed upon demand until they are systematically chunked
together into a schema from consistent use.
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– When smaller sets of knowledge are routinely paired together, they
become more strongly associated with each other.
– When this chunking of smaller sets of knowledge is done frequently
enough, these chunks will eventually resemble the naive theories
that some researchers have proposed that novices possess.
– Novices do not necessarily chunk their knowledge based on factors
that an expert would consider to be relevant. Rather, novices tend
to chunk their knowledge first on the visible features of the prob-
lems they solve. For example, suppose a novice and an expert are
given a series of problems that contain sequential circuits, com-
binational circuits, timing diagrams, next-state tables, and truth
tables. A digital logic novice might chunk the problems that dis-
play a timing diagram into a timing diagram problem chunk and
problems that display truth tables or next-state tables into a table
problem chunk. The novice might ignore the presence of sequen-
tial or combinational circuits. An expert would disagree with this
chunking method and emphasize that sequential circuits should be
chunked into time-varying circuits and that combinational circuits
should be chunked into time-invariant circuits. The timing dia-
gram and tables are simply alternate tools for analyzing problems
that use these two chunks. Because novices chunk their knowledge
based on surface features, they manifest different misconceptions
in different situations. For example, digital logic novices might in-
dicate that they believe that sequential circuits are time-varying,
until they are given a timing diagram problem. Because they have
a prescribed methodology for analyzing timing diagram problems,
they might treat a sequential circuit as a time-invariant circuit
rather than as a time-varying circuit.
• A novice’s level of facility depends on how similar a current problem’s
salient features are to the salient features of the chunked conception
(e.g., a novice who has developed facility with time-invariant timing
diagrams would have great facility with time-invariant timing diagram
problems, but might have low facility with time-varying timing dia-
grams or time-invariant truth table problems).
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• A novice’s facility with a concept increases as the novice uses that
concept more.
• A novice will likely possess multiple misconceptions and perhaps the
correct conception simultaneously. The novice will have different levels
of facility with these different conceptions. The novice’s level of facility
with a conception depends on the context of the problem that the
novice is solving. As the facility with a conception increases, the novice
is more likely to use that conception, especially during situations with
high cognitive load.
• If novices do not have sufficient facility with any one concept (e.g.,
when learning a new synthetic concept) or a problem that does not
match their previously developed schema, they will resort to visually
based problem-solving methods.
– For example, in the problem in Figure 10.3, the average physics
student would be able to determine that the acceleration of the two
block system is a = 10−3
M+m
= 7
M+m
. If that same student were asked
to find the force that block M exerts on block m, he/she should
use the same concept (Newton’s second law) to solve the second
problem, where the force in Newtons is 3+m 7
M+m
). However, this
student may develop a misconception that says that the force on
block m is 10N (the 10N force on the left goes through block M
to push block m) or that the force is 7N, because the net force on
the system is 7N (10N−3N). Both of these misconceptions would
be generated by a schema that relies on the visible features of the
problem. The second problem has a higher cognitive load, because
students must treat block M as generating a new force on block
m that is not shown in the diagram (and they should probably
redraw the system with a new FBD) [152].
• If novices lack facility with the correct conception, they will mani-
fest poor problem-solving strategies and/or misconceptions more often
when solving problems that command a high cognitive load.
– Misconceptions that are revealed when a novice attempts
to solve a problem with high cognitive load: Novices may
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Figure 10.3: A system of masses being pushed by opposing forces.
be able to suppress a known misconception in situations with low
cognitive load, because they have enough working memory left
to monitor their thinking. A high cognitive load problem might
remove the ability to monitor thinking and cause the conception
with greatest facility to be expressed. For example, when stu-
dents were constrained to use truth tables to translate English
statements, they were able to correct their initial wrong inter-
pretations, but when students were free to choose their problem-
solving method, they were not able to correct initial wrong inter-
pretations.
– “Misconceptions” that are temporarily constructed be-
cause of poor problem-solving strategies: A novice who lacks
facility with the correct conception can solve many standard prob-
lems in a discipline by applying rote procedures. These standard
problems present the novice with a low cognitive load, because
the novice has solved many similar problems and has chunked
their knowledge to create facility with the standard problems. As
a problem becomes less familiar, the cognitive load of the prob-
lem increases, because the students’ deeper conceptual knowledge
is not chunked with the problem presentation. Since the novice
cannot recall a single chunk of knowledge with which to solve the
problem (e.g., a rote problem-solving method), the novice must try
to recall many discrete pieces of information that are not strongly
associated with each other. Because the novice would need to re-
call many discrete pieces of knowledge, the novice would likely fail
in one of these recall tasks. As the novice solves the problem, the
novice’s failed recall would eventually impede the novice from find-
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ing a solution to the problem. When the novice’s problem-solving
progress is stopped by this impediment, the novice would likely
use means-end analysis [143, 144] and surface features [60, 61] to
search for a solution strategy. Consequently, when novices vocalize
their thoughts while solving a problem, they may utter incorrect
statements that do not strictly express misconceptions. Rather,
novices have revealed that they have failed to access all relevant
knowledge and have supplemented this failure with information
gathered from the context of the problem.
∗ For example, DLCI α2.0 Item 6 in Figure 10.4 is a non-
standard problem. In contrast, a standard problem might
Digital Logic Concept Inventory – Form A 
Question 6.  The block diagram of a synchronous finite state machine – circuit N – is shown below.  
Circuit N is composed of combinational logic (of unknown design) and positive edge triggered D flip-
flops.  Circuit N also has two inputs x and y and one output z. 
 
Suppose that the timing diagram is produced by circuit N for times 0-25 ns.  Which of the following 
statements is true about the output z for times 20-25 ns? 
1) The output z will be 1, because x and y are both 1 as they were for 0-10 ns. 
2) The output z will be 1, because x and y are held constant for 19-25 ns. 
3) The output z will be 1, because x and y are repeating the same input sequence starting at 20 ns 
that was started at 0 ns. 
4) The value of the output z cannot be determined from the given information. 
Figure 10.4: Sequential circuit analysis DLCI item that requires that a
novice analyze the problem as a time-varying circuit problem and not as a
timing-diagram problem.
draw every circuit component and wire and ask the novice to
complete the timing diagram. If novices know how each com-
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ponent operates, they can complete the timing diagram for
a combinational circuit by using almost the same techniques
that they would use to complete the timing diagram for a se-
quential circuit. Consequently, the novice might chunk these
different types of problems together into a timing diagrams
problem cognitive chunk. Furthermore, the visual representa-
tion of each circuit component in the standard problem helps
novices recall all of the relevant concepts that are needed to
solve the standard problem as the novices need them. When
solving a non-standard problem like Item 6, novices are con-
fronted by two mental challenges: (1) they must overcome
the improper chunking of timing diagrams problems and (2)
they must recall more information than they can maintain
in their working memory without visual cues to aid them.
As novices solve Item 6, they must apply the concept that
sequential circuits are time varying and that the past behav-
ior of a sequential circuit cannot provide conclusive evidence
of future behavior of the circuit, especially without a state
diagram. Unless novices cue their concept of time-varying
circuits when they first see the flip-flops, there is nothing else
in Item 6 that would cue the use of that concept. Novices are
unlikely to cue their concept of time-varying circuits, because
means-end analysis would direct their attention towards the
question mark on the timing diagram and not towards the cir-
cuit diagram. Furthermore, because the novices are dealing
with a high cognitive load, they may be unable to recall the
time-varying circuits concept, because they already are man-
aging several items of information (e.g., the timing diagram,
the specification, the combinational logic cloud, the number of
inputs and outputs, and potentially a list of Boolean expres-
sions). When novices fail to recall the time-varying concept,
means-end analysis leads novices to use any readily available
information to direct their problem solving. In this situa-
tion, novices might notice that the timing diagram inputs
and outputs resemble the behavior of the XNOR function.
This new visual information is salient, matches a concept that
213
they know, and does not contradict any intuitions associated
with the timing diagrams problem chunk. Perhaps most im-
portantly, many novices have a high level of facility with the
XOR concept as was demonstrated in Chapter 6. The novices’
facility with XOR causes the XNOR concept to become the
easist concept for the the novices to use while solving Item
6. Consequently, they frequently select distracter 1. In this
situation, the novices do not believe that sequential circuits
are time invariant; rather, the novices were unable to use all
of their relevant knowledge due to poor cognitive chunking
and limited working memory. In every other context, these
novices might reject the notion that sequential circuits are
time-invariant circuits.
∗ Prior to solving certain problems, novices may not have pos-
sessed the “misconception” that manifested while solving those
problems (e.g., the novices did not believe that sequential
circuits are time invariant). Rather, the means-end analy-
sis combined with the high cognitive load of the problem in-
hibited the novices’ ability to recall all necessary concepts
and produced an environment where the novices used a high-
facility concept that did not contradict any of the other con-
cepts that they were using. This type of “misconception” is
not deeply rooted or necessarily even believed by the novices.
Rather the “misconception” is a product of the illegitimate
schema.
With this model, I hope to develop the following research agendas.
• Test whether manipulating the cognitive load of a problem affects stu-
dent performance.
• Test whether adding or removing certain visual cues affects student
performance.
• Identify how digital logic concepts can be decomposed into their sim-
plest elements (conceptual quanta) and identify common novice chunk-
ing schemes. Once these conceptual quanta and chunks are identified,
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I want to develop methods for creating mental maps of students’ con-
ceptual knowledge and then apply these maps to the development of
training exercises and assessment tools.
• Develop assessment tools that can classify students as novices or experts
based on their levels of facility with various conceptual quanta and
chunking schemes.
• Develop tutoring systems that adaptively measure a student’s facilities
and deliver different practice problems that help that student develop
appropriate facilities.
• Establish a concrete link between conceptual learning and problem-
solving ability (and maybe design ability).
• Determine whether students have more or less difficulty developing fa-
cility with the different types of concepts presented in this paper: natu-
ral direct concepts, natural emergent concepts, and synthetic concepts.
I hypothesize that students will need more practice and experience to
develop facility with natural emergent and synthetic concepts.
• Determine how facility can be used to direct pedagogical changes. For
example, I can compare whether a course based on “registers first”
improves facility with numbers and overflow more than a “number sys-
tems” first course.
• Collaborate with researchers from other disciplines to see if the con-
ceptual facility model explains students’ conceptual difficulties in other
disciplines.
I hope that this model and the assessment tools that are based upon it
will also be more useful to the average engineering instructor. Like scientists,
engineering instructors want their students to understand and grasp the fun-
damental concepts of their disciplines, but they place a greater value on their
students’ ability to solve problems (CIs have been criticized because they do
not test problem-solving skills). Of course, better conceptual understand-
ing yields better problem solving in the long run, but if these goals are too
far divorced, many engineering faculty will be reluctant to adopt teaching
methodologies and assessment methodologies that assess or teach these goals
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separately. Because this model ties problem solving together with concep-
tual learning, I believe that it will generate more interest in the engineering
community.
10.5 New Assessment Tools
The presentation of a new model of learning poses one pressing question: “Is
a CI the most useful assessment tool for digital logic or engineering pedago-
gies?” Although the DLCI promises to be a powerful tool for investigating
students’ misconceptions and the effectiveness of different pedagogies, the
DLCI suffers from a few deficiencies that limit its usefulness. The DLCI and
other CIs are particularly limited in their usefulness because of their length
and because they are intended to be used as a measurement of student learn-
ing at the end of a course. I propose some future development directions
for the DLCI and two new, potentially valuable types of assessment tools.
I discuss the relative strengths and weaknesses of these different tools and
directions. Of course, all proposed assessment tools have relative strengths
and weaknesses, so the digital logic community will benefit from a diversity
of assessment tools.
First, I want to create conceptual assessment tools that each
cover only one major concept in digital logic. Ideally, these tools
would be shorter than the DLCI and could be used throughout
a term. The DLCI provides an excellent course level view of a student’s
conceptual framework. However, it does not, nor is it intended to, cover a
comprehensive set of skills and concepts in digital logic. More focused as-
sessment tools should be created to assess students’ conceptual knowledge
of concepts that are not currently covered by the DLCI. In addition, the
DLCI may prove to be more useful to faculty if it is split into 4 or 5 single
concept CIs: one for each of the main conceptual areas of number repre-
sentations, Boolean logic, medium-scale integrated circuits, and state and
sequential circuits. Despite any efforts to cover a core set of concepts on the
DLCI, various institutions may not cover all the material of the DLCI. This
variation in coverage creates unavoidable bias, which limits the utility of the
DLCI. For example, if some courses teach exclusively one-hot design or they
do not introduce two’s complement representation during a first course on
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digital logic, their students might perform worse on the DLCI even though
the students do not possess additional misconceptions. In these cases, it may
be beneficial to create smaller modules of the DLCI that focus on only one
main conceptual area. These smaller tests might also fit into the typical
classroom better. The DLCI currently takes 30-45 minutes to complete and
essentially replaces a full day of instruction at the end of the course. Shorter
modules that take 10 minutes to complete might be more appealing to the
typical instructor. These modules could also be administered throughout a
course so an instructor can assess students’ learning at various checkpoints.
These additional assessments could serve as both summative and formative
assessments rather than only summative assessments, and they can enable
an instructor to adapt instruction to the students’ needs. These shorter
assessments could also potentially become interactive, computer-based as-
sessment tools that can help students monitor their learning throughout a
course. These tools cannot be developed by simply splitting the DLCI into
four smaller tools. These tools would need to be separately validated for each
concept. Furthermore, by making these tools short, it is less likely that that
these tools will initially be as reliable as they need to be, because decreasing
the number of items on an assessment tool often decreases the reliability of
the assessment tool.
Second, I want to create assessment tools that assess students’
conceptual knowledge and their problem-solving skills at the same
time. This tool would be based on my proposed model of learning.
CIs are commonly criticized because they do not assess students’ problem-
solving skills, design skills, or other important engineering skills. This crit-
icism could easily dissuade many instructors from adopting CIs. If new as-
sessments tools could rigorously assess both problem solving and conceptual
knowledge simultaneously, they would provide a new paradigm for assessment
that might be readily accepted by engineering faculty. Because of their holis-
tic assessment of students’ abilities, these new assessment tools, tentatively
called facility assessments, may motivate the creation of new pedagogies and
stimulate pedagogical reform in digital logic better than the DLCI. If facility
assessments are successful in digital logic, they could become a model for
new assessment tools in the other engineering disciplines. Because facility
assessments would be a new type of tool, I cannot foresee what form these as-
sessments will take. I will need to develop an inventory of conceptual quanta
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and common chunks and determine how problems can be manipulated to
change how students access these conceptual quanta and chunks. Since this
type of research has never been done before for digital logic, the development
of these tools would be more difficult than the development of the other sug-
gested tools. Because facility assessments would be unfamiliar to the typical
digital logic instructor, instructors may still be reluctant to adopt the tool.
Third, I want to create an information encoding CI. The DLCI
was initially constructed from an assumption that students’ conceptual un-
derstanding of one major conceptual area was fairly independent of their
understanding of the other major conceptual areas. During the α adminis-
trations of the DLCI and the interviews, it became increasingly clear that
information encoding is a central concept that undergirds every major con-
ceptual area identified by the Delphi experts. Since the concepts of infor-
mation encoding are less dependent on specific instructional paradigms or
notation than finite state machines are multiplexers, the information encod-
ing CI could potentially be used in any digital logic or computer organization
course. I believe that information encoding CI items could be constructed
to assess the deepest levels of students’ conceptual understanding in digital
logic and avoid some of the philosophical differences in instruction, such as
one-hot versus minimal encoding of states or when to teach representations
of fractions or two’s complement representation. Furthermore, because infor-
mation encoding items might be less dependent on terminology or notation,
an information encoding concept inventory may be able to test students’ con-
ceptual understanding as a pre-test as well as a post-test, unlike the DLCI.
The information encoding CI would face new obstacles of acceptance by digi-
tal logic instructors, though, because many of the CI items may not resemble
standard digital logic problems.
Ultimately there will never be a single assessment tool that meets every
need of the digital logic education community. Tools that are broadly appli-
cable cannot be comprehensive. Tools that are comprehensive do not work
as well for formative assessment, and more targeted tools do not work as well
for summative assessments. However, the development of these three types
of tools might provide enough research tools for the community to begin
rigorous empirical studies on pedagogy and learning in digital logic and pro-
vide enough instructional tools to help instructors improve their day-to-day
instruction.
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APPENDIX A
DLCI α1.0
DLCI α1.0 Forms A and B. Administered Fall 2008 to ECE students. Form
A is in Figures A.1, A.2, A.3, and A.4. Form B is in Figures A.5, A.6, A.7,
and A.8.
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Digital Logic Concept Inventory – α1.0 Form A 
1) Suppose that I have a pack of cards.  Each card has a shape drawn on one side 
and a number written on the other side.  Suppose in addition that I claim the 
following rule is true:  
If a card has a square on one side, then it has an odd number on the other side.  
Imagine that I now show you these four cards from the pack:  
 
Which card or cards should you turn over in order to decide whether the rule is 
true or false for these cards?  
a) The square 
b) The square and the six 
c) The square and the three 
d) All cards 
e) _________________________________ 
2) Suppose a pizza shop serves pizzas that have only the following toppings. 
𝑝 = pepperoni 
𝑠 = sausage 
𝑜 = olives 
Which Boolean expression specifies a pizza that has exactly two toppings? 
a) 𝑝𝑠 + 𝑠𝑜 + 𝑝𝑜 
b) 𝑝 ⊕ 𝑠 ⊕ 𝑜 
c) 𝑝 ⊕ 𝑠 ⊕ 𝑜�������������� 
d) 𝑝(𝑠 ⊕ 𝑜) + 𝑠(𝑝⊕ 𝑜) + 𝑜(𝑝 ⊕ 𝑠) 
e) _________________________________ 
 
6 
 
3 
 
Figure A.1: DLCI α1.0 Form A page 1.
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3) A sequential state diagram that has n states requires at least m flip-flops to 
implement.  If a different state diagram has 2*n states, what is the minimum 
number of flip-flops needed to implement the circuit? 
a) m+1 
b) 2m 
c) m2 
d) depends on the type of flip-flop used 
e) _________________________________ 
 
4) Which answer correctly orders the numbers from lowest to highest?  If two 
numbers are equivalent, their order does not matter. 
a)  (1.5)16, (1.100)2, (1.4)10, (13)16, (14)10 
b) (1.100)2, (1.4)10, (1.5)16, (13)16, (14)10 
c) (1.5)16, (1.4)10, (1.100)2, (14)10, (13)16 
d) (1.100)2, (1.4)10, (1.5)16, (14)10, (13)16 
e) _________________________________ 
 
5) Which statement best defines the word state when used to describe a 
circuit? 
a) State is the current output of the circuit. 
b) State is the current value of all inputs and outputs of a circuit. 
c) State is a summary of all currently relevant information about past 
inputs. 
d) State is the value of all inputs and outputs of a circuit past and present. 
e) __________________________________________________ 
 
Figure A.2: DLCI α1.0 Form A page 2.
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Digital Logic Concept Inventory – α1.0 Form A 
6) The block diagram of a synchronous finite state machine – circuit N – is 
shown below.  Circuit N is composed of combinational logic (of unknown design) 
and positive edge triggered D flip-flops.  Circuit N also has two inputs x and y 
and one output z. 
 
Suppose that the following timing diagram is produced by circuit N from time t = 
0-25ns. 
 
Which of the following statements is true about the output z from time t = 20-
25ns? 
a) The output z will be 1, because x and y are both 1 like they were from t 
= 0-10ns. 
b) The output z will be 1, because x and y are held constant from t = 19-
25ns. 
c) The output z will be 1, because x and y are repeating the same input 
sequence starting at t = 20ns that was started at t = 0ns. 
d) Nothing may be known about the output z from the information given. 
e) _________________________________________________________ 
Figure A.3: DLCI α1.0 Form A page 3.
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7) Patrons 1 and 2 each have the following preferences for their sandwiches.   
Patron 1 prefers a sandwich with bacon by itself. 
Patron 2 prefers a sandwich that does not have both lettuce and bacon. 
Which set of Boolean expressions correctly specifies all sandwiches that satisfy 
the patron’s preferences as individuals.  
Use the following variables. 
𝑏 = bacon 
𝑙 = lettuce 
𝑡 = tomato 
a) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙 ⊕ 𝑏 
b) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙𝑏�  
c) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏𝑙?̅?̅,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙 ⊕ 𝑏 
d) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏𝑙?̅?̅,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙𝑏�  
e) _______________________________________________________ 
 
8) Which statement about why we use two’s complement numbers is true? 
a) Two’s complement makes all arithmetic operations easier. 
b) Two’s complement allows us to represent more numbers. 
c) Two’s complement is the only way to represent negative numbers. 
d) Subtraction circuits are not needed in two’s complement. 
e) _________________________________ 
 
Figure A.4: DLCI α1.0 Form A page 4.
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Digital Logic Concept Inventory – α1.0 Form B 
1) Suppose a pizza shop serves pizzas that have only the following toppings. 
𝑝 = pepperoni 
𝑠 = sausage 
𝑜 = olives 
Further, suppose that a customer will eat pizzas with olives if and only if the 
pizza also has pepperoni.  Which Boolean expression specifies the pizzas this 
customer will eat? 
a) 𝑜 + ?̅? 
b) ?̅? + 𝑝 
c) 𝑜 ⊕ 𝑝 
d) 𝑜 ⊕ 𝑝�������� 
e) 𝑜𝑝 
f) _________________________________ 
2) Suppose you have a 32M×32 RAM chip.  Which statement about the RAM is 
true? 
a) The RAM will have 25 address lines and 5 data lines. 
b) The RAM will have 25 address lines and 32 data lines. 
c) The RAM will have 225 address lines and 5 data lines. 
d) The RAM will have 225 address lines and 32 data lines. 
e) __________________________________________________ 
3) Solve the following 2’s complement additions and indicate which additions 
result in overflow 
I)  0 1 1 0   II)  0 1 1 0 
+ 1 0 1 0    + 0 1 0 1 
 
a) I only 
b) II only 
c) I and II 
d) none 
Figure A.5: DLCI α1.0 Form B page 1.
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4) 
 
The block diagram of a synchronous finite state machine – circuit G – is shown 
above.  Circuit G is composed of combinational logic (of unknown design) and 
positive edge triggered D flip-flops.  Circuit G also has one input x and one 
output z.  Suppose the timing diagrams below are produced by circuit G.  Which 
timing diagram correctly indicates the times when x is affecting the state of 
circuit G? 
a)     b)  
c)       d)
e) none of the above, mark your own 
 
  
Figure A.6: DLCI α1.0 Form B page 2.
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Digital Logic Concept Inventory – α1.0 Form B 
5) Patron 1 has the following preference for his/her sandwich. 
If a sandwich has tomato, then Patron 1 prefers a sandwich that also has 
lettuce. 
Which Boolean expression correctly specifies all sandwiches that satisfy the 
patron’s preferences?  
Use the following variables. 
𝑏 = bacon,  𝑙 = lettuce, 𝑡 = tomato 
 
a) 𝑡𝑙 
b) 𝑡𝑙 + 𝑡̅𝑙 
c) 𝑡̅ + 𝑙 
d) 𝑡 + 𝑙 ̅
e) __________________________________________ 
6) Which statement best defines the word state when used to describe a 
circuit? 
a) State is the current output of the circuit. 
b) State is the current value of all inputs and outputs of a circuit. 
c) State is a summary of all currently relevant information about past 
inputs. 
d) State is the value of all inputs and outputs of a circuit past and present. 
e) __________________________________________________ 
7) A sequential state diagram that has n states requires at least m flip-flops to 
implement.  If a different state diagram has 2*n states, what is the minimum 
number of flip-flops needed to implement the circuit? 
a) m+1 
b) 2m 
c) m2 
d) depends on the type of flip-flop used 
e) _________________________________ 
Figure A.7: DLCI α1.0 Form B page 3.
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Digital Logic Concept Inventory – α1.0 Form B 
8) Suppose that I have a pack of cards.  Each card has a shape drawn on one side 
and a number written on the other side.  Suppose in addition that I claim the 
following rule is true:  
If a card has a square on one side, then it has an odd number on the other side.  
Imagine that I now show you these four cards from the pack:  
 
Which card or cards should you turn over in order to decide whether the rule is 
true or false for these cards?  
a) The square 
b) The square and the six 
c) The square and the three 
d) All cards 
e) _________________________________ 
 
 
6 
 
3 
 
Figure A.8: DLCI α1.0 Form B page 4.
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APPENDIX B
DLCI α2.0
DLCI α2.0. Administered Spring 2009 to both ECE and CS students. Fig-
ures B.1, B.2, B.3, B.4, B.5, B.6, B.7, B.8, B.9, and B.10. [Note that the
DLCI has been slightly reformatted to maintain readability and fit the mar-
gins.]
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Digital Logic Concept Inventory – α2.0 
1) Suppose that I have a pack of cards.  Each card has a shape drawn on one side 
and a number written on the other side.  Suppose in addition that I claim the 
following rule is true:  
If a card has a square on one side, then it has an odd number on the other side.  
Imagine that I now show you these four cards from the pack:  
 
Which card or cards should you turn over in order to decide whether the rule is 
true or false for these cards?  
1) The square 
2) The square and the six 
3) The square and the three 
4) The square, the six, and the three 
5) All cards 
2) Suppose a pizza shop serves pizzas that have only the following toppings. 
𝑝 = pepperoni 
𝑠 = sausage 
𝑜 = olives 
Which Boolean expression specifies a pizza that has exactly two toppings? 
1) 𝑝𝑠 + 𝑠𝑜 + 𝑝𝑜 
2) 𝑝 ⊕ 𝑠 ⊕ 𝑜 
3) 𝑝 ⊕ 𝑠 ⊕ 𝑜�������������� 
4) 𝑝(𝑠 ⊕ 𝑜) + 𝑠(𝑝⊕ 𝑜) + 𝑜(𝑝 ⊕ 𝑠)  
 
6 
 
3 
 
Figure B.1: DLCI α2.0 page 1.
229
Digital Logic Concept Inventory – α2.0 
3) A finite state machine that has n states requires at least m flip-flops to 
implement as a sequential circuit.  If a different finite state machine has 2n 
states, what is the minimum number of flip-flops needed to implement it? 
1) m+1 
2) 2m 
3) m2 
4) depends on the type of flip-flop used 
 
4) Which answer correctly orders the numbers from lowest (low) to highest 
(right)?  If two numbers are equivalent, their order does not matter. 
1)  (1.5)16, (1.100)2, (1.4)10 
2) (1.100)2, (1.4)10, (1.5)16 
3) (1.5)16, (1.4)10, (1.100)2 
4) (1.4)10, (1.100)2, (1.5)16 
 
5) Which statement best defines the word state when used to describe a 
sequential circuit? 
1) State is the current output of the circuit. 
2) State is the current value of all inputs and outputs of a circuit. 
3) State is a summary of all currently relevant information about past 
inputs. 
4) State is the value of all inputs and outputs of a circuit past and present. 
 
  
Figure B.2: DLCI α2.0 page 2.
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6) The block diagram of a synchronous finite state machine – circuit N – is 
shown below.  Circuit N is composed of combinational logic (of unknown design) 
and positive edge triggered D flip-flops.  Circuit N also has two inputs x and y 
and one output z. 
 
Suppose that the following timing diagram is produced by circuit N from time t = 
0-25ns. 
 
Which of the following statements is true about the output z from time t = 20-
25ns? 
1) The output z will be 1, because x and y are both 1 like they were from t 
= 0-10ns. 
2) The output z will be 1, because x and y are held constant from t = 19-
25ns. 
3) The output z will be 1, because x and y are repeating the same input 
sequence starting at t = 20ns that was started at t = 0ns. 
4) Nothing may be known about the output z from the information given. 
Figure B.3: DLCI α2.0 page 3.
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7) Patrons 1 and 2 each have the following preferences for their sandwiches.   
Patron 1 prefers a sandwich with bacon by itself. 
Patron 2 prefers a sandwich that does not have both lettuce and bacon. 
Which set of Boolean expressions correctly specifies all sandwiches that satisfy 
the patron’s preferences as individuals.  
Use the following variables. 
𝑏 = bacon 
𝑙 = lettuce 
𝑡 = tomato 
1) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙 ⊕ 𝑏 
2) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙𝑏�  
3) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏𝑙?̅?̅,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙 ⊕ 𝑏 
4) 𝑷𝒂𝒕𝒓𝒐𝒏 𝟏 = 𝑏𝑙?̅?̅,𝑷𝒂𝒕𝒓𝒐𝒏 𝟐 = 𝑙𝑏�  
 
8) Which statement about why we use two’s complement number 
representation is true? 
1) Full Adders work correctly only when using two’s complement 
representation. 
2) Two’s complement representation allows us to represent more 
numbers. 
3) Two’s complement representation is the only way to represent negative 
numbers. 
4) Dedicated subtraction circuits are not needed in two’s complement 
representation. 
  
Figure B.4: DLCI α2.0 page 4.
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9)           
    
 
Which set of 2-to-1 multiplexers below correctly implements the 4-to-1 
multiplexer shown above? 
1) 
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
outx
x
y
A
B
C
D
            2) 
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
outy
y
x
A
B
C
D
 
3) 
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
outx
y
x
A
B
C
D
               4) 
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
outx
y
y
A
B
C
D
 
 
        5) either (1) or (2) is valid       6) either (3) or (4) is valid  
Figure B.5: DLCI α2.0 page 5.
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10) Suppose a pizza shop serves pizzas that have only the following toppings. 
𝑝 = pepperoni 
𝑠 = sausage 
𝑜 = olives 
Further, suppose that a customer has the following preference. 
Customer will eat pizzas with olives if and only if the pizza also has pepperoni.   
Which Boolean expression specifies the pizzas this customer will eat? 
1) 𝑜 + ?̅? 
2) ?̅? + 𝑝 
3) 𝑜 ⊕ 𝑝 
4) 𝑜𝑝 
5) 𝑜𝑝 + ?̅??̅? 
11) Suppose you have a 32M×32 Random Access Memory (RAM) chip.  Which 
statement about the RAM is true? 
Note: K = 210, M=220, G=230 and 25=32 
1) The RAM will have 25 address lines and 5 data lines. 
2) The RAM will have 25 address lines and 32 data lines. 
3) The RAM will have 225 address lines and 5 data lines. 
4) The RAM will have 225 address lines and 32 data lines. 
12) Perform the following two’s complement additions and indicate which 
additions result in overflow. 
I)  0 1 1 0   II)  0 1 1 0 
+ 1 0 1 0    + 0 1 0 1 
 
1) I only 
2) II only 
3) I and II 
4) none  
Figure B.6: DLCI α2.0 page 6.
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13) 
The block diagram of a synchronous finite state 
machine – circuit G – is shown to the left.  Circuit G is 
composed of combinational logic (of unknown design) 
and positive edge triggered D flip-flops.  Circuit G also 
has one input x and one output z.  Suppose the timing 
diagrams below are produced by circuit G.   
Which timing diagram correctly indicates the times when x affects the state of 
circuit G? 
1)       2)  
3)           4)  
5)  
  
Figure B.7: DLCI α2.0 page 7.
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14) Patron 1 has the following preference for his/her sandwich. 
Patron 1: If a sandwich has tomato, then he/she prefers a sandwich that also 
has lettuce. 
Which Boolean expression correctly specifies all sandwiches that satisfy the 
patron’s preferences?  
Use the following variables. 
𝑏 = bacon 
𝑙 = lettuce 
𝑡 = tomato 
1) 𝑡𝑙 
2) 𝑡𝑙 + 𝑡̅𝑙 
3) 𝑡𝑙 + 𝑡̅ 
4) 𝑡𝑙 + 𝑙 ̅
5) 𝑡𝑙 + 𝑡𝑙 ̅
6) 𝑡𝑙 + 𝑡̅𝑙 ̅
15) What will the output of the 4-to-1 multiplexer be when 〈𝑐, 𝑑〉 = 〈0,1〉? 
 
1) W 
2) X 
3) Y 
4) Z 
5) 𝑐̅𝑑 
  
Figure B.8: DLCI α2.0 page 8.
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For the remaining questions: If you do not believe that the correct answer is 
present, please fill in (6) on the scantron answer sheet and write your answer 
in the blank on the test booklet. 
The next two questions concern a sequential circuit S that has 1 input, 3 flip-
flops, and 1 output.   
16) How many potential states does circuit S have? 
1) 6 potential states 
2) 8 potential states 
3) 10 potential states 
4) 16 potential states 
5) 32 potential states 
6) ____________________________ 
17) At a given instance of time, how many states does circuit S have? 
1) 1 state 
2) 2 states 
3) 3 states 
4) 4 states 
5) 5 states 
6) ____________________________ 
The next two questions concern a sequential circuit T that has 0 inputs, 3 flip-
flops, and 2 outputs.   
18) How many potential states does circuit T have? 
1) 6 potential states 
2) 8 potential states 
3) 10 potential states 
4) 16 potential states 
5) 32 potential states 
6) ____________________________ 
 
  
Figure B.9: DLCI α2.0 page 9.
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19) At a given instance of time, how many states does circuit T have? 
1) 1 state 
2) 2 states 
3) 3 states 
4) 4 states 
5) 5 states 
6) ____________________________ 
The next two questions concern a sequential circuit U that has 2 inputs, 3 flip-
flops, and 0 outputs.   
20) How many potential states does circuit U have? 
1) 6 potential states 
2) 8 potential states 
3) 10 potential states 
4) 16 potential states 
5) 32 potential states 
6) ____________________________ 
21) At a given instance of time, how many states does circuit U have? 
1) 1 state 
2) 2 states 
3) 3 states 
4) 4 states 
5) 5 states 
6) ____________________________ 
 
Figure B.10: DLCI α2.0 page 10.
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APPENDIX C
DLCI β1.0
DLCI β1.0. Administered Fall 2010 at several institutions. No major revi-
sions have been made since version α3.0. Each successive version has im-
proved wording, layout, or tested alternate forms of the same items. Fig-
ures C.1, C.5, C.9, C.11, C.15, C.17, C.21, C.23, C.27, C.31, and C.34 are
all from Form A of version β1.0. Figure C.36 shows an example of an alter-
nate form of item 3. [Note that the DLCI has been slightly reformatted to
maintain readability and fit the margins.]
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Question 1.  Suppose a pizza shop serves pizzas that have only the following 
toppings. 
𝑝 = pepperoni 
𝑠 = sausage 
𝑜 = olives 
Which Boolean expression specifies a pizza that has exactly two toppings? 
1) 𝑝𝑠 + 𝑠𝑜 + 𝑝𝑜 
2) 𝑝 ⊕ 𝑠 ⊕ 𝑜 
3) 𝑝 ⊕ 𝑠 ⊕ 𝑜�������������� 
4) 𝑝𝑠?̅? + 𝑝?̅?𝑜 + ?̅?𝑠𝑜 
Question 2.  A finite state machine that has n states requires at least m flip-flops 
to implement as a sequential circuit.  If a different finite state machine has 2n 
states, what is the minimum number of flip-flops needed to implement it? 
1) m+1 
2) 2m 
3) m2 
4) depends on the type of flip-flop used 
Question 3.  Which answer correctly orders the numbers from smallest (left) to 
largest (right)?  If two numbers are equivalent, their order does not matter 
[note: the same numbers appear in all choices]. 
1)  (21)16, (100111)2, (27)10  
2)  (100111)2, (27)10, (21)16 
3) (27)10, (21)16, (100111)2 
4)  (21)16, (27)10, (100111)2 
 
Figure C.1: DLCI β1.0 Form A page 1.
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Item response curves from DLCI β1.0 Items 1, 2, and 3. Figures C.2, C.3,
and C.4 respectively.
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Figure C.2: Item response curve of DLCI β1.0 Item 1.
R² = 0.9892
0.2
0.4
0.6
0.8
1
Pe
rc
en
t C
or
re
ct
Item 2
0
1 2 3 4 5
Pe
rc
en
t C
or
re
ct
Quintile (1 high to 5 low)
Figure C.3: Item response curve of DLCI β1.0 Item 2.
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Figure C.4: Item response curve of DLCI β1.0 Item 3.
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Question 4.  Which statement is true about decoders? 
 
1) Every decoder is the opposite of a multiplexer (i.e., performs the inverse 
operation of a MUX) 
2) Every decoder has one input and many outputs 
3) Each output of a decoder implements a different Boolean function 
4) All combinational logic in a circuit can be replaced by a single decoder 
 
Question 5. Which truth table correctly defines the function  
𝑓(𝑥,𝑦, 𝑧) = 𝑥 ⊕ 𝑦⊕ 𝑧? 
 
1)            2)    
 
 
 
 
 3)             4) 
 
 
 
 
 
Question 6.  Which statement best defines the word state when used to 
describe a sequential circuit? 
 
1) State is the current value of all inputs of the circuit. 
2) State is the current value of all outputs of the circuit. 
3) State is the current value of all inputs and outputs of the circuit. 
4) State is the current value of all inputs and storage elements of the 
circuit 
5) State is the current value of all storage elements of the circuit. 
6) State is the value of all inputs and outputs of the circuit past and 
present.  
𝒙 𝒚 𝒛  𝒙⊕ 𝒚⊕ 𝒛 
0  0  0 0 
0  0  1 1 
0  1  0 1 
0  1  1 0 
1  0  0 1 
1  0  1 0 
1  1  0 0 
1  1  1 1 
 
𝒙 𝒚 𝒛  𝒙⊕ 𝒚⊕ 𝒛 
0  0  0 0 
0  0  1 1 
0  1  0 1 
0  1  1 0 
1  0  0 1 
1  0  1 0 
1  1  0 0 
1  1  1 0 
 
𝒙 𝒚 𝒛  𝒙⊕ 𝒚⊕ 𝒛 
0  0  0 0 
0  0  1 1 
0  1  0 1 
0  1  1 1 
1  0  0 1 
1  0  1 1 
1  1  0 1 
1  1  1 0 
 
𝒙 𝒚 𝒛  𝒙⊕ 𝒚⊕ 𝒛 
0  0  0 0 
0  0  1 0 
0  1  0 0 
0  1  1 1 
1  0  0 0 
1  0  1 1 
1  1  0 1 
1  1  1 0 
 
Figure C.5: DLCI β1.0 Form A page 2.
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Item response curves from DLCI β1.0 Items 4, 5, and 6. Figures C.6, C.7,
and C.8 respectively.
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Figure C.6: Item response curve of DLCI β1.0 Item 4.
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Figure C.7: Item response curve of DLCI β1.0 Item 5.
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Figure C.8: Item response curve of DLCI β1.0 Item 6.
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Question 7.  The block diagram of a synchronous finite state machine – circuit N 
– is shown below.  Circuit N is composed of combinational logic (of unknown 
design) and positive edge triggered D flip-flops.  Circuit N also has two inputs x 
and y and one output z. 
 
Suppose that the following timing diagram is produced by circuit N from time 0-
25 ns. 
 
Which of the following statements is true about the output z from time 20-25 
ns? 
1) The output z will be 1, because x and y are both 1 as they were from  
0-10 ns. 
2) The output z will be 1, because x and y are held constant from 19-25 ns. 
3) The output z will be 1, because x and y are repeating the same input 
sequence starting at 20 ns that was started at 0 ns. 
4) The value of the output z cannot be determined from the given 
information. 
  
Figure C.9: DLCI β1.0 Form A page 3.
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Item response curve from DLCI β1.0 Item 7 in Figure C.10.
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Figure C.10: Item response curve of DLCI β1.0 Item 7.
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For Questions 8 and 9, suppose that a sandwich shop has only the following 
ingredients. 
𝑏 = bacon, 𝑙 = lettuce, 𝑡 = tomato 
Question 8.  Alice requires that a sandwich must have bacon by itself. 
Which Boolean expression correctly specifies all sandwiches that satisfy her 
requirement? 
1) 𝑨𝒍𝒊𝒄𝒆 = 𝑏 
2) 𝑨𝒍𝒊𝒄𝒆 = 𝑏 𝑙 ̅𝑡̅ 
3) 𝑨𝒍𝒊𝒄𝒆 = 𝑙 ̅+ 𝑡̅ 
4) 𝑨𝒍𝒊𝒄𝒆 = 𝑙 ̅𝑡̅ 
Question 9. Bob requires that a sandwich must not have both lettuce and 
bacon. 
Which Boolean expression correctly specifies all sandwiches that satisfy his 
requirement? 
1) 𝑩𝒐𝒃 = 𝑙 𝑏���� 
2) 𝑩𝒐𝒃 = 𝑙 ̅𝑏� 
3) 𝑩𝒐𝒃 = 𝑙 ⊕ 𝑏 
4) 𝑩𝒐𝒃 = 𝑡 𝑙 ̅𝑏 + 𝑡 𝑙 𝑏� 
Question 10.  Why do computers use two’s complement number 
representation? 
1) Addition overflow errors can be corrected only when using two’s 
complement representation. 
2) Two’s complement representation can represent more numbers than 
any other number representation. 
3) Two’s complement representation is the only way to represent negative 
numbers. 
4) Subtraction circuits (separate from addition circuits) are not needed 
when using two’s complement representation. 
 
Figure C.11: DLCI β1.0 Form A page 4.
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Item response curves from DLCI β1.0 Items 8, 9, and 10. Figures C.12, C.13,
and C.14 respectively.
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Figure C.12: Item response curve of DLCI β1.0 Item 8.
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Figure C.13: Item response curve of DLCI β1.0 Item 9.
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Figure C.14: Item response curve of DLCI β1.0 Item 10.
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= 
Question 11.  An 8-to-1 multiplexer (on the right) is implemented using 2-to-1 
multiplexers.  A portion of the implementation is shown below (concealed parts 
of the circuit are represented by dots).   The eight data inputs are ordered from 
I0 to I7.  The selection input bits are ordered from least to most significant 
beginning with s0.  Assuming that all other select bits are chosen correctly with 
respect to your choice, which assignment of select bits for 〈w,x,y,zwill allow the 
implementation to function correctly? 
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
out
0
1
2-to-1
MUX
s
out
w
I0
0
1
2-to-1
MUX
s
out
z
I1
I2
I3
I7
I6
x
. . .
. . .
0
1
2-to-1
MUX
s
out
I4
I5
y
 
1) 〈𝑤, 𝑥,𝑦, 𝑧〉 =  〈𝑠0, 𝑠0, 𝑠0, 𝑠0〉 
2) 〈𝑤, 𝑥,𝑦, 𝑧〉 =  〈𝑠1, 𝑠1, 𝑠1, 𝑠1〉 
3) 〈𝑤, 𝑥,𝑦, 𝑧〉 =  〈𝑠2, 𝑠2, 𝑠2, 𝑠2〉 
4) 〈𝑤, 𝑥,𝑦, 𝑧〉 =  〈𝑠3, 𝑠3, 𝑠3, 𝑠3〉 
5) 〈𝑤, 𝑥,𝑦, 𝑧〉 =  〈𝑠0, 𝑠1, 𝑠2, 𝑠3〉 
6) As long as 𝑤, 𝑥,𝑦, and 𝑧 receive the same select bit, the implementation can 
function correctly 
7) As long as 𝑤, 𝑥,𝑦, and 𝑧 receive different select bits, the implementation 
can function correctly  
6
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Figure C.15: DLCI β1.0 Form A page 5.
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Item response curve from DLCI β1.0 Item 11 in Figure C.16.
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Figure C.16: Item response curve of DLCI β1.0 Item 11.
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Questions 12 and 13 refer to a random access memory (RAM) chip that has 32 
words and 64 bits per word. 
Note: 25=32 and 26=64 
Question 12.  How many address lines does the RAM have? 
1) 5 address lines 
2) 6 address lines 
3) 32 address lines 
4) 64 address lines 
Question 13. How many data lines does the RAM have? 
1) 5 data lines 
2) 6 data lines 
3) 32 data lines 
4) 64 data lines 
 
Question 14. Which of the following 4-bit two’s complement additions could 
result in overflow?  Each variable (a, b, c, or d) is either 0 or 1 independent of 
the values of the other variables. 
I)  0 0 a b    II) 0 0 c d 
+ 1 1 0 1    + 0 1 1 0 
 
1) I only 
2) II only 
3) I and II 
4) none 
  
Figure C.17: DLCI β1.0 Form A page 6.
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Item response curves from DLCI β1.0 Items 12, 13, and 14. Figures C.18, C.19,
and C.20 respectively.
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Figure C.18: Item response curve of DLCI β1.0 Item 12.
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Figure C.19: Item response curve of DLCI β1.0 Item 13.
R² = 0.9741
0.2
0.4
0.6
0.8
1
Pe
rc
en
t C
or
re
ct
Item 14
0
1 2 3 4 5
Pe
rc
en
t C
or
re
ct
Quintile (1 high to 5 low)
Figure C.20: Item response curve of DLCI β1.0 Item 14.
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Question 15. 
 
The block diagram of a synchronous finite state 
machine – circuit G – is shown to the left.  Circuit G is 
composed of combinational logic (of unknown design) 
and positive edge triggered D flip-flops.  Circuit G also 
has one input x and one output z.  Suppose the timing 
diagrams below are produced by circuit G.   
Which timing diagram correctly indicates the times when x influences the 
state of circuit G? 
1)     2)  
3)           4)  
5)  
  
Figure C.21: DLCI β1.0 Form A page 7.
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Item response curve from DLCI β1.0 Item 15 in Figure C.22.
R² = 0.7468
0.2
0.4
0.6
0.8
1
Pe
rc
en
t C
or
re
ct
Item 15
0
1 2 3 4 5
Pe
rc
en
t C
or
re
ct
Quintile (1 high to 5 low)
Figure C.22: Item response curve of DLCI β1.0 Item 15.
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Question 16.  Which statement is true about the two sets of numbers? [note 
the bases] 
{(2.7)10 and (2.7)16}    {(1.3)10 and (1.3)16} 
1) (2.7)10 > (2.7)16  and (1.3)10 > (1.3)16  
2) (2.7)10  < (2.7)16 and (1.3)10 < (1.3)16  
3) (2.7)10 = (2.7)16  and (1.3)10 = (1.3)16   
4) (2.7)10 > (2.7)16  and (1.3)10 < (1.3)16  
5)  (2.7)10 < (2.7)16  and (1.3)10 > (1.3)16  
 
Questions 17 and 18 refer to a sequential circuit T that has 0 inputs, 3 flip-
flops, and 2 outputs. 
 
Question 17.  What is the maximum number of distinct states T can potentially 
be in over time? 
 
1) 0 states 
2) 1 state 
3) 3 states 
4) 6 states 
5) 8 states 
6) 32 states 
Question 18. At an instant of time, how many states is T in? 
1) 0 states 
2) 1 state 
3) 2 states 
4) 3 states 
5) 5 states 
6) 6 states 
  
Figure C.23: DLCI β1.0 Form A page 8.
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Item response curves from DLCI β1.0 Items 16, 17, and 18. Figures C.24, C.25,
and C.26 respectively.
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Figure C.24: Item response curve of DLCI β1.0 Item 16.
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Figure C.25: Item response curve of DLCI β1.0 Item 17.
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Figure C.26: Item response curve of DLCI β1.0 Item 18.
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For Questions 19 and 20, suppose that a sandwich shop has only the following 
ingredients 
𝑏 = bacon, 𝑙 = lettuce, 𝑡 = tomato 
 
Question 19. Charles requires that a sandwich have neither lettuce nor 
tomatoes. 
Which Boolean expression correctly specifies all sandwiches that satisfy his 
requirement? 
1) 𝑪𝒉𝒂𝒓𝒍𝒆𝒔 = 𝑏 𝑙 𝑡��� 
2) 𝑪𝒉𝒂𝒓𝒍𝒆𝒔 = 𝑏 𝑙 ̅𝑡̅ 
3) 𝑪𝒉𝒂𝒓𝒍𝒆𝒔 = 𝑙 𝑡��� 
4) 𝑪𝒉𝒂𝒓𝒍𝒆𝒔 = 𝑙 ̅𝑡̅ 
Question 20. Diana requires that a sandwich have bacon, lettuce, or tomatoes, 
but not all three. 
Which Boolean expression correctly specifies all sandwiches that satisfy her 
requirement? 
1) 𝑫𝒊𝒂𝒏𝒂 = 𝑏 ⊕ 𝑙 ⊕ 𝑡 
2) 𝑫𝒊𝒂𝒏𝒂 = (𝑏 + 𝑙 + 𝑡)�𝑏� 𝑙 ̅𝑡̅� 
3) 𝑫𝒊𝒂𝒏𝒂 = (𝑏 + 𝑙 + 𝑡)�𝑏� + 𝑙 ̅+ 𝑡̅� 
4) 𝑫𝒊𝒂𝒏𝒂 = 𝑏 𝑙 𝑡̅ + 𝑏 𝑙 ̅𝑡 + 𝑏� 𝑙 𝑡 
Question 21.  A combinational circuit is specified by the truth table below.  For 
three input combinations, the output of the circuit does not matter (“don’t-
care”).  The specification is implemented as a circuit using the following Boolean 
expression: 𝑓 = 𝑎�𝑐̅ + 𝑏.  What will the circuit output when it receives the input 
combination <a,b,c>  = <1,1,0>? 
1) 0 
2) 1 
3) X (don’t care) 
4) Unknown 
  
𝒂  𝒃  𝒄 𝒐𝒖𝒕𝒑𝒖𝒕 
0  0  0 1 
0  0  1 0 
0  1  0 1 
0  1  1 1 
1  0  0 0 
1  0  1 X (don’t-care) 
1  1  0 X (don’t-care) 
1  1  1 X (don’t-care) 
 
Figure C.27: DLCI β1.0 Form A page 9.
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Item response curves from DLCI β1.0 Items 19, 20, and 21. Figures C.28, C.29,
and C.30 respectively.
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Figure C.28: Item response curve of DLCI β1.0 Item 19.
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Figure C.29: Item response curve of DLCI β1.0 Item 20.
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Figure C.30: Item response curve of DLCI β1.0 Item 21.
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Digital Logic Concept Inventory – β1.0 Form A 
Use the circuit below to solve Questions 22 and 23.   
The circuit below is an arithmetic unit (AU) composed of full adders (FA) and 
additional combinational logic.   The AU performs 3-bit two’s complement 
arithmetic operations on inputs A (A2A1A0) and B (B2B1B0) and then outputs a 3-
bit number S (S2S1S0).  To simplify your calculations, we provide the 
intermediate values of a2a1a0 and b2b1b0 in the truth tables for each tested case 
below.  The cin on the first FA always receives a ‘0’ input. 
 
Question 22. Which column of the truth table specifies the 3-bit two’s 
complement arithmetic operation the AU performs when D = 0? 
 
𝑫 
First 
cin 
 
a2  a1  a0 
 
b2  b1  b0 
(1) 
S 
(2) 
S 
(3) 
S 
(4) 
S 
0 0 A2  A1  A0 1   1   1 -A A – 1 A + 1 A + 7 
 
Question 23.  Which column of the truth table specifies the 3-bit two’s 
complement arithmetic operation the AU performs when D = 1? 
 
𝑫 
First 
cin 
 
a2  a1  a0 
 
b2  b1  b0 
(1) 
S 
(2) 
S 
(3) 
S 
(4) 
S 
1 0 A2  A1  A0 𝐁𝟐���� 𝐁𝟏���� 𝐁𝟎���� A - B A - B - 1 A – B + 1 A + (7 – B) 
 
  
Figure C.31: DLCI β1.0 Form A page 10.
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Item response curves from DLCI β1.0 Items 22 and 23. Figures C.32 and
C.33 respectively.
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Figure C.32: Item response curve of DLCI β1.0 Item 22.
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Figure C.33: Item response curve of DLCI β1.0 Item 23.
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Question 24.  Below and to the left is a proposed implementation of a 2-to-1 
multiplexer (MUX).  The proposed circuit is constructed from a 1-to-2 decoder 
(DEC ) and three additional gates.  Which bit assignment should be used to 
make the two circuits have the same behavior (i.e., both implement the same 
function f)? 
    
 
Proposed implementation of a 2-to-1 MUX 
1) The proposed circuit does not implement the 2-to-1 MUX. 
2) The proposed circuit implements the 2-to-1 MUX only when 〈𝑦, 𝑧〉 = 〈I0, I1〉. 
3) The proposed circuit implements the 2-to-1 MUX only when 〈𝑦, 𝑧〉 = 〈I1, I0〉. 
4) The proposed circuit implements the 2-to-1 MUX when either 〈𝑦, 𝑧〉 =
〈I0, I1〉 or 〈𝑦, 𝑧〉 = 〈I1, I0〉. 
 
 
2-to-1 Multiplexer 
s f 
0 I0 
1 I1 
 
 
Figure C.34: DLCI β1.0 Form A page 11.
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Item response curve from DLCI β1.0 Item 24 in Figure C.35.
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Figure C.35: Item response curve of DLCI β1.0 Item 24.
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Question 1.  Suppose a pizza shop serves pizzas that have only the following 
toppings. 
𝑝 = pepperoni 
𝑠 = sausage 
𝑜 = olives 
Which Boolean expression specifies a pizza that has exactly two toppings? 
1) 𝑝𝑠 + 𝑠𝑜 + 𝑝𝑜 
2) 𝑝 ⊕ 𝑠 ⊕ 𝑜 
3) 𝑝 ⊕ 𝑠 ⊕ 𝑜�������������� 
4) 𝑝𝑠?̅? + 𝑝?̅?𝑜 + ?̅?𝑠𝑜 
Question 2.  A finite state machine that has n states requires at least m flip-flops 
to implement as a sequential circuit.  If a different finite state machine has 2n 
states, what is the minimum number of flip-flops needed to implement it? 
1) m+1 
2) 2m 
3) m2 
4) depends on the type of flip-flop used 
Question 3.  Which answer correctly orders the numbers from smallest (left) to 
largest (right)?  If two numbers are equivalent, their order does not matter 
[note: the same numbers appear in all choices]. 
1) (1.5)16, (1.100)2, (1.4)10 
2) (1.100)2, (1.4)10, (1.5)16 
3) (1.5)16, (1.4)10, (1.100)2 
4) (1.4)10, (1.100)2, (1.5)16 
 
Figure C.36: DLCI β1.0 Form B page 1.
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