We show that the following statements are equiva- We construct graphs and prove a lower bound or their separators.
We construct graphs and prove a lower bound or their separators.
Using the equivalence we prove an almost linear lower bound for the size of separators for 3-pushdown graphs and an almost quadratic lower bound for simulating two-tape nondeterministic Turing machines by one-tape machines. Specifically, for an integer s let 18(n), the s-iterated logarithm function, be defined inductively: l°(n) = n, lS+'(n) = log2(lS(n)) for s > 0, then:
--For every fixed ~ and all n, there is an n-vertex 3-pushdown graph whose smallest separator contains at least 12(n/la(n)) vertices.
--
There is a language L recognizable in real time by a two-tape nondeterministic Turing machine, but every on-line one-tape nondeterministic Turing machine that recognizes L requires fl(n2/lS(n)) time for any positive integer s.
Introduction
Let S : N ~ N be a monotone function. An n-vertex graph G = (V, E) (directed or undirected) has an S-separator C if there is a partition V = A tJ B U C,
IAI, IBI < 2n/3, ICI < S(n) and E N (A × B) -~ ¢. A family of graphs is S-separable if every graph in the family has an S-separator. A family is separable if it is S-separable for some S(n) = o(n).
For convenience, we restict attention to nice functions S. A function S is nice if for every a, 0 < a < 1, there is b, a < b < 1, such that aS(n) < S(an) < bS(n).
Remark 1.
The planar separator theorem [9] can be restated as follows: the family of planar graphs is O(~v/~-set>-arable.
Unless specified otherwise we will deal with graphs of constant degree. They always have linear separators which we call trivial separators. 1**The work of the first author was supported in part by NSF Grants MCS-83-03139 and DCR-85-11713. 2**The work of the second author was supported in part by NSF Grants MCS-84-16190.
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Outerplanar graphs are graphs that can be embedded on the plane so that all vertices lie on the outer face;
equivalently, such a graph can be embedded on the plane so that all vertices lie on one straight line and all edges can be embedded on one of the half planes defined by the line.
Formally, an outerplanar graph is a graph G = (V, E) with V = ~1,2 .... ,n} for some n and E = S U R, where the spine S C {(i,i+l)l i = 1 ..... n-1} and in R edges do not cross; specifically for each pair of edges in R (il,jl), (i2,j2) with il < i2 < Jt we have J2 _< ix-A k-page graph is a graph which consists of k outerplanar graphs sharing the same spine, k-page graphs can be considered as undirected graphs or as directed graphs where an edge always goes from a small numbered to a large numbered vertex. If every vertex has at most one incident edge in each page of a k-page graph, the graph is called a k-pushdown graph (or k-pd graphs in short).
Obviously, a 2-page graph is planar. Conversely, it was shown in [3] that every planar graph can be embedded in eight pages. The number has been improved to seven [6] and very recently Yannakakis [17] improved it to four and showed that four pages are necessary. Computation graphs of Turing machines are k-pd graphs, where k depends on the number of tapes of the Turing machine. This has been the reason for substantial interest in such graphs. In [13] it was shown that k-pd graphs (considered as directed graphs) contain nontrival segregators.
This graph property was used to show that nondeterministic multitape Turing machines are strictly more powerful than their deterministic counterparts, settling a longstanding open problem. A family of directed graphs contains a non trivial segregator if every n-vertex graph in the family contains an o(n) set of vertices (the segregator) that when deleted each remaining vertex has at most o(n) (not necessarily immediate) predecessors-in the remaining graph.
It is quite easy to show that if a family of directed graphs closed under containment (i.e. if G is in the family then all the subgraphs of G are) has a nontrivial separator then it has a nontrivial segregator.
k-page graphs also arise in connection with embedding of VLSI circuits [5] and fault tolerant arrays of processors [14] . Intuitively, k-page graphs can be drawn on a "book" with k "pages" with all vertices placed on the "binding", all edges placed on the pages, and no two edges on a page crossing. For this reason, the minimum k for which a graph is k-page embeddable is called the page number of the graph [3] . See also [1] , [15] for a discussion of outerplanar graphs.
The following problems are open: Problem 1. Is the family of 3-pd graphs separable?
Problem 1". Is the family of k-page graphs separable for any k > 3?
In [8] , the second author showed that for any fixed k > 3, the family of k-page graphs is separable if and only the family of 3-page graphs is. Remark 4. In the deterministic case the answer is negative, and was proved by Maass [12] . In the nondeterministic case Maass [12] proved a lower bound of n(n2/(log2n log log n)) for the time of the simulation. Li
[81 claimed a better bound of ~l(n2/(log n log log n)).
In Section 1 we show that if 3-pd graphs have small separators then one can derive a fast simulation:
If the family of 3-pd graphs is S-separable then there is a simulation of time t(n) = oCsCn/log n)n log n).
Corollary 1 states that if the answer to Problem 1 is positive, then so is the answer to Problem 2.
The connection between small separators and upper bounds is due to Li [9] . 
In particular (k = 3) if the answer to Problem 1 is negative so is the answer to Problem 2. Hence, Let IS(n), the s-iterated logarithm function, be defined inductively: l°(n) = n, IS+l(n) = log2(lS(n)) for s _> 0. In Section 3 we define n-vertex graphs G~ in Fsk and derive a lower bound on the sizes of their separators: 
(n). Simulation of a time interval takes O(b 2) for a total of O(nb).
The major part is that of transporting reocrds. As we saw above we only move along edges of G c and we use each edge once during the simulation. The cost of transporting a record is b times the distance (on the tape) corresponding to the edge. In this point we exploit the good ordering.
Let T(m) be the time to transport blocks inside m consecutive records. Assume that of the fi records ofV c nl correspond to A and n2 to B (A, B and C as above). Then
T(~) ~ T(~i) --t-T(52) T cS(~)~b 2. The additonal term is explained as follows. There are at most S(~) vertices in
C; hence at most 5S(~) edges are incident to vertices of C.
Their corresponding distance is at most 3~b. Hence, the contribution of edges incident to C is O(S(~)~b2). (Re-
call that there are no edges connecting A and B.) Using the fact that S is nice and that ~1, ~2 _< 2~/3 we get by induction that T(~) < dS(~)~b 2 = O(S(n/log n)n log n).
Section 2. From a Fast Simulation to Small Separators
In this Section we prove Theorem 2. We now define the language L and the graph familes Fk mentioned above. L = {x#z#lx E {0,1}* and z is a legal queury sequence}.
We define legal query sequences below.
The language L is defined in such a way that it is easily Consequently, a 2NTM accepts L in real time [2] . 
of time < t = t(n).
We will use Kolmogorov Complexity to derive contradictions in the following way. Recall that x is partitioned into ~n blocks of size b = b(m). We will consider sequences of r blocks A and find a way to describe them in less than 3rb/4 bits given the other blocks (concatenated to form one string). By describing the sequence we mean (1) giving the sequence of block numbers in A, (2) giving a program P of constant size and input w for P, such that P given w and the string representing the other blocks generates the contents of the blocks in A. Since the other blocks can be described literally, we actually give a way to describe z in m -rb/4+ a constant bits, which is impossible.
To describe an increasing sequence of of integers, we need the following well known fact:
Proposition 5. An increasing sequence 0 < il < i2 < ... < ir < N of r _< N/2 integers can be described in at most 2r log(N/r) bits.
We divide the work tape to regions of size D to be Consider a boundary between two cells on the work tape of M 1. An extended crossing sequence or an e.c.s
at this boundary is the usual crossing sequence argumented by the corresponding sequence of input head positions.
We now describe two situations where a sequence of blocks can be described in an indirect way. They are summarized in Propositions 6 and 7. Both are due to Maass [12] . Assume there is a region R and there is a sequence Recall that Theorem 2 assumes that t(n) _< cn2/k. We choose c = c(M 1) small enough so that p < n/2 and q <
b/16. Note that t _< ~56D~. To complete the proof of Theorem 2, we will show that Sk(~) < 8v = O(kt/n).
This yields the inequality of Thorem 2 since Sk is nice.
Lemma 1. If a region R covers at least ap blocks, a > 1, then R, the super region of R, satisfies t h > apD.
Proof. Assume that t h < apD. We describe the ap blocks in less than 3apb/4 bits to derive a contradiction. Let n' be the largest power of 2 not larger than n. We take an n'-vertex doubling graph and add to it n -n' isolated vertices. Doubling graphs satisfy a property stronger than the one needed in Lemma 3: The number of triples (a,t,a*), a E A, t E T and a* E A c with a + t = a*modp
.
Proof: Each triple (a,t,a*), a E A, t E T and a* E A c
with a + t = a*modp contributes p to the sum, while each triple with a + t ~ a * modp contributes 0. 
