Abstract. The present paper is concerned with a two-competitor/oneprey population system with Holling type-II functional response and two discrete delays. By linearizing the system at the positive equilibrium and analyzing the associated characteristic equation, the asymptotic stability of the positive equilibrium and existence of local Hopf bifurcations are investigated. Particularly, by applying the normal form theory and the center manifold reduction for functional differential equations (FDEs), explicit formulae determining the direction of bifurcations and the stability of bifurcating periodic solutions are derived. Finally, to verify our theoretical predictions, some numerical simulations are also included at the end of this paper.
Introduction
During the last decades, two-species prey-predator systems described by ordinary differential equations (ODEs) have been proposed and studied extensively by many authors (e.g., [4, 5, 14, 19] ) since the pioneering theoretical works by Lotka [10] and Volterra [20] . However, there are maybe two species in some habitat and they coexist upon a single prey. Then in this case the growth dynamics about these species should be described by a three-species system. Hsu, Hubbell and Waltman [8] proposed the following two-competitor/one-prey model with a Holling type-II functional response
1+bu(t) −
Au(t)w(t)
1+Bu(t) , v (t) = v(t) −d + eu(t) 1+bu(t) , w (t) = w(t) −D − Gw(t) + Eu(t) 1+Bu(t) , (1.1) where the variable u(t) is the population density of prey species, and v(t) and w(t) are the population densities of two competitors; r, K, a, b, A, B, d, e, D, G and E are all positive constants. By constructing a suitable Lyapunov function, Ruan et al. [16] obtained the sufficient conditions for the global stability of the positive equilibrium of the system (1.1). For the wide studies of the system (1.1), the reader can refer the references [2, 3, 13, 17] .
In proposing the model (1.1), however, the maturation time and the intrinsic growth time of each species are ignored. In fact, many species need to take certain time to become reproductive and mature. Therefore, it is often reasonable to incorporate different time delays into ODE systems to consider the maturation time and the intrinsic growth time of each species. In recent years, the effects of time delay due to maturation of the predator on the dynamics of predator-prey models have been studied by a number of authors (see, for example, [11, 18, 21, 12, 25] and references cited therein). But most of them investigated only the cases when the considered models have a single delay. From the viewpoint of biology and bifurcation, it is often necessary to consider different delays and multiple species. Based on these facts, a more reasonable model corresponding to the model (1.1) should be described by the following delayed differential system
Au(t)w(t−τ1)

1+Bu(t) , v (t) = v(t) −d + eu(t−τ2)
1+bu(t−τ2) , w (t) = w(t) −D − Gw(t) + Eu(t−τ2)
where τ 1 0 denotes the time from birth to predation for two competitors and τ 2 0 represents the intrinsic growth time of prey species from birth to being a predated object. Delayed models similar to (1.2) have been studied widely by many authors and some interesting results have also been obtained (see [1, 15, 9] ). For example, Boudjellaba and Sari [1] investigated the loss of stability by the increase of delay in a three-dimensional competition model. Patra, Maiti and Samanta [15] considered the boundedness and stability in a delayed food chain model with Michaelis-Menten type ratio-dependent functional responses. Kar and Batabyalb [9] obtained the persistence and stability of a two-prey-one-predator system in the presence of a time delay due to gestation. It is well known that studies on dynamical systems not only involve a discussion of boundedness, stability and persistence, but also involve many dynamical behaviors such as periodic phenomenon, bifurcation and chaos. In particular, the properties of periodic solutions are of great interest arising through Hopf bifurcations in delayed systems, see Liu and Yuan [11] , Wei and Ruan [21] , Wei and Li [22] and Xiao and Li [23] .
In this paper, we devote our attention to the effects of delays on the dynamical behavior of the system (1.2). That is to say, we shall choose the sum τ of the two delays τ 1 and τ 2 as the main parameter and show that when τ passes through a certain critical value, the positive equilibrium loses its stability and a Hopf bifurcation will take place. In particular, by using the normal form theory and the center manifold reduction for FDEs, the formulae determining the direction of Hopf bifurcations and the stability of bifurcating periodic solutions are also obtained.
The organization of this paper is as follows. In Section 2, by analyzing the characteristic equation of the linearized system of the system (1.2) at the positive equilibrium, the local stability of the positive equilibrium and existence of local Hopf bifurcations are addressed. In Section 3, by using the normal form theory of retarded functional differential equations developed by Hassard, Kazarinoff and Wan [7] , the direction of the Hopf bifurcation and the stability of bifurcating periodic solutions are determined. Moreover, in order to verify our theoretical results, some numerical simulations are also included in Section 4.
Stability of positive equilibrium and existence of local Hopf bifurcations
In this section, by analyzing the characteristic equation of the linearized system of the system (1.2) at the positive equilibrium, we investigate the stability of the positive equilibrium and the existence of the local Hopf bifurcations occurring at the positive equilibrium.
Respectively, define u * , v * and w * by
It is easy to see that if the condition
holds, then u * , v * and w * given by the above expressions are all positive and thus the system (1.2) has a unique positive solution E * (u * , v * , w * ). We are only interested in the positive equilibrium E * (u * , v * , w * ) since the model (1.2) is a mathematical biology model. Making a change of variables
be transformed into the following equivalent system
where
,
.
To study the stability of the equilibrium E * (u * , v * , w * ), it is sufficient to study the stability of the origin for the system (2.1). The linearized system of the system (1.2) at origin is
The characteristic equation resulted from the linear system (2.2) has the form (2.3) 
In order to determine the distribution of roots of (2.5), we first give the following lemma.
Lemma 2.1. Let the assumption (H1) hold and the components u * , v * and w * of the positive equilibrium E * (u * , v * , w * ) of system (1.2) satisfy the following condition
In addition, p 1 , p 2 , q 2 , q 3 are defined by (2.4). Then p 1 > 0 and p 1 (p 2 +q 2 ) > q 3 .
Proof. The assumption (H2) means that a 11 < 0 and hence p 1 = −(a 11 +a 33 ) > 0 because a 33 = −Gw * < 0. In addition, we have from the definitions of p 1 , p 2 , q 2 and q 3 that Notice that a 11 < 0, a 12 a 21 < 0, a 13 a 31 < 0 and a 33 < 0 under the hypotheses (H1) and (H2). Therefore, p 1 (p 2 + q 2 ) − q 3 > 0 and the proof is complete.
It follows from Lemma 2.1 and the Routh-Hurwitz criteria that, under the hypotheses (H1) and (H2), all roots of (2.5) have negative real parts and thus the zero equilibrium of system (2.1) is asymptotically stable when τ = 0. Now for τ > 0, let λ = iω(ω > 0) be the root of Eq.(2.3). Then we have
Separating the real and imaginary parts yields
which imply that (2.8) 
For (2.8), we first have the following result.
Lemma 2.2. Suppose that the condition (H1) holds. Then (2.8) has at least one positive real root.
Proof. Introducing the new parameter z and assuming z = ω 2 . Then (2.8) can be denoted simply as the following equation
. It is easy to see that lim z→+∞ g(z) = +∞ and g(0) = −q 2 3 < 0. Hence, there exists at least a z 0 ∈ (0, +∞) such that g(z 0 ) = 0. This completes the proof.
Proof. Letting λ(τ ) be the root of (2.3) and differentiating two sides of (2.3) with respect to τ , one can obtain (2.10) 3λ
It follows easily from (2.3) that
Thus one can from (2.10) obtain dλ dτ
It follows from the fact λ(τ k ) = iω 0 that
Notice that (2.3) has the purely imaginary root iω 0 when τ = τ k , that is,
which implies that
(2.11) and (2.12) give
This implies dReλ dτ τ =τ k = 0 and hence the proof is complete.
Combining Lemma 2.3 and the Hopf bifurcation theorem for functional differential equations [6] , we can state the following theorem. 
is asymptotically stable for all 0 τ < τ 0 . Furthermore, the system (1.2) undergoes a Hopf bifurcation at the positive equilibrium
Direction of Hopf bifurcations and stability of the bifurcating periodic orbits
At this time, the stability of positive equilibrium E * (u * , v * , w * ) of the system (1.2) and the existence of Hopf bifurcations at E * (u * , v * , w * ) have been obtained. In this section, we will investigate further the properties of Hopf bifurcations obtained by Theorem 2.4 and the stability of bifurcating periodic solutions occurring through Hopf bifurcations by using the normal form theory and the center manifold reduction for the retarded functional differential equations due to Hassard, Kazarinoff and Wan [7] . Now, we assume that the conditions of Theorem 2.4 hold and consider the equivalent system (2.1) of the system (1.2) in the phase space
Then the system (2.1) can be rewritten into the following vector form
By the Riesz representation theorem, there exists a 3 × 3 matrix function η(θ, τ ), −τ θ 0, whose elements are of bounded variation such that
In fact, we can choose
and
Then the system (3.2) can be written as the following abstract operator differential equation
For fixed k ∈ {0, 1, . . .}, denote τ 1 and τ 2 by τ 1k and τ 2k such that
where η(θ) = η(θ, τ k ). From the discussions in Section 2, we know that A(τ k ) has a pair of purely imaginary eigenvalues ±iω 0 . Then ±iω 0 are also eigenvalues of A * . From the definition of A(τ k ), we know that the eigenfunction of A(τ k ) corresponding to the eigenvalue iω 0 has the form q(θ) = q(0)e iω0θ , −τ k θ 0. In addition, q(0) satisfies the following equation
a 13 e −iω0τ 1k
One can easily obtain
Similarly, let q * (s) = D(1, α * , β * )e iω0s is the eigenfunction of A * corresponding to −iω 0 and we can get
In order to assure q * (s), q(θ) = 1, we need to determine the value of D. Combining the above definitions, we have
Thus, we can choose
Let u t be the solution of (3.6) and define
From [7] , we have
z and z are local coordinates for center manifold C 0 in the direction of q and q * . Note that W is real if y t is real and therefore we only consider real solution.
From the definition of R (τ ) and (3.8), we have
From (3.9), one can get
02 (0)
11 (−τ 1k ) zz + W
02 (−τ 1k )
From the definition of f (1) , one can observe easily that f
002 = 0. Therefore, we have from (3.1) that
200 e iω0τ 1k + 2αf (1) 110 + 2βf (1) 101 + 2αβf
110 Re{αe −iω0τ 1k } + 2f
(1
101 Re{βe −iω0τ 1k } + 2f
(1)
200 e −iω0τ 1k + 2αf (1) 110 + 2βf (1) 101 + 2αβf
200 W
20 (0) + 2W
20 (−τ 1k )+2W
(2)
101 W
11 (−τ 1k )
20 e −2iω0τ 2k + f
02 α 2 + 2αf
11 αe −iω0τ 2k + αe
20 αα zz
20 e 2iω0τ 2k + f
11 αW
20 (−τ 2k )+2αW
20 αW
11 (0)
02 β 2 + 2βf
20 + f
11 βe −iω0τ 2k + βe
20 ββ zz
20 e iω0τ 2k W
20 (−τ 2k ) + 2e −iω0τ 2k W
11 (−τ 2k ) + f
11 βW
20 (−τ 2k )+2βW
20 βW
20 (0) + 2βW
Thus one can obtain g (z, z) (3.14)
200 e iω0τ 1k + 2αf (1) 110 + 2βf
011 e −iω0τ 1k e −iω0τ 1k
11 e −iω0τ 2k
( 1) 101 Re{βe −iω0τ 1k } + 2f
20 αα
200 e −iω0τ 1k + 2αf (1) 110 + 2βf (1) 101 + 2αβf (1)
αW (1) 20 (−τ 2k )+2αW
20 (0) + 2αW (2) 11 (0)
βW (1) 20 (−τ 2k )+2βW
Comparing the coefficients of two sides of (3.14), we have
200 e iω0τ 1k + 2αf (1) 110 + 2βf (1) 101 + 2αβf (1) 011 e −iω0τ 1k e −iω0τ 1k
200 + 2f (1) 110 Re{αe −iω0τ 1k } + 2f
( 1) 011 Re{αβ}
11 αe
20 ββ ,
20 (−τ 2k ) + 2αW
20 (−τ 2k ) + 2βW
11 (0) .
Since W 20 (θ) and W 11 (θ) for θ ∈ [−τ, 0] appear in g 21 , we still need to compute them. From (3.6), (3.9) and (3.11), we have
From (3.15) and (3.16), we have (3.17)
In view of (3.10), one can obtain
It follows from (3.18) and (3.19) that (3.20)
Thus, (3.17) and (3.20) imply that
Comparing the coefficients of two sides of (3.21), we have
From (3.15), we know that for θ ∈ [−τ, 0),
Comparing the coefficients with (3.16) gives that
and (3.25)
From (3.22), (3.24) and the definition of A (τ k ), we have
Note that q (θ) = q (0) e iω0θ , hence
Similarly, from (3.22), (3.25) and the definition of A (τ k ), we have
In what follows, we shall seek appropriate E 1 and E 2 in (3.26) and (3.27), respectively. It follows from the definition of A (τ k ) and (3.22) that
Note that q (θ) is the eigenvector of A (τ k ) and from (3.26) and the definition of A (τ k ), we know that
Thus, (3.28) becomes
Similarly, from (3.27), we have
Hence (3.29) becomes
From (3.15) and (3.16), we know that 
02 β 2 + 2f
200 + 2f (1) 110 {αe −iω0τ 1k } + 2f (1) 101 Re{βe −iω0τ 1k } + 2f
02 αᾱ
Substituting (3.36) into (3.32), we obtain 
Solving this equation, one can obtain 
Similarly, substituting (3.37) into (3.33), we get
which means that
From this equation, we can get
Thus g 21 can be expressed explicitly and we now can easily evaluate the following values (3.40)
which determine the properties of bifurcating periodic solutions at the critical value τ k . More precisely, µ 2 determines the direction of Hopf bifurcation, β 2 determines the stability of bifurcating periodic solution and T 2 determines the period of the bifurcating periodic solution. Therefore, summarizing the above discussions, we have the following main result. Theorem 3.1. If µ 2 > 0 (µ 2 < 0), then the Hopf bifurcation is supercritical (subcritical) and the bifurcating periodic solutions exist for τ > τ k (τ < τ k ). If β 2 < 0 (β 2 > 0), then the periodic solutions are stable (unstable). If T 2 > 0(T 2 < 0), then the period of the bifurcating periodic solutions of system (1.2) increases (decreases).
Remark 3.2. If Hopf bifurcations in Theorem 3.1 are supercritical (subcritical), that is, the bifurcating periodic solutions exist for τ > τ k (τ < τ k ), then Theorem 3.1 implies that the period of the bifurcating periodic solutions increases (decreases) with τ keeping monotonically increasing (decreasing) away from τ k if T 2 > 0 (T 2 < 0). 
Discussions and numerical simulations
In the present paper, by regarding the sum τ of two delays τ 1 and τ 2 as the bifurcation parameter, we have studied the effect of the time delay τ on the dynamical behaviors near the positive equilibrium of the system (1.2). From Section 2, we know that under the hypotheses (H1) and (H2), the positive equilibrium E * (u * , v * , w * ) of the system (1.2) is asymptotically stable when τ ∈ [0, τ 0 ). Furthermore, if g (ω 2 0 ) = 0, then E * loses its stability and a supercritical Hopf bifurcation occurs when τ increases and crosses through the critical value τ 0 . In particular, by applying the normal form theory and the center manifold reduction for FDEs, an explicit algorithm determining the direction of Hopf bifurcations and the stability of bifurcating periodic solutions has been also obtained.
In this section, we give some numerical simulations for a special case of the system (1.2) to support our analytical results obtained in Sections 2 and 3. As an example, we consider system (1.2) with the coefficients r = 1. It is easy to verify that the conditions (H1) and (H2) hold and therefore the system (4.1) has a unique positive equilibrium E * (u * , v * , w * ) = (0.9302, 2.0945, 0.2105). In addition, one can obtain that ω 0 = 0.4623 and τ 0 = 1.2657. Thus, we know from Theorem 2.4 that E * is asymptotically stable when 0 ≤ τ < 
