Abstract. A strongly concave composition of n is an integer partition with strictly decreasing and increasing parts. In this paper we give an uniformly asymptotic formula for the rank statistic of a strongly concave composition introduced by Andrews et al.['Modularity of the concave composition generating function ', Algebra & Number Theory 7 (2013), no. 9, 2103-2139.
Introduction
A strongly concave composition λ is a nonnegative integer sequence {a r } s r=1 of the following form a 1 > a 2 > · · · > a k−1 > a k < a k+1 < · · · < a s−1 < a s for some s ∈ Z + , where a k is called the central part of λ. The rank of λ of above is defined as rk(λ) := s − 2k + 1, which measures the position of the central part.
Let V d (n) be the number of strongly concave composition of nonnegative integer n. Andrews [1] proved that
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where (a; q) ∞ = j≥0 (1 − aq j ) for any a ∈ C and |q| < 1, and (
· ·
) is the Kronecker symbol. By use a circle method of Bringmann and Mahlburg [2] , Andrews, Rhoades and Zwegers [3] gives the following asymptotic expansion
for N → +∞, where c n ∈ R, n ∈ Z + is some computable constant. In the same paper [3] , the authors proved that
where V d (m, n) is the numbers of strongly concave compositions of n with rank equal to m.
In this paper we investigate the asymptotics for V d (m, n) as n tends to infinity with arbitrary m. Our main results partly answered the questions in [3, pp. 2108-2109] for the distribution of strongly concave composition. The first result of this paper as follows. Proposition 1.1. Let p(n) be the number of integer partitions of nonnative integer n and let p(−ℓ) = 0 for ℓ ∈ Z + . Then for N, ℓ ∈ Z we have
In particular, for m, n ∈ Z with 0 ≤ n <
From the above Proposition 1.1 we prove the following uniformly asymptotics for V d (m, n) as n → +∞. Theorem 1.1. We have uniformly for all ℓ ∈ Z and N → +∞,
, where the implied constant is absolute and
1 + e −α + e −2α . Remark 1.2. One should compare this result to the crank of a partition studied in [4, 5] , the rank of a partition studied in [6] and the Garvan k-rank of a partition studied in [7] . By the following Jacobi triple product formula
We correct a sign error in [3] , where in the last line of this fomula, it is (−x; q)
and the basic properties of Kronecker symbol we obtain that n≥0 m∈Z
. by using (1.2). This yields for integer r ≥ 0,
Which means that
Then by the fact that
Namely we get the proof of (1.3) in Proposition 1.1.
Hardy-Ramanujan for p(n) and its applications.
We need the following Hardy-Ramanujan asymptotic result for p(n), which could be find in [8] .
(throughout, B andp(x) be defined as above).
We also need the following approximation for p(X + r) with r = o(X 3/4 ).
Lemma 2.2. Let r = o(X 3/4 ) and X be sufficiently large, we have
Proof. From Lemma 2.1, it is clear that
by the generalized binomial theorem. Note that
holds for all N ≥ 1 we obtain that
Which completes the proof of the lemma.
2.3. The proof of Theorem 1.1.
where Q 1 (n, ℓ) = 2n(3n + 1) + 3nℓ and Q 2 (n, ℓ) = Q 1 (n, ℓ) + (8n + 4 + 2ℓ).
By Lemma 2.2 we obtain that
Noting that Q 2 (n, ℓ) ≥ Q 1 (n, ℓ) ≥ n 2 + nℓ for all n ≥ 0 we estimate that
.
Thus the using of Lemma 2.2 implies that the following estimate for R, say
For estimate I, we note that
Then by Lemma 2.2 we have
We conclude above that
For the estimate of I M we need the following lemma.
Proof. By Abel's summation formula or integration by parts for a Riemann-Stieltjes integral we obtain that
which complete the proof of the lemma.
We now evaluate I M . By the definition of F (α) and I M , it is clear that if ℓ ≥ N 3/8 then by use (2.3) and B = 2π/ √ 6. Finally, by using (2.1), (2.2), (2.4) and the fact that V d (m, n) = V (|m|, n) we finish the proof of Theorem 1.1.
