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ABSTRACT
Loop Detection And Prevention Mechanism In Multiprotocol Label Switching
by
Vasu Jolly
Dr. Shahram Latifi, Examination Committee Chair 
Professor o f Computer Engineering 
University of Nevada, Las Vegas
A few technologies exemplify the rapid rate o f technological innovations in the 
Internet more than Multiprotocol Label Switching. MPLS provides a virtual path 
capability to efficiently carry differentiated services across the Internet. Additionally, 
MPLS has been enhanced with the capability to precisely engineer traffic tunnels to avoid 
congestion and utilize all available bandwidth in an efficient manner. Setting up a control 
path in conceiving data tunnels involves an enormous agility on the part of the label 
switched router. Asynchronous behavior of routers and link failures sometimes cause a 
control path to jump into an oblivious loop formation. Packets used to launch label 
switched path continue to be forwarded hop by hop along the routing loop, until the 
routing loop breaks. Hence, once the loop is detected, these control packets need to be 
rerouted from an alternate path or discarded from the source o f origin. The colored thread 
algorithm, proposed to the Internet Engineering Task Force IETF in request for comment, 
RFC 3063, stresses the need to eradicate loop existence in MPLS network.
Ill
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The phenomenon of detecting, repairing and preventing loop formation within the 
existing framework involves a multi objective solution, considering both resource usage 
and link utilization into account. The present work in this thesis is a contribution to the 
existing loop prevention scheme. The extended color thread algorithm is based on 
running a thread hop by hop before the labels are distributed inside a MPLS cloud. Since 
the path for the data packets is set beforehand, the loop formation occurs at the control 
path. The shortest paths between selected source and destination have been calculated 
using Dijkstra’s shortest path algorithm and threads are allowed to extend through the 
routers. With the passage of each next hop, a distributed procedure is executed within the 
thread, generating a unique color at nodes. This keeps a track on router’s control path and 
at the same time ensures that no loop formation occurs. In loop prevention mode, a router 
transmits a label mapping, when it rewinds the thread for that particular LSP. Likewise, if 
a router operates in loop detection mode, it returns a label-mapping message without a 
thread object, after receiving a colored thread. The scheme is a loop prevention scheme, 
thus, ensuring loop detection and loop mitigation. The same algorithm is then extended to 
a proposed MPLS environment with global label space, which annuls the need for an IP 
address and at the same time guarantees, augmenting the router efficiency and reducing 
LSP set up time. The loop purging design is categorized as an experimental standard and 
currently is, part o f research and experimental effort in IETF. Thus emphasizing the fact 
that MPLS is changing significantly to accommodate yet another generation o f 
underlying network technologies.
IV
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CHAPTER 1
INTRODUCTION TO INTERNET
Sustained commitment to information infrastructure and active research and 
development in almost every field o f science are the examples of the success stories of 
the Internet [1]. This Chapter discusses a few aspects o f the brief history in evolution of 
Internet and Packet Switching. There is a broad community, both in academia and 
Industry, involved in expanding the growth and the development o f the Internet to new 
levels. The quest for broader bandwidth and higher efficiency resulted in extremely 
effective modifications o f research results into a broadly deployed and available 
information infrastructure.
The concept of global intercormection of computers to quickly access data from 
any connected site was the vision o f J.C.R. Licklider [2] of MIT in August 1962. In 1965 
TX-2 computers were connected to Q-32 computers (48 bit word and 18 bit addresses) 
with a low speed dial-up telephone line to accomplish the first wide area network [3]. The 
inference from this experiment is the success o f binding time-shared computers, creating 
the need for further research in packet switching. In August 1968, after the Defense 
Advanced Research Projects Agency- (DARPA) funded community had refined the 
overall structure and specifications for the Advanced Research Projects Agency NET-
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(ARPANET), a request for quote was released by DARPA for the development o f one of 
the key components, the packet switches called Interface Message Processors (IMP's).
1.1 Primary Network 
The Network Measurement Center at University o f California Los Angeles 
(UCLA) was selected to be the first node on the ARPANET. Stanford Research Institute 
(SRI) provided a second node. SRI supported the Network Information Center, including 
functions, such as maintaining tables of host name to address mapping as well as a 
directory o f the request for comments (RFC's). One month later, when SRI was 
connected to the ARPANET, the first host-to-host message was sent from UCLA to SRI. 
Two more nodes were added at UC Santa Barbara and University of Utah. These last two 
nodes incorporated application visualization projects; UCSB investigated methods for 
displaying mathematical functions using storage displays to deal with the problem of 
refresh over the net, and at Utah, investigating methods o f 3-D representations over the 
net were resolved. Figure 1.1 depicts a working Internetwork at Advanced Research 
Projects Agency in year 1966. As the number o f computers started adding quickly on 
ARPANET, the need for network software protocols was generated. Network control 
Protocol (NCP) was developed and the network users started developing applications in 
the following years. In 1972, the initial electronic mail was introduced. The present 
Internet Environment follows an open architecture networking, where the individual 
networks may be designed separately. Each network is designed in accordance with the 
requirements or need of the network usage. A new protocol was developed, which was
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3the predecessor o f current Transmission Control Protocol/Internet Protocol (TCP/IP) and 
met the requirement for open Architecture.
Figure 1.1 Internetwork at ARPA (Advanced Research Projects Agency) in 1966
The important issues, which accounted for the proper flow o f data through the 
ARPANET were discussed and put up as following proposals:
• Allocated time for a packet to reach the destination.
•  Retransmission o f data packets
•  Need for the routers or concentrators
• Prevention o f  lost data packets
• Retransmission o f data packets
•  Reassembly of data packets from data fragments
•  End to end checksums
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• Need for global addressing or recognition
• Flow o f multiple packets to flow through Data pipeline
• Interfacing with other operating systems
In 1980 IP Internet Protocol became the official standard o f the US Department of 
Defense, and the original ARPANET adopted IP in year 1983 when it became a major 
part of the Internet. At this time. Defense Department computers were separated from the 
ARPANET to form their own MILNET network. In 1986 the National Science 
Foundation (NSF) constructed its own backbone network to run in parallel to the 
ARPANET, called NSFNET, which was a network, which cormected 170 smaller sub 
networks together and operated at 1.544 Mbps. IBM, MCI and Merit worked with NSF to 
create the backbone and developed a T3 (45 Mbps) backbone the following year. 
Backbones are basically fiber optic trunk lines. These trunk lines have multiple fiber 
optic cables combined together to form a bunch. Fiber optic cables are designated OC for 
optical carrier, such as OC-3, OC-12 or OC-48. An OC-3 line is capable o f  transmitting 
155 Mbps while an OC-48 can transmit 2,488 Mbps (2.488 Gbps). Compare that to a 
typical 56K modem transmitting 56,000 bps. And, finally in 1990, with everyone having 
gone over to using the newer, faster Internet backbone network, the original ARPANET 
with its network address 10.0.0.0 was shut down.
1.2 Protocols on the Internet 
The theory and idea behind having standards and protocols accepted, ratified, and agreed 
upon by nations around the world, is to ensure that the system fi-om network A will be 
easily integrated with the system from network B with little effort. It also helps to make
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specification for industries to create services that conform to the standard. When two or 
more parties share a protocol, they have rules that conduct their communications to allow 
them to share and exchange ideas. A protocol is the pre-defined way that someone who 
wants to use a service talks with that service. The "someone" could be a person, but more 
often it is a computer program like a Web browser. The protocol used in the Internet 
specifically provides the functions necessary to deliver a package of bits (an internet 
datagram) from a source to a destination over an interconnected system o f networks [6].
1.2.1 Internet Protocol 
The Internet Protocol or IP forms the basis of the operation o f the entire Internet. 
This protocol is based on the basis o f hosts and networks. A host is any workstation or 
high-speed router inside a huge network having the ability to receive and transmit IP 
packets. One or more networks can connect together with different hosts.
Figure 1.2 PDP-11/50 system that was once one o f the original ARPANET nodes
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Each packet contains the data to be transmitted, plus an address field whose contents 
include the sender and recipient's IP addresses. These numbers correspond to the postcode 
and street number on a post card, i.e. the packet is delivered using the IP number. As with a 
postcard, an IP packet can take different routes and, especially during busy periods, gets 
delayed or lost on the way towards the final destination, which makes the information in 
data packets to get lost or return to the source of its inception, for retransmission. Such data 
packets, which can be compared to unregistered mail, are also called datagrams or 
connectionless-network-layer packets. One of the basic successes of the Internet has been 
based on the fact that IP packets are simple and fast to pass on, i.e. route, from one network 
to another, because there is no need to keep a record of each packet, or to stop and wait for 
acknowledgements at each intermediate node.
1.2.2 Transport Control Protocol 
For most purposes, however, it is necessary that all the data chopped up into 
packets arrive at its destination unchanged and in the right order. For this, TCP 
(Transport Control Protocol) has been defined. With TCP, the receiver tells the sender if 
it got all the consecutively numbered packets, or whether some should be sent again. If 
nothing is heard from the receiver, it may be that the acknowledgements have simply got 
lost, or the cormection has broken. In other words, TCP is responsible for verifying the 
correct delivery of data from client to server. Data can be lost in the intermediate 
network. TCP adds support to detect errors or lost data and to trigger retransmission until 
the data is correctly and completely received.
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Figure 1.3 A TCP/ IP model
Figure 1.3 depicts a TCP/IP model. It is so highly developed on the Internet that it 
can be used to establish functioning, but slow, connections that work even if half the 
packets get lost on the way. Not all applications, for instance Internet phone calls, can 
wait for retransmission of lost packets, and so they are designed to use unreliable 
datagrams. Alongside TCP, Unreliable Datagram Protocol (UDP) has been defined, 
which allows, for example, speech information to be sent in RTP (Real Time Protocol) 
packets with time stamps. Because a computer can have several cormections at once, the 
connection protocol generally uses the port numbers of the sender and receiver. These 
can be compared to post boxes inside a building. The receiving program looks at the 
messages received by its post box and sorts them into separate piles according to their 
sender, to wait for a reply, e.g. a web page. The development o f the Internet can be 
followed from the RFC document collection [4] In 1980; TCP/IP became the US Defense 
Department's (DoD) officially approved standard RFC 760 [5]. In 1983, the ARPANET 
adopted TCP/IP, and the Internet's conquest of the world began.
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81.3. IP addressing
Every machine on the Internet has a  unique identifying number, called an IP Address. 
The IP stands for Internet Protocol, which is the language, that computers use to 
communicate over the Internet. A typical IP address looks like - 216.65.81.131 
For the sake of expressing the machine number on the network we use the above format. 
This format is dotted decimal number, but the computers communicate in binary form 
such as - 11011000.00011011.00111101.10001001
The four numbers in an IP address are called octets, because they each have eight 
positions when viewed in binary form. If  you add all the positions together, you get 32, 
which is why IP addresses are considered 32-bit numbers. Since each o f the eight 
positions can have two different states (1 or zero), the total number o f possible 
combinations per octet is 2* or 256. So each octet can contain any value between zero and 
255. Combine the four octets and you get 2^  ^ or a possible 4,294,967,296 unique values. 
Out o f the almost 4.3 billion possible combinations, certain values are restricted from use 
as typical IP addresses. For example, the IP address O.O.O.O is reserved for the default 
network and the address 255.255.255.255 is used for broadcasts. The octets serve a 
purpose other than simply separating the numbers. They are used to create classes of IP 
addresses that can be assigned to a particular business; government or other entity based 
on size and need. The octets are split into two sections: Net and Host. The Net section 
always contains the first octet. It is used to identify the network that a computer belongs 
to. Host (sometimes referred to as Node) identifies the actual computer on the network. 
The Host section always contains the last octet.
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In  1983, the University o f Wisconsin created the Domain Name System (DNS), 
which m aps text names to IP addresses automatically. DNS servers accept requests from 
programs and other name servers to convert domain names into IP addresses. When a 
request comes in, the DNS server can do one o f four things with it:
• Answer the request with an IP address because it already knows the IP address for 
the requested domain.
• Contact another DNS server and try to find the IP address for the name requested. 
It may have to do this multiple times.
• C an say, "I don't know the IP address for the domain you requested, but here's the 
IP address for a DNS server that knows more than I do."
• It can return an error message because the requested domain name is invalid or 
does not exist.
1.4 Circuit switching vs. Packet Switching 
Packet switching refers to protocols in which messages are broken up into small 
packets before they are sent. Each packet is transmitted individually across the net, and 
may even follow different routes to the destination. Thus, each packet has header 
information about the source, destination, packet numbering, etc. At the destination the 
packets are reassembled into the original message. Most modem Wide Area Networks 
(WANs) protocols, such as TCP/IP, X.25 and Frame Relay, are based on packet 
switching technologies. Packet Switching is a technique whereby the network routes 
individual packets o f  High-level Data Link Control (HDLC) data between different 
destinations based on addressing within each packet.
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Figure 1.4 Packet Switching
Circuit Switching is ideal when data must be transmitted quickly, must arrive in 
sequencing order and at a  constant arrival rate. Thus, for transmitting real time data, such 
as audio and video we use circuit-switching networks. Packet Switching is more efficient 
and robust for data that is bursty in its nature, and can withstand delays in transmission, 
such as e-mail messages, and Web pages. The main difference between Packet 
Switching and Circuit Switching is that the communication lines are not dedicated to 
passing messages from source to destination. In Packet Switching, different messages 
(and even different packets) can pass through different routes, and when there is a "dead 
time" in the communication between the source and the destination, the lines can be used 
by other routers.
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1.5. Future o f the Internet
The Internet has changed much in the two decades since it came into existence. It 
was conceived in the era o f time-sharing, but has survived into the era of personal 
computers, client-server and peer-to-peer computing, and the network computer. It was 
designed before LANs existed, but has accommodated that new network technology, as 
well as the more recent ATM and frame switched services. It was envisioned as 
supporting a range o f functions from file sharing and remote login to resource sharing 
and collaboration, and has spawned electronic mail and more recently the World Wide 
Web. But most important, it started as the creation o f a small band of dedicated 
researchers, and has grown to be a commercial success with billions of dollars o f annual 
investment.
The Internet, although a network in name and geography is a creature o f  the 
computer, not the traditional network o f  the telephone or television industry. It will, 
indeed it must, continue to change and evolve at the speed of the computer industry i f  it is 
to remain relevant. It is now changing to provide such new services as real time transport, 
in order to support, for example, audio and video streams. The availability of pervasive 
networking (i.e., the Internet) along with powerful affordable computing and 
communications in portable form (i.e., laptop computers, two-way pagers, PDAs, cellular 
phones), is making possible a new paradigm of nomadic computing and communications.
This evolution will bring us new applications - Internet telephone and, slightly 
further out, Internet television. It is evolving to permit more sophisticated forms of 
pricing and cost recovery, a perhaps painful requirement in this commercial world. It is 
changing to accommodate yet another generation of underlying network technologies
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with different characteristics and requirements, from broadband residential access to 
satellites. New modes of access and new forms of service will spawn new applications, 
which in turn will drive further evolution o f the net itself. The most pressing question for 
the future o f the Internet is not how the technology will change, but how the process of 
change and evolution itself will be managed. As this paper describes, the architecture of 
the Internet has always been driven by a core group of designers, but the form o f that 
group has changed as the number o f interested parties has grown. We now see, in the 
debates over control o f the domain name space and the form of the next generation IP 
addresses, a struggle to find the next social structure that will guide the Internet in the 
future. At the same time, the industry struggles to find the economic rationale for the 
large investment needed for the future growth, for example to upgrade residential access 
to a more suitable technology. If the Internet stumbles, it will not be because we lack for 
technology, vision, or motivation. It will be because we cannot set a direction and march 
collectively into the future.
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INTRODUCTION TO MULTI PROTOCOL LABEL SWITCHING- MPLS
The Evolution of Internet into a sophisticated, interminable network stimulated 
the new applications in business and consumer markets. With the emergence of 
multimedia and voice on the Internet, the resources of the existing Internet infrastructure 
strain every year [7], in terms of bandwidth and high speed. The constantly increasing 
services on the Internet has driven continuous demand for a network forte, that 
guarantees bandwidth requirements at all times. The Internet core is obviously on 
expansion to meet growing bandwidth demands. The growth in bandwidth demand 
hinders core providers’ ability to add infrastructure. Besides issues of resource 
constraints, another concern is to significantly transport bytes over the backbone to 
provide an efficient class of service' for the diverse requirements o f the users [8], such as 
multimedia applications. To manage the above addressed issue, there is a need to either 
increase the bandwidth of existing circuits or the capacity of the core routers apart from 
adding more core routers. In general, network providers need to be concerned about 
scalability issues, which can escalate the ability to grow the network in all the 
dimensions. This daunting challenge to acquire value added services and the need to
' *The Class o f  Service (CoS) feature enables, providing differentiated types o f  services, satiating a range 
of requirements by supplying desired specified service for each transmitted packet. Service can be specified 
in different ways; for example [Packet classification. Congestion Control]
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utilize an upgrading networking infrastructure led to instigation o f many new 
technologies and more network resources in the past decade.
Multi-Protocol Label Switching (MPLS) [9] is rapidly emerging as an Internet 
Engineering Task Force (IETF), standard intended to enhance the speed, scalability and 
service providing capabilities in the Internet. MPLS uses the technique of packet 
forwarding based on labels, to enable the implementation of a simpler high-performance 
packet-forwarding engine. This also de-couples packet forwarding from routing, 
facilitating to provide varied routing services independent o f  the packet forwarding 
paradigm. The evolution o f this technology in relation to other existing technologies is 
tracked. MPLS based on Label switching offers an ability to build highly scalable 
networks. The greatest strength of MPLS is its coexistence with IP traffic and its reuse o f 
IP routing protocols. It encapsulates the dexterity of routing [10] with the operation of 
switching, thus providing markable relevance to networks with a pure IP architecture as 
well as those with IP and ATM [11] or combination of other Layer 2 technologies.
2.1 Background in Traditional routing 
With the Initial period o f its inception the accomplishment o f data transfer over 
the communication network involved, simple software based router platform with 
interfaces. As the demand for higher speed and the ability to support higher-bandwidth 
transmission rates emerged, devices with capabilities to switch at the Level-2 (data link) 
and the Level-3 (network layer) [9] in hardware had to be deployed. Layer-2 switching 
devices addressed the switching bottlenecks within the subnets o f a local-area network 
(LAN) environment. Layer-3 switching devices helped alleviate the bottleneck in Layer-3
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routing by moving the route lookup for Layer-3 forwarding to high-speed switching 
hardware.
ACCESS NETWORK
B
B
P b^kbone networkB
B BLAN 1
B B
LAN 2
LAN 3
Figure 2.1 Conventional IP based backbone network
Within an IP router, the control function involves mostly route calculation; the 
router uses link-state or distance-vector information contained in routing protocols such 
as OSPF (Open Shortest Path First), IGRP (Interior Gateway Routing Protocol) or BGP 
(Border Gateway Protocol) to update routing tables. This is usually done by a general- 
purpose microprocessor. The protocols based on the algorithms to obtain shortest path in 
the network skip to take into account the jitter control, delay in traffic and congestion 
issues. Relying solely on routing protocols such as OSPF, some paths may become 
congested while others are underutilized.
It became increasingly important to strengthen the ability to reshape and engineer 
traffic dynamically and ensure timely prioritization. Packet Switched networks allows
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remote devices to communicate with each other across high-speed digital links without 
the expense o f individual leased lines. Packet Switching is a technique whereby the 
network routes individual packets o f High-level Data Link Control data between 
different destinations based on addressing within each packet.
2.2 MPLS Label
A label is a short, four-byte, and fixed-length field contained in a message header that 
may be used as key in determining how to forward a protocol data unit. Generally labels 
are locally significant identifiers that are used to identify a Forwarding Equivalence Class 
(FEC). The label, which is put on a particular packet, represents the EEC to which that 
packet is assigned.
0 1 2  3 
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
1 1 1 1 1 1 1 1 1 1 1 1 1 I I
Label 1 B tp  IS! TTL 
1 1 1
Figure 2.2 Pattern for MPLS label 
Label: Label Value (Unstructured), 20 bits
Exp: Experimental Use, 3 bits; currently used as a Class o f Service (CoS) field. 
S: Bottom o f Stack, 1 bit 
TTL: Time to Live, 8 bits
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Upstream and downstream are relative terms in the MPLS world. Upstream is basically 
the direction from which traffic is expected to arrive and downstream is the direction o f  
expected traffic flow. Both these terms applies to a specific forwarding equivalence class. 
The following example further explains this.
10.1.1.0/24
R2
Figure 2.3 Upstream and downstream routers
For FEC 10.1.1.0/24, R1 is the "Downstream" LSR to R2.
For FEC 10.1.1.0/24, R2 is the "Upstream" LSR to R l.
2.3 MPLS Operation 
Because MPLS uses ATM switches [11], it has been wrongly believed that MPLS 
is somehow tunneled through ATM virtual circuits. And because MPLS is connection- 
oriented and can use variable-length "frames" at Layer 2, people who come from a frame- 
relay background consider MPLS to be merely frame relay with a new name. Multi- 
Protocol Label Switching Networks (MPLS) [9] is a  highly efficient scheme for 
forwarding data packets through a communication network. MPLS uses a technique 
known as label switching to forward data through the network. A small fixed format label 
is encapsulated within each data packet on its entry into the MPLS network. Labels
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indicate both routes and service attributes o f the network based. In router networks, the 
label is a separate, 32-bit header. In ATM networks, the label is placed into the Virtual 
Path Identifier A^irtual Channel Identifier (V PW C I) cell header.
In the MPLS core. Label switched Routers (LSRs) read only the label, not the 
network layer packet header. Labels have only local significance between two devices 
that are involved in communication. At each hop across the network, the routing of the 
data packet is based on the value o f the incoming label and eventually issued to an 
outwards interface with a new label value. The path that data traverses through a network 
is defined by the transition in label values, as the label is swapped at each LSR. Since the 
mapping between labels is constant at each LSR, the path is determined by the initial 
label value. Such a path is called a Label Switched Path (LSP). At the ingress to an 
MPLS network, each packet is examined to determine which LSP it should use and hence 
what label to assign to it. Here, the IP packets are classified based on the information 
carried in the IP header o f the packets and the local routing information maintained by 
the LSR and a label is assigned to them. The labels are then distributed to the neighboring 
LSRs, and further associates and distributes till the egress LSR is reached. Each LSR uses 
the label to forward the packet. At each LSR the outgoing label replaces the incoming 
label and the data packet is switched to the next LSR. The process o f switching the label 
is known as Label Swapping. The set of all packets that are forwarded in the same way is 
known as a Forwarding Equivalence Class (FEC). One or more FECs may be mapped to 
a single LSP. Classification and filtering o f the information packet happen only once, at 
the ingress edge. At the egress edge (output routers), labels are stripped and packets are 
forwarded to their final destination.
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VIPLS CONFIGURATION
Figure 2.4 Workstations communicating under MPLS environment
Figure 2.4 depicts two data flows from workstation 2 to workstation 5. LSP is shown 
cormecting LERI and LER 2. LER 1 is the ingress point into the MPLS network for data 
from workstations 1, 2 and 3 respectively. A packet enters the ingress Edge LSR (LER 1) 
where it is processed to determine which Layer 3 services it requires, such as QoS and 
bandwidth management. Based on routing and policy requirements, the Edge LSR selects 
and applies a label to the packet header and forwards the packet. Thus, LER 1 determines 
the FEC for each packet, deduces the LSP to use and adds a label to the packet. LER 1 
then forwards the packet on the appropriate interface for the LSP.
LSR 1 is an intermediate LSR in the MPLS network. It simply takes each labeled 
packet it receives and reads the label on each packet, replaces it with a new one as listed 
in the table, uses the pairing {incoming interface, label value} to decide the pairing
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{outgoing interface, label value} with which to forward the packet and finally forwards 
the packet. This action is repeated at all LSRs, till the time it reaches LER 2.The 
incoming label and corresponding outgoing labels are stored in a table, known as the 
forwarding table. The swapping of label value and forwarding of the packet can be 
performed in hardware. This allows MPLS networks to be built on existing label 
switching hardware such as ATM and Frame Relay. Thus providing a faster mechanism 
as compared to, examining the full packet header to decide the next hop. LER 2 acts as 
egress LSRs from the MPLS network. These LSRs perform the same lookup as the 
intermediate LSRs, but the {outgoing interface, label value} pair marks the packet as 
exiting the LSP. The egress Edge LSR (LER 2) strips the label, reads the packet header, 
and forwards it to its final destination using layer 3 routing. So, if LER 1 identifies all 
packets for ws-5 and appropriately labels them they will be successfully forwarded 
through the network.
In MPLS, data transmission occurs on label-switched paths (LSPs). LSPs are a 
sequence of labels at each and every node along the path from the source to the 
destination. LSPs are established either prior to data transmission (control-driven) or 
upon detection o f a certain flow of data (data-driven). The labels, which are underlying 
protocol-specific identifiers, are distributed using label distribution protocol (LDP) or 
RSVP or piggybacked on routing protocols like border gateway protocol (BGP) and 
OSPF. Each data packet encapsulates and carries the labels during their journey from 
source to destination. High-speed switching of data is possible because the fixed-length 
labels are inserted at the very beginning of the packet or cell and can be used by hardware 
to switch packets quickly between links.
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2.4 MPLS Header
The MPLS forwarding component is based on the label-swapping algorithm. If  the Data 
link layer technology supports a label field (such as the ATM Virtual path 
identifierA^irtual circuit identifier or the Frame Relay DLCI fields), the corresponding 
label field encapsulates the MPLS label. However, if the Data link layer technology does 
not support a label field, the MPLS label is encapsulated in a standardized MPLS header 
that is inserted between the data link layer and IP headers. The MPLS header [9] permits 
any link layer technology to carry an MPLS label so it can benefit from label swapping 
across an LSP.
Layer 2 MPLS IP Header User Data
Header Header
\
/
\
\
MPL5 LABEL CoS bits S
..............  \
TTL bits
20 bits 3 bits 1 bit 8 bits
4 bytes or 32 bits
Figure 2.5 MPLS Header Format
The 32-bit MPLS header contains the label field (20-bits) carrying the actual 
value o f the MPLS label. The CoS field (3-bits), which can affect the queuing and discard 
algorithms applied to the packet as it is transmitted through the network; see Figure 2.5. 
A  single bit stack field that supports a hierarchical label stack. In addition an eight bit 
time-to-live (TTL) field that provides conventional IP TTL functionality.
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2.5 Label Switched paths 
There exists a distributed fashion in which LSPs are controlled in an MPLS 
communication network. Each LSR exchanges a label for each FEC with its both 
upstream (transmission from a Server to an End User) and downstream (End user to a 
Server) LSRs along the path.
Table 2.1 Label Information Base
EEC i N o o m s m c m m (HJfGOIÎfô OUTGOING
LABEL INTERFACE lA&EL ÎNT1 RFACE
5 /' 3 5
L o c a l m u t e r l o c a l i D u t ;
Thus, the downstream node issues a label for the forwarding equivalence class 
and informs its upstream peer. Each LSR creates a table called label information base 
(LIB) that defines the relationship between the link-specific label o f each label-switched 
path and the corresponding FEC. The update in the LIB occurs with the simultaneous 
change in propagation o f data packets from neighboring LSRs. Label-switched path is 
created for each forwarding equivalence class through the MPLS domain. Since each 
node may have many upstream nodes for the same destination or FEC, the label-switched 
paths are typically multipoint-to-point paths. LSP are unidirectional and the labels can 
travel in each direction across the IP Network but always remain downstream with 
relation to the data flow. The Label distribution method [17] that MPLS uses is 
Downstream-on-demand and Downstream unsolicited. The first method allows the LSR 
to request explicitly a label binding for a particular FEC from its immediate neighbor.
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The latter method is used when the LSR wishes to distribute bindings to its neighbors 
without an explicit request. The label binding to FEC is set to all label distribution peers 
in the downstream direction. Label retention, or the ability to maintain the valid labels in 
a lookup table, is handled in one of two methods. In conservative retention, the LSRs 
only maintain those labels, which are from valid next-hop LSRs. All other labels are 
discarded as soon as they are received. This method lets a small label table be maintained 
internally, requiring less RAM and quicker lookups. In liberal retention, LSRs retain all 
the mapping that have been advertised to them, irrespective of, their direct use at the 
moment. This method lets an LSR respond more quickly to change in routing at the cost 
o f wastage o f labels.
2.6 Traffic Engineering 
The Current Internet Gateway Protocols (IGP) uses the shortest paths to forward 
traffic. Using shortest paths conserves network resources, but it causes some resources of 
the network to be over utilized while the others remain under utilized. The shortest paths 
from different sources overlap at some links, causing congestion on those links. The 
traffic from a source to a destination exceeds the capacity of the shortest path, while a 
longer path between these two routers is under-utilized. The purpose of traffic 
engineering [15, 16] is to enhance network utilization and to improve the architecture 
(topology and link capacity) of a network in a systematic way, so that the network is 
robust, adaptive and easy to operate. An efficient traffic engineering solution shares the 
data traffic load with the routers, nodes and switches in the network, making none o f its
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individual components over utilized or under utilized, thus assuring satisfactory service 
delivery and optimizing resource efficiency.
4PLS ATTRIBUTES
ROUTER0UTm4
ROUTER 1
HOST!
ROUTER 9
ROUTER ROUTERS
BOUTfR-2 ROUfEftfi
HOST 2
Figure 2.6 Routing Functionality in MPLS
MPLS has the extended routing capability that supports applications, which requires 
more than destination-based forwarding. Figure.2.6 illustrates that MPLS provides an 
efficient control of network traffic by easing congestions and spreading the load over the 
layer 2 links. There exist services where some links are reserved for certain classes o f 
traffic or for particular set of users. There are two ways to set up a Label switch path 
within a MPLS network, control driven or explicitly routed. Control driven LSP can be 
set up by hop-by-hop routing or LDP (Label distribution protocol), which involves 
setting up a cormection thru UDP and TCP. Second approach is ER-LSP. An Explicit 
route is a small sequence o f hops from ingress to egress LSRs to set up an LSP. This
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explicit route can contain several hops within the set of many nodes, within an MPLS 
environment before emerging to the next hop specified in the Explicit Route.
Explicit routing helps in diversion of network traffic around failed links and helps 
in providing already set up LSP-backup to maintain uninterrupted flow. Explicit routing 
has its significance to force an LSP, which differs from the one offered by the routing 
protocol. Constraint-based Routing (CBR)[16] computes routes that are subject to 
constraints such as bandwidth and administrative policy. Using a combination o f the 
metrics defined for traffic engineering and the capabilities o f routers, constraint-based 
routing substantially reduces the requirements for operator activity necessary to 
implement TE. Because Constraint-based Routing considers more than network topology 
in computing routes, it may find a longer but lightly loaded path better than the heavily 
loaded shortest path. Network traffic is hence distributed more evenly. Traffic 
Engineering RSVP or TE-RSVP and Constrained-Based LDP or CR-LDP developed by 
the IETF MPLS Working Group follows setting ER-LSP.
2.7 CR-LDP -  A Constraint based protocol 
CR-LDP is different from LDP in that the former supports explicit routes and allocation 
o f resources. Thus CR-LDP is only an extended version of LDP specifically designed to 
facilitate constraint-based routing o f LSPs. It does not require the implementation o f an 
additional protocol. It uses existing message structures and only extends as necessary to 
implement traffic engineering. CR-LDP supports strict and loose explicitly routed LSPs. 
UDP is used for discovering MPLS peers and TCP is used for control, management, label
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requests and mapping. This allows it to assume reliable distribution o f control messages. 
The basic flow for LSP setup using CR-LDP is as shown
Figure 2.7 CR-LDP LSP Setup Flow
In Figure 2.7 CR-LDP LSP has been established between ingress and egress 
LERs in a MPLS network. The path has been already decided and is set constrained to 
two specific LSRs. The label requests have been passed down to each downstream device 
in a hop-by-hop fashion to the egress LER and mapping has been passed upstream in 
similar fashion to the ingress LER. This is advantageous, as a particular traffic type (such 
as voice or VPN) can be matched to the optimal path to leverage bandwidth and 
prioritization.
2.8 RSVP and RSVP-TE 
RSVP [14] was engineered to accomplish the creation and maintenance o f 
distributed reservation state across a set of multicast or unicast delivery paths. RSVP 
carries objects in its messages as an important piece o f  information that is delivered to the
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appropriate control modules in a router. Its primary strength lies in its scalability. RSVP 
scales to very large multicast groups because it uses receiver-oriented reservation 
requests that merge as they progress up the multicast tree. The reservation for a single 
receiver does not need to travel to the source o f a multicast tree; rather it travels only 
until it reaches a reserved branch of the tree. While the RSVP protocol is designed 
specifically for multicast applications, it may also make unicast reservations. RSVP uses 
IP datagram (or UDP at the margins o f the network) to communicate between LSR peers. 
It does not require the maintenance o f TCP sessions unlike LDP, but as a consequence of 
this it must handle the loss of control messages. MPLS traffic engineering by means of 
TE-RSVP proposes using extensions to the existing RSVP protocol. Using TE-RSVP 
does not mean that a full implementation o f RSVP is required to be run on each Label 
Edge Router (LER) or Label Switch Router (LSR) within an MPLS aware network. An 
LER or LSR only requires the extensions to be able to support MPLS explicit routing. 
TE-RSVP is a "soft state” protocol and uses UDP or IP datagrams as the signaling 
mechanism for LSP setup communications, including peer discovery, label requests and 
mapping and management. [15,18]. Current research within the RSVP project is focusing 
on designing RSVP to use routing services that provide alternate paths and fixed paths. 
RSVP provides opaque transport of traffic control and policy control messages, and 
provides transparent operation through non-supporting regions. Table 2.2 provides an 
extensive difference between CR LDP and RSVP on the basis o f below mentioned 
parameters [19].
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Table 2.2 Differences between CR LDP and RSVP
CR-LDP RSVP E-RSVP
Protocol Objective Created to 
enable LSP 
set up for 
reliable end- 
to-end
differentiated 
service in 
MPLS 
networks
Established to 
support soft state 
resource 
reservation of 
integrated 
services o f  IP 
networks
Proposed with 
modifications 
to support 
differentiated 
services with 
RSVP for 
MPLS 
networks.
Network Positioning Designed for 
carrier 
backbone 
networks.
Designed for 
edge and host 
services
Revised design 
for backbone 
networks
Differentiated services Supported Not Supported Supported
Routing types Strict, loose, 
pinned
Strict, loose, no 
pinning
Strict, loose, 
pinned
Scalability Good Poor Marginal
User Security Low Low Low
LSP state Hard Soft Soft
LSP state refresh None Periodic, all 
nodes
Periodic, all 
nodes
Resource Request By sending 
LER
By Receiving 
LER
By Receiving 
LER
LSP set up action Forward
downstream
Backward
upstream
Backward
upstream
LSP architecture Sink tree Source tree Source tree
LSP failure detection Reliable Unreliable Unreliable
LSP failure recovery Local and 
Global
Local and 
Global
Local and 
Global
Failure recovery traffic Low High, all nodes High, all nodes
Multipoint LSP merging Yes Yes Yes
Multicasting LSP set up No Yes No
Loop prevention Yes Yes Yes
Path Rerouting Yes Yes Yes
Path preemption Yes Yes, but not 
reliable
Yes, but not 
reliable
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2.9 Simulation Results
Figure 2.8 Topology -MPLS Environment
Figure 2.8 depicts a topology that was used to simulate MPLS scenario in OPNET 
Simulator. It uses 8 Label switched routers and 5 edge routers. LSP is set between the 
locations LA to NY. The simulation is run for the same scenario, with both CR-LDP and 
RSVP protocols independently. The expected results were focused on LSP delay, LSP set 
up time and number o f bits sends through LSP. The results are shown in figure 2.9, figure
2.10 and figure 2.11.
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Figure 2.9 LSP traffic-in, bits/second through LSP for 45 minutes of run time simulation
In the above simulation result, the status for both the protocol almost overlaps, 
showing the data traffic in bits entering LSP for the complete run time. However in both 
the cases, performance is matching.
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CR-LDP SCENARIO 
SVP SCENARIO
X A XIS: RUN TIME IN MINUTES Y AXIS: LSP SET UP TIME IN SECONDS
Figure 2.10 LSP set up time- the time it took to set up the LSP
Fig. 2.10 involves comparison for both the protocols under the condition to measure 
LSP set up within a chosen model. It infers that, it takes less time to set up a Label 
Switch path, for constrained based Label distribution protocol (CRLDP)
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Figure 2.11 LSP Delay per second
Simulation results for the figure 2.11 shows the comparison of the delay in setting 
up LSP for the desired path. It shows that the difference between the two protocols in 
terms LSP delay varies. Almost similar functionality has been accomplished in the 
establishment o f traffic-engineered paths, using both the protocols. A detailed study o f 
the various traffic engineering algorithm and different protocols used were studied. Each 
one o f the protocols has its strengths and weaknesses. There has been a need for an 
extensive enhancement in a protocol that supports the functioning of MPLS more 
efficiently. As both CR-LDP and TE-RSVP evolve they will offer more and more
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similar functionality. As with all new protocols there is still a fair amount of work to be 
accomplished.
Table 2.3 Setting up an LSP with Constraint based Label Distribution Protocol
Path LSP Delay
LSP LSP 
Recovery Time 
(seconds)
LSP SetUD LSP Traffic in LSP Traffic Out LSP
Utiiization(seconds) Time (seconds) (bitsfsec) (oackets/sec)
Birmingham- 
Seattle
0.0109 0 0.0313 1,084,857 93.2 0
Houston - San 
Jose
0.0087 0 0.0249 1,013,249 87.7 0
Los Angeles - 
New York
0.0108 0 0.0309 1,010,952 87.8 0
Los Angeles - 
Seattle
0.0066 0 0.0189 1,012,732 87.4 0
San Jose - 
Tampa
0.0122 0 0.0347 1,011,211 87.7 0
The contents o f table 2.3 [Report generated from OPNET Simulation tool] depicts the 
setting up of LSP and the parameters involved are:
• LSP Setup time- [Total time taken from source A to Destination B]
• LSP Delay- [Total projected delay for setting LSP from source to Destination
• Label set up recovery time - [Time it takes to recover the path, if  link fails]
• LSP Traffic in- Number of bits per second for traffic to get into an LSP
• LSP Traffic out- Number o f packets per second for traffic to get out o f LSP
• LSP utilization- This is a transient LSP [parameter explicitly chosen], its 
utilization is zero
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Figure 2.12 Experimental Results of flow of data in bits per second for different sources
and destinations
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Figure 2.13 Point-to-Point throughput (packets/second) 
[OPNET network simulator at Department o f EE at UNLV]
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2.10 Focus of research
2.10.1 Concept of Loop Formation in MPLS 
The distributed fashion of setting up the labels and formation of data tunnels for the 
assigned FEC’s is a highly sophisticated mechanism, involving great dexterity on the part 
o f Label switched Routers. The asynchronous behavior o f Label switched routers and 
Link failures in the chain of routers or hubs, sometimes causes control path to jump into 
an oblivious loop behavior, which results in an establishment of a Label switched path 
along the routing loop, until it breaks of itself. Control packet needs to be discarded once 
this behavior is detected or halted to be re-routed from an alternate path. In MPLS 
scenario, since the labels are distributed and the path for the data packets is set 
beforehand, the loop formation occurs at the control path.
The phenomenon of detecting, repairing and preventing loop formation within the 
existing framework involving least damage to network throughput and overall 
performance is therefore needed. Discussion o f these issues forms a large part o f the 
Framework document at MPLS Work Group. Ohba [12] addressed the problem of Loop 
Detection and stressed the need to eradicate loop survival in MPLS networks. Currently 
two loop prevention algorithms have been proposed to the IETF [13], which is path- 
vector/ diffusion algorithm and colored thread algorithm.
The mechanism for the loop detection and prevention establishes running a thread 
hop-by -hop before the labels are distributed inside a MPLS cloud. With the passage of 
the each next hop, a distributed procedure is executed within the thread mechanism 
[Explained in chapter 3]. Further advancements in this particular field require simulating 
the loop formation, loop detection, loop prevention and further enhancement in the
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existing algorithms or setting up new ones. The present work in this thesis is a 
contribution to the existing loop prevention mechanism, that can help augmenting the 
router efficiency and stresses need to switch to different MPLS clouds on desired basis 
[Explained in chapter 3]. This work is in compliance to RFC 3063 [13] guidelines.
The Focus o f  this chapter was on the switching o f Traffic through ubiquitous 
networks inside Internet and setting up the background for an effective Solution for fast- 
routing and efficient switching practices. This Chapter also introduced the concept of 
Multiprotocol label switching and its importance to the real world and a background of 
the present work. Chapter 2 introduced the existing algorithms for loop detection and 
involves examples from real world. Chapter 3 deals with the Current work and the 
simulation results are dealt with in chapter 4. Conclusions and Future directions are dealt 
with in chapter-5.
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LOOPS IN MPLS
3.1 Background
The issue o f transient loops for large router networks is currently addressed with 
utmost importance in MPLS environment. Pertinent information about forwarding data 
packets needs to be established by each node, within a network. A network performance 
can remarkably degrade due to existence of an undesirable loop. The occurrence o f loop 
formation in MPLS is generally a less frequent phenomenon, but needs to be dealt with a 
higher order o f precision to avoid abrupt data losses. There are several solutions to loop 
problem in MPLS, such as loop prevention, loop detection, and loop mitigation. The loop 
avoidance mechanism should not be too complex to devour the router’s computational
power by gulping the router’s memory. Rather, it should be simple and effective.
Currently, two loop prevention algorithms have been proposed to the Internet engineering 
Task force- (IETF), which are colored thread algorithm and path-vector/ diffusion 
algorithm. This chapter sheds light on the following:
• How the loops get formed
• How the related algorithm supports the loop avoidance
• What the aspects of Colored thread algorithm are, within the Intranet
37
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Making this algorithm more efficient in an Intranet environment is proposed with 
detailed simulation results in the following chapter.
3.2 Loop formation in MPLS 
The loop formation within the nodes or routers is an unfavorable phenomenon. 
With the flow of data packets, each node needs to be updated and synchronized, 
according to any of the existing routing algorithm, such as shortest path between nodes or 
less congested path backbone. The inconsistency in refreshing the routing information 
causes loops to get formed and data packets move within the loop without reaching the 
destination. If  loop formation is not controlled, it will lead to control packet looping, 
where packets used for establishing an LSP continue to be forwarded hop by hop along 
the routing loop until the routing loop breaks.
Contention-Loss of Control Path
A
Figure 3.1 Simple Loop formation
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Figure 3.1, shows a network with multiple paths existing from a source (S) to a 
destination (D) at any given time. We use a shortest Path algorithm, considering the 
distance from LSR A (source) to LSR I (destination). In MPLS, a control path is 
generated before the actual data can be transmitted. In this control path, the task of label 
assignment [9] and label distribution is accomplished. Considering the output o f this 
algorithm, the path A-B-E-F-I from LSR A to LSR I is the shortest one. This particular 
structure can be extended to any generalized case in the cluster o f networks, as the weight 
between any two nodes is the major factor in resolving the actual shortest path. This 
determination o f the shortest path is addressed in the following section of this chapter.
At this point, it should be noted that the data flow has not yet taken place; it is just 
the label assignment, which gets initiated. Theoretically, all the router nodes should get 
refreshed simultaneously and in synchronization with real time. Assuming that a link 
between LSR-F and LSR-I fails, some data packets destined for LSR-I have already 
departed from node A to F. Node F would have to send back the control packets and has 
to reroute it from a different path, which should be the shortest o f all available paths. 
Now LSR-F takes another short path: F-E-B-A-G-H-I. However, LSR-B may still stick to 
the previous shortest path, without knowing the failure between LSR-F and LSR-I. In this 
case, LSR-B continues to send control packets towards LSR-E and LSR-F. On the other 
hand, LSR E tends to send the control packets towards LSR-B. Thus a loop gets formed 
between LSR-B and LSR-E, resulting in a loss o f the control path. Though this loop 
occurrence is rare and transient, it has to be removed for an efficient set-up of a label path 
and later the data path, which results in an efficient flow of data. Furthermore, without 
any loop avoidance algorithm installed, it should be noted that as the loop gets larger and
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more complex, it takes more time for the system to trace it manually and to come out of 
the loop. Figure-3.2 reveals a complex loop formation for the previous network, which 
has the shortest control path from LSR-A (S) to LSR-I (D): A-B-E-F-I.
Figure 3.2 Complex Loop formation
If a link between LSR-F and LSR-I fails, some of the data packets destined for 
LSR-1 have already departed from node A to F. In this case, the LSR’s A, B, E and F 
have been refreshed and understand the failure o f link F-I. The rerouting takes place from 
F-E-B-A-G-H-I. Furthermore, we assume that LSR G is not refreshed at this time, and in 
its information database {LSR-G’s}, the shortest path from G-I is G-E-F-I. As soon as 
the rerouting takes place, the control path follows F-E-B-A-G and towards E-F-I, which 
results in the formation of a complex loop G-E-B-A. The next two sections explain the 
shortest path-Dijkstra’s algorithm [5] and Colored thread algorithm [3,4] proposed to 
IETF (Internet engineering Task Force). It is noteworthy to mention here that RFC 3063 
[3] defines an experimental protocol and does not specify an Internet standard of any 
kind. The proposal to improve the efficiency of the Colored thread algorithm is included 
in this thesis.
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3.3 Dijkstra's Shortest Path Algorithm
3.3.1 Shortest Paths
The best way of getting from Source S to destination D, where S and D are the 
vertices in a network, is either to choose the shortest or fastest route. These two 
problems may yield different solutions, but both are the shortest path problems. The 
shortest route from one node to another represents the actual weight o f the network 
sector, while, the fastest route signifies the time it would take to reach from S to D. 
Both results have different applications as desired by the need of the network. The flair 
of calculating the shortest path is, however, to forward the significant information 
packets from source to destination. The consideration for a successful transmission of 
data packets include, extracting maximum throughput in the available network with the 
least control congestion and an optimal path in time and distance.
Dijkstra's technique [20] is most frequently used in networks to solve this 
problem of forwarding the packets to a destination in minimum time and therefore 
increasing the throughput o f the underlying networks. As we know, when a packet is 
passed from one router to another router (say destination), it passes through different 
routers present in the network. These routers maintain a table (Library information base) 
o f  all the stations connected to it. Looking at the address o f the destination from the 
header of each packet, it decides how to forward the packet, taking the minimum shortest 
path and the cost.
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NETWORK B
NETWORK C
NETWORKA
NETWORK D
Figure 3.3 Weight of the node
A network diagram is shown in Figure 3.3 where each node is acting as a Switch/ 
Router, further connected to different networks (say LANs). These routers are labeled as 
A, B, C, and D. Each router computes its routing table directly from the Link-state- 
packet, which was collected using a realization of Dijkstra's algorithm called the forward 
search algorithm. Specifically, each switch maintains two lists, known as Tentative and 
Confirmed. Each of these lists contains the set of entries of the form (Destination, Cost, 
NextHop). Dijkstra's algorithm creates tags associated with vertices. These tags represent 
the distance (cost) from the source vertex to that particular vertex. Within the graph, there 
exist two kinds of tags: temporary and permanent. The temporary tags are given to
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vertices that have not been reached. The value given to these temporary tags can vary. 
Permanent tags are given to vertices that have been reached and their distance (cost) to 
the source vertex is known. The value given to these tags is the distance (cost) o f  that 
vertex to the source vertex. For any given vertex, there must be a permanent tag or a 
temporary tag, but not both
The algorithm is performed in the following manner:
1. Initialize the confirmed list with each entry for myself; this entry has a  cost o f  0.
2. For the node just added to the confirmed list in the previous step, call it node-Next 
select its Link-state-packet.
3. For each neighbor (Neighbor) o f next, calculate the cost (Cost) to reach this Neighbor 
as the sum of the cost from myself to Next and from Next to Neighbor.
• If Neighbor is currently on neither the Confirmed nor the Tentative list, then 
add (Neighbor, Cost, NextFIop) to Tentative list, where NextHop is the direction I 
go to Next.
• If Neighbor is currently on the Tentative list, and the cost is less that the currently
listed cost for Neighbor, then replace the currently entry with (Neighbor, Cost,
NextHop), where NextHop is the directed I go to reach Next.
4. If the Tentative list is empty, stop. Otherwise, pick the entry from the tentative list with 
the lower cost, move it to the Confirmed list, and return to step 2.
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Table 3.1 Range of different Edge cost
Step Confirmed Tentative Comments
1 (D,0,-) Since D is only new member o f the confirmed list, 
look at its LSP.
2 (D,0,-) (B,11,B)
(C,2,C)
D ’s LSP says we can reach B through B at the 
cost 11, which is better than anything else on 
either list, so put it on tentative list; same for C.
3 (D,0,-)
(C,2,C)
(B,11,B) Put the lowest cost member o f Tentative ( c ) onto 
confirmed list. Next examine LSP of newly 
confirmed member (C ).
4 (D,0,-)
(C,2,C)
(B,5,C)
(A,12,C)
Cost to reach B through C is 5, so replace 
(B,11,B).
C’s LSP tells us that we can reach A at cost 12.
5 (D,0,-)
(C,2,C)
(B,5,C)
(A,12,C) Move lowest cost member o f  Tentative (B) to 
Confirmed, then look at its LSP.
6 (D,0,-)
(C,2,C)
(B,5,C)
(A,10,C) Since we can reach A at cost 5 through B, replace 
the Tentative entry.
7 (D,0,-)
(C,2,C)
(B,5,C)
(A,10,C)
Move lowest cost member o f Tentative (A) to 
Confirmed.
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In Table 3.1, the network has a range o f different edge cost. The table under the 
network diagram traces the steps for building the routing database from node D (see 
figure 3.3). This algorithm determines the shortest paths from a node to all other vertices 
in a weighted, directed graph with nonnegative edges. In this particular implementation, 
the graph must be cormected. The algorithm works by asking the user to enter the initial 
node/vertex say "A" and then asking the user to enter the final node say "G". Accordingly 
this program calculates the minimum shortest path for reaching A->G and also calculates 
the cost o f the minimum path. Here, in this program the weights between each node have 
been fed in the Java program and the assignment of weights changes with every new 
problem, thus making it a generalized problem for all the networks.
The algorithm starts at a given node. (Assume node A). It initializes a data 
structure with the distances from the initial node to all the other nodes. If a certain node is 
unreachable directly from the initial node then infinity is stored as the distance. Once the 
distances are stored, the edge with the minimum distance is extracted and the node, which 
is on the other end of this edge, is stored with the initial node. This addition of another 
node changes the distances, so all the distances must be recalculated from the new node. 
If  this new distance is less than the previously stored distance then the old distance is 
overwritten with the new distance. This process of adding a node and recalculating the 
distances is continued until there is a path from the initial node to all the other vertices. 
At the end, there is a list o f all the edges that make up the shortest path from the initial 
node to each of the other vertices.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
46
3.3.2 Shortest Path Example
E I01S
Number of nodes in a Graph: |6 nodes
Starling node » :
Calculate ail paths starting with node: P
Ending node :
NODE BEHAVIOR IN A GENERALIZED NETWORK
INODE I D ! ----------------------------------------------------------A
IIP  ADDRESS I ---------------------------------------------------- B
I INGRESS/EGRESS FLAG I -----------------------------------C
I PREVIOUS node! ---------------------------------------------- D
I NEXT node! ------------------------------------------------------ E
I PREVIOUS INTERFACE!------------------------------------- F
iNEXr INTERFACE!---------------------------------------------G
ILINK UP/DOWN ! ---------------------------------------------- H
! BANDWIDTH ! ------------------------------------------------------ 1
A B C D E F G H
0 203 192 111.22 1 0 2 0 1 1
1 211 191 6. 3.21 0 25 2 0 0 1
2 152 104 203.41 0 25 3 1 2 1
3 2 34 124 215.18 0 27 5 2 3 1
4 132 187 169.61 0 27 5 0 0 1
5 161 174 191.22 0 28 7 3 4 1
6 218 171 91.146 0 30 7 0 0 1
7 214 222 60.133 1 30 -1 4 0 1
Figure 3.4 Node behaviors in a generalized network
Figure 3.4 shows the parameters in a network, which are taken into consideration 
while finding the shortest distance between the source and the destination. For a network
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(say LAN) that is connected to the Internet through routers, it is necessary for the router 
to know the range of IP addresses o f both source as well as the destination.
Number of nodes in a Graph: |9 nodes
Starting node » : |a_J Ending node »: [T
Calculate ail paths starting with node: [Â I
- 1 5 . . . -  . . . . . . . . . . .  H
A -B -C -l i s  t h e  S h o r t e s t  P a t h  t o  
r e a c h  f r o m  A  to  I o u t  o f  a ll t h e  
r a n d o m l y  g e n e r a t e d  d i f f e r e n t  
w e i g h t s  f o r  t h e  a b o v e  n e tw o r k  I
C a l c u l a t i n g  P o t e n t i a l  R o u t e r  P a t l i  f r o m  A  t o  I  :
A B - C - I  - : : - : i s  t h e  S h o r t e s t  P a t h  f o r  t h e  L S P  a n d  t h e  : : : : T o t a l  D i s t a n c e  2 1
Figure 3.5 Example o f Generated Shortest Path
Figure 3.5 shows the implementation o f Dijkstra’s Algorithm. Here a randomly 
weighted node structure has been generated, where the user is asked to input the source 
and destination nodes. Once the source and destination has been fed to the Java Frame, it
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runs the algorithm and calculates the optimal shortest path. It must be noted that the Java 
Program is generating the random node weights for every case, it is considered to be the 
generalized network and can be extended to any desired network, within or outside the 
MPLS Cloud.
3.3.3. Pseudo-code for Dijkstra’s Algorithm
• For each vertex V in the set o f vertices V
• Do Set the distance from the vertex to the source equal to infinity 1
i.e. do d[v]<- infinity
• Set the distances from the source to the source equal to 0 i.e. d[s]<- 0
• F<-0
• Place all vertices in the graph into Priority Queue say 'Q' i.e. Q<- V
• Check while Q is not empty i.e. Q= 0
• Do extract the minimum vertex from Q and assign it to 'u' i.e. do u<- ExtractMin
(Q)
• F<-FU {u}
• For each vertex (v) in the set o f adjacent vertices to u.
• Check if (distance from source for v) > (distance from source to u) + (wt. of 
edge from u->v) i.e. if  d[v]>d[u]+w(u, v)
• Then assign the sum of (distance from source u)+(wt. of edge from u->v) to the 
distance stored for v to the source i.e. then d[v]<-d[u]+w(u, v)
The shortest path scheme begins by initializing any vertex in the graph (vertex A, for 
example) a  permanent tag, and all other vertices a temporary tag with the value of 0.
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The algorithm then proceeds to select the least cost edge connecting a vertex with a 
permanent tag (currently vertex A) to a vertex with a temporary tag (vertex B, for 
example). Vertex B's tag is then updated from a temporary to a permanent tag. Vertex 
B's value is then determined by the addition o f the cost of the edge with vertex A s 
value. The algorithm then proceeds to select the least cost edge connecting a vertex 
with a permanent tag (currently vertex A) to a vertex with a temporary tag (vertex B, 
for example). The next step is to find the next least cost edge extending to a vertex 
with a temporary tag from either vertex A or vertex B (vertex C, for example), change 
vertex C's tag to permanent, and determine its distance to vertex A. This process is 
repeated until the tags o f all vertices in the graph are permanent.
3.4 Colored Thread Algorithm 
RFC 3063 [13] addressing Colored Thread algorithm is categorized as an 
experimental standard  ^ and currently is the part of research and experimental effort. In 
this section a mechanism for generating a thread is explained and the basic thread actions 
are explained [12,13]. The examples showing the launch and the end o f threads have been 
explained in the following subsections. The importance o f thread mechanism is addressed 
and its relevance to the current loop prevention scheme is discussed in detail.
■ The "Experimental" designation typically denotes a specification that is part o f  some research or 
development effort. Such a specification is published for the general information o f  the Internet technical 
community and as an archival record o f  the work, subject only to editorial considerations and to 
verification that there has been adequate coordination with the standards process. An Experimental 
specification may be the output o f  an organized Internet research effort (e.g., a Research Group o f  the 
IRTF), an IETF Working Group, or it may be an individual contribution. [lETF-RFC memo].
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3.4.1 Thread attributes 
A thread is a sequence o f messages used to set up an LSP, in the "ordered downstream- 
on-demand" (ingress-initiated ordered control) style. There are three attributes related to 
threads. They may be encoded into a single thread object as:
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0  1 2 3 4 5 6 7 8 9 0 1
+ Color +
1 I
I Hop Count I TTL | Reserved |
3.4.2. Thread Color
The sole purpose of assigning a color to respective threads is to assign a unique entity 
to the path control message. Since the color has to be unique in time and space, thus 
ensuring the interface between the LSRs to be unique. When the thread is allowed to pass 
through LSRs, these unique colors will be assigned to each interface and the results be 
stored and maintained by the nodes. It should be noted that a thread be called transparent, 
when all the fields in it, are zeroes and is reserved for stalling o f thread.
C0L0R=1P ADDRESS + UNIQUE IDENTIFIER 
A 16 bit unique number is selected on the random basis, and is allowed to be 
incremented it by a fixed interval, thus by enabling color to be unique and to ensure that
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while working with independent nodes, the color do not gets repeated. In this method, 
the initial event identifier is either selected at random or assigned to be larger than the 
largest event identifier used on the previous system incarnation.
Figure 3.6 Threads of different Colors
3.4.3 Thread TTL
A TTL (Time To Live) field is added to a thread, whenever, a node creates a path 
control message. This TTL field, decrease with one bit of each hop. To prevent the 
unnecessary looping actions in a network, the message should not be forwarded when, 
TTL reaches 0. The time to live is set by the sender to the maximum time the thread is 
allowed to be in the network. If  the thread is in the Internet system longer than the time 
to live, then the thread must be destroyed. The field must be decremented by 1. The time 
is measured in units o f seconds (i.e. the value 1 means one second). Thus, the maximum 
time to live is 255 seconds or 4.25 minutes.
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Figure 3.7 Hop Count and Time to Live
3.4.4 Thread Hop Count 
Thread hop count is the field, which starts from a minimum value (say 1), from 
the ingress node, and keeps on increasing uniformly (by 1), with each hop change. When 
the ingress node assigns a hop count of 1 to its downstream link, it stores this value and 
jump to the next LSR, and it happens for all the LSRs in the network. When a loop is 
found, a special hop count value= (OXFF) is assigned, which should be larger than 256 
[corresponding decrementing TTL value]. When the same colored thread is received on 
multiple incoming links, or the same thread color was assigned to the node again, it is 
said that the thread forms a loop. A network manager can judge whether it assigned the 
received thread color by checking the IP address part o f the received thread color.
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3.5. Primitive threads actions 
A thread is said to form a loop when the thread of same color is received on an 
incoming link of the router. A thread creator can detect it, by checking the IP address 
field o f the LSR. The basic thread actions to prevent LSP loops include "thread 
extending", "thread rewinding", "thread withdrawing", "thread merging", and "thread 
stalling". The main body of the algorithm is described in Chapter 4.
3.5.1 Thread Extending
Extension of thread plays a pivotal role in color thread algorithm [13]. Before setting up a 
Label Switched path and assigning the respective labels to each LSR, a thread, needs to 
be extended from the source node to the destination node. The thread creation starts from 
the ingress node and ends at the egress node. Each respective node from source till 
destination creates a thread, assign color and extends it downstream. The color and the 
hop count of each thread, becomes the color and hop count o f the outgoing link. In other 
words, for the ingress node, the hop count is set to be 1 ; the TTL field is set to be its 
maximum value, 256. The color assigned to the thread is the concatenation o f the ingress 
node’s IP address and a unique identifier field. It should be noted here with utmost 
importance that every time a node receives a thread and extends it downstream, it may or 
may not change color of the thread. While extending a thread, the node will change the 
color o f thread, if  the next node is a new node and has not been assigned with any color. 
This thread extends with the changing color. Color of thread will not get changed if the 
next hop has already been assigned a color in the network for a particular LSP set up.
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H READ 
EXTENDING
Figures.8 Thread Extending
3.5.2 Thread Merging
Thread merging is basically merging of two or more threads to a single outgoing link. It 
happens a LSR ‘L’ receives a colored thread, but the outgoing thread from LSR ‘L’ is 
always colored. In this case LSR’L’ merge the incoming thread, thus ensuring no 
message is send downstream. Merging also takes place, if a link has more number of 
incoming threads.
For a thread to be merged on LSR’L ’, the following conditions should hold true:
•  LSR’L ’ should not be an egress node
•  Outgoing Link o f LSR’L’ should be colored
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•  The hop count for outgoing thread for LSR L should be at least one greater than 
the hop count of the incoming thread to LSR L
•  Incoming thread to Link ’L ’ should be colored
3.5.3 Thread Stalling
When a colored thread is received, if the thread forms a loop, the received thread 
color and hop count are stored on the receiving link without being extended. This is the 
special case o f thread merging applied only for threads forming a loop and referred to as 
the "thread stalling", and the incoming link storing the stalled thread is called "stalled 
incoming link". A distinction is made between stalled incoming links and unstalled 
incoming links.
3.5.4 Thread Rewinding 
When a loop-free condition is satisfied and the thread reaches the desired node 
(destination), an acknowledgement needs to be passed towards the node, where the thread 
was initially generated. It follows exactly the same path extend the thread in reverse 
direction and thus it is called rewinding the extended thread. Figure 3.8 shows an 
example of thread rewinding.
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THREAD REW NDiNG
Figure 3.9 Thread Rewinding
While rewinding, all the parameters are set to be null. In other words the color of all the 
threads are made transparent. Furthermore it ensures that the network is ready to be 
assigned with labels to set up a loop free LSP.
3.5.4.1 Loop free condition 
The loop-free condition in an MPLS network is:
• A colored thread is received by the egress node, OR
• All of the following conditions hold:
1. A colored thread is received by the destination node, AND
2. Destination node’s outgoing link is transparent, AND
3. Destination node’s outgoing link hop count is at least one greater than 
the hop count o f the newly received thread.
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When a node rewinds a thread, which was received on a particular link, it changes 
the color o f that link to transparent. If there is a  link from node M to node N, and M has 
extended a colored thread to N over that link, and M determines (by receiving a message 
from N) that N has rewound that thread, and then M sets the color o f its outgoing link 
to transparent. M then continues rewinding the thread, and in addition, rewinds any other 
incoming thread, which had been merged with the thread being rewound, including 
stalled threads. Each node can start label switching after the thread colors in all 
incoming and outgoing links becomes transparent. Note that transparent threads are 
threads which have already been rewound; hence there is no such thing as rewinding a 
transparent thread.
3.5.5 Thread Withdrawing
It is possible for a node to tear down a path. A node tears down the portion o f the 
path downstream of itself by sending teardown messages to its next hop. This process is 
known as the "thread withdrawing". The thread algorithm is well suited for use with both 
the ordered downstream-on-demand allocation and ordered downstream allocation. The 
path-vector/diffusion algorithm, however, is tightly coupled with the ordered downstream 
allocation.
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3.6. Examples of primitive thread actions
[Color .Hopcount] 
[RED, Oil
Figure 3.10 Thread extending at leaf node 
Each LSR stores the information about each thread and keeps record of the hop 
count and the color assigned to it. There is a lot o f information stored in these LSR’s, but 
for the thread actions, the basic attributes are the:
•  Tliread Color, and
• Thread hop count
The following notations are used to illustrate examples of primitive actions defined for 
threads. A pair o f thread attributes stored in each link is represented by (C, H)", where C 
and H represent the thread color and thread hop count, respectively. Thread marked 
indicates that it is created or received now. A thread marked indicates that it is 
withdrawn now. Link labeled with squared brackets (e.g., "[a]") indicates that it is an 
unstalled link. A link labeled with braces (e.g., "{a}") indicates that it is a stalled link. 
Fig. 3.9 shows an example in which a leaf node A creates a blue thread and extends it 
downstream.
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3.7 Thread Control Block
Thread control block (TCB) is maintained per LSP at each node and may contain the 
following information:
1. FEC
2. State
3. Incoming links
Each incoming link has the following attributes:
• Neighbor: upstream neighbor node address
• Color: received thread color
• Hop count: received thread hop count
• Label
• S-flag: indicates a stalled link
4. Outgoing links
Each outgoing link has the following attributes:
• Neighbor: downstream neighbor node address
• Color: received thread color
• Hop count: received tliread hop count
• Label
• C-flag: indicates the link to the current next hop
If  a transparent thread is received on an incoming link for which no label is 
assigned yet or a non-transparent color is stored, discard he thread without entering the 
FSM. An error message may be returned to the sender. Whenever a thread is received on 
an incoming link, the following actions are taken
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Store the received thread color and hop count on the link, replacing the old 
thread color and hop count, and
Set the following flags that are used for an event switch within "Received 
thread" event
3.8 Conclusion
The same thread algorithm is applicable to both LSP loop prevention and 
detection. In loop prevention mode, a node transmits a label mapping (including a thread 
object) for a particular LSP only when it rewinds the thread for that LSP. No mapping 
message is sent until the thread rewinds. On the other hand, if a node operates in loop 
detection mode, it returns a label-mapping message without a thread object immediately 
after receiving a colored thread. A node, which receives a label-mapping message that 
does not have a thread object, will not rewind the thread.
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CHAPTER 4
EXTENSION OF THREAD ALGORITHM
The proposed Algorithm detects and resolves all kinds of loops within a finite 
time. This chapter proposes a general method to avoid loops in a comparatively smaller 
network within a MPLS cloud. This proposal is in conjunction with the colored thread 
algorithm [13], and addresses the issues o f efficiency in both time and memory usage in 
setting up the Label switched paths (LSPs). This is valid for both unicast and multicast 
label set up. The approach taken is to use the global variables, instead of IP addresses. 
The scheme is loop prevention scheme, thus, ensuring loop detection and loop mitigation. 
Furthermore, a suggestion o f  assigning the labels, while rewinding the thread is been 
explained, which could substantially reduce the LSP set up time and add to the efficient 
thread mechanism
4.1. Scope and Uniqueness o f Labels 
A given LSR S may bind label LI to FEC F, and distribute that binding to label 
distribution [9] peer T l. S may also bind label L2 to FEC F, and distribute that binding to 
label distribution peer T2. Whether or not LI =  L2 is not determined by the architecture; 
this is a local matter. A given LSR S may bind label L to FEC FI, and distribute that 
binding to label distribution peer T l. S may also bind label L to FEC F2, and distribute
61
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that binding to label distribution peer T2. If (And Only If) S can tell, when it receives a 
packet whose top label is L, whether the label was put there by T l or by T2, then the 
architecture does not require that FI =  F2. In such cases, we may say that S is using a 
different "label space" for the labels it distributes to T l than for the labels it distributes to 
T2. In general, S can only tell whether it was T l or T2 that put the particular label value 
L at the top of the label stack if  the following conditions hold:
• T l and T2 are the only label distribution peers to which S distributed a binding of 
label value L, and
• T l and T2 are each directly connected to S via a point-to- point interface.
When these conditions hold, an LSR may use labels that have "per interface" scope, 
i.e., which are only unique per interface. We may say that the LSR is using a "per- 
interface label space". When these conditions do not hold, the labels must be unique over 
the LSR, which has assigned them, and we may say that the LSR is using a "per- platform 
label space." If  a particular LSR S is attached to a particular LSR Ru over two point-to- 
point interfaces, then S may distribute to Ru a binding of label L to FEC F I, as well as a 
binding o f label L to FEC F2, FI = F2, if and only if each binding is valid only for 
packets which Ru sends to S over a  particular one o f the interfaces. In all other cases, S 
MUST NOT distribute to Ru bindings of the same label value to two different FECs. This 
prohibition holds even if the bindings are regarded as being at different "levels o f 
hierarchy". In MPLS, there is no notion of having a different label space for different 
levels of the hierarchy; when interpreting a label, the level of the label is irrelevant. The 
question arises as to whether it is possible for an LSR to use multiple per-platform label
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spaces, or to use multiple per-interface label spaces for the same interface. This is not 
prohibited by the architecture. However, in such cases the LSR must have some means, 
not specified by the architecture, of determining, for a particular incoming label, which 
label space that label belongs to. Per-interface label space means each interface of an 
LSR has its own label space. Therefore different interfaces of an LSR can use exactly the 
same label for different bindings. While per-platform label space means an entire LSR 
uses only one label space. Therefore different interfaces of that LSR can't use the same 
label, and a label must be used for only one unique binding. Now we may ask what is the 
use of per-platform label space. Consider two peer LSRs non-directly connected to each 
other (e.g. connected via a network), in this case the down stream LSR doesn't know in 
advance that from which o f its interfaces the labeled packets will arrive from upstream 
LSR. Therefore assigning a unique label to a binding (per-platform label space) can solve 
this problem.
4.2 Label Space
If a standard IP-based router can decide internally where a packet needs to be sent 
in order to reach a destination, then that router only has to have one address for every 
other router to reach it. Any other router can send a packet, and the router in question 
then decides what to do with the packet based on standard routing. This is about what 
happens if you are using imnumbered interfaces and a loop back address; the routing 
protocol knows of only one address for the router. One address, from the point o f  view 
o f labels, is one label. For any other router to reach Router X, Router X needs to send 
only one label to all other connected routers to allow those routers to send labeled packets
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to Router X on their way to a final destination. One label serves the entire Router X, the 
platform regardless o f which interface the packet comes in on. This is platform-wide 
addressing. A switch, on the other hand, works differently. An ATM switch takes cells 
coming in on a given interface and, based on that interface alone, applies a  matching 
outgoing label to the cells and sends them out a related outgoing interface. An end-to-end 
path is unknown to the switch; it can only apply an outgoing label based on the incoming 
interface. But MPLS labels are supposed to, in some way, reflect an end-to-end path, 
each label reflecting a portion of that path. Some routing intelligence needs to have 
generated the labels to reflect that end-to-end idea, and standard switches have no 
capability of doing that. The result is that for a given switch, no one label can represent 
the entire switch. You need separate labels, each representing a portion o f an end-to-end 
path, even if many paths pass through that one switch. As to label length, all MPLS labels 
are 32 bits. Some writers say the 20-bit portion that is effectively the address portion is 
the "label" and that the 32-bit whole item (containing the 20-bit address, the 3-bit 
"experimental" Class of Service bits, the 1-bit bottom-of-label-stack bit, and the 8-bit 
TTL field) is the "label stack".
Uniqueness of labels is a fuzzy issue. Labels can be used for a number o f  different 
situations. A single VPN label, for instance, may be carried across an entire network, 
whereas the local label works as a physical next-hop marker. No label has to be unique 
across the entire network. Router X issues the label for use by other entities addressing 
Router X. These are, in the case o f local labels, directly attached routers. Let's say Router 
X issues Label 15 as a platform-wide label to be used by all directly connected routers. 
This does not mean that Router Y couldn't do the same thing. Because the router
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receiving a label from Router X couples that label with an interface attached to Router X. 
A different interface is attached to Router Y. Effectively, there is nothing saying that the 
receiving router couldn't couple the same label number (15 in this case) with 2 different 
interfaces, but it would depend on how the OS worked internally.
4.3 Intranets and VPNs 
Intranet is a private corporate "information network” based on Internet 
technologies designed to provide users a smaller network. It is smaller version o f the 
Internet that only the members o f an organization can see. These internal Webs are 
growing from an explosion within the corporate. The intranet provides a way for 
employees to gain better access to more time-sensitive information. The intranet can end 
the paper trail o f many office applications. Now that information is published on the 
intranet instead of printed in a company paper newsletter the employee can make faster 
more informed decisions. An organization should generally have a TCP/IP as the 
protocol o f the network to run an intranet. The network must have enough bandwidth. An 
intranet can handle all types o f multimedia. Firewalls^ must be installed to keep hackers 
on the Internet from accessing company information. If users are to be allowed access to 
the intranet from a remote location security rights must be set up through the firewall. 
Note that the intranet does not have to be hooked up to the Internet. The intranet runs off 
a Web HTTP server. The server can be miming various operating systems from UNIX, 
MAC or Windows NT. Virtual private networks (VPN) provide an encrypted connection
 ^ A  set o f  related programs, located at a network gateway server, guarding the resources o f  a private 
network from users from other networks. An enterprise with an intranet, which provides its workers access 
to the wider Internet installs a firewall to prevent indulgence in its data resources and for controlling the 
resources for user within an enterprise
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between a user's distributed sites over a public network (e.g., the Internet). By contrast, a 
private network uses dedicated circuits and possibly encryption.
J ~ k
Internet Rmdom Uar • iMltc
U T P A ré W M p V mArc«a
kMriMtSfniev
7imld«rQSF>
Figure 4.1 Virtual private networks
Figure 4.1 describes IP-based VPN technology over the Internet, though an organization 
might deploy VPNs on its internal nets (intranets) to encrypt sensitive information. We 
also have some performance numbers. The basic idea is to provide an encrypted IP tunnel 
through the Internet that permits distributed sites to communicate securely. The encrypted 
tunnel provides a secure path for network applications and requires no changes to the 
application.
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4.4 Applicability o f Algorithm in an efficient manner 
The Colored thread Algorithm; can be applicable for smaller networks such as Intranet 
subsystems for a huge organization. Instead of IP addresses we used in the colored thread 
algorithm, we can use global unique variables. It should be noted here that by doing so, 
we are limiting MPLS Cloud from Internet to Intranet range. RFC 3036 [13] suggests, 
that when there is no loop detected in a network, the threads are rewound to the point o f 
creation and as they are rewound, the labels get assigned. This proposal goes along with 
using less memory space within router. By using the unique label, we are just using 2^° 
bits for generating color, instead of 2^  ^bits for IP address. With this all the known routers 
within the Intranet have already been assigned a global variable, and since labels are 
already assigned after loop detection, there is no need to assign it after the algorithm. 
This clearly means that if  ‘ n ‘number o f routers are in use for setting up the label 
switched path, then we are reducing the total memory usage o f the LSR’s by the factor o f 
‘n’ thus substantially improving the efficiency of Intranet structure.
The algorithm works this way
• Per Platform Labels are assigned within the network to each router
• Each router knows, about each and every router within the network
•  A shortest path or the desired label path is generated
•  Threads are extended (Explained in chapter 3)
• Colors are assigned (Color o f thread will be unique within a particular cloud)
• Loop free condition is achieved
• When thread reaches the destination, it is rewounded and
• While rewinding. Label flag is made ‘high’
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• Label flag ‘high’ indicates that Label has been assigned, while the thread is 
rewounded
• These labels will be the same as global variables.
• Label switched path is set up
Examples in the following section, explain the colored thread algorithm. Table 4.1 
shows the parameters within a router table. Different routers are chosen to set up an LSP 
and columns from a to k depicts nodes used, interfaces involved, color o f the thread. 
Example in figure 4.10 and 4.11 shows the Algorithm, when Global Variables are used 
Instead o f IP address.
4.5. Examples and Simulation Results 
Table 4.1 above shows the parameters o f Algorithm within MPLS Cloud, the 
respective columns shows the node ID, IP address, the previous node, next node, the 
current interface, hop count, time to live, link failure flag, utilization of bandwidth flag 
and loop flag. The table keeps note of the thread starting from the leaf node to the 
destination node.
a-----------Node Id
b---------- IP address
c-----------Previous node
d---------- Next node
f-----------Current Interface
g---------- Thread hop count
h---------- TTL (Time to Live)
I----------- Link Failure
j ----------- Bandwidth utilized
k---------- Loop detected
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a B c d e f G H i j k
A 203.112.110.12 - E AE 1 255 7385800C2DD5 0 1 0
E 132.187.169.61 A B EB 2 254 423C3CE33776 0 1 0
B 211.141.116.33 E R BR 3 253 70C5A2B04577 0 1 0
R 152.104.223.42 B Z RZ 4 252 56613223CA98 0 1 0
Z 204.197.211.22 R E ZE 5 251 7BCD599A31A 0 1 0
E 133.187.146.13 Z S ES 6 250 78393949EC5B 0 1 0
S 241.101.116.57 E C SC 7 249 C013C378075C 0 1 0
C 162.134.203.52 S F CF 8 248 8A56850394AD 0 1 0
F 207.212.141.21 c T FT 9 247 3805800C6923 0 1 0
T 132.187.1 79.14 F G TG 10 246 B23C3CE372C4 0 1 0
G 211.174.116.34 T I GI 11 245 80C5A2B080C5 0 1 0
1 172.104.237.62 G U lU 12 244 6761322405E6 0 1 0
U 208.108.151.28 1 H UH 13 243 3805800C6054 0 1 0
H 132.187.198.15 U X HX 14 242 B23C3CE369F5 0 1 0
X 211.191.116.53 H J XJ 15 241 80C5A2B077F6 0 1 0
J 182.104.123.72 X L JL 16 240 67613223FD17 0 1 0
L 209.176.181.65 J V LY 17 239 3805800B9B6B 0 1 0
Y 132.187.119.16 L K YK 18 238 B23C3CE2A50C 0 1 0
K 211.120.116.76 V W KW 19 237 80C5A2AFB30D 0 1 0
W 192.104.185.82 K - — 20 236 59613223382E 0 1 0
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
70
Example #1 Graph with six nodes
Node weight - AD—5; DE—  3; AE— 9 ; EF— 13; EB— 11; FB— 4; FC—4; BC—3
SOURCE N O D E--------------------------A
DESTINATION NODE------------------ F
" Number of nodes in a Graph: 6 nodes IB|
Starting node »: |a J Ending node »: |F j
Caicuiate all paths starting with node: A
A 203.192.111.12 - D AD 0 255 738D580DC7010 0 1  0
D 234.124.215.18 A E  DE 1 254 85158EACB8BD 0 1 0
E 132.187.169.61 D F EF 2 253 4B23C3CE379B 0 1 0
F 161.174.191.22 E - - -  3 252 5B9DEE826725 0 1  0
C a l c i ü a t i i i g  P o t e n t i a l  R o u t e i '  P a t h  f r o m  A  t o  F  :
A D E F - : : . r s  t l i e  S h o r t e s t  P a t l i  f o r  t i r e  L S P  a n d  t h e  : : : : T o t a l  D i s t a n c e  2 1
Figure 4.2 Color Thread Algorithm- Example #1
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
71
Example #2 Graph with six nodes
Node weight - AD— 15; DE—  4; AE— 12; EF— 6; EB—14; FB— 1; FC—2; BC— 13
SOURCE N O D E--------------------------A
DESTINATION NODE------------------ C
Number ofnodes in a Graph: 6 nodes
Starting node » : [A Ending node»: c
Caicuiate aii paths starting with node: |a |
(k2 0 3 .1 9 2 .1 1 1 .1 2 - E A E C  255  738D 5800B B 23E  D I D  
E 132 .187 .169 .61  A  F E F  1 254  B 23C 3C E 2B B D F 0 1 0 
F 161 .17 4 .191 .22  E C FC  2 253 5B 9D E E 825B 48  0 1 0 
C 152 .10 4 .203 .42  F - -  3 252  5676132234F01 0 1 0
C a l c u l a t i n g  P o t e n t i a l  R o u t c i '  P a t h  f r o m  A  t o  C  :
kE¥-C<:is t h e  S h o r t e s t  P a t l i  f o r  t h e  L S P  a n d  t h e  : : : : T o t a l  D i s t a n c e  2 0
Figure 4.3 Color Thread Algorithm- Example #2
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Example #3 Graph with six nodes
Node weight - AJD—3; DE—  12; AE— 10; EF— 7; EB—3; FB— 1; FC—6; BC—7
SOURCE N O D E --------------------------A
DESTINATION NODE------------------ B
Number of nodes in a Graph: 6 nodes
Starting node »: A Ending node »: |B |
Calculate all paths starting with node: |a j
A 2 0 3 .1 9 2 .1 1 1 .1 2 - E AE 0 255  7 3 8 0 5 8 0 0 B F 2 C 3 8  0 1 0 1 
E 132 .187.169.61 A  B EB  1 254  4 B 2 3C 3C E 2F B D 9  0 1 0 
B 211 .19 1 .116 .33  E -  - -  2 253 780 C 5A 2B 0 09D A  0 1 0
C a l c u l a t m g  P o t e n t i a l  R o u t e f  P a t h  f i - o m  A  t o  B  :
A . E - B - : : à s  t h e  S h o r t e s t  P a t h  f o r  t h e  L S P  ; a n d  t h e  : : : : T o t a l  D i s t ; a n c e  1 3
Figure 4.4 Color Thread Algorithm- Example #3
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Example #4 Graph with six nodes
Node weight - AD—3; DE—  6; AE— 6; EF— 15; EB—2; FB— 8; FC—3; BC— 14
SOURCE N O D E --------------------------A
DESTINATION NODE------------------ C
Number ofnodes in a Graph: 6 nodes IËI _ _ _ _ _ _ _
Starting node » : [5 j Ending node »: [c '
Caicuiate ail paths starting with node: |a |
D 234 .124 .215 .18  - E DE 0 255  85158E A C B 51B 5 0 1 0
E 132 .187.169.61 D B EB 1 254  4B 23C 3C E 33F96  0 1 0
B 211 .191 .116 .33  E F  B F 2  253  780C 5A 2B 04D 97 0 1 0
F 161 .174 .191 .22  B C FC 3 252  5B 9D E E 8263838 0 1 0
C 152 .104 .203 .42  F -  - -  4  251 567613223D 2B 9 0 1 0
t - a l c u l a t m g  P o t e n t i a l  R o u t e r  P a t l i  f r o m  D  t o  C  :
D E E ^ F - G : : : i s  t l i e  S h o r t e s t  P a t h  f o r  t h e  L S P  a n d  t h e  : : : : T o t a I  D i s t a n c e  I P
Figure 4.5 Color Thread Algorithm- Example #4
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Example#5 Graph with nine nodes
Node weight---------- AD—3; DG— 15; AG— 15; AB—4; BE—7; EG—12, GH— 13;
EF—7, BF— 10, FH—3; HI— 12; FI— 15, BC-9, Cl—9
SOURCE N O D E-------------------------- A
DESTINATION NODE------------------ H
B E I  IQ
Number of nodes in a Graph: |g nodes Ig}
Starting node » : |a | Ending node » :  |H__,
Caicuiate aii paths starting with node:__ |a_j
A 203 .192 .111 .12  - B AB 0 255 73805800B C 6B F  0 1 0  
B 211 .191 .116 .33  A  F BF 1 254 780C 5A 2A FD E 40 0 1 0 
F 161 .174 .191 .22  B H FH 2  253 5B 9D E E 825C 8E 1 0 1 0 
H 214 .222 .160 .13  F -  - -  3 252 79C 56D 593B 3C 2 0 1 0
C a l c u l a t i n g  P o l e r r t i a l  R o u t e r  P a t l i  f r o m  A  t o  H  :
A B E - B : : : - i s  t h e  S h o r t e s t  P a t h  f o r  t h e  L S P  a n d  t h e  : : : : T o t a l  D i s t a n c e  L i
Figure 4.6 Color Thread Algorithm- Example #5
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Example# 6 Graph with nine nodes
Node weight------------- AD— 14; DG—3; AG—11; AB—6; BE—11; EG— 13; GH—3;
EF—3, BF— 2, FH— 1 ; HI—7; FI— 5, BC—2, Cl— 10
SOURCE N O D E-------------------------- D
DESTINATION NODE------------------ C
Number ofnodes in a Graph: |9 nodes
Starting node » : Ending node » :  |c |
Calculate all paths starting with node: |a |
D 126 .17 4 .215 .18  
G 183 .17 1 .191 .46  
H 234 .2 2 2 .1 6 0 .1 3  
F 181 .17 4 .191 .22  
B 251 .1 9 1 .1 1 6 .3 3  
C 152 .10 4 .203 .42
- G D G O  255  85158E A C A D 5F  
D  H G H 1 254  7C 0416 3A C 4F 14  
G F HF 2 253  79C 56D 593A 6F 5  
H B FB  3 252  5B 9D E E 825B C 1  
F C B C  4  251 780C 5A 2A F D 177  
B  - - - 5  250  567 613 2 2 3 5 6 9 8 3
C a l c u l a t i n g  P o t e n t i a l  R o u t e r  P a t h  f r o m  D  t o  C  :
D G H F - E r C - : : : ! :  t h e  S h o r t e s t  P a t h  f o r  t h e  L S P  a n d  t h e  : : : : T o t a l  D i s t a n c e  1 1
Figure 4.7 Color Thread Algorithm- Example #6
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Example#7 Graph with nine nodes
Node weight  --------— AD— 13; DG—5; AG— 13; AB—13; BE-—13; EG— 14; GH—5;
EF— 14, BF— 13, FH—7; HI—8; FI—5, BC— 11, Cl— 15
SOURCE N O D E------------------------- 1
DESTINATION NODE-----------------A
Number of nodes in a Graph: 9 nodes
Starting node »: |i I
Caicuiate all paths starting with node: [a
A  ,  1 3
Ending node » :  A
I 116 .214 .178 .52 - F IF 0 255 420F638497C C F 0 1 0
F 161.174.191.221 B FB 1 254 5B 9DEE825DA 90 0 1  0
B 211.191.116.33 F A  BA 2 253 780C5A2AFEFF1 0 1 0
A 203.192.111.12 B - -  3 252 73805800B D 852 0 1 0
C a l c u l a t i n g  P o t e n t i a l  R o u t e r  P a t h  f r o m  I  t o  A  :
I  F  B - A : : : i s  t h e  S h o r t e s t  P a t h  f o r  t l i e  L S P  a n d  t h e  : : : : T o t a l  D i s t a n c e  3 1
Figure 4.8 Color Thread Algorithm- Example #7
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Example#8 Graph with nine nodes
Node weight-------------AD— 1; DG—10; AG—4; AB—10; BE—2; EG— 13; GH— 11;
EF— 13; BF— 13, FH— 15; HI— 14; FI—2, BC—4, Cl—3
SOURCE N O D E------------------------- G
DESTINATION NODE------------------C
Number of nodes in a Graph: |9 nodes g ] pBSBgapiiii
Starting node >»: 10 | Ending node »>:
Caicuiate all paths starting with node: |a |
l i   -  H
G 218.171.191.46- A GAO 255 7C04163AC8163 0 1  0
A 203.192.111.12 G B  AB 1 254 73805800BEC24 0 1 0
B 211 .191 .116 .33A C  BC 2 253 780C5A2B003C5 0 1 0
C 152.104.203.42B -  - - 3  252 567613223808E6 0 1 0
C a l c u l a t i n g  P o t e n t i a l  R o u t e r  P a t h  f r o m  G  t o  C  :
G A B - C : : ; i s  t h e  S h o r t e s t  P a t h  f o r  t h e  L S P  a n d  t l i e  : : : : T o t a l  D i s t a n c e  I S
Figure 4.9 Color Thread Algorithm- Example #8
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Example #9 Graph with nine nodes
Node weight------------ AD—6; DG— 10; AG—9; AB— 1 ; BE— 12; EG—9; GH—14;
EF—9; BF—3, FH—5; HI— 9; FI—8, BC— 11, Cl—3 
SOURCE N O D E --------------------------H
DESTINATION NODE------------------A
ISJEÏEI
Number of nodes in a Graph: |g nodes 'S{
Starting node »: |h | Ending node »: |A |
Caicuiate aii paths starting with node: |a |
- 1 1 . . . . . . . . . . . . . . . . . . . . -  C
. 1 4 . . . . . . . . . . . . . . . . . . . . . . . .   H
H 214.222.160.13 - F HF 0 255 C2D57BC2037E 0 1 0  
F 161.174.191.22 H B FB 1 254 92964A6A38CF 0 1 0 
B 211.191.116.33 F A  B A 2 253 C013C37807C0 0 1 0  
A 203.192.111.12 B - • •  3 252 B8CD599AD231 0 1 0
C a l c u l a t i n g  P o t e n t i a l  R i u t e r  P a t h  f r o m  H  t o  A  :
H F - B - A : : : i s  t h e  S h o r t e s t  P a t l i  f o r  t h e  L S P  a n d  t h e  : : : : T o t a l  D i s t a n c e  9
Figure 4.10 Color Thread Algorithm- Example #9
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Example #10 Graph with six nodes
[MPLS LABEL USED INSTEAD OF IP ADDRESS]
Node weight - AD— 13; DE—  2; AE— 4; EF— 13; EB—5; FB— 12; FC—8; BC— 1
SOURCE N O D E--------------------------F
DESTINATION NODE------------------ A
I Number ofnodes in a Graph: |6 nodes igj £D7awaaapn^ |
Starting node » : [f ] Ending node »: |a |
Caicuiate ail paths starting with node: | |
M PLS LABEL INSTEAD OF IP ADDRESS
F 16.17.19.2 - E FE 0 255 82642DB 0 1 0
E 32.21.16.6 F A EA 1 254 CE34A3C 0 1 0
A 31.12.11.1 E - - -  2 253 40C409D 0 1 0
C a l c u l a t i n g  P o t e n t i a l  R . o u t e r  P a t h  f r o m  F  t o  A  :
F E - A : : : i s  t h e  S h o r t e s t  P a t h  f o r  t h e  L S P  a n d  t h e  : : : : T o t a l  D i s t a n c e  1 7
Figure 4.11 Color Thread Algorithm- Example #10
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Example #11 Graph with nine nodes
Node weight-------------AD—3; DG—3; AG—13; AB—13; BE—11; EG—3; GH—6;
EF— 14; BF—2, FH— 11; HI—8; FI— 14, BC— 1, Cl— 11
SOURCE N O D E--------------------------F
DESTINATION NODE------------------ D
Number of nodes in a Graph: |9 nodes
Starting node » :  |f j
Calculate all paths starting with node:
1 3  B
1 3  E 1 4 . . . . . . . . . . . . . . . . . . . . . . . . .  F
6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  H
F 16.14.11.22 - B FB 0 255 E826453B 0 1 0
B 21.11.16.33 F A BA 1 254 A2B05A9C 0 1 0
A 20.32.11.12 B D AD 2 253 C00C42FD 0 1 0
D 23.24.15.18 A - - -  3 252 ACB5EBE 0 1 0
C a l c u l a t i n g  P o t e n t i a l  R o u t e r  P a t h  f r o m  F  t o  E '  :
F B - A [ > : : : i s  t h e  S h o r t e s t  P a t h  f o r  t h e  L S P  a n d  t h e  : : : : T o t a l  D i s t a n c e  I S
Figure 4.12 Color Thread Algorithm- Example #11
Ending node »: D
1
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CHAPTER 5
DIRECTIONS FOR FUTURE WORK
The need for Internet usage is being driven by voyage o f critical software 
applications on the Internet, increased business-to-business communications, expanding 
e-commerce applications, shared networking, growth o f Voice over IP traffic and 
unnumbered issues. The prospects o f future applications on Internet are countless. MPLS 
will be considerable relevance to the changing face of telecommunications in near future. 
There has been substantial work in multiprotocol label switching (MPLS) reliability, and 
certainly the robustness o f MPLS will be central to future work in these areas.
The proposed algorithm performs an efficient way to reduce the memory usage of 
an individual router by handling fewer bits. Furthermore the time taken to assign labels 
for setting up the label switched path is saved by assigning labels, while rewinding 
threads. This Thesis is concerned with the implementation of a loop free environment in 
an actual Multiprotocol Label Switched (MPLS) router network. This work can be 
extended in several directions. First, this algorithm selects a single shortest path for the 
router to initiate the thread. Extensions to this algorithm may take into account extensive 
node failures, multiple links or multiple node failure, or the computation of several 
backup paths to improve the pliability of the routing path. Second, Implementation of 
this algorithm on an FPGA chip, can be accomplished and then have a sequence selected
81
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for the algoritlim to use on requirement basis e.g. colored thread algorithm or extended 
color thread algorithm. Also it needs to be determined, if  the techniques developed for 
this algorithm for MPLS network gets its place in the Internet besides Intranet with less 
memory usage as possible Finally, the main extension to this work includes an 
implementation in commercial routers and deployment in large-scale networks for MPLS 
routing and traffic engineering.
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APPENDIX
1. ACRONYMS 
AAL ATM Adaptation Layer
APN Actual private network
ARP Address Resolution Protocol
AS Autonomous System
ATM Asynchronous Transfer Mode
BGP Border Gateway Protocol
CR-LDP Constraint-based Routing Label Distribution Protocol
CSR Cell switching router
DLCI Data Link Connection Identifier
DLL Data link layer (L2)
DoD Downstream on-demand label distribution (mode)
EGP Exterior gateway protocol
EXP Experimental bits
FEC Forwarding equivalence class
FIB Forwarding information base
FR Frame Relay
FTN FEC-to-NHLFE map
ICMP Internet Control Message Protocol
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IEEE Institute o f Electrical and Electronics Engineers
IETF Internet Engineering Task Force
IFMP Ipsilon's Flow Management Protocol
IGP Interior gateway protocol
ILM Incoming Label Map
ION Internetworking over NBMA
IP Internet Protocol
IPv4 IP version 4
IPv6 IP version 6
ISP Internet service provider
LAN Local area network
LANE LAN emulation
LDP Label Distribution Protocoil
LER Label edge router
L-LSP Label-only-inferred-PSC LSP
LSP Label-switched path
LSR Label switching (switched or switch) router
MIB Management Information Base
MPLS Multiprotocol Label Switching
MPOA Multi-Protocol over ATM
NHLFE Next Hop Label Forwarding Entry
NHRP Next Hop Resolution Protocol
OSI Open Systems Interconnection
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
88
OSPF Open Shortest Path First
PHB Per-hop behavior
PHP Penultimate hop pop
PNNI Private Network-to-Network Interface
PPP Point-to-Point Protocol
PSTN Public Switched Telephone (Telephony) Network
QoS Quality of service
RFC Request for Comments
RSVP Resource Reservation Protocol
SE Shared Explicit
SITA Switching IP Through ATM
SONET Synchronous Optical Network
TDP Tag Distribution Protocol
TE Traffic engineering
TTL Time to Live
VC Virtual circuit
VCI Virtual circuit identifier
VP Virtual path
VPCI Virtual path and circuit identifier
VPI Virtual path identifier
VPN Virtual private network
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2.DEFINITI0NS 
[RELATED TERMINOLOGY FROM MPLS WORLD'*]
• ABSTRACT NODE
An abstraction used in describing an explicit route. An abstract node may be a network 
element, a group of network elements sharing an address prefix, or an Autonomous 
System. An abstract node consisting o f exactly one network element is called a simple 
abstract node.
• ACTUAL PRIVATE NETWORK
A term invented for comparison with virtual private network (VPN).
• ADJACENT
Having a direct logical link. Either directly connected physically, or connected using an 
approach that makes intervening devices transparent in a logical context-for example, 
tunneling.
• AGGREGATION
Distinct from merging, generally, because it may be desirable to separate aggregate 
traffic at some point without having to resort to a routing decision at L3 for all packets 
within the aggregate.
• AUTONOMOUS SYSTEM
In inter domain routing, an administrative domain identified with an AS number.
'* MPLS RESOURCE CENTER (MPLSRC) and [22]
89
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• BORDER GATEWAY PROTOCOL
An exterior gateway routing protocol, currently version 4 is in use. A routing protocol 
used in routing between administrative domains.
• CELL LOSS PRIORITY
A bit in the AAL5 ATM header indicating that the cell can be dropped earlier under 
congested conditions.
• CONSERVATIVE RETENTION MODE
Labels are requested and retained only when needed for a specific next hop. Unnecessary 
labels are immediately released.
• DATA LINK CONNECTION IDENTIFIER
Used in Frame Relay to identify a circuit connection between adjacent Frame Relay 
switches.
• DATA LINK LAYER
Layer 2 o f the OSI model; the layer between the physical and network layers.
• DIFFERENTIATED SERVICES (DIFFSERV)
An IETF standard for providing different classes of service based on some common sets 
o f assumptions about queuing behavior on a hop-by-hop basis. Because the basis for 
specific treatment is explicitly carried in packets, rather than requiring local storage of 
packet classification information, this approach to providing quality of ser-vice (QoS) is 
often referred to as "less state-full" than, for example, the Integrated Services QoS model
• DOWNSTREAM
In the direction of expected traffic flow. Applies to traffic that is part o f a specific 
forwarding equivalence class.
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• DOWNSTREAM LABEL ALLOCATION
Label negotiation in which the downstream LSR determines what label will be used. This 
is the only currently supported approach.
• DOWNSTREAM ON-DEMAND LABEL DISTRIBUTION MODE
Labels are allocated and provided to the upstream peer only when requested. This mode 
is most useful when the upstream LSR is using conservative label retention or is not 
merge capable (or, as is likely, both).
• DOWNSTREAM UNSOLICITED LABEL DISTRIBUTION MODE
Labels are allocated and provided to the upstream peer at any time (typically in 
conjunction with advertisement o f a new route). Most useful when the upstream neighbor 
is using liberal retention mode.
• EGRESS
Point of exit from an MPLS context or domain. The egress of an LSP is the logical point 
at which the determination to pop a label associated with an LSP is made. The label may 
actually be popped at the LSR making this determination or at the one prior to it (in the 
penultimate hop pop case). Egress from MPLS in general is the point at which the last 
label is removed (resulting in removal o f the label stack).
• EXPEDITED FORWARDING
A per-hop behavior defined for Differentiated Services that requires a network node to 
provide a well-defined minimum departure rate service for a configurable departure rate 
such that if  incoming traffic is conditioned not to exceed this minimum departure rate, 
packets are effectively not queued within the node. Expedited Forwarding ensures that, 
for conditioned traffic, the delay at any node is bounded and quantifiable.
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•  EXPLICIT ROUTE
A route speeified as a nonempty list o f hops that must be part o f the route used. I f  an 
explicit route is strict, only specified hops may be used. If  an explicit route is loose, all 
specified hops must be included, in order, in the resulting path, but the path is otherwise 
unrestricted.
•  EXTRANET
From the perspective of a private network, any other networks, including all other 
networks. An extranet can be viewed as part of a company's intranet that is extended to 
users outside the company. It has also been described as a "state o f mind" in which the 
Internet is perceived as a way to do business with other companies as well as to sell 
products to customers. These require firewall server management, the issuance and use of 
digital certificates or similar means of user authentication, encryption o f messages, and 
the use o f virtual private networks (VPN) that tunnel through the public network.
•  FORWARDING EQUIVALENCE CLASS
A description o f the criteria used to determine that a set o f packets is to be forwarded in 
an equivalent fashion (along the same logical LSP). Forwarding equivalence classes are 
defined in the base LDP specification and may be extended through the use of additional 
parameters (such as is the case with CR-LDP). FECs are also represented in other label 
distribution protocols.
• INGRESS
Point at which an MPLS context or domain is entered. The ingress of an LSP is the point 
at which a label is pushed onto the label staek (possibly resulting in the creation o f the 
label stack).
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INTERNET SERVICE PROVIDER (ISP)
Provider o f a paid access service to the Internet. Aecess service charges may be flat rate 
or based on either rate or usage. Service providers make up the Internet through complex 
tiering and peering relationships.
• LABEL EDGE ROUTER
A  term often used to indicate an LSR that is able to provide ingress to and egress from an 
LSP. In individual implementations, this tends to be a ftmction o f the capabilities of 
device interfaces more than o f the overall device. In theory, it is possible for a device to 
be an LER and not an LSR (if it is not able to swap labels, for instance); however, it is 
unlikely that such an LER would be generally useful or make any particular sense in a 
cost-benefit analysis.
• LABEL STACK
Successive labels in an MPLS shim header in order from the top to the bottom of the 
stack.
• LABEL SWAPPING
Replacing an input label with a corresponding output label.
• LABEL-SWITCHED PATH
Path along which labeled packets are forwarded. Packets forwarded using any label are 
forwarded along the same path as other packets using the same label.
• LABEL SWITCHING ROUTER
A  device that participates in one or more routing protocols and uses the route information 
derived from routing protocol exchanges to drive LSP setup and maintenance. Such a 
device typically distributes labels to peers and uses these labels (when provided as part of
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data presented for forwarding) to forward label-encapsulated L3 packets. In general, an 
LSR may or may not be able to forward non-label-encapsulated data and provide 
ingress/egress to LSPs (that is, to perform what is frequently referred to as the label edge 
router, or LER, function).
• LIBERAL RETENTION MODE
Labels are retained whenever received. This mode is useful when the ability to change 
quickly to a new LSP is desirable; however, it may result in unacceptable memory 
consumption for LSRs with many interfaces.
• LOGICAL INTERFACE
An interface associated with a  spécifié encapsulation. Data arriving at the corresponding 
physical (or lower-level logical) interface that is eneapsulated for a speeific logical 
interface is de-encapsulated and delivered to that logical interface.
• MERGING
A key function in making MPLS scalable in the number of labels consumed at each LSR. 
Merging is the process by which packets from multiple sources are typically delivered to 
a single destination or destination prefix. It is distinct from aggregation in that (in most 
cases) the decision to merge traffic implies that the possibility o f being required to 
separate the merged traffic at a later point is not significant at the point where merging is 
being done.
• ORDERED CONTROL MODE
Mode in which an LSR only allocates and provides labels to an upstream peer when it is 
either the egress for the resulting LSP or it has received a label from downstream for the 
resulting LSP.
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• PACKET SWITCHING
An approach used to forward L3 packets from an input L3 logical interface to an output 
L3 logical interface that may reasonably be optimized for hardware switching-similar to 
switching at the data-Iink layer.
• PENULTIMATE HOP POP
A process by which the peer immediately upstream of the egress LSR is asked to pop a 
label prior to forwarding the packet to the egress LSR. Using LDP, this is done by 
assigning the special value o f the implicit Null label. This allows the egress to push the 
work of popping the label to its upstream neighbor, possibly allowing for a more optimal 
processing of the remaining packet. Note that this can be done beeause once the label has 
been used to determine the next-hop information for the last hop; the label is no longer 
useful. Using PHP is helpful because it allows the packet to be treated as an unlabeled 
packet by the last hop. Using PHP, it is possible to implement an "LSR" that never uses 
labels.
• PER-HOP BEHAVIOR
A Differentiated Services behavioral definition. A PHB is defined at a node by the 
combination o f a Differentiated Services Code Point (DSCP) and a set of eonfigured 
behaviors.
• PIGGYBACK
Intuitive term for the use of routing, or routing-related, protocols to carry labels.
• QUALITY OF SERVICE
Specific handling or treatment o f packets, often in an end-to-end serviee. Best-effort (also 
sometimes referred to as "worst-effort") is currently the lowest level o f packet treatment.
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other than an "unconditional drop" service. Currently, there are two models for providing 
QoS in an IP network: Integrated Services (IntServ) and Differentiated Services 
(DiffServ).
•  ROUTE COMPUTATION
The process by which routers compute entries for a route table. Route table entries are 
subsequently used in route determination.
•  ROUTE DETERMINATION
The process o f selecting a route based on header information in packets and route table 
entries established previously via route computation. Typically, a route is determined 
using the longest match of the network-layer destination address in L3 packets against a 
network address prefix in the route table.
•  SCALABILITY
A reflection o f the way in which system complexity grows as a function of some system 
parameter, such as size. I f  growth in system complexity is approximately linear with 
respect to growth in system size, for instance, the size scalability o f the system is 
generally considered to be good.
•  SHIM HEADER
An encoding o f the MPLS label stack. Present for all media when a label stack is in use. 
(The presence of the label stack is indicated either by protoeol numbers or connection 
identifiers in the L2 encapsulation.)
• SWITCHING
Ushering input data or messages more or less directly to an output; typically based on a 
simplistic recognition mechanism (such as an exact match of a fixed-length field).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
97
• TRAFFIC ENGINEERING
An application of constraint-based routing in whieh a traffic engineer uses a set o f link 
characteristics to select a route and assigns specific traffic to that route.
• UPSTREAM
Direction from which traffic is expected to arrive. Applies to a speeific forwarding 
equivalence elass.
• UPSTREAM LABEL ALLOCATION
A scheme by which the upstream peer is allowed to select the label that will be used in 
forwarding labeled traffic for a specific forwarding equivalence elass. Not eurrently 
supported in MPLS.
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