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Introduction.
Le but de ce travail est de montrer comment la théorie des systèmes d’Euler permet
de comparer, dans certaines extensions abéliennes, le module galoisien des unités globales
modulo unités de Stark avec le module galoisien des p-classes d’idéaux. On ne s’intéresse
ici qu’aux extensions abéliennes ayant pour corps de base un corps quadratique imagi-
naire, ou un corps global de caractéristique non nulle.
Dans les chapitres 1 à 4, on considère une telle extension abélienne K/k, de degré ﬁni.
Dans le cas où k est un corps global de caractéristique non nulle, on distingue une place
∞ de k, totalement décomposée dans K. On note Ok l’anneau des entiers de k lorsque
k est quadratique imaginaire, et on note Ok l’anneau des entiers en dehors de ∞ dans le
cas de la caractéristique positive. Soit OK la fermeture intégrale de Ok dans K. Notons
AK le p-Sylow du groupe des classes Cl (OK), EK := Zp ⊗Z O×K où O×K est le groupe des
unités globales de OK , et StK := Zp ⊗Z StK où StK est le groupe d’unités de Stark. Il
est bien connu que dans le cas quadratique imaginaire comme dans le cas des corps de
fonctions, StK est d’indice ﬁni dans O×K . On dispose même de formules d’indices pour
des sous-groupes de OK qui sont des « variantes » de StK . Ainsi dans le cas quadratique
imaginaire, D.Kubert et S. Lang ont obtenue une telle formule pour un groupe d’unités
elliptiques dans [30], qui fut généralisée par H.Oukhaba dans [39]. Dans le cas où k
est de caractéristique non nulle, déﬁnir un analogue du groupe des unités elliptiques et
déterminer les formules d’indices a nécessité le travail de plusieurs auteurs. Parmi ceux-ci,
citons D.Hayes (voir [20]), H.Oukhaba (voir [36], [37] et [38]), L. Shu (voir [55]), L.Yin
(voir [68] et [69]) et G.W.Anderson (voir [2]). L’objectif de ces chapitres est de prouver
que pour tout Qp-caractère irréductible non trivial ψ de Gal (K/k), on a l’égalité des
cardinaux des ψ-parties,
#(AK)ψ = #(EK/StK)ψ , (0.0.0.1)
résultat connu sous le nom de conjecture de Gras.
Dans le premier chapitre, nous présentons un outil algébrique que nous avons introduit
dans [60], les modules-indices. À l’aide de cet outil, nous démontrons dans le second
chapitre une version faible de la conjecture de Gras, c’est-à-dire une version concernant
les Q-caractères irréductibles de Gal (K/k).
Au chapitre 3, nous présentons les rouages de la technique des systèmes d’Euler. La
méthode trouve ses origines dans les travaux de deux auteurs : F.Thaine [59] d’une part,
qui a introduit une nouvelle méthode pour obtenir des annulateurs galoisiens du groupe
des classes d’idéaux d’un corps de nombre abélien réel ; V.Kolyvagin [28] d’autre part, qui
montre que le groupe de Shafarevitch et le groupe de Mordell-Weil de certaines courbes
elliptiques sont ﬁnis. Dans [29], V.Kolyvagin synthétise les idées de ces deux travaux, et
introduit les systèmes d’Euler, grâce auxquels il étend ses résultats et ceux de F.Thaine.
Pour p 6= 2 un nombre premier et pour certaines extensions abéliennes de degré ﬁni F/Q,
oùQ est soitQ soit un corps quadratique imaginaire dont l’anneau des entiers est principal,
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il détermine dans la plupart des cas les ordres des ψ-composantes du p-Sylow de Cl (OF ),
où ψ : Gal (F/Q) −→ µp−1 ⊂ Z×p est un morphisme de groupes non trivial. La méthode
est ensuite développée par divers auteurs, en particulier par K.Rubin, qui l’utilise pour
démontrer dans un contexte très général, la conjecture de Gras et la conjecture principale
de la théorie d’Iwasawa pour les unités cyclotomiques (voir l’appendice de [65]), ainsi que
pour les unités elliptiques (voir [50] et [52]). Notre exposé suit de très près le travail de
K.Rubin.
Un point crucial est de prouver l’existence de systèmes d’Euler « initialisés » en
chaque unité de Stark. Dans [51], K.Rubin a montré que si on néglige la condition de
congruence (E4) dans la déﬁnition des systèmes d’Euler (voir déﬁnition 3.2.2.1), et si on
« tord » les unités de Stark à l’aide d’annulateurs du module galoisien des racines de
l’unité, alors de tels systèmes existent toujours. Cependant on est alors contraint d’éviter
certains caractères lors de la preuve de la conjecture de Gras. C’est pourquoi il nous a
paru préférable de procéder diﬀéremment et de distinguer le cas quadratique imaginaire
et le cas des corps de fonctions. Dans le cas quadratique imaginaire, il est bien connu
que les unités de Stark s’expriment à l’aide d’unités elliptiques, or il existe des systèmes
d’Euler « initialisés » en chaque unité elliptique. Dans le cas de caractéristique non
nulle, D.Hayes a démontré la conjecture de Stark à l’aide de modules de Drinfel’d (voir
[21]). Notons k∞ le complété de k en ∞, (k∞)alg une clôture algébrique de k∞, et C∞ la
complétion de (k∞)
alg par rapport à l’unique valeur absolue prolongeant celle de k∞. Si
on ﬁxe un signe sgn : k×∞ −→ k(∞)×, où k(∞) est le corps des constantes de k∞, alors
on peut considérer naturellement C∞ comme un Ok-module via l’utilisation de certains
modules de Drinfel’d sgn-normalisés. Les unités de Stark sont alors obtenues à l’aide de
certains points de torsion de C∞. C’est en utilisant cette constuction que nous pouvons
déterminer explicitement des systèmes d’Euler « initialisés » en chaque unité de Stark.
Au chapitre 4, les systèmes d’Euler nous permettent d’obtenir la divisibilité
#(AK)ψ | #(EK/StK)ψ ,
qui jointe à la version faible prouve la conjecture de Gras. Rappelons que K.Rubin a
prouvé (0.0.0.1) dans le cas quadratique imaginaire, lorsque p ∤ ek[K : k], où ek est le
nombre de racines de l’unité de k, voir [50] et [52]. Notre résultat étend celui de K.Rubin
lorsque p|ek et p ∤ [K : k] (voir [41]). Dans le cas où la caractéristique de k est non
nulle, K. Feng et F.Xu ont prouvé (0.0.0.1) lorsque k := Fq(T ) est un corps de frac-
tions rationnelles, Ok := Fq[T ], K := Hm pour un certain idéal m 6= (0) de Fq[T ], et
p ∤ q(q − 1)[K : k] (voir [14]). Leur résultat a été généralisé par F.Xu et J. Zhao. Dans
[67], ils prouvent (0.0.0.1) lorsque K := Hm pour un certain idéal m 6= (0) de Fq[T ], et
p ∤ q (N (∞)− 1) [K : k], où N (∞) est le cardinal du corps résiduel en ∞. Nous étendons
donc leur résultat au cas où K n’est pas un corps de rayons et au cas où p| (N (∞)− 1)
et p ∤ q [K : k] (voir [42]).
Dans les chapitres 5 et 6, on se place dans le cas quadratique imaginaire uniquement.
On suppose que p est un nombre premier qui est décomposé dans k. On note p un idéal
maximal de OK au-dessus de (p), et k∞ l’unique Zp-extension de k non ramiﬁée en dehors
de p. On considère ensuite une extension K∞/k∞ de degré ﬁni, abélienne sur k. On pose
G∞ := Gal (K∞/k), et on ﬁxe une décomposition G∞ = G × Γ, où G = Gal (K∞/k∞)
est le sous-groupe de torsion de G∞ et Γ est un groupe topologique isomorphe à Zp. Pour
tout Cp-caractère irréductible χ de G, on pose Λχ = Zp(χ) [[Γ]], où Zp(χ) est l’anneau des
entiers de l’extension Qp(χ) ⊂ Cp de Qp engendrée par les valeurs de χ. Au chapitre 6
nous démontrons que pour p /∈ {2, 3} et pour tout Cp-caractère irréductible χ de G, on a
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égalité des idéaux caractéristiques des χ-quotients,
charΛχ (A∞,χ) = charΛχ (E∞/St∞)χ , (0.0.0.2)
ce qui est une des versions de la conjecture principale de la théorie d’Iwasawa. Si p ∈ {2, 3},
on obtient juste une divisibilité. Le chapitre 5 est réservé à des résultats préliminaires. Ce
travail nous a été inspiré par les résultats de W.Bley et de K.Rubin. Nous rappelons que
dans [50, Theorem 4.1] et [52, Theorem 2], K.Rubin a utilisé les systèmes d’Euler pour
prouver la conjecture principale pour les Zp-extensions et Z2p-extensions d’une extension
abélienne F/k de degré ﬁni, lorsque p ∤ [F : k]ek. Inspiré par les idées de K.Rubin,
C.Greither a prouvé la conjecture principale pour la Zp-extension cyclotomique d’un
corps de nombre abélien [19, Theorem 3.2] (résultat obtenu auparavant par B.Mazur et
A.Wiles dans [33]). W.Bley a prouvé le théorème 6.1.0.2 lorsque p ∤ 2#Cl (Ok) et qu’il
existe un idéal f 6= (0) de Ok tel que Kn := Hfpn+1 (voir [5, Theorem 3.1]), où pour
tout n ∈ N, Hfpn+1 est le corps de rayons modulo m. Signalons enﬁn que très récemment,
J. Johnson-Leung et G.Kings ont prouvé une version cohomologique de la conjecture
principale, qu’ils déduisent de la conjecture des nombres de Tamagawa (voir [27]). Dans
leur travail, les χ-quotients sont remplacés par de la cohomologie à coeﬃcients dans des
représentations galoisiennes déﬁnies par χ, et ils utilisent les systèmes d’Euler à la Kato.
Ils déduisent ensuite la version classique de la conjecture principale pour les Z2p-extensions
F∞ :=
∞∪
n=0
Hpnf, où f 6= (0) est un idéal de Ok et p ne divise pas le sous-groupe de torsion
de Gal (F∞/k).
De même que pour la conjecture de Gras, les systèmes d’Euler ne nous permettent
que d’obtenir la divisibilité
charΛχ (A∞,χ) | charΛχ (E∞/St∞)χ .
Pour avoir l’égalité, nous utilisons ici un résultat E. de Shalit [12, III.2.1 Theorem, p. 109],
qui implique que ∑
χ
µχ (A∞,χ) =
∑
χ
µχ
(
(E∞/St∞)χ
)
,
∑
χ
λχ (A∞,χ) =
∑
χ
λχ
(
(E∞/St∞)χ
)
,
où les sommes sont sur tous les Cp-caractères irréductibles de G, et où λχ et µχ sont
les invariants d’Iwasawa. La preuve de ce résultat repose en partie sur la nullité des µ-
invariants, dûe à R.Gillard (voir [16]) qui l’a démontré pour p /∈ {2, 3}. C’est pourquoi
nous n’obtenons qu’une divisibilité pour p ∈ {2, 3}. Toutefois dans [4], J-R.Belliard a
démontré (sans utiliser la conjecture principale) que pour tout corps de nombres totale-
ment réel F abélien sur Q, on a l’égalité des µ-invariants et des λ-invariants de EF∞/CF∞
et AF∞, où F∞ est la Zp-extension cyclotomique de F et CF∞ est le module des unités
circulaires. En suivant la méthode de J-R.Belliard, nous avons montré dans [63] et [61]
que
µ (A∞) = µ (E∞/St∞) et λ (A∞) = λ (E∞/St∞) , (0.0.0.3)
pour tout nombre premier p. Ce résultat peut être substitué à celui de E. de Shalit, et on
en déduit que la divisibilité obtenue pour p ∈ {2, 3} est en fait une égalité si on néglige les
µ-invariants. Nous n’exposons pas ce travail ici, et renvoyons le lecteur à [63]. Ajoutons
qu’en utilisant (0.0.0.3) H.Oukhaba a démontré dans [40] que l’égalité (0.0.0.2) est vraie
pour p = 2 si #(G) est impair.
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Soit k′∞ l’unique Z
2
p-extension de k. Soit K
′
∞ une extension de degré ﬁni de k
′
∞, abé-
lienne sur k. Notons G′∞ le groupe de Galois de K
′
∞/k, et ﬁxons une décomposition
G′∞ = G
′×Γ′ de G′∞, où G′ est un groupe ﬁni et Γ′ est un groupe topologique isomorphe
à Z2p. Pour tout Cp-caractère irréductible χ de G
′, on pose Λ′χ = Zp(χ) [[Γ
′]]. Dans [64],
nous avons montré que pour tout Cp-caractère irréductible χ de G′, on a l’égalité des
idéaux caractéristiques des χ-quotients,
charΛ′χ
(
AK ′∞,χ
)
= charΛ′χ
(EK ′∞/StK ′∞)χ ,
étendant ainsi les résultats de K.Rubin au cas général où p peut diviser #(G′). Nous
n’exposons pas ce travail ici. Signalons tout de même que l’on obtient une divisibilité par
les systèmes d’Euler, et que c’est grâce à (0.0.0.2) que l’on prouve l’égalité.
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Chapitre 1
Modules-indices.
1.1 Notations, conventions.
Dans ce chapitre, nous présentons un outil algébrique que nous avons introduit dans
[60], les modules-indices. On ﬁxe un corps commutatif K et A un sous-anneau de K.
On suppose que A est un anneau de Dedekind. Nous appelons idéal fractionnaire de A
tout sous-A-module de type ﬁni du corps F ⊆ K des fractions de A. Nous rappelons que
l’ensemble des idéaux fractionnaires non nuls de A forme un groupe, dont un sous-groupe
est formé par les idéaux fractionnaires principaux non nuls. On note Cl (A) le groupe
quotient, il s’agit du groupe des classes de A. Pour tout idéal fractionnaire non nul m de
A, on note cl(m) la classe de m, c’est-à-dire l’image canonique de m dans Cl (A).
Soit V un K-espace vectoriel. Pour M un sous-A-module de V , nous notons KM le
sous-K-espace vectoriel de V engendré par M . Nous appelons A-réseau de V tout sous-
A-module R de V , de type ﬁni, dont le rang sur A est égal à la dimension du K-espace
vectoriel KR,
rgA(R) = dimK (KR) .
Pour tout A-réseau R de V , on pose dR := rgA(R). D’après le théorème de structure des
modules de type ﬁni sur un anneau de Dedekind [7, §4, n°10, Proposition 24, p. 79], si
R 6= {0} alors il existe une K-base BR := (bR,i)dR−1i=0 de KR, et un idéal fractionnaire non
nul mR de A, tels que R = mRbR,0 ⊕
dR−1⊕
i=1
AbR,i. Le choix de (BR,mR) n’est pas unique,
cependant cl (mR) est déterminée de façon unique par R. Il en résulte en particulier que :
– Si nécessaire on peut choisir (BR,mR) de sorte que mR soit entier.
– Si S est un second A-réseau de V isomorphe à R en tant que A-module, on peut
choisir (BR,mR) et (BS,mS) de sorte que mR = mS.
Enﬁn, remarquons que tout sous-A-module S d’un A-réseau R de V est un A-réseau de
V . En eﬀet S est aussi de type ﬁni sur A (car A est nœthérien), et on a le diagramme
commutatif suivant,
K ⊗A S   //


K ⊗A R
≀

KS


// KR,
qui montre que K ⊗A S → KS est un isomorphisme (et donc rgA(S) = dimK (KS)).
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1.2 Définition et propriétés élémentaires.
1.2.1 Définition.
Proposition et définition 1.2.1.1 Soient R 6= {0} et S deux A-réseaux de V , et V ′
le sous-K-espace vectoriel de V engendré par R et S. On considère l’ensemble D, défini
par :
D := {det(u); u ∈ EndK(V ′)/u(R) ⊆ S}
Alors D est un sous-A-module de K, appelé le A-module-indice de S dans R, et noté
[R : S]A.
En outre :
– (i) Si dS < dR, alors [R : S]A est nul.
– (ii) Si dR ≤ dS et KS 6= KR, alors [R : S]A = K.
– (iii) Si V ′ = KS = KR, alors [R : S]A = mSm−1R detBS ,BR(IdV ′).
Démonstration. Supposons d’abord que dS < dR. Soit u un endomorphisme du K-
espace vectoriel V ′ tel que u(R) ⊆ S. Puisque dS < dR, u n’est pas injectif, et det(u) = 0.
On en déduit l’assertion (i).
Supposons maintenant que dR ≤ dS et KS 6= KR. Puisque dR ≤ dS, il existe un
automorphisme u du K-espace vectoriel V ′ tel que u(R) ⊆ S. Soit C une K-base de V ′
contenant BR. Puisque KS 6= KR, il existe c ∈ C \BR. Pour tout λ ∈ K, soit uλ l’unique
endomorphisme du K-espace vectoriel V ′ tel que pour tout b ∈ C \ {c}, uλ(b) = u(b), et
tel que uλ(c) = λu(c). On a alors det(uλ) = λ det(u), ainsi que uλ(R) ⊆ S, car uλ coïncide
avec u sur KR. Donc pour tout λ ∈ K, λ det(u) ∈ [R : S]A. Puisque det(u) 6= 0, on a
[R : S]A = K. On en déduit l’assertion (ii).
Supposons enﬁn V ′ = KS = KR. On pose d := dR = dS et ∆ := detBS ,BR (IdV ′).
Pour tout a ∈ mSm−1R , soit ua l’unique automorphisme duK-espace vectoriel V ′ tel que
ua (bR,0) = a.bS,0, et tel que pour tout i ∈ {1, ..., d− 1}, ua (bR,i) = bS,i. On a clairement
ua(R) ⊆ S, et :
detBR,BR(ua) = detBR,BS(ua)detBS ,BR (IdV ′) = a∆.
On en déduit
mSm
−1
R ∆ ⊆ [R : S]A. (1.2.1.1)
Soit δ ∈ [R : S]A. Il existe un endomorphisme u du K-espace vectoriel V ′ tel que
u(R) ⊆ S et det(u) = δ. Soit M := matBR,BS(u). Pour tout a ∈ mR, on a
u (abR,0) ∈ S ⇐⇒
(
d−1∑
i=0
aMi,0bS,i
)
∈
(
mSbS,0 ⊕
d−1⊕
i=1
AbS,i
)
,
d’où
M0,0 ∈ mSm−1R et Mi,0 ∈ m−1R pour tout i ∈ {1, ..., d− 1}. (1.2.1.2)
Pour tout j ∈ {1, ..., d− 1}, on a
u (bR,j) ∈ S ⇐⇒
(
d−1∑
i=0
Mi,jbS,i
)
∈ mSbS,0 ⊕
d−1⊕
i=1
AbS,i,
2
d’où
M0,j ∈ mS et Mi,j ∈ A pour tout i ∈ {1, ..., d− 1}. (1.2.1.3)
Soit σ une permutation de {0, ..., d − 1}. Si σ(0) = 0, alors pour tout i ∈ {1, ..., d − 1},
σ(i) ∈ {1, ..., d − 1}. Dans ce cas, Mσ(0),0 (c’est-à-dire M0,0) appartient à mSm−1R d’après
(1.2.1.2), et pour tout i ∈ {1, ..., d − 1}, Mσ(i),i ∈ A d’après (1.2.1.3). On en déduit
d−1∏
i=0
Mσ(i),i ∈ mSm−1R .
Si σ(0) ∈ {1, ..., d−1}, alors Mσ(0),0 ∈ m−1R d’après (1.2.1.2). Il existe k ∈ {1, ..., d−1}
tel que 0 = σ(k), et alors Mσ(k),k (c’est-à-dire M0,k) appartient à mS d’après (1.2.1.3).
Pour tout j ∈ {1, ..., d − 1} \ {k}, on a Mσ(j),j ∈ A d’après (1.2.1.3). On en déduit
d−1∏
i=0
Mσ(i),i ∈ mSm−1R .
Finalement, detBR,BS(u) ∈ mSm−1R , car detBR,BS(u) =
∑
σ
d−1∏
i=0
Mσ(i),i, où la somme est
sur toutes les permutations de {0, ..., d− 1}. Puisque
δ = detBR,BS(u)detBS ,BR (IdV ′) = detBR,BS(u)∆,
on a δ ∈ mSm−1R ∆. On a ainsi vériﬁé
[R : S]A ⊆ mSm−1R ∆. (1.2.1.4)
De (1.2.1.1) et (1.2.1.4) on déduit l’assertion (iii). 
Remarque 1.2.1.2 Soient R 6= 0 et S deux A-réseaux de V . Soit V ′ un sous-K-espace
vectoriel de V contenant R et S. Alors le module-indice de R et S, considérés comme
A-réseaux de V ou de V ′, est le même.
Remarque 1.2.1.3 Soit K ′ un sous-corps de K, contenant A. Soient R 6= 0 et S deux
A-réseaux de V , tels que dS < dR ou tels que K
′S ⊆ K ′R. Alors le module-indice de R et
S, considérés comme A-réseaux du K-espace vectoriel V ou du K ′-espace vectoriel V , est
le même.
Remarque 1.2.1.4 Soient R 6= 0 et S deux A-réseaux de V . Soit u : V → W un
isomorphisme de K-espaces vectoriels. Alors u(R) et u(S) sont des A-réseaux de W , et
[R : S]A = [u(R) : u(S)]A .
Démonstration. Il est clair que u(R) et u(S) sont des A-réseaux de W . Soit V ′ le
sous-K-espace vectoriel engendré par R et S. Alors u (V ′) est le sous-K-espace vectoriel
engendré par u(R) et u(S). Soient X (respectivement X ′) l’ensemble des endomorphismes
v de V ′ (respectivement u (V ′)) tels que v(R) ⊆ S (respectivement v (u(R)) ⊆ u(S)).
On note u˜ : V ′ → u (V ′) l’isomorphisme obtenu par restriction de u. Il est clair que
l’application suivante est bijective
X → X ′, v 7→ u˜ ◦ v ◦ u˜−1,
et puisque pour tout v ∈ X , det(v) = det (u˜ ◦ v ◦ u˜−1), on en déduit la remarque. 
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Proposition 1.2.1.5 Soient R et S deux A-réseaux non nuls de V . On suppose KR =
KS. Alors les propriétés suivantes sont équivalentes :
– (i) Les A-modules R et S sont isomorphes.
– (ii) Il existe un automorphisme u du K-espace vectoriel KR tel que u(R) = S.
– (iii) [R : S]A est un A-module monogène.
Lorsque ces propriétés sont vérifiées, pour tout automorphisme v du K-espace vectoriel
KR tel que v(R) = S, on a [R : S]A = A det(v).
Démonstration. On pose d := dR = dS. Montrons (i) ⇒ (ii). On suppose (i) vraie.
Puisque les A-modules R et S sont isomorphes, (BR,mR) et (BS,mS) peuvent être choisis
de sorte que mR = mS. Soit u l’unique automorphisme du K-espace vectoriel KR tel que
pour tout i ∈ {0, ..., d− 1}, u (bR,i) = bS,i. Il est alors clair que u(R) = S, ce qui montre
(ii).
Montrons (ii) ⇒ (iii). On suppose (ii) vraie. u se restreint en un isomorphisme de A-
modules de R vers S. On peut donc choisir (BR,mR) et (BS,mS) de sorte que mR = mS.
De la proposition-déﬁnition 1.2.1.1, (iii), on déduit alors
[R : S]A = AdetBS ,BR (IdKR) ,
et alors (iii) est vraie.
Montrons (iii) ⇒ (i). On suppose (iii) vraie. D’après la proposition-déﬁnition 1.2.1.1,
(iii), on a
[R : S]A = mSm
−1
R detBS ,BR (IdKR) ,
Or [R : S]A est monogène. On en déduit que mSm−1R est un A-module monogène, ce qui
équivaut à cl
(
mSm
−1
R
)
= 1, ou encore à cl (mR) = cl (mS). On sait que si cl (mR) = cl (mS),
alors mR et mS sont isomorphes en tant que A-modules, et il en résulte que les A-modules
R et S sont isomorphes. D’où (i).
Supposons (i), (ii), et (iii) vériﬁées. Soit v un automorphisme du K-espace vectoriel
KR tel que v(R) = S. On choisit alors (BR,mR) et (BS,mS) de telle sorte que mR = mS
et que pour tout i ∈ {0, ..., d− 1}, v (bR,i) = bS,i. D’après la proposition-déﬁnition 1.2.1.1,
(iii), on a
[R : S]A = AdetBS ,BR (IdKR) = AdetBR,BS(v)detBS ,BR (IdKR) = A det(v).

Remarque 1.2.1.6 En particulier, pour tout A-réseau R 6= {0} de V , on a l’égalité
[R : R]A = A.
1.2.2 Formule de multiplicativité des indices.
Proposition 1.2.2.1 Soient R 6= {0}, S 6= {0} et T trois A-réseaux de V . On suppose
KT ⊆ KS ⊆ KR. Alors :
[R : S]A[S : T ]A = [R : T ]A
([R : S]A[S : T ]A étant le sous-A-module de K engendré par les éléments de la forme xy,
avec x ∈ [R : S]A et y ∈ [S : T ]A.)
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Démonstration. Si dT < dR on a [R : T ]A = {0} d’après la proposition-déﬁnition
1.2.1.1, (i). Nécessairement, on a aussi dS < dR ou dT < dS, donc [R : S]A = {0} ou
[S : T ]A = {0}. On en déduit la proposition dans ce cas.
Supposons maintenant dT = dR. Alors on a KR = KS = KT . D’après la proposition-
déﬁnition 1.2.1.1, (iii), on a
[R : T ]A = mTm
−1
R detBT ,BR (IdKR)
= mSm
−1
R detBS ,BR(IdKR)mTm
−1
S detBT ,BS(IdKR)
= [R : S]A[S : T ]A,
d’où la proposition. 
Corollaire 1.2.2.2 Soient R 6= {0} et S deux A-réseaux de V . On suppose que KR ⊆
KS, ou bien qu’on a à la fois KS ( KR et A 6= K. Alors [R : S]A = ([S : R]A)−1, où
([S : R]A)
−1 désigne le sous-A-module de K inverse de [R : S]A, c’est-à-dire le sous-A-
module de K sur-jacent à l’ensemble {x ∈ K/x[R : S]A ⊆ A}.
Démonstration. Supposons d’abordKS ( KR et A 6= K. Alors d’après la proposition-
déﬁnition 1.2.1.1, on a
[R : S]A = {0} = K−1 = ([S : R]A)−1 .
Supposons ensuite KR ( KS. Alors d’après la proposition-déﬁnition 1.2.1.1, on a
[R : S]A = K = {0}−1 = ([S : R]A)−1 .
Supposons enﬁn KR = KS. D’après la proposition 1.2.2.1 et la remarque 1.2.1.6, on
a
[R : S]A[S : R]A = [R : R]A = A,
d’où [R : S]A = ([S : R]A)
−1. 
Remarque 1.2.2.3 Si on suppose que dR = dS et que KR 6= KS, on a [R : S]A = K =
[S : R]A.
1.2.3 Sommes directes.
Lemme 1.2.3.1 Soient n ∈ N∗, (mi)ni=1 et (ni)ni=1 deux familles d’idéaux fractionnaires
de A, B := (bi)
n
i=1 et C := (ci)
n
i=1 deux familles K-libres de V , qui engendrent le même
sous-K-espace vectoriel de V . On pose R :=
n⊕
i=1
mibi et S :=
n⊕
i=1
nici. On suppose que pour
tout i ∈ {1, ..., n}, mi 6= (0). Alors
[R : S]A =
(
n∏
i=1
nim
−1
i
)
detC,B (IdKR) .
Démonstration. Si il existe i ∈ {1, ..., n} tel que ni = (0), alors le lemme résulte
immédiatement de la proposition-déﬁnition 1.2.1.1, (i). On suppose donc que pour tout
i ∈ {1, ..., n}, ni 6= (0). On divise la démonstration en deux étapes.
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Première étape : le cas où bi = ci pour tout i ∈ {1, ..., n}. Pour tout i ∈ {1, ..., n},
soit xi ∈ nim−1i . Soit u l’endomorphisme du K-espace vectoriel V tel que pour tout
i ∈ {1, ..., n}, on a u(bi) = xibi. Alors on a clairement u(R) ⊆ S, et det(u) =
n∏
i=1
xi. Ceci
montre que
n∏
i=1
nim
−1
i ⊆ [R : S]A. (1.2.3.1)
Soit v un endomorphisme du K-espace vectoriel KR tel que v(R) ⊆ S. Soit M :=
matB,B(u). Pour tout j ∈ {1, ..., n}, et tout a ∈ mj, on a :
v(abj) ∈ S ⇐⇒
n∑
i=1
Mi,jabi ∈
n⊕
i=1
nibi
D’où Mi,j ∈ nim−1j , pour tout i ∈ {1, ..., n}. Pour toute permutation σ de {1, ..., n}, on
a
n∏
i=1
Mσ(i),i ∈
n∏
i=1
nσ(i)m
−1
i , c’est-à-dire
n∏
i=1
Mσ(i),i ∈
n∏
i=1
nim
−1
i . On en déduit det(v) ∈
n∏
i=1
nim
−1
i . On a ainsi vériﬁé
[R : S]A ⊆
n∏
i=1
nim
−1
i . (1.2.3.2)
Finalement, de (1.2.3.1) et (1.2.3.2) on déduit le lemme dans ce cas.
Seconde étape : le cas général. D’après la proposition 1.2.2.1 on a
[R : S]A =
[
R :
n⊕
i=1
Abi
]
A
[
n⊕
i=1
Abi :
n⊕
i=1
Aci
]
A
[
n⊕
i=1
Aci : S
]
A
. (1.2.3.3)
De la première étape, on déduit[
R :
n⊕
i=1
Abi
]
A
=
n∏
i=1
m−1i et
[
n⊕
i=1
Aci : S
]
A
=
n∏
i=1
ni. (1.2.3.4)
D’autre part, d’après la proposition 1.2.1.5, on a[
n⊕
i=1
Abi :
n⊕
i=1
Aci
]
A
= A det(v),
où v est l’unique endomorphisme duK-espace vectorielKR tel que pour tout i ∈ {1, ..., n},
v(bi) = ci. On a
det(v) = detB,C(v)detC,B(IdKR) = detC,B(IdKR),
d’où [
n⊕
i=1
Abi :
n⊕
i=1
Aci
]
A
= AdetC,B(IdKR). (1.2.3.5)
De (1.2.3.3), (1.2.3.4) et (1.2.3.5) on déduit le lemme. 
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Proposition 1.2.3.2 Soient R 6= {0} et S deux A-réseaux de V . Soient n ∈ N∗, (Ri)ni=1
une famille de sous-A-modules de R, et (Si)
n
i=1 une famille de sous-A-modules de S, telles
que :
R =
n⊕
i=1
Ri et S =
n⊕
i=1
Si
On suppose que pour tout i ∈ {1, ..., n}, KSi ⊆ KRi 6= 0. Alors :
[R : S]A =
n∏
i=1
[Ri : Si]A
Démonstration. Supposons d’abord qu’il existe i ∈ {1, ..., n} tel que KSi 6= KRi.
Alors KS 6= KR. D’après la proposition-déﬁnition 1.2.1.1, (i), on a alors [Ri : Si]A = 0 et
[R : S]A = 0, d’où
n∏
i=1
[Ri : Si]A = [R : S]A.
Supposons maintenant que pour tout i ∈ {1, ..., n}, KSi = KRi. Alors KS = KR.
Pour tout i ∈ {1, ..., n}, soient di := dimK (KRi), Bi := (bi,j)dij=1 et Ci := (ci,j)dij=1 deux
K-bases de KRi, (mi,j)
di
j=1 et (ni,j)
di
j=1 deux familles d’idéaux fractionnaires non nuls de A
tels que
Ri =
di⊕
j=1
mi,jbi,j et Si =
di⊕
j=1
ni,jci,j.
D’après le lemme 1.2.3.1, on a
[Ri : Si]A =
(
di∏
j=1
ni,jm
−1
i,j
)
detCi,Bi(IdKRi). (1.2.3.6)
B := (b1,1, b1,2, ..., b1,d1 , b2,1, ..., bn,dn) est une K-base de KR. De la même faï¿½on,
C := (c1,1, c1,2, ..., c1,d1 , c2,1, ..., cn,dn) est une K-base de KR. On a
R =
n⊕
i=1
di⊕
j=1
mi,jbi,j et S =
n⊕
i=1
di⊕
j=1
ni,jci,j.
D’après le lemme 1.2.3.1, puis d’après (1.2.3.6), on obtient
[R : S]A = detC,B (IdKR)
n∏
i=1
di∏
j=1
ni,jm
−1
i,j =
n∏
i=1
((
di∏
j=1
ni,jm
−1
i,j
)
detCi,Bi (IdKRi)
)
=
n∏
i=1
[Ri : Si]A .

1.2.4 Extension des scalaires.
Proposition 1.2.4.1 Soit A′ un sous-anneau de K contenant A. On suppose que A′ est
un anneau de Dedekind. Soient R 6= {0} et S deux A-réseaux de V . Alors les sous-B-
modules A′R et A′S de V respectivement engendrés par R et S sont des A′-réseaux de V ,
et
[A′R : A′S]A′ = A
′[R : S]A,
où A′[R : S]A est le sous-A′-module de K engendré par [R : S]A.
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Démonstration. Puisque R est de type ﬁni sur A, A′R est de type ﬁni sur A′. D’autre
part on a les inégalités suivantes,
dimK (KR) ≤ rgA′ (A′R) ≤ rgA(R) = dimK (KR) ,
qui prouvent que A′R est un A′-réseau de V (et que dA′R = dR). De même on vériﬁe que
A′S est un A′-réseau de V (et que dA′S = dS).
Si dS < dR, alors [A′R : A′S]A′ = 0 = A
′[R : S]A. Si dR ≤ dS, avec KS 6= KR, alors
[A′R : A′S]A′ = K = A
′[R : S]A.
Supposons maintenant KR = KS. Il est clair qu’on peut choisir (BA′R,mA′R) de sorte
que BA′R = BR et mA′R = A′mR, l’idéal de A′ engendré par mR. De même on choisit
(BA′S,mA′S) de sorte que BA′S = BS et mA′S = A′mS, l’idéal de A′ engendré par mS.
D’après la proposition-déﬁnition 1.2.1.1, on a
[A′R : A′S]A′ = mA′Sm
−1
A′RdetBS ,BR (IdKR) = A
′mSm
−1
R detBS ,BR (IdKR)
= A′[R : S]A.

Proposition 1.2.4.2 Soit A′ un sous-anneau de Dedekind de K contenant A. On suppose
que A′ ∩ F = A, où F ⊆ K est le corps des fractions de A. Soient R 6= {0} et S deux
A-réseaux de V . Alors
[A′R : A′S]A′ ∩ F [R : S]A = [R : S]A,
où F [R : S]A est le sous-F -espace vectoriel de K engendré par [R : S]A.
Démonstration. Si dS < dR, alors [R : S]A = {0}, et la proposition s’en déduit dans
ce cas. Si dR ≤ dS et KR 6= KS, alors [A′R : A′S]A′ = K et [R : S]A = K, donc la
proposition est triviale dans ce cas. Supposons maintenant KR = KS. De la proposition
1.2.4.1, on déduit
[A′R : A′S]A′ ∩ F [R : S]A ⊇ [R : S]A. (1.2.4.1)
Il ne reste donc à montrer que l’inclusion
[A′R : A′S]A′ ∩ F [R : S]A ⊆ [R : S]A. (1.2.4.2)
D’après la proposition-déﬁnition 1.2.1.1, (iii), il existe un idéal fractionnaire non nul m de
A, et y ∈ K∗ tel que
[R : S]A = my. (1.2.4.3)
Soit x ∈ [A′R : A′S]A′ ∩ F [R : S]A. Puisque x ∈ F [R : S]A, et d’après (1.2.4.3), il existe
λ ∈ F tel que
x = λy. (1.2.4.4)
D’après la proposition 1.2.4.1 on a x ∈ A′[R : S]A, donc de (1.2.4.4) et (1.2.4.3) on déduit
λ ∈ A′m, l’idéal fractionnaire de A′ engendré par m. Alors
λ ∈ F ∩ (A′m) . (1.2.4.5)
Pour tout a ∈ m−1, de (1.2.4.5) on déduit λa ∈ F ∩ A′, c’est-à-dire λa ∈ A par hy-
pothèse. Alors λ ∈ m, et de (1.2.4.4) on déduit x ∈ my. Ceci étant valable pour tout
x ∈ [A′R : A′S]A′ ∩ F [R : S]A, d’après (1.2.4.3) on a vériﬁé l’inclusion (1.2.4.2), ce qui
achève la démonstration. 
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1.3 Liens avec diverses notions classiques.
1.3.1 Modules-indices et idéaux de Fitting.
Nous référons le lecteur à la sous-section A.3.6 pour la déﬁnition et les propriétés
élémentaires des idéaux de Fitting.
Théorème 1.3.1.1 Soient M un A-module de type fini non nul, sans torsion, et N un
sous-A-module de M . M et N sont identifiés à leurs images dans K⊗AM . Ce sont alors
des A-réseaux de K ⊗A M , et
FitA (M/N) = [M : N ]A .
Démonstration. Il est trivial que M est un A-réseau de K ⊗A M . N est un sous-A-
module de M , donc un A-réseau de K ⊗A M .
Première étape : le cas oùM est libre. On choisit alors (BM ,mM) de sorte que mM = A.
Soit T l’ensemble des matrices carrées T := (Ti,j)(i,j)∈{0,...,dM−1}2 d’ordre dM , à coeﬃcients
dans A, telles que pour tout j ∈ {0, ..., dM − 1},
(
dM−1∑
i=0
Ti,jbM,i
)
∈ N . Alors par déﬁni-
tion, l’idéal de Fitting deM/N est l’idéal de A engendré par les déterminants des matrices
T ∈ T . Pour toute matrice carrée T := (Ti,j)(i,j)∈{0,...,dM−1}2 d’ordre dM à coeﬃcients dans
K, soit fT l’endomorphisme du K-espace vectoriel K⊗AM déﬁni par T , par rapport à la
base BM . Il est trivial que fT (M) ⊆ N équivaut à T ∈ T . Alors par déﬁnition, [M : N ]A
est le sous-A-module de K engendré par les déterminants des fT , T ∈ T . On en déduit le
théorème dans ce cas.
Seconde étape : le cas général. On choisit (BM ,mM) de sorte que mM est un idéal de
A. Soit L le sous-A-module de K ⊗A M librement engendré par BM . Alors M et N sont
des sous-A-modules de L, donc d’après la première étape on a
FitA (L/M) = [L : M ]A et FitA (L/N) = [L : N ]A . (1.3.1.1)
Puisque A est un anneau de Dedekind (et en vertu de la proposition A.3.6.4, (iii)), la
suite exacte
0 //M/N // L/N // L/M // 0
donne
FitA (L/N) = FitA (L/M) FitA (M/N) . (1.3.1.2)
De (1.3.1.1) et (1.3.1.2) on déduit
[L : N ]A = [L : M ]A FitA (M/N) . (1.3.1.3)
Or KM = KL et KN ⊆ KL, donc en multipliant par [M : L]A on obtient, d’après la
proposition 1.2.2.1 et la remarque 1.2.1.6, la formule du théorème. 
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1.3.2 Indices et modules-indices.
Pour G un groupe et H un sous-groupe de G, on note [G : H ] l’indice de H dans
G, c’est-à-dire le nombre cardinal (ﬁni ou inﬁni) de l’ensemble des classes de G modulo
l’action de H par translation à gauche.
Proposition 1.3.2.1 Soient R 6= {0} et S deux A-réseaux de V , tels que S ⊆ R. Si
l’anneau de Dedekind A est un corps on suppose en outre que dR = dS ou que A est infini.
Alors [R : S]A est un idéal de A, et :
[A : [R : S]A] = [R : S].
Démonstration. On distingue diﬀérents cas.
Premier cas : le cas où A est un corps et où dR = dS. Dans ce cas R = S et [R : S]A = A
par la remarque 1.2.1.6. Le théorème est donc trivial dans ce cas.
Second cas : le cas où dS < dR. Tout anneau intègre ﬁni étant un corps, A est inﬁni
par hypothèse. Le A-module R/S est de type ﬁni, de rang supérieur à 1, donc équipotent
à A. D’après la proposition-déﬁnition 1.2.1.1, (i) on a [R : S]A = {0}. Donc A/[R : S]A
s’identiﬁe à A. On en déduit [A : [R : S]A] = [R : S] dans ce cas.
Troisième cas : le cas où A est un anneau de valuation discrète et où dR = dS. Soit π
une uniformisante de A. Il existe n ∈ N, et (mi)ni=1 ∈ (N∗)n tel que R/S ≃
n⊕
i=1
A/πmiA.
D’après le théorème 1.3.1.1 et les propriétés élémentaires des idéaux de Fitting (proposi-
tion A.3.6.3 et proposition A.3.6.4, (ii)) on a alors
[R : S]A = FitA (R/S) = π
Pn
i=1miA,
puis
[A : [R : S]A] = #
(
A/π
Pn
i=1miA
)
. (1.3.2.1)
D’autre part il est clair que les ensembles A/π
Pn
i=1miA et
n∏
i=1
(A/πmiA) sont équipotents.
Donc de (1.3.2.1) on déduit
[A : [R : S]A] =
n∏
i=1
#(A/πmiA) = [R : S].
Quatrième cas : le cas où A est un anneau de Dedekind qui n’est pas un corps et où
dR = dS. Puisque R/S est de torsion, on a un isomorphisme de A-modules
R/S ≃
⊕
p∈Max(A)
Ap⊗A (R/S), (1.3.2.2)
où Max(A) est le spectre maximal de A (voir [7, §4, n°10, Proposition 23, p. 79]). Pour
tout p ∈ Max(A), Ap est un A-module plat, et en particulier
#(Ap⊗A (R/S)) = [Ap⊗A R : Ap⊗A S] .
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D’autre part les morphismes canoniques de Ap-modules Ap⊗AR→ ApR et Ap⊗AS → ApS
sont des isomorphismes (la surjectivité est triviale, et tous ces Ap-modules sont libres de
rang dR). De (1.3.2.2) on déduit alors
[R : S] =
∏
p∈Max(A)
[ApR : ApS] . (1.3.2.3)
D’après le troisième cas on a alors
[R : S] =
∏
p∈Max(A)
[
Ap : [ApR : ApS]Ap
]
.
De la proposition 1.2.4.1 on déduit
[R : S] =
∏
p∈Max(A)
[Ap : Ap [R : S]A] . (1.3.2.4)
D’autre part on a un isomorphisme de A-modules
A/ [R : S]A ≃
∏
p∈Max(A)
(Ap/Ap [R : S]A) . (1.3.2.5)
On déduit donc de (1.3.2.4) et (1.3.2.5) que
[R : S] = [A : [R : S]A] .

Corollaire 1.3.2.2 Soient R et S deux A-réseaux non nuls de V , tels que S ⊆ R et
dR = dS. On suppose que A = S−1Z, où S est une partie multiplicative de Z qui ne
contient pas 0. Alors on a
[R : S]A = [R : S]A.
Démonstration. On remarque d’abord que pour tout idéal non nul a de A, on a
[A : a]A = a. En particulier, on a
[R : S]A = [A : [R : S]A]A. (1.3.2.6)
Une application directe de la proposition 1.3.2.1 donne ensuite
[R : S]A = [R : S]A.
On peut aussi déduire le corollaire 1.3.2.2 du théorème 1.3.1.1 et de la proposition A.3.6.5.

1.3.3 Module-indice et indice généralisé de Sinnott.
Soient R et S deux A-réseaux non nuls de V . On suppose que KR = KS = V (donc
dR = dS). On suppose aussi que l’on est dans un des cas suivants :
– (i) A = Z, K = Q ou K = R.
– (ii) A = Zp avec p un nombre premier, et K = Qp.
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Sous ces conditions, W. Sinnott a déﬁni dans [56] un indice généralisé (R : S) de la façon
suivante. Il existe un automorphisme u du K-espace vectoriel V tel que u(R) = S. On
pose alors
(R : S) =
{ |det(u)| dans le cas (i),
pv(det(u)) dans le cas (ii),
où v est la valuation normalisée sur Qp.
Proposition 1.3.3.1 [R : S]A = A (R : S).
Démonstration. C’est un corollaire immédiat de la proposition 1.2.1.5. 
1.3.4 Modules-indices et invariants relatifs.
Soient R et S deux A-réseaux non nuls de V . On suppose que K est le corps des
fractions de A, et que KR = KS = V (donc dR = dS). Sous ces conditions, Bourbaki
déﬁnit l’invariant relatif χ (S,R) de S et R, de la façon suivante. Pour tout choix d’une
K-base de V , on a un isomorphisme canonique
dR∧V ≃ K. Via cet isomorphisme, l’image
canonique de RdR dans
dR∧V est identiﬁée à un idéal fractionnaire non nul a de A. De
même, l’image canonique de SdR dans
dR∧V est identiﬁée à un idéal fractionnaire non
nul b de A. L’invariant relatif de S et R est alors déﬁni par ba−1. Il ne dépend pas du
choix de laK-base de V . Nous utilisons une notation multiplicative pour l’invariant relatif,
contrairement à la notation additive habituellement employée, car c’est plus adapté à notre
situation. Nous référons le lecteur à [7, §4, n°6] pour plus de détails et pour les propriétés
de l’invariant relatif. Nous mentionnons seulement les deux propriétés suivantes :
– (i) Si H , I, et J sont trois A-réseaux de V , tels que dH = dI = dJ = dR, alors
χ (H, J) = χ (H, I)χ (I, J) (voir [7, §4, n°6]).
– (ii) Si H et I sont deux A-réseaux de V , tels que dH = dI = dR, et si u est un
automorphisme du K-espace vectoriel V tel que u(H) = I, alors χ(I,H) = A det(u)
(voir [7, §4, n°6, Proposition 13]).
La proposition suivante montre que les invariants relatifs sont un cas particulier des
modules-indices.
Proposition 1.3.4.1 χ(S,R) = [R : S]A.
Démonstration. On pose M :=
dR−1⊕
i=0
AbR,i. L’image canonique de MdR dans
dR∧V est le
A-module librement engendré par bR,0∧· · ·∧bR,dR−1. L’image canonique de RdR dans
dR∧V
est mRbR,0 ∧ · · · ∧ bR,dR−1. Donc
χ (M,R) = m−1R . (1.3.4.1)
On pose N :=
dR−1⊕
i=0
AbS,i. Procédant de la même façon que précédemment, on obtient
χ (S,N) = mS. (1.3.4.2)
Soit u l’unique automorphisme du K-espace vectoriel V tel que pour tout i ∈ {0, ..., dR},
u (bR,i) = bS,i. D’après la propriété (ii) des invariants relatifs, on a
χ (N,M) = A det(u) = AdetBS ,BR (IdV ) detBR,BS(u) = AdetBS ,BR (IdV ) . (1.3.4.3)
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D’après la propriété (i) des invariants relatifs, on a
χ (S,R) = χ (S,N)χ (N,M)χ (M,R) . (1.3.4.4)
Compte tenu de (1.3.4.2), (1.3.4.3), et (1.3.4.1), on déduit de (1.3.4.4) que
χ (S,R) = mSm
−1
R detBS ,BR (IdV ) . (1.3.4.5)
De (1.3.4.5) et de la proposition-déﬁnition 1.2.1.1, (iii), on déduit alors
χ (S,R) = [R : S]A .

1.3.5 Les modules index de Fröhlich.
Soient R et S deux A-réseaux non nuls de V . On suppose que K est le corps des
fractions de A, et que KR = KS = V (donc dR = dS). Sous ces conditions, Frölich déﬁnit
dans [15, 3, p. 10] un module index de la façon suivante. Pour tout idéal maximal p de
A, Ap étant le localisé de A en p, les sous-Ap-modules ApR et ApS de V respectivement
engendrés par R et S sont libres (et isomorphes). Il existe alors un automorphisme up
du K-espace vectoriel V tel que up se restreint en un isomorphisme de Ap-modules de
ApM vers ApN . Le module index de R et S est par déﬁnition l’unique idéal fractionnaire
[R : S]′A tel que pour tout idéal maximal p de A, Ap [R : S]
′
A = Apdet (up). Nous référons
le lecteur à [15] pour vériﬁer qu’un tel idéal fractionnaire existe et ne dépend pas du choix
des up.
La proposition suivante montre que les modules index sont un cas particulier des
modules-indices.
Proposition 1.3.5.1 [R : S]′A = [R : S]A.
Démonstration. Soit p un idéal maximal de A. D’après la proposition 1.2.4.1 et la
proposition 1.2.1.5, on a
Ap [R : S]A = [ApR : ApS]Ap = Apdet (up) .
Par unicité de [R : S]′A, on déduit la proposition. 
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Chapitre 2
Une version faible de la conjecture de
Gras.
2.1 Notations, conventions.
Dans ce chapitre, on ﬁxe un corps global k de caractéristique ρ. Si ρ = 0 on suppose
que k est un corps quadratique imaginaire. Pour toute place ultramétrique p d’un corps
global, on note vp la valuation normalisée en p. Si ρ = 0, on note Ok l’anneau des entiers
de k, c’est-à-dire la fermeture intégrale de Z dans k. Si ρ 6= 0, on ﬁxe une place ∞ de k,
et on note Ok l’anneau des x ∈ k tels que 0 ≤ vp(x) pour toute place p 6= ∞ de k. On
prolonge arbitairement ∞ à une clôture algébrique kalg de k.
Pour toute extension abélienne K/k de degré ﬁni, on note OK la fermeture intégrale
de Ok dans K. Il est bien connu que OK est un anneau de Dedekind, dont le groupe des
classes Cl (OK) est ﬁni. On ﬁxe maintenant K. On pose
G := Gal (K/k) , g := [K : k] , et Z〈g〉 := Z
[
g−1
]
.
Pour tout caractère rationnel irréductible ψ de G et tout Z〈g〉-module M , on note Mψ la
ψ-partie de M , déﬁnie par
Mψ := eψM,
où eψ := g−1
∑
σ∈G
ψ(σ)σ−1 est l’idempotent attaché à ψ. Dans ce chapitre, nous démontrons
pour tout caractère irréductible rationnel ψ de G l’égalité
#
(
Z〈g〉 ⊗Z
(O×K/StK))ψ = # (Z〈g〉 ⊗Z Cl (OK))ψ , (2.1.0.1)
où O×K est le groupe des unités de OK et StK est un groupe d’unités de Stark que nous
allons déﬁnir dans la section suivante. Ce résultat peut être interprété comme une version
faible de la conjecture de Gras. La méthode que nous présentons pour démontrer (2.1.0.1)
est celle que nous avons utilisé dans [60]. Elle repose sur l’utilisation des modules-indices.
2.2 Groupes d’unités de Stark.
2.2.1 Fonctions L d’Artin.
Pour tout idéal m 6= (0) de Ok, on note N(m) le cardinal de Ok/m, et Hm le corps de
rayons de k modulo m totalement décomposé en ∞. Le corps de classes de Hilbert H(1)
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est simplement noté H. Pour toute extension abélienne L/k non ramiﬁée en les idéaux
maximaux divisant m, on note (m, L/k) l’automorphisme d’Artin déﬁni par m.
Pour tout caractère complexe irréductible χ de Gal (Hm/k), on note s 7→ Lm (s, χ) la
fonction L d’Artin associée à χ. Elle est déﬁnie pour les nombres complexes s tels que
Re(s) > 1 par le produit Eulérien
Lm (s, χ) :=
∏
p∤m
(
1− χ (p,Hm/k)N(p)−s
)−1
,
où le produit est sur toutes les places ultramétriques p de k qui ne divisent pas m. Cette
fonction L est ensuite méromorphiquement prolongée au plan complexe. On note fχ le
conducteur de χ, c’est-à-dire le conducteur du sous-corps de Hm ﬁxé par Ker(χ).
Supposons d’abord que χ n’est pas trivial. Alors Lm (·, χ) est holomorphe sur C. Notons
Sχ l’ensemble des idéaux maximaux p de Ok tels que p|m, p ∤ fχ, et χ(σ) = 1 pour tout
prolongement σ de
(
p,Hfχ/k
)
à Hm. Dans le cas quadratique imaginaire, Lm (·, χ) a un
zéro en 0 d’ordre 1 + #Sχ. Dans le cas où ρ 6= 0, Lm (·, χ) a un zéro en 0 si et seulement
si #Sχ 6= ∅, auquel cas l’ordre de ce zéro est #Sχ.
Supposons que χ est trivial1. Si ρ = 0 ou si m 6= (1), alors Lm (·, χ) est holomorphe
partout sauf en 1 ou elle a un pôle simple. Dans le cas où ρ 6= 0 et m = (1), Lm (·, χ) est
holomorphe partout sauf en 1 et en 0 ou elle a des pôles simples. Dans le cas quadratique
imaginaire, Lm (·, χ) a un zéro en 0 si et seulement si m 6= (1), auquel cas l’ordre de ce zéro
est égal au nombre d’idéaux maximaux de Ok divisant m. Dans le cas où ρ 6= 0, Lm (·, χ)
a un pôle simple si m = (1), Lm (0, χ) ∈ C∗ si m est divisible par un unique idéal maximal
de Ok, et si m est divisible par exactement n idéaux maximaux de Ok, avec 2 ≤ n, alors
Lm (·, χ) a en 0 un zéro d’ordre n− 1.
2.2.2 La conjecture de Stark.
Selon la version abélienne de la conjecture de Stark, vériﬁée par H.M. Stark dans [57]
pour k quadratique imaginaire, et prouvée par P.Deligne dans [58] et par D.R.Hayes
dans [21] en caractéristique non nulle, il existe pour tout idéal m /∈ {(0), (1)} de Ok un
élément εm ∈ Hm, unique modulo µ (Hm), tel que :
(i) L’extension Hm
(
ε1/emm
)
/k est abélienne, où em est le nombre de racines de l’unité
dans Hm (remarquons que em := N(∞)− 1 si ρ 6= 0).
(ii) Si m est divisible par deux idéaux premiers distincts alors εm est une unité de OHm .
Si m = qe, où q est un idéal premier de Ok et e ∈ N∗, alors
εmOHm = (q)em/ekm ,
où ek := # (µ(k)) et où (q)m est le produit des idéaux premiers de OHm au-dessus de q.
(iii) Pour tout caractère complexe irréductible χ de Gal (Hm/k), on a
1
em
∑
σ∈Gal(Hm/k)
χ(σ)v∞ (εσm) =

L′m (0, χ) si ρ = 0,
Lm (0, χ) si ρ 6= 0,
(2.2.2.1)
où dans le cas quadratique imaginaire on pose v∞(z) := − ln (zz¯) pour tout z ∈ C.
1Dans ce cas Lm (·, χ) ne diffère de la fonction zêta de Dedekind qu’à quelques facteurs eulériens près.
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2.2.3 Définition du groupe d’unités de Stark.
Pour toute extension abélienne L de k, on note JL l’annulateur du Z [Gal(L/k)]-
module µ(L).
Lemme 2.2.3.1 Soit m /∈ {(0), (1)} un idéal de Ok. Pour tout η ∈ JHm il existe εm(η) ∈
Hm tel que εm(η)
em = εηm.
Démonstration. D’après [58, IV, Lemme 1.1] (ou [21, Lemma 2.5] si ρ 6= 0) JHm est
l’idéal engendré par les éléments N(q) − (q,Hm/k), où q est un idéal maximal de Ok, ne
divisant pas m si ρ 6= 0, et ne divisant pas emm si ρ = 0. On est donc réduit à prouver
le lemme pour un tel élément η := N(q) − (q,Hm/k). Soit ε˜m ∈ kalg une racine em-ième
de εm. D’après la propriété (i) des unités de Stark, Hm (ε˜m) est abélienne sur k. Soit σ un
prolongement de (q,Hm/k) à Hm (ε˜m). Alors ε˜N(q)−σm est une racine em-ième de ε
η
m. Il suﬃt
donc de montrer ε˜N(q)−σm ∈ Hm. Soit γ ∈ Gal (Hm (ε˜m) /Hm). Il existe une racine em-ième
de l’unité ζ ∈ Hm telle que ε˜γm = ζε˜m. Alors(
ε˜N(q)−σm
)γ
= (ε˜γm)
N(q)−σ = (ζε˜m)
N(q)−σ = ε˜N(q)−σm ,
ce qui prouve que ε˜N(q)−σm ∈ Hm. 
Définition 2.2.3.2 Soit PK le sous-groupe de K× engendré par µ(K) et par toutes les
normes
NHm/Hm∩K (εm(η)) ,
où m /∈ {(0), (1)} est un idéal de Ok, et η ∈ JHm . Nous définissons le groupe d’unités de
Stark
StK := PK ∩O×K .
2.2.4 Unités elliptiques et unités de Stark.
Dans cette sous-section, on se place dans le cas où k est un corps quadratique imagi-
naire. Pour L et L′ deux Z-réseaux (au sens classique) de C tels que L ⊆ L′ et [L′ : L]
est premier à 6, on note z 7→ ψ (z;L,L′) la fonction elliptique déﬁnie dans [48]. Pour m
un idéal propre non nul de Ok, et a un idéal non nul de Ok premier à 6m, G.Robert
a prouvé que ψ
(
1;m, a−1m
) ∈ Hm. Plus précisément, si on note supp(m) l’ensemble des
idéaux maximaux divisant m, alors d’après [47, Corollaire 1.3, (iv)] on a
ψ
(
1;m, a−1m
)OHm =

(1) si 2 ≤ #(supp(m)) ,
(q)wm(N(a)−1)/ekm si supp(m) = {q},
(2.2.4.1)
où wm est le nombre de racines de l’unité dans k qui sont congruentes à 1 modulo m. Pour
un idéal maximal q de Ok, si a est premier à 6mq, alors d’après [47, Théorème 4] on a
NHmq/Hm
(
ψ
(
1;mq, a−1mq
))wm/wmq
=
 ψ
(
1;m, a−1m
)1−(q,Hm/k)−1
si q ∤ m,
ψ
(
1;m, a−1m
)
si q | m.
(2.2.4.2)
où (q,Hm/k) est le Fröbenius de q dans Hm/k.
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De plus, d’après [47, Corollaire 1.3, (v-1)] on a
ψ
(
1;mq, a−1mq
) ≡ ψ (1;m, a−1m)(q,Hm/k)−1 mod (q)mq, (2.2.4.3)
où (q)mq est le produit des ideaux premiers dans OHmq au-dessus de q.
D’après [58, Chapitre IV, §1, Lemme 1.1], il existe un ensemble ﬁni Rm d’idéaux
maximaux de Ok, et une famille (nr)r∈Rm ∈ ZRm , tels que :
– Tout idéal maximal r ∈ Rm est totalement décomposé dans Hm et premier à 6emm.
– em =
∑
r∈Rm
nr (N(r)− 1).
Soit m′ un idéal de Ok tel que supp (m′) = supp (m) et wm′ = 1. Alors d’après [47,
Théorème 6], l’élément
εm :=
∏
r∈Rm
NHm′/Hm
(
ψ
(
1;m′, r−1m′
))nr
,
qui ne dépend pas du choix de m′, vériﬁe la conjecture de Stark de la sous-section 2.2.2.
Notons ϕm(1) l’invariant de Robert-Ramachandra, déﬁni par exemple dans [46, p. 15]
ou [47, (8.1)]. Pour tout idéal non nul a de Ok premier à 6m, on a d’après [47, Corollaire
1.3, (iii)] la relation
ψ
(
1;m, a−1m
)12m
= ϕm(1)
N(a)−(a,Hm/k), (2.2.4.4)
où m est l’unique générateur positif de m ∩ Z. D’après [47, (8.5)], on a aussi
ε12m
′
m = NHm′/Hm (ϕm′(1))
em , (2.2.4.5)
où m′ est un idéal de Ok tel que supp (m′) = supp (m) et wm′ = 1, et m′ est l’unique
générateur positif de m′ ∩ Z.
Proposition 2.2.4.1 Le Z [G]-module PK est engendré, en tant que groupe, par µ(K) et
par toutes les normes
NHm/Hm∩K
(
ψ
(
1;m, a−1m
))
,
où m /∈ {(0), (1)} est un idéal de Ok et a est un idéal non nul de Ok premier à 6m.
Démonstration. On note P ′K le sous-groupe de K× engendré par µ(K) et par toutes
les normes
NHm/Hm∩K
(
ψ
(
1;m, a−1m
))
,
où m /∈ {(0), (1)} est un idéal de Ok et a est un idéal non nul de Ok premier à 6m. D’après
(2.2.4.2) P ′K est un sous-Z [G]-module de K×.
Soit m /∈ {(0), (1)} un idéal de Ok, et soit m′ un idéal de Ok tel que supp (m′) =
supp(m) et wm′ = 1. Soit a un idéal non nul premier à 6m. On pose η(a) := N(a) −
(a,Hm′/k) D’après (2.2.4.5) on a
εm (η (a))
12m′em = NHm′/Hm (ϕm′(1))
emη(a) , (2.2.4.6)
où m′ est l’unique générateur positif de m′ ∩ Z. De (2.2.4.6) et (2.2.4.4) on déduit
εm (η (a))
12m′em = NHm′/Hm
(
ψ
(
1;m′, a−1m′
))12m′em
. (2.2.4.7)
18
Puisque µ(K) ⊂ P ′K , et que le Z[G]-module PK est engendré par les éléments de la forme
NHm/Hm∩K (εm (η (a))), on déduit de (2.2.4.7) que PK ⊆ P ′K . D’autre part, de (2.2.4.2) on
déduit
NHm′/Hm
(
ψ
(
1;m′, a−1m′
))wm
= ψ
(
1;m, a−1m
)
. (2.2.4.8)
Puisque µ(K) ⊂ PK , on déduit de (2.2.4.7) et (2.2.4.8) que P ′K ⊆ PK . D’où PK = P ′K . 
Remarque 2.2.4.2 Reprenant la fin de la démonstration de la proposition 2.2.4.1, on
voit que le groupe PK est engendré par toutes les normes
NHm/Hm∩K
(
ψ
(
1;m, a−1m
))
,
où m /∈ {(0), (1)} est un idéal de Ok vérifiant wm = 1 et a est un idéal non nul de Ok
premier à 6m.
Alternativement, le groupe PK est engendré par toutes les racines wm-ièmes des normes
NHm/Hm∩K
(
ψ
(
1;m, a−1m
))
,
où m /∈ {(0), (1)} est un idéal de Ok et a est un idéal non nul de Ok premier à 6m.
2.2.5 Modules de Drinfel’d et unités de Stark.
Les faits exposés ici ne sont utilisés que dans la section 3.4.1, dont l’objectif est la
preuve du théorème 3.4.1.6, sur l’existence de systèmes d’Euler « initialisés »en des uni-
tés de Stark.
Dans cette sous-section, on se place dans le cas ρ 6= 0, et on rappelle brièvement la
construction d’unités de Stark par la méthode de D.Hayes dans [21]. Parmi les références
générales sur les modules de Drinfel’d, citons [22] et [17].
Soit C∞ une complétion d’une clôture algébrique du complété k∞ de k en la place ∞.
On note q la puissance de ρ telle que le corps des constantes de k est Fq. Soit C∞{F} la Fq-
algèbre tordue des polynômes à coeﬃcients dans C∞. Ses éléments sont les polynômes en
F, avec pour règle de commutativité Fx = xqF pour tout x ∈ C∞. Soit D : C∞{F} → C∞
le morphisme de Fq-algèbres qui à un polynôme tordu associe son terme constant.
Nous rappelons qu’un module de Drinfel’d (sur C∞) est un morphisme de Fq-algèbres
φ : Ok → C∞{F} vériﬁant les deux conditions suivantes :
– Pour tout x ∈ Ok, D (φx) = x.
– Il existe x ∈ Ok vériﬁant φx 6= x dans C∞{F}.
Pour x ∈ Ok, si φx =
m∑
n=0
anF
n, alors pour tout z ∈ C∞, on pose
φx(z) :=
m∑
n=0
anz
qn .
L’ensemble C∞, muni de l’addition usuelle, et de l’application
Ok × C∞ −→ C∞, (a, z) 7−→ φa(z),
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est un Ok-module, que nous notons C∞,φ. L’anneau C∞{F} est principal à gauche. Il en
résulte que pour tout idéal non nul a de Ok, l’idéal à gauche de C∞{F} engendré par les
φa, a ∈ a, est engendré par un unique polynôme tordu unitaire, que l’on note φa. Pour
tout idéal a de Ok, l’ensemble
Λa(φ) := {z ∈ C∞/∀a ∈ a, φa(z) = 0}
est l’ensemble des points de a-torsion de C∞,φ, qui coïncide avec l’ensemble des racines
de φa.
Nous appelons réseau de Drinfel’d de rang r ∈ N∗ tout sous-Ok-module discret de
C∞, qui engendre un sous-k∞-espace vectoriel de C∞ de dimension r. Pour tout réseau
de Drinfel’d Γ, on déﬁnit une fonction exponentielle,
expΓ : C∞ −→ C∞, z 7−→ z
∏
γ∈Γ\{0}
(
1− γ−1z) ,
le produit étant uniformément convergent sur toute partie bornée de C∞. L’application
expΓ est Fq-linéaire, surjective, et on a Ker (expΓ) = Γ. Si Γ
′ est un second réseau de
Drinfel’d, tel que Γ ⊆ Γ′ et Γ′/Γ est ﬁni, on déﬁnit le polynôme
P (Γ,Γ′; t) := t
∏
γ∈expΓ(Γ′)\{0}
(
1− γ−1t) ,
et on a expΓ′(z) = P (Γ,Γ
′; expΓ(z)) pour tout z ∈ C∞. On pose aussi
δ (Γ,Γ′) :=
∏
γ∈expΓ(Γ′)\{0}
γ−1.
À tout réseau de Drinfel’d Γ on associe l’unique module de Drinfel’d ΦΓ qui vériﬁe,
pour tout x ∈ Ok et tout z ∈ C∞,
expΓ (xz) = Φ
Γ
x (expΓ(z)) .
Pour tout x ∈ Ok \ {0} et tout z ∈ C∞, on a ΦΓx (z) = xP
(
Γ, x−1Γ; z
)
, en particulier
le coeﬃcient dominant de ΦΓx est xδ
(
Γ, x−1Γ
)
. Pour tout idéal non nul a de Ok et tout
z ∈ C∞, on a
ΦΓa (z) = δ
(
Γ, a−1Γ
)−1
P
(
Γ, a−1Γ; z
)
.
On rappelle que pour tout module de Drinfel’d φ (sur C∞) il existe un unique réseau de
Drinfel’d Γ tel que φ = ΦΓ. Nous dirons que φ est de rang 1 lorsque Γ est de rang 1.
On appelle fonction signe tout morphisme continu de groupes sgn : k×∞ → k(∞)×,
où k(∞) est le corps des constantes de k∞, tel que pour tout x ∈ k(∞)×, sgn(x) =
x. Un module de Drinfel’d φ est dit sgn-normalisé si il existe un automorphisme τ ∈
Gal (k(∞)/Fq) tel que pour tout x ∈ Ok \ {0}, le coeﬃcient dominant de φx est sgn(x)τ .
On ﬁxe désormais une fonction signe sgn.
On appelle corps normalisateur l’extension k(1) ⊂ C∞ de k engendré par les coeﬃ-
cients des φx, x ∈ Ok, φ étant un module de Drinfel’d sgn-normalisé de rang 1 (k(1) est
indépendant du choix de φ). L’extension k(1)/k est abélienne de degré ﬁni non ramiﬁée
partout, sauf en ∞ si deg(∞) 6= 1, et l’indice de ramiﬁcation en ∞ est (N(∞)− 1) /ek.
De plus H ⊆ k(1), et
[
k(1) : H
]
= (N(∞)− 1) /ek. Pour tout idéal propre non nul m de Ok,
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le corps km := k(1) (Λm(φ)), où φ est un module de Drinfel’d sgn-normalisé de rang 1, ne
dépend pas du choix de φ. C’est une extension abélienne de degré ﬁnie de k, contenant
Hm, et appelée corps de classes de rayons modulo m au sens étroit. Elle est de degré Φ(m)
sur k(1) (voir ﬁgure 2.2.5.1), où Φ(m) désigne l’indice d’Euler généralisé de m, et km/Hm
est totalement ramiﬁée en toutes les places au-dessus de ∞.
Pour tout module de Drinfel’d sgn-normalisé φ de rang 1, on a Λm(φ) ⊂ Okm , et si
supp(m) désigne l’ensemble des idéaux maximaux qui divisent m, alors pour tout généra-
teur λ du Ok-module Λm(φ) on a
λOkm =

(1) si 2 ≤ #(supp(m)) ,
(q)
(N(∞)−1)/ek
km
si supp(m) = {q},
(2.2.5.1)
où (q)km désigne le produit des idéaux maximaux deOkm au-dessus de q (voir [21, Theorem
4.17]).
km
N(∞)−1k(1)
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Φ(m)
00
00
00
00
00
00
00
0
(N(∞)−1)/ek
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Φ(m)/ek
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??
Cl(Ok) k
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Fig. 2.2.5.1 – Les extensions de la théorie du corps de classes.
Pour tout réseau de Drinfel’d Γ de rang 1, il existe un élément ξ (Γ) ∈ C×p , appelé
invariant de Γ, tel que ΦΓ˜ est sgn-normalisé, où Γ˜ := ξ (Γ) Γ. Rappelons que le choix de
ξ (Γ) est unique modulo k(∞)×, et Γ˜ dépend de ξ (Γ) modulo F×q . On peut choisir les ξ(c),
où c est un idéal fractionnaire non nul de Ok, de telle sorte que pour tout idéal non nul a
de Ok, on a
ξ
(
a−1c
)
= D
(
Φc˜a
)
ξ (c) .
Pour tout idéal non nul m de Ok, on pose
λm := ξ(m) expm(1). (2.2.5.2)
Alors λm est un générateur de Λm
(
Φm˜
)
, et
εm := Nkm/Hm (λm) = −λN(∞)−1m (2.2.5.3)
vériﬁe la conjecture de Stark de la sous-section 2.2.2, d’après (2.2.5.1) et [21, calculs
p. 238].
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2.3 Une version faible de la conjecture de Gras, pour
les caractères rationnels.
2.3.1 Image du groupe des unités de Stark par le logarithme de
Dirichlet.
Pour toute extension abélienne L/k, on déﬁnit le logarithme de Dirichlet
ℓL : L× // R [Gal(L/k)] , x
 //
∑
σ∈Gal(L/k) v∞ (x
σ) σ−1 .
On rappelle que l’image de O×L est un Z-réseau (au sens du chapitre 1) du R-espace
vectoriel R [Gal (L/k)], de rang [L : k] − 1 sur Z, inclus dans R [Gal (L/k)] (1− e1). Soit
O la fermeture intégrale de l’anneau principal Z〈g〉 dans Q (µg), où µg est le groupe des
racines g-ièmes de l’unité dans C. Dans la suite, pour tout sous-anneau A de C et toute
partie P de C [G], on note AP le sous-A-module de C [G] engendré par P .
Proposition 2.3.1.1 Soit χ un caractère complexe irréductible et non trivial de G. Soit
χpr le caractère sur Gal
(
Hfχ/k
)
déduit de χ, où fχ est le conducteur du sous-corps Kχ de
K fixé par Ker(χ). Alors
OℓK (StK) eχ = OℓK (PK) eχ =
{
OJKLfχ (0, χ¯pr) eχ si ρ 6= 0,
OJKL′fχ (0, χ¯pr) eχ si ρ = 0.
(2.3.1.1)
Démonstration. D’après la propriété (ii) des unités de Stark, on a Pσ−1K ⊆ StK pour
tout σ ∈ G. Puisque χ n’est pas trivial, il existe σ ∈ G tel que χ(σ) 6= 1. Alors
O (χ(σ)− 1) ℓK (PK) eχ ⊆ OℓK (StK) eχ ⊆ OℓK (PK) eχ
avec (χ(σ)− 1) ∈ O×, de sorte que
OℓK (StK) eχ = OℓK (PK) eχ. (2.3.1.2)
Soit m un idéal non nul de Ok et η ∈ JK . On pose
εK,m := NHm/Hm∩K (εm) et εK,m(η) := NHm/Hm∩K (εm(η)) .
Pour tout σ ∈ Gal (K ∩ Hm/k), soit σ˜ ∈ G un prolongement de σ à K. Alors
ℓK (εK,m) eχ =
∑
σ1∈Gal(K∩Hm/k)
∑
σ2∈Gal(K/K∩Hm)
v∞
(
εσ˜1σ2K,m
)
χ
(
σ˜−11 σ
−1
2
)
eχ
=
∑
σ1∈Gal(K∩Hm/k)
v∞
(
εσ˜1K,m
)
χ
(
σ˜−11
) ∑
σ2∈Gal(K/K∩Hm)
χ
(
σ−12
)
eχ.
(2.3.1.3)
De (2.3.1.3) on déduit immédiatement que
ℓK (εK,m(η)) eχ = 0 si χ n’est pas trivial sur Gal (K/K ∩Hm). (2.3.1.4)
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Si χ est trivial sur Gal (K/K ∩ Hm) alors Kχ ⊆ Hm, et fχ|m. Dans ce cas en notant χm
le caractère sur Gal (Hm/k) déduit de χ, (2.3.1.3) et la propriété (iii) des unités de Stark
nous donnent
ℓK (εK,m(η)) eχ = [K : K ∩Hm] e−1m η
∑
σ∈Gal(Hm/k)
v∞ (εσm)χm
(
σ−1
)
eχ
=

η [K : K ∩ Hm] Lm (0, χ¯m) eχ si ρ 6= 0,
η [K : K ∩ Hm] L′m (0, χ¯m) eχ si ρ = 0.
(2.3.1.5)
Or puisque χ n’est pas trivial on a la relation
Lm (0, χ¯m) =
∏
q|m
q∤fχ
(1− χ¯pr (q,Hm/k))
Lfχ (0, χ¯pr) si ρ 6= 0,
L′m (0, χ¯m) =
∏
q|m
q∤fχ
(1− χ¯pr (q,Hm/k))
L′fχ (0, χ¯pr) si ρ = 0,
(2.3.1.6)
où les produits sont sur tous les idéaux maximaux de Ok qui divisent m sans diviser fχ.
De (2.3.1.4), (2.3.1.5), et (2.3.1.6) on déduit que pour tout idéal non nul m de Ok et tout
η ∈ JK , on a
ℓK (εK,m(η)) eχ ∈
{
OηLfχ (0, χ¯pr) eχ si ρ 6= 0,
OηL′fχ (0, χ¯pr) eχ si ρ = 0.
(2.3.1.7)
D’autre part, puisque χ n’est pas trivial on peut choisir un idéal maximal q de Ok tel que
χpr (q, k (fχ) /k) 6= 1. Si on pose m := qfχ, alors d’après (2.3.1.5) et (2.3.1.6) on a
ℓK (εK,m(η)) eχ =

[K : K ∩ Hm] η (1− χ¯pr (q,Hm/k)) Lfχ (0, χ¯pr) eχ si ρ 6= 0,
[K : K ∩ Hm] η (1− χ¯pr (q,Hm/k)) L′fχ (0, χ¯pr) eχ si ρ = 0,
(2.3.1.8)
pour tout η ∈ JK. Puisque [K : K ∩ Hm] et (1− χ¯pr (q,Hm/k)) sont inversibles dans O,
de (2.3.1.7) et de (2.3.1.8) on déduit que
OℓK (PK) eχ =
{
OJKLfχ (0, χ¯pr) eχ si ρ 6= 0,
OJKL′fχ (0, χ¯pr) eχ si ρ = 0.
(2.3.1.9)
De (2.3.1.9) et (2.3.1.2) on déduit la proposition. 
2.3.2 Découpage du régulateur suivant des caractères.
Pour tout anneau commutatif A et tout groupe ﬁni H , on note A [H ]0 l’idéal d’aug-
mentation de A[H ]. On a rappelé que pour toute extension abélienne L/k l’image de O×L
par ℓL est un Z-réseau de R [Gal(L/k)]0 = R [Gal(L/k)] (1− e1). Il est bien connu que
Reg(L) =
(
Z [Gal (L/k)]0 : ℓL
(O×L )) (indice généralisé de Sinnott) , (2.3.2.1)
où Reg(L) est le régulateur de L.
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Pour tout caractère irréductible complexe non trivial de G, on pose
Rχ :=
[
Oeχ : OℓK
(O×K) eχ]O , (2.3.2.2)
où Oeχ et OℓK
(O×K) eχ sont vus comme des O-réseaux du C-espace vectoriel C [G].
Proposition 2.3.2.1 Pour toute extension F ⊆ K de k, on note ΞF l’ensemble des
caractères complexes irréductibles χ de G qui sont triviaux sur Gal (K/F ). Alors
OReg(F ) =
∏
χ∈ΞF
χ 6=1
Rχ. (2.3.2.3)
Démonstration. On divise la démonstration en deux étapes.
Première étape : expression de OReg(F ) comme produit de modules-indices. De (2.3.2.1)
et de la proposition 1.3.3.1, puis de la proposition 1.2.4.1, on déduit
OReg(F ) = O
[
Z [Gal (F/k)]0 : ℓF
(O×F )]Z
=
[
O [Gal (F/k)]0 : OℓF
(O×F )]O . (2.3.2.4)
Il est clair que
O [Gal (F/k)]0 = ⊕
χ 6=1
Oeχ et OℓF
(O×F ) = ⊕
χ 6=1
OℓF
(O×F ) eχ, (2.3.2.5)
où les sommes sont sur tous les caractères complexes irréductibles non triviaux deGal(F/k).
De (2.3.2.4) et de (2.3.2.5) on déduit par application de la proposition 1.2.3.2 que
OReg(F ) =
∏
χ 6=1
[
Oeχ : OℓF
(O×F ) eχ]O , (2.3.2.6)
où les produits sont sur tous les caractères complexes irréductibles non triviaux deGal(F/k).
En particulier par déﬁnition des Rχ on a prouvé la proposition si F = K.
Seconde étape : preuve de la formule (2.3.2.3). L’ensemble des caractères complexes ir-
réductibles non triviaux de Gal(F/k) est en bijection canonique avec ΞF . D’après (2.3.2.6),
il suﬃt donc de prouver que pour tout χ ∈ ΞF , on a[
Oeχ′ : OℓF
(O×F ) eχ′]O = Rχ, (2.3.2.7)
où χ′ est le caractère sur Gal(F/k) déﬁni par χ. On considère le morphisme de C[G]-
modules
res : C[G] // C [Gal (F/k)] ,
∑
σ∈G
aσσ
 //
∑
σ∈G
aσσ|F ,
qui se restreint en un isomorphisme Ceχ ≃ Ceχ′. Pour tout x ∈ O×K , on a l’égalité
res (ℓK(x)eχ) = ℓF
(
NK/F (x)
)
eχ′. On en déduit
O[K : F ]ℓF
(O×F ) eχ′ ⊆ res (OℓK (O×K) eχ) ⊆ OℓF (O×F ) eχ′ ,
et puisque [K : F ] ∈ O× on a
res
(
OℓK
(O×K) eχ) = OℓF (O×F ) eχ′ . (2.3.2.8)
D’autre part on a trivialement res (Oeχ) = Oeχ′ , donc de (2.3.2.8) et de la remarque
1.2.1.4 appliquée à u := res : Ceχ → Ceχ′ , on déduit[
Oeχ′ : OℓF
(O×F ) eχ′]O = [Oeχ : OℓK (O×K) eχ]O = Rχ,
ce qui achève la preuve de la proposition. 
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2.3.3 Découpage du nombre de classes et du nombre de racines
de l’unité.
Soient H un groupe abélien ﬁni et A un sous-anneau de C. On suppose que A contient
une racine primitive #H-ième de l’unité et que #H est inversible dans A. Alors pour tout
A-module M et tout caractère complexe irréductible χ de H on note Mχ la χ-partie de
M , déﬁnie par
Mχ := eχM,
où eχ := (#H)
−1∑
σ∈H
χ(σ)σ−1 est l’idempotent attaché à χ.
Lemme 2.3.3.1 Soient F ⊆ K une extension de k, M un Z[G]-module fini, N un
Z [Gal(F/k)]-module fini, et Ψ : M → N un morphisme de Z[G]-modules. On suppose que
Cok(Ψ) est annulé par [K : F ], et que Ker(Ψ) est annulé par s (Gal(K/F )) :=
∑
σ∈Gal(K/F )
σ.
Alors
O#(N) =
∏
χ∈ΞF
FitO (O⊗Z M)χ .
Démonstration. Pour tout χ ∈ ΞF , on note χ′ le caractère de Gal(F/k) déﬁni par χ.
On déﬁnit ainsi une bijection canonique de ΞF vers l’ensemble des caractères complexes
irréductibles de Gal(F/k), et en particulier on a
O⊗Z N = ⊕
χ∈ΞF
(O⊗Z N)χ′ . (2.3.3.1)
Puisque Cok(Ψ) est annulé par [K : F ] qui est inversible dans O, Ψ induit une surjection
Ψχ : (O⊗Z M)χ // // (O⊗Z N)χ′ ,
pour tout χ ∈ ΞF . Puisque O est Z-plat, Ker (Ψχ) est annulé par s (Gal(K/F )). Or χ est
trivial sur Gal(K/F ) et [K : F ] ∈ O×, de sorte que Ker (Ψχ) = {0}. Alors Ψχ est un
isomorphisme,
(O⊗Z M)χ ≃ (O⊗Z N)χ′ . (2.3.3.2)
De (2.3.3.1) et (2.3.3.2) on déduit (en appliquant la proposition A.3.6.4, (ii)) que
FitO (O⊗Z N) =
∏
χ∈ΞF
FitO (O⊗Z M)χ .
On conclut en remarquant que d’après les propriétés des idéaux de Fitting (voir les pro-
positions A.3.6.2 et A.3.6.5), on a
FitO (O⊗Z N) = OFitZ (N) = O#(N).

Proposition 2.3.3.2 Pour tout caractère complexe irréductible χ de G, on pose
hχ := FitO (O⊗Z Cl (OK))χ et eK,χ := FitO (O⊗Z µ (K))χ .
Pour toute extension F ⊆ K de k, on a
Oh (OF ) =
∏
χ∈ΞF
hχ et OeF =
∏
χ∈ΞF
eK,χ, (2.3.3.3)
où h (OF ) est le nombre de classes de OF et eF est le nombre de racines de l’unité dans
F .
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Démonstration. Il suﬃt d’appliquer le lemme 2.3.3.1 aux applications normes
Cl (OK)
NK/F
// Cl (OF ) et µ(K)
NK/F
// µ(F ).

Remarque 2.3.3.3 Soient H un groupe abélien fini, M un Z[H ]-module fini, et ψ un
caractère rationnel irréductible de H. Alors
O#
(
Z〈g〉 ⊗Z M
)
ψ
=
∏
χ|ψ
FitO (O⊗Z M)χ ,
où le produit est sur tous les caractères complexes irréductibles de H au-dessus de ψ.
En particulier, pour tout caractère rationnel irréductible ψ de G, on a
O#
(
Z〈g〉 ⊗Z Cl (OK)
)
ψ
=
∏
χ|ψ
hχ et O#
(
Z〈g〉 ⊗Z µ(K)
)
ψ
=
∏
χ|ψ
eK,χ. (2.3.3.4)
Démonstration. D’après les propriétés des idéaux de Fitting (voir les propositions
A.3.6.5, A.3.6.2, et A.3.6.4, (ii)), on a
O#
(
Z〈g〉 ⊗Z M
)
ψ
= OFitZ〈g〉
(
Z〈g〉 ⊗Z M
)
ψ
= FitO (O⊗Z M)ψ
= FitO
(
⊕
χ|ψ
(O⊗Z M)χ
)
=
∏
χ|ψ
FitO (O⊗Z M)χ .

2.3.4 Preuve de la version faible de la conjecture de Gras.
Lemme 2.3.4.1 Soit ψ un caractère rationnel irréductible et non trivial de G. Alors
#
(
Z〈g〉 ⊗Z Cl (OK)
)
ψ
#
(
Z〈g〉 ⊗Z µ(K)
)
ψ
∏
χ|ψ
Rχ :=

O
∏
χ|ψ
Lfχ (0, χ¯pr) si ρ 6= 0,
O
∏
χ|ψ
L′fχ (0, χ¯pr) si ρ = 0,
(2.3.4.1)
où les produits sont sur les caractères complexes irréductibles de G au-dessus de ψ.
Démonstration. Il est clair que le corps Kχ ne dépend pas du caractère χ au-dessus de
ψ. On peut donc poserKψ := Kχ, avec χ au-dessus de ψ. SoitQψ l’ensemble des caractères
complexes irréductibles χ de G tels que Ker(χ) contient strictement Gal (K/Kψ). Pour
tout I ⊆ Qψ, on pose
KI :=

Kψ si I = ∅,
∩
χ∈I
Kχ si I 6= ∅.
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Pour tout caractère complexe irréductible χ de G on pose
Lχ :=

Lfχ (0, χ¯pr) si ρ 6= 0,
L′fχ (0, χ¯pr) si ρ = 0,
si χ 6= 1, et si χ est trivial on pose
Lχ :=

res (ζk, 0) si ρ 6= 0,
ζk(0) si ρ = 0,
où ζk est la fonction zêta de Dedekind du corps k et où dans le cas ρ 6= 0, res (ζk, 0) est le
résidu en 0 de ζk. Par un principe d’« inclusion-exclusion »(voir le lemme A.2.2.6), on a
∏
χ|ψ
Lχ =
∏
I⊆Qψ
(∏
χ∈ΞI
Lχ
)(−1)#(I)
, (2.3.4.2)
où ΞI := ΞKI est l’ensemble des caractères complexes irréductibles χ de G tels que Kχ ⊆
KI (c’est-à-dire χ est trivial sur Gal (K/KI)). D’autre part, par déﬁnition des Lχ, on a
pour tout I ⊆ Qψ ∏
χ∈ΞI
Lχ =

res (ζKI , 0) si ρ 6= 0,
ζKI(0) si ρ = 0.
(2.3.4.3)
La formule analytique du nombre de classes et (2.3.4.3) nous donne donc
∏
χ∈ΞI
Lχ =

−h (OFI ) Reg (OFI )
eFI ln (N(∞))
si ρ 6= 0,
−h (OFI ) Reg (OFI )
eFI
si ρ = 0.
(2.3.4.4)
Dans le cas où ρ 6= 0, on a
∏
I⊆Qψ
ln (N(∞))(−1)#(I) = 1, et on déduit de (2.3.4.2) et (2.3.4.4)
que l’on a
O
∏
χ|ψ
Lχ = O
∏
I⊆Qψ
(
h (OFI ) Reg (OFI )
eFI
)(−1)#(I)
. (2.3.4.5)
Utilisant la décomposition du régulateur donnée en (2.3.2.3), et la décomposition du
nombre de classes et du nombre de racines de l’unité donnée en (2.3.3.3), on déduit de
(2.3.4.5)
O
∏
χ|ψ
Lχ =
∏
I⊆Qψ
(∏
χ∈ΞI
hχRχe
−1
K,χ
)(−1)#(I)
, (2.3.4.6)
où on a posé Rχ = O pour χ le caractère trivial. Utilisant une seconde fois le principe
d’« inclusion-exclusion », on obtient
O
∏
χ|ψ
Lχ =
∏
χ|ψ
hχRχe
−1
K,χ,
ce qui compte tenu de la remarque 2.3.3.3 est la formule de l’énoncé. 
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Théorème 2.3.4.2 Soit ψ un caractère rationnel irréductible et non trivial de G. Alors
#
(
Z〈g〉 ⊗Z
(O×K/StK))ψ = # (Z〈g〉 ⊗Z Cl (OK))ψ . (2.3.4.7)
Démonstration. On conserve les notations du lemme 2.3.4.1. On divise la preuve en
deux étapes.
Première étape : calcul du module-indice
[
OℓK
(O×K) eψ : OℓK (StK) eψ]O. D’après la
proposition 2.3.1.1, on a
OℓK (StK) eψ = ⊕
χ|ψ
OℓK (StK) eχ = ⊕
χ|ψ
OJKLχeχ. (2.3.4.8)
Puisque µ(K) est un Z[G]-module monogène et d’après la proposition A.3.6.3, on a JK =
FitZ[G] (µ(K)), puis par les propriétés des idéaux de Fitting (voir les propositions A.3.6.2
et A.3.6.4, (ii)), on a
OJK = FitO[G] (O⊗Z µ(K)) = ⊕
χ
FitO
(
(O⊗Z µ(K))χ
)
eχ = ⊕
χ
eK,χeχ, (2.3.4.9)
où la somme est sur tous les caractères complexes irréductibles de G. De (2.3.4.8) et de
(2.3.4.9) on déduit
OℓK (StK) eψ = ⊕
χ|ψ
eK,χLχeχ. (2.3.4.10)
De la proposition 1.2.3.2 et de (2.3.4.10) on déduit
[O[G]eψ : OℓK (StK) eψ]O =
∏
χ|ψ
eK,χLχ. (2.3.4.11)
En appliquant à (2.3.4.11) la proposition 1.2.2.1 puis la proposition 1.2.3.2, on déduit∏
χ|ψ
eK,χLχ =
[
O[G]eψ : OℓK
(O×K) eψ]O [OℓK (O×K) eψ : OℓK (StK) eψ]O
=
∏
χ|ψ
Rχ
[OℓK (O×K) eψ : OℓK (StK) eψ]O . (2.3.4.12)
D’après la remarque 2.3.3.3 et le lemme 2.3.4.1 on déduit de (2.3.4.12) que[
OℓK
(O×K) eψ : OℓK (StK) eψ]O = ∏
χ|ψ
R−1χ eK,χLχ
= #
(
Z〈g〉 ⊗Z µ(K)
)
ψ
∏
χ|ψ
R−1χ Lχ
= O#
(
Z〈g〉 ⊗Z Cl (OK)
)
ψ
. (2.3.4.13)
Seconde étape : Preuve de la formule 2.3.4.7. Puisque Ker (ℓK)∩O×K = µ(K), ℓK induit
un isomorphisme
O×K/StK ≃ ℓK
(O×K) /ℓK (StK) . (2.3.4.14)
Puisque Z〈g〉 est Z-plat on déduit de (2.3.4.14) que(
Z〈g〉 ⊗Z
(O×K/StK))ψ ≃ Z〈g〉 ⊗Z ℓK (O×K) eψ/Z〈g〉 ⊗Z ℓK (StK) eψ
≃ Z〈g〉ℓK
(O×K) eψ/Z〈g〉ℓK (StK) eψ, (2.3.4.15)
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le dernier isomorphisme étant vrai car ℓK (StK) eψ et ℓK
(O×K) eψ sont des Z-réseaux de
R[G] (au sens de la section 1.1). Du corollaire 1.3.2.2 et de (2.3.4.15) on déduit alors
Z〈g〉#
(
Z〈g〉 ⊗Z
(O×K/StK))ψ = Z〈g〉 [Z〈g〉ℓK (O×K) eψ : Z〈g〉ℓK (StK) eψ]
=
[
Z〈g〉ℓK
(O×K) eψ : Z〈g〉ℓK (StK) eψ]Z〈g〉 .(2.3.4.16)
De (2.3.4.16) et de la proposition 1.2.4.1 on déduit ensuite
O#
(
Z〈g〉 ⊗Z
(O×K/StK))ψ = [OℓK (O×K) eψ : OℓK (StK) eψ]O ,
ce qui d’après (2.3.4.13) nous donne
O#
(
Z〈g〉 ⊗Z
(O×K/StK))ψ = O# (Z〈g〉 ⊗Z Cl (OK))ψ .
On en déduit que #
(
Z〈g〉 ⊗Z
(O×K/StK))ψ# (Z〈g〉 ⊗Z Cl (OK))−1ψ est inversible dans O,
et par suite est inversible dans Z〈g〉. Or #
(
Z〈g〉 ⊗Z
(O×K/StK))ψ et # (Z〈g〉 ⊗Z Cl (OK))ψ
sont premiers à g, de sorte que
#
(
Z〈g〉 ⊗Z
(O×K/StK))ψ = # (Z〈g〉 ⊗Z Cl (OK))ψ .

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Chapitre 3
Systèmes d’Euler.
3.1 Introduction.
Dans ce chapitre, nous présentons les rouages de la technique des systèmes d’Euler. La
méthode trouve ses origines dans les travaux de deux auteurs : F.Thaine [59] d’une part,
qui a introduit une nouvelle méthode pour obtenir des annulateurs galoisiens du groupe
des classes d’idéaux d’un corps de nombre abélien réel ; V.Kolyvagin [28] d’autre part, qui
montre que le groupe de Shafarevitch et le groupe de Mordell-Weil de certaines courbes
elliptiques sont ﬁnis. Dans [29], V.Kolyvagin synthétise les idées de ces deux travaux, et
introduit les systèmes d’Euler, grâce auxquels il étend ses résultats et ceux de F.Thaine.
Pour p 6= 2 un nombre premier et pour certaines extensions abéliennes de degré ﬁni F/Q,
oùQ est soitQ soit un corps quadratique imaginaire dont l’anneau des entiers est principal,
il détermine dans la plupart des cas les ordres des ψ-composantes du p-Sylow de Cl (OF ),
où ψ : Gal (F/Q) −→ µp−1 ⊂ Z×p est un morphisme de groupes non trivial. La méthode
est ensuite développée par divers auteurs, en particulier par K.Rubin, qui l’utilise pour
démontrer dans un contexte très général, la conjecture de Gras et la conjecture principale
de la théorie d’Iwasawa pour les unités cyclotomiques (voir l’appendice de [65]), ainsi
que pour les unités elliptiques (voir [50] et [52]). Notre exposé suit de très près le travail
de K.Rubin, à qui les résultats exposés ici (en particulier l’intégralité de la section 3.2)
sont essentiellement dûs. Quelques adaptations ont dûes être faites lors des preuves (par
exemple en section 3.3, et en annexe, section A.4) pour couvrir le cas p|#µ(k) et le cas
de la caractéristique positive. Les résultats de la sous-section 3.4.1 sont les nôtres.
Un point crucial est de prouver l’existence de systèmes d’Euler « initialisés » en
chaque unité de Stark. Dans [51], K.Rubin a montré que si on néglige la condition de
congruence (E4) dans la déﬁnition des systèmes d’Euler (voir déﬁnition 3.2.2.1), et si on
« tord » les unités de Stark à l’aide d’annulateurs du module galoisien des racines de
l’unité, alors de tels systèmes existent toujours. Cependant on est alors contraint d’éviter
certains caractères lors de la preuve de la conjecture de Gras. C’est pourquoi il nous a
paru préférable de procéder diﬀéremment et de distinguer le cas quadratique imaginaire
et le cas des corps de fonctions. Dans le cas quadratique imaginaire, il est bien connu
que les unités de Stark s’expriment à l’aide d’unités elliptiques, or il existe des systèmes
d’Euler « initialisés » en chaque unité elliptique. Dans le cas de caractéristique non
nulle, D.Hayes a démontré la conjecture de Stark à l’aide de modules de Drinfel’d (voir
[21]). Notons k∞ le complété de k en ∞, (k∞)alg une clôture algébrique de k∞, et C∞ la
complétion de (k∞)
alg par rapport à l’unique valeur absolue prolongeant celle de k∞. Si
on ﬁxe un signe sgn : k×∞ −→ k(∞)×, où k(∞) est le corps des constantes de k∞, alors
on peut considérer naturellement C∞ comme un Ok-module via l’utilisation de certains
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modules de Drinfel’d sgn-normalisés. Les unités de Stark sont alors obtenues à l’aide de
certains points de torsion de C∞. C’est en utilisant cette constuction que nous pouvons
déterminer explicitement des systèmes d’Euler « initialisés » en chaque unité de Stark.
3.1.1 Notations.
On ﬁxe un nombre premier p, un corps global k de caractéristique ρ 6= p. Si ρ = 0
on suppose que k est un corps quadratique imaginaire. On conserve les notations des
chapitres précédents. Pour toute extension abélienne K/k de degré ﬁni, on note AK la
p-partie du groupe Cl (OK). On choisit aussi des idéaux premiers non nuls p1, ..., pr de
Ok, tels qu’on ait la décomposition suivante,
Ak = 〈cl(p1)〉 × · · · × 〈cl(pr)〉 , (3.1.1.1)
dans Cl (Ok), où cl(pi) est la classe de pi dans Cl (Ok). Si Ak est nul, on choisit r = 0 et
{p1, ..., pr} = ∅. Pour tout i ∈ {1, ..., r} soit pri l’ordre de 〈cl(pi)〉, et soit αi ∈ Ok tel que
p
pri
i = (αi). Soit r :=
r∑
i=1
ri, et soit m une puissance de p telle que pr = #Ak < m. Pour
tout corps F , et tout n ∈ N, on note µpn(F ) le groupe des racines pn-ièmes de l’unité dans
F , et on pose µp∞(F ) =
∞∪
n=0
µpn(F ).
On ﬁxe l’extension K/k, abélienne de degré ﬁni, de groupe de Galois G, ainsi que
l’ensemble LK des idéaux maximaux de Ok premiers à p, tels que pour tout ℓ ∈ LK ,
ℓ est totalement décomposé dans K (µm′ , m
√
α1, ..., m
√
αr) /k, (3.1.1.2)
où on a posé m′ := m#µp∞(k) 1. Nous attirons l’attention du lecteur sur le fait que
l’ensemble LK dépend de m, bien que cela n’apparaisse pas dans la notation. D’autre
part, nous remarquons que pour tout i ∈ {1, ..., r}, puisque pri < m, pi est ramiﬁé dans
k (µm′, m
√
α1, ..., m
√
αr) /k, d’indice au moins mp−ri. En particulier tout ℓ ∈ LK est premier
à
r∏
i=1
pi.
3.2 Les premiers rouages de la machinerie des systèmes
d’Euler.
3.2.1 Constructions de certaines extensions cycliques.
Pour tout idéal non nul m de Ok, on note wm le nombre de racines de l’unité dans k
qui sont congrues à 1 modulo m (en particulier si ρ 6= 0, alors wm = 1). On pose aussi
ek := #µ(k).
Lemme 3.2.1.1 Pour tout ℓ ∈ LK, il existe une extension cyclique K(ℓ) de K de degré
m, contenue dans le compositum K · Hℓ, totalement ramifiée en toutes les places de K
au-dessus de ℓ, et non ramifiée partout ailleurs.
Démonstration. Par la théorie du corps de classe,
Gal (Hℓ/H) ≃ (Ok/ℓ)× /Im (µ(k)) , (3.2.1.1)
1Si r = 0, la condition devient ℓ est totalement décomposé dans K (µm′) /k
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où Im (µ(k)) est l’image de µ(k) dans (Ok/ℓ)×. Donc l’extension Hℓ/H est cyclique de
degré (N(ℓ)− 1)wℓ/ek. Puisque ℓ est totalement décomposé dans k (µm′) /k (et dans le
cas ρ = 0, premier à p), m′ divise N(ℓ)− 1. Il en résulte que m divise (N(ℓ)− 1)wℓ/ek, et
on en déduit que le sous-corps Fℓ de Hℓ ﬁxé par Gal (Hℓ/H)
m est une extension cyclique
de H de degré m. Soit D := 〈σp1 , ..., σpr〉 le sous-groupe de Gal (Fℓ/k) engendré par les
automorphismes σpi := (pi, Fℓ/k). Soit D le sous-corps de Fℓ ﬁxé par D. Soit L le sous-
corps de H ﬁxé par Ak, Ak étant identiﬁé à la p-partie de Gal (H/k) via l’isomorphisme
d’Artin. D’après (3.1.1.1), on a
D ∩ H = L. (3.2.1.2)
Si σ ∈ D ∩ Gal (Fℓ/H), on déduit de (3.1.1.1) qu’il existe (e1, ..., er) ∈ Nr tel que σ =
((x),Hℓ/k), avec x :=
r∏
i=1
αeii . Or ℓ étant totalement décomposé dans k ( m
√
αi), αi est une
puissance m-ième modulo ℓ, et ce pour tout i ∈ {1, ..., r}. Donc x est une puissance m-ième
modulo ℓ, et d’après (3.2.1.1), on en déduit σ = IdFℓ . On a alors vériﬁé que
Fℓ = D.H. (3.2.1.3)
De (3.2.1.2) et de (3.2.1.3) on déduit [D : L] = [Fℓ : H] = m. Or [L : k] est premier à p par
construction de L, donc la p-extension maximale D′ ⊆ D de k est linéairement disjointe
de L, et vériﬁe D′k = D. Du diagramme ci-dessous, et puisque ℓ est non-ramiﬁé dans
K/k, on déduit aisément que K.D′ vériﬁe les conditions de la proposition.
Fℓ
D
@@
@@
@@
@
H
m
~~~~~~~
Ak
@@
@@
@@
@@
D
AA
AA
AA
AA
L
m
}}}}}}}}
AA
AA
AA
AA
D′
k
m
}}}}}}}}

Définition 3.2.1.2 On note SK l’ensemble des produits sans facteur carré d’idéaux ap-
partenant à LK. Pour tout m ∈ SK, on pose
K(m) :=
{
K si m = (1)
K(ℓ1) · · ·K(ℓj) si m = ℓ1 · · · ℓj
Remarque 3.2.1.3 Pour des raisons de ramification, pour (m, n) ∈ S2K, on a
– K(m) ∩K(n) = K (m ∧ n), où m ∧ n est le plus grand commun diviseur de m et n.
– K(m) ·K(n) = K (m ∨ n), où m ∧ n est le plus petit commun multiple de m et n.
3.2.2 Définition d’un système d’Euler.
On ﬁxe une clôture algébrique kalg de k, on note ksep la fermeture séparable de k dans
kalg, et on note kab la fermeture abélienne de k dans ksep.
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Définition 3.2.2.1 Soit m 6= (0) un idéal de Ok. On note LK(m) l’ensemble des ℓ ∈ LK
tels que ℓ ∤ m, et on note SK(m) l’ensemble des n ∈ SK tels que m ∧ n = (1). On note
UK(m) l’ensemble des applications ε : SK(m)→
(
kab
)×
vérifiant les conditions suivantes :
– (E1) Pour tout n ∈ SK(m), ε(n) ∈ K(n)×.
– (E2) Pour tout n ∈ SK(m) \ {(1)}, ε(n) ∈ O×K(n).
– (E3) Pour tout ℓ ∈ LK(m) et tout n ∈ SK (mℓ), on a NK(nℓ)/K(n) (ε(nℓ)) = ε(n)(ℓ,K(n)/k)−1.
– (E4) Pour tout ℓ ∈ LK(m) et tout n ∈ SK (mℓ), on a ε (nℓ) ≡ ε(n)(N(ℓ)−1)/m dans
OK(nℓ), modulo tous les idéaux premiers de OK(nℓ) qui sont au dessus de ℓ.
On pose UK :=
⋃
m
UK(m), la réunion étant sur tous les idéaux non nuls de Ok. On appelle
alors système d’Euler tout élément de UK.
Remarque 3.2.2.2 Soit m 6= (0) un idéal de Ok. Il résulte de (E1), (E2), et (E4) que
pour tout ε ∈ UK(m), ε(1) est une unité en chaque idéal premier de OK au-dessus de ℓ,
pour tout ℓ ∈ LK(m).
3.2.3 Groupes de symboles abstraits.
Soit m ∈ SK . On pose Km :=
⋃
n∈S(m)
K(n). D’après la Remarque 3.2.1.3, pour tout
(n1, n2) ∈ SK(m) tel que n1|n2, le morphisme de restriction est un isomorphisme,
Gal (K (mn2) /K(n2))
∼
// Gal (K (mn1) /K(n1)) . (3.2.3.1)
Passant à la limite, on obtient un isomorphisme Gal
(
K(1)/Km
) ≃ Gal (K (mn) /K (n)),
pour tout n ∈ SK(m). On pose Gm := Gal
(
K(1)/Km
)
pour alléger les notations. On pose
aussi Nm :=
∑
σ∈Gm
σ. Pour tout ℓ ∈ LK tel que ℓ|m,
(
ℓ,K
(
mℓ−1
)
/k
) ∈ Gal (K (mℓ−1) /K)
car ℓ est totalement décomposé dans K/k. On note alors fℓ(m) l’unique élément de Gmℓ−1
qui se restreint en
(
ℓ,K
(
mℓ−1
)
/k
)
.
Définition 3.2.3.1 On note Ym le Z [Gm]-module multiplicatif librement engendré par les
symboles y(n), où n ∈ SK tel que n|m. Soit Zm le sous-Z [Gm]-module de Ym engendré par
les éléments
– de la forme y(n)σ−1, où n ∈ SK tel que n|m et σ ∈ Gmn−1,
– de la forme y (nℓ)Nℓ y(n)1−fℓ(m), où n ∈ SK et ℓ ∈ SK tels que n|m, ℓ|m, et ℓ ∤ n.
On note alors Xm le quotient Ym/Zm, et pour tout n ∈ SK tel que n|m, on note x(n) la
classe de y(n) dans Xm.
Pour tout ℓ ∈ LK , soit ςℓ un générateur de Gℓ. On pose Dℓ :=
m−1∑
i=1
iς iℓ. Pour tout n ∈ SK ,
on pose Dn :=
∏
ℓ|n
Dℓ, où le produit est sur tous les ℓ ∈ LK qui divisent n. Remarquons
que pour tout ℓ ∈ LK , on a :
(ςℓ − 1)Dℓ = m− Nℓ. (3.2.3.2)
Lemme 3.2.3.2 Soit m ∈ SK. Alors :
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– (i) Le Z-module Xm est libre. Une Z-base de Xm est formée par les éléments x (n)σ,
où n ∈ SK tel que n|m, et où σ ∈ Gn \
⋃
n′
Gn′, la réunion étant sur tous les n′ ∈ SK
tels que n′ divise strictement n.
– (ii) Pour tout α ∈ Z [Gm]0, et tout n ∈ SK tel que n|m, il existe un unique x (n, α) ∈
Xm tel que x (n, α)m = x(n)αDn .
Démonstration. Nous référons le lecteur à [50, Lemma 2.1]. 
3.2.4 Construction de l’application κε définie par un système d’Eu-
ler ε.
Lemme 3.2.4.1 Soient a 6= (0) un idéal de Ok, ε ∈ UK(a), et m ∈ SK(a). Il existe un
unique morphisme δε,m de Z [Gm]-modules de Xm vers K(m)× tel que pour tout n ∈ SK(a),
si n|m, alors δε,m (x(n)) = ε(n).
Démonstration. Puisque Ym est Z [Gm]-librement engendré par les symboles y(n) où
n|m, il existe un morphisme de Z [Gm]-modules δ′ε,m : Ym // K(m)×, tel que pour tout
n ∈ SK(a), si n|m, alors δ′ε,m (y(n)) = ε(n). Il suﬃt donc de montrer que Zm ⊆ Ker
(
δ′ε,m
)
.
Soit n ∈ SK tel que n|m, et soit σ ∈ Gmn−1 . D’après (E1), on a ε(n) ∈ K(n)×, donc
ε(n)σ−1 = 1, c’est-à-dire y(n)σ−1 ∈ Ker (δ′ε,m).
Soient n ∈ SK tel que n|m, ℓ ∈ LK tel que ℓ ∤ n et ℓ|m. D’après (E3), on a ε (nℓ)Nℓ =
ε (n)fℓ(nℓ)−1. D’après (E1), on a ε(n) ∈ K(n)×, et puisque fℓ (nℓ) et fℓ (m) coïncident sur
K(n), on en déduit ε (nℓ)Nℓ = ε (n)fℓ(m)−1, puis
(
y (nℓ)Nℓ y (n)1−fℓ(m)
)
∈ Ker (δ′ε,m). 
Lemme 3.2.4.2 Soient a 6= (0) un idéal de Ok, et ε ∈ UK(a). Il existe une application
βε : SK(a)→
(
kab
)×
telle que βε(1) = 1 et telle que pour tout m ∈ SK(a), et tout σ ∈ Gm,
βε(m) ∈ K(m)× et βε(m)σ−1 = δε,m (x(m, σ − 1)).
En outre, pour tout m ∈ SK(a),
(
ε(m)Dmβε(m)
−m) ∈ K×.
Démonstration. On pose
c : Gm // K(m)×, σ  // δε,m (x (m, σ − 1)) .
Alors c est un 1-cocycle du Z [Gm]-module K(m)×. Or d’après le « théorème 90 »de Hilbert
généralisé2, H1
(Gm, K(m)×) = 0. Donc c est un 1-cobord, et il existe βε(m) ∈ K(m)× tel
que βε(m)σ−1 = c(σ) = δε,m (x(m, σ − 1)) pour tout σ ∈ Gm. Si m = (1), alors Gm est nul,
et on peut donc choisir βε(1) = 1.
Pour m ∈ SK(a), et tout σ ∈ Gm, on a(
ε(m)Dmβε(m)
−m)σ−1 = ε(m)(σ−1)Dm δε,m (x(m, σ − 1)−m)
= ε(m)(σ−1)Dm δε,m
(
x(m)(1−σ)Dm
)
= 1.
On en déduit que
(
ε(m)Dmβε(m)
−m) ∈ K×. 
Définition 3.2.4.3 Soient a 6= (0) un idéal de Ok, et ε ∈ UK(a). On fixe une application
βε : SK(a)→
(
kab
)×
comme au Lemme 3.2.4.2. On définit alors l’application
κε : SK(a) // K×, m  // ε(m)Dmβε(m)−m.
2Voir par exemple [65, Lemma 15.11].
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3.2.5 Les modules Ωℓ et Iℓ.
Soit ℓ ∈ LK . Soit ℓ′ :=
∏
λ|ℓ
λ le produit des idéaux premiers λ de OK(ℓ) au-dessus de ℓ.
Pour alléger les notations, on pose
Ωℓ :=
(OK(ℓ)/ℓ′)× / ((OK(ℓ)/ℓ′)×)m .
Puisque les idéaux premiers de OK au dessus de ℓ sont totalement ramiﬁés dans K(ℓ)/K,
l’injection canonique deOK/ℓOK versOK(ℓ)/ℓ′ est un isomorphisme. En particulierOK(ℓ)/ℓ′
et Ωℓ sont des Z [G]-modules. En tant que Z [G]-module,
(OK(ℓ)/ℓ′)× est isomorphe à
(Z/ (N(ℓ)− 1)Z) [G]. Il en résulte que (OK(ℓ)/ℓ′)× → (OK(ℓ)/ℓ′)×, α 7→ α(N(ℓ)−1)/m induit
un isomorphisme Ωℓ
∼−→
((OK(ℓ)/ℓ′)×)(N(ℓ)−1)/m. On note rℓ l’isomorphisme réciproque.
Lemme 3.2.5.1 Soit ℓ ∈ LK. Pour tout x ∈ K(ℓ)×, x1−ςℓ est une unité en chaque idéal
premier λ de OK(ℓ) au dessus de ℓ. De plus l’image de x1−ςℓ dans
(OK(ℓ)/ℓ′)× appartient
à
((OK(ℓ)/ℓ′)×)(N(ℓ)−1)/m.
Démonstration. Puisque les idéaux premiers de K au dessus de ℓ ne se décomposent
pas dans K(ℓ), x1−ςℓ est une unité en chaque idéal premier λ de OK(ℓ) au dessus de ℓ.
Soit y l’image de x1−ςℓ dans
(OK(ℓ)/ℓ′)×. Pour prouver que y ∈ ((OK(ℓ)/ℓ′)×)(N(ℓ)−1)/m,
il suﬃt de prouver ym = 1. On a x(1−ςℓ)m ≡ x(1−ςℓ)
P
m−1
j=0 ς
j
ℓ ≡ 1, modulo ℓ′, car ςℓ agit
trivialement sur OK(ℓ)/ℓ′. 
Définition 3.2.5.2 Soit ℓ ∈ LK. Du Lemme 3.2.5.1, on déduit que l’application suivante
est bien définie,
ϑK,ℓ : K(ℓ)
× // Ωℓ, x
 // rℓ(y),
où y est l’image de x1−ςℓ dans
(OK(ℓ)/ℓ′)×.
Pour ℓ ∈ LK , on note Iℓ (ou IK,ℓ) le Z-module additif librement engendré par les idéaux
premiers de OK au-dessus de ℓ. Le module Iℓ est naturellement muni d’une structure de
Z [G]-module, et puisque ℓ est totalement décomposé dans K, on a Iℓ ≃ Z [G].
Définition 3.2.5.3 Soit ℓ ∈ LK. On définit le morphisme de Z [G]-modules
wK,ℓ : K(ℓ)
× // Iℓ/mIℓ, x  //
∑
λ|ℓ
v¯λ′(x)λ,
où pour tout idéal premier λ de OK au-dessus de ℓ, λ′ est l’unique idéal premier de OK(ℓ)
au-dessus de λ, et où v¯λ′ est la composée de la valuation normalisée en λ
′, vλ′ : K× → Z,
avec la projection canonique Z→ Z/mZ.
Lemme 3.2.5.4 Soit ℓ ∈ LK. Les morphismes ϑK,ℓ et wK,ℓ ont le même noyau.
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Démonstration. Soit x ∈ K(ℓ)×. Soit Λ l’ensemble des idéaux premiers de OK au-
dessus de ℓ. Pour tout λ ∈ Λ, soit λ′ l’unique idéal premier de OK(ℓ) au-dessus de λ et
soit πλ′ une uniformisante du localisé de OK(ℓ) en λ′. On a
x ∈ Ker (ϑK,ℓ) ⇐⇒ ∀λ ∈ Λ, x1−ςℓ ≡λ′ 1
⇐⇒ ∀λ ∈ Λ, π(1−ςℓ)vλ′ (x)λ′ ≡λ′ 1
⇐⇒ ∀λ ∈ Λ, π1−ς
v
λ′
(x)
ℓ
λ′ ≡λ′ 1, (3.2.5.1)
car ςℓ agit trivialement sur OK(ℓ)/ℓ′. Pour tout λ ∈ Λ, soit Kλ le complété de K en λ,
et soit K(ℓ)λ′ le complété de K(ℓ) en λ′. De [53, IV, §2, Proposition 5] et de (3.2.5.1) on
déduit que x ∈ Ker (ϑK,ℓ) si et seulement si pour tout λ ∈ Λ, ςvλ′(x)ℓ appartient au premier
groupe de ramiﬁcation de K(ℓ)λ′/Kλ en numérotation inférieure, que nous notons R. Or
R est un l-groupe, où l est la caractéristique du corps Ok/ℓ, et [K(ℓ) : K] = m est premier
à l, donc R est nul. Finalement x ∈ Ker (ϑK,ℓ) si et seulement si pour tout λ ∈ Λ, ςvλ′ (x)ℓ
est l’identité sur K(ℓ), autrement dit si et seulement si pour tout λ ∈ Λ, m|vλ′(x). Cette
dernière condition équivaut à x ∈ Ker (wK,ℓ). 
Proposition 3.2.5.5 Soit ℓ ∈ LK. Les morphismes ϑK,ℓ et wK,ℓ sont surjectifs, et il
existe un unique isomorphisme de Z [G]-modules ϕ˜K,ℓ : Ωℓ → Iℓ/mIℓ tel que le diagramme
ci-dessous est commutatif.
K(ℓ)×
ϑK,ℓ
||yy
yy
yy
yy
y wK,ℓ
$$J
JJ
JJ
JJ
JJ
Ωℓ
∼
ϕ˜K,ℓ
// Iℓ/mIℓ
Démonstration. On sait d’après le Lemme 3.2.5.4 que ϑK,ℓ et wK,ℓ ont le même noyau.
D’autre part Ωℓ ≃ Z/mZ[G] ≃ Iℓ/mIℓ, donc il suﬃt de remarquer que wK,ℓ est surjectif. 
3.2.6 Le morphisme ϕK,ℓ.
Définition 3.2.6.1 Soit ℓ ∈ LK. Pour tout x ∈ K×, on peut choisir yx ∈ K(ℓ)× tel que
xymx est une unité en chaque idéal premier λ de OK(ℓ) tel que λ|ℓ. Notons [xymx ] l’image
de xymx dans Ωℓ (elle ne dépend pas du choix de yx). On définit
ϕK,ℓ : K
× // Iℓ/mIℓ, x  // ϕ˜K,ℓ ([xymx ]) .
Remarque 3.2.6.2 Soit ℓ ∈ LK. Le morphisme ϕK,ℓ est nul sur
(
K×
)
m
. On note encore
ϕK,ℓ : K
×/
(
K×
)
m → Iℓ/mIℓ le morphisme obtenu en quotientant par
(
K×
)
m
.
Pour tout x ∈ K×, on pose [x]ℓ :=
∑
λ|ℓ
v¯λ(x)λ, où pour tout idéal premier λ de OK tel
que λ|ℓ, v¯λ : K× → Z/mZ est la composée de la valuation normalisée en λ, vλ : K× → Z,
avec la projection canonique Z→ Z/mZ.
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Proposition 3.2.6.3 Soient a 6= (0) un idéal de Ok, ε ∈ UK(a), m ∈ SK(a), et ℓ un
idéal maximal de Ok, tel que ℓ ∤ m. Alors
(i) Si ℓ ∈ LK(m) ou si ε(m) ∈ O×K(m) (ce qui est toujours le cas si m 6= (1)), alors
[κε(m)]ℓ = 0.
(ii) Si ℓ ∈ LK(am), alors [κε (mℓ)]ℓ = ϕK,ℓ (κε (m)).
Démonstration. Soit Λ l’ensemble des idéaux premiers de OK au-dessus de ℓ. On se
place sous les hypothèses de (i). D’après (E2), ε(m) ∈ O×K(m) si m 6= (1). Si m = (1) et si
ε(m) /∈ O×K(m), alors ℓ ∈ LK(m), et dans ce dernier cas d’après la remarque 3.2.2.2, ε(m)
est une unité en chaque λ ∈ Λ. Puisque κε(m) = ε(m)Dmβε (m)−m, on en déduit que pour
tout λ ∈ Λ, et pour tout idéal premier λ′ de OK(m) au-dessus de λ, on a
vλ (κε(m)) = vλ′ (κε(m)) = vλ′
(
βε (m)
−m) = −mvλ′ (βε (m)) ,
car λ est non ramiﬁé dans K(m)/K. Il en résulte (i).
Supposons ℓ ∈ LK(am), et montrons (ii). Pour tout λ ∈ Λ, soit λ′ l’unique idéal
premier de OK(ℓ) au-dessus de λ. On choisit y ∈ K(ℓ)× tel que κε (mℓ) ym est une unité
en chacun des λ′, λ ∈ Λ. Alors
[κε (mℓ)]ℓ =
∑
λ∈Λ
v¯λ (κε (mℓ))λ = −
∑
λ∈Λ
v¯λ′ (y)λ = wK,ℓ
(
y−1
)
. (3.2.6.1)
D’après (i), il existe z ∈ K× tel que κε (m) zm est une unité en chacun des λ ∈ Λ. De
(3.2.6.1) et de la Proposition 3.2.5.5, on déduit qu’il suﬃt de prouver que
ϑK,ℓ
(
y−1
)
= [κε (m) z
m] , (3.2.6.2)
où [κε (m) zm] est l’image de κε (m) zm dans Ωℓ. D’après (E2), et puisque κε (mℓ) =
ε (mℓ)Dmℓ βε (mℓ)
−m, on a
vλ′′ (y) = vλ′′ (βε(mℓ)) , (3.2.6.3)
pour tout idéal premier λ′′ de OK(mℓ) au-dessus de ℓ. Soit ℓ′′ le produit des idéaux premiers
de OK(mℓ) au-dessus de ℓ. Puisque ςℓ agit trivialement sur OK(mℓ)/ℓ′′, on déduit de (3.2.6.3)
que
yςℓ−1 ≡ βε(mℓ)ςℓ−1 modulo ℓ′′. (3.2.6.4)
On a
βε(mℓ)
ςℓ−1 = δε,mℓ (x (mℓ, ςℓ − 1)) . (3.2.6.5)
D’après (3.2.3.2) et d’après la déﬁnition 3.2.3.1, on a
x (mℓ)(ςℓ−1)Dmℓ = x (mℓ)(m−Nℓ)Dm = x (mℓ)mDm x (m)(1−fℓ(mℓ))Dm . (3.2.6.6)
D’après le lemme 3.2.3.2, (ii), on déduit de (3.2.6.5) et (3.2.6.6) que
βε(mℓ)
ςℓ−1 = δε,mℓ
(
x (mℓ)Dm x (m, 1− fℓ(mℓ))
)
= ε(mℓ)Dmδε,m (x (m, 1− fℓ(mℓ)))
= ε(mℓ)Dmβε(m)
1−fℓ(mℓ) (3.2.6.7)
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D’après (E2) et la remarque 3.2.2.2, et puisque κε (m) = ε (m)
Dm βε (m)
−m, on voit que
zβε (m)
−1 est une unité en tout idéal premier de OK(m) au-dessus de ℓ. D’après (3.2.6.4)
et (3.2.6.7), on a dans OK(mℓ),
yςℓ−1 ≡ ε(mℓ)Dmβε(m)1−fℓ(mℓ),
modulo ℓ′′. Puisque z est invariant sous fℓ(mℓ), on a
yςℓ−1 ≡ ε(mℓ)Dm (βε(m)z−1)1−fℓ(mℓ)
≡ ε(mℓ)Dm (βε(m)z−1)1−N(ℓ) ,
modulo ℓ′′. Par (E4), on en déduit
yςℓ−1 ≡ (ε(m)Dm (βε(m)−mzm))(N(ℓ)−1)/m
≡ (κε(m)zm)(N(ℓ)−1)/m . (3.2.6.8)
De (3.2.6.8) on déduit (3.2.6.2), ce qui achève la démonstration. 
3.3 Existence de certains idéaux premiers particuliers.
3.3.1 Préliminaires.
Pour tout groupe abélien ﬁni H tel que p ∤ #H , tout Zp[H ]-module M , et tout Qp-
caractère irréductible χ de H , on note Mχ la χ-partie de M , déﬁnie par
Mχ := eχM,
où eχ := (#H)
−1∑
σ∈H
χ(σ)σ−1 est l’idempotent attaché à χ.
Pour toute extension abélienne de degré ﬁni L/k, on note H(p)(L) le corps des p-
classes de Hilbert de OL, c’est-à-dire la p-extension abélienne maximale non ramiﬁée de
L totalement décomposée en les places de L au-dessus de∞. Remarquons que H(p)(L) est
galoisienne sur k, et que le groupe Gal (L/k) agit par conjugaison sur Gal
(
H(p)(L)/L
)
. On
note AL la p-partie de Cl (OL). La théorie du corps de classes nous donne un isomorphisme
de Z [Gal (L/k)]-modules,
AL
∼
// Gal
(
H(p)(L)/L
)
, (3.3.1.1)
communément appelé l’isomorphisme d’Artin. Si p ∤ [L : k], on a la décomposition sui-
vante,
AL = ⊕
ψ
AL,ψ, (3.3.1.2)
où la somme est sur tous les Qp-caractères irréductibles ψ de Gal (L/k). Pour un tel
caractère ψ, on note H(ψ)(L) la sous-extension de H(p)(L)/L telle que l’isomorphisme
d’Artin passe aux quotients en un isomorphisme
AL,ψ
∼
// Gal
(
H(ψ)(L)/L
)
. (3.3.1.3)
On pose
K ′ := K (µm′ , m
√
α1, ..., m
√
αr) , (3.3.1.4)
avec m′ := m#µp∞(k). AlorsK ′ est galoisienne sur k, abélienne sur k (µm), et kummérienne
sur K (µm).
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Lemme 3.3.1.1 On suppose p ∤ [K : k]. Soit ψ un caractère irréductible non trivial de G
vers Qp. Dans le cas particulier où on a simultanément µp 6⊂ k, µp ⊂ K, et p|#Cl (Ok),
on suppose que ψ n’est pas le caractère de Teichmuller3. Alors H(ψ)(K) ∩K ′ = K.
Démonstration.Puisque Gal
(
H(ψ)(K) ∩K (µm′) /K
)
est un quotient deGal
(
H(ψ)(K)/K
)
,
Gal
(
H(ψ)(K) ∩K (µm′) /K
)
est réduit à sa ψ-partie. D’autre part l’extension K (µm′) /k
est abélienne, donc l’action de G sur Gal
(
H(ψ)(K) ∩K (µm′) /K
)
est triviale. Or ψ 6= 1,
donc on en déduit
H(ψ)(K) ∩K (µm′) = K. (3.3.1.5)
En particulier si p ∤ #Cl (Ok), le lemme résulte de (3.3.1.5), car dans ce cas K ′ = K (µm′).
Dans la suite, on suppose p|#Cl (Ok). Soit F la fermeture abélienne de K dans K ′. C’est
une extension kummérienne de K (µm). Soit WF le sous-groupe de K (µm)
×, contenant(
K (µm)
×)m, tel que F = K (µm, m√WF). Puisque F ⊆ K ′, on a
WF ⊆ 〈ζ, α1, ..., αr〉
(
K (µm)
×)m ,
où ζ est un générateur de µp∞(k). On en déduit que tout élément de WF est congru à un
élément de k× modulo
(
K (µm)
×)m. En appliquant le corollaire A.4.1.2, on obtient
Gal (F/K (µm)) =

0 si µp 6⊂ K,
Gal (F/K (µm))Tch si µp ⊂ K et µp 6⊂ k,
Gal (F/K (µm))1 si µp ⊂ k,
(3.3.1.6)
où Gal (F/K (µm))Tch est la εTch-partie de Gal (F/K (µm)), avec εTch le caractère de
Teichmuller. D’après (3.3.1.5) le morphisme de restriction est un isomorphisme de Z [G]-
modules,
Gal
((
H(ψ)(K) ∩K ′) · (K (µm)) /K (µm)) ∼ // Gal ((H(ψ)(K) ∩K ′) /K) . (3.3.1.7)
Puisque
(
H(ψ) (K) ∩K ′) ·K (µm) ⊆ F , on déduit de (3.3.1.6) et de (3.3.1.7) que
Gal
(
H(ψ)(K) ∩K ′/K) =

0 si µp 6⊂ K,
Gal
(
H(ψ)(K) ∩K ′/K)
Tch
si µp ⊂ K et µp 6⊂ k,
Gal
(
H(ψ)(K) ∩K ′/K)
1
si µp ⊂ k.
(3.3.1.8)
Des hypothèses de l’énoncé, il résulte alors que H(ψ)(K) ∩K ′ = K. 
3.3.2 Génération d’idéaux premiers.
SoitH ⊆ H(ψ)(K) une extension deK, galoisienne sur k. Soit ξ ∈ K× tel que l’image ξm
de ξ dansK×/
(
K×
)
m appartienne à
(
K×/
(
K×
)
m
)
ψ
. Soitm l’ordre de ξ dansK×/
(
K×
)
m.
SoitW le sous-Z [G]-module de K× engendré par ξ et
(
K×
)
m. SoitWm l’image deW dans
K×/
(
K×
)
m, et L := H ∩K ′
(
m
√
W
)
.
3Voir définition A.2.3.2.
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Proposition 3.3.2.1 On suppose p ∤ [K : k]. Soit ψ un Qp-caractère irréductible non
trivial de G. Dans le cas particulier où on a simultanément µp 6⊂ k, µp ⊂ K, et p|#Cl (Ok),
on suppose que ψ n’est pas le caractère de Teichmuller.
Il existe un générateur γ du Z [G]-module Gal (L/K) vérifiant la condition suivante.
Pour tout prolongement γ˜ de γ à H, il existe une infinité d’idéaux maximaux λ de OK
tels que :
– (i) (λ,H/K) = γ˜.
– (ii) ℓ ∈ LK, où ℓ := λ ∩ Ok.
– (iii) [ξ]ℓ = 0, et il existe u ∈ ((Z/mZ) [G])×ψ tel que ϕK,ℓ (ξ) = mm−1uλ.
Démonstration. D’après la proposition A.4.1.3,Gal
(
K ′
(
m
√
W
)
/K ′
)
est monogène
sur Z [Gal (K ′/k)]. Soit τ un générateur du Z [Gal (K ′/k)]-module Gal
(
K ′
(
m
√
W
)
/K ′
)
.
D’après le lemme 3.3.1.1, on a
L ∩K ′ = L ∩ H(ψ)(K) ∩K ′ = L ∩K = K. (3.3.2.1)
De (3.3.2.1) on déduit que le morphisme de restrictionGal
(
K ′
(
m
√
W
)
/K ′
)
−→ Gal (L/K)
est un morphisme surjectif de Z [Gal (K ′/k)]-modules. On en déduit que γ := τ |L est un
générateur du Z [G]-module Gal (L/K). Soit γ˜ un prolongement de γ à H . Par déﬁnition
de L, il existe σ ∈ Gal
(
HK ′
(
m
√
W
)
/K
)
tel que
σ|H = γ˜ et σ|K ′( m√W) = τ. (3.3.2.2)
Il existe 4 une inﬁnité d’idéaux premiers non nuls λ′ de OHK ′( m√W), premiers à p et non
ramiﬁés dans HK ′
(
m
√
W
)
/k, tels que(
λ′, HK ′
(
m
√
W
)
/k
)
= σ, (3.3.2.3)
où
(
λ′, HK ′
(
m
√
W
)
/k
)
est le morphisme de Fröbenius en λ′. On pose λ := λ′ ∩ OK et
ℓ := λ ∩ Ok. De (3.3.2.3) et (3.3.2.2), on déduit
(ℓ,K ′/k) = σ|K ′ = τ |K ′ = IdK ′, (3.3.2.4)
et il en résulte que ℓ est totalement décomposé dans K ′. On a donc ℓ ∈ LK . On a vériﬁé
(ii). Puisque ℓ est totalement décomposé dans K/k, on déduit de (3.3.2.3) et (3.3.2.2) que
(λ,H/K) = σ|H = γ˜. (3.3.2.5)
On a vériﬁé (i). Les idéaux premiers de OK au-dessus de ℓ sont non ramiﬁés dans
K ′
(
m
√
W
)
, et ξ admet une racine m-ième dans K ′
(
m
√
W
)
. On en déduit que [ξ]ℓ = 0. En
particulier, il existe y ∈ K× tel que ξym est une unité en toutes les places de K au-dessus
de ℓ. Soit t un diviseur de m. Puisque ϕ˜K,ℓ est un isomorphisme, et par déﬁnition de ϕK,ℓ,
on a
ϕK,ℓ (ξ) ∈ tIℓ ⇐⇒ ϕ˜K,ℓ ([ξym]) ∈ tIℓ
⇐⇒ ξym ∈ ((OK/ℓOK)×)t , (3.3.2.6)
4Voir par exemple [66, XIII, Theorem 12, p. 289].
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où ξym est l’image de ξym dans (OK/ℓOK)×. Puisque ℓ est non ramiﬁé dans K ′
(
t
√
W
)
/k
et totalement décomposé dans K/k, on déduit de (3.3.2.6) que
ϕK,ℓ (ξ) ∈ tIℓ ⇐⇒ ℓ est totalement décomposé dans K ′
(
t
√
W
)
. (3.3.2.7)
Mais d’après (3.3.2.3) et (3.3.2.2)
(
ℓ,K ′
(
t
√
W
)
/k
)
= σ|K ′( t√W) = τ |K ′( t√W) est un géné-
rateur de Gal
(
K ′
(
t
√
W
)
/K ′
)
, donc on déduit de (3.3.2.7) et (3.3.2.3) que
ϕK,ℓ (ξ) ∈ tIℓ ⇐⇒ W ⊆
(
(K ′)×
)t
⇐⇒ Θ (Wm) ⊆
(
(K ′)×
)t
/
(
(K ′)×
)
m
, (3.3.2.8)
où Θ : K×/
(
K×
)
m
// (K ′)× /
(
(K ′)×
)
m
est le morphisme canonique. Si µp ⊂ k ou si
µp 6⊂ K, Θ est injectif sur W d’après le corollaire A.4.2.3, (i). Si µp 6⊂ k et p ∤ #Cl (Ok), Θ
est injectif sur W d’après la proposition A.4.2.2, (iv). Enﬁn dans le cas particulier où on
a simultanément µp 6⊂ k, µp ⊂ K, et p|#Cl (Ok), Θ est injectif sur W d’après le corollaire
A.4.2.3, (ii). De (3.3.2.8), on déduit alors
ϕK,ℓ (ξ) ∈ tIℓ ⇐⇒ m| (m/t) . (3.3.2.9)
Puisque ξm ∈
(
K×/
(
K×
)
m
)
ψ
, on déduit de (3.3.2.9) appliqué avec t := mm−1 que (iii)
est vériﬁé. 
3.4 Systèmes d’Euler initialisés en des unités spéciales.
3.4.1 Le cas de la caractéristique positive.
Dans cette sous-section, on se place dans le cas ρ 6= 0. On ﬁxe une fonction signe sgn,
et on conserve les notations de la sous-section 2.2.5.
Proposition 3.4.1.1 ([21, Theorem 4.12]) Soient φ un module de Drinfel’d sgn-normalisé
de rang 1, m 6= (1) et a deux idéaux non nuls de Ok, premiers entre eux, et λ ∈ Λm(φ).
On a
λ(a,km/k) = φa(λ).
Corollaire 3.4.1.2 ([21, Corollary 4.14]) Soient φ un module de Drinfel’d sgn-normalisé
de rang 1, m un idéal propre non nul de Ok, x ∈ k× un élément congru à 1 modulo m, et
λ ∈ Λm(φ). Il existe ζ ∈ µ
(
k(1)
)
tel que
λ(xOk,km/k) = ζλ.
Proposition 3.4.1.3 ([22, Proposition 11.3 et Proposition 11.4]) Soient φ un module
de Drinfel’d sgn-normalisé de rang 1, p un idéal maximal de Ok, et λ un générateur du
Ok-module Λp(φ). Le polynôme minimal de λ sur k(1) est φp(t)t−1.
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Corollaire 3.4.1.4 Soient φ un module de Drinfel’d sgn-normalisé de rang 1, p un idéal
maximal de Ok, et m un idéal propre non nul de Ok premier à p. Soient λ un générateur
du Ok-module Λm(φ) et λ′ un générateur du Ok-module Λp(φ). On a
Nkmp/km (λ+ λ
′) = λ(p,km/k)−1
Démonstration. D’après la proposition 3.4.1.3, le polynôme minimal de λ′ sur k(1) est
φp(t)t
−1. Or km et kp sont linéairement disjointes sur k(1), et kmp = km (λ′). On en déduit
que φp(t)t−1 est aussi le polynôme minimal de λ′ sur km. Alors le polynôme minimal de
λ+ λ′ sur km est φp(t− λ)(t− λ)−1. On en déduit
Nkmp/km (λ+ λ
′) = φp(−λ)(−λ)−1 = φp(λ)λ−1,
car φp(t)t−1 est de degré pair si ρ 6= 2. Utilisant la proposition 3.4.1.1, on obtient le co-
rollaire. 
Proposition 3.4.1.5 Soient φ un module de Drinfel’d sgn-normalisé de rang 1, m un
idéal propre non nul de Ok, et λ ∈ Λm(φ) \ {0}. Soit q un idéal maximal de Ok, premier
à m. Alors λN(q)−(q,km/k) ∈ Hm.
Démonstration. Soit Ω le groupe des idéaux fractionnaires non nuls a de Ok tels qu’il
existe x ∈ k×, congru à 1 modulo m et vériﬁant a = xOk. Soit G∗∞ l’image de Ω dans
Gal (km/k) par le morphisme d’Artin. D’après [21, Theorem 4.17], Hm est le sous-corps
de km ﬁxé par G∗∞. Soit σ ∈ Gal (km/Hm). Il existe x ∈ k×, congru à 1 modulo m et tel
que σ = (xOk, km/k). D’après le corollaire 3.4.1.2, il existe ζ ∈ µ
(
k(1)
)
tel que λσ = ζλ.
Puisque N(q)− (q, km/k) appartient à Jkm , on en déduit(
λN(q)−(q,km/k)
)σ
= (λσ)N(q)−(q,km/k)
= (ζλ)N(q)−(q,km/k)
= λN(q)−(q,km/k).
Ceci étant valable pour tout σ ∈ Gal (km/Hm), on en déduit λN(q)−(q,km/k) ∈ Hm. 
Théorème 3.4.1.6 Pour tout x ∈ PK , il existe ε ∈ UK tel que x = ε(1).
Démonstration. D’après (2.2.5.3), pour tout idéal m /∈ {(0), (1)} de Ok et tout η ∈ JK ,
il existe ζ ∈ µ (Hm) tel que
εm(η) = ζλ
η
m.
Par déﬁnition de PK , et d’après la description de JK donnée en [21, Lemma 2.5], il suﬃt
de prouver la proposition dans deux cas particuliers : le cas où x ∈ µ(K) et le cas où il
existe un idéal m /∈ {(0), (1)} de Ok et un idéal maximal q de Ok, premier à m, tels que
x = NHm/K∩Hm
(
λN(q)−(q,Hm/k)m
)
.
Premier cas : x ∈ µ(K). Pour tout n ∈ SK , on pose
ε(n) := xΦ(n)/m
#(n)
,
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où on a noté #(n) le nombre d’idéaux maximaux divisant n. Les conditions (E1) et (E2)
de la déﬁnition 3.2.2.1 sont clairement vériﬁées. Pour n ∈ SK et ℓ ∈ LK(n), on a
NK(nℓ)/K(n) (ε (nℓ)) = NK(nℓ)/K(n) (x)
Φ(nℓ)/m#(nℓ)
= xΦ(nℓ)/m
#(nℓ)−1
= xΦ(nℓ)/m
#(n)
= ε(n)N(ℓ)−1
= ε(n)(ℓ,K(n)/k)−1,
ce qui montre que la condition (E3) est vériﬁée. On a aussi
ε (nℓ) = xΦ(nℓ)/m
#(nℓ)
=
(
xΦ(n)/m
#(n)
)(N(ℓ)−1)/m
= ε(n)(N(ℓ)−1)/m,
ce qui montre que la condition (E4) est vériﬁée.
Deuxième cas : il existe un idéal m /∈ {(0), (1)} de Ok et un idéal maximal q de Ok,
premier à m, tels que x = NHm/K∩Hm
(
λN(q)−(q,Hm/k)m
)
. Pour tout ℓ ∈ LK (mq) on ﬁxe
un générateur λ′ℓ de Λℓ
(
Φm˜
)
. Pour tout n ∈ SK(mq), λm −
∑
ℓ|n
λ′ℓ est un générateur de
Λmn(Φ
m˜). La proposition 3.4.1.5 nous permet de poser
ε(n) := NK·Hmn/K(n)

λm−∑
ℓ|n
λ′ℓ
η(n)
 , où η(n) := N(q)− (q, kmn/k) .
La condition (E1) est trivialement vériﬁée. Pour tout n ∈ SK(m) \ {(1)}, λm−
∑
ℓ|n
λ′ℓ est
une unité de Okmn , car c’est un générateur de Λmn(Φm˜), et d’après 2.2.5.1. On en déduit
que la condition (E2) est vériﬁée. Soient n ∈ SK(m) et ℓ0 ∈ LK(mn). Puisque ℓ0 est
premier au conducteur de K,
kmnℓ0 et K · kmn sont linéairement disjointes sur kmn. (3.4.1.1)
L’extension K ·Hmnℓ0/K ·Hmn est de degré N (ℓ0)−1, totalement décomposée en toutes les
places au-dessus de ∞. D’autre part l’extension K · kmn/K · Hmn est totalement ramiﬁée
en toutes les places au-dessus de ∞. Puisque par ailleurs l’extension K · kmnℓ0 contient
(K · Hmnℓ0) · (K · kmn) et est de degré au plus N (ℓ0)− 1 sur K · kmn, on a ﬁnalement
(K · Hmnℓ0) ∩ (K · kmn) = K · Hmn, et (K · Hmnℓ0) · (K · kmn) = K · kmnℓ0 . (3.4.1.2)
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Utilisant successivement (3.4.1.2) et (3.4.1.1), on a
NK(nℓ0)/K(n) (ε (nℓ0)) = NK·Hmnℓ0/K(n)

λm−∑
ℓ|nℓ0
λ′ℓ
η(nℓ0)

= NK·Hmn/K(n)
NK·kmnℓ0/K·kmn
λm−∑
ℓ|nℓ0
λ′ℓ
η(nℓ0)

= NK·Hmn/K(n)
Nkmnℓ0/kmn
λm−∑
ℓ|nℓ0
λ′ℓ
η(n)
 .
D’après le corollaire 3.4.1.4, on en déduit
NK(nℓ0)/K(n) (ε (nℓ0)) = NK·Hmn/K(n)

λm−∑
ℓ|n
λ′ℓ
η(n)

(ℓ0,K(n)/k)−1
= ε (n)(ℓ0,K(n)/k)−1 ,
ce qui prouve que la condition (E3) est vériﬁée. Soit ℓ′0 le produit des idéaux maximaux
de OK·knℓ0 au-dessus de ℓ0. D’après (2.2.5.1), ℓ′0 divise λ′ℓ0OK·knℓ0 , et on en déduit
ε (nℓ0) = NK·Hmnℓ0/K(nℓ0)

λm−∑
ℓ|nℓ0
λ′ℓ
η(nℓ0)

≡ NK·Hmnℓ0/K(nℓ0)

λm−∑
ℓ|n
λ′ℓ
η(nℓ0)
 mod ℓ′0.
Puisque K ·Hmn et Hmnℓ0 sont linéairement disjointes sur Hmn, d’après la ﬁgure 2.2.5.1 on
a [K · Hmnℓ0 : K · Hmn] = N (ℓ0)− 1. Or [K (ℓ0) · Hmn : K · Hmn] = m, de sorte qu’on a
ε (nℓ0) ≡ NK(ℓ0)·Hmn/K(nℓ0)
NK·Hmnℓ0/K(ℓ0)·Hmn

λm−∑
ℓ|n
λ′ℓ
η(n)

 mod ℓ′0
≡ NK(ℓ0)·Hmn/K(nℓ0)

λm−∑
ℓ|n
λ′ℓ
η(n)(N(ℓ0)−1)/m
 mod ℓ′0.
Puisque (K ·Hmn) ∩K (nℓ0) = K(n) et (K · Hmn) ·K (nℓ0) = K (ℓ0) · Hmn, on déduit
ε (nℓ0) ≡ NK·Hmn/K(n)

λm−∑
ℓ|n
λ′ℓ
η(n)

(N(ℓ0)−1)/m
mod ℓ′0
≡ ε(n)(N(ℓ0)−1)/m mod ℓ′0.
On a vériﬁé la condition (E4). 
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3.4.2 Le cas quadratique imaginaire.
Dans cette sous-section, on se place dans le cas où k est quadratique imaginaire.
Théorème 3.4.2.1 Pour tout x ∈ PK , il existe ε ∈ UK tel que x = ε(1).
Démonstration. D’après la remarque 2.2.4.2, il suﬃt de prouver la proposition dans
deux cas particuliers : le cas où x ∈ µ(K) et le cas où il existe un idéal m /∈ {(0), (1)}
de Ok vériﬁant wm = 1, et un idéal non nul a de Ok premier à 6m, tels que x =
NHm/K∩Hm
(
ψ
(
1;m, a−1m
))
.
Premier cas : x ∈ µ(K). Pour tout n ∈ SK (eKOk), on pose
ε(n) := xΦ(n)/m
#(n)
,
où on a noté #(n) le nombre d’idéaux maximaux divisant n. Puisqu’on a écarté les ℓ ∈ LK
qui divisent eKOk, on vériﬁe les conditions de la déﬁnition 3.2.2.1 exactement de la même
façon que lors de la preuve du théorème 3.4.1.6.
Deuxième cas : il existe un idéal m /∈ {(0), (1)} de Ok vériﬁant wm = 1, et un idéal
non nul a de Ok premier à 6m, tels que x = NHm/K∩Hm
(
ψ
(
1;m, a−1m
))
. Pour tout n ∈
SK (maeK), on pose
ε(n) := NHmn/K(n)∩Hmn
(
ψ
(
1;mn, a−1mn
))Q
ℓ|n fℓ(n) ,
où fℓ(n) est déﬁni en sous-section 3.2.3. La condition (E1) est clairement vériﬁée. La condi-
tion (E2) résulte immédiatement de (2.2.4.1). Soient n ∈ SK (maeK) et ℓ0 ∈ LK (mnaeK).
Les corps K(n) et K (nℓ0) ∩ Hmnℓ0 sont linéairement disjoints sur K(n) ∩ Hmn, et on a
K(n) · (K (nℓ0) ∩Hmnℓ0) = K (nℓ0). On en déduit
NK(nℓ0)/K(n) (ε (nℓ0))
= NK(nℓ0)/K(n)
(
NHmnℓ0/K(nℓ0)∩Hmnℓ0
(
ψ
(
1;mnℓ0, a
−1mnℓ0
))Q
ℓ|nℓ0
fℓ(nℓ0)
)
= NK(nℓ0)∩Hmnℓ0/K(n)∩Hmn
(
NHmnℓ0/K(nℓ0)∩Hmnℓ0
(
ψ
(
1;mnℓ0, a
−1mnℓ0
))Q
ℓ|nℓ0
fℓ(nℓ0)
)
= NHmnℓ0/K(n)∩Hmn
(
ψ
(
1;mnℓ0, a
−1mnℓ0
))Q
ℓ|nℓ0
fℓ(nℓ0)
D’après (2.2.4.2), on a ensuite
NK(nℓ0)/K(n) (ε (nℓ0)) = NHmn/K(n)∩Hmn
(
ψ
(
1;mn, a−1mn
))((ℓ0,K(n)/k)−1)Qℓ|n fℓ(n)
= ε (n)(ℓ0,K(n)/k)−1 .
On a vériﬁé la condition (E3). Soit ℓ′0 le produit des idéaux maximaux de Ok(nℓ0) au-dessus
de ℓ0. D’après (2.2.4.3), on a
ε (nℓ0) = NHmnℓ0/K(nℓ0)∩Hmnℓ0
(
ψ
(
1;mnℓ0, a
−1mnℓ0
))Q
ℓ|nℓ0
fℓ(nℓ0)
≡ NHmnℓ0/K(nℓ0)∩Hmnℓ0
(
ψ
(
1;mn, a−1mn
)(ℓ0,Hmn/k)−1)Qℓ|nℓ0 fℓ(nℓ0) mod ℓ′0
≡ NHmnℓ0/K(nℓ0)∩Hmnℓ0
(
ψ
(
1;mn, a−1mn
))Q
ℓ|n fℓ(nℓ0) mod ℓ′0
≡ NK·Hmnℓ0/K(nℓ0)
(
ψ
(
1;mn, a−1mn
))Q
ℓ|n fℓ(nℓ0) mod ℓ′0.
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Or [K · Hmnℓ0 : K · Hmn] = N (ℓ0)− 1 et [K (ℓ0) · Hmn : K ·Hmn] = m, donc on a
ε (nℓ0) ≡ NK(ℓ0)·Hmn/K(nℓ0)
(
ψ
(
1;mn, a−1mn
))((N(ℓ0)−1)/m)Qℓ|n fℓ(nℓ0) mod ℓ′0
≡ NHmn/K(n)∩Hmn
(
ψ
(
1;mn, a−1mn
))((N(ℓ0)−1)/m)Qℓ|n fℓ(n) mod ℓ′0
≡ ε(n)(N(ℓ0)−1)/m mod ℓ′0.
On a vériﬁé la condition (E4). 
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Chapitre 4
La conjecture de Gras.
4.1 Introduction.
On ﬁxe un nombre premier p, un corps global k de caractéristique ρ 6= p. Si ρ = 0 on
suppose que k est un corps quadratique imaginaire. On ﬁxe une extension abélienne K/k
de degré ﬁni, de groupe de Galois G, telle que p ∤ [K : k]. On conserve les notations des
chapitres précédents. L’objectif de ce chapitre est la preuve du théorème 4.1.0.2 ci-dessous
(conjecture de Gras).
Théorème 4.1.0.2 Soit ψ un Qp-caractère irréductible et non trivial de G. Dans le cas
particulier où on a à la fois p|#(Cl (Ok)), µp 6⊂ k, et µp ⊂ K, on suppose que ψ n’est pas
Q-conjugué au caractère de Teichmuller 1. Alors
#(AK,ψ) = # (EK/StK)ψ .
La méthode utilisée est celle développée par K.Rubin. Rappelons que ce dernier a
prouvé le théorème 4.1.0.2 dans le cas quadratique imaginaire, lorsque p ∤ ek[K : k] (voir
[50] et [52]). Notre résultat étend celui de K.Rubin lorsque p|ek et p ∤ [K : k] (voir
[41]). Dans le cas où ρ 6= 0, K. Feng et F.Xu ont prouvé le théorème 4.1.0.2 lorsque
k := Fq(T ) est un corps de fractions rationnelles, Ok := Fq[T ], K := Hm pour un certain
idéal m 6= (0) de Fq[T ], et p ∤ q(q − 1)[K : k] (voir [14]). Leur résultat a été généralisé
par F.Xu et J. Zhao. Dans [67], ils prouvent (0.0.0.1) lorsque K := Hm pour un certain
idéal m 6= (0) de Fq[T ], et p ∤ q (N (∞)− 1) [K : k], où N (∞) est le cardinal du corps
résiduel en∞. Nous étendons donc leur résultat au cas où K n’est pas un corps de rayons
et au cas où p| (N (∞)− 1) et p ∤ q [K : k] (voir [42]). Signalons aussi que pour ρ 6= 0,
C. Popescu a construit un groupe d’unités de Rubin-Stark, pour lequel il a obtenu des
résultats similaires, par des méthodes diﬀérentes (voir [44]).
4.2 Preuve de la conjecture.
4.2.1 Preuve d’une divisibilité par les systèmes d’Euler.
Dans cette section, ψ désigne un Qp-caractère irréductible et non trivial de G. Dans
le cas particulier où on a à la fois p|#(Cl (Ok)), µp 6⊂ k, et µp ⊂ K, on suppose que ψ
1Voir les définitions A.2.1.7 et A.2.3.2.
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n’est pas le caractère de Teichmuller. On pose EK := Zp ⊗Z O×K et StK := Zp ⊗Z StK . En
utilisant le logarithme de Dirichlet, on voit qu’il existe α ∈ EK,ψ tel que
EK,ψ = Zp [G]ψ α⊕ µp∞(K)ψ. (4.2.1.1)
Puisque O×K/StK est ﬁni, il existe une unique puissance t de p telle que
StK,ψ = Zp [G]ψ tα⊕ µp∞(K)ψ. (4.2.1.2)
En particulier, on a #(EK/StK)ψ = t. On ﬁxe m > #(Ak) une puissance de p telle que
t#(AK,ψ)# (EK/StK)ψ | m. (4.2.1.3)
On dispose d’un morphisme naturel EK → K×/
(
K×
)
m. SoitWm le sous-Zp [G]-module
de K×/
(
K×
)
m engendré par l’image de α. Alors le Zp [G]-module Wm est isomorphe à
(Z/mZ) [G]ψ.
Soit ξ ∈ O×K tel que l’image ξm de ξ dans K×/
(
K×
)
m engendre le Zp [G]-module Wm.
D’après les théorèmes 3.4.2.1 et 3.4.1.6, et par déﬁnition de t, il existe m 6= (0) un idéal
de Ok et ε ∈ UK(m) tel que ε (1) = ξt. Dans K×/
(
K×
)
m, on a
κε (1)m = ε (1)m = ξ
t
m
. (4.2.1.4)
Pour tout n ∈ N, et tout n-uplet λ := (λi)ni=1 d’éléments de LK , on pose :
– ℓi la restriction à Ok de λi, pour tout i ∈ {1, ..., n}.
– a0 = (1), et pour tout i ∈ {1, ..., n}, ai =
i∏
j=1
ℓj.
– ci l’image de λi dans AK,ψ, pour tout i ∈ {1, ..., n}.
Pour tout n ∈ N∗, on note Λn l’ensemble des n-uplets λ ∈ LnK tels que :
– (i) Pour tout i ∈ {1, ..., n}, ℓi ∈ Lm(m). On note alors mi l’ordre de κε (ai)eψm dans
K×/
(
K×
)
m, et on pose ti := mm−1i . En particulier, de (4.2.1.4) on déduit t0 = t et
m0 = mt
−1.
– (ii) Pour tout (i, j) ∈ {1, ..., n}2, ci 6= cj si i 6= j.
– (iii) Pour tout i ∈ {1, ..., n}, ti|ti−1 et
c
ti−1t
−1
i
i ≡ 1 modulo 〈c1, ..., ci−1〉G ,
où 〈c1, ..., ci−1〉G est le sous-Zp [G]-module de AK,ψ engendré par {c1, ..., ci−1}.
On rappelle que K ′ := K (µm′, m
√
α1, ..., m
√
αr), avec m′ := m#µp∞(k).
Lemme 4.2.1.1 L’ensemble Λ1 n’est pas vide.
Démonstration. D’après (4.2.1.4) le sous-Z [G]-module de K×/
(
K×
)
m engendré
par κε (1)m est W
t
m
. On pose L := H(ψ)(K) ∩K ′
(
m
√
W
)
, où W est l’image réciproque de
Wm dans K×. D’après la proposition 3.3.2.1, il existe un générateur γ du Z [G]-module
Gal (L/K) vériﬁant la condition suivante. Pour tout prolongement γ˜ de γ à H(ψ)(K), il
existe un idéal maximal λ de OK , premier à p, tel que :
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– (a)
(
λ,H(ψ)(K)/K
)
= γ˜.
– (b) L’idéal ℓ := λ ∩Ok appartient à LK .
– (c) [κε (1)]ℓ = 0, et il existe u ∈
(
(Z/mZ) [G]ψ
)×
tel que
ϕK,ℓ (κε (1)) = u · tλ.
– (d) On a ℓ ∤ m.
Il s’agit de prouver λ ∈ Λ1. De (b) et (d) on déduit que λ vériﬁe la condition (i). Il est
trivial que λ vériﬁe la condition (ii). Il ne reste qu’à prouver que λ vériﬁe la condition
(iii). D’après la seconde partie de la proposition 3.2.6.3, et d’après (c), on a
[κε (ℓ)]ℓ = ϕK,ℓ (κε (1)) = u · tλ, (4.2.1.5)
et en particulier on a [κε (ℓ)]ℓ = eψ [κε (ℓ)]ℓ. Soit x ∈ K× tel que xm = κε (ℓ)eψm . Puisque
κε (ℓ)
m1eψ
m
= 1, il existe y ∈ K× tel que xm1 = ym. Il existe une racine m1-ième de l’unité
ζ dans K×, telle que x = ζyt1. Alors on déduit de (4.2.1.5) que
t1[y]ℓ = [x]ℓ = eψ [κε (ℓ)]ℓ = u · tλ. (4.2.1.6)
De (4.2.1.6) on déduit que
t1 | t. (4.2.1.7)
Pour conclure il ne nous reste qu’à prouver
c
t/t1
1 = 1. (4.2.1.8)
De (4.2.1.3) et (4.2.1.7), on déduit
Am1K,ψ = {1}. (4.2.1.9)
Pour tout z ∈ Iℓ et tout idéal fractionnaire non nul n de OK , on note c(z) et c(n) les
images canoniques de z et de n dans AK,ψ. Puisque ζmyt1m = xm = κε (ℓ)
eψ
m
, on déduit
de la première partie de la proposition 3.2.6.3 que pour tout idéal maximal q de OK , si
q ∩ Ok 6= ℓ, alors la valuation normalisée de y en q est un multiple de m1. De (4.2.1.9) il
résulte alors
c ([y]ℓ) = c (yOK) = 1. (4.2.1.10)
D’autre part, de (4.2.1.6) on déduit que
u−1eψ[y]ℓ ≡ (t/t1) eψλ modulo m1Iℓ. (4.2.1.11)
Combinant (4.2.1.11) et (4.2.1.9), on obtient
c
t/t1
1 = c (λ)
t/t1 = c ([y]ℓ)
u−1 . (4.2.1.12)
Alors (4.2.1.12) et (4.2.1.10) impliquent (4.2.1.8), ce qui achève la démonstration. 
Lemme 4.2.1.2 Soit n ∈ N∗. On suppose qu’il existe λ ∈ Λn tel que
AK,ψ 6= 〈c1, ..., cn〉G . (4.2.1.13)
Alors Λn+1 6= ∅.
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Démonstration. Soit Hλ le sous-corps de H(ψ)(K) tel que l’isomorphisme AK,ψ ≃
Gal
(
H(ψ)(K)/K
)
induit un isomorphisme
AK,ψ/ 〈c1, ..., cn〉G ≃ Gal (Hλ/K) . (4.2.1.14)
D’après (4.2.1.13), on a
Hλ 6= K. (4.2.1.15)
Soit Wλ,m le sous-Z [G]-module de K×/
(
K×
)
m engendré par κε (an)
eψ
m
. On pose L :=
Hλ ∩ K ′
(
m
√
Wλ
)
, où Wλ est l’image réciproque de Wλ,m dans K×. D’après la proposi-
tion 3.3.2.1, il existe un générateur γ du Z [G]-module Gal (L/K) vériﬁant la condition
suivante. Pour tout prolongement γ˜ de γ à Hλ, il existe un idéal maximal λn+1 de OK ,
premier à p tel que :
– (a) (λn+1, Hλ/K) = γ˜.
– (b) L’idéal ℓn+1 := λn+1 ∩Ok appartient à LK .
– (c) eψ [κε (an)]ℓn+1 = 0, et il existe u ∈
(
(Z/mZ) [G]ψ
)×
tel que
eψϕK,ℓn+1 (κε (an)) = u · tnλn+1.
– (d) On a ℓn+1 ∤ m.
On pose
λ′ := (λ1, ..., λn, λn+1) ,
Il s’agit de prouver que λ′ ∈ Λn+1. De (b) et (d) on déduit que λ′ vériﬁe la condition (i).
D’après (4.2.1.15) on peut choisir 2 γ˜ 6= IdHλ et alors de (a) on déduit que λ′ vériﬁe la
condition (ii). Il ne reste qu’à prouver que λ′ vériﬁe la condition (iii). D’après la seconde
partie de la proposition 3.2.6.3, puis d’après (c), on a
eψ [κε (an+1)]ℓn+1 = eψϕK,ℓn+1 (κε (an))
= u · tnλn+1. (4.2.1.16)
Soit x ∈ K× tel que xm = κε (an+1)eψm . Puisque κε (an+1)mn+1eψm = 1, il existe y ∈ K× tel
que xmn+1 = ym. Il existe une racine mn+1-ième de l’unité ζ dans K×, telle que x = ζytn+1.
Alors on déduit de (4.2.1.16) que
tn+1[y]ℓn+1 = [x]ℓn+1 = eψ [κε (an+1)]ℓn+1
= u · tnλn+1. (4.2.1.17)
De (4.2.1.17) on déduit que
tn+1 | tn. (4.2.1.18)
Pour conclure il ne nous reste qu’à prouver
c
tn/tn+1
n+1 ≡ 1 modulo 〈c1, ..., cn〉G . (4.2.1.19)
Puisque λ ∈ Λn, on a tn|t0 = t, donc d’après (4.2.1.18), on a tn+1|t. De (4.2.1.3), on déduit
(AK,ψ / 〈c1, ..., cn〉G)mn+1 = {1}. (4.2.1.20)
Pour tout z ∈ Iℓn+1 et tout idéal fractionnaire non nul n de OK , on note c(z) et c(n)
les images canoniques de z et de n dans AK,ψ. Puisque ζmytn+1m = xm = κε (an+1)
eψ
m
, on
2Si L 6= K, on a γ˜ 6= IdHλ quel que soit le choix de γ˜.
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déduit de la première partie de la proposition 3.2.6.3 que pour tout idéal maximal q de
OK , si (q ∩ Ok) ∤ an+1, alors la valuation normalisée de y en q est un multiple de mn+1.
De (4.2.1.20), il résulte alors
c
(
[y]ℓn+1
) ≡ c (yOK) ≡ 1 modulo 〈c1, ..., cn〉G . (4.2.1.21)
D’autre part, de (4.2.1.17) on déduit que
u−1eψ[y]ℓn+1 ≡ (tn/tn+1) eψλn+1 modulo mn+1Iℓn+1 . (4.2.1.22)
Combinant (4.2.1.22) et (4.2.1.20), on obtient
c
tn/tn+1
n+1 ≡ c
(
[y]ℓn+1
)u−1 modulo 〈c1, ..., cn〉G . (4.2.1.23)
Alors (4.2.1.23) et (4.2.1.21) impliquent (4.2.1.19), ce qui achève la démonstration. 
Proposition 4.2.1.3 Soit ψ un Qp-caractère irréductible et non trivial de G. Dans le cas
particulier où on a à la fois p|#(Cl (Ok)), µp 6⊂ k, et µp ⊂ K, on suppose que ψ n’est pas
le caractère de Teichmuller. Alors
#(AK,ψ) | #(EK/StK)ψ .
Démonstration D’après le lemme 4.2.1.1, l’ensemble des n ∈ N∗ tels que Λn 6= ∅
est non vide. Puisque AK,ψ est ﬁni, et d’après la condition (ii), il existe un plus grand
entier n ∈ N∗ tel que Λn 6= ∅. Soit λ ∈ Λn. D’après le lemme 4.2.1.2, et par maximalité
de n, on a nécessairement
AK,ψ = 〈c1, ..., cn〉G . (4.2.1.24)
D’après la condition (iii), on a
[〈c1, ..., ci〉G : 〈c1, ..., ci−1〉G] | (ti−1/ti)dim(ψ) , (4.2.1.25)
pour tout i ∈ {1, ..., n}. D’après (4.2.1.25) et (4.2.1.24), on a
#(AK,ψ) |
n∏
i=1
(ti−1/ti)
dim(ψ) = (t0/tn)
dim(ψ) . (4.2.1.26)
Puisque #(EK/StK)ψ = tdim(ψ) = tdim(ψ)0 , la proposition résulte de (4.2.1.26). 
4.2.2 Preuve de la conjecture de Gras.
Cette sous-section est dévolue à la preuve du théorème 4.1.0.2, dont nous rappelons
l’énoncé ci-dessous.
Théorème. Soit ψ un Qp-caractère irréductible et non trivial de G. Dans le cas particulier
où on a à la fois p|#(Cl (Ok)), µp 6⊂ k, et µp ⊂ K, on suppose que ψ n’est pas Q-conjugué
au caractère de Teichmuller. Alors
#(AK,ψ) = # (EK/StK)ψ .
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Démonstration. Soit ϕ le Q-caractère irréductible de G tel que3 ψ|ϕ. Il résulte du
théorème 2.3.4.2 que
#(AK,ϕ) = # (EK/StK)ϕ , (4.2.2.1)
où EK/StK est identiﬁé à la p-partie de Z
[
(#G)−1
]⊗Z (O×K/StK), et où AK est identiﬁé
à la p-partie de Z
[
(#G)−1
]⊗Z Cl (OK). L’égalité (4.2.2.1) se réécrit∏
ψ′|ϕ
#(AK,ψ′) =
∏
ψ′|ϕ
#(EK/StK)ψ′ , (4.2.2.2)
où les produits sont sur tous les Qp-caractères irréductibles ψ′ de G au-dessus de ϕ.
D’autre part, la proposition 4.2.1.3 nous donne, pour un tel caractère ψ′, une divisibilité
#(AK,ψ′) | #(EK/StK)ψ′ . (4.2.2.3)
De (4.2.2.2) et (4.2.2.3) on déduit
#(AK,ψ′) = # (EK/StK)ψ′ ,
pour tout Qp-caractère irréductible ψ′ de G au-dessus de ϕ. Le théorème s’ensuit. 
3Voir la proposition-définition A.2.1.6.
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Chapitre 5
Modules d’unités en théorie d’Iwasawa.
5.1 Introduction.
Dans ce chapitre, on ﬁxe k un corps quadratique imaginaire et p un nombre premier
totalement décomposé dans k. Soient p et p¯ les deux idéaux maximaux de Ok au-dessus
de p. Par la théorie du corps de classes, il existe une unique Zp-extension k∞ de k non-
ramiﬁée en dehors de p. On considère une extension K∞ de degré ﬁni de k∞, abélienne
sur k. On pose G∞ := Gal (K∞/k), et on ﬁxe une décomposition 1
G∞ = G× Γ,
où G = Gal (K∞/k∞) est le sous-groupe de torsion de G∞ et Γ est un groupe topologique
isomorphe à Zp. Remarquons que le choix de Γ est arbitraire, cependant d’après le lemme
A.1.5.3, pour n ∈ N le groupe Γn := Γpn ne dépend pas du choix de Γ dès que pn annule
le p-Sylow de G. Pour tout n ∈ N, on note Kn le sous-corps de K∞ ﬁxé par Γn. Enﬁn, on
note Λ := Zp [[G∞]] l’algèbre d’Iwasawa (voir la sous-section A.1.2).
Dans ce chapitre, nous établissons quelques résultats élémentaires concernant divers
Λ-modules d’unités, résultats qui seront utilisés au chapitre 6.
5.2 Unités semi-locales.
5.2.1 Définitions, notations.
Pour toute extension abélienne ﬁnie L de k, rappelons que le Z [Gal (L/k)]-module des
unités semi-locales O×L,s.l de L au-dessus de p est déﬁni par
O×L,s.l :=
∏
P|p
O×LP ,
où le produit est pris sur tous les idéaux premiers de OL au-dessus de p, et où pour un
tel idéal P, LP est le complété de L en P. Une unité semi-locale x := (xP)P|p est dite
principale si pour tout P|p, xP est congru à 1 modulo l’idéal maximal de OLP .
On note UL le pro-p-complété de O×L,s.l. On rappelle que le morphisme canonique
O×L,s.l → UL se restreint en un isomorphisme du sous-groupe des unités semi-locales prin-
cipales vers UL (dans la suite, nous identiﬁons donc UL au sous-groupe des unités semi-
locales principales).
1Une telle décomposition est possible d’après le lemme A.1.5.1.
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Pour toute extension ﬁnie L′ de L, abélienne sur k, on déﬁnit la norme
NL′/L : O×L′,s.l // O×L,s.l, (xP′)P′|p  //
(∏
P′|PNL′P′/LP (xP′)
)
P|p
.
On déﬁnit la norme NL′/L : UL′ → UL par restriction. Pour tout n ∈ N, on pose Un := UKn,
et on déﬁnit
U∞ := lim←−
n
Un,
en prenant la limite projective par rapport aux normes. Pour tout idéal maximal P de
OK∞ :=
∞∪
n=0
OKn, on note Pn := P∩OKn l’idéal premier2 de OKn en dessous de P. Pour
tout n ∈ N, on note Un,P le sous-groupe de O×Kn,Pn formé des unités congrues à 1 modulo
l’idéal maximal de OKn,Pn . On pose
U∞,P := lim←−
n
Un,P,
en prenant la limite projective par rapport aux normes NKn+1,Pn+1/Kn,Pn . On a alors la
décomposition suivante,
U∞ =
∏
P|p
U∞,P,
où le produit est pris sur tous les idéaux maximaux de OK∞ au-dessus de p (qui sont en
nombre ﬁni, puisque K∞/Kn est totalement ramiﬁée en les places au-dessus de p, pour n
assez grand).
5.2.2 Liberté du Qp ⊗Zp Λ-module des unités semi-locales.
Soit K∞,P :=
∞∪
n=0
Kn,Pn. Pour tout n ∈ N ∪ {∞}, on identiﬁe Gal (Kn,Pn/kp) au
sous-groupe de décomposition G′n de p dans Kn/k. On pose Λ
′ := Zp [[G′∞]]. On ﬁxe une
décomposition G′∞ = G
′ × Γ′, où G′ est un groupe ﬁni et Γ′ est un groupe topologique
isomorphe à Zp. Pour tout n ∈ N, on pose Γ′n := (Γ′)p
n
.
Lemme 5.2.2.1 Soit P un idéal maximal de OK∞ au-dessus de p. Le groupe µp∞ (K∞,P)
est fini.
Démonstration. On note k′ la complétion de k en p. Puisque k′ = Qp, il est bien connu
que le noyau du symbole local des résidus normiques
(·, k′ (µp∞) /k′) : (k′)× → Gal (k′ (µp∞) /k′)
est le groupe 〈p〉 librement engendré par p (voir par exemple [35, p. 323, Proposition
(1.8)]). Supposons µp∞ ⊂ K ′∞. Alors le noyau du symbole local des résidus normiques
(·, K ′∞/k′) : (k′)× → Gal (K ′∞/k′)
est un sous-groupe de 〈p〉, d’indice ﬁni car K ′∞/k′∞ est de degré ﬁni. Soit Q un idéal
maximal de OK∞ au-dessus de p¯. On note k′′ la complétion de k en p¯. Pour tout n ∈ N,
2L’application P 7→ (Pn)n∈N est une bijection du spectre maximal de OK∞ vers l’ensemble des suites
d’idéaux maximaux Pn de OKn telles que Pn+1 ∩ OKn = Pn pour tout n ∈ N.
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on désigne par k′n (resp. k
′′
n) la complétion de kn en P (resp. Q). On pose k
′
∞ :=
n∪
i=0
k′n
et k′′∞ :=
n∪
i=0
k′′n. L’extension k
′′
∞/k
′′ est inﬁnie et non ramiﬁée. Donc son groupe de Galois
est topologiquement engendré par (p, k′′∞/k
′′). Puisque k∞/k est non ramiﬁée en dehors
de p, on a (p, k′′∞/k
′′)|k∞ =
(
p−1, k′∞/k
′)
|k∞, et on déduit que pour tout n ∈ Z \ {0},
(pn, K ′∞/k
′) 6= 1. Alors (·, K ′∞/k′) est injectif, ce qui est absurde. 
Pour n assez grand on a Γn ⊆ G′∞, donc d’après le lemme A.1.5.2 il existe n0 ∈ N tel
que
Γn0 ⊆ Γ′. (5.2.2.1)
Alors il existe un unique entier relatif c ≥ −n0, tel que pour tout idéal maximal P de
OK∞ au-dessus de p, et tout entier n ≥ n0, on a
Γn = Γ
′
n+c, Kn,Pn = K
′
n+c,P et G
′
n = G
′ × (Γ′/Γ′n+c) , (5.2.2.2)
où K ′m,P est le sous-corps de K∞,P ﬁxé par Γ
′
m, pour tout m ∈ N.
Lemme 5.2.2.2 Soient P un idéal maximal de OK∞ au-dessus de p et n ∈ N. Pour tout
n ∈ N, on note U ′n,P le groupe des unités de OK ′n,P congrues à 1 modulo l’idéal maximal
de OK ′n,P .
Le noyau et le conoyau du morphisme canonique πn,P : (U∞,P)Γ′n −→ U
′
n,P sont inva-
riants sous l’action de G′∞, et de rang 1 sur Zp.
Démonstration. Pour tout n ∈ N, on note M˜′n la pro-p-extension abélienne maxi-
male de K ′n et M
′
n la pro-p-extension abélienne maximale non ramiﬁée de K
′
n. On pose
M˜′∞ :=
∞∪
n=0
M˜′n et M
′
∞ :=
∞∪
n=0
M′n. On remarque que M
′
∞ = K∞,PL, où L est l’unique
Zp-extension non-ramiﬁée de kp. Donc M′∞ est abélienne sur kp. Pour tout n ∈ N, la théo-
rie du corps de classes locale nous donne un isomorphisme φn : U ′n,P → Gal
(
M˜′n/M
′
n
)
de Zp
[
Gal
(
K ′n,P/kp
)]
-modules. Pour tout (m,n) ∈ N2 avec n ≤ m, on a le diagramme
commutatif ci-dessous,
U ′m,P φm //
Nm,n

Gal
(
M˜′m/M
′
m
)
resm,n

U ′n,P φn // Gal
(
M˜′n/M
′
n
)
,
où Nm,n est l’application norme et resm,n est le morphisme de restriction. Prenant les
limites projectives, on obtient un isomorphisme
φ∞ : U∞,P → Gal
(
M˜′∞/M
′
∞
)
(5.2.2.3)
de Λ′-modules, qui induit pour tout n ∈ N un isomorphisme
Cok (πn,P) ≃ Gal (M′∞/M′n) . (5.2.2.4)
D’après le corollaire A.1.4.9, le morphisme de restrictionGal
(
M˜′∞/K∞,P
)
→ Gal
(
M˜′n/K
′
n,P
)
induit un isomorphisme
Gal
(
M˜′∞/K∞,P
)
Γ′n
≃ Gal
(
M˜′n/K∞,P
)
. (5.2.2.5)
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D’après le lemme 5.2.2.1, et en vertu de [25, Theorem 25 (i)], il existe une suite exacte de
Zp [[Γ
′]]-modules
0 // Gal
(
M˜′∞/K∞,P
)
// Zp [[Γ
′]]d // µp∞ (K∞,P) // 0, (5.2.2.6)
où d := # (G′). Cette suite exacte implique en particulier que
Gal
(
M˜′∞/K∞,P
)Γ′n
= 0. (5.2.2.7)
Puisque M′∞ est abélienne sur kp, on a
Gal (M′∞/K∞,P)
Γ′n = Gal (M′∞/K∞,P) ≃ Gal (M′∞/K∞,P)Γ′n . (5.2.2.8)
La suite exacte 0 → U∞,P → Gal
(
M˜′∞/K∞,P
)
→ Gal (M′∞/K∞,P) → 0 nous donne une
suite exacte dite des invariants et co-invariants3. Compte tenu de (5.2.2.5), (5.2.2.7) et
(5.2.2.8), on obtient donc le diagramme commutatif suivant,
0 // Gal (M′∞/K∞,P) // (U∞,P)Γ′n //

Gal
(
M˜′n/K∞,P
)
//

Gal (M′∞/K∞,P) //

0
0 // U ′n,P // Gal
(
M˜′n/K
′
n,P
)
// Gal
(
M′n/K
′
n,P
)
// 0,
dont les lignes sont exactes. De ce diagramme on déduit un isomorphisme de Λ′-modules
Ker (πn,P) ≃ Gal (M′∞/K∞,P) . (5.2.2.9)
Puisque M′∞ est abélienne sur kp et que le rang de Gal (M
′
∞/kp) sur Zp est égal à 2, le
lemme résulte de (5.2.2.4) et (5.2.2.9). 
Proposition 5.2.2.3 Le Zp [[Γ]]-module U∞ est de type fini et sans torsion. En outre, le
Qp ⊗Zp Λ-module Qp ⊗Zp U∞ est isomorphe à Qp ⊗Zp Λ.
Démonstration. Le fait que le Zp [[Γ]]-module U∞ est de type ﬁni et sans torsion résulte
directement de (5.2.2.6) et de (5.2.2.3). Soit P un idéal maximal de OK∞ au-dessus de p.
On considère le morphisme de Λ′-modules
ι : U∞,P −→ U∞, xP 7→ (xQ)Q|p ,
où pour tout idéal maximal Q 6= P de OK∞ au-dessus de p, xQ := 1. Utilisant le fait
que Qp ⊗Zp Λ est libre sur Qp ⊗Zp Λ′, on remarque que ι induit un isomorphisme de
Qp ⊗Zp Λ-modules(
Qp ⊗Zp Λ
)⊗(Qp⊗ZpΛ′) (Qp ⊗Zp U∞,P) ∼−→ Qp ⊗Zp U∞.
Il nous suﬃt donc de montrer que Qp ⊗Zp U∞,P est un Qp ⊗Zp Λ′-module isomorphe à
Qp ⊗Zp Λ′.
3Voir la proposition A.1.3.3.
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Pour tout n ∈ N, soit G′n le groupe de décomposition de p dans Kn/k, et soit P̂n l’idéal
maximal de OKn,Pn . Il est bien connu que pour m ∈ N suﬃsamment grand, le logarithme
p-adique déﬁnit un isomorphisme de Zp [G′n]-modules de 1+ P̂
m
n vers P̂
m
n . Tensorisant cet
isomorphisme par Qp au-dessus de Zp, on voit que
Qp ⊗Zp Un,P ≃ Kn,Pn ≃ Qp [G′n] , (5.2.2.10)
le dernier isomorphisme provenant du théorème de la base normale (en tenant compte du
fait que kp = Qp).
Soit χ un Cp-caractère irréductible de G′. Soit ψ l’unique Qp-caractère irréductible de
G′ tel que χ|ψ. Il suﬃt de prouver que eψ
(
Qp ⊗Zp U∞,P
)
est libre sur 4
eψ
(
Qp ⊗Zp Λ′
) ≃ Qp ⊗Zp Zp (χ) [[Γ′]] ,
de rang 1. D’après le corollaire A.3.2.2, on sait que eψ
(
Qp ⊗Zp Λ′
)
est principal. Puisque
U∞ est sans torsion sur Zp [[Γ]], eψ
(
Qp ⊗Zp U∞,P
)
est sans torsion sur Qp⊗Zp Zp [[Γ′]]. Du
lemme A.3.5.1 on déduit que eψ
(
Qp ⊗Zp U∞,P
)
est un eψ
(
Qp ⊗Zp Λ′
)
-module sans torsion
et de type ﬁni, donc libre. Soit rψ son rang. Il ne reste à prouver que rψ = 1. On choisit
un entier n ≥ n0, voir (5.2.2.1). Alors
eψ
(
Qp ⊗Zp
(
(U∞,P)Γn
)) ≃ eψ (Qp [G′n])rψ . (5.2.2.11)
D’après (5.2.2.2) et le lemme 5.2.2.2, le noyau et le conoyau du morphisme canonique
(U∞,P)Γn → Un,P sont des Zp-modules de rang 1, et invariants sous l’action de G′∞. On
en déduit que
dimQp
(
eψ
(
Qp ⊗Zp
(
(U∞,P)Γn
)))
= dimQp
(
eψ
(
Qp ⊗Zp Un,P
))
. (5.2.2.12)
Or eψ
(
Qp ⊗Zp Un,P
) ≃ eψ (Qp [G′n]) d’après (5.2.2.10). On en déduit rψ = 1 par (5.2.2.12)
et (5.2.2.11). 
5.3 Unités globales
5.3.1 Définitions, notations.
Définition 5.3.1.1 Pour tout n ∈ N, on pose En := Zp ⊗Z O×Kn. On définit ensuite
E∞ := lim←−
n
En,
la limite projective étant par rapport aux normes.
Remarque 5.3.1.2 D’après le théorème de Dirichlet, pour tout n ∈ N, En est de rang
[Kn : k]− 1 sur Zp.
4L’isomorphisme eψ
(
Qp ⊗Zp Λ′
) ≃ Qp ⊗Zp Zp (χ) [[Γ′]] résulte de la proposition A.2.2.5.
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5.3.2 Unités de Minkowski.
Proposition et définition 5.3.2.1 Soit L/k une extension abélienne. Il existe une unité
ε ∈ O×L telle que le sous-Z [Gal (L/k)]-module de O×L engendré par ε est d’indice fini. Une
telle unité est appelée une unité de Minkowski.
Démonstration. Puisque l’image de O×L par ℓL est un réseau de R [Gal (L/k)] (1− e1)
de rang [L : k]− 1 (sous-section 2.3.1), on a un isomorphisme
R⊗Z O×L ≃ R [Gal (L/k)] (1− e1) ≃
∏
φ 6=1
R [Gal (L/k)] eφ, (5.3.2.1)
le produit étant sur tous les caractères rationnels non triviaux de Gal (L/k). Puisque
pour un tel caractère φ, on a R⊗Z
(
Q⊗Z O×L
)
φ
=
(
R⊗Z O×L
)
φ
, on déduit de (5.3.2.1) un
isomorphisme
Q⊗Z O×L ≃ Q [Gal (L/k)] (1− e1) ≃
∏
φ 6=1
Q [Gal (L/k)] eφ. (5.3.2.2)
En particulier Q⊗ZO×L est un Q [Gal (L/k)]-module monogène : soit α un Q [Gal (L/k)]-
générateur de Q ⊗Z O×L . Il existe m ∈ N∗ tel que αm appartient à l’image de O×L dans
Q⊗Z O×L . Il suﬃt alors de prendre pour unité de Minkowski un antécédent ε de αm dans
O×L . 
Remarque 5.3.2.2 Soient L/k une extension abélienne, ε une unité de Minkowski, et
(αg)g∈Gal(L/k) ∈ ZGal(L/k) une famille telle que
∏
g∈Gal(L/k)
εαgg est une racine de l’unité.
Alors pour tout (g, h) ∈ Gal (L/k)2, αg = αh.
Démonstration. Puisque le sous-Z [Gal (L/k)]-module de O×Kn engendré par ε est d’in-
dice ﬁni, 1 ⊗ ε engendre le Q [Gal (L/k)]-module Q ⊗Z O×L . De (5.3.2.2) on déduit que∑
g∈Gal(L/k)
αgg est invariant sous l’action de Gal (L/k). 
5.3.3 Un analogue de la conjecture de Leopoldt.
On note logp : C
×
p → Cp le logarithme d’Iwasawa. On rappelle que
Ker
(
logp
)
=
{
x ∈ C×p /∃ (m,n) ∈ N∗ × Z, xm = pn
}
. (5.3.3.1)
On réfère le lecteur à [24, p. 40].
Théorème 5.3.3.1 (Brumer, [11]) Soient α1, ..., αn des éléments non nuls de Cp, et soit
logp : C
×
p → Cp le logarithme d’Iwasawa. Les conditions suivantes sont équivalentes :
– La famille
(
logp (αi)
)n
i=1
est Q-linéairement indépendante.
– La famille
(
logp (αi)
)n
i=1
est Qalg-linéairement indépendante, où Qalg est la fermeture
algébrique de Q dans Cp.
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Lemme 5.3.3.2 ([34, (10.3.15) Lemma]) Soit G un groupe fini et f : G → Cp une
application. Alors
rg
(
f
(
σ−1τ
))
(σ,τ)∈G2 = #
{
χ ∈ HomGr
(
G ,C×p
)
/
∑
σ∈G
χ(σ)f(σ) 6= 0
}
,
où rg
(
f
(
σ−1τ
))
(σ,τ)∈G2 désigne le rang de la matrice
(
f
(
σ−1τ
))
(σ,τ)∈G2 , et où l’ensemble
HomGr
(
G ,C×p
)
est l’ensemble des morphismes de groupes de G vers C×p .
Théorème 5.3.3.3 Pour tout n ∈ N∪{∞}, le morphisme canonique En → Un est injectif.
Démonstration. La démonstration qui suit est inspirée de la preuve de la conjecture
de Leopoldt de [34, (10.3.16) Theorem]. Elle repose sur le théorème 5.3.3.1 dû à Brumer.
Rappelons qu’on identiﬁe Un au sous-groupe de
∏
P|p
O×Kn,P formé des unités semi-locales
principales. Soit ε une unité de Minkowski, telle que pour tout idéal premier P de OKn
au-dessus de p, ε est congrue à 1 modulo l’idéal maximal mKn,P de OKn,P . Un tel choix
est toujours possible, quitte à élever une unité de Minkowski arbitrairement choisie à la
puissance m, avec m ∈ N qui annule tous les (OKn,P/mKn,P)× où P est un idéal premier de
OKn au-dessus de p. Cette précaution nous assure que l’image de ε dans Un est (ε, ε, ..., ε).
On note E˜n le sous Zp [Gn]-module de En engendré par ε. On raisonne par l’absurde et
on suppose que En → Un n’est pas injectif. La Zp-torsion de En s’identiﬁe à µp∞ (Kn), qui
s’injecte dans Un. Donc l’image Im (En) de En dans Un est un Zp-module de rang inférieur
où égal à [Kn : k]− 2. Il en va a fortiori de même pour l’image de E˜n,
rgZp
(
Im
(
E˜n
))
≤ [Kn : k]− 2. (5.3.3.2)
Soit n ∈ N. Soit Q un idéal de OKn au-dessus de p. On ﬁxe un plongement Kn,Q →֒ Cp.
On pose
ℓ : Un −→ Cp [Gn] , (uP)P|p 7−→
∑
g∈Gn
logp
(
g−1
(
ug(Q)
))
g.
On remarque que ℓ est Zp [Gn]-linéaire. De (5.3.3.2) on déduit que le Cp-espace vectoriel
engendré par ℓ
(
Im
(
E˜n
))
est de dimension inférieure ou égale à [Kn : k]− 2. Autrement
dit, le rang de la matrice
(
logp
(
g−1h (ε)
))
(g,h)∈G2n
est inférieur ou égal à [Kn : k]− 2. Du
lemme 5.3.3.2, on en déduit qu’il existe un Cp-caractère irréductible et non trivial χ de
Gn tel que ∑
g∈Gn
χ(g) logp (g (ε)) = 0. (5.3.3.3)
Puisque NKn/k(ε) est une racine de l’unité, on déduit de (5.3.3.1) et (5.3.3.3) que∑
g∈G∗n
(1− χ(g)) logp (g (ε)) = 0, (5.3.3.4)
où G∗n := Gn \ {IdKn}. Donc la famille
(
logp (g (ε))
)
g∈G∗n
n’est pas Qalg-linéairement indé-
pendante, Qalg étant la fermeture algébrique de Q dans Cp. Du théorème de Brumer nous
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déduisons donc que la famille
(
logp (g (ε))
)
g∈G∗n
n’est pas Q-linéairement indépendante :
il existe une famille (αg)g∈G∗n ∈ Z
G∗n , non identiquement nulle, telle que
logp
∏
g∈G∗n
εαgg
 = ∑
g∈G∗n
αg logp (g (ε)) = 0. (5.3.3.5)
De (5.3.3.1) il résulte que
∏
g∈G∗n
εαgg est une racine de l’unité. De la remarque 5.3.2.2, on
déduit αg = 0 pour tout g ∈ G∗n, ce qui est contradictoire. Donc En → Un est injectif.
Ceci est valable pour tout n ∈ N, et les injections En →֒ Un sont compatibles avec les
normes, donc en passant à la limite projective on obtient aussi une injection E∞ →֒ U∞.

Corollaire 5.3.3.4 Soit n ∈ N ∪ {∞}. On note M˜n la pro-p-extension abélienne de Kn
maximale non ramifiée en dehors des places au-dessus de p, et Mn la pro-p-extension
abélienne de Kn non ramifiée maximale. On pose Bn := Gal
(
M˜n/Kn
)
et on identifie An
à Gal (Mn/Kn) par la théorie du corps de classes. Alors on a la suite exacte suivante,
0 // En // Un // Bn // An // 0, (5.3.3.6)
où Bn → An est le morphisme de restriction, et Un → Bn est le morphisme issu de la
théorie du corps de classes.
En particulier si n <∞, alors le Zp-rang de Bn est 1.
Démonstration. Supposons d’abord n < ∞. Pour tout m ∈ N, soit Lm la p-extension
maximale de Kn incluse dans le corps de classes de rayons de Kn modulo pmOKn. Alors
M˜n =
∞∪
m=0
Lm. On note F le groupe des idéaux fractionnaires non nuls de Kn, et pour
tout m ∈ N on note Pm le sous-groupe de F formé des idéaux principaux engendrés par
un élément x ∈ K×n congru à 1 modulo pmOKn. La théorie du corps de classes nous donne
le diagramme commutatif ci-dessous, à lignes exactes,
0 // Zp ⊗Z (P0/Pm) //
≀

Zp ⊗Z (F/Pm) //
≀

Zp ⊗Z (F/P0) //
≀

0
0 // Gal (Lm/L0) // Gal (Lm/Kn) // Gal (L0/Kn) // 0.
(5.3.3.7)
D’autre part pour tout m ∈ N on a la suite exacte
En // Zp ⊗Z (OKn/pmOKn)× // Zp ⊗Z (P0/Pm) // 0. (5.3.3.8)
Pour tout m ∈ N, d’après le théorème des restes chinois on a un isomorphisme naturel
Zp ⊗Z (OKn/pmOKn)× ≃
⊕
q|p
Zp ⊗Z
(OKn,q/qemOKn,q)× ,
où la somme est sur tous les idéaux maximaux q de OKn au-dessus de p, et où e est l’indice
de ramiﬁcation de p dans Kn/k. Pour tout m ∈ N, on a donc un morphisme naturel
surjectif Un → Zp ⊗Z (OKn/pmOKn)×. Passant à la limite, on en déduit un morphisme
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Un → lim←−
m
Zp ⊗Z (OKn/pmOKn)×, qui est aussi surjectif par compacité de Un. Il est clair
que le noyau de ce morphisme est nul, donc
Un ≃ lim←−
m
Zp ⊗Z (OKn/pmOKn)× puis lim←−
m
Zp ⊗Z (P0/Pm) ≃ Un/En,
en utilisant (5.3.3.8). Par passage aux limites projectives (par rapport à la variable m), on
déduit alors de (5.3.3.7) la suite exacte (5.3.3.6), l’exactitude en En en vertu du théorème
5.3.3.3. De plus les Zp-rangs de En et Un sont respectivement [Kn : k]−1 et [Kn : k], donc
le Zp-rang de Bn est 1.
Lorsque n =∞, on obtient la suite exacte (5.3.3.6) par passage aux limites projectives,
compte tenu du fait que tous les Λ-modules considérés sont compacts. 
Remarque 5.3.3.5 D’après [25, Theorem 4], B∞ est de type fini sur Zp [[Γ]]. D’après [43,
Proposition 20, p. 45], il résulte du théorème 5.3.3.3 que B∞ est de torsion sur Zp [[Γ]].
Proposition 5.3.3.6 Pour tout n ∈ N, on a (B∞)Γn = 0.
Démonstration. D’après le corollaire A.1.4.9, (B∞)Γn s’identiﬁe à Gal
(
M˜n/K∞
)
, d’où
une suite exacte
0 // (B∞)Γn // Bn // Γn // 0. (5.3.3.9)
D’après le corollaire 5.3.3.4, Bn est de type ﬁni sur Zp, et son Zp-rang est 1. De la suite
exacte (5.3.3.9), on déduit alors que (B∞)Γn est ﬁni. Donc (B∞)
Γn est ﬁni, d’après la
proposition A.1.3.4. Or d’après [18, ﬁn de la section 4], B∞ ne contient pas de sous-
Zp [[Γ]]-modules ﬁnis non nuls. 
5.4 Unités de Stark.
5.4.1 Unités semi-locales modulo unités de Stark.
Définition 5.4.1.1 Pour tout n ∈ N, on pose Stn := StKn et Stn := Zp⊗ZStn. On définit
ensuite
St∞ := lim←−
n
Stn,
la limite projective étant prise par rapport aux normes.
Proposition 5.4.1.2 (A. Jilali et H.Oukhaba, [26, Proposition 2.1 et Theorem 3.2]) Le
Zp [[Γ]]-module St∞ est de type fini, sans torsion, et de rang [K0 : k].
Corollaire 5.4.1.3 Les Zp [[Γ]]-modules U∞/St∞, E∞/St∞ et U∞/E∞ sont de torsion et
de type fini.
Démonstration. D’après la proposition 5.2.2.3, on sait que U∞ est de type ﬁni sur
Zp [[Γ]] et de rang [K0 : k]. D’après le théorème 5.3.3.3, St∞ s’injecte dans U∞. De la
proposition 5.4.1.2 on déduit que U∞/St∞ est de torsion et de type ﬁni. Puisque E∞/St∞
s’injecte dans U∞/St∞ et que U∞/E∞ est un quotient de U∞/St∞, le corollaire s’ensuit. 
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5.4.2 Comparaison avec le module d’unités elliptiques de de Sha-
lit.
On ﬁxe f un idéal non nul de Ok, premier à p, et on note Df l’ensemble des idéaux non
nuls g de Ok qui divisent f. Pour tout g ∈ Df, on pose Kg,∞ :=
∞∪
n=0
Hgpn, et on note Ug,∞,
Eg,∞, Stg,∞, etc, les diﬀérents objets attachés à Kg,∞. On ﬁxe une décomposition
Gf,∞ := Gf× Γf,
où Gf est le sous-groupe de torsion de Gf,∞ et Γf est un groupe topologique isomorphe à
Zp. Pour tout g ∈ Df, on a Gg,∞ := Gg× Γg, où Gg est le sous-groupe de torsion de Gg,∞
et Γg ≃ Zp est l’image de Γf par le morphisme de restriction.
D’après le lemme A.1.5.2, il existe n0 ∈ N et c ∈ Z tels que 0 ≤ n0+c et Kg,n = Hgpn+c
pour tout g ∈ Df et tout entier naturel n ≥ n0.
Pour tout g ∈ Df et tout n ≥ n0, notons Pg,n le sous-groupe de K×g,n engendré par
µ (Kg,n) et par les éléments de la forme ψ
(
1; gpn+c, a−1gpn+c
)
, où a est un idéal non nul
de Ok premier à 6gp. On pose Cg,n := Pg,n ∩ O×Kg,n, puis
Cg := lim←−
n
(Zp ⊗Z Cg,n) ,
ce qui coïncide avec la déﬁnition donnée en [12, III, 1.4, p. 101]. Le module d’unités
elliptiques utilisé par E. de Shalit dans [12] pour Kf,∞ est
C(f) :=
∏
g∈Df
Cg.
Proposition 5.4.2.1 On a Stf,∞ = C(f).
Démonstration. Pour tout idéal m de Ok, notons supp(m) l’ensemble des idéaux maxi-
maux de Ok qui divisent m. Il est clair que pour tout n ≥ n0 et tout g ∈ Df, Pg,n ⊆ PKf,n.
Il en résulte directement l’inclusion C(f) ⊆ Stf,∞. D’après la remarque 2.2.4.2 et (2.2.4.1),
Stf,n est engendré en tant que groupe par :
– les racines de l’unités ζ ∈ µ (Kf,n),
– toutes les normes βm,a := NHm/Hm∩Hfpn+c
(
ψ
(
1;m, a−1m
))
, où m /∈ {(0), (1)} est un
idéal de Ok vériﬁant wm = 1 et 2 ≤ #(supp(m)), et a est un idéal non nul de Ok
premier à 6m.
– toutes les normes βm,a,a,σ := NHm/Hm∩Hfpn+c
(∏
t∈T
ψ
(
1;m, a−1t m
)atσt), où l’idéal m /∈
{(0), (1)} de Ok vériﬁe wm = 1 et #(supp(m)) = 1, a := (at)t∈T est une famille
ﬁnie d’idéaux non nuls de Ok premiers à 6m, σ := (σt)t∈T ∈ Gal (Hm/k)T , et a :=
(at)t∈T ∈ ZT vériﬁe
∑
t∈T
at (N (at)− 1) = 0.
Si m ∧ fpn+c divise fpn0+c, les normes βm,a (ou βm,a,a,σ selon le cas) appartiennent à l’in-
tersection Stf,n ∩ Hfpn0+c . Sinon, il existe g ∈ Df et m ∈ N vériﬁant n ≥ m ≥ n0 tel que
m ∧ fpn+c = gpm+c. Dans ce cas, de (2.2.4.2), on déduit que les normes βm,a (ou βm,a,a,σ
selon le cas) appartiennent à Cg,n.
Alors le groupe Stf,n est engendré par Stf,n∩Hfpn0+c, et par les Cg,n, où g ∈ Df. D’après
la proposition A.1.1.2, il nous suﬃt ensuite de prouver que
lim←−
n
(
Zp ⊗Z
(
Stf,n ∩Hfpn0+c
))
= 0, (5.4.2.1)
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où la limite projective est prise par rapport aux restrictions des normes
NHfpm+c ,Hfpn+c : Zp ⊗Z
(
Stf,m ∩Hfpn0+c
)→ Zp ⊗Z (Stf,n ∩ Hfpn0+c) ,
oùm ≥ n ≥ n0. Un élément de lim←−
n
(
Zp ⊗Z
(
Stf,n ∩ Hfpn0+c
))
s’identiﬁe à une suite (xn)n≥n0
dans Zp ⊗Z Hfpn0+c telle que pour tout m ≥ n ≥ n0, pm−nxm = xn. Une telle suite est
nécessairement nulle, car
∞∩
n=0
(
pn
(
Zp ⊗Z Hfpn0+c
))
= {0}. Il en résulte (5.4.2.1), ce qui
achève la preuve de la proposition. 
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Chapitre 6
Conjecture principale en théorie
d’Iwasawa.
6.1 Introduction.
Dans ce chapitre, on ﬁxe k un corps quadratique imaginaire et p un nombre premier
totalement décomposé dans k. Soient p et p¯ les deux idéaux maximaux de Ok au-dessus
de p. On considère l’extension K∞ du chapitre 5. On garde les notations des chapitres
précédents. Pour tout Cp-caractère irréductible χ de G, et tout Zp[G]-module M , on note
Mχ le χ-quotient1 de M , déﬁni par
Mχ := Zp(χ)⊗Zp[G] M,
où G agit sur Zp(χ) via χ. Notre objectif est la preuve du théorème 6.1.0.2 ci-dessous
(voir [62]), qui est l’une des versions de la conjecture principale de la théorie d’Iwasawa.
Théorème 6.1.0.2 Soit χ un Cp-caractère irréductible de G. Alors :
– (i) Si p /∈ {2, 3}, charΛχ (A∞,χ) = charΛχ (E∞/St∞)χ.
– (ii) Si p ∈ {2, 3}, il existe (a, b) ∈ N2 tel que
uaχcharΛχ (A∞,χ) | ubχcharΛχ (E∞/St∞)χ ,
où uχ est une uniformisante de Zp(χ).
Nous rappelons que dans [50, Theorem 4.1] et [52, Theorem 2], K.Rubin a utilisé
les systèmes d’Euler pour prouver la conjecture principale pour les Zp-extensions et Z2p-
extensions d’une extension abélienne F/k de degré ﬁni, lorsque p ∤ [F : k]ek. Inspiré par
les idées de K.Rubin, C.Greither a prouvé la conjecture principale pour la Zp-extension
cyclotomique d’un corps de nombre abélien [19, Theorem 3.2] (résultat obtenu aupara-
vant par B.Mazur et A.Wiles dans [33]). W.Bley a prouvé le théorème 6.1.0.2 lorsque
p ∤ 2#Cl (Ok) et qu’il existe un idéal f 6= (0) de Ok tel que Kn := Hfpn+1 (voir [5, Theorem
3.1]). D’autre part pour p ∈ {2, 3}, nous avons pu montrer que la divisibilité de l’asser-
tion (ii) est une égalité (voir [63]). Nous n’exposerons pas ce travail ici. Ajoutons que
H.Oukhaba a récemment démontré que l’assertion (i) est vraie pour p = 2 si p ∤ [K0 : k]
(voir [40]).
Signalons que J. Johnson-Leung et G.Kings ont très récemment prouvé une version
cohomologique de la conjecture principale, qu’ils déduisent de la conjecture des nombres
1Voir la définition A.2.2.3.
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de Tamagawa (voir [27]). Dans leur travail, les χ-quotients sont remplacés par de la coho-
mologie à coeﬃcients dans des représentations galoisiennes déﬁnies par χ, et ils utilisent
les systèmes d’Euler à la Kato. Ils déduisent ensuite la version classique de la conjecture
principale pour les Z2p-extensions F∞ :=
∞∪
n=0
Hpnf, où f 6= (0) est un idéal de Ok et p ne
divise pas le sous-groupe de torsion de Gal (F∞/k).
Enﬁn, nous soulignons que le théorème 6.1.0.2 est pour nous une première étape aﬁn
de généraliser les résultats de K.Rubin concernant la conjecture principale « à deux
variables », bien que ce travail ne soit pas exposé ici. Soit k′∞ l’unique Z
2
p-extension de
k. Soit K ′∞ une extension de degré ﬁni de k
′
∞, abélienne sur k. Notons G
′
∞ le groupe de
Galois de K ′∞/k, et ﬁxons une décomposition G
′
∞ = G
′ × Γ′ de G′∞, où G′ est un groupe
ﬁni et Γ′ est un groupe topologique isomorphe à Z2p. Pour tout Cp-caractère irréductible
χ de G′, on pose Λ′χ = Zp(χ) [[Γ
′]]. Dans [64], nous montrons que pour tout Cp-caractère
irréductible χ de G′, on a l’égalité des idéaux caractéristiques des χ-quotients,
charΛ′χ
(
AK ′∞,χ
)
= charΛ′χ
(EK ′∞/StK ′∞)χ ,
étendant ainsi les résultats de K.Rubin au cas général où p peut diviser #(G′).
Dans la suite du chapitre, nous suivons de près la démarche de W.Bley.
6.2 Réduction de la conjecture à une divisibilité.
6.2.1 Un lemme préparatoire.
Lemme 6.2.1.1 On suppose p 6= 2. Soit K ′ une extension de K, abélienne de degré fini
sur k. On pose K ′∞ := K
′ · k∞, et on fixe une décomposition
Gal (K ′∞/k) = G
′ × Γ′,
où G′ est le sous-groupe de torsion de Gal (K ′∞/k), et Γ
′ est un groupe topologique iso-
morphe à Zp. Pour tout n ∈ N, on note K ′n le sous-corps de K ′∞ fixé par Γ′n := (Γ′)p
n
. Il
existe n ∈ N tel que pour tout entier naturel n ≥ n, Kn ⊆ K ′n et K ′n/Kn est modérément
ramifiée.
Démonstration. On ﬁxe n ∈ N assez grand, de sorte que :
(a) pn annule le p-Sylow de G′ (donc pn annule aussi le p-Sylow de G).
(b) Pour tout entier naturel n ≥ n, Kn/Kn et K ′n/K ′n sont totalement ramiﬁées en
toutes les places au-dessus de p.
D’après (a) et le lemme A.1.5.3 (appliqué à l’image Γ˜ de Γ′ dans G∞), pour tout
entier naturel n ≥ n, Kn est le sous-corps de K ′n ﬁxé par Gal (K ′∞, K∞). Il ne reste qu’à
montrer que K ′n/Kn est modérément ramiﬁée. Soit In (∞) le sous-groupe d’inertie de p
dans K ′∞/k. Le groupe d’inertie de p dans k∞/k est isomorphe à Zp, et est un quotient de
In (∞). D’autre part In (∞) est un quotient de Z×p ≃ µp−1×Zp. D’après le lemme A.1.5.1,
il existe donc une décomposition
In (∞) = J × I,
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où I est un sous-groupe topologique de In (∞) isomorphe à Zp, et J est un groupe cyclique
d’ordre divisant p − 1. Pour tout entier naturel n ≥ n, on a Γ′n ⊆ In (∞) d’après (b).
Puisque le p-Sylow de J est trivial, on a Γ′n ⊆ I. On en déduit en particulier que le groupe
d’inertie In (K ′∞/Kn) des places au-dessus de p dans K
′
∞/Kn est
In (K ′∞/Kn) = (Gal (K
′
∞/K∞)× Γ′n) ∩ (J × I) = (J ∩Gal (K ′∞/K∞))× Γ′n.
Donc le groupe d’inertie des places au-dessus de p dans K ′n/Kn est isomorphe au groupe
J ∩Gal (K ′∞/K∞). Or #(J) est premier à p, donc K ′n/Kn est modérément ramiﬁée. 
Corollaire 6.2.1.2 On se place sous les hypothèses du lemme 6.2.1.1, et on fixe n ∈ N
vérifiant le lemme 6.2.1.1. Pour tout n ∈ N∪{∞} on définit U ′n relativement à l’extension
K ′∞ (comme à la sous-section 5.2.1). Pour tout entier naturel n ≥ n, la norme NK ′n/Kn :
U ′n → Un est surjective. Passant aux limites projectives, on a une application norme
surjective
NK ′∞/K∞ : U ′∞ −→ U∞.
Démonstration. Soit un entier naturel n ≥ n. Par la théorie du corps de classes, dire
que K ′n/Kn est modérément ramiﬁée équivaut à dire que NK ′n/Kn : U ′n → Un est surjective.
L’application NK ′∞/K∞ : U ′∞ → U∞ obtenue par passage aux limites projectives est encore
surjective par compacité des U ′m, m ∈ N. 
6.2.2 Invariants d’Iwasawa.
On pose B∞ := Gal
(
M˜∞/K∞
)
, où M˜∞ est la pro-p-extension abélienne maximale
de K∞ non ramiﬁée en dehors des places au-dessus de p. On rappelle que la théorie du
corps de classes identiﬁe A∞ à Gal (M∞/K∞), où M∞ est la pro-p-extension abélienne
maximale de K∞ non ramiﬁée. D’après le corollaire 5.3.3.4, on a la suite exacte
0 // E∞/St∞ // U∞/St∞ // B∞ // A∞ // 0. (6.2.2.1)
On conserve les notations de la sous-section 5.4.2. Soit f un idéal non nul de Ok,
premier à p, tel que K∞ ⊆ Kf,∞ :=
∞∪
n=0
Hfpn . On pose Gf,∞ := Gal (Kf,∞/k) et on ﬁxe une
décomposition
Gf,∞ = Gf× Γf,
où Gf est un groupe ﬁni et Γf est un groupe topologique isomorphe à Zp. On pose Λf :=
Zp [[Gf,∞]]. On note Uf,∞, Ef,∞, Stf,∞, etc, les diﬀérents objets attachés à Kf,∞.
Pour tout Λ-module (resp. Λf-module) M on note µ(M) et λ(M) les invariants d’Iwa-
sawa sur Zp [[Γ]] (resp. Zp [[Γf]]). Pour tout Cp-caractère irréductible χ de G (resp. Gf),
on note µχ (Mχ) et λχ (Mχ) les invariants d’Iwasawa sur Λχ (resp. Λf,χ). Compte tenu de
la proposition 5.4.2.1, on a le théorème suivant.
Théorème 6.2.2.1 (de Shalit, [12, III.2.1 Theorem, p. 109]) On suppose p /∈ {2, 3}. On
a ∑
χ
µχ
(
(Bf,∞)χ
)
=
∑
χ
µχ
(
(Uf,∞/Stf,∞)χ
)
,
∑
χ
λχ
(
(Bf,∞)χ
)
=
∑
χ
λχ
(
(Uf,∞/Stf,∞)χ
)
,
où les sommes sont sur tous les Cp-caractères irréductibles de Gf.
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Remarque 6.2.2.2 Dans [12], le théorème ci-dessus est énoncé aussi pour p = 3. Ce-
pendant la preuve utilise un résultat de Gillard (la nullité du µ-invariant, voir[16]), qui
n’est énoncé que pour p /∈ {2, 3}.
Corollaire 6.2.2.3 On suppose que p /∈ {2, 3}, et que pour tout Cp-caractère irréductible
χ de Gf,∞ on a
charΛf,χ
(
(Af,∞)χ
)
|charΛf,χ
(
(Ef,∞/Stf,∞)χ
)
. (6.2.2.2)
Alors pour tout Cp-caractère irréductible χ de Gf,∞ on a
charΛf,χ
(
(Af,∞)χ
)
= charΛf,χ
(
(Ef,∞/Stf,∞)χ
)
. (6.2.2.3)
Démonstration. D’après [16, 3.4. Théorème], on a
µ (Bf,∞) = 0 puis µχ
(
(Uf,∞/Stf,∞)χ
)
= 0 (6.2.2.4)
pour tout Cp-caractère irréductible χ de Gf, compte tenu du théorème 6.2.2.1. D’après
(6.2.2.4) et le lemme A.3.4.7 (appliqué à M1 = 0, M2 = Ef,∞/Stf,∞, M3 = Uf,∞/Stf,∞ et
M4 l’image de Uf,∞/Stf,∞ dans Bf,∞), on a
µχ
(
(Ef,∞/Stf,∞)χ
)
= µχ
(
(Uf,∞/Stf,∞)χ
)
= 0. (6.2.2.5)
D’après (6.2.2.2), on est alors réduit à montrer que∑
χ
λχ
(
(Af,∞)χ
)
=
∑
χ
λχ
(
(Ef,∞/Stf,∞)χ
)
, (6.2.2.6)
où les sommes sont sur tous les Cp-caractères irréductibles de Gf. Compte tenu de la
remarque A.3.4.9 et de la suite exacte (6.2.2.1), on a
λχ
(
(Af,∞)χ
)
+ λχ
(
(Uf,∞/Stf,∞)χ
)
= λχ
(
(Bf,∞)χ
)
+ λχ
(
(Ef,∞/Stf,∞)χ
)
,
pour tout Cp-caractère irréductible χ de Gf. Alors (6.2.2.6) résulte du théorème 6.2.2.1.

Proposition 6.2.2.4 Soit K ′∞ une extension cyclique de K∞, abélienne sur k. On pose
G′∞ := Gal (K
′
∞/k), Λ
′ := Zp [[G′∞]], et on fixe une décomposition G
′
∞ := G
′ × Γ′, où G′
est un groupe fini et Γ′ est un groupe topologique isomorphe à Zp. On note A′∞, E ′∞, St′∞,
etc, les différents objets attachés à K ′∞. On suppose que
– (a) Pour tout Cp-caractère irréductible χ de G
′, on a
charΛ′χ
(
A′∞,χ
)
= charΛ′χ
(
(E ′∞/St′∞)χ
)
.
– (b) Pour tout Cp-caractère irréductible χ de G, on a
charΛχ (A∞,χ) |charΛχ
(
(E∞/St∞)χ
)
.
Alors pour tout Cp-caractère irréductible χ de G, on a
charΛχ (A∞,χ) = charΛχ
(
(E∞/St∞)χ
)
. (6.2.2.7)
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Démonstration. On divise la démonstration en plusieurs étapes. On note H le groupe
de Galois de K ′∞/K∞. On ﬁxe un entier naturel n ∈ N tel que pn annule le p-Sylow de G′
(alors pn annule aussi le p-Sylow de G). En appliquant le lemme A.1.5.3 à l’image Γ˜ de Γ′
dansG∞, on voit que pour tout entier naturel n ≥ n,Kn est le sous-corps deK ′n ﬁxé parH .
Première étape : on montre que pour tout Cp-caractère irréductible χ de G, on a
µχ (E∞/St∞)χ = 0. D’après [16, 3.4. Théorème], on a
µ (B∞) = 0 et µ (B′∞) = 0. (6.2.2.8)
D’après la proposition A.3.4.7, la suite exacte (6.2.2.1) et (6.2.2.8) nous donnent
µχ
(
(E∞/St∞)χ
)
= µχ
(
(U∞/St∞)χ
) (
resp. µχ
(
(E ′∞/St′∞)χ
)
= µχ
(
(U ′∞/St′∞)χ
))
,
(6.2.2.9)
pour tout Cp-caractère irréductible χ de G (resp. G′). D’autre part, (6.2.2.8) implique
µ (A′∞) = 0, ce qui d’après la remarque A.3.4.8 et (a) entraîne
µχ
(
(E ′∞/St′∞)χ
)
= µχ
(
A′∞,χ
)
= 0, (6.2.2.10)
pour tout Cp-caractère irréductible χ de G′. Combinant (6.2.2.9) et (6.2.2.10), on obtient
µχ
(
(U ′∞/St′∞)χ
)
= 0, (6.2.2.11)
pour tout Cp-caractère irréductible χ de G′. Du corollaire 6.2.1.2 on déduit que U∞/St∞
est un quotient de U ′∞/St′∞. Donc pour tout Cp-caractère irréductible χ de G, (U∞/St∞)χ
est un quotient de (U ′∞/St′∞)χ˜, où χ˜ est le caractère de G′ déﬁni par χ. De (6.2.2.11) on
déduit alors
µχ
(
(U∞/St∞)χ
)
= 0,
ce qui combiné à (6.2.2.9) nous donne
µχ
(
(E∞/St∞)χ
)
= 0,
pour tout Cp-caractère irréductible χ de G.
Seconde étape : on montre que (A′∞)H et A∞ sont des Zp[[Γ]]-modules pseudo-isomorphes,
où (A′∞)H est le Λ-module des H-co-invariants de A
′
∞. Pour tout n ∈ N, on noteMn (resp.
M′n) la p-extension maximale non ramiﬁée de Kn (resp. K
′
n). On pose M∞ :=
∞∪
n=0
Mn et
M′∞ :=
∞∪
n=0
M′n. Par la théorie du corps de classes, on a des isomorphismes
A∞ ≃ Gal (M∞/K∞) et A′∞ ≃ Gal (M′∞/K ′∞) . (6.2.2.12)
D’après (6.2.2.12), et puisque H est cyclique, le corollaire A.1.4.9 nous donne un isomor-
phisme de Λ-modules
(A′∞)H ≃ Gal (L∞/K ′∞) , (6.2.2.13)
où L∞ est la fermeture abélienne de K∞ dans M′∞. Il suﬃt donc de montrer que le
morphisme de restriction
res : Gal (L∞/K ′∞) −→ Gal (M∞/K∞)
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est un pseudo-isomorphisme. Le conoyau de res est Gal (M∞ ∩K ′∞/K∞) qui est ﬁni
(c’est un quotient de H). On en est donc réduit à vériﬁer que Ker(res) est ﬁni. On a
Ker(res) ⊆ Gal (L∞/M∞), donc il suﬃt de prouver que Gal (L∞/M∞) est ﬁni. Or il est
clair que Gal (L∞/M∞) est le sous-groupe de Gal (L∞/K∞) engendré par tous les groupes
d’inertie dans L∞/K∞. Puisque L∞/K ′∞ est non ramiﬁée et que seul un nombre ﬁni
d’idéaux maximaux de OK∞ sont ramiﬁés dans K ′∞, il suﬃt de remarquer que chacun de
ces groupes d’inertie est ﬁni (d’ordre divisant #(H)).
Troisième étape : on montre l’inégalité λ (E∞/St∞) ≤ λ (A∞). Pour tout entier naturel
n ≥ n, le conoyau Qn de la norme
NK ′n/Kn : (E ′n/St′n)H −→ En/Stn
est annulé par #(H). Passant à la limite projective (et puisque tous les modules sont
compacts), le conoyau Q∞ = lim←−
n
Qn de la norme
NK ′∞/K∞ : (E ′∞/St′∞)H −→ E∞/St∞
est aussi annulé par #(H). On en déduit
λ (E∞/St∞) ≤ λ ((E ′∞/St′∞)H) . (6.2.2.14)
D’après la proposition A.3.4.10, on a
λ ((E ′∞/St′∞)H) =
∑
χ
λχ
(
(E ′∞/St′∞)χ
)
et λ ((A′∞)H) =
∑
χ
λχ
(
(A′∞)χ
)
,
où les sommes sont sur tous les Cp-caractères irréductibles de G′ triviaux sur H . De (a)
on déduit donc que
λ ((E ′∞/St′∞)H) = λ ((A′∞)H) . (6.2.2.15)
D’après la seconde étape, on a
λ ((A′∞)H) = λ (A∞) . (6.2.2.16)
Combinant (6.2.2.14), (6.2.2.15) et (6.2.2.16), on obtient λ (E∞/St∞) ≤ λ (A∞).
Conclusion. D’après (b) et la première étape, pour démontrer le théorème il suﬃt de
prouver que
λχ
(
(E∞/St∞)χ
)
= λχ (A∞,χ) , (6.2.2.17)
pour tout Cp-caractère irréductible χ de G. D’après la troisième étape et la proposition
A.3.4.10, on a ∑
χ
λχ
(
(E∞/St∞)χ
)
≤
∑
χ
λχ (A∞,χ) , (6.2.2.18)
où la somme est sur tous les Cp-caractères irréductibles de G. D’autre part pour tous ces
caractères χ, on a
λχ (A∞,χ) ≤ λχ
(
(E∞/St∞)χ
)
(6.2.2.19)
d’après (b). En combinant (6.2.2.18) et (6.2.2.19), on déduit (6.2.2.17), ce qui achève la
preuve de la proposition. 
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Remarque 6.2.2.5 On suppose p /∈ {2, 3}. Il résulte du corollaire 6.2.2.3 et de la pro-
position 6.2.2.4 que si pour toute extension finie K ′∞ de k∞, abélienne sur k, et tout
Cp-caractère irréductible χ
′ du sous-groupe de torsion de Gal (K ′∞/k), on a
charΛ′
χ′
(
A′∞,χ
)
divise charΛ′
χ′
(E ′∞/St′∞)χ′ ,
alors pour tout Cp-caractère irréductible χ de G, on a
charΛχ (A∞,χ) = charΛχ (E∞/St∞)χ . (6.2.2.20)
Démonstration. Sous les hypothèses de la remarque 6.2.2.5, le corollaire 6.2.2.3 en-
traîne que (6.2.2.3) est vériﬁée pour tout Cp-caractère irréductible de Gf. Il existe ensuite
m ∈ N et K∞ = K(0)∞ ⊆ K(1)∞ ⊆ ... ⊆ K(m)∞ = Kf,∞ une tour d’extensions telle que pour
tout i ∈ {1, ..., m}, Ki∞/K(i−1)∞ est cyclique. Une récurrence à partir de la proposition
6.2.2.4 montre alors que (6.2.2.7) est vériﬁée pour tout i ∈ {0, ..., m} et tout Cp-caractère
irréductible du sous-groupe de torsion de Gal
(
K(i)∞ /k
)
. Considérant i = 0, on voit que
(6.2.2.20) est vériﬁée. 
6.3 Le module des classes d’idéaux.
6.3.1 Finitude des modules des invariants et co-invariants.
Théorème 6.3.1.1 (Iwasawa, [23] ou [25, Theorem 5, p. 258]) Le Zp[[Γ]]-module A∞ est
de type fini et de torsion.
Proposition 6.3.1.2 Pour tout n ∈ N, A∞,Γn et AΓn∞ sont finis.
Démonstration. La preuve qui suit est dûe à K.Rubin (voir [49, Theorem 1.4]). Elle
repose sur le corollaire 5.3.3.4. D’après la proposition A.1.3.4, il suﬃt de montrer que
A∞,Γn est ﬁni, pour n ∈ N. La théorie du corps de classes nous donne un isomorphisme
A∞ ≃ Gal (M∞/K∞) ,
où M∞ est la pro-p-extension non ramiﬁée maximale de K∞. D’après le corollaire A.1.4.9,
on a alors
A∞,Γn ≃ Gal (Ln/K∞) , (6.3.1.1)
où Ln est la fermeture abélienne de Kn dans M∞. Puisque A∞ est de type ﬁni sur Zp [[Γ]],
A∞,Γn est de type ﬁni sur Zp. Raisonnons par l’absurde et supposons que A∞,Γn n’est
pas ﬁni. Alors le Zp-rang de A∞,Γn est supérieur ou égal à 1. De (6.3.1.1) on déduit
que le Zp-rang de Gal (Ln/Kn) est supérieur ou égal à 2. Alors en notant M˜n la pro-p-
extension maximale de Kn non ramiﬁée en dehors des places au-dessus de p, le Zp-rang
de Bn := Gal
(
M˜n/Kn
)
est supérieur ou égal à 2. On a alors une contradiction avec le
corollaire 5.3.3.4. 
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6.3.2 Construction de certains morphismes.
On ﬁxe un Cp-caractère irréductible χ de G. Soit τ : A∞,χ →
s⊕
j=1
Λχ/Pj un pseudo-
isomorphisme de Λχ-modules2, où P1, ..., Ps sont des polynômes non nuls dans Λχ.
Soit M∞ := lim←−
n
Mn un Zp[[Γ]]-module, limite projective de Zp [Γ/Γn]-modules Mn,
n ∈ N. Pour tout n ∈ N, on note KernM∞ et CoknM∞ respectivement le noyau et le
conoyau du morphisme canonique M∞,Γn →Mn.
Lemme 6.3.2.1 Il existe c3 ∈ N, et pour tout n ∈ N, il existe un morphisme de Λχ-
modules
τn : An,χ →
s⊕
j=1
Λχ/(Pj, 1− γn)
tel que Cok (τn) est annulé par p
c3.
Démonstration. Soit m ∈ N tel que K∞/Km est totalement ramiﬁée au-dessus de p.
D’après [65, Lemma 13.15], il existe un Zp [[Γm]]-sous-module Y de A∞ tel que pour tout
n ≥ m, le morphisme canonique A∞ → An induit un isomorphisme
A∞/νm,nY
∼
// An,
où νm,n ∈ Zp [[Γm]] est déﬁni par νm,n := (1− γn) / (1− γm). Alors pour tout n ≥ m, on
a CoknA∞ = 0 et
KernA∞ ≃ νm,nY / (1− γn)A∞. (6.3.2.1)
La multiplication par νm,n induit une surjection
Y/ (1− γm) A∞ // // νm,nY / (1− γn)A∞, (6.3.2.2)
de laquelle on déduit que pour tout n ≥ m, KernA∞ est un quotient de KermA∞. La
proposition 6.3.1.2 montre alors que les ordres des KernA∞ et des CoknA∞ sont bornés
indépendamment de n. On choisit α ∈ N tel que pour tout n ∈ N, pα annule KernA∞
et CoknA∞. D’autre part pour tout n ≥ m, puisque CoknA∞ = 0 on a la suite exacte
ci-dessous,
(KernA∞)χ // (A∞,Γn)χ // An,χ // 0.
(A∞,χ)Γn
Ceci montre que pα annule Ker
(
(A∞,χ)Γn → An,χ
)
, pour tout n ≥ m. De plus pour tout
n ∈ N, (A∞,Γn)χ est ﬁni d’après la proposition 6.3.1.2. Quitte à choisir α un peu plus
grand, on peut donc supposer que pα annule Ker
(
(A∞,χ)Γn → An,χ
)
pour tout n ∈ N.
Soit
τ¯n : (A∞,χ)Γn →
s⊕
j=1
Λχ/(Pj, 1− γn)
le morphisme de Λχ-modules déﬁni à partir de τ par passage aux quotients.
Pour tout n ∈ N, pα annule CoknA∞, donc annule aussi Cok
(
(A∞,χ)Γn → An,χ
)
. On
en déduit que pour tout x ∈ An,χ, il existe y ∈ (A∞,χ)Γn tel que l’image de y dans An,χ est
pαx. De plus si y′ ∈ (A∞,χ)Γn a pour image pαx, alors (y − y′) ∈ Ker
(
(A∞,χ)Γn → An,χ
)
,
2Voir le théorème A.3.4.1.
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donc pα(y − y′) = 0, et pατ¯n(y) = pατ¯n(y′). On a alors vériﬁé que le morphisme de
Λχ-modules suivant est bien déﬁni,
τn : An,χ //
s⊕
j=1
Λχ/(Pj, 1− γn), x  // pατ¯n(y),
où y ∈ (A∞,χ)Γn est tel que son image dans An,χ est pαx.
On choisit ensuite β ∈ N tel que pβ annule Cok(τ), et on pose c3 := 2α+ β. Vériﬁons
que pc3 annule Cok (τn) pour tout n ∈ N. Soient n ∈ N et x ∈
s⊕
j=1
Λχ/(Pj, 1− γn). Il existe
z ∈ (A∞,χ)Γn tel que τ¯n(z) = pβx. Alors on a
τn (z¯) = p
ατ¯n (p
αz) = p2ατ¯n(z) = p
2α+βx = pc3x,
où z¯ est l’image de z dans An,χ. On a bien vériﬁé que pc3 annule Cok (τn). 
6.4 Retour sur les systèmes d’Euler.
6.4.1 Génération d’idéaux maximaux particuliers.
Le théorème qui suit est une adaptation de la proposition 3.3.2.1. C’est une étape
classique dans la machinerie des systèmes d’Euler. Les premières versions sont dûes à
K.Rubin (voir [50, Theorem 3.1]), et à C.Greither pour les extensions abéliennes de
Q (voir [19, Theorem 3.7]). On suit la preuve de W.Bley (voir [5, Theorem 3.4]), avec
quelques modiﬁcations pour couvrir le cas p|#(Cl (Ok)). Nous reprenons les notations du
chapitre 3.
Théorème 6.4.1.1 Soit F une extension abélienne de degré fini de k de conducteur f, et
soit c := vp¯ (f). On pose GF := Gal(F/k). Soient c ∈ AF , W un Z [GF ]-sous-module fini
de F×/
(
F×
)
m
, et Ψ : W → Z/mZ [GF ] un morphisme de Z [GF ]-modules.
On suppose que :
(a) Pour tout w ∈ W , tout i ∈ {1, ..., r}, et tout idéal maximal q de F au-dessus de pi,
v¯q(w) = 0.
(b) Pour tout i = 1, ..., r, pi n’est pas ramifié dans F/k et est premier à p.
Soit m un entier naturel positif divisible par p2c+1. Alors il existe une infinité d’idéaux
maximaux λ de OF tels que :
(i) clp(λ) = c
m.
(ii) ℓ := λ ∩ Ok appartient à LF .
(iii) Pour tout w ∈W , [w]ℓ = 0.
(iv) Il existe u ∈ (Z/mZ)×, tel que pour tout w ∈W , ϕF,ℓ(w) = up3c+r+3Ψ (w)λ.
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Démonstration. Soit Hp la p-extension maximale non ramiﬁée de F . On pose
Fi :=
{
F (µm) si i = 0,
Fi−1 ( m
√
αi) si 1 ≤ i ≤ r.
On divise la preuve en six étapes.
Première étape : On montre que [Hp ∩ F (µp∞) : F ] ≤ pc. Soit n ∈ N∗ tel que c ≤ n et
tel que Hp ∩ F (µp∞) = Hp ∩ F (µpn). On a le pictogramme suivant,
F (µpn)
F (µpn) ∩Hp
ppppppppppp
k (µpn)
F
nnnnnnnnnnnnnnn
Q (µpn)
F ∩ k (µpn)
ooooooooooooooooooooooooooooooo
k
sssssssssss
Q
pppppppppppppppppppppppppppppppppppppppppppppppp
(6.4.1.1)
Puisque p est totalement ramiﬁé dans Q (µpn) /Q et décomposé dans k/Q, p¯ est tota-
lement ramiﬁé dans k (µpn) /k. Donc l’indice de ramiﬁcation de p¯ dans F (µpn) /k est
divisible par Φ (pn) (indice d’Euler sur Z). D’autre part l’indice de ramiﬁcation de p¯ dans
F/k divise Φ (p¯c) (indice d’Euler sur Ok). On en déduit que l’indice de ramiﬁcation de p¯
dans F (µpn) /F est divisible par Φ (pn) /Φ (p¯c). D’autre part, [F (µpn) : F ] divise Φ (pn),
donc [F (µpn) ∩Hp : F ] divise Φ (p¯c). Puisque p est décomposé dans k/Q, on a Φ (p¯c) ≤ pc.
Seconde étape : On montre que Gal
(
Fr
(
m
√
ω,
m
√
W
)
∩Hp/F
)
est annulé par p2c+1,
où ω = −1 si p = 2 et ω = 1 sinon. Soit m ∈ N tel que m = pm . Puisque Fr
(
m
√
ω,
m
√
W
)
croît (pour l’inclusion) lorsque m croît, on peut supposer dans cette seconde étape que
c+1 < m . L’extension k (µm) /k est totalement ramiﬁée en p¯ de degré Φ (m) = (p−1)pm−1.
L’indice de ramiﬁcation de p¯ dans F/k divise
Φ (p¯c) =
{
(p− 1)pc−1 si c 6= 0,
1 si c = 0,
car p est décomposé dans k. Donc k (µm) / (F ∩ k (µm)) est cyclique de degré divisible par
pm−1−c. Soit j ∈ Gal (k (µm) / (F ∩ k (µm))) un élément d’ordre exactement pm−1−c. Soit
s ∈ N tel que j (ζ) = ζ s pour tout ζ ∈ µm. Alors le choix de j fait que spm−1−c ≡ 1 mod m
et s i 6≡ 1 mod m pour tout i ∈ {1, ..., pm−1−c − 1}. Puisque j est trivial sur F ∩ k (µm), on
peut prolonger j en un automorphisme j′ ∈ Gal (F0/F ).
L’extension Fr
(
m
√
ω,
m
√
W
)
/F0 est kummérienne d’exposant divisant m, et galoisienne
sur k. On pose
W :=
(
Fr
(
m
√
ω,
m
√
W
)×)m
∩ F×0 ,
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de sorte que Fr
(
m
√
ω,
m
√
W
)
= F0
(
m
√
W
)
. La théorie de Kummer nous donne un isomor-
phisme de Z [Gal (F0/k)]-modules
Gal
(
F0
(
m
√
W
)
/F0
)
∼
// HomZ
(W , µm) , (6.4.1.2)
oùW est l’image deW dans F×0 /
(
F×0
)
m (voir la remarque A.4.1.1). On remarque que tout
élément de W peut être représenté par un élément de F . Or j′|F = IdF , donc on déduit
de (6.4.1.2) que j′ agit sur Gal
(
F0
(
m
√
W
)
/F0
)
par élévation à la puissance s. D’autre
part j′ agit trivialement sur Gal
(
F0
(
m
√
W
)
∩ (F0 ·Hp) /F0
)
, car F0
(
m
√
W
)
∩ (F0 ·Hp)
est abélienne sur F . On en déduit que
pgcd(s − 1,m) annule Gal
(
F0
(
m
√
W
)
∩ (F0 ·Hp) /F0
)
. (6.4.1.3)
Soit d ∈ N tel que pgcd(s − 1,m) = pd. Par récurrence, on a spn−d ≡ 1 mod pn pour
tout entier naturel n ≥ d (c’est trivial pour n = d, puis ensuite on utilise la relation
s
pn+1−d − 1 =
(
s
pn−d − 1
) p−1∑
i=0
s
ipn−d). En particulier sp
m−d − 1 est divisible par m. On a
vu que pour tout i ∈ {1, ..., pm−1−c − 1}, m ne divise pas s i − 1, et on en déduit que
pm−1−c ≤ pm−d, c’est-à-dire d ≤ c+ 1. De (6.4.1.3) il résulte alors que
pc+1 annule Gal
(
F0 ·
(
F0
(
m
√
W
)
∩Hp
)
/F0
)
. (6.4.1.4)
Or F0 et F0
(
m
√
W
)
∩ Hp sont linéairement disjoints sur F0 ∩ Hp, donc (6.4.1.4) montre
que
pc+1 annule Gal
((
F0
(
m
√
W
)
∩Hp
)
/ (F0 ∩Hp)
)
. (6.4.1.5)
D’après la première étape on a [Hp ∩ F0 : F ] ≤ pc, de sorte que (6.4.1.5) implique que
p2c+1 annule Gal
((
F0
(
m
√
W
)
∩Hp
)
/F
)
= Gal
(
Fr
(
m
√
ω,
m
√
W
)
∩Hp/F
)
.
Troisième étape : Montrons que le conoyau du morphisme canonique de la théorie de
Kummer
K : Gal
(
F0
(
m
√
W
)
/F0
)
→֒ HomZ (W,µm)
est annulé par pc+1. Notons W˜ l’image deW par le morphisme canonique ι : F×/
(
F×
)
m →
F×0 /
(
F×0
)
m. On rappelle que K = HomZ (ι, µm) ◦ K′, où
K′ : Gal
(
F0
(
m
√
W
)
/F0
)
∼
// HomZ
(
W˜ , µm
)
est l’isomorphisme de la théorie de Kummer et
HomZ (ι, µm) : HomZ
(
W˜ , µm
)
→֒ HomZ (W,µm)
est l’injection induite par ι. Il s’agit donc de montrer que le conoyau de HomZ (ι, µm)
est annulé par pc+1. Pour η ∈ NulZ (Ker (ι)), 3 et u ∈ HomZ (W,µm), ηu est nul sur
Ker (ι)∩W , donc passe au quotient en un morphisme de groupes W˜ → µm. On en déduit
3Pour A un anneau commutatif et M un A-module, NulA(M) désigne l’annulateur de M .
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que le conoyau de HomZ (ι, µm) est annulé par NulZ (Ker (ι)). Il nous suﬃt donc de montrer
que Ker (ι) est annulé par pc+1. La suite exacte
0 // µm // F (µm)
× m // (F (µm)×)m // 0
nous donne le diagramme commutatif à lignes exactes suivant
H0 (µm) //
≀

H0
(
F×0
)
m
//
≀

H0
((
F×0
)
m
)
//
≀

H1 (µm) //
≀

H1
(
F×0
)
≀

µm (F ) // F×
m
// F× ∩ (F×0 )m // H1 (µm) // 0
(6.4.1.6)
où les groupes de cohomologie sont calculés par rapport au groupe de Galois Gal (F0/F ).
Donc
H1 (µm) ≃
(
F× ∩ (F×0 )m) / (F×)m = Ker (ι) ,
et il suﬃt de montrer que pc+1 annule H1 (µm). Puisque F0/F est cyclique, et que µm est
ﬁni, le quotient de Herbrand4 de µm est 1. Alors on a
#
(
H1 (µm)
)
= #
(
Ĥ0 (µm)
)
= #
(
µm(F )/NF0/F (µm)
)
, (6.4.1.7)
où Ĥ0 (µm) est le 0-ième groupe de cohomologie de Tate5 du Z [Gal (F0/F )]-module µm.
Il nous suﬃt alors de montrer que #(µm(F )) divise pc+1. On raisonne par l’absurde et
on suppose que ce n’est pas le cas. Alors pc+2 divise #(µm(F )). Or Q (µpc+2) /Q est to-
talement ramiﬁée en p de degré Φ
(
pc+2
)
= (p − 1)pc+1, et p est décomposé dans k/Q.
De µpc+2 ⊂ F on déduit donc que l’indice de ramiﬁcation de p¯ dans F/k est divisible par
(p− 1)pc+1. Or cet indice divise Φ (p¯c) ≤ pc, d’où une contradiction.
Quatrième étape : On montre que Gal
(
F0
(
m
√
W
)
∩ Fr
(
m
√
ω
)
/ F0
)
est annulé par
pr+1. Soit i ∈ {1, ..., r}. On remarque que Fi−1
(
m
√
W
)
/Fi−1 est non ramiﬁée en les places
au-dessus de pi, d’après (a) et car pi est premier à p. D’autre part [Fi : Fi−1] divise m,
et l’indice de ramiﬁcation des places au-dessus de pi dans Fi/Fi−1 est divisible par mp−ri
d’après (b). Donc
pri annule Gal
(
Fi−1
(
m
√
W
)
∩ Fi / Fi−1
)
. (6.4.1.8)
Soit Ll := F0
(
m
√
W
)
∩ Fl pour tout l ∈ {0, ..., r}. De Li ∩ Fi−1 = Li−1 on déduit
Gal (Li/Li−1) ≃ Gal (LiFi−1/Fi−1) . (6.4.1.9)
Puisque Gal (LiFi−1/Fi−1) est un quotient de Gal
(
Fi−1
(
m
√
W
)
∩ Fi / Fi−1
)
, ceci im-
plique que pri annule Gal (Li/Li−1) grâce à (6.4.1.8). On en déduit que
pr annule Gal (Lr/F0) . (6.4.1.10)
Puisque Fr ·
(
F0
(
m
√
W
)
∩ Fr
(
m
√
ω
)) ⊆ Fr ( m√ω), et que p annule Gal (Fr ( m√ω) /Fr),
p annule Gal
(
F0
(
m
√
W
)
∩ Fr
(
m
√
ω
)
/ F0
(
m
√
W
)
∩ Fr
)
. (6.4.1.11)
4Voir [3, Proposition 11, p. 109]
5Voir [10, section VI.4] ou [3, section 6].
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De (6.4.1.10) et (6.4.1.11) on déduit que Gal
(
F0
(
m
√
W
)
∩ Fr
(
m
√
ω
)
/ F0
)
est annulé par
pr+1.
Cinquième étape : On choisit les idéaux maximaux λ et on vériﬁe les conditions (i), (ii),
(iii). Soient ζ une racine primitive m-ième de l’unité, et υ : Z/mZ [GF ]→ µm le morphisme
de groupes tel que υ(σ) = 1 pour σ ∈ GF \{1} et υ(1) = ζ . De la troisième étape on déduit
l’existence de α′ ∈ Gal
(
F0
(
m
√
W
)
/F0
)
tel que K (α′) = (υ ◦Ψ)pc+1. De la quatrième
étape on déduit qu’il existe α ∈ Gal
(
Fr
(
m
√
ω,
m
√
W
)
/F0
)
tel que α|F0( m√W) = (α′)
pr+1,
vériﬁant
α|Fr( m√ω) = 1 et K
(
α|F0( m√W)
)
= (υ ◦Ψ)pr+c+2 . (6.4.1.12)
De la seconde étape, on déduit l’existence de β ∈ Gal
(
HpFr
(
m
√
ω,
m
√
W
)
/F
)
tel que
β|Fr( m√ω, m√W) = αp
2c+1
et β|Hp = c
m, (6.4.1.13)
car p2c+1|m par hypothèse. On remarque que β ∈ Gal
(
HpFr
(
m
√
ω,
m
√
W
)
/Fr
(
m
√
ω
))
à
partir de (6.4.1.12).
Par le théorème de densité de Čebotarev, il existe une inﬁnité d’idéaux maximaux
λ de OF , de degré absolu 1, premiers à p, tel que ℓ := λ ∩ Ok n’est pas ramiﬁé dans
HpFr
(
m
√
ω,
m
√
W
)
/k, et tel que la classe de conjugaison de β dansGal
(
HpFr
(
m
√
ω,
m
√
W
)
/F
)
est le Fröbenius de λ. Alors la condition (ii) du théorème 6.4.1.1 est satisfaite, puisque β
est l’identité sur Fr
(
m
√
ω
)
. La condition (i) est une conséquence des propriétés générales
du Fröbenius, et de (6.4.1.13). Soit w ∈ W . Alors pour tout idéal maximal λ′ de OF0( m√W)
au-dessus de λ, on a v¯λ (w) = v¯λ′ (w) = mv¯λ′
(
m
√
w
)
= 0, et la condition (iii) s’ensuit.
Dernière étape : On vériﬁe la condition (iv). Soit
λ : IF,ℓ/mIF,ℓ → Z/mZ,
∑
σ∈Gal(F/k)
nσλ
σ 7→ n1.
Soit w ∈W . D’après (6.4.1.12), on a
λ
(
p3c+r+3Ψ (w)λ
)
= 0 ⇐⇒ (υ ◦Ψ (w))p3c+r+3 = 1
⇐⇒ K
(
α|F0( m
√
W)
)
(w)p
2c+1
= 1. (6.4.1.14)
Soit w˜ ∈ F× tel que l’image de w˜ dans F×/ (F×)m est w. De (6.4.1.13) et (6.4.1.14), on
déduit
λ
(
p3c+r+3Ψ (w)λ
)
= 0 ⇐⇒ β
(
m
√
w˜
)
=
m
√
w˜
⇐⇒ w˜ est une m-ième puissance dans la complétion de F en λ.
(6.4.1.15)
Puisque [w]ℓ = 0, il existe y ∈ F× tel que w˜ym ∈ O×F . De (6.4.1.15) et comme ℓ ∈ LF , on
déduit
λ
(
p3c+r+3Ψ(w)λ
)
= 0 ⇐⇒ l’image de w˜ym in (OF/λ)× /
(
(OF/λ)×
)
m
est 1
⇐⇒ λ (ϕF,ℓ (w)) = 0. (6.4.1.16)
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On a vériﬁé que les morphismes W → Z/mZ, w 7→ λ
(
p3c+r+3Ψ(w)λ
)
et W → Z/mZ,
w 7→ λ (ϕF,ℓ (w)) ont le même noyau. Puisque Z/mZ est cyclique, on en déduit qu’il
existe u ∈ (Z/mZ)× tel que uλ
(
p3c+r+3Ψ(w)λ
)
= λ (ϕF,ℓ (w)) pour tout w ∈ W . Il en
résulte
up3c+r+3Ψ (w)λ = u
∑
σ∈Gal(F/k)
λσ
(
p3c+r+3Ψ(w)λ
)
= u
∑
σ∈Gal(F/k)
λ
(
p3c+r+3Ψ
(
wσ
−1
)
λ
)
=
∑
σ∈Gal(F/k)
λ
(
ϕF,ℓ
(
wσ
−1
))
=
∑
σ∈Gal(F/k)
λσ (ϕF,ℓ(w))
= ϕF,ℓ(w),
pour tout w ∈W , ce qui achève la preuve du théorème. 
6.4.2 Un lemme technique.
Le lemme suivant est un préliminaire technique à la preuve du théorème (6.1.0.2).
La première version est dûe à K.Rubin [50, Lemma 8.2]. C.Greither l’a adapté au cas
cyclotomique [19, Theorem 3.12]. On suit la formulation de C.Greither.
Pour tout groupe abélien ﬁni G , tout Zp [G ]-module M , tout Cp-caractère irréductible
χ de G , et tout m ∈M , on note mχ l’image de m dans Mχ.
Lemme 6.4.2.1 Soit F une extension abélienne de degré fini de k. Soit G un sous-
groupe de GF := Gal(F/k), et soit χ un Cp-caractère irréductible de G. Soient i ∈ N∗,
(ℓ1, ..., ℓi) ∈ LiF , et pour tout j ∈ {1, ..., i}, soit λj un idéal maximal de OF au-dessus
de ℓj, et soit clp(λj) l’image de λj dans AF . Soit x ∈ F× tel que vq(x) ∈ mZ pour tout
idéal maximal q de OF qui est premier à ℓ1 · · · ℓiOF . Soit W le Zp [GF ]-sous-module de
F×/
(
F×
)
m
engendré par l’image xm de x, et soit L le Zp [GF ]-module de AF engendré
par clp(λ1), ..., clp(λi−1). On suppose qu’il existe Z, g, η ∈ Zp [GF ] tel que
(i) Z.NulZp[GF ]χ (clp(λi)L,χ) ⊆ gZp [GF ]χ, où NulZp[GF ]χ (clp(λi)L,χ) est l’annulateur de
l’image clp(λi)L,χ de clp(λi) dans (AF/L)χ.
(ii) Zp [GF ]χ /gZp [GF ]χ est fini.
(iii) #
(
η ((IF,ℓi/mIF,ℓi) /W ′)χ
)
#(AF,χ) ≤ m, où W ′ est l’image de W dans IF,ℓi/mIF,ℓi
par w 7→ [w]ℓi.
Alors, il existe un morphisme de Zp [GF ]-modules Ψ : Wχ → (Z/mZ) [GF ]χ tel que
gΨ (xm,χ)λi,χ = Zη[x]ℓi,χ.
Démonstration. Puisque m annule (AF/L)χ (d’après (iii)), et puisque vq(x) ∈ mZ pour
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tout idéal maximal q de OF qui est premier à ℓ1 · · · ℓi, on a∑
σ∈GF
vλi (x
σ)σ−1clp(λi)L,χ =
i∑
j=1
∑
σ∈GF
vλj (x
σ)σ−1clp(λj)L,χ
= clp(x)L,χ
= 0. (6.4.2.1)
De (i) et (6.4.2.1) on déduit qu’il existe δ ∈ Zp [GF ]χ tel que
Z
∑
σ∈GF
vλi (x
σ)σ−1χ = gδ. (6.4.2.2)
Soit w ∈ W . Il existe ̺ ∈ Zp [GF ] tel que w = ̺xm. Montrons que l’image de η̺δ dans
(Z/mZ) [GF ]χ ne dépend pas du choix de ̺. Il est suﬃsant de prouver que si ̺
′xm = 0
avec ̺′ ∈ Zp [GF ], alors η̺′δ ∈ mZp [GF ]χ. Supposons donc ̺′xm = 0 pour un ̺′ ∈ Zp [GF ].
Alors il existe y ∈ F× tel que x̺′ = ym (en notation multiplicative), et ̺′ ∈ NulZp[GF ]
(
W ′χ
)
.
D’après (iii), η̺′ annule m (#AF,χ)
−1 (IF,ℓi/mIF,ℓi)χ ≃ (Z/ (#AF,χ)Z) [GF ]χ, et alors
#(AF,χ) divise η̺′χ dans (Z/mZ) [GF ]χ . (6.4.2.3)
Soit Q un système complet de représentants des classes des idéaux maximaux premiers à
ℓ1 · · · ℓiOF , modulo l’action de GF . Pour tout q ∈ Q, soient Fix(q) le ﬁxateur de q pour
l’action de GF , et Gq := GF/Fix(q). Dans Cl (OF ), on a la décomposition ci-dessous,
0 = cl(y)
=
∑
σ∈GF
vλi(y
σ)σ−1cl(λi) +
i−1∑
j=1
∑
σ∈GF
vλj (y
σ)σ−1cl(λj) +
∑
q∈Q
∑
σ∈Gq
̺′m−1vq
(
xσ˜
)
σ−1cl(q),
où pour tout σ ∈ Gq, σ˜ est un antécédent de σ dans GF . Alors dans (AF/L)χ, par
déﬁnition de L et puisque vq
(
xσ˜
) ∈ mZ pour tout q ∈ Q et tout σ ∈ Gq, on a∑
σ∈GF
vλi(y
σ)σ−1clp(λi)L,χ
= −
i−1∑
j=1
∑
σ∈GF
vλj (y
σ)σ−1clp(λj)L,χ − ̺′
∑
q∈Q
∑
σ∈Gq
m
−1vq
(
xσ˜
)
σ−1clp(q)L,χ
= −̺′
∑
q∈Q
∑
σ∈Gq
m
−1vq
(
xσ˜
)
σ−1clp(q)L,χ. (6.4.2.4)
De (6.4.2.4) et (6.4.2.3), on déduit que η
∑
σ∈GF
vλi(y
σ)σ−1 appartient à NulZp[GF ] (clp(λi)L,χ).
D’après (i), il existe δ′ ∈ Zp [GF ]χ tel que
gδ′ = Zη
∑
σ∈GF
vλi(y
σ)σ−1χ . (6.4.2.5)
De (6.4.2.2) et de (6.4.2.5), on déduit
̺′ηgδ = ̺′ηZ
∑
σ∈GF
vλi (x
σ) σ−1χ = mZη
∑
σ∈GF
vλi(y
σ)σ−1χ = mgδ
′.
81
D’après (ii), g n’est pas un diviseur de zéro dans Zp [GF ]χ, donc ̺
′ηδ = mδ′ dans Zp [GF ]χ.
On a vériﬁé que l’image de η̺δ dans (Z/mZ) [GF ]χ ne dépend pas du choix de ̺. On peut
donc poser
Ψ : W → (Z/mZ) [GF ]χ , w 7→ η̺δ¯,
où ̺ ∈ Zp [GF ] est tel que w = ̺xm, et où pour tout β ∈ Zp [GF ]χ, on note β¯ l’image de β
dans (Z/mZ) [GF ]χ. On étend Ψ à Wχ par Zp(χ)-linéarité. Par déﬁnition de Ψ et d’après
(6.4.2.2), on a
gΨ (xm,χ)λi,χ = gηδ¯λi,χ = Zη
∑
σ∈GF
vλi(x
σ)σ−1λi,χ = Zη[x]ℓi,χ.

6.5 Unités globales.
Pour cette section, nous avons dans l’ensemble suivi l’approche de W.Bley (voir [5,
Lemma 3.5]), qui lui-même s’est inspiré de C.Greither (voir [19, Lemma 3.9]).
6.5.1 Contrôle des noyaux et conoyaux de descente.
On conserve les notations de la sous-section 6.3.2.
Lemme 6.5.1.1 Il existe (c0, n0) ∈ N2 tel que pour tout n ∈ N, pc0 (γn0 − 1) annule
KernE∞ et CoknE∞.
Démonstration. D’après le corollaire 5.3.3.4, on a pour tout n ∈ N ∪ {∞} une suite
exacte
0 // En // Un // Bn // An // 0, (6.5.1.1)
où Bn est le groupe de Galois de M˜n/Kn, la pro-p-extension abélienne maximale non
ramiﬁée en dehors des idéaux maximaux au-dessus de p. De (6.5.1.1), on déduit6 pour
tout n ∈ N le diagramme commutatif suivant, à lignes exactes,
BΓn∞ // A
Γn∞ // (U∞/E∞)Γn //

(B∞)Γn //

(A∞)Γn //

0
0 // Un/En // Bn // An // 0.
(6.5.1.2)
Il résulte du lemme A.1.4.9 que pour tout n ∈ N, (B∞)Γn ≃ Gal
(
M˜n/K∞
)
, de sorte que
le morphisme canonique (B∞)Γn → Bn est injectif. D’autre part (B∞)
Γn = 0 d’après la
proposition 5.3.3.6, donc on déduit de (6.5.1.2) que
Kern (U∞/E∞) ≃ AΓn∞ . (6.5.1.3)
6Voir la proposition A.1.3.3.
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La suite exacte (6.5.1.1) donne (U∞/E∞)Γn →֒ (B∞)Γn = 0, d’où le diagramme commutatif
suivant à lignes exactes,
0 // (E∞)Γn //

(U∞)Γn //

(U∞/E∞)Γn //

0
0 // En // Un // Un/En // 0.
(6.5.1.4)
De (6.5.1.4) on déduit, compte tenu de (6.5.1.3), une suite exacte
0 // Kern (E∞) // Kern (U∞) // AΓn∞ // Cokn (E∞) // Cokn (U∞) . (6.5.1.5)
Soit G′ × Γ′ une décomposition du groupe de décomposition G′∞ de p dans K∞/k, où G′
est le sous-groupe de torsion de G′∞ et où Γ
′ est un groupe topologique isomorphe à Zp.
D’après le lemme A.1.5.2, il existe un entier naturel n0 ∈ N tel que Γn0 ⊆ Γ′. Alors
γn0 − 1 annule Kern (U∞) et Cokn (U∞) pour tout n ∈ N, (6.5.1.6)
en utilisant le lemme 5.2.2.2 lorsque n > n0. Puisque A∞ est nœthérien, on peut choisir
m0 ∈ N tel que
∞∪
n=0
AΓn∞ = A
Γm0∞ . Alors de la proposition 6.3.1.2, on déduit qu’il existe
c0 ∈ N tel que
pc0 annule
∞∪
n=0
AΓn∞ . (6.5.1.7)
De (6.5.1.7), (6.5.1.6), et de la suite exacte (6.5.1.5), on déduit que
pc0 (γn0 − 1) annule Kern (E∞) et Cokn (E∞) pour tout n ∈ N. (6.5.1.8)

Lemme 6.5.1.2 Soit χ un Cp-caractère irréductible de G. Pour tout n ∈ N, on note
πn,χ : (E∞,χ)Γn → En,χ le morphisme induit par la projection E∞ → En. Alors pour tout
n ∈ N, p2c0 (γn0 − 1)2 annule Cok (πn,χ) et Ker (πn,χ).
Démonstration. Soit n ∈ N et soit T := Tor1Zp[G] (CoknE∞,Zp(χ)). On note E˜n l’image
de E∞ dans En, et π˜n,χ : (E∞,χ)Γn → E˜n,χ le morphisme induit. À partir du diagramme
commutatif suivant (dont les lignes et colonnes sont exactes),
T

(KernE∞)χ //

(E∞,χ)Γn
π˜n,χ
//
πn,χ

E˜n,χ //

0
0 // En,χ En,χ //

0
(CoknE∞)χ

0 ,
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le lemme du serpent nous donne une suite exacte
(KernE∞)χ // Ker (πn,χ) // T˜ // 0, (6.5.1.9)
où T˜ est l’image de T dans E˜n,χ. D’après le lemme 6.5.1.1, on sait que pc0 (γn0 − 1) an-
nule (KernE∞)χ et T . Donc la suite exacte (6.5.1.9) montre que p2c0 (γn0 − 1)2 annule
Ker (πn,χ). D’autre part on a Cok (πn,χ) ≃ (CoknE∞)χ, donc le lemme 6.5.1.1 montre que
p2c0 (γn0 − 1)2 annule Cok (πn,χ). 
6.5.2 Construction de morphismes auxilliaires.
Dans cette sous-section, on ﬁxe un Cp-caractère irréductible χ de G, et uχ une unifor-
misante de Zp(χ).
Proposition 6.5.2.1 Il existe un ensemble fini I, une famille (ni)i∈I ∈ NI , et un pseudo-
isomorphisme de Λχ-modules
Θχ : E∞,χ −→ Λχ ⊕ ⊕
i∈I
(
Λχ/u
ni
χ
)
.
Démonstration. Soit ψ le Qp-caractère irréductible de G tel que χ|ψ. On note Λ(ψ)
l’anneau eψ
(
Qp ⊗Zp Λ
) ≃ Qp ⊗Zp Λχ, qui est principal d’après le lemme A.3.2.1. La suite
exacte 0→ E∞ → U∞ → U∞/E∞ → 0 nous donne la suite exacte
0 // eψ
(
Qp ⊗Zp E∞
)
// eψ
(
Qp ⊗Zp U∞
)
// eψ
(
Qp ⊗Zp U∞/E∞
)
// 0.
(6.5.2.1)
D’après la proposition 5.2.2.3, eψ
(
Qp ⊗Zp U∞
)
est libre de rang 1 sur Λ(ψ). De plus
eψ
(
Qp ⊗Zp U∞/E∞
)
est de torsion sur Λ(ψ), d’après la proposition 5.4.1.3. Puisque Λ(ψ)
est principal, on déduit ensuite de la suite exacte (6.5.2.1) que eψ
(
Qp ⊗Zp E∞
)
est libre
de rang 1 sur Λ(ψ). Les isomorphismes7
eψ
(
Qp ⊗Zp E∞
) ≃ Qp ⊗Zp E∞,χ et Λ(ψ) ≃ Qp ⊗Zp Λχ
montrent que la Λχ-torsion de E∞,χ est annulée par une puissance de p, et que le Λχ-rang
de E∞,χ est 1. 
Soit pr : Λχ ⊕ ⊕
i∈I
(
Λχ/u
ni
χ
)→ Λχ la projection canonique, et pour tout n ∈ N, soit
Θn,χ : (E∞,χ)Γn −→ Zp(χ) [Γ/Γn]
le morphisme obtenu par passage aux quotients à partir de pr ◦ Θχ. On note hχ un
générateur de charΛχ (E∞/St∞)χ. Le lemme suivant est celui de W.Bley (voir [5, Lemma
3.5]).
Lemme 6.5.2.2 Pour tout n ∈ N, le morphisme de Zp(χ) [Γ/Γn]-modules suivant est
bien défini,
ϑn,χ : En,χ → Zp(χ) [Γ/Γn] , x 7→ p2c0 (γn0 − 1)2Θn,χ (x˜) ,
7Voir la proposition A.2.2.5.
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où x˜ ∈ (E∞,χ)Γn vérifie πn,χ (x˜) = p2c0 (γn0 − 1)
2 x. Il existe (ν, c1, c2) ∈ N3 et h′χ ∈ Λχ tels
que
(i) h′χ|hχ dans Λχ.
(ii) Pour tout n ∈ N, h′χ est premier à γn − 1 dans Λχ.
(iii) Pour tout n ∈ N, (γν − 1)c1 pc2h′χZp(χ) [Γ/Γn] ⊆ ϑn,χ (Im (Stn,χ)), où Im (Stn,χ)
est l’image de Stn,χ dans En,χ.
Démonstration. Pour tout x ∈ En,χ, il existe un élément x˜ ∈ (E∞,χ)Γn vériﬁant
πn,χ (x˜) = p
2c0 (γn0 − 1)2 x, car p2c0 (γn0 − 1)2 annule Cok (πn,χ) (lemme 6.5.1.2). Puisque
p2c0 (γn0 − 1)2 annule Ker (πn,χ) (lemme 6.5.1.2), p2c0 (γn0 − 1)2Θn,χ (x˜) ne dépend pas du
choix de x˜. Donc ϑn,χ est bien déﬁni.
Le module hχ·(E∞/St∞)χ est ﬁni, et il en est de même pour hχ·(Θχ (E∞,χ) /Θχ (Im (St∞,χ))).
Puisque Cok (pr ◦Θχ) est ﬁni, on peut choisir m ∈ N tel que pmhχ ∈ pr◦Θχ (Im (St∞,χ)).
Soit z ∈ Im (St∞,χ) (image de St∞,χ dans E∞,χ) tel que pmhχ = pr ◦ Θχ(z), et soit z¯
l’image de z dans (E∞,χ)Γn. Dans Zp(χ) [Γ/Γn], on a alors
pm+4c0 (γn0 − 1)4 hχ = p4c0 (γn0 − 1)4Θn,χ (z¯)
= p2c0 (γn0 − 1)2Θn,χ
(
p2c0 (γn0 − 1)2 z¯
)
= ϑn,χ (πn,χ (z¯)) . (6.5.2.2)
Soit Q l’ensemble des idéaux premiers de hauteur 1 de Λχ, et pour tout q ∈ Q soit Pq
un générateur de q. Puisque Λχ est factoriel, il existe une unité u ∈ Λ×χ et une famille
(nq)q∈Q ∈ NQ, à support ﬁni, telle que hχ = u
∏
q∈Q
P nqq . On pose h
′
χ :=
∏
q∈Q′
P nqq , où Q′
est l’ensemble des q ∈ Q tels que q est premier à γm − 1 pour tout m ∈ N. Puisque
γm − 1 divise γm+1 − 1 pour tout m ∈ N, il existe (ν, c1) ∈ N2 tel que (γn0 − 1)4 hχ divise
(γν − 1)c1 h′χ. On pose ensuite c2 := m+ 4c0. Le lemme résulte alors de (6.5.2.2). 
6.6 Preuve de la conjecture principale.
6.6.1 Introduction.
Cette section est dévolue à la preuve du théorème 6.1.0.2 dont l’énoncé est rappelé
ci-dessous.
Théorème. Soit χ un Cp-caractère irréductible de G. Alors :
– (i) Si p /∈ {2, 3}, charΛχ (A∞,χ) = charΛχ (E∞/St∞)χ.
– (ii) Si p ∈ {2, 3}, il existe (a, b) ∈ N2 tel que
uaχcharΛχ (A∞,χ) | ubχcharΛχ (E∞/St∞)χ .
Soit f l’idéal non nul de Ok, premier à p, tel que le conducteur de K0/k est de la forme
fpβ pour un certain β ∈ N. Alors K∞ ⊆ Kf,∞. On ﬁxe un Cp-caractère irréductible χ de
G. On choisit (c0, n0) ∈ N2 comme au lemme 6.5.1.1, et des entiers naturels c1 ≥ 2, c2 et
ν comme au lemme 6.5.2.2. On pose
d := 3vp¯(f) + r+ 3 et ∆i := p(i−2)(c3+2d)+c2+d [K0 : k]
i−1 ,
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pour tout entier naturel i ≥ 2. Soit n ∈ N. Puisque h′χ est premier à γn − 1, le groupe
Zp [Gn]χ /∆s+1h
′
χZp [Gn]χ ≃ Λχ/
(
(γn − 1)Λχ +∆s+1h′χΛχ
)
est ﬁni. Soit m une puissance de p telle que
#Ak#An,χ#
(
Zp [Gn]χ /∆s+1h
′
χZp [Gn]χ
)
≤ m. (6.6.1.1)
On introduit aussi la notation suivante. Pour λ un idéal maximal deOKn tel que ℓ := λ∩Ok
appartient à LKn, on note ωλ et ω¯λ les morphismes de Z [Gn]-modules
ωλ : K
×
n −→ Zp [Gn] , tel que ωλ(x)λ = (x)ℓ dans Iℓ pour tout x ∈ K×n ,
et
ω¯λ : K
×
n −→ (Z/mZ) [Gn] , tel que ω¯λ (x)λ = [x]ℓ dans Iℓ/mIℓ pour tout x ∈ K×n .
On sait en vertu du lemme 6.3.2.1 que pour tout j ∈ {1, ..., s}, il existe une classe cj ∈ An
telle que
τn (cj,χ) = (0, ..., 0, p
c3, 0, ..., 0) ,
où pc3 est à la j-ième place. On choisit arbitrairement une classe supplémentaire cs+1 ∈ An.
D’après le lemme 6.5.2.2 (iii), il existe ξ ∈ Stn tel que
ϑn,χ (ξ
′) = (γν − 1)c1 pc2h′χ dans (Z/mZ) [Gn]χ , (6.6.1.2)
où ξ′ est l’image de ξ dans En,χ. D’après le théorème 3.4.2.1, il existe un idéal non nul m
de Ok et ε ∈ UKn(m) tel que κε(1) = ξ.
Puisque nous utiliserons le théorème 6.4.1.1, nous supposons dès à présent et jusqu’à
la ﬁn du chapitre que les idéaux maximaux p1, ..., pr ne sont pas ramiﬁés dans K∞/k et
sont premiers à p.
6.6.2 Construction par récurrence d’idéaux maximaux particu-
liers.
L’étape principale de la démonstration est la construction par récurrence d’idéaux
maximaux λ1, ..., λs+1 de OKn et d’idéaux a1, ..., as+1 de Ok, tels que
(a) ℓi := λi ∩Ok appartient à LKn(m) pour tout i ∈ {1, ..., s+ 1}.
(b) clp (λi) = c
pd
i pour tout i ∈ {1, ..., s+ 1}.
(c) ai := ℓ1 · · · ℓi pour tout i ∈ {1, ..., s+ 1}.
(d) Il existe u1 ∈ (Z/mZ)× tel que
ω¯λ1 (κε (ℓ1))χ = u1p
c2+d [K0 : k] (γν − 1)c1 h′χ,
dans (Z/mZ) [Gn]χ.
(e) Pour tout i ∈ {2, ..., s+ 1} il existe ui ∈ (Z/mZ)× tel que
Pi−1ω¯λi (κε (ai))χ = uip
c3+2d [K0 : k] (γν − 1)c
i−1
1 ω¯λi−1 (κε (ai−1))χ ,
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dans (Z/mZ) [Gn]χ.
Soit ψ le Qp-caractère de G tel que χ|ψ. On déﬁnit un morphisme de Zp [Gn]-modules8
̟ : Zp(χ) [Γ/Γn] −→ Zp [Gn] , χ(g)υ 7→ [K0 : k] eψgυ pour tout (g, υ) ∈ G× (Γ/Γn) .
On considère le morphisme ̟ ◦ ϑn,χ ◦ η : O×Kn → Zp [Gn] où η : O×Kn → En,χ est le
morphisme canonique. Par passage aux quotients, on obtient un morphisme
Ψ1 : O×Kn/
(O×Kn)m −→ (Z/mZ) [Gn] .
On applique le théorème 6.4.1.1 aux données
F := Kn, m := p
d, W :=W1, Ψ := Ψ1, et c := c1,
où W1 est le sous-groupe de O×Kn/
(O×Kn)m →֒ K×n / (K×n )m engendré par ξm. On obtient
un idéal maximal λ1 de OKn et u1 ∈ (Z/mZ)×, tel que clp (λ1) = cp
d
1 (condition (b)), tel
que ℓ1 := λ1 ∩ Ok appartient à LKn(m) (condition (a)), et tel que pour tout w ∈ W1, on
a [w]ℓ1 = 0 et
ϕKn,ℓ1 (w) = u1p
dΨ1(w)λ1. (6.6.2.1)
On note ϑ¯n,χ : En,χ → (Z/mZ) [Gn]χ le morphisme obtenu à partir de ϑn,χ par passage au
quotient. De la proposition 3.2.6.3 on déduit
[κε (ℓ1)]ℓ1 = ϕKn,ℓ1 (ξ)
= u1p
dΨ1 (ξm)λ1
= u1p
d
(
̟ ◦ ϑ¯n,χ
)
(ξ′)λ1, (6.6.2.2)
dans IKn,ℓ1/mIKn,ℓ1. De (6.6.2.2) et (6.6.1.2), on déduit que
ω¯λ1 (κε (ℓ1))χ = u1p
d [K0 : k] ϑ¯n,χ (ξ
′)
= u1p
c2+d [K0 : k] (γν − 1)c1 h′χ, (6.6.2.3)
dans (Z/mZ) [Gn]χ, (condition (d)). Soit i ∈ {2, ..., s + 1}, et supposons que λ1, ..., λi−1
ont été construits. De (d) et (e) on déduit(
i−2∏
j=1
Pj
)
ω¯λi−1 (κε (ai−1))χ =
(
i−1∏
j=1
uj
)
∆i (γν − 1)c1+
Pi−2
j=1 c
j
1 h′χ (6.6.2.4)
dans (Z/mZ) [Gn]χ, avec la convention qu’un produit vide vaut 1 et une somme vide vaut
0.
Lemme 6.6.2.1 Soit Li le sous-Zp [Gn]-module de An engendré par les classes clp (λ1),
..., clp (λi−2), et soit Wi le sous-Zp [Gn]-module de K×n /
(
K×n
)
m
engendré par l’image de
κε (ai−1). On pose ηi := (γν − 1)c
i−1
1 , Zi := p
d+c3, et on choisit gi ∈ Zp [Gn] tel que les
images de gi et de Pi−1 dans Zp [Gn]χ coïncident. Alors
(i) vq (κε (ai−1)) ∈ mZ pour tout idéal maximal q de OKn premier à ai−1.
8Ce morphisme est bien défini d’après la proposition A.2.2.5
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(ii) Zi ˙NulZp[Gn]χ
(
clp (λi−1)Li,χ
)
⊆ giZp [Gn]χ, où clp (λi−1)Li,χ est l’image de clp (λi−1)
dans (An/Li)χ.
(iii) Zp [Gn]χ /giZp [Gn]χ est fini.
(iv) #
(
ηi
((IKn,ℓi−1/mIKn,ℓi−1) /W ′i)χ)#(An,χ) ≤ m, où W ′i est l’image de Wi dans
IKn,ℓi−1/mIKn,ℓi−1 via w 7→ [w]ℓi−1.
Démonstration. (i) est une conséquence directe de la proposition 3.2.6.3. On a (A∞,χ)Γn ≃
(A∞,Γn)χ, donc (A∞,χ)Γn est ﬁni d’après la proposition 6.3.1.2. Donc Pi−1 est premier à
γn − 1, et
Zp [Gn]χ /giZp [Gn]χ ≃ Λχ/ (Pi−1Λχ + (γn − 1)Λχ)
est ﬁni, donc (iii) est vériﬁé. Soit α ∈ NulZp[Gn]χ
(
clp (λi−1)Li,χ
)
. Soit
τ ′n : (An/Li)χ −→ Zp [Gn]χ /giZp [Gn]χ
le morphisme de Zp [Gn]χ-modules tel que le diagramme suivant commute
An,χ
τn
//


⊕sj=1Λχ/ (Pj, γn − 1)
φ


(An/Li)χ
τ ′n
// Zp [Gn]χ /giZp [Gn]χ ,
où φ est la projection canonique
s⊕
j=1
Λχ/ (Pj, γn − 1) −→ Λχ/ (Pi−1, γn − 1) ≃ Zp [Gn]χ /giZp [Gn]χ .
Alors (φ ◦ τn) (ci−1,χ)p
dα = 0, c’est-à-dire pd+c3α ∈ giZp [Gn]χ, donc (ii) est vériﬁée. De
(6.6.2.4), et puisque c1+
i−2∑
j=1
cj1 ≤ ci−11 (car 2 ≤ c1), on déduit que le (Z/mZ) [Gn]χ-module
monogène ηi
((IKn,ℓi−1/mIKn,ℓi−1) /W ′i)χ est annulé par ∆ih′χ. La condition (6.6.1.1) im-
plique alors (iv). 
On applique le lemme 6.4.2.1 aux données du lemme 6.6.2.1. Il existe un morphisme
de Zp [Gn]-modules Ψ′i : Wi,χ → (Z/mZ) [Gn]χ tel que
giΨ
′
i
(
κε (ai−1)m,χ
)
λi−1,χ = Ziηi [κε (ai−1)]ℓi−1,χ . (6.6.2.5)
On déﬁnit ¯̟ : (Z/mZ) [Gn]χ −→ (Z/mZ) [Gn] à partir de ̟ par passage aux quotients. On
déﬁnit Ψi en composant ̟ ◦ Ψ′i avec Wi → Wi,χ. La condition (i) du lemme 6.6.2.1 nous
permet d’appliquer le théorème 6.4.1.1 aux données
F := Kn, m := p
d, W :=Wi, Ψ := Ψi, et c := ci.
Il existe un idéal maximal λi deOKn et ui ∈ (Z/mZ)× tel que clp (λi) = cp
d
i (condition (b)),
tel que ℓi := λi ∩ Ok appartient à LKn(m) (condition (a)), et tel que pour tout w ∈ Wi,
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[w]ℓi = 0 et ϕKn,ℓi(w) = uip
dΨi(w)λi. De cette dernière égalité et de la proposition 3.2.6.3,
on déduit
[κε (ai)]ℓi,χ = ϕKn,ℓi (κε (ai−1))χ
= uip
dΨi (κε (ai−1)m)λi,χ (6.6.2.6)
dans (IKn,ℓi/mIKn,ℓi)χ. D’après (6.6.2.6) et (6.6.2.5) on a
Pi−1ω¯λi (κε (ai))χ = Pi−1ui [K0 : k] p
dΨ′i
(
κε (ai−1)m,χ
)
= ui [K0 : k] p
dgiΨ
′
i
(
κε (ai−1)m,χ
)
= ui [K0 : k] p
dZiηiω¯λi−1 (κε (ai−1))χ , (6.6.2.7)
ce qui prouve (e).
On a donc construit des idéaux maximaux λ1, ..., λs+1 de OKn et des idéaux a1, ...,
as+1 de Ok, vériﬁant les conditions (a), (b), (c), (d), (e).
6.6.3 Conclusion.
Des conditions (d) et (e) on déduit(
s∏
j=1
Pj
)
ω¯λs+1 (κε (as+1)) =
(
s+1∏
j=1
uj
)
∆s+2 (γν − 1)c1+
Ps
j=1 c
j
1 h′χ
dans (Z/mZ) [Gn]χ. Laissant varier n et m, ceci implique que
s∏
j=1
Pj divise ∆s+2 (γν − 1)c1+
Ps
j=1 c
j
1 h′χ (6.6.3.1)
dans Λχ. D’après les propositions 6.3.1.2 et A.3.4.3, et puisque (A∞,χ)Γn ≃ (A∞)Γn,χ pour
tout n ∈ N, charΛχ (A∞,χ) est premier à (γν − 1). De (6.6.3.1) on déduit alors que
charΛχ (A∞,χ) divise ∆s+2charΛχ (E∞/St∞)χ ,
ce qui prouve en particulier l’assertion (ii) du théorème 6.1.0.2. Si p /∈ {2, 3}, alors d’après
[16, 3.4. Théorème], on a µ (A∞) = 0. Dans ce cas, charΛχ (A∞,χ) est premier à p, et on
en déduit
charΛχ (A∞,χ) divise charΛχ (E∞/St∞)χ .
La démonstration est valable pour toute extension ﬁnie K ′∞ de k∞ abélienne sur k, et
pour tout Cp-caractère irréductible du groupe de torsion de Gal (K ′∞/k), ce qui compte
tenu de la remarque 6.2.2.5 prouve l’assertion (i) du théorème 6.1.0.2.
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Annexe A
A.1 Compléments de théorie des groupes.
A.1.1 Limites projectives de groupes compacts.
Dans cette sous-section, on ﬁxe un ensemble préordonné (I,4) ﬁltrant à droite, c’est-
à-dire tel que pour tout (i, j) ∈ I2, il existe k ∈ I tel que i 4 k et j 4 k.
Proposition A.1.1.1 Pour tout i ∈ I soit une suite exacte
1 // Ai
fi
// Bi
gi
// Ci // 1,
où Ai, Bi et Ci sont des groupes topologiques, fi : Ai → Bi et gi : Bi → Ci sont des
morphismes continus de groupes. Pour tous éléments i 4 j de I, soient aj,i : Aj →
Ai, bj,i : Bj → Bi et cj,i : Cj → Ci trois morphismes continus de groupes, tels que le
diagramme ci-dessous est commutatif,
1 // Aj
fj
//
aj,i

Bj
gj
//
bj,i

Cj //
cj,i

1
1 // Ai
fi
// Bi
gi
// Ci // 1.
On suppose que pour tout (i1, i2, i3) ∈ I3 tel que i1 4 i2 4 i3, on a ai3,i1 = ai2,i1 ◦ ai3,i2,
bi3,i1 = bi2,i1 ◦ bi3,i2 et ci3,i1 = ci2,i1 ◦ ci3,i2.
On pose A := lim←−
i
Ai, B := lim←−
i
Bi et C := lim←−
i
Ci, et on note f : A→ B et g : B → C
les morphismes de groupes continus induits par (fi)i∈I et (gi)i∈I . On suppose que pour
tout i ∈ I, Ai est compact et Bi est séparé. Alors la suite suivante est exacte,
1 // A
f
// B
g
// C // 1.
Démonstration. Il est bien connu que les limites projectives conservent les noyaux.
Nous nous contentons donc de prouver la surjectivité de g. Pour tout i ∈ I, on note
bi :
∏
j∈I
Bj → Bi et ci :
∏
j∈I
Cj → Ci les projections canoniques, et on identiﬁe Ai à un
sous-groupe de Bi via fi. On identiﬁe A au sous-groupe de
∏
i∈I
Ai formé des x ∈
∏
i∈I
Ai
tels que pour tous éléments i 4 j de I, (bj,i ◦ bj) (x) = bi(x). De même, on identiﬁe B à
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un sous-groupe de
∏
i∈I
Bi, et C à un sous-groupe de
∏
i∈I
Ci. Soit z ∈ C. Soit y ∈
∏
i∈I
Bi tel
que pour tout i ∈ I, gi◦bi (y) = ci(z). Pour tout i ∈ I, soit y˜i l’élément de
∏
j∈I
Bj tel que
bj (y˜i) :=
{
bj(y) si j 64 i
(bi,j◦bi) (y) si j 4 i. (A.1.1.1)
On remarque que yy˜−1i ∈
∏
j∈I
Aj, car pour tout j ∈ I,
gj◦bj
(
yy˜−1i
)
=
{
cj(z) (gj◦bj) (y)−1 = 1 si j 64 i,
cj(z) (gj◦bi,j◦bi) (y)−1 = cj(z) (ci,j◦ci) (z)−1 = 1 si j 4 i.
D’après le théorème de Tychonoﬀ
∏
j∈I
Aj est compact, donc il existe un élément x de
∏
j∈I
Aj
qui adhère à
(
yy˜−1i
)
i∈I . On pose ω := x
−1y dans
∏
i∈I
Bi. Pour tout (i1, i2) ∈ I2 tel que
i1 4 i2, notons S (i1, i2) l’ensemble des s ∈
∏
j∈I
Bj tels que bi1(s) = (bi2,i1◦bi2) (s). Il est
clair que S (i1, i2) est fermé, car Bi1 est séparé. Pour tout j ∈ I tel que i2 4 j, d’après
(A.1.1.1) on a
bi1 (y˜j) = (bj,i1◦bj) (y)
= (bi2,i1◦bj,i2◦bj) (y)
= bi2,i1◦bi2 (y˜j) .
Puisque S (i1, i2) est fermé, et que ω adhère à (y˜j)j∈I , il en résulte que ω ∈ S (i1, i2),
c’est-à-dire
bi1 (ω) = bi2,i1 (bi2 (ω)) .
Ceci étant valable pour tout (i1, i2) ∈ I2 tel que i1 4 i2, on en déduit que ω ∈ B. Pour
tout i ∈ I, on a
ci (g (ω)) = gi (bi (ω))
= (gi◦bi)
(
yx−1
)
,
puis comme bi(x) ∈ Ker (gi), on a
ci (g (ω)) = (gi◦bi) (y)
= ci(z),
ce qui prouve que g(ω) = z. On a alors vériﬁé la surjectivité de g. 
Proposition A.1.1.2 Soient (Gi)i∈I une famille de groupes topologiques compacts, et
pour tout (i, j) ∈ I2 tel que i 4 j, πj,i : Gj → Gi un morphisme continu de groupes.
On suppose que pour tout (i1, i2, i3) ∈ I3, si i1 4 i2 4 i3 alors πi3,i1 = πi2,i1 ◦ πi3,i2.
On suppose qu’il existe un entier n ∈ N∗ et que pour tout i ∈ I il existe une famille
(Si,k)
n
k=1 de sous-groupes compacts de Gi, de telle sorte que les deux conditions suivantes
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sont satisfaites :
(i) Pour tout i ∈ Gi, pour tout x ∈ Gi il existe (xk)nk=1 ∈
n∏
k=1
Si,k tel que x = x1 · · ·xn.
(ii) Pour tout (i, j) ∈ I2, si i 4 j alors on a πj,i (Sj,k) ⊆ Si,k pour tout k ∈ {1, ..., n}.
On pose G := lim←−
i
Gi et pour tout k ∈ {1, ..., n} on pose Sk := lim←−
i
Si,k, puis on identifie
canoniquement Sk à un sous-groupe de G. Alors pour tout x ∈ G, il existe (zk)nk=1 ∈
n∏
k=1
Sk
tel que x = z1 · · · zn.
Démonstration. Pour tout i ∈ I, on note πi :
∏
j∈I
Gj → Gi le morphisme canonique.
On identiﬁe G au sous-groupe de
∏
j∈I
Gj formé des x tels que pour tous éléments i 4 j de
I on a (πj,i ◦ πj) (x) = πi(x). Soit x ∈ G. D’après (i), pour tout i ∈ I, il existe une famille
(xi,k)
n
k=1 ∈
n∏
j=1
Si,j tel que
πi(x) = xi,1 · · ·xi,n. (A.1.1.2)
Pour tout i ∈ I et tout k ∈ {1, ..., n}, soit y(i, k) l’élément de
∏
j∈I
Sj,k tel que pour tout
j ∈ I on a
πj (y(i, k)) :=
{
πi,j (xi,k) si j 4 i
xj,k si j 64 i (A.1.1.3)
D’après le théorème de Tychonoﬀ l’espace
∏
j∈I
Sj,k est compact. Donc pour tout k ∈
{1, ..., n} il existe un élément zk de
∏
j∈I
Sj,k adhérent à (y(i, k))i∈I . Pour tout k ∈ {1, ..., n}
et tout (i1, i2) ∈ I2 avec i1 4 i2, l’ensemble S (k, i1, i2) des éléments s de
∏
j∈I
Sj,k vé-
riﬁant πi1(s) = (πi2,i1◦πi2) (s) est clairement fermé. Pour tout j ∈ I, si i2 4 j alors
y(j, k) ∈ S (k, i1, i2) d’après (A.1.1.3). Puisque S (k, i1, i2) est fermé, on en déduit que
zk ∈ S (k, i1, i2), c’est-à-dire
πi1 (zk) = (πi2,i1◦πi2) (zk) .
Ceci étant valable pour tout (i1, i2) ∈ I2 tel que i1 4 i2, on en déduit que zk ∈ Sk.
Pour tout i ∈ I, soit Si l’ensemble des n-uplets (s1, ..., sn) où pour tout k ∈ {1, ..., n}
sk ∈
∏
j∈I
Sj,k, et tels que πi (s1 · · · sn) = πi(x). On remarque que Si est fermé. Pour tout
j ∈ I tel que i 4 j, d’après (A.1.1.3) et (A.1.1.2), et en tenant compte du fait que x ∈ G,
on a
πi (y(j, 1) · · · y(j, n)) = πi (y(j, 1)) · · ·πi (y(j, n))
= πj,i (xj,1) · · ·πj,i (xj,n)
= πj,i (xj,1 · · ·xj,n)
= (πj,i◦πj) (x)
= πi(x),
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donc (y(j, 1), ..., y(j, n)) ∈ Si. Puisque Si est fermé, on en déduit (z1, ..., zn) ∈ Si, c’est-à-
dire
πi (z1 · · · zn) = πi(x).
Ceci étant valable pour tout i ∈ I, on a z1 · · · zn = x. 
A.1.2 Algèbre large d’un groupe, algèbre d’Iwasawa.
Définition A.1.2.1 Soient G un groupe et A un anneau commutatif. On appelle algèbre
(large) de G sur A l’algèbre notée A[G], telle que :
– En tant que A-module, A[G] est librement engendré par les éléments de G.
– La multiplication de A[G] est définie par la loi de G. Autrement dit pour (ag)g∈G et
(bg)g∈G deux familles d’éléments de A, à supports finis, on a(∑
g∈G
agg
)(∑
g∈G
bgg
)
=
∑
g∈G
∑
h∈G
agh−1bhg.
Remarque A.1.2.2 Le lecteur vérifiera aisément que si A est un anneau commutatif
topologique, et si G est un groupe fini, A[G], muni de la topologie produit, est une A-
algèbre topologique.
Définition A.1.2.3 Soient G un groupe profini et A un anneau commutatif topologique.
On appelle algèbre d’Iwasawa de G sur A et on note A [[G]] la A-algèbre topologique
A [[G]] := lim←−
H
A [G/H ] ,
où la limite projective est prise sur tous les sous-groupes distingués ouverts H de G.
A.1.3 Modules d’invariants et de co-invariants.
Définition A.1.3.1 Soient G un groupe profini, H un sous-groupe de G, A un anneau
commutatif topologique, et M un A [[G]]-module topologique. On appelle module des H-
invariants de M , et on note MH , le sous-A-module1 de M formé des éléments de M qui
sont invariants sous l’action de H.
Définition A.1.3.2 Soient G un groupe profini, H un sous-groupe de G, A un anneau
commutatif topologique, et M un A [[G]]-module topologique. On appelle module des H-
co-invariants de M , et on note MH , le quotient de M par le sous-groupe fermé de M
topologiquement engendré par les éléments de la forme (1− h)m, où m ∈ M et h ∈ H.
Remarquons que MH est séparé pour la topologie quotient.
Proposition A.1.3.3 Soient G un groupe profini, H un sous-groupe fermé de G, A un
anneau commutatif topologique, M → N et N → P deux morphismes continus entre des
A [[G]]-modules topologiques. On suppose que H admet un générateur topologique, et que
la suite suivante est exacte,
0 //M // N // P // 0.
Alors on a une suite exacte
0 //MH // NH // PH //MH // NH // PH // 0 .
1Le lecteur remarquera que si M est séparé alors MH est fermé.
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Démonstration. Soit γ un générateur topologique de H . Il suﬃt d’appliquer le lemme
du serpent au diagramme commutatif ci-dessous,
0 //M //

N //

P //

0
0 //M // N // P // 0,
où les ﬂèches verticales sont induites par la multiplication par 1− γ. 
Proposition A.1.3.4 Soient L une extension algébrique finie de Qp, et OL la fermeture
intégrale de Zp dans L. Soient Γ un groupe topologique isomorphe à Zp, M un OL [[Γ]]-
module de type fini et de torsion. Alors MH est fini si et seulement M
H est fini.
Démonstration. C’est classique. Nous référons le lecteur à [43, Lemme 4, p. 12]. 
A.1.4 Action par conjugaison d’un groupe quotient.
Dans cette sous-section, on considère une suite exacte de groupes,
0 // A // G // H // 0,
où A est un groupe abélien. On identiﬁe A à un sous-groupe de G, et H à G/A.
Proposition A.1.4.1 Pour tout h ∈ H et tout a ∈ A, on pose ah := h˜ah˜−1, où h˜ ∈ G
est un antécédent de h. Alors ah ne dépend pas du choix de h˜. On a ainsi défini une action
à gauche de H sur A, qui fait de A un Z [H ]-module.
Supposons en outre que G et H sont profinis, et que A est un pro-p-groupe où p est
un nombre premier. Alors A est un Zp [H ]-module.
Démonstration. Soient h ∈ H , h˜ ∈ G et h¯ ∈ G deux antécédents de h. On a h˜ah˜−1 ∈ A
car A est distingué. On a h¯−1h˜ ∈ A, donc pour tout a ∈ A on a h¯−1h˜ah˜−1h¯ = a, ce qui
équivaut à h˜ah˜−1 = h¯ah¯−1. Ceci montre que l’action à gauche de H sur A est bien déﬁnie.
Il est clair que A est alors un Z [H ]-module.
Supposons que A est un pro-p-groupe (A est alors naturellement muni d’une structure
de Zp-module topologique). Soient α ∈ Zp, a ∈ A, et h ∈ H . Il s’agit de vériﬁer que
(aα)h =
(
ah
)α
. Rappelons que la topologie de A est induite par celle de G, une base
des voisinages de 1 dans A est donc formée de l’ensemble des sous-groupes de la forme
A ∩ O, avec O ∈ O, où O est l’ensemble des sous-groupes distingués ouverts de G. Donc
un élément de A est déterminé de façon unique par l’ensemble de ses images dans les
quotients de A de la forme A/ (A ∩O), où O ∈ O. On se contente de vériﬁer que l’image
de (aα)h coïncide avec l’image de
(
ah
)α
dans un quotient A′ := A/ (A ∩ O), où O ∈ O.
Soit n ∈ N tel que pn annule A′. Pour tout b ∈ A on note b′ l’image de b dans A′. On ﬁxe
h˜ un antécédent de h dans G, et on note h′ l’image dans G/O de h˜. Soit α′ ∈ Z tel que
α′ ≡ α mod pn. Alors(
(aα)h
)′
= h′ (a′)α
′
(h′)−1 =
(
h′a′ (h′)−1
)α′
=
((
ah
)α)′
,
ce qui achève la preuve de la proposition. 
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Définition A.1.4.2 Pour tous sous-groupes U et V d’un groupe profini G, on note [U, V ]
le sous-groupe fermé de G topologiquement engendré par les commutateurs uvu−1v−1, où
(u, v) ∈ U × V . (Il est aisé de vérifier que si U et V sont distingués alors [U, V ] est
distingué.)
Lemme A.1.4.3 Supposons que G et H sont profinis, et que A est un pro-p-groupe où
p est un nombre premier. Pour tout sous-groupe distingué ouvert U de H, notons AU le
Zp [H/U ]-module des U-co-invariants de A, et notons U˜ l’image réciproque de U par la
projection G→ H. Alors les propriétés suivantes sont vérifiées :
(a) Pour tout sous-groupe ouvert U de H, le noyau de la projection canonique A→ AU
est
[
A, U˜
]
.
(b) On a
⋂
U
[
A, U˜
]
= {1} et A = lim←−
U
AU , l’intersection et la limite projective étant
sur tous les sous-groupes distingués ouverts U de H.
Démonstration. La propriété (a) est une conséquence immédiate de la déﬁnition du
module des U -co-invariants et de la déﬁnition de l’action de H sur A. D’après [45, Pro-
position 2.2.2, p. 30], on sait qu’il existe une section continue s : H → G de la projection
canonique G → H . 2 Pour a ∈ A et h ∈ H , on a a1−h = as(h)−1a−1s(h), ce qui montre
que l’application
A×H → A, (a, h) 7→ a1−h
est continue. Soit V un voisinage fermé de 1 dans A. Pour tout a ∈ A, il existe un voisi-
nage ouvert Oa de a dans A et un sous-groupe distingué ouvert Ua de H , tels que pour
tout b ∈ Oa et tout u ∈ Ua, on a b1−u ∈ V . Par compacité de A, il existe une partie ﬁnie
X de A telle que A =
⋃
x∈X
Ox. On pose U :=
⋂
x∈X
Ux. Alors pour tout a ∈ A et tout u ∈ U ,
on a a1−u ∈ V . Autrement dit
[
A, U˜
]
⊆ V , car V est fermé. Ceci étant valable pour tout
voisinage fermé V de 1 dans A, on a
⋂
U
[
A, U˜
]
= {1}, l’intersection étant sur tous les
sous-groupes distingués ouverts U de H . L’image de A dans lim←−
U
AU est dense, et le noyau
de A→ lim←−
U
AU est
⋂
U
[
A, U˜
]
= {1}. Or A et lim←−
U
AU sont compacts, donc A = lim←−
U
AU . 
Corollaire A.1.4.4 Supposons que G et H sont profinis, et que A est un pro-p-groupe
où p est un nombre premier. Il existe une unique structure de Zp [[H ]]-module topologique
sur A, qui induit sa structure de Zp [H ]-module.
Démonstration. Soit U un ouvert distingué de H . Le Zp-module topologique AU est
naturellement muni d’une structure de Zp [H/U ]-module. Vériﬁons que
Zp [H/U ]×AU → AU , (α, a) 7→ aα
est continue. Soient (α, a) ∈ Zp [H/U ] × AU , et O un sous-groupe ouvert de AU . Soit
O′ :=
⋂
σ∈H/U
Oσ, où Oσ = {xσ; x ∈ O}. Par construction, O′ est un sous-Zp [H/U ]-module
2Insistons sur le fait que s est seulement une section dans la catégorie des espaces topologiques, et
donc n’est pas toujours un morphisme de groupes.
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de O, ouvert dans A car H/U est ﬁni. Soit n ∈ N tel que pn annule AU/O. Pour tout
β ∈ Zp [H/U ], tel que (α− β) ∈ pnZp [H/U ], et pour tout b ∈ O′, on a (ab)β ≡ aα mo-
dulo O. On a alors vériﬁé que AU est un Zp [H/U ]-module topologique. Puisque Zp [H/U ]
est un quotient (algébrique et topologique) de Zp [[H ]], AU est naturellement muni d’une
structure de Zp [[H ]]-module topologique. Du lemme A.1.4.3, (b), on déduit que A est
naturellement muni d’une structure de Zp [[H ]]-module topologique. Il est immédiat de
vériﬁer qu’elle induit sa structure de Zp [H ]-module auparavant déﬁnie. L’unicité de la
structure de Zp [[H ]]-module topologique est claire puisque Zp [H ] est dense dans Zp [[H ]].

Lemme A.1.4.5 Supposons que A, G et H sont profinis. Alors⋂
U
[U,U ] = {1},
où l’intersection est sur tous les sous-groupes distingués ouverts U de G contenant A.
Démonstration. Soit V un sous-groupe distingué ouvert de G. Alors l’ensemble U :=
{av; (a, v) ∈ A×V } est un sous-groupe distingué ouvert de G contenant A. Soient (a, b) ∈
A2 et (u, v) ∈ V 2. Il existe (u′, v′) ∈ V 2 tel que ub = bu′ et va = av′ (car V est distingué).
Alors
(au)(bv)(au)−1(bv)−1 = aubvu−1a−1v−1b−1
= abu′vu−1 (v′)−1 a−1b−1,
ce qui prouve (au)(bv)(au)−1(bv)−1 ∈ V , car V = abV a−1b−1. Puisque V est fermé, on en
déduit [U,U ] ⊆ V . Le choix du sous-groupe distingué ouvert V de G étant arbitraire, on
en déduit ⋂
U
[U,U ] = {1},
où l’intersection est sur tous les sous-groupes distingués ouverts U de G contenant A. 
Proposition A.1.4.6 Soient L/k une extension galoisienne de corps commutatifs. Soit
K ⊆ L une extension galoisienne de k, telle que Gal (L/K) est un pro-p-groupe abé-
lien. Alors Gal (L/K) est naturellement muni d’une structure de Zp [[Gal (K/k)]]-module
topologique, Gal (K/k) agissant par conjugaison sur Gal (L/K).
En outre, L est la réunion des fermetures abéliennes k˜′ dans L des extensions galoi-
siennes de degrés finis k′ ⊆ K de k.
Démonstration.On applique les résultats précédents àA := Gal (L/K),G := Gal (L/k),
et H := Gal (K/k). La dernière assertion résulte du lemme A.1.4.5 (puisqu’il est aisé de
vériﬁer que pour toute extension galoisienne de degré ﬁni k′ ⊆ K de k, Gal
(
L/k˜′
)
=
[Gal (L/k′) ,Gal (L/k′)]). 
Proposition A.1.4.7 Soient L/k une extension galoisienne de corps commutatifs. Soit
K ⊆ L une extension galoisienne de k, telle que Gal (L/K) est un pro-p-groupe abélien.
Pour tout sous-corps K ′ ⊆ L, les propriétés suivantes sont équivalentes :
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– (i) K ′ est galoisien sur k.
– (ii) Gal (L/K ′) est un sous-Zp [[Gal (K/k)]]-module de Gal (L/K).
Démonstration. Supposons que (i) est vériﬁée. On remarque aussitôt que pour tout
σ ∈ Gal (L/K ′), pour tout prolongement g˜ ∈ Gal (L/k) de tout g ∈ Gal (K/k), et tout
x ∈ K ′, on a
σg(x) = g˜
(
σ
(
g˜−1(x)
))
= g˜
(
g˜−1(x)
)
= x,
car g˜−1(x) ∈ K ′. Donc Gal (L/K ′) est un sous-Zp [Gal (K/k)]-module de Gal (L/K).
Or Gal (L/K ′) est fermé, donc on en déduit (ii), par densité de Zp [Gal (K/k)] dans
Zp [[Gal (K/k)]].
Réciproquement, supposons que (ii) est vériﬁée. L’extension L/k étant galoisienne, il
suﬃt de prouver que K ′ est stable sous l’action de Gal (L/k). Soient g˜ ∈ Gal (L/k), et
g ∈ Gal (K/k) la restriction de g˜ à K. Pour tout x ∈ K ′, et tout σ ∈ Gal (L/K ′), on a
σg
−1
(x) = x, c’est-à-dire
σ (g˜(x)) = g˜(x).
Ceci étant valable pour tout σ ∈ Gal (L/K ′) et tout x ∈ K ′, K ′ est stable sous l’action
de g˜. On a alors vériﬁé (i). 
Lemme A.1.4.8 Supposons que G et H sont profinis, et que A est un pro-p-groupe où
p est un nombre premier. Soit U un sous-groupe distingué fermé de H, admettant un
générateur topologique. Alors [
U˜ , U˜
]
=
[
A, U˜
]
,
où U˜ est l’image réciproque de U par G→ H.
Démonstration. Il suﬃt de prouver
[
U˜ , U˜
]
⊆
[
A, U˜
]
, car l’inclusion inverse est trivia-
lement vériﬁée. Soit u un générateur topologique de U , et u˜ un antécédent quelconque de u
dans G. Le sous-groupe de G engendré par les commutateurs (au˜α)
(
bu˜β
)
(au˜α)−1
(
bu˜β
)−1
,
où (a, b) ∈ A2 et (α, β) ∈ Z2 est dense dans
[
U˜ , U˜
]
. Il suﬃt donc de montrer qu’un tel
commutateur appartient à
[
A, U˜
]
. On a
(au˜α)
(
bu˜β
)
(au˜α)−1
(
bu˜β
)−1
= au˜αbu˜βu˜−αa−1u˜−βb−1
= abu
α
u˜βa−1u˜−βb−1
= abu
α
a−u
β
b−1
= a1−u
β
bu
α−1,
ce qui prouve le lemme. 
Corollaire A.1.4.9 Soient L/k une extension galoisienne de corps commutatifs. Soit
K ⊆ L une extension galoisienne de k, telle que Gal (L/K) est un pro-p-groupe abélien.
Soit k′ ⊆ K une extension galoisienne de k, telle que U := Gal (K/k′) admet un générateur
topologique. Alors on a la suite exacte suivante,
0 // Gal
(
L/k˜′
)
// Gal (L/K) // Gal (L/K)U
// 0,
où k˜′ est la fermeture abélienne de k′ dans L. Autrement dit Gal (L/K)U ≃ Gal
(
k˜′/K
)
.
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Démonstration. Il suﬃt d’appliquer le lemme A.1.4.8 àG := Gal (L/k),A := Gal (L/K),
H := Gal (K/k), et U := Gal (K/k′), en tenant compte du lemme A.1.4.3, (a). 
A.1.5 Décomposition de certains groupes profinis abéliens.
On rappelle que tout groupe abélien proﬁni est le produit direct de ses q-sous-groupes
de Sylow (qui sont des pro-q-groupes), où q décrit l’ensemble des nombres premiers. On
réfère le lecteur à [45, Proposition 2.3.8].
Lemme A.1.5.1 Soient G un groupe abélien profini et G un sous-groupe fermé de G tels
que G/G ≃ Zp. Alors G ≃ G× Zp.
Démonstration. Pour tout nombre premier q, on note Gq le q-sous-groupe de Sylow
de G et πq : Gq → G/G la restriction de la projection π : G → G/G. Puisque G/G ≃
Zp, on a Im (πq) = {1} pour tout nombre premier q 6= p. On en déduit que πp est un
morphisme surjectif de Zp-modules. Or G/G est un Zp-module libre, donc il existe une
section3 s : G/G→ Gp. Pour tout g ∈ G, on pose σ(g) := g (s ◦ π(g))−1. On remarque que
σ(g) ∈ G. Puisque G est abélien, il est immédiat de vériﬁer que σ : G → G, g 7→ σ(g) est
un morphisme de groupes. Il est clair que
G // G× (G/G) , g  // (σ(g), π(g))
est un isomorphisme, ce qui permet de conclure compte tenu que G/G ≃ Zp. 
Lemme A.1.5.2 Soient G un groupe abélien fini, Γ un groupe topologique isomorphe à
Zp, et Γ˜ un sous-groupe topologique de G × Γ, isomorphe à Zp. Soit n ∈ N tel que pn
annule le p-sous-groupe de Sylow de G. Alors Γ˜p
n ⊆ Γ, et il existe r ∈ N tel que Γpr ⊆ Γ˜.
Démonstration. Soient γ un générateur topologique de Γ et γ˜ un générateur topolo-
gique de Γ˜. Soit m ∈ N∗, premier à p, tel que m annule tous les q-sous-groupes de Sylow de
G, pour tout nombre premier q 6= p. Puisque {1}×Γ est un sous-groupe fermé de G×Γ, et
puisque γ˜m est un générateur topologique de Γ˜, il suﬃt de montrer que γ˜mp
n ∈ {1}×Γ. Il
existe un unique g ∈ G et un unique α ∈ Zp tel que γ˜ = (g, γα). On a γ˜mpn =
(
1, γmp
nα
)
,
car mpn annule G. L’existence de r est alors triviale. 
Lemme A.1.5.3 Soient G un groupe abélien fini, Γ un groupe topologique isomorphe à
Zp, et Γ˜ un sous-groupe topologique de G×Γ, isomorphe à Zp. On suppose que G×{1} et
Γ˜ engendrent G× Γ. Soit n ∈ N tel que pn annule le p-sous-groupe de Sylow de G. Alors
Γ˜p
n
= {1} × Γpn.
Démonstration. Soient γ un générateur topologique de Γ et γ˜ un générateur topolo-
gique de Γ˜. Il existe un unique g ∈ G et un unique α ∈ Zp tels que γ˜ = (g, γα). D’après
le lemme A.1.5.2, on a γ˜p
n ∈ {1} × Γ, donc gpn = 1 et Γ˜pn = {1} × Γαpn. Il ne reste qu’à
prouver que α est inversible dans Zp. Soit π : G×Γ→ Γ la projection canonique. Puisque
G×{1} et Γ˜ engendrent G×Γ, π
(
Γ˜
)
= Γ. Or on a π
(
Γ˜
)
= Γα, et on en déduit α ∈ Z×p . 
3Il s’agit ici d’une section dans la catégorie des Zp-modules.
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A.2 Caractères.
A.2.1 Rappels élémentaires.
Dans cette sous-section, K désigne un corps commutatif de caractéristique nulle, et
G désigne un groupe ﬁni. Les résultats de cette sous-section sont très classiques. Nous ne
rappelons pas leurs démonstrations et référons le lecteur à [32, Chapitre 18].
Définition A.2.1.1 On appelle K-caractère (effectif) de G toute application χ : G→ K
telle qu’il existe n ∈ N∗ et un morphisme de groupes ρ : G→ GLn(K) vérifiant
χ(g) = tr (ρ(g)) pour tout g ∈ G,
où tr (ρ(g)) est la trace de ρ(g).
Remarque A.2.1.2 Sous les conditions de la définition précédente, le groupe G agit sur
Kn via ρ, ce qui nous permet de voir Kn comme un K[G]-module Mρ. En fait Mρ est
entièrement déterminé, à isomorphisme près, par χ. Le K[G]-module Mρ est alors appelé
l’espace de représentation attaché à χ. En particulier l’entier n est déterminé de façon
unique par χ, et appelé la dimension de χ.
Définition A.2.1.3 Un K-caractère χ de G est dit irréductible lorsque l’espace de repé-
sentation M attaché à χ vérifie les deux conditions suivantes :
– M 6= 0.
– Pour tout sous-K[G]-modules S et T de M , si M = S ⊕ T alors S = 0 ou T = 0.
Théorème A.2.1.4 Soient Ξ l’ensemble des K-caractères irréductibles de G, et χ : G→
K une application. Les conditions suivantes sont équivalentes :
– χ est un K-caractère de G.
– Il existe une famille (nξ)ξ∈Ξ ∈ NΞ telle que χ =
∑
ξ∈Ξ
nξξ, somme qui est bien définie
car Ξ est fini.
En outre lorsque ces conditions sont vérifiées, la famille (nξ)ξ∈Ξ ∈ NΞ est unique, et pour
tout ξ ∈ Ξ, nξ est appelé la multiplicité de χ en ξ.
Théorème A.2.1.5 On suppose que G est abélien et que K contient toutes les racines
(#G)-ièmes de l’unité. Une application χ : G → K est un K-caractère irréductible de G
si et seulement si Im(χ) ⊂ K× et χ : G→ K× est un morphisme de groupes.
Proposition et définition A.2.1.6 Soient K ′ un sur-corps de K et χ un K ′-caractère
irréductible de G. Il existe un unique K-caractère irréductible ψ de G tel que la multiplicité
de ψ (vu comme K ′-caractère) en χ est non nulle. On dit alors que χ est au-dessus de ψ,
ou que ψ est en-dessous de χ, et on note χ|ψ.
Définition A.2.1.7 SoientK ′ un sur-corps commutatif de K, χ1 et χ2 deuxK ′-caractères
irréductibles de G, et pour tout i ∈ {1, 2} ψi l’unique K-caractère irréductible de G en-
dessous de χi. On dit que χ1 et χ2 sont K-conjugués lorsque ψ1 = ψ2.
Remarquons que ψi est la somme des K
′-caractères irréductibles de G qui sont K-
conjugués à χi.
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Théorème A.2.1.8 On suppose G abélien. Pour tout K-caractère irréductible χ de G,
on pose eχ := (#G)
−1∑
σ∈G
χ(σ)σ−1. Alors K[G] est le produit de ses sous K[G]-algèbres
K[G]eχ, où χ décrit l’ensemble des K-caractères irréductibles de G. De plus pour un tel
caractère χ, K[G]eχ vérifie les conditions suivantes :
– K[G]eχ est un espace de représentation attaché à χ.
– K[G]eχ est un K[G]-module simple.
– K[G]eχ est un corps commutatif.
Proposition A.2.1.9 On suppose G abélien. Soient L un sur-corps commutatif de K
contenant toutes les racines (#G)-ièmes de l’unité, χ1 et χ2 deux L-caractères irréductibles
de G. Si χ1 et χ2 sont K-conjugués, alors Ker (χ1) = Ker (χ2).
A.2.2 χ-composantes, χ-quotients.
Dans cette sous-section, on ﬁxe un groupe abélien ﬁni G d’ordre g, et A un anneau
commutatif intègre de caractéristique nulle. On note K le corps des fractions de A, et on
considère un A[G]-module M . On note aussi X l’ensemble des K-caractères irréductibles
de G.
Définition A.2.2.1 On suppose ici que g est inversible dans A. Pour tout K-caractère
irréductible χ de G on appelle χ-partie ou χ-composante de M le A[G]-module
Mχ := eχM,
où eχ est l’idempotent de A[G] attaché à χ.
Remarque A.2.2.2 Rappelons que sous les conditions de la définition précédente, la A-
algèbre A[G] est le produit des A-algèbres A[G]eχ, où χ ∈ X. En particulier, on a
M = ⊕
χ
Mχ,
où la somme est sur tous les χ ∈ X.
Il en résulte que pour tout χ ∈ X, A[G]eχ est A[G]-plat et l’endofoncteur de la catégorie
des A[G]-modules qui à un morphisme de A[G]-modules f : M → N associe la restriction
de f à Mχ et Nχ est exact.
Définition A.2.2.3 Soient L un sur-corps commutatif de K, et χ un L-caractère de G
de dimension 1. Soit K(χ) le sous-corps de L engendré par K et les valeurs de χ, et soit
A(χ) la fermeture intégrale de A dans K(χ). On remarque que G agit sur les A(χ)-modules
K(χ) et A(χ) si on pose
xσ := χ(σ)x pour tout (x, σ) ∈ L×G.
On appelle alors χ-quotient de M le A(χ)[G]-module
Mχ := A(χ)⊗A[G] M.
D’après la proposition A.2.2.5 ci-dessous, il n’y a pas de conflit de notations (le χ-quotient
coïncide avec la χ-partie auparavant définie lorsque g est inversible dans A).
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Remarque A.2.2.4 Il résulte des propriétés générales des produits tensoriels que l’en-
dofoncteur de la catégorie des A[G]-modules, qui à un morphisme f : M → N de A[G]-
modules associe
A(χ)⊗A[G] f :Mχ → Nχ, a⊗m 7→ a⊗ f(m),
est exact à droite. Il conserve les conoyaux ainsi que les limites inductives.
Proposition A.2.2.5 Soient L un sur-corps commutatif de K, et χ un L-caractère de
G de dimension 1. Soit K(χ) le sous-corps de L engendré par K et les valeurs de χ, et
soit A(χ) la fermeture intégrale de A dans K(χ). Soit ψ le K-caractère irréductible de G
tel que χ|ψ. Il existe un unique morphisme
ι : A(χ)⊗A[G] M →M
tel que pour tout σ ∈ G et tout m ∈M , ι (χ(σ)⊗m) = geψσm.
En particulier si g est inversible dans A, υ : A(χ) ⊗A[G] M → eψM , x 7→ g−1ι(x) est
un isomorphisme tel que pour tout σ ∈ G et tout m ∈M , υ (χ(σ)⊗m) = eψσm.
Démonstration. On considère le morphisme surjectif de K[G]-modules
χ˜ : K[G]→ K(χ),
∑
σ∈G
xσσ 7→
∑
σ∈G
xσχ(σ),
obtenu à partir de χ par K-linéarité. Pour tout K-caractère irréductible ϕ, si χ ∤ ϕ alors
χ˜ (eϕ) = g
−1∑
σ∈G
ϕ(σ)χ
(
σ−1
)
= 0.
Le morphisme χ˜ se restreint donc en une surjection de K[G]eψ vers K(χ). Or K[G]eψ
est un K[G]-module simple (théorème A.2.1.8), donc χ˜ induit un isomorphisme de K[G]-
modules K[G]eψ ≃ K(χ). Notons χ̂ l’isomorphisme réciproque. Écrivant eψ comme la
somme des eξ, où ξ décrit la classe de K-conjugaison de χ, on voit que χ̂(1) = eψ. On
peut alors déﬁnir
f : A(χ)→ A[G], x 7→ gχ̂(x).
Puisque χ̂ (χ(σ)) = σeψ pour tout σ ∈ G, il est clair que le morphisme ι de l’énoncé est
celui ci-dessous,
f ⊗A[G] IdM : A(χ)⊗A[G] M → A[G]⊗A[G] M, x⊗m 7→ f(x)⊗A[G] m,
si on identiﬁe M à A[G]⊗A[G] M . 
Lemme A.2.2.6 Soient L un sur-corps commutatif algébriquement clos de K, et ψ un
K-caractère irréductible de G. On pose Ker(ψ) := Ker(ϕ), où ϕ est un L-caractère ir-
réductible de G au-dessus de ψ. Remarquons que Ker(ψ) ne dépend pas du choix de ϕ
d’après la proposition A.2.1.9.
Notons Qψ l’ensemble des L-caractères irréductibles χ de G tels que Ker(χ) contient
strictement Ker(ψ). Pour tout I ⊆ Qψ, on note ΞI l’ensemble des L-caractères ξ de G
tels que Ker(ψ) ⊆ Ker(ξ) et Ker(χ) ⊆ Ker(ξ) pour tout χ ∈ I.
Soit A un groupe commutatif (noté multiplicativement), et (aχ)χ∈Ξ ∈ AΞ une famille
quelconque. Alors on a
∏
χ|ψ
aχ =
∏
I⊆Qψ
(∏
χ∈ΞI
aχ
)(−1)#I
.
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Démonstration. On pose Ξ := ∪
I⊆Qψ
ΞI = Ξ∅. On a
∏
I⊆Qψ
(∏
χ∈ΞI
aχ
)(−1)#I
=
∏
χ∈Ξ
∏
I⊆Qψ
χ∈ΞI
a(−1)
#I
χ .
Pour χ ∈ Ξ, soit Iχ l’ensemble des ξ ∈ Ξ tels que Ker(ψ) ( Ker(ξ) ⊆ Ker(χ). Alors
l’ensemble des I ⊆ Qψ tels que χ ∈ ΞI coïncide avec l’ensemble des parties de Iχ. Donc
∏
I⊆Qψ
(∏
χ∈ΞI
aχ
)(−1)#I
=
∏
χ∈Ξ
a
P
I⊆Iχ
(−1)#I
χ
=
∏
χ∈Ξ
a
P#Iχ
i=0 ∁
i
#I (−1)i
χ , (A.2.2.1)
où pour tout (i, j) ∈ N2, ∁ij :=
j!
i!(j − i)! . Si Iχ 6= ∅, alors
#Iχ∑
i=0
∁i#I(−1)i = 0. D’autre part,
Iχ = ∅ si et seulement si χ|ψ, donc le lemme résulte de (A.2.2.1). 
A.2.3 Caractère cyclotomique, caractère de Teichmuller.
Dans cette sous-section, k désigne un corps commutatif quelconque, et ksep une clôture
séparable de k. On considère une extension abélienne K ⊆ ksep de k, de degré ﬁni. On
ﬁxe un nombre premier p 6= ρ, où ρ est la caractéristique de k.
Définition A.2.3.1 On appelle caractère cyclotomique l’unique morphisme de groupes
εcyc : Gal (k
sep/k) // Z×p
tel que pour tout σ ∈ Gal (ksep/k) et tout ζ ∈ µp∞, on a ζσ = ζεcyc(σ).
Définition A.2.3.2 On suppose p 6= 2 et µp ⊂ K. On appelle caractère de Teichmuller
et note εTch l’unique morphisme de groupes
εTch : Gal (K/k) // µp−1 ⊂ Zp
tel que pour tout σ ∈ Gal (K/k) et tout ζ ∈ µp, on a ζσ = ζεTch(σ).
Pour M un Zp [Gal (K/k)]-module, on note MTch le εTch-quotient de M .
Proposition A.2.3.3 On suppose que p ∤ [K : k], et soit M un Zp [Gal (K/k)]-module.
On suppose que pour tout x ∈ M , tout σ ∈ Gal (K/k), et tout prolongement σ˜ de σ à
ksep, on a σx = εcyc (σ˜) x. Alors :
– (i) Si µp 6⊂ K, alors M = 0.
– (ii) Si µp ⊂ K et µp 6⊂ k, alors p 6= 2 et M = MTch.
– (iii) Si µp ⊂ k, alors M = M1 (et M =MTch si p 6= 2).
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Démonstration. Soit ζ une racine primitive p-ième de l’unité. Supposons d’abord µp 6⊂
K. Il existe σ ∈ Gal (K (µp) /K) tel que σ(ζ) 6= ζ . Alors εcyc(σ) 6≡ 1 modulo pZp,
autrement dit (1− εcyc(σ)) ∈ Z×p . Puisque σ est l’identité sur K, pour tout x ∈ M ,
on a (1− εcyc(σ))x = 0 par hypothèse. On en déduit (i).
Supposons maintenant µp ⊂ K. Si M = 0 il n’y a rien à prouver. On suppose donc
M 6= 0. Soit x ∈ M \ {0}. Soit Nul(x) ⊆ pZp l’annulateur de x dans Zp. Par hypothèse,
on a un morphisme de groupes
θ : Gal (K/k) // Z×p / (1 + Nul(x)) , σ
 // εcyc (σ˜) ,
où εcyc (σ˜) est l’image canonique de εcyc (σ˜) dans Z×p / (1 + Nul(x)). Alors Im(θ) est un
sous-groupe de Z×p / (1 + Nul(x)) d’ordre premier à p, donc Im(θ) ⊆ µp−1. Nécessaire-
ment, θ est le caractère trivial si p = 2, et θ est le caractère de Teichmuller si p 6= 2. Ceci
étant valable pour tout x ∈ M \ {0}, on en déduit M = M1 si p = 2, et M = MTch si
p 6= 2. D’autre part, µp ⊂ k si et seulement si εTch = 1. Il en résulte (ii) et (iii). 
A.3 Compléments sur les anneaux et modules.
A.3.1 Rappels.
Définition A.3.1.1 Soient A un anneau commutatif et q un idéal premier de A. On
appelle hauteur de q et on note ht(q) la borne supérieure dans N ∪ {∞} des n ∈ N tel
qu’il existe un (n+ 1)-uplet d’idéaux premiers (p0, ..., pn) de A, vérifiant
p0 ( p1 ( ... ( pn−1 ( pn = q.
Définition A.3.1.2 La dimension de Krull d’un anneau commutatif A est la borne su-
périeure, dans N∪ {−∞,+∞}, des hauteurs des idéaux premiers de A. (Cette dimension
de Krull est −∞ si et seulement si A = 0.)
Définition A.3.1.3 ([7, §1 no3 Définition 3]) On appelle anneau de Krull un anneau
commutatif intègre A tel qu’il existe un ensemble V de valuations discrètes v du corps des
fractions K de A possédant les propriétés suivantes :
– L’intersection des anneaux de valuations des v, v ∈ V , est A.
– Pour tout x ∈ K×, l’ensemble des v ∈ V tels que v(x) 6= 0 est fini.
Définition A.3.1.4 ([7, §2 no1]) On appelle anneau de Dedekind un anneau de Krull A
vérifiant l’une des conditions équivalentes suivantes :
– Tous les idéaux premiers non nuls de A sont maximaux.
– Tous les idéaux premiers non nuls de A sont de hauteur 1.
Définition A.3.1.5 ([7, §3 no2 Théorème 1 et no3 Proposition 2]) On appelle anneau
factoriel tout anneau commutatif intègre A vérifiant l’une des conditions équivalentes sui-
vantes :
– A est un anneau de Krull dont tous les idéaux premiers de hauteur 1 sont principaux.
– Il existe une partie P de A telle que tout a ∈ A \ {0}, il existe un unique u ∈ A× et
une unique application n : P → N à support fini vérifiant
a = u
∏
p∈P
pn(p).
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Remarque A.3.1.6 Un anneau de Dedekind est principal si et seulement si il est facto-
riel.
Remarque A.3.1.7 ([7, §3 no9 Proposition 8] et [9, §5 no1 Exemples 1 et 2]) Soit A
un anneau de valuation discrète, et soit n ∈ N∗. Alors A [[X1, ..., Xn]] est un anneau local
factoriel nœthérien de dimension de Krull n+ 1.
A.3.2 Localisation.
Proposition A.3.2.1 Soit A un anneau local, factoriel, de dimension de Krull 2. Soit
S ⊆ A \ {0} une partie multiplicative de A, contenant un élément non inversible dans A.
Alors S−1A est un anneau principal.
Démonstration. Le localisé d’un anneau factoriel est factoriel4, donc d’après la re-
marque A.3.1.6, il suﬃt de vériﬁer que S−1A est un anneau de Dedekind. Soit p un idéal
premier non nul de S−1A. Alors p′ := p ∩ A est un idéal premier de A, disjoint de S, et
ht (p) = ht (p′) . (A.3.2.1)
(Voir par exemple [6, §2 no5, Proposition 11 (ii)] et [8, §1 no3, Corollaire de la proposition
7].) Les hypothèses sur A font que l’unique idéal premier de A de hauteur 2 est l’idéal
maximal m. Par hypothèse, il existe s ∈ S tel que s n’est pas inversible dans A. Alors
s ∈ m. Puisque p′ ∩ S = ∅, on en déduit p′ 6= m. D’autre part p′ 6= (0), donc ht (p′) = 1,
et (A.3.2.1) donne ht (p) = 1. On a vériﬁé que S−1A est un anneau de Krull dont tous les
idéaux premiers non nuls sont de hauteur 1, autrement dit un anneau de Dedekind. 
Corollaire A.3.2.2 Soient p un nombre premier, L une extension algébrique de Qp, et
OL la fermeture intégrale de Zp dans L. L’anneau Qp ⊗Zp OL [[T ]] est principal.
Démonstration. D’après la remarque A.3.1.7, OL [[T ]] est un anneau local, factoriel,
de dimension de Krull 2. On applique donc la proposition A.3.2.1, à A := OL [[T ]] et
S := {pn;n ∈ N}. 
A.3.3 Pseudo-isomorphismes et idéaux caractéristiques.
Définition A.3.3.1 Soit A un anneau de Krull nœthérien. Si A n’est pas un corps, un
A-module M est dit pseudo-nul lorsque pour tout idéal premier p de hauteur 1, on a
Mp = 0, où Mp est le localisé de M en p. (Si A est un corps, un A-espace vectoriel est
dit pseudo-nul si et seulement si il est nul.)
Exemple A.3.3.2 Soit A un anneau de Dedekind. Un A-module M est pseudo-nul si et
seulement si il est nul.
Exemple A.3.3.3 Soient p un nombre premier et L une extension algébrique de degré
fini de Qp. Soit OL la fermeture intégrale de Zp dans L. Alors un OL[[T ]]-module M est
pseudo-nul si et seulement si il est fini.
4Voir par exemple [7, §3 no4, Proposition 3].
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Définition A.3.3.4 Soit A un anneau de Krull nœthérien. Un morphisme f : M → N
de A-modules est appelé un pseudo-isomorphisme lorsque son noyau et son conoyau sont
pseudo-nuls.
Théorème A.3.3.5 ([7, §4, n°4, Théorème 5]) Soient A un anneau de Krull nœthérien
et M un A-module de type fini et de torsion. Il existe un ensemble fini I, (ni)i∈I ∈ (N∗)I ,
une famille (pi)i∈I d’idéaux premiers de hauteur 1, et un pseudo-isomorphisme
M −→
⊕
i∈I
(A/pnii ) .
De plus les familles (ni)i∈I et (pi)i∈I sont uniques à bijection près de l’ensemble d’indices,
et pour tout i ∈ I on a NulA(M) ⊆ pi, où NulA(M) est l’annulateur du A-module M .
Définition A.3.3.6 Sous les conditions du théorème A.3.3.5, l’idéal
∏
i∈I
pnii est appelé
l’idéal caractéristique de M , et noté charA(M).
Proposition A.3.3.7 Soit A un anneau de Krull nœthérien. L’idéal caractéristique vé-
rifie les propriétés suivantes.
(i) Si 0 //M1 //M2 //M3 // 0 est une suite exacte de A-modules de type fini
et de torsion, alors charA (M2) = charA (M1) charA (M3).
(ii) Si M1 → M2 est un pseudo-isomorphisme de A-modules de type fini et de torsion,
alors charA (M1) = charA (M2).
(iii) Si M est un A-module pseudo-nul, alors charA (M) = (1).
Démonstration. Nous référons le lecteur à [7, §4, n°5, Proposition 10]. 
A.3.4 Invariants d’Iwasawa.
Dans cette sous-section, on considère un nombre premier p et L une extension algé-
brique de degré ﬁni de Qp. On note OL la fermeture intégrale de Zp dans L, et uL une
uniformisante de OL.
Théorème A.3.4.1 Soit M un OL[[T ]]-module de type fini. Il existe deux ensembles finis
I et J , (mi)i∈I ∈ (N∗)I et (nj)j∈J ∈ (N∗)I , une famille (Pj)j∈J de polynômes distingués
non constants, et un pseudo-isomorphisme
M −→ OL[[T ]]r ⊕
⊕
i∈I
(OL[[T ]]/ (umiL )) ⊕
⊕
j∈J
(OL[[T ]]/ (P njj )) ,
où r est le rang de M sur OL[[T ]]. De plus les familles (mi)i∈I , (nj)j∈J et (Pj)j∈J sont
uniques à bijections près des ensembles d’indices.
Démonstration. Nous référons le lecteur à [7, §4, n°4, Théorème 4 et Théorème 5] ou
[31, Chapter 5, §3, Theorem 3.1]. 
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Remarque A.3.4.2 Soit M un OL[[T ]]-module de type fini et de torsion. On considère
les familles (mi)i∈I , (nj)j∈J et (Pj)j∈J données par le théorème A.3.4.1. Alors
char (M) =
(∏
i∈I
umiL
) (∏
j∈J
P
nj
j
)
.
On ﬁxe dans le reste de la sous-section Γ un groupe topologique isomorphe à Zp,
topologiquement engendré par un élément γ ∈ Γ. Pour tout n ∈ N, on pose Γn :=
Γp
n
. Rappelons qu’il existe un unique morphisme de Zp-algèbres topologiques Zp [[Γ]] →
Zp [[T ]] qui à γ associe 1 + T .
Proposition A.3.4.3 Soient n ∈ N, et M un OL[[Γ]]-module de type fini et de torsion.
Les conditions suivantes sont équivalentes :
– (i) MΓn est fini.
– (ii) γn − 1 est premier à char (M).
Démonstration. Nous référons le lecteur à [43, Lemme 4, p. 12]. 
Définition A.3.4.4 Soit M un OL[[T ]]-module de type fini et de torsion. On considère
les familles (mi)i∈I , (nj)j∈J et (Pj)j∈J données par le théorème A.3.4.1. On pose alors :
µ(M) :=
∑
i∈I
mi et λ(M) :=
∑
j∈J
nj deg (Pj) ,
où deg (Pj) est le degré de Pj. Les entiers µ(M) et λ(M) sont respectivement appelés le
µ-invariant et le λ-invariant de M .
Remarque A.3.4.5 Soit M un OL[[T ]]-module de type fini et de torsion. Il résulte de la
définition A.3.4.4 que :
– u
µ(M)
L engendre l’idéal caractéristique du A-module Mp, où p est l’idéal premier de
OL[[T ]] engendré par uL, et où A (resp. Mp) est le localisé de OL[[T ]] (resp. M) en
p.
– λ(M) = rgOL(M), où rgOL(M) est le rang de M sur OL.
Proposition A.3.4.6 Les invariants d’Iwasawa vérifient les propriétés suivantes.
(i) Si 0 //M1 //M2 //M3 // 0 est une suite exacte de OL[[T ]]-modules de type
fini et de torsion, alors µ (M2) = µ (M1) + µ (M3) et λ (M2) = λ (M1) + λ (M3).
(ii) Si M1 → M2 est un pseudo-isomorphisme de OL[[T ]]-modules de type fini et de tor-
sion, alors µ (M1) = µ (M2) et λ (M1) = λ (M2).
(iii) Si M est un OL[[T ]]-module pseudo-nul, alors µ(M) = 0 et λ(M) = 0.
Démonstration. C’est un corollaire immédiat de la proposition A.3.3.7, compte tenu
de la remarque A.3.4.2. 
Dans la suite de cette sous-section, on considère un groupe abélien ﬁni G. Pour tout
OL[G][[T ]]-module M , µ(M) et λ(M) désigne le µ-invariant et le λ-invariant de M sur
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OL[[T ]]. Pour tout Cp-caractère irréductible χ de G, on note Mχ le OL(χ)[[T ]]-module
OL(χ)[[T ]] ⊗OL[G][[T ]] M ≃ OL(χ) ⊗OL[G] M , où L(χ) est l’extension de L engendrée par
l’ensemble des valeurs de χ. Le µ-invariant et le λ-invariant de Mχ sur OL(χ)[[T ]] sont
notés µχ (Mχ) et λχ (Mχ).
Proposition A.3.4.7 Soit 0 → M1 → M2 → M3 → M4 → 0 une suite exacte de
OL[G] [[T ]]-modules. On suppose que µ (M1) = 0 et µ (M4) = 0. Alors pour tout Cp-
caractère irréductible χ de G, on a
µχ (M2,χ) = µχ (M3,χ) .
Démonstration. On note p (resp. pχ) l’idéal premier de OL[[T ]] (resp. OL(χ)[[T ]]) en-
gendré par uL (resp. uL(χ)), et A (resp. Aχ) le localisé de OL[[T ]] (resp. OL(χ)[[T ]]) en p
(resp. pχ). En tensorisant la suite exacte de l’énoncé par A[G] au dessus de OL[G][[T ]],
on obtient un isomorphisme
A[G]⊗OL[G][[T ]] M2 ≃ A[G]⊗OL[G][[T ]] M3, (A.3.4.1)
car µ (M1) = 0 et µ (M4) = 0 (et en tenant compte du théorème A.3.4.1). Tensorisant par
Aχ au-dessus de A[G], on a donc des isomorphismes
Aχ⊗OL(χ)[[T ]]M2,χ ≃ Aχ⊗OL[G][[T ]]M2 ≃ Aχ⊗OL[G][[T ]]M3 ≃ Aχ⊗OL(χ)[[T ]]M3,χ. (A.3.4.2)
De la remarque A.3.4.5 on déduit µχ (M2,χ) = µχ (M3,χ). 
Remarque A.3.4.8 Soit M un OL[G][[T ]]-module de type fini et de torsion. Soit χ un
Cp-caractère irréductible de G. Si µχ (Mχ) 6= 0 alors µ (Mχ) 6= 0 et µ(M) 6= 0 (car Mχ
est un quotient de M).
Remarque A.3.4.9 Soit M un OL[G][[T ]]-module. Alors pour tout Cp-caractère irréduc-
tible χ de G, on a
λχ (Mχ) = rgOL(χ) (Mχ) = dimL(χ) (eχ (L(χ)⊗OL M)) .
On en déduit que si 0→ M1 → M2 →M3 →M4 → 0 est une suite exacte de OL[G] [[T ]]-
modules, alors pour tout Cp-caractère irréductible χ de G, on a
λχ (M2,χ) + λχ (M4,χ) = λχ (M1,χ) + λχ (M3,χ) .
Proposition A.3.4.10 Soit M un OL[G][[T ]]-module, et soit H un sous-groupe de G.
Alors on a
λ (MH) =
∑
χ
λχ (Mχ)
où la somme est sur tous les Cp-caractères irréductibles χ de G qui sont triviaux sur H.
Démonstration. Soit L′ l’extension de L engendré par les racines #(G)-ièmes de 1. On
a
L′ ⊗OL MH =
⊕
χ
eχL
′ ⊗OL M,
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où la somme est sur tous les Cp-caractères irréductibles χ de G qui sont triviaux sur H .
D’après la remarque A.3.4.5, on a alors
λ (MH) = rgOL (MH)
= dimL (L⊗OL MH)
= dimL′ (L
′ ⊗OL MH)
=
∑
χ
dimL′ (eχ (L
′ ⊗OL M))
=
∑
χ
dimL(χ) (eχ (L(χ)⊗OL M)) ,
où les sommes sont sur tous les Cp-caractères irréductibles χ de G qui sont triviaux sur
H . On conclut en utilisant la remarque A.3.4.9. 
A.3.5 Torsion dans un module.
Lemme A.3.5.1 Soient p un nombre premier, L une extension galoisienne finie de Qp.
Un OL [[T ]]-module est sans torsion sur OL [[T ]] si et seulement si il est sans torsion sur
Zp [[T ]].
Un Qp ⊗Zp OL [[T ]]-module est sans torsion sur OL [[T ]] si et seulement si il est sans
torsion sur Qp ⊗Zp Zp [[T ]].
Démonstration. Soit M un OL [[T ]]-module. Il est clair que si M est sans torsion sur
OL [[T ]] alors il est sans torsion sur Zp [[T ]]. Réciproquement, supposons que M est sans
torsion sur Zp [[T ]]. Soient x ∈ M , et s ∈ OL [[T ]] \ {0} tels que sx = 0. On fait agir
Gal (L/Qp) sur OL [[T ]] en posant pour toute série
∑
n∈N
anT
n à coeﬃcients dans OL, et
pour tout g ∈ Gal (L/Qp),
g ·
∑
n∈N
anT
n :=
∑
n∈N
g (an)T
n.
Il est trivial que s′ :=
∏
g∈Gal(L/Qp)
(g · s) est invariant sous l’action de Gal (L/Qp), donc
s′ ∈ Zp [[T ]] \ {0}. Puisque s divise s′, on a s′x = 0. Puisque M est sans torsion sur
Zp [[T ]], on en déduit x = 0. On a vériﬁé que M est sans torsion sur OL [[T ]].
La démonstration pour Qp ⊗Zp OL [[T ]] et Qp ⊗Zp Zp [[T ]] est analogue. 
A.3.6 Idéaux de Fitting.
Proposition et définition A.3.6.1 Soient A un anneau commutatif et M un A-module
de type fini. Soient n ∈ N∗ et une famille (m1, ..., mn) ∈Mn qui engendreM . Soit F l’idéal
de A, engendré par les déterminants des matrices carrées T d’ordre n, telles que pour tout
j ∈ {1, ..., n},
n∑
i=1
Ti,jmi = 0.
Alors l’idéal F ne dépend pas du choix de n et (m1, ..., mn). On l’appelle l’idéal de Fitting
(initial) de M . On le note Fit(M) ou FitA(M) pour préciser.
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Démonstration. Nous référons le lecteur à [32, Lemme 19.2.3]. 
Proposition A.3.6.2 Soient A un anneau commutatif, B une A-algèbre associative com-
mutative unitaire, M un A-module de type fini. Alors
FitB (B ⊗A M) = FitA(M)B,
où FitA(M)B est l’idéal de B engendré par les éléments f · 1B, où f ∈ FitA(M).
Démonstration. Voir [13, Corollary 20.5, p. 498]. 
Proposition A.3.6.3 Soient A un anneau commutatif, M un A-module de type fini,
engendré par n éléments. Alors
NulA(M)
n ⊆ FitA(M) ⊆ NulA(M),
où NulA(M) est l’annulateur de M . En particulier si M est monogène, alors
NulA(M) = FitA(M).
Démonstration. Voir [32, Proposition 19.2.5, p. 759]. 
Proposition A.3.6.4 Soient A un anneau commutatif et une suite exacte de A-modules
0 //M // N // P // 0. (A.3.6.1)
On suppose que M , N et P sont de type fini. Alors,
(i) FitA(M)FitA(P ) ⊆ Fit(N).
(ii) Si (A.3.6.1) est scindée, alors FitA(M)FitA(P ) = FitA(N).
(iii) Si A est un anneau de Dedekind, alors FitA(M)FitA(P ) = FitA(N).
Démonstration. Voir [32, Proposition 19.2.7, p. 760] pour (i), et [32, Proposition 19.2.8,
p. 761] pour (ii). Supposons que A est un anneau de Dedekind. D’après la proposition
A.3.6.2, il suﬃt de prouver
FitAp (Mp) FitAp (Pp) = FitAp (Np) (A.3.6.2)
pour tout idéal maximal p de A, où Ap, Mp, Np et Pp sont les localisés en p. Puisque Ap
est anneau de valuation discrète d’idéal maximal mp, il existe un ensemble ﬁni T et des
familles (mt)t∈T , (nt)t∈T et (pt)t∈T , telles que
Mp ≃ ArMp
⊕
⊕
t∈T
(
Ap/m
mt
p
)
, Np ≃ ArNp
⊕
⊕
t∈T
(
Ap/m
nt
p
)
et Pp ≃ ArPp
⊕
⊕
t∈T
(
Ap/m
pt
p
)
,
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où rM , rN et rP sont les Ap-rangs respectifs de M , N et P . D’après (ii), on en déduit
FitAp (Mp) = FitAp (Ap)
rM
∏
t∈T
FitAp
(
Ap/m
mt
p
)
,
FitAp (Np) = FitAp (Ap)
rN
∏
t∈T
FitAp
(
Ap/m
nt
p
)
,
et FitAp (Pp) = FitAp (Ap)
rP
∏
t∈T
FitAp
(
Ap/m
pt
p
)
. (A.3.6.3)
Si rN 6= 0, alors rM 6= 0. Puisque FitAp (Ap) = (0), on déduit de (A.3.6.3) que (A.3.6.2)
est vériﬁée. Il ne reste qu’à vériﬁer (A.3.6.2) lorsque rM = 0. Dans ce cas, rN = 0 et
rP = 0. Utilisant la proposition A.3.6.3 on déduit de (A.3.6.3) que
FitAp (Mp) = charAp (Mp) , FitAp (Np) = charAp (Np) et FitAp (Pp) = charAp (Pp) .
(A.3.6.4)
Il résulte ensuite de la proposition A.3.3.7, (i), que (A.3.6.2) est vériﬁée. 
Proposition A.3.6.5 Soit S une partie multiplicative de Z, ne contenant pas 0, et soit
M un S−1Z-module fini. Alors
FitS−1Z(M) = #(M)S−1Z.
Démonstration. Voir [32, Corollaire 19.2.9, p. 762]. 
A.4 Compléments de théorie de Galois.
Dans cette section, k désigne un corps commutatif quelconque, et ksep une clôture
séparable de k. On considère une extension abélienne K ⊆ ksep de k, de degré ﬁni, et une
extension galoisienne L ⊆ ksep de k de degré ﬁni, telle que K ⊆ L. On ﬁxe un nombre
premier p 6= ρ, où ρ est la caractéristique de k.
A.4.1 Structure galoisienne des extensions kummériennes.
Soient A un anneau commutatif et G un groupe. Rappelons que pour tous A [G]-
modules M et N , on munit le module HomA (M,N) d’une structure de A [G]-module en
posant, pour tout g ∈ G et tout u ∈ HomA (M,N),
ug :M −→ N, m 7−→ gu (g−1m) .
Remarque A.4.1.1 Soit m ∈ N. On suppose que L est une extension kummérienne de
K (µm) d’exposant divisant m. On pose W := K (µm)
× ∩ (L×)m. Soit
K : Gal (L/K (µm)) −→ HomZ
(
W/
(
K (µm)
×)m , µm)
l’isomorphisme de Z-modules issu de la théorie de Kummer. Alors K est un isomorphisme
de Z [Gal (K (µm) /k)]-modules.
Si L/K est abélienne, alors K est un isomorphisme de Z [Gal (K/k)]-modules, chacun
des deux modules étant invariant sous l’action de Gal (K (µm) /K).
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Si m est une puissance de p, et si tout élément de W/
(
K (µm)
×)m peut être représenté
par un élément de k×, alors pour tout g ∈ Gal (K (µm) /k) et tout σ ∈ Gal (L/K (µm)),
on a
σg = σεcyc(g˜),
où g˜ est un prolongement de g à ksep.
Démonstration. Soient σ ∈ Gal (L/K (µm)) et g ∈ Gal (K (µm) /k). Soit g˜ un
prolongement de g à ksep. Pour tout w ∈ W , w¯ étant l’image canonique de w dans
W/
(
K (µm)
×)m, on a :
K (σg) (w¯) = m
√
w
σg−1
= g˜
(
m
√
w
σg˜−1−g˜−1)
= g˜
(
m
√
wg˜−1
σ−1)
= K (σ)g (w¯) .
Si m est une puissance de p et si tout élément de W/
(
K (µm)
×)m peut être représenté
par un élément de k×, la dernière partie de la remarque se déduit aisément des égalités
précédentes. 
Corollaire A.4.1.2 Soit m une puissance de p. On suppose que L est une extension
kummérienne de K (µm) d’exposant divisant m, et que L est abélienne sur k. On poseW :=
K (µm)
× ∩ (L×)m. On suppose que tout élément de W/ (K (µm)×)m peut être représenté
par un élément de k×. Alors :
– (i) Si µp 6⊂ K, alors L = K (µm).
– (ii) Si µp 6⊂ k et µp ⊂ K, alors Gal (L/K (µm)) = Gal (L/K (µm))Tch.
– (iii) Si µp ⊂ k, alors Gal (L/K (µm)) = Gal (L/K (µm))1.
Démonstration. C’est un corollaire immédiat de la remarque A.4.1.1 et de la pro-
position A.2.3.3. 
Proposition A.4.1.3 Soient m ∈ N, et K ′une extension galoisienne de k, contenant
K (µm). On suppose que L est une extension kummérienne de K
′ d’exposant divisant
m, galoisienne sur k. On pose W := (K ′)× ∩ (L×)m. On suppose que W/((K ′)×)m
est invariant sous Gal (K ′/K), et monogène sur Z [Gal (K/k)]. Alors Gal (L/K ′) est un
Z [Gal (K ′/k)]-module monogène.
Démonstration. On pose G := Gal (K/k) et G′ := Gal (K ′/k) pour alléger les
notations. Nous considérons deux actions de G′ sur HomZ ((Z/mZ) [G] , µm). La première
est celle que l’on a utilisé jusqu’à présent. Pour g ∈ G′ et u ∈ HomZ ((Z/mZ) [G] , µm),
ug : (Z/mZ) [G]→ µm, α 7→ u
(
g−1α
)g
.
Le Zp [G′]-module obtenu est simplement noté X . La seconde action est notée avec une
étoile, elle ne tient pas compte de l’action de G′ sur µm. Pour tout g ∈ G′ et tout u ∈
HomZ ((Z/mZ) [G] , µm),
ug
⋆
: (Z/mZ) [G]→ µm, α 7→ u
(
g−1α
)
.
Le Zp [G′]-module obtenu est en fait un Zp [G]-module, noté X ⋆.
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On remarque que pour tout g ∈ G′, et pour tout u ∈ HomZ ((Z/mZ) [G] , µm), on a
ug = uεcyc(g˜)g
⋆
, (A.4.1.1)
où g˜ est un prolongement de g à ksep. Puisque l’image de εcyc (g˜) dans (Z/mZ) est inver-
sible, on déduit de (A.4.1.1) que pour tout sous-ensemble Z ⊆ HomZ ((Z/mZ) [G] , µm),
Z est un sous-Zp [G′]-module de X ⇐⇒ Z est un sous-Zp [G]-module de X ⋆.
Il en résulte aussitôt que pour tout sous-Zp [G′]-module Z de X ,
Z est Zp [G′]-monogène ⇐⇒ Z⋆ est Zp [G]-monogène, (A.4.1.2)
où Z⋆ est le sous-Zp [G]-module de X ⋆ déﬁni par Z.
En tant que Zp [G′]-module, Gal (L/K ′) est isomorphe à HomZ
(
W/
(
(K ′)×
)
m
, µm
)
.
Puisque W/
(
(K ′)×
)
m
est monogène sur Zp [G], c’est un quotient de (Z/mZ) [G]. Alors
HomZ
(
W/
(
(K ′)×
)
m
, µm
)
est un sous-Zp [G′]-module de X . D’après (A.4.1.2), il nous
suﬃt donc de montrer que tout sous-Z[G]-module de X ⋆ est monogène.
Or il est aisé de vériﬁer que X ⋆ est isomorphe à (Z/mZ) [G], librement (Z/mZ) [G]-
engendré par exemple par
u : (Z/mZ) [G] // µm,
∑
g∈Gal((K ′)/k)
agg
 // ζa1,
où ζ est un générateur de µm ﬁxé. D’autre part (Z/mZ) [G] est un quotient de Zp[G]. Il
suﬃt donc de montrer que les idéaux de Zp[G] sont principaux. Puisque p ∤ [K : k], Zp[G]
est un produit d’anneaux principaux (décomposition suivant les idempotents attachés aux
Qp-caractères irréductibles de G), et on en déduit la proposition. 
A.4.2 Précisions sur le noyau d’un certain morphisme.
Dans cette sous-section, on ﬁxe une puissance m ∈ N∗ de p. Pour tout goupe abélien
A, et tout x ∈ A, on note xm l’image canonique de x dans A/mA. Pour G un groupe
proﬁni et M un Z-module discret sur lequel G agit continûment, et pour tout n ∈ N, on
note Hn (G,M) le n-ième groupe de cohomologie de G, à coeﬃcients dans M (pour une
déﬁnition précise de cette cohomologie, nous référons le lecteur à [54]).
Plus précisément, le groupe Z1 (G,M) des 1-cocycles de G à coeﬃcients dans M est le
groupe des morphismes croisés continus de G vers M . Le groupe B1 (G,M) des 1-cobords
de G à coeﬃcients dans M est le groupe des morphismes croisés continus de G vers M qui
sont de la forme
G // M, g  // (g − 1)x,
avec x ∈M . Pour c ∈ Z1 (G,M), on note cl(c) l’image de c dans H1 (G,M).
Pour un sous-groupe distingué fermé H de G, G/H agit naturellement sur H1 (H,M),
de la façon suivante. Pour c ∈ Z1 (H,M), et pour g ∈ G, on pose
cg : H // M, h  // gc (g−1hg) .
On a ainsi déﬁni une action de G sur Z1 (H,M), qui passe au quotient en une action de
G sur H1 (H,M). Il est facile de vériﬁer que pour tout h ∈ H, et tout c ∈ Z1 (H,M), ch−1
est un 1-cobord, de sorte que l’action de G sur H1 (H,M) passe au quotient en une action
de G/H sur H1 (H,M).
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Lemme A.4.2.1 Soit m ∈ N∗. On pose GL := Gal (ksep/L). On a un isomorphisme de
Z [Gal (L/k)]-modules
KL : L
×/
(
L×
)
m
// H1 (GL, µm) , xm  // KL (xm) ,
où KL (xm) = cl
(
GL → µm, g 7→ m
√
x
g−1)
.
Démonstration. Rappelons que pour M un Z-module discret sur lequel GL agit
continûment, le groupe des 0-cochaînes est M , le groupe des 0-cocycles est MGL , et le
groupe des 0-cobords est trivial. D’autre part le morphisme cobord est donné par
∂M :M // Z
1 (GL,M) , x  // ∂M(x),
où ∂M (x) : GL // M , g  // (g − 1)x. Puisque H1
(GL, (ksep)×) est trivial, on a le
diagramme commutatif suivant, où les lignes et colonnes sont exactes,
0

0

0

0 // µm(L) //

L×
m
//

L×

0 // µm //
∂µm

(ksep)×
m
//
∂
(ksep)×

(ksep)× //
∂
(ksep)×

0
0 // Z1 (GL, µm) //

Z1
(GL, (ksep)×) m //

Z1
(GL, (ksep)×) //

0
H1 (GL, µm)

0 0
0
On conclut par le lemme du serpent. 
Proposition A.4.2.2 Soit Θ : K×/
(
K×
)
m
// L×/
(
L×
)
m
le morphisme canonique.
On suppose que L/k est abélienne. Alors pour tout g ∈ Gal (K/k) et tout x ∈ Ker (Θ), on
a
gx = εcyc(g)x.
En outre les assertions suivantes sont vérifiées :
– (i) Si µp 6⊂ K et si p ∤ [K : k], alors Θ est injectif.
– (ii) Si µp 6⊂ k, si µp ⊂ K, et si p ∤ [K : k], alors Ker (Θ) = (Ker (Θ))Tch.
– (iii) Si µp ⊂ k et si p ∤ [K : k], alors Ker (Θ) = (Ker (Θ))1.
– (iv) Si L ⊆ K (µm) et si p 6= 2, alors Θ est injectif.
– (v) Si L ⊆ K (µm), si p = 2, si µ4 ⊂ K et si −4ζK /∈
(
K×
)4
, où ζK engendre
µ2∞(K), alors Θ est injectif.
Démonstration. On note ι : GL → GK l’injection canonique, où GK := Gal (ksep/K)
et GL := Gal (ksep/L). Il suﬃt de prouver la proposition lorsque µm ⊂ L, hypothèse sous
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laquelle on se place maintenant. Il est facile de vériﬁer que le diagramme suivant est
commutatif :
K×/ (K×)m
KK
∼
//
Θ

H1 (GK , µm)
Θ′

L×/ (L×)m
KL
∼
// H1 (GL, µm) ,
où Θ′ : H1 (GK , µm) // H1 (GL, µm), cl(c) // cl (c ◦ ι). Soit x ∈ K× tel que xm ∈
Ker (Θ). On déﬁnit c ∈ Z1 (GK , µm) par
c : GK // µm, σ  // m
√
x
σ−1
,
où m
√
x est une racine m-ième de x dans ksep. Puisque xm ∈ Ker (Θ) les racines m-ièmes
de x appartiennent à L. Pour σ ∈ GK et g ∈ Gal (ksep/k), on a
cg(σ) = g
(
m
√
x
g−1σg−1)
= m
√
x
σg−g
= m
√
x
gσ−g
=
(
m
√
x
σ−1)g
=
(
m
√
x
σ−1)εcyc(g)
= c(σ)εcyc(g),
car L/k est abélienne. De la proposition A.2.3.3 et du diagramme précédent, on déduit
alors que les assertions (i), (ii), et (iii) sont vraies. Maintenant on suppose que p 6= 2 ou
bien que
p = 2, µ4 ⊂ K et − 4ζK /∈
(
K×
)4
. (A.4.2.1)
Pour conclure, il suﬃt de montrer que Θ est injectif lorsque L = K (µm), hypothèse que
l’on fait dans la suite. On remarque que le morphisme Θ′ : H1 (GK , µm) // H1 (GL, µm)
n’est autre que le morphisme de restriction. On en déduit la suite exacte suivante, dite
d’inﬂation-restriction (voir par exemple [3, Proposition 4, p. 100]),
0 // H1 (Gal (L/K) , µm) // H
1 (GK , µm) Θ
′
// H1 (GL, µm) . (A.4.2.2)
Il s’agit donc de montrer H1 (Gal (L/K) , µm) = 0. On dispose de la surjection
s : µm // // B
1 (Gal (L/K) , µm) , ζ
 // s(ζ),
où s(ζ) : Gal (L/K) // µm, g
 // ζg−1. Il est clair que le noyau de s est µm (K), de
sorte que
#
(
B1 (Gal (L/K) , µm)
)
= m/#(µm(K)) . (A.4.2.3)
Soient n l’ordre du groupe cyclique Gal (L/K), et γ un générateur de Gal (L/K). Soit
c ∈ Z1 (Gal (L/K) , µm). Par récurrence, on a c
(
γi
)
=
i−1∏
j=0
c (γ)γ
j
pour tout i ∈ {1, ..., n}.
En particulier,
NL/K (c (γ)) = c (γ
n) = c(1) = 1.
On en déduit que le morphisme suivant est bien déﬁni (l’injectivité est évidente)
Z1 (Gal (L/K) , µm)


// Ker (N′) , c  // c (γ) , (A.4.2.4)
où N′ : µm // µm(K) est la restriction de la norme NL/K . Soit ζ une racine primitive
m-ième de 1. Soient n := # (µm(K)). Puisque ζm/n engendre µm(K), on déduit de A.4.2.1
que
−4ζm/n /∈ (K×)4 si p = 2. (A.4.2.5)
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Si µm(K) 6= {1}, le polynôme minimal de ζ sur K est Xm/n − ζm/n, d’après [1, Lemma
1.3.4, p. 41] (dans le cas p = 2, la condition A.4.2.5 est nécessaire et suﬃsante pour que
Xm/n − ζm/n soit irréductible). Dans tous les cas (le cas µm(K) = {1} est trivial), on a
alors
N′ (ζ) = (−1)1+m/nζm/n =
{
ζm/n si p 6= 2 ou m = n
−ζm/n si p = 2 et m 6= n. (A.4.2.6)
Puisque p 6= 2 ou µ4 ⊂ K, il résulte de (A.4.2.6) que N′ est surjectif. On a alors
#(Ker (N′)) = m/#(µm(K)), et on déduit de (A.4.2.4) et (A.4.2.3) que H1 (Gal (L/K) , µm) =
0 (et que le morphisme de (A.4.2.4) est un isomorphisme). 
Corollaire A.4.2.3 Soit Θ : K×/
(
K×
)
m
// L×/
(
L×
)
m
le morphisme canonique. On
suppose que L/K (µm) est kummérienne d’exposant divisant m. Soit W := K (µm)
× ∩(
L×
)
m
. On suppose que tout élément deW est congru à un élément de k modulo
(
K (µm)
×)m.
Enfin, on suppose que p ∤ [K : k]. Alors
– (i) Si µp 6⊂ K ou si µp ⊂ k, alors Ker (Θ) = (Ker (Θ))1.
– (ii) Si µp 6⊂ k et µp ⊂ K, alors Ker (Θ) = (Ker (Θ))Tch ⊕ (Ker (Θ))1.
Démonstration. D’après la proposition A.4.2.2, il suﬃt de prouver que Gal (ksep/k)
agit trivialement sur le noyau de
K (µm)
× /
(
K (µm)
×)m
// L×/
(
L×
)
m
.
Ce noyau est
(
L×
)
m ∩K (µm)× /
(
K (µm)
×)m, c’est-à-dire W/ (K (µm)×)m. Or par hypo-
thèse, tout élément de W/
(
K (µm)
×)m peut être représenté par un élément de k×. 
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