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ABSTRACT. LetA be aC∗-algebra of bounded uniformly continuous functions on a finite
dimensional real vector space X such that A is stable under translations and contains the
continuous functions that have a limit at infinity. Denote A† the boundary of X in the
character space of A. Then to each operator A in the crossed product A ⋊ X one may
naturally associate a family of bounded operators Aκ on L
2(X) indexed by the characters
κ ∈ A† . We show that the essential spectrum of A is the union of the spectra of the
operators Aκ . The applications cover very general classes of singular elliptic operators.
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1. INTRODUCTION
1.1. Elliptic algebra. LetX = Rd and L2 = L2(X). We denoteB = B(X) the algebra
of bounded operators on L2 and K = K (X) that of compact operators. Let Bloc be
the space B equipped with the local norm topology defined by the family of seminorms
‖A‖θ = ‖Aθ(q)‖ where θ ∈ C0(X) (continuous functions which tend to zero at infinity)
and θ(q) means multiplication by θ. Clearly this topology is metrizable and finer than the
strong operator topology. If θ(x) > 0 ∀x then ‖ · ‖θ is a norm on B which on bounded
subsets defines the local norm topology. If (As)s is a sequence which converges in Bloc
to A, we say that the sequence is locally norm convergent and write u-limsAs = A.
If a ∈ X then eiaq and eiap are the unitary operators on L that act as follows:
(eiaqu)(x) = eiaxu(x) and (eiapu)(x) = u(x+ a). (1.1)
We also use an alternative notation for the translation by a ∈ X of a function, namely
τa(ϕ)(x) = ϕ(a + x), and extend it to operators: τa(A)
.
= eiapAe−iap for A ∈ B. The
elliptic algebra of X (the name will be justified page 4) is defined by
E = {A ∈ B | lim
a→0
‖(eiap − 1)A(∗)‖ = 0, lim
a→0
‖e−iaqAeiaq −A‖ = 0}. (1.2)
The notation A(∗) means that the relation must hold for both A and A∗. Clearly E is a
C∗-algebra. Eloc is the set E equipped with the local norm topology inherited from Bloc.
Our main result requires more formalism but we can state right now the simplest particular
case, which does not require any C∗-algebra background. We denote X† the set of all
ultrafilters finer than the Fre´chet filter onX . We denote Sp(A) the spectrum and Spess(A)
the essential spectrum of an operatorA.
Theorem 1.1. If A ∈ E then the limit u-limx→κ τx(A) .= Aκ exists ∀κ ∈ X† and
Spess(A) =
⋃
κ∈X†Sp(Aκ). (1.3)
Remark. That the convergence holds locally in norm is important for the proof of the
theorem. This type of convergence has been used in [19], see for example (4.24) there.
For the convenience of the reader, we recall in an appendix §5 some facts concerning filters
and ultrafilters and also reformulate Theorem 1.1 in terms of sequences, as in [20, 24, 25]
for example. We mention that ultrafilters have been first used in this context in [11, Th. 4.1]
and then in [27]. In §5 we will see that ultrafilters play a quite natural roˆle in the theory.
In §4.1 we will extend this result to the unbounded operators whose resolvent belongs to
E . We mention a simpler result in the self-adjoint case. Note that non-densely defined
self-adjoint operators could appear as limits. For example, quite often Hκ = ∞ where
∞ is the operator with {0} as domain and 0 as resolvent. Clearly, H has purely discrete
spectrum, i.e. Spess(H) = ∅, if and only if Hκ =∞ for all κ. See also §4.2.8.
Corollary 1.2. Let H be a self-adjoint operator on L2 such that R(z) = (H − z)−1
satisfies for some, hence for all, z in the resolvent set of H:
lim
a→0
‖(eiap − 1)R(z)‖ = 0 and lim
a→0
‖[eiaq, R(z)]‖ = 0. (1.4)
If κ ∈ X† then u-limx→κ τx(R(z)) .= Rκ(z) exists for all z in the resolvent set ofH and
Rκ(z) is a self-adjoint pseudo-resolvent, hence is the resolvent of a self-adjoint operator
Hκ acting in a closed subspace L
2
κ
(which could be reduced to 0) of L2. We have
Spess(H) =
⋃
κ∈X†Sp(Hκ) (1.5)
where the spectrum ofHκ is computed in the subspace L
2
κ .
This gives a complete proof of Corollary 4.2 in [11]: the proof sketched on page 31 there
gives (1.5) but with union replaced by the closure of the union [15, Th. 1.2].
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1.2. General algebras. This subsection contains some preliminary notations and material
required for the presentation of our main result Theorem 1.6.
Cub (X) is the algebra of bounded uniformly continuous functions onX and the subalgebras
consisting of functions which have compact support, or tend to zero at infinity, or have a
limit at infinity are denoted Cc(X), C0(X), and C∞(X) = C0(X) + C respectively.
A complex measurable function ϕ onX is usually identified with the operator of multipli-
cation by ϕ on L2, but for clarity it is sometimes convenient to denote ϕ(q) this operator.
Then we defineϕ(p) = F−1ϕ(q)F , whereF is the Fourier transform (formally p = −i∇).
With the notation τa introduced before: τa(ϕ(q)) = (τa(ϕ))(q) and τa(ϕ(p)) = ϕ(p).
Let A be a C∗-algebra of bounded uniformly continuous functions on X such that A is
stable under translations and contains the set of continuous functions that have a limit at
infinity: so C∞(X) ⊂ A ⊂ Cub (X). The crossed product A = A⋊X of the C∗-algebra
A by the action of X [31] is canonically isomorphic with the C∗-algebra of operators on
L2 defined as the norm closed linear subspace of B generated by the operators ϕ(q)ψ(p)
with ϕ ∈ A and ψ ∈ C0(X). Obviously C0(X)⋊X = K and K ⊂ A for any A.
One may describeA as aC∗-algebra of elliptic operators: if h is a real elliptic polynomial
of orderm on X , then A is the C∗-algebra generated1 by the self-adjoint operators of the
form h(p)+S, where S runs over the set of symmetric differential operators of order< m
with coefficients in A∞ = {ϕ ∈ C∞(X) | ϕ(α) ∈ A ∀α} [4, Cor. 2.4].
The largest algebra A allowed by our conditions is Cub (X) and the corresponding crossed
product coincides with the elliptic algebra: Cub (X)⋊X = E [9, 13] (thenA∞ = C∞b (X)).
E has another interesting descriptionwhich makes the connectionwith the band-dominated
operators [25]. Say that k : X2 → C is a controlled kernel if there is r > 0 real such that
k(x, y) = 0 if |x − y| > r [26]. If k is a bounded uniformly continuous controlled kernel
then it defines a bounded integral operator and E is the norm closure of the set of such
operators [9, Prop. 6.5]. This characterization is independent of the group structure ofX .
The character space, or spectrum, of A is the compact space σ(A) consisting of nonzero
morphisms A → C equipped with the weak∗ topology inherited from the embedding
σ(A) ⊂ A′ (dual of A). Each x ∈ X defines a character χx : ϕ 7→ ϕ(x) and the map
x 7→ χx is a homeomorphism of X onto an open dense subset of σ(A) that we identify
withX . The boundary of X in σ(A) is the compact set
A† = σ(A) \X = {κ ∈ σ(A) | κ(ϕ) = 0 ∀ϕ ∈ C0(X)}. (1.6)
A is canonically isomorphic with the C∗-algebra C(σ(A)): each ϕ ∈ A extends to a
continuous function onA for which we keep the notation ϕ. We just set ϕ(χ) = χ(ϕ).
1.3. Translations by characters. The additive group X naturally acts on σ(A). Indeed,
a 7→ τa is a strongly continuous homomorphism fromX into the set of automorphisms of
A so if τ ′a : A′ → A′ is the dual map then we get an action a 7→ τ ′a ofX on the dual space
A′ ofA. If χ is a linear form onA then τ ′a(χ) is the linear form τ ′a(χ) = χ ◦ τa so if χ is a
character then τ ′a(χ) is a character. From (1.6) we see that this action ofX leaves invariant
X and A† and τ ′a(χb) = χa+b for a, b ∈ X . When there is no ambiguity we simplify the
notation and set τ ′a(χ) = a+ χ for a ∈ X and χ ∈ σ(A).
To each χ ∈ σ(A) we associate a morphism τχ : A → Cub (X) uniquely determined by
the condition χx ◦ τχ = χ ◦ τx∀x ∈ X and we say that τχ is the translation morphism
associated to the character χ. More explicitly, if ϕ ∈ A then τχ(ϕ) is the function
τχ(ϕ)(x) = χ(τx(ϕ)) ∀x ∈ X. (1.7)
1 In the sense that it is the smallest C∗-algebra which contains the resolvents of these operators.
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If χ = χa is the evaluation at a ∈ X then this is the usual translation τa(ϕ). If χ = κ ∈ A†
then think of τκ(ϕ) as the translation of ϕ ∈ A by the point at infinity κ. Note that
τχ(ϕ)(x) = χ(τx(ϕ)) = (τ
′
x(χ))(ϕ) = (x+ χ)(ϕ) = ϕ(x+ χ).
So τχ(ϕ) is the function x 7→ ϕ(x + χ) which we sometimes call localization of ϕ at χ.
The translations by characters χ ∈ σ(A) of functions ϕ ∈ A extend to translations of
operators A ∈ A as follows: there is a unique continuous map τχ : A → E such that
τχ(ϕ(q)ψ(p)) = (τχ(ϕ))(q)ψ(p) ∀ϕ ∈ A ∀ψ ∈ C0(X). (1.8)
If χ = x ∈ X then τx(A) = eixpAe−ixp and if χ = κ ∈ A† then
τκ(A) = lim
x→κ
eixpAe−ixp (1.9)
where x ∈ X tends to κ in σ(A) and the limit holds in the local norm topology on E
(Theorem 1.4). We keep the name translation morphism for the map τχ extended to the
operator level.
1.4. Fredholm operators. We recall some facts here concerning the essential spectrum of
bounded operators [6, §4.3]. LetH be a Hilbert space. F ∈ B(H) is a Fredholm operator
if its kernel has finite dimension and its range finite codimension (then the range is closed).
Equivalently, this means that there is an operatorG ∈ B(H) such that 1−FG and 1−GF
are compact. Clearly, this can be rephrased as follows: the image of F in the quotient
C∗-algebra of B(H) with respect to the ideal of compact operatorsK(H) is an invertible
operator (Atkinson theorem [6, Th. 4.3.7]). It is this last version that we will use.
The spectrum of A ∈ B(H) is denoted Sp(A). Then the essential spectrum of A is the set
Spess(A) of complex numbers λ such that A− λ is not a Fredholm operator.
If F ∈ E is Fredholm then there is G ∈ B such that 1 = FG+K withK compact. Since
‖(eixp − 1)F‖ → 0 and ‖(eixp − 1)K‖ → 0 as x→ 0 we get ‖(eixp − 1)‖ → 0, which is
impossible. Thus:
Remark 1.3. There are no Fredholm operators in E . Thus 0 ∈ Spess(A) if A ∈ E .
1.5. Main results. We recall a fact proved in [15, Th. 5.16] for X an arbitrary locally
compact abelian groups.
Theorem 1.4. For any A ∈ A the map x 7→ Ax .= τx(A) = eixpAe−ixp is norm
continuous and extends to a continuous map σ(A) ∋ χ 7→ Aχ ∈ Eloc. We have Aχ =
τχ(A) where τχ is the translation morphism associated to χ. And
τκ(A) = 0 ∀κ ∈ A† ⇐⇒ A ∈ K . (1.10)
A new proof of (1.10) will be given in Section 2.
Remark 1.5. The morphism τχ, hence Aχ, has been defined independently of the exten-
sion by continuity procedure used in Theorem 1.4. This is important in concrete situations
because the computation of Aχ does not require a knowledge of the topology of σ(A).
If C is a C∗-algebra and I is a set then we denote
∏
i∈I C the C
∗-algebra consisting of all
bounded functions C : I → C with the natural operations and norm ‖C‖ = supi ‖C(i)‖.
It follows that the map Φ(A) = (Aκ)κ∈A† defines a morphism
Φ : A →∏
κ∈A†E (1.11)
whose kernel is K hence it induces an injective morphism
Φ̂ : A /K →∏
κ∈A†E . (1.12)
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From (1.12) we get for any normal operator A ∈ A (cf. [15, Th. 1.15])
Spess(A) =
⋃
κ∈A†Sp(Aκ) (1.13)
where
⋃
means closure of the union. Our main result is an improvement of this relation.
Theorem 1.6. For any operator A ∈ A we have
Spess(A) =
⋃
κ∈A†Sp(Aκ). (1.14)
The relation (1.14) is a significative improvement of (1.13): the condition of normality of
A is eliminated and one takes the union instead of the closure of the union. To get the
present version we use the techniques of M. Lindner and M. Seidel [20] who solved a
problem left open by V. Rabinovich, S. Roch, and B. Silberman, see [25] and their earlier
papers (one may also find in [15, §1.4] a detailed discussion of the earlier literature). In
their theory the Euclidean space X is replaced by the abelian group Zd and instead of A
they work with algebras similar to ℓ∞(X)⋊X acting in ℓp spaces of Banach space valued
functions. Their results have been extended by J. Sˇpakula and R. Willett [30] (see also
[29]) to a general class of discrete metric spaces (without any group structure) under the
condition that the space has the property A in the sense of Guoliang Yu. This property also
plays a fundamental roˆle in [9] where Theorem 1.4 is extended to not necessarily discrete
metric spaces. Sˇpakula and Willett also use the metric sparsification property of Chen,
Tessera, Wang, and Yu [3] and we follow them in this respect. Of course, in the Euclidean
case this could be replaced by an ad hoc construction, as in [20], but this simplifies a lot
the argument and puts things in the proper perspective. It seems clear to us that the proofs
given in Section 3 work for a class of (non-abelian) groups much more general then the
Euclidean spaces, e.g. locally compact groups with finite asymptotic dimension, and this
together with [9, Th. 6.8] would give an analog of Theorem 1.6 for such groups. This
would cover magnetic Schro¨dinger operators in the framework of [12, §5]. We shall treat
such extensions in a later publication. For an alternative approach to these topics, see the
paper [22] by V. Nistor and N. Prudhon.
In [11, 15] the spaceX is an arbitrary locally compact abelian group. Although the proofs
in Section 3 clearly extend to a more general class of non-abelian groups, we decided to
consider here only the case X = Rd which does not require much formalism and the
applications we have in mind concern only differential operators on Euclidean spaces.
Remark 1.7. Theorem 1.1 is the particular case of Theorem 1.6 corresponding to A =
Cub (X). The procedure of going from the characters of C
u
b (X) to ultrafilters is explained
in §5: for any χ ∈ A† there is κ ∈ X† such that χ(ϕ) = limx→κ ϕ(x) for all ϕ ∈ A.
Remark 1.8. The operator Aκ with κ ∈ A† will be called localization at κ of A and
we refer generically to the operators Aκ as localizations at infinity of A. By (1.8) and a
notation introduced page 5, if A is the pseudodifferential operator
∑
i ϕi(q)ψi(p) then Aκ
is the pseudodifferential operator
∑
i ϕi(q + κ)ψi(p). Theorem 1.6 says that the essential
spectrum of A is determined by its localizations at infinity. Note that this is not true in
some simple and physically significative cases like the Stark Hamiltonian, cf. §4.2.7, and
the constant magnetic field case. The point is that we consider only the “infinity” defined by
the position observable q, while for other Hamiltonians one has to take into consideration
the contribution of other regions at infinity in phase space.
Remark 1.9. If ϕ ∈ Cub (X) and ψ ∈ C0(X) then the operator A = ϕ(q)ψ(p) belongs to
E hence it has localizations at infinity. On the other hand, if ϕ(x) = eix
2
and 0 6= Fψ ∈
C∞c (X) then A /∈ E [9, Ex. 7.2]. The importance of the uniform continuity condition can
also be seen as follows: it is clear that A is an integral operator with kernel of the form
k(x, y) = eix
2
θ(x − y) where θ ∈ C∞c (X), so k is controlled bounded and C∞ but not
uniformly continuous. Moreover, the operator A has no localizations at infinity. Indeed,
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we have Ax = e
ixpAe−ixp = ei(x
2+2qx)A hence ‖Axu‖ = ‖Au‖ 6= 0 if u 6= 0 and clearly
w-limx→∞Axu = 0. Thus if u 6= 0 then a sequence of vectors of the form Axnu with
xn →∞ cannot converge strongly.
Remark 1.10. The character space A† may sometimes be reduced to a much smaller set
by the following procedure. It may happen that there is Ω ⊂ A† such that for each κ ∈ A†
the morphism τκ may be factorized τκ = ητω with ω ∈ Ω and η a morphism. If this is the
case then one has Sp(Aκ) = Sp(η(τω(A))) ⊂ Sp(τω(A)) = Sp(Aω) hence (1.14) will
hold with A† replaced by Ω. We will see an example of this mechanism in §4.3.
2. PROOF OF THEOREM 1.4.
We shall give here a proof of (1.10) which requires much less formalism and is simpler
than that from [15]. Clearly it suffices to consider the case A = Cub (X).
In this section we abbreviate E = Cub (X). We denote X the uniform compactification
of X , i.e. the character space σ(E) of the algebra E , and let X = X \ X = E† be the
boundary of X in X . Then, according to the first part of Theorem 1.4, for each A ∈ E
there is a continuous map X ∋ χ 7→ Aχ ∈ Eloc such that Ax = eixpAe−ixp if x ∈ X . We
will show that A ∈ K if Aχ = 0 for all χ ∈ X .
Let us state this in more explicit terms. Let θ ∈ C0(X) be a strictly positive function.
Then χ 7→ Aχθ(q) is a norm continuous function X → B and, since X is compact,
it is uniformly continuous. We assume that this function is zero on the boundary of X
in its compactification X . This means in fact that the restriction to X of the function
χ 7→ Aχθ(q) belongs to the space C0(X,B) of continuous functions X → B which are
of class C0. Even more explicitly, this means that
x 7→ Axθ(q) = eixpAe−ixpθ(q)
is a norm continuous functionX → B which tends to zero at infinity. Or
lim
x→∞
‖Ae−ixpθ(q)‖ = 0.
Of course, this relation will hold for any θ ∈ C0(X): first we get it for θ replaced by any
continuous function with compact support and then we extend it to any function in C0(X)
by density and uniform boundedness of Ae−ixp. Since e−ixpθ(q)eixp = θ(q − x) we get
lim
x→∞
‖Aθ(q − x)‖ = 0 ∀θ ∈ C0(X). (2.1)
To summarize, we have to prove the following: if A ∈ E , which means
lim
a→0
‖(eiap − 1)A(∗)‖ = 0 and lim
a→0
‖e−iaqAeiaq − A‖ = 0 (2.2)
and if (2.1) is satisfied, then A ∈ K . By using the Riesz-Kolmogorov characterization of
compactness, and by taking into account that A is compact if and only if A∗ is compact,
we see that it suffices to prove
lim
a→0
‖A(eiap − 1)‖ = 0 and lim
a→0
‖A(eiaq − 1)‖ = 0.
But the first of these relations is automatically satisfied because of (2.2) hence in fact we
just have to prove that lima→0 ‖A(eiaq − 1)‖ = 0 if (2.1) and (2.2) are satisfied.
Lemma 2.1. Let φr be the characteristic function of the region |x| > r. Then for any
A ∈ B we have
lim
a→0
‖A(eiaq − 1)‖ = 0⇐⇒ lim
r→∞
‖Aφr(q)‖ = 0 (2.3)
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Proof. From [14, Cor. 3.3] with T = A∗ it follows that lima→0 ‖A(eiaq − 1)‖ = 0 if and
only if ∀ε > 0 ∃θ ∈ Cc(X) such that ‖Aθ⊥(q)‖ < ε; here θ⊥ = 1− θ. If ψ = |θ⊥|2 then
‖Aθ⊥(q)‖2 = ‖Aψ(q)A∗‖ ≥ ‖Aφr(q)A∗‖ = ‖Aφr‖2
if suppθ ⊂ B0(r). This proves⇒ in (2.3). Reciprocally, if ‖Aφr(q)‖ < ε then choose θ
continuous such that θ(x) = 1 for |x| < r, θ(x) = 0 for |x| > 2r, and 0 ≤ θ ≤ 1. 
Let Bx(r) = {y ∈ X | |y − x| < r} and Bx = Bx(1). We denote 1Bx the characteristic
function of Bx and often identify 1Bx(q) = 1Bx .
Lemma 2.2. For any A ∈ B we have
lim
x→∞
‖A1Bx‖ = 0⇐⇒ lim
x→∞
‖Aθ(q − x)‖ = 0 ∀θ ∈ C0(X). (2.4)
Proof. If B = B0 then 0 ≤ 1Bx(q) = 1B(q − x) ≤ θ(q − x) if θ ∈ C0(X) and θ ≥ 1 on
the unit ball, hence the implication⇐ is obvious. Reciprocally, it suffices to show that the
left hand side of (2.4) implies the right hand side if θ has compact support. Then if Z is a
finite set such that suppθ ⊂ ∪z∈ZBz then there is a number C such that
|θ(q − x)|2 ≤ C
∑
z∈Z
1Bz (q − x) ≤ C
∑
z∈Z
1Bx+z(q)
hence
‖Aθ(q − x)‖2 = ‖A|θ(q − x)|2A∗‖ ≤ C
∑
z∈Z
‖A1Bx+z(q)A∗‖
= C
∑
z∈Z
‖A1Bx+z(q)‖2
and the right hand side tends to zero as x→∞. 
Lemma 2.3. There is a family of linear maps Φε : E → E , with ε > 0, such that for any
A ∈ E the operator Aε .= Φε(A) is controlled, ‖Aε‖ ≤ ‖A‖, and limε→0 Aε = A in
norm. Moreover, Φε(Aϕ(q)) = Φε(A)ϕ(q) for all ϕ ∈ C0(X).
Proof. The next argument is based on an idea from the proof of Proposition 4.11 from
[10]. To each ξ ∈ L1(X) real we associate a map Φξ : B → B defined by
Φξ(A) =
∫
X
e−ikqAeikqξ(k)dk.
Clearly Φξ is linear and norm continuous, in fact ‖Φξ(A)‖ ≤ ‖ξ‖L1‖A‖. It is also clear
that Φξ(Aϕ(q)) = Φξ(A)ϕ(q) and Φξ(ϕ(q)A) = ϕ(q)Φξ(A) if ϕ ∈ L∞(X).
Let us writeA ∈ Cu(q) if the second condition in (2.2) is satisfied. Since e−iaqΦξ(A)eiaq =
Φξ(e
−iaqAeiaq) we obviously have A ∈ Cu(q) ⇒ Φx(A) ∈ Cu(q). Then by using the
relation eiape−ikq = e−ikae−ikqeiap we get
(eiap − 1)Φξ(A) =
∫
X
e−ikq(eiap − 1)Aeikqξ(k)dk
+
∫
X
(e−ika − 1)e−ikqeiapAe−ikqξ(k)dk
so that
‖(eiap − 1)Φξ(A)‖ ≤ ‖(eiap − 1)A‖‖ξ‖L1 + ‖A‖
∫
X
|e−ika − 1| |ξ(k)|dk.
Note also thatΦξ(A)
∗ = Φξ(A
∗). Thus we see that ifA satisfies the first condition in (2.2)
then Φξ(A) satisfies it too. So, we proved that Φξ leaves E invariant.
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Nowwe prove that if the Fourier transform ξˆ of ξ has compact support thenΦξ(A) is a con-
trolled operator, for anyA ∈ B. The next computation is slightly formal but easy to justify
[10, Prop. 4.11]. If ϕ, ψ are bounded continuous functions then ϕ(q) =
∫
X ϕ(x)E(dx)
where E is the spectral measure of the observable q and similarly for ψ. Then
ϕ(q)Φξ(A)ψ(q) =
∫
X
ϕ(q)e−ikqAeikqψ(q)ξ(k)dk
=
∫
X3
ϕ(x)e−ikxE(dx)AE(dy)eikyψ(y)ξ(k)dk
=
∫
X2
ϕ(x)ψ(y)ξˆ(x− y)E(dx)AE(dy).
So if ξˆ(z) = 0 for |z| > R and if the distance between the supports of ϕ and ψ is> R then
ϕ(q)Φξ(A)ψ(q) = 0, hence Φξ(A) is a controlled operator.
Let us fix a positive function ξ such that
∫
X ξ(k)dk = 1 which is the Fourier transform of
a function with compact support. For ε > 0 we set ξε(k) = ε
−dξ(k/ε), function whose
Fourier transform is x 7→ ξˆ(εx) which is also of compact support. If we setΦε = Φξε then
Φε(A) =
∫
X
e−ikqAeikqξε(k)dk =
∫
X
e−iεkqAeiεkqξ(k)dk
hence clearly limε→0 Φε(A) = A in norm if A ∈ Cu(q). 
Proposition 2.4. If A ∈ E then A ∈ K if and only if limx→∞ ‖A1Bx‖ = 0.
Proof. IfA ∈ K then limx→∞ ‖A1Bx‖ = 0 is true ifA has rank 1, hence ifA is compact.
Reciprocally, let A ∈ E such that limx→∞ ‖A1Bx‖ = 0 and let Aε be as in Lemma 2.3.
Since ‖Aε − A‖ → 0 as ε → 0 it suffices to show that Aε is compact. The operator Aε
belongs to E and is controlled. Moreover, if θ ∈ C0(X) thenAεθ(q−x) = Φε(Aθ(q−x))
hence ‖Aεθ(q − x)‖ ≤ ‖Aθ(q − x)‖ by Lemma 2.3 and so limx→∞ ‖Aεθ(q − x)‖ = 0
by Lemma 2.2 hence limx→∞ ‖Aε1Bx‖ = 0 by the same lemma. Since Aε ∈ E the
operators θ(q)Aε and Aεθ(q) are compact if θ ∈ Cc(X). Thus, due to [9, Lem. 3.8], Aε
is a compact operator. The quoted lemma says that limr→∞ ‖Aεφr‖ = 0 holds because
limx→∞ ‖Aε1Bx‖ = 0 andAε is controlled. Then we get compactness by Lemma 2.1. 
3. PROOF OF THEOREM 1.6.
The algebra A has no unit and its unitization may be identified with the C∗-subalgebra
A1 = A + C ⊂ B. Then the map Φ introduced in (1.11) extends to a unital morphism
A1 →
∏
κ∈A† B, that we also denote Φ, and the kernel of this extension is K . If S =
A − λ with A ∈ A and λ ∈ C then Sx = eixpSe−ixp = eixpAe−ixp − λ hence the
map x 7→ Sx ∈ B extends to a continuous map σ(A) ∋ χ 7→ Sχ ∈ Bloc and we have
Sχ = Aχ − λ for all χ ∈ σ(A). Thus the extended Φ is given by the same formula
Φ(S) = (Sκ)κ∈A† for S ∈ A1.
Let Ŝ be the quotient of S in B/K . Then S is Fredholm if and only if Ŝ is invertible in
B/K . If S ∈ A1 then this happens if and only if Φ(S) is invertible in
∏
κ∈A† B, hence
S ∈ A1 is Fredholm⇔
{
Sκ is invertible in B ∀κ ∈ A†
and supκ∈A†‖S−1κ ‖ <∞.
(3.1)
On the other hand, the relation (1.14) is equivalent to
C \ Spess(A) =
⋂
κ∈A†
(
C \ Sp(Aκ)
)
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which means that we have λ /∈ Spess(A) if and only if Aκ − λ is an invertible operator in
B for all κ ∈ A†. Thus, with the notation S = A− λ, (1.14) says
S is Fredholm ⇔ Sκ is invertible in B ∀κ ∈ A†. (3.2)
So to prove the theorem we have to show that the second condition (3.1) is automatically
satisfied. To summarize, we have to prove
S ∈ A1 and Sκ invertible ∀κ ∈ A† =⇒ supκ∈A†‖S−1κ ‖ <∞. (3.3)
Following [20] we set ν(T )
.
= inf‖u‖=1 ‖Tu‖ if T is a bounded operator in a Hilbert
space. If T is bijective then ν(T ) = ‖T−1‖−1. Thus the relation sup
κ∈A† ‖S−1κ ‖ <∞ is
equivalent to infκ∈A† ν(Sκ) > 0. Hence (3.3) follows from
∀S ∈ A1 ∃ω ∈ A† such that infκ∈A† ν(Sκ) = ν(Sω). (3.4)
because in our case Ŝ is invertible, so we know that Sκ is invertible ∀κ ∈ A†. We will
prove (3.4) by adapting the ideas of the papers [20, 30] to the Euclidean context.
If L ∈ B then localized versions of ν(L) are defined as follows. Let Ω ⊂ X open and
0 < θ ≤ ∞. We assume (here and later) that Ω is not empty, so L2(Ω) is a closed not
trivial subspace of L2(X), and we set
ν(L|Ω) = inf{‖Lu‖ | u ∈ L2(Ω), ‖u‖ = 1},
νθ(L|Ω) = inf{‖Lu‖ | u ∈ L2(Ω), diam(suppu) < θ, ‖u‖ = 1}.
We have ν(L|Ω) = ν∞(L|Ω) because the functions with compact support are dense in
L2(Ω). Moreover, one may easily check the relations:
νθ′(L|Ω′) ≤ νθ′′(L|Ω′′) if θ′ ≥ θ′′,Ω′ ⊃ Ω′′, (3.5)
νθ(e
iapLe−iap|Ω) = νθ(L|a+Ω) ∀a ∈ X. (3.6)
Let us denote ρ(L) the lower bound of the numbers r such that 〈u|Lv〉 = 0 if the distance
between the supports of u and v is > r. Then L is called controlled if ρ(L) < ∞. This
means that there is r > 0 such that 〈u|Lv〉 = 0whenever the distance between the supports
of u and v is larger than r [26, pp. 67, 69].
The proofs of the next two lemmas closely follow those of Proposition 7.6 and Corollary
7.10 from [30].
Lemma 3.1. For any ε > 0, r > 0, ℓ <∞ there is θ > 0 such that ∀Ω ⊂ X open
νθ(L|Ω) ≤ ν(L|Ω) + ε if L ∈ B with ‖L‖ ≤ ℓ and ρ(L) ≤ r.
Proof. X = Rd has the metric sparsification property, for example because it has finite
asymptotic dimension [3]; see also [23, 26]. To state this in precise terms we introduce a
notation and a notion. We denoteM(X) the set of finite positive measure onX . Then let
R > 0 a real number; a closed subset Y ⊂ X will be called R-sparse if it can be written
as a union Y =
⋃
i∈IYi with dist(Yi, Yj) ≥ R if i 6= j and supi diam(Yi) < ∞. Clearly
each Yi will also closed. Then, by taking into account [3, Prop. 3.3], we have:
c < 1, R > 0, µ ∈M(X)⇒ ∃Y = R-sparse set with µ(Y ) ≥ cµ(X). (3.7)
In the Definition 3.1 from [3] the set Y is only assumed Borel but it is easy to check that
its closure will have the same properties. We choose c, R such that
1/2 < c < 1, 6ℓ(c−1 − 1)1/2 < ε, R > 2r. (3.8)
Now let u ∈ L2(Ω) with ‖u‖ = 1 and ‖Lu‖ < ν(L|Ω) + ε/4. Define the measure µ
by µ(A) =
∫
A |u(x)|2dx. Finally, let Y as in (3.7) and choose any θ > supi diam(Yi).
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Denote 1Y the characteristic function of Y and 1
′
Y = 1− 1Y the characteristic function of
X \ Y . If uY = 1Y u then
‖Lu− LuY ‖2 ≤ ‖L‖2‖1′Y u‖2 = ‖L‖2µ(X \ Y ) ≤ ‖L‖2(1− c)µ(X) = (1− c)‖L‖2
hence ‖LuY ‖ ≤ ‖Lu‖+ ℓ(1− c)1/2. Set ui = 1Yiu, so LuY =
∑
i Lui and the functions
Lui have disjoint supports, hence ‖LuY ‖2 =
∑
i ‖Lui‖2. We keep only the terms with
ui 6= 0 in this sum and write
‖LuY ‖2 =
∑
i‖Lui‖2/‖ui‖2 · ‖ui‖2 ≥ infi ‖Lui‖2/‖ui‖2
∑
j ‖uj‖2
and since we also have
∑
j ‖uj‖2 = ‖uY ‖2 ≥ c‖u‖2 = c we get
infi ‖Lui‖/‖ui‖ ≤ c−1/2‖Lu‖+ ℓ(c−1 − 1)1/2
≤ ‖Lu‖+ ℓ(c−1/2 − 1 + (c−1 − 1)1/2).
If a = c−1 then from (3.8) we get 1 < a < 2 and
a− 1 + (a2 − 1)1/2 = (a− 1)1/2((a− 1)1/2 + (a+ 1)1/2)
< (a− 1)1/2(1 +√3) < 3(a− 1)1/2 < ε/2ℓ.
Thus infi ‖Lui‖/‖ui‖ ≤ ‖Lu‖ + ε/2. Choose i such that ‖Lui‖/‖ui‖ ≤ ‖Lu‖ + 3ε/4
and denote v = ui/‖ui‖ ∈ L2(Ω). Then suppv ⊂ Yi which has diameter< θ and we have
‖Lv‖ ≤ ν(L|Ω) + ε by the choice of u. Hence νθ(L|Ω) ≤ ν(L|Ω) + ε. 
Lemma 3.2. If S ∈ A1 and ε > 0 then there is θ > 0 such that
νθ(Sκ |Ω) ≤ ν(Sκ |Ω) + ε ∀κ ∈ A† and ∀Ω ⊂ X open.
Proof. We have S = A − λ with A ∈ A and λ ∈ C . The subset of A consisting of
controlled operators is dense in A : indeed, it contains the linear subspace generated by
the operators ϕ(q)ψ(p) with ϕ ∈ A and Fψ ∈ Cc(X). So there is a controlled operator
T ∈ A + C such that ‖S − T ‖ < ε. This clearly implies ‖Sκ − Tκ‖ < ε for all κ ∈ A†.
Moreover, ρ(Tκ) ≤ ρ(T ) because if r > ρ(T ) and dist(suppu, suppv) > r then for
each x ∈ X we also have dist(supp(eixpu), supp(eixpv)) > r hence 〈u|Txv〉 = 0 so by
passing to the limit in the direction κ we get 〈u|Tκv〉 = 0, so ρ(Tκ) ≤ r. Since we also
have ‖Tκ‖ ≤ ‖T ‖ ≤ ‖S‖+ ε, we may use Lemma 3.1 and find θ > 0 such that
νθ(Tκ |Ω) ≤ ν(Tκ|Ω) + ε ∀κ ∈ A† and ∀Ω ⊂ X.
Finally, from ‖Sκ − Tκ‖ < ε we obviously get |νθ(Sκ |Ω)− νθ(Tκ |Ω)| ≤ ε and similarly
for the ν(· |Ω) quantities. Thus νθ(Sκ |Ω) ≤ ν(Sκ |Ω) + 3ε ∀κ ∈ A† and ∀Ω ⊂ X . 
In the proof of the next lemma we use an argument from the proof of Theorem 8 in [20].
Let B(r) = {x ∈ X | |x| < r} be the open ball of center 0 and radius r in X . If S ∈ B
then the operators Sa = e
iapSe−iap are called translations of S.
Lemma 3.3. Let S ∈ B and n > 0 integer. For 1 ≤ i ≤ n let εi, θi > 0 such that
νθi(S|Ω) < ν(S|Ω) + εi ∀Ω ⊂ X open ball. (3.9)
Then there is a translate T of S such that for all 1 ≤ m ≤ n
ν(T |B(∑1≤i≤mθi + θm)) < ν(S) + εm + · · ·+ εn. (3.10)
Proof. To simplify the writing, in this proof we set Va = e
iap. We begin with two remarks
which will be used in the next argument. First, due to (3.6), the estimate (3.9) is also
satisfied by any translate of S. Then, if v is a function with diam(suppv) < θ and if
a ∈ suppv then suppVav ⊂ B(θ) because suppVav = suppv − a.
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Denote (ε′i) a permutation of the numbers (εi) (we shall specify it later on) and let (θ
′
i) be
the corresponding numbers defined as in (3.9). Set S0 = S and θ
′
0 =∞. Let us prove that
there are translations S1, . . . , Sn of S such that
Si = VxiSi−1V
∗
xi with |xi| < θ′i−1 and ν(Si|B(θ′i)) < ν(S) + ε′1 + · · ·+ ε′i. (3.11)
From (3.9) we get νθ′
1
(S) < ν(S) + ε′1 hence there is v ∈ L2(X) with ‖v‖ = 1 and
diam(suppv) < θ′1 such that ‖Sv‖ < ν(S) + ε′1. If x1 ∈ suppv and u1 = Vx1v then
suppu1 ⊂ B(θ′1) so if we set S1 = Vx1SV ∗x1 then
‖S1u1‖ < ν(S) + ε′1 hence ν(S1|B(θ′1)) < ν(S) + ε′1.
Thus S1 has been constructed. Assume that S1, . . . , Si have been constructed with i < n
and let us construct Si+1. From (3.9) and the induction assumption (3.11) we get
νθ′i+1(Si|B(θ′i)) < ν(Si|B(θ′i)) + ε′i+1 < ν(S) + ε′1 + · · ·+ ε′i + ε′i+1.
So there is unit vector v ∈ L2(X) with suppv ⊂ B(θ′i) and diam(suppv) < θ′i+1 such
that ‖Siv‖ < ν(S) + ε′1 + · · ·+ ε′i+1. Let xi+1 ∈ suppv and let us denote ui+1 = Vxi+1v
and Si+1 = Vi+1SiV
∗
i+1. Then |xi+1| < θ′i, suppui+1 ⊂ B(θ′i+1), and
‖Si+1ui+1‖ < ν(S)+ε′1+· · ·+ε′i+1 hence ν(Si+1|B(θ′i+1)) < ν(S)+ε′1+· · ·+ε′i+1.
This proves the existence of operators S1, . . . , Sn verifying (3.11).
Next, starting with Sn = VxnSn−1V
∗
xn then replacing Sn−1 by Vxn−1Sn−2V
∗
xn−1 and so
on, we get Sn = VyiSiV
∗
yi with yi = xn+· · ·+xi+1. Then in (3.11) we use Si = V ∗yiSnVyi
and by taking into account the relation (3.6) we get
ν(Sn|B(θ′i)− yi) = ν(V ∗yiSnVyi |B(θ′i)) = ν(Si|B(θ′i)) < ν(S) + ε′1 + · · ·+ ε′i.
Since |yi| ≤ |xn|+ · · ·+ |xi+1| < θ′i + · · ·+ θ′n−1 we have
B(θ′i)− yi ⊂ B(θ′i + |yi|) ⊂ B(2θ′i + · · ·+ θ′n−1) ⊂ B(2θ′i + · · ·+ θ′n)
hence
ν(Sn|B(2θ′i + · · ·+ θ′n)) < ν(S) + ε′1 + · · ·+ ε′i.
If we take ε′k = εn−k+1 and θ
′
k = θn−k+1 we get
ν(Sn|B(2θn−i+1 + · · ·+ θ1)) < ν(S) + εn + · · ·+ εn−i+1
hence (3.10) is satisfied with T = Sn. 
Lemma 3.4. For each S ∈ A1 the set S = {Sκ | κ ∈ A†} is a compact stable under
translations subset of Bloc.
Proof. As explained at the beginning of Section 3, the map χ 7→ Sχ is a continuous
function σ(A) → Bloc. Since A† is a compact subset of σ(A) it follows that the set S
is compact in Bloc. To prove the invariance under translations, it suffices to note that if
a ∈ X and κ ∈ A† then τa(Sκ) = τaτκ(S) = τa+κ(S) and a+ κ ∈ A† (page 4). 
Lemma 3.5. For each S ∈ A1 there is ω ∈ A† such that infκ∈A† ν(Sκ) = ν(Sω).
Proof. Let {εi}i≥0 be a sequence of strictly positive numbers such that
∑
i εi < ∞ and
let us set ηm =
∑
i≥m εi. By Lemma 3.2, there is a sequence of numbers θi such that
νθi(Sκ |Ω) ≤ ν(Sκ |Ω) + εi ∀κ ∈ A†, ∀ i, and ∀Ω ⊂ X open.
Then choose a sequence of points ωn ∈ A† such that limn ν(Sωn) = infκ∈A† ν(Sκ). To
simplify notations we set Sn = Sωn , so limn ν(Sn) = infκ∈A† ν(Sκ). Now we apply
Lemma 3.3 to the operator Sn which satisfies the preceding inequality for 0 ≤ i ≤ n. If
we set ζm =
∑
1≤i≤m θi + θm we see that there is a translate Tn of Sn such that
ν(Tn|B(ζm)) < ν(Sn) + ηm ∀ 0 ≤ m ≤ n.
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Lemma 3.4 implies that the sequence {Tn} has a subsequence {Tnk} convergent in Bloc
to some Sω with ω ∈ A†. We have
ν(Tnk |B(ζm)) < ν(Snk) + ηm ∀ 0 ≤ m ≤ nk
and limk Tnk1B(ζm) = Sω1B(ζm) in norm by the definition of the local norm topology.
This implies limk ν(Tnk |B(ζm)) = ν(Sω |B(ζm)). But limk ν(Snk) = infκ∈A† ν(Sκ) by
our initial choice, hence we obtain
ν(Sω) ≤ ν(Sω |B(ζm)) ≤ inf
κ∈A†
ν(Sκ) + ηm
for anym. Makingm→∞we get ν(Sω) ≤ infκ∈A† ν(Sκ)which finishes the proof. 
4. APPLICATIONS.
This section is devoted to applications of Theorem 1.6 in the context of differential opera-
tors. In §4.1 we develop some tools which allow one to extend Theorem 1.6 to unbounded
not necessarily self-adjoint operators. Then in §4.2 we consider singular elliptic differen-
tial operators affiliated to E . In [15] one may find many other examples of algebras A and
in each of these examples our Theorem 1.6 can be applied and gives a significant improve-
ment of the results. For example, if X = Rd, the condition that H be a normal operator in
Proposition 6.3 or Theorems 6.13 and 6.27 from [15] is eliminated. Note that in these three
examples we have been able to show there, by ad hoc arguments, that the union is already a
closed set, but the non normal case was clearly not accessible. The C∗-algebra involved in
Theorem 6.27 in [15] is the “usual”N -body algebra, i.e. the smallest C∗-algebra to which
theN -body Hamiltonians with 2-body interactions tending to zero at infinity are affiliated.
But for the larger C∗-algebra generated by N -body Hamiltonians with asymptotically ho-
mogeneous 2-body interactions introduced in [16] both questions (closedness of the union
and not normal case) remained open; they are solved in §4.3.
4.1. Unbounded operators. We extend here to non self-adjoint operators the notion of
affiliation to C∗-algebras developed in [1, 5] and references therein.
For physical and technical reasons we are forced to consider non densely defined self-
adjoint operators. In fact, even in the simplest physically interesting case of operators of
the form H = p2 + v on L2(R) with v a positive unbounded function some localizations
at infinity are not densely defined operators, cf. §4.2.8.
There are three natural ways of viewing self-adjoint operators affiliated to a C∗-algebraC :
as morphismsC0(R)→ C , as resolvents, or as usual self-adjoint operators living in closed
subspaces of H [1, §8.1.2]. If we think of H as the Hamiltonian of a quantum system, the
morphism point of view is the most natural one, but it has not an obvious extension to non
self-adjoint operators. So we shall treat the non self-adjoint case by using the resolvent
approach. Under a supplementary condition which suffices in our applications we will also
define an associated operator which lives in a closed subspace ofH.
4.1.1. Closed operators. To justify later definitions, we recall some facts concerning a
closed operatorH acting inH. LetD(H) be its domain equipped with the graph topology.
Its resolvent set is Ω(H) = {z ∈ C | H − z : D(H) → H is bijective} and its resolvent
is the map R : z 7→ (H − z)−1 with domain Ω(H). Let Rza .= (H − z)R(a) =
1− (z − a)R(a) for a ∈ Ω(H) and z ∈ C; this is a bijective mapH → H if a, z ∈ Ω(H).
The spectrum of H is the set Sp(H) = C \ Ω(H) and the essential spectrum of H is
defined as the essential spectrum of the continuous operator H : D(H) → H, i.e. the set
of numbers λ such thatH−λ : D(H)→ H is not Fredholm. So λ ∈ Spess(H)means that
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either λ is an eigenvalue of infinite multiplicity ofH or the range ofH − λ is not of finite
codimension inH. If a ∈ Ω(H) then we have the following spectral mapping theorem:
Sp(H) = {λ ∈ C | (λ− a)−1 ∈ Sp(R(a))}, (4.1)
Spess(H) = {λ ∈ C | (λ− a)−1 ∈ Spess(R(a))}. (4.2)
H is affiliated to a C∗-algebra C of operators on H if its resolvent set is not empty and
(H − z)−1 ∈ C for some, hence all, z ∈ Ω(H) (cf. the text just above Theorem 4.1).
4.1.2. Resolvents. We call resolvent1 any map R : Ω → B(H) with Ω ⊂ C not empty
satisfying R(a)−R(b) = (a− b)R(a)R(b) for all a, b ∈ Ω. Equivalently:
(1− (b − a)R(a))(1 − (a− b)R(b)) = 1 ∀a, b ∈ Ω. (4.3)
If we denote Rza = 1 − (z − a)R(a) for a ∈ Ω and z ∈ C then the preceding condition
may be written RabRba = 1 ∀a, b ∈ Ω. Equivalently, Rab is invertible and R−1ab = Rba
if a, b ∈ Ω. One may easily check that for such a, b we have RzaRab = Rzb ∀z ∈ C.
Moreover, we clearly have R(z) = R(a)Raz = R(a)R
−1
za if a, z ∈ Ω.
R is called maximal if there is no resolvent which extends R to a strictly larger domain.
Fix some a ∈ Ω. According to [17, Th. 5.8.6], each resolvent R has a unique maximal
extension, the domain of this extension is the open set consisting of all z ∈ C such that
Rza is invertible, and the value of the extension at such a z is R(a)R
−1
za (the proof is easy
by the comments above). We keep the notation R for the maximal extension of R.
Following [7, §5], we define the spectrum of the resolvent R as the complement of the
domain of its maximal extension, in other terms
Sp(R) = {z ∈ C | Rza : H → H is not bijective}. (4.4)
Then the essential spectrum of R is the subset of the spectrum defined by
Spess(R) = {z ∈ C | Rza : H → H is not Fredholm}. (4.5)
These definitions are independent of the choice of a: if, for example,Rza is Fredholm then
Rzb = RzaRab is Fredholm too becauseRab is invertible. Then by taking into account the
expression of Rza we get for any a ∈ Ω
Sp(R) = {z ∈ C | (z − a)−1 ∈ Sp(R(a))}, (4.6)
Spess(R) = {z | (z − a)−1 ∈ Spess(R(a))}. (4.7)
Clearly R is a restriction of the resolvent of a closed operatorH as in §4.1.1 if and only if
R(z) : H → H is injective for some, hence for all, z ∈ Ω. Then from (4.1) and (4.2) we
get Sp(R) = Sp(H) and Spess(R) = Spess(H).
Now let C be a C∗-algebra of operators onH andR : Ω→ B(H) a resolvent. We say that
R is affiliated to C if R is C -valued, i.e. R(z) ∈ C ∀z ∈ Ω. Note that for this it suffices
that R(a) ∈ C for some a ∈ Ω. Indeed, then Rza ∈ C + C hence its inverse Raz also
belongs to C + C so R(z) ∈ C . Notice that if π : C → D is a morphism from C to a
C∗-algebra D then π ◦R will be a resolvent affiliated to D .
Theorem 4.1. Let A be as in §1.2 and let R : Ω→ A be a resolvent. Then for any z ∈ Ω
and any κ ∈ A† the limit limx→κ eixpR(z)e−ixp .= Rκ(z) exists locally in norm and
defines a resolvent Rκ : Ω→ E . We have
Spess(R) =
⋃
κ∈A†Sp(Rκ). (4.8)
1 The usual terminology is “pseudo-resolvent” but in our context, and especially in the case of self-adjoint
operators, it is unnatural to emphasize the distinction between densely and non densely defined operators.
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Proof. The existence of the limit and the fact that Rκ is a resolvent affiliated to E are
consequences of Theorem 1.4. Then Spess(R(a)) =
⋃
κ∈A†Sp(Rκ(a)) for any a ∈ Ω by
Theorem 1.6. The relation (4.8) follows from (4.6) and (4.7). 
4.1.3. Regular resolvents. Our next purpose is to express Theorem 4.1 in terms of an op-
erator H such that R(z) = (H − z)−1 in a generalized sense. As we already mentioned,
even if we assume that R is the resolvent of an operator as in §4.1.1, the resolvents Rκ
will in general not be resolvents of operators in this sense and we need this generalization
to treat them.
Consider a resolvent R : Ω → B(H). Then the subspace R(z)H is independent of z and
we denote HR its closure. The closed subspace NR = kerR(z) is also independent of z.
AndR is a restriction of the resolvent of a closed operator if and only ifNR = {0} and this
operator is densely defined if and only if HR = H. We say that R is a regular resolvent if
∃zn ∈ Ω with |zn| → ∞ such that ‖znR(zn)‖ ≤ const. (4.9)
If R is a regular resolvent affiliated to a C∗-algebra C and if π : C → D is a morphism,
then π ◦R is regular and affiliated to D . The following fact has been proved in [18].
Lemma 4.2. If R is a regular resolvent thenHR ∩ NR = {0} andH = HR +NR.
In particular: if R is regular andNR = {0} then there is a closed densely defined operator
H in H such that R(z) = (H − z)−1 for all z ∈ Ω.
SinceR(z)HR ⊂ HR for any z ∈ Ω, the restrictionsR◦(z) = R(z)|HR define a resolvent
inHR and the range of R◦(z) is dense inHR. If R is regular then R◦ satisfies (4.9) hence
is regular, so there is a closed densely defined operatorH in the Hilbert spaceHR such that
R◦(z) = (H − z)−1 for all z ∈ Ω. Obviously the domain of H is D(H) = R(z)H and
we may, and we shall, think ofH as a closed operator inH such thatHD(H) is contained
in the closure HR of D(H) in H. We say that H is the operator associated to the regular
resolvent R. Note that the resolventR is not completely defined by its associated operator
H , one must also specify a closed subspaceNR supplementary toHR = D(H).
Example 4.3. The operator associated to the resolvent R = 0 with domain Ω = C is
denotedH =∞. We haveD(H) = {0} and σ(H) = ∅.
Lemma 4.4. Let R be a regular resolvent and H the operator associated to it. Denote
Sp(H) and Spess(H) the spectrum and the essential spectrum ofH considered as operator
in the Hilbert spaceHR. Then Sp(R) = Sp(H) and Spess(R) = Spess(H).
Proof. We have already shown this in caseNR = {0}, so we may assumeNR is not trivial.
Relatively to the topological direct sum (but not orthogonal in general) decomposition
H = HR ⊕ NR we have R(z) = R◦(z) ⊕ 0. As mentioned after (4.6) and (4.7) we
have Sp(R◦) = Sp(H) and Spess(R
◦) = Spess(H). Clearly Rza = R
◦
za ⊕ 1 hence
Rza : H → H is bijective if and only ifR◦za : HR → HR is bijective, so Sp(R) = Sp(R◦).
We also have ker(Rza) = ker(R
◦
za) ⊕ {0} and RzaH = R◦zaHR ⊕ NR hence Rza is
Fredholm if and only if R◦za is Fredholm, so Spess(R) = Spess(H). 
LetR be a regular resolvent affiliated to A and letH be the operator associated to it. IfRκ
is as in Theorem 4.1 then Rκ is a regular resolvent affiliated to E and we denote Hκ the
operator associated to it. Then the relation u-limx→κ e
ixpHe−ixp = Hκ is an abbreviation
for “limx→κ e
ixpR(z)e−ixp
.
= Rκ(z) locally in norm for any z ∈ Ω,κ ∈ A†”. Then
according to Theorem 4.1 and Lemma 4.4 we have
Spess(H) =
⋃
κ∈A†Sp(Hκ). (4.10)
16 V. GEORGESCU
4.1.4. Self-adjoint resolvents. Finally, let us summarize these results in the self-adjoint
case (see [1, §8.1.2] for detailed proofs). A resolvent R is called self-adjoint if Ω is stable
under conjugation and R(z)∗ = R(z¯) ∀z ∈ Ω. This implies NR = H⊥R . Then there is
a unique morphism Φ : C0(R) → B(H) such that Φ(rz) = R(z) for all z ∈ Ω, where
rz(λ) = (λ − z)−1 for λ ∈ R. The map R 7→ Φ is a bijective correspondance between
self-adjoint resolvents on H and morphisms C0(R) → B(H). A self-adjoint resolvent is
clearly regular and the operator associated to it is a densely defined self-adjoint operator in
the Hilbert spaceHR.
Let us call observable on H any densely defined self-adjoint operator acting in a closed
subspace of H. The map R 7→ H is a bijective correspondance between self-adjoint
resolvents onH and observables onH. Thus we may identify observablesH , self-adjoint
resolvents R, and morphisms Φ. An observable is affiliated to C if R is affiliated to C , or
if Φ : C0(R)→ C .
If H is an observable affiliated to A then u-limx→κ e
ixpΦ(u)e−ixp = Φκ(u) exists for
any u ∈ C0(R), by the Stone-Weierstrass theorem. Now if we apply the preceding results
with A = E we get:
Theorem 4.5. Let H be an observable on L2(X) such that for some number z in its
resolvent set its resolvent R(z) = (H − z)−1 satisfies
lim
a→0
‖(eiap − 1)R(z)‖ = 0 and lim
a→0
‖[eiaq, R(z)]‖ = 0. (4.11)
Then for any κ ∈ X† the limit u-limx→κ eixpHe−ixp .= Hκ exists and
Spess(H) =
⋃
κ∈X†Sp(Hκ). (4.12)
4.2. Differential operators. We now present some applications of the abstract results
from §1.5 and §4.1 to differential operators emphasising those of interest in quantum me-
chanics. In fact all we have to do is to give examples of operators affiliated to the algebra
A and which are of some independent interest. In the maximal case A = E this is easy
because the conditions of affiliation to E are very explicit and easy to check. For other
A one may use the perturbative affiliation criteria developed in [5], see for example The-
orems 2.5 and 2.8 there (these results can be extended to non self-adjoint operators in a
rather obvious way, but we shall not discuss this topic here). For some A there are criteria
of affiliation of the same nature as in the case of E , e.g. [16, Th. 5.2].
4.2.1. Non self-adjoint operators. We consider first a class of non self-adjoint differential
operators affiliated to E . For simplicity of the presentation we consider only relatively
bounded perturbations of the Laplacian, the extension to more general operators requires
more formalism [15, §6.6]. More singular operators will be treated in the self-adjoint case.
We recall a general fact. Let H be a Hilbert space and G a dense subspace equipped with
a Hilbert structure such that the embedding G →֒ H is continuous. We identify the adjoint
space H∗ = H via the Riesz isomorphism and then embed G →֒ H →֒ G∗ as usual.
The operator T̂ in H associated to, or induced by, T ∈ B(G,G∗) is the restriction of T to
T−1(H) = {u ∈ G | Tu ∈ H} considered as operator inH. If z ∈ C then T̂ − z = T̂ −z.
One may easily check that if there is z such that T − z : G → G∗ is bijective then T̂ is a
densely defined closed operator inH such that z belongs to its resolvent set and T̂ ∗ = T̂ ∗ .
From now on, unless otherwise explicitly stated, we take H = L2(X) with norm ‖ · ‖ and
for real s we denoteHs ≡ Hs(X) the usual Sobolev space with norm ‖ · ‖s.
Consider an operator V ∈ B(H1,H−1) such that ℜV ≥ −µ∆ − ν as forms on H1 for
some numbers µ, ν with µ < 1; here ℜV = (V + V ∗)/2. Then∆+ V : H1 → H−1 is a
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continuous operator whose adjoint is∆+ V ∗ : H1 → H−1. If u ∈ H1 and λ > ν then
ℜ〈u|(∆ + V + λ)u〉 ≥ 〈u|[(1− µ)∆ + (λ− ν)]u〉 ≥ c‖u‖21 (4.13)
for a constant c > 0. This implies c‖u‖1 ≤ ‖(∆+V +λ)u‖−1 and the same estimate with
V replaced by V ∗. Hence∆+V +λ : H1 → H−1 is bijective if λ > ν so the operatorH
associated to ∆+ V in H is closed, densely defined, the half-line ] −∞,−ν[ is included
in the resolvent set ofH , andH∗ is the operator induced by∆+V ∗ inH. Moreover from
(4.13) we get for u ∈ D(H)
(λ − ν)‖u‖2 ≤ ℜ〈u|(∆ + V + λ)u〉 ≤ ‖u‖‖(∆+ V + λ)u‖
hence the resolvent ofH satisfies (λ − ν)‖R(−λ)‖ ≤ 1 for λ > ν, so is regular.
Theorem 4.6. Let V ∈ B(H1,H−1) such that lima→0 ‖[eiaq, V ]‖H1→H−1 = 0 and
ℜV ≥ −µ∆ − ν with µ < 1. Then the operator H in H associated to ∆ + V is af-
filiated to E hence Spess(H) = ∪κ∈X†Sp(Hκ).
Proof. We are here in the setting of §4.1.3 and the formula for the essential spectrum has
to be interpreted as in (4.10). We just have to prove that H is affiliated to E and for this it
suffices to show that for some λ > ν
lim
a→0
‖(eiap − 1)R(λ)‖ = 0 and lim
a→0
‖[R(λ), eiaq]‖ = 0. (4.14)
According to (1.2) we should also prove that the first condition above is satisfied withR(λ)
replaced by R(λ)∗, but this is obvious here because R(λ)∗ is the resolvent of the operator
H∗ which involves V ∗ and V ∗ satisfies the same conditions as V . The first condition in
(4.14) is satisfied because the range ofR(λ) is included inH1. For the second one we note
thatH1 is stable under eiaq so if we denote ‖ · ‖B the norm in B(H−1,H1) then
‖[eiaq, R(λ)]‖B = ‖R(λ)[V, eiaq]R(λ)‖B ≤ ‖R(λ)‖2B · ‖[V, eiaq]‖H1→H−1 .
Thus ‖[eiaq, R(λ)]‖B → 0 which is more than needed. 
Under stronger conditions on V we have a more explicit description of the operatorsHκ .
We will say that a function V : X → C is ∆-small if V is locally integrable and for each
µ > 0 there is ν such that |V | ≤ µ∆+ ν. Also, a symmetric operator S : H1 → H−1 is
∆-small if for each µ > 0 there is ν such that ±S ≤ µ∆+ ν.
Theorem 4.7. Let V : X → C be ∆-small. Then limx→κ V (x + q) .= Vκ exists in the
strong topology in B(H1,H−1) for each κ ∈ X†, the operators ℜVκ : H1 → H−1 are
∆-small, andHκ is the operator in H associated to∆+ Vκ : H1 → H−1.
Proof. If W is the real or imaginary part of V then W is ∆-small hence by Proposition
6.33 from [15] the translates W (x + q) of the operator W (q) ∈ B(H1,H−1) converge
strongly to some Wκ ∈ B(H1,H−1) hence the same holds for the translates V (x + q).
Obviously an estimate like ±ℜV (x + q) ≤ µ∆ + ν remains valid in the limit x → κ,
hence ℜVκ : H1 → H−1 is ∆-small. If Kκ is the operator in H associated to ∆+ Vκ , it
remains to prove thatKκ = Hκ . Fix µ < 1 and let ν such that |V | ≤ µ∆+ ν. Clearly, if
λ > ν then −λ is in the resolvent set of Kκ and of Hx = eixpHe−ixp = ∆+ Vx for any
x ∈ X , where Vx = V (x+ q). Then
(∆ + Vx + λ)
−1 − (∆ + Vκ + λ)−1 = (∆ + Vx + λ)−1(Vκ − Vx)(∆ + Vκ + λ)−1
holds in B(H−1,H1), hence for u ∈ H−1 we have
‖((∆ + Vx + λ)−1 − (∆ + Vκ + λ)−1)u‖1
≤ ‖(∆ + V + λ)−1‖B‖(Vκ − Vx)(∆ + Vκ + λ)−1u‖−1
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where ‖·‖B is the norm inB(H−1,H1). The last factor above converges to zero as x→ κ
hence (∆+Vx+λ)
−1 → (∆+Vκ+λ)−1 strongly inB(H−1,H1), which clearly implies
(Hx + λ)
−1 → (Kκ + λ)−1 strongly in B(H). But limx→κ eixpR(−λ)e−ixp = Rκ(−λ)
locally in norm, hence Rκ(−λ) = (Kκ + λ)−1. ThusHκ = Kκ . 
4.2.2. Affiliation criteria. We discuss here general conditions which ensure the affiliation
to E of self-adjoint operators [15, §4.2] and in the next paragraphs give some concrete
examples. In each of these cases one may use Theorem 4.5.
Recall that a self-adjoint operator H on H ≡ L2(X) is affiliated to E if and only if for
some z /∈ Sp(H) the operator R(z) = (H − z)−1 satisfies
lim
a→0
‖(eiap − 1)R(z)‖ = 0 and lim
a→0
‖e−iaqR(z)eiaq −R(z)‖ = 0. (4.15)
The first condition above is equivalent to the existence of a continuous function φ : X → R
with limx→∞ φ(x) = +∞ such that D(H) ⊂ D(φ(p)). For example, it suffices to have
D(H) ⊂ Hs for some s > 0. The second condition in (4.15) is a sort of regularity
condition on the dependence on p ofH . One could check it by justifying the writing
e−iaqR(z)eiaq −R(z) = (e−iaqHeiaq − z)−1 − (H − z)−1
= −(e−iaqHeiaq − z)−1(e−iaqHeiaq −H)(H − z)−1
and imposing a condition on e−iaqHeiaq −H . In the simplest caseH = h(p) + v(q) with
some real function h we have e−iaqHeiaq − H = h(p + a) − h(p) so one is forced to
impose a smoothness condition on the function h.
From now on in this subsection we use the same notation for a function on X and for the
operator of multiplication by this function in function spaces onX , e.g. V ≡ V (q).
Let h : X → R with limk→∞ h(k) = +∞. Let m > 0 an integer and assume that h
is of class Cm, its derivatives of order m are bounded, and |h(α)(k)| ≤ C(1 + |h(k)|) if
|α| ≤ m. For example, h could be a hypoelliptic polynomial, or h(k) = √k2 + 1, etc.
Then h(p) is a self-adjoint operator on H. Denote G = D(|h(p)|1/2) its form domain
equipped with the graph topology and G∗ the space adjoint to G. As usual G ⊂ H ⊂ G∗.
Clearly eiaqG = G and eiaq extends to a bounded operator on G∗ for which we keep
the notation eiaq . Thus (eiaq)a∈X is a C0-group in each of the spaces G,H,G∗ and the
commutator [eiaq, S] is a well defined element of B(G,G∗) if S ∈ B(G,G∗).
Let W : G → G∗ be a symmetric operator satisfying W ≥ −µh(p) − ν for some real
numbers µ, ν with µ < 1. Then the sum h(p) + W is a well defined operator G → G∗
and the operator associated to it in H is a self-adjoint bounded from below operator that
we denoteH0. Assume lima→0 ‖[eiaq,W ]‖G→G∗ = 0. ThenH0 is affiliated to E .
Now let V : X → R be a locally integrable function and let V− be its negative part.
Assume that there are numbers µ, ν with µ < 1 such that V− ≤ µH0 + ν in form sense.
Then the self-adjoint operatorH associated to the form sumH0 + V is affiliated to E .
4.2.3. Uniformly elliptic operators. We emphasize that the conditions on the perturbation
W considered above are such that W may contain terms of the same order as h(p). For
example, the next fact is a consequence of the preceding statement. Recall the notations
pj = −i∂j and pα = pα11 . . . pαd for α ∈ Nd.
Let aαβ ∈ L∞(X) such that L =
∑
|α|,|β|≤m p
αaαβp
β is uniformly elliptic on Hm, i.e.
〈u|Lu〉 ≥ µ‖u‖2Hm−ν‖u‖2 with µ, ν > 0. If V ∈ L1loc(X) is positive then the self-adjoint
operatorH associated to the form sum L+ V is affiliated to E .
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4.2.4. Schro¨dinger operators. We consider now Schro¨dinger operators with singular po-
tentials. Note that ∆ = p2 is the positive Laplacian.
Let W be a continuous symmetric sesquilinear form on H1 such that W ≥ −µ∆ − ν
with µ < 1 and lima→0 ‖[eiaq,W ]‖H1→H−1 = 0. Denote H0 the self-adjoint operator
associated to the form ∆ + W on H1. Let V : X → R locally integrable such that
its negative part is form bounded with respect to H0 with relative bound < 1. Then the
self-adjoint operatorH associated to the form sumH0 + V is affiliated to E .
These conditions are satisfied ifW = 0 and V is of Kato class, hence we see that closures
are not needed in the Theorems 3.12 and 4.5 in the paper [19] of Y. Last and B. Simon.
4.2.5. Magnetic fields. The next example involves magnetic fields and a perturbation of
the Euclidean metric. Let L be the form sum
L =
∑
ij(pi − ai)gij(pj − aj) + v
where gij , ai, v are operators of multiplication by real functions such that:
1) gij ∈ L∞(X) and the matrix G(x) = (gij(x)) is uniformly positive definite, i.e. there
is a number ε > 0 such that G(x) ≥ ε for all x;
2) ∀µ > 0 ∃ν > 0 such that∑i ‖aiu‖2 + 〈u|wu〉 ≤ µ‖u‖2H1 + ν‖u‖2 ∀u ∈ H1, where w
is the negative part of v.
Then the self-adjoint operatorH associated to the form sum L is affiliated to E .
4.2.6. Dirac operators. The theory extends easily to operators in H = L2(X,E) =
L2(X)⊗ E where E is a finite dimensional Hilbert space and covers singular Dirac oper-
ators [15, Prop. 1.11 and Cor. 4.8]. Now by E we understand E ⊗B(E).
Let D be the Dirac operator acting in H. So D is a first order symmetric differential
operator with constant coefficients realized as a self-adjoint operator in H with domain
the Sobolev space H1. Then let V be a continuous symmetric form on H1/2 such that
±V ≤ µ|D| + ν with µ < 1 and lima→0 ‖[eiaq, V ]‖H1/2→H−1/2 = 0. Then the operator
inH associated to the sumD + V : H1/2 → H−1/2 is self-adjoint and affiliated to E .
4.2.7. Stark Hamiltonian. There are physically interesting differential operators which
are not affiliated to E . Indeed, the Stark Hamiltonian H = p2 + q is a self-adjoint
operator on L2(R) which does not satisfy any of the conditions (4.15). And we have
s-lim|a|→∞ e
iapHe−iap =∞ and s-lim|a|→∞ eiaqHe−iaq =∞, while Spess(H) = R.
Proof. Note first that if θ ∈ L∞(R) is a nonzero function then ‖(eiap − 1)θ(q)‖ does not
tend to zero as a → 0. Indeed, by a remark made just after (4.15), in the contrary case
there is ψ ∈ C0(R) such that θ(q) = ψ(p)T for some bounded operator T . Then for any
η ∈ C0(R) the operator η(q)θ(q) = η(q)ψ(p)T is compact, which is obviously wrong.
Let R = (H + i)−1 and s = p3/3. Since H = eisqe−is we have R = eis(q + i)−1e−is
hence ‖(eiap− 1)R‖ = ‖(eiap− 1)(q+ i)−1‖ which does not tend to zero as a→ 0 by the
preceding remark. Then a short computation gives
eiaqRe−iaq = eis(q − 2ap+ a2 + i)−1e−is
hence
‖eiaqRe−iaq −R‖ = ‖(q − 2ap+ a2 + i)−1 − (q + i)−1‖
= ‖(q − 2ap+ i)−1 − (q + i)−1‖+O(a2).
To show that this does not tend to zero as a→ 0 it suffices to use the estimate
‖ϕ(q) + ψ(p+ αq)‖ ≥ max ( sup |ϕ|, sup |ψ|)
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which is valid and easy to prove for any ϕ, ψ ∈ C0(R). Finally, note for example that
s-lim|a|→∞ e
iaqHe−iaq =∞means s-lim|a|→∞ eiaqRe−iaq = 0which is an exercise. 
4.2.8. Unbounded potentials. We give two one dimensional examples of Hamiltonians
H = p2 + v affiliated to E (R) with potentials v not relatively bounded with respect to p2.
The first one is such that one of its localizations at infinity is not densely defined. For n > 0
integer let v(x) = n if n2 − n < x < n2 and v(x) = 0 if n2 < x < n2 + n. Let v be an
arbitrary bounded positive function on x < 0. Denote R = (H + 1)−1 and let ∆+ be the
Dirichlet Laplacian on (0,∞). Then u-limn→∞ τn2(R) = R+ where R+ = (∆+ + 1)−1
on L2(0,∞) and R+ = 0 on L2(−∞, 0). Thus one of the localizations at infinity of H is
the Dirichlet Laplacian on (0,∞) considered as a non densely defined self-adjoint operator
on L2(R) which “lives” in the subspace L2(0,∞).
We now give a second one dimensional example where the essential spectrum has an in-
teresting structure. Note that if X = R and κ is an ultrafilter then either ]0,+∞[∈ κ or
]−∞, 0[∈ κ hence there are two contributions to the essential spectrum ofH , one coming
from the behaviour at +∞, that we denote Sp+ess(H), and one coming from the behaviour
at −∞, that we denote Sp−ess(H).
Let H = h(p) + v(q), where h : R → R is of class C1, polynomially bounded, tends
to +∞ if p → ∞, and |h′(p)| ≤ C(1 + |h(p)|). The function v is real, continuous, and
bounded from below. Assume that for large positive x we have v(x) = xaω(xθ) with
a ≥ 0, 0 < θ < 1 and ω a positive continuous periodic function with period 1. Moreover,
assume that ω vanishes only at the points of Z and that there are real numbers λ, µ > 0
such that ω(t) ∼ λ|t|µ when t→ 0. Then there are three possibilities:
(1) If a < µ(1− θ) then Sp+ess(H) = [inf h,+∞).
(2) If a = µ(1− θ) then Sp+ess(H) = Sp(h(p) + λ|θq|µ), a discrete not empty set.
(3) If a > µ(1− θ) then Sp+ess(H) = ∅.
This is a consequence of Corollary 1.2 and the proof consists in a rather straightforward
computation of the localizations at infinity of H . In the case (1) these are all the operators
h(p) + c with c ≥ 0 real while in case (2) they are of the form h(P ) + λ|θq + c|µ with
c ∈ R. In the third situation all the localizations at infinity are∞ (see Proposition 4.8).
4.2.9. Discrete spectrum. A self-adjoint operator H has purely discrete spectrum if and
only if Spess(H) = ∅. If H is affiliated to E , i.e. if the conditions of (1.4) are satisfied,
then due to (1.5) this meansHκ =∞ for any ultrafilter κ. Thus Corollary 1.2 implies:
Proposition 4.8. If H is a self-adjoint operator affiliated to E then H has purely discrete
spectrum if and only if w-lima→∞ e
iapR(z)e−iap = 0 for some z in the resolvent set ofH .
The next result is a consequence of this proposition, we refer to [8] for the proof. See [28]
for results of the same nature obtained by other techniques. Let Ba be the ball |x−a| < 1.
Corollary 4.9. Let H0 be a bounded from below self-adjoint operator with form domain
equal to the Sobolev spaceHm for some realm > 0 and satisfying lima→0 eiaqH0e−iaq =
H0 in norm in B(Hm,H−m). Let V be a positive locally integrable function such that
lima→∞ |{x ∈ Ba | V (x) < λ}| = 0 for each λ > 0. Then the self-adjoint operator H
associated to the form sum H0 + V has purely discrete spectrum.
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4.3. N-body Hamiltonians. TheC∗-algebra involved in the preceding subsection was the
maximal one A = Cub (X). We will consider now an algebra A = R(X) introduced in
[16] (with a different notation) which has an interesting structure and character space so
its study is worthwhile independently of the quantum mechanical applications mentioned
in [16]. Theorem 1.6 will allow us to solve a problem left open in [16].
The terminology “N-body” is misleading in a certain measure, for example N has no sig-
nificance, it should only suggest that the operators affiliated to the algebra R(X) ⋊ X
include the Hamiltonians describing quantum N -particle systems. But in fact the usual
such Hamiltonians are affiliated to a smaller algebra studied in [5, §4] (and previous ar-
ticles quoted there) with [15, Th. 6.27] as analog of Theorem 4.5; note that the N -body
Hamiltonians with hard-core interactions studied in [2] are also affiliated to this algebra.
But theN -body type Hamiltonians affiliated to the algebraR(X)⋊X are much more gen-
eral since the allowed interactions are only required to be asymptotically homogeneous.
LetE be a finite dimensional real vector space. The half-line determined by a vector a 6= 0
in E is the set aˆ = {ra | r > 0}, the sphere at infinity SE of E is the set of all half-lines
in E, and as a set the spherical compactification of E is the disjoint union E¯ = E ∪ SE .
This space has a natural compact space topology [16, §3] such that E →֒ E¯ as an open
dense subset hence C(E¯) can be identified with an algebra of continuous functions on E.
More precisely, by restricting functions on E¯ to E one may realize C(E¯) as a translation
invariant C∗-subalgebra of Cub (E) which contains C∞(E).
The simplest example of this type is A = C(R) the algebra of continuous functions on R
that have limits at±∞. ThenA† = {−∞,+∞} consists of just two points, for anyA ∈ A
the limits A± = s-limx→±∞ e
ixpAe−ixp exist, and Spess(A) = Sp(A−) ∪ Sp(A+). This
is easy to prove directly, without any formalism.
The higher dimensional analog A = C(X) is less trivial. Now A† = SX and for any
A ∈ A and any a ∈ α ∈ SX the limit Aα = s-limr→∞ eirapAe−irap exists (and is clearly
independent of the choice of a). It has been shown in [16, Cor. 4.5] that if A is a normal
operator then Spess(A) = ∪α∈SXSp(Aα), in particular the union is a closed set, but the
techniques used in [16] are not applicable to not normal operators. We shall give now a
complete treatment of an N-body type generalization of this example.
LetX be a real finite dimensional vector space (it is not convenient to identify it with Rd).
If Y ⊂ X is a linear subspace and if we denote πY : X → X/Y the canonical surjection,
then the map φ 7→ φ ◦ πY gives a natural embeddingCub (X/Y ) ⊂ Cub (X) so we may, and
we shall, think ofCub (X/Y ) as aC
∗-subalgebra ofCub (X). On the other hand,C(X/Y ) is
a C∗-subalgebra of Cub (X/Y ), so we obtain a realization of C(X/Y ) as a C
∗-subalgebra
of Cub (X). Finally, we define the algebraA of interest in this example:
R(X) .=
{
C∗-algebra generated by the subalgebrasC(X/Y )
when Y runs over the set of all subspaces ofX.
(4.16)
It is easy to see that C∞(X) ⊂ R(X) ⊂ Cub (X) and that R(X) is stable under transla-
tions, so we may take A = R(X) in Theorem 1.6. The corresponding A is the crossed
product R(X)
.
= R(X)⋊X identified with the closed linear subspace of 1 B(X) gener-
ated by the operators ϕ(q)ψ(p) with ϕ ∈ R(X) and ψ ∈ C0(X∗).
We shall keep the notation eiap for the translation operator by a ∈ X although we do not
give a meaning to the symbol p. This operator acts as before: (eiapu)(x) = u(a+ x). To
be precise, r→∞ means r → +∞.
1We refer to [16] for details. Note however that the C∗-algebras B(X), K (X) do not depend on the choice
of a Lebesgue measure on X . We denote X∗ the vector space dual to X
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Theorem 4.10. If A ∈ R(X) and α ∈ SX then u-limr→∞ eirapAe−irap .= Aα exists for
each a ∈ α and is independent of a. We have Spess(A) =
⋃
α∈SX
Sp(Aα).
Corollary 4.11. If H is a self-adjoint operator affiliated to R(X) then for any α ∈ SX
the limitHα
.
= u-limr→∞ e
irapHe−irap exists for each a ∈ α and is independent of a. We
have Spess(H) =
⋃
α∈SX
Sp(Hα).
The first part of the theorem is a consequence of [16, Th. 6.18] and the corollary is an
improvement of [16, Th. 6.21], where the formula for the spectrum is shown with the union
replaced by the closure of the union. This question is discussed in [16] after Theorem 6.21
and Lemma 6.22 there gives a hint about the difficulty of the problem. On the other hand,
the question of non self-adjoint A is not at all discussed in [16] because the relation (6.20)
from [16] gives nothing for such operators.
Let us mention a recent result from [21] which is related to Corollary 4.11 but is proved
using the different ideas introduced in [22]. Consider a finite set L of linear subspaces of
X which is stable under intersections and contains {0} and X . Let us denote RL(X) the
C∗-subalgebra of R(X) generated by the C(X/Y ) with Y ∈ L. Then RL(X) is stable
under translations so the crossed product RL(X) = RL(X) ⋊ X is a well defined C∗-
subalgebra ofR(X). Then Theorem 1.1 from [21] says that the assertion of Corollary 4.11
holds for the self-adjoint operatorsH affiliated to RL(X).
The rest of this subsection is devoted to the proof of the last assertion of Theorem 4.10.
The main ingredient of the proof is a sufficiently explicit description of the character space
R(X)† = σ(R(X))\X . In [16] one may find a quite detailed but rather involved descrip-
tion of σ(R(X)); here we will use a simpler slightly different construction.
The character space of the algebra C(X) is X and each α ∈ SX defines a character of
C(X), that we also denote by α, namely α(u) = u(α) = limr→∞ u(ra) if a ∈ α. In fact
α extends naturally to a character of R(X):
α(u)
.
= lim
r→∞
u(ra) ∀u ∈ R(X). (4.17)
Indeed, it suffices to prove that the limit above exists if u ∈ C(X/Y ) for any subspace
Y . But this is clear: since u ≡ u ◦ πY , if α ⊂ Y then u(ra) = u(0) and if α 6⊂ Y then
u(ra) = u(rπY (a)) hence if we set β = πY (α) ∈ SX/Y we get limr→∞ u(ra) = β(u).
Thus we obviously get a canonical embedding SX ⊂ R(X)†. Now let us compute the
translation morphism τα associated to α ∈ SX . From (1.7) we get
τα(u)(x) = α(τx(u)) = lim
r→∞
τx(u)(ra) = lim
r→∞
u(x+ ra)
hence we see that for each u ∈ R(X) and x ∈ X the limit
τα(u)(x)
.
= lim
r→∞
u(ra+ x) exists and is independent of a (4.18)
which is the explicit expression for the translation morphism associated to α.
To better understand the action of τα we have to recall more of the formalism introduced in
[16]. If Y ⊂ X is a linear subspace then the C∗-algebraR(X/Y ) associated to the vector
space X/Y is well defined and, by using the embedding Cub (X/Y ) ⊂ Cub (X), one may
identify it with a subalgebra ofR(X):
R(X/Y ) = C∗-algebra generated by the subalgebras C(X/Z) with Z ⊃ Y. (4.19)
Let [α] be the one dimensional subspace generated by α and setX/α = X/[α] to simplify
the writing. Then the function τα(u) belongs to the subalgebraR(X/α) and
the map τα : R(X)→R(X/α) is a surjective morphism and a projection. (4.20)
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Thus the translation morphism τα also has the property τ
2
α = τα, more precisely τα(u) = u
if and only if u ∈ R(X/α). Recall that the operation τα(u) on the function u should be
thought as a translation by the point at infinity α ∈ SX . On the other hand, the operator τa
of translation by some a ∈ X is an automorphism ofR(X) but never a projection.
Lemma 4.12. Let κ be a character inR(X)†.
(1) There is a unique α ∈ SX such that κ|C(X) = α. This α will be denoted ακ .
(2) The mapR(X)† ∋ κ 7→ ακ ∈ SX is surjective.
(3) Denote κ̂ ∈ σ(R(X/ακ)) the restriction of κ toR(X/ακ). Then κ = κ̂ τακ .
(4) Let Y ⊂ X with ακ 6⊂ Y and βκ .= πY (ακ) ∈ SX/Y . Then κ|C(X/Y ) = βκ .
(5) We have τκτακ = τκ and τκ = τκ̂ τακ .
Proof. To prove (1), note that the restriction of κ to C(X) is a character of C(X) hence it
must be the evaluation at a uniquely determined point of X . If this point is some a ∈ X ,
and since C0(X) is an ideal in R(X), then we will have κ = χa which is not possible
because κ /∈ X . Hence the point belongs to SX . On the other hand, any point of SX can
be obtained in this way because each character of C(X) is the restriction of a character of
R(X); this proves (2). Now let us prove (3). Note first that for any α ∈ SX the restriction
τα|C(X) is just the character α of C(X). Then κ and κ̂ τακ are characters of R(X)
whose restrictions to C(X) andR(X/α) are α and κ̂ , so are equal, hence κ = κ̂ τακ as a
consequence of [16, Cor. 6.8]. The assertion (4) follows immediately from [16, Lem. 6.7].
Finally, we prove (5). To simplify notations we write α ≡ ακ and first prove τκτα = τκ .
The equality holds on R(X/α) because τα is the identity on this subalgebra. Thus it
remains to show that τκτα and τκ are equal on anyC(X/Y ) if α 6⊂ Y . We saw before that
τα(u) = u(πY (α)) if u ∈ C(X/Y ) hence τα|C(X/Y ) is the character β associated to the
point β = πY (α) ∈ SX/Y . Since τκ is a unital morphism we see that τκτα|C(X/Y ) = β.
It remains to show that we also have τκ |C(X/Y ) = β. But the definition from §1.2 gives
τκ(u)(x) = κ(τx(u)) = (τx(u))(β) = u(β) where we also used the point (4) above; this
proves the assertion.
It remains to prove the relation τκ = τκ̂ τα. Here τκ̂ is the endomorphism of the algebra
R(X/α) associated to the character κ̂ by the rule τκ̂ (v)(y) = κ̂ (τy(v)) for v ∈ R(X/α)
and y ∈ X/α, cf. §1.2. Since κ̂ is a restriction of κ we get τκ̂ (v)(y) = κ(τy(v)). Let
us denote πα the canonical surjection X → X/α and recall that we decided to identify a
function w on X/α with the function w ◦ πα on X . Then the preceding identity can be
written τκ̂ (v)(x) = κ(τx(v)) for all x ∈ X (in fact y = πα(x) and τy(v) = τx(v)). If
u ∈ R(X) then τα(u) ∈ R(X/α) hence we obtain τκ̂ (τα(u))(x) = κ(τx(τα(u))) for all
x ∈ X . But κ(τx(τα(u))) = τκ(τα(u))(x) so we get τκ̂ (τα(u))(x) = τκ(τα(u))(x) for
all x ∈ X and u ∈ R(X) so that τκ̂ τα = τκτα = τκ . 
Corollary 4.13. The map κ 7→ (ακ , κ̂ ) induces a bijection of R(X)† onto the disjoint
union of the character spaces σ(R(X/α)), where α runs over SX . The inverse map is
(α, χ) 7→ χτα. Thus we may identify
R(X)† ≃ ∐α∈SXσ(R(X/α)). (4.21)
From Theorem 1.6, relation (4.21), and (5) of Lemma 4.12, we obtain for anyA ∈ R(X):
Spess(A) =
⋃
κ∈R(X)†Sp(τκ(A)) =
⋃
κ∈R(X)†Sp(τκ̂ τακ (A)). (4.22)
The maps τκ̂ : R(X) → R(X/ακ) are morphisms, so Sp(τκ̂ τακ (A)) ⊂ Sp(τακ (A)).
Note that we have equality here if κ is such that κ̂ ∈ X/ακ . Then by using (2) of Lemma
4.12 we obtain
Spess(A) =
⋃
α∈SX
Sp(τα(A)). (4.23)
24 V. GEORGESCU
It remains to give a convenient expression to τα(A). Consider first the translation mor-
phism τα : R(X) → R(X/α) associated to α. If we embed R(X) ⊂ B(X) as a an
algebra of multiplication operators, then the definition (4.18) implies
τα(u(q)) = s-lim
r→∞
eirapu(q)e−irap. (4.24)
This clearly gives for the induced morphism τα : R(X)→ R(X/α) the formula
τα(A) = s-lim
r→∞
eirapAe−irap ∀A ∈ R(X). (4.25)
Finally, by using (4.23) and (4.25) we get the last assertion of Theorem 4.10.
5. APPENDIX
A filter on X is a set κ of subsets which does not contain the empty set, is stable under
intersections, and satisfies T ⊃ S ∈ κ ⇒ T ∈ κ. If f : X → Y where Y is a topological
space and if y ∈ Y then limx→κ f(x) = y means that f−1(V ) ∈ κ for any neighborhood
V of y. A filter is finer than the Fre´chet filter if it contains the complements of bounded
subsets. Un ultrafilter is a filter which is not included in any other filter.
The character space of Cub (X) is called uniform compactification ofX and is a quotient of
the Stone-Cˇech compactification βX ofX , which is the character space of the C∗-algebra
Cb(X) of bounded continuous functions on X . In turn, βX is a quotient of the Stone-
Cˇech compactification γX of the discrete space X , which is the character space of the
C∗-algebra of all bounded functions on X , and its elements are the ultrafilters on X . The
analogue of A† in this context is the set of ultrafilters κ finer than the Fre´chet filter. We
denoteX† the set of all such ultrafilters.
Now we restate Theorem 1.1 without using the notion of ultrafilters and thus make the
connection with the results from [24, 25, 19, 20] and references there. Following [24, 25],
we use the operator spectrum of A:
σop(A) = {B ∈ B | B = u-lim
n→∞
τxn(A) for a sequence {xn} with |xn| → ∞}. (5.1)
Theorem 5.1. If A ∈ E then the set {τx(A) | x ∈ X} is relatively compact in Eloc and
σop(A) is a compact subset of Eloc. We have
Spess(A) =
⋃
B∈σop(A)
Sp(B). (5.2)
Proof. It suffices to show that σop(A) = {Aκ | κ ∈ X†}, cf. Theorem 1.4 and Lemma
3.4. If κ ∈ X† then Aκ = u-limx→κ τx(A) by (1.9). Since Bloc is metrizable, there
is a metric d which defines its topology and then for each integer n > 0 there is xn with
|xn| > n and d(τxn(A), Aκ) < 1/n, hence Aκ ∈ σop(A). Reciprocally, if B ∈ σop(A)
then there is a sequence {xn} with |xn| → ∞ such that B = u-limn→∞ τxn(A). Let κ be
the set of subsets F of X with the property: there is N such that xn ∈ F for all n > N .
Clearlyκ is an ultrafilter finer than the Fre´chet filter andB = u-limx→κ τx(A) = Aκ . 
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