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Abstract: Let X(t) = (X1(t), . . . , Xd(t)), t ∈ [0, S] be a Gaussian vector process and let g(x),x ∈ Rd be a
continuous homogeneous function. In this paper we are concerned with the exact tail asymptotics of the chaos
process g(X(t)) + h(t), t ∈ [0, S] with trend function h. Both scenarios X(t) is locally-stationary and X(t) is
non-stationary are considered. Important examples include the product of Gaussian processes and chi-processes.
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1. Introduction
LetX(t) = (X1(t) . . . , Xd(t)), t ∈ [0, S], d ≥ 1 be an Rd-valued centered Gaussian vector process with continuous
sample paths and let g(x),x ∈ Rd be a homogeneous function of order p > 0, i.e., g(cx) = cpg(x), p ∈ (0,∞)
for any c > 0,x ∈ Rd. Adopting the terminology of [1], we shall refer to Y (t), t ∈ [0, S] i as the Gaussian chaos
process of X with respect to g defined by
Y (t) = g(X(t)), t ∈ [0, S].
Throughout in the following we shall assume that g is not-negative, i.e., g(x0) > 0 for some x0 ∈ Rd.
The tail asymptotics of the supremum of Gaussian chaos processes has been recently derived in [1, 2], see also
[3] for a simpler case. Specifically, if Xi’s are centered stationary and independent Gaussian processes with unit
variance and common correlation function r satisfying
r(t) = 1− a|t|α + o(|t|α), t→ 0, a > 0, α ∈ (0, 2], r(t) < 1, t ∈ (0, T ],(1)
then by [1] (under some restrictions on g)
P
{
sup
t∈[0,T ]
Y (t) > u
}
∼ Hαa1/αT (u/gˆ)
2
αpP {Y (0) > u} , u→∞,(2)
where gˆ = maxe∈Sd−1 g(e) with Sd−1 the unit sphere on R
d and Hα =: H0α the Pickands constant defined for
any α, δ positive by
Hδα = lim
T→∞
1
T
E
{
sup
t∈δZ∩[0,T ]
e
√
2Bα(t)−|t|α
}
,
where Bα(t), t ∈ R is a standard fractional Brownian motion (fBm) with Hurst index α/2 ∈ (0, 1] and we
interpret δZ as R if δ = 0.
In this paper, we are interested in the tail asymptotics of supremum of the Gaussian chaos process Y (t) =
g(X(t)) where Xi’s are some general non-stationary Gaussian processes considering further a trend function h,
i.e., we shall investigate
ph(u) := P
{
sup
t∈[0,T ]
(Y (t) + h(t)) > u
}
as u → ∞. The non-stationary case treated here is quite different from the stationary one already dealt with
in the aforementioned reference. Since we allow for a trend function h, our results are new even for Xi’s being
stationary.
The main challenges when dealing with the Gaussian chaos process Y is that the Slepian inequality (see [4] and
[5]) does not hold in general. In the particular case of chi-square processes, using the duality of the norms, the
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problem in question can be related to that of supremum of a Gaussian random field (see e.g., [4, 6]) and thus
Slepian inequality or some modifications of it (see [7, 8]) can still be used.
Organisation of the rest of the paper: In Section 2 we show our main results and some examples. Following are
the proofs and some useful lemmas in Section 3 and Section 4, respectively.
2. Main results
Next, we introduce some restriction on g, assuming first that
{x : g(x) > 0,x ∈ Rd} 6= ∅.(3)
Consider spherical coordinates x = (r,ϕ), with ϕ = (ϕ1, . . . , ϕd−1) ∈ Πd−1 = [0, π)d−2 × [0, 2π), being the
angular coordinates of v, and with r = |v|. The Jacobian of the mapping is given by
J(r,ϕ) = rd−1 sind−2 ϕ1 . . . sinϕd−2.(4)
Write below g(ϕ) = g(x/|x|) and without loss of generalities set
gˆ := max
ϕ∈Πd−1
g(ϕ) = max
e∈Sd−1
g(e),
M := {e ∈ Sd−1 : g(e) = 1}, Mϕ := {ϕ ∈ Πd−1 : g(ϕ) = 1}.
In the following we shall assume the following condition:
Condition 2.1. There exists an ε > 0 such that g(ϕ) is twice continuously differentiable in the neighbourhood
Mϕ(ε) := {ϕ ∈ Πd−1 : g(ϕ) > gˆ − ε} ⊇Mϕ
Further we consider two different structures of the M:
(i) M consists of a finite number of points, m = 0, and | det g′′(ϕ)| > 0 for every ϕ ∈Mϕ(ε), where
g′′(ϕ) :=
[
∂2g(ϕ)
∂ϕi∂ϕl
]
i,l=1,...,d−1
(5)
is the Hessian matrix of g(ϕ).
(ii) M is a smooth m-dimensional manifold, 1 ≤ m ≤ d− 2, and the rank of the matrix g′′(ϕ) equals d− 1−m
for all ϕ ∈Mϕ(ε).
Next through this paper, we always assume that g satisfied Condition 2.1.
Since h(t), t ∈ [0, T ] is continuous and for gˆ 6= 1 and u large
P
{
sup
t∈[0,T ]
(Y (t) + h(t)) > u
}
= P
{
sup
t∈[0,T ]
((
1
gˆ
g(X(t)) ∨ 0
)
+
1
gˆ
h(t)
)
>
u
gˆ
}
,
and g1(x) :=
1
gˆg(x) ∨ 0 with maxe∈Sd−1 g1(e) = 1 satisfies Condition 2.1 if g satisfies it.
Then next without loss of generalities, hereafter we shall assume that g is non-negative and gˆ = 1.
2.1. Non-stationary cases. In this section, we assume that Xi(t), i = 1, . . . , d, are i.i.d. centered Gaussian
processes with variance function σ2(t) and correlation function r(s, t). Further, we assume that σ(t) attains its
maximum at point t0 ∈ [0, T ] over [0, T ] with
σ(t) = 1− b|t− t0|β , t→ t0, b, β > 0,(6)
and
r(t, s) = 1− a|t− s|α + o(|t− s|α), t, s→ t0, a > 0, α ∈ (0, 2].(7)
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Moreover, for a continuous function h(t), t ∈ [0, T ], we assume that
h(t0)− h(t) ∼ c|t− t0|γ , t→ t0,(8)
where c ≥ 0 and γ > 0 are some positive constants.
In order to avoid unnecessary notation we shall assume in the following that t0 = 0 or t0 = T . In the non-
stationary case, another important constant appearing in the asymptotics of supremum of Gaussian processes
is the Piterbarg constant defined for some set E ⊂ R and a > 0, α ∈ (0, 2], δ > 0 by
Pfα,aE = E
{
sup
t∈E
e
√
2aBα(t)−a|t|α−f(t)
}
see [9–17] for various properties of Hα and Pfα,a.
Theorem 2.2. Suppose that X satisfies (6) and (7) and the continuous function h satisfies (8). Further
assume that g is homogeneous of order p ∈ (0,∞) satisfying (3) and set α∗ = αp and β∗ = min(βp, 2γp2−p )I{p<2}+
βpI{p≥2}. Then we have
ph(u) ∼ Ct0u(
2
α∗
− 2
β∗
)+P {Y (t0) > u− h(t0)} ,
where
Ct0 =

Hαa 1α
∫∞
0 e
−f(t)dt, if β∗ > α∗,
Pfα,a[0,∞), if β∗ = α∗,
1, if β∗ < α∗,
(9)
with f(t) = cp t
γI{β∗= 2γp2−p } + bt
βI{β∗=βp}, t ≥ 0.
Remarks 2.3. i) In Theorem 2.2, as can be seen by its proof, when p ∈ [2,∞) the results still hold without
(8). Further, we notice that
P {Y (t0) > u− h(t0)} ∼ P {Y (t0) > u}
{
e
h(t0)
2 , if p = 2,
1, if p > 2.
ii) In Theorem 2.2, setting h(t0) = 0 and c = 0, we retrieve the result for h(t) = 0, t ∈ [0, T ].
iii) If t0 ∈ (0, T ), then the above results hold with 2Hα instead of Hα and Pfα,a(−∞,∞) instead of Pfα,a[0,∞).
The same comments hold for all our results below.
2.2. Locally-stationary cases. In this section, we assume thatXi(t), i = 1, . . . , d, are i.i.d. centered stationary
Gaussian processes with unit variance function and covariance function r(t) satisfying satisfying
r(t, t + s) = 1− a(t)|s|α + o(|s|α), s→ 0, α ∈ (0, 2],(10)
where a(t) are positive continuous function on [0, T ]. Further assume
r(t, t+ s) < 1, ∀ t, t+ s ∈ [0, T ] and s 6= 0.(11)
Write below hm for the maximum of a continuous function h(t), t ∈ [0, T ] and define
H := {s ∈ [0, T ] : h(s) = hm} .
If hm is attained as some point t0 ∈ [0, T ] it is important to know the behaviour of h(t0)− h(t) for t close to t0.
Specifically, we shall assume that (8) is satisfied for some c > 0, and γ > 0.
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Theorem 2.4. Suppose that Gaussian vector process X(t) with continuous sample paths satisfies (10) and
(11), a homogeneous function g(x) with order p > 0 satisfies (3), and h(t) is a continuous function. Further,
set α∗ = αp, and β∗ = 2γp2−p .
(1) If h(t) ≡ 0, then as u→∞
ph(u) ∼ Hα
∫ T
0
(a(t))
1
α dtu
2
α∗ P {Y (0) > u} .
(2) For p ∈ (0, 2), if H = {t0} and (8) holds for some c > 0, γ > 0, then we have as u→∞
ph(u) ∼ Ct0u(
2
α∗
− 2
β∗
)+P {Y (0) > u− hm} ,
where Ct0 is the same as in (9) with f(t) =
c
p t
γ and a = a(t0).
(3) For p ∈ [2,∞), then we have as u→∞
ph(u) ∼ Hα
∫ T
0
(a(t))
1
α e
h(t)
2 I{p=2}dtu
2
α∗ P {Y (0) > u} .
Remarks 2.5. i) If H consists of n discrete points, say t1, . . . , tn, then as mentioned in [4] the tail of the
supremum is easily obtained assuming that for each ti the assumptions of Theorem 2.4 statement i) hold,
implying that
ph(u) ∼
( n∑
j=1
Ctj
)
u(
2
α∗
− 2
β∗
)+P {Y (0) > u− hm} .
ii) If H = [A,B] ⊂ [0, T ] with 0 ≤ A < B ≤ T , then as u→∞
ph(u) ∼ Hα
∫ B
A
(a(t))1/αdtu
2
α∗ P {Y (0) > u− hm} ,(12)
which is proven in Appendix.
iii) In Theorem 2.4, we investigate that if p > 2, then h does not contributed to the asymptotics.
We present next some examples of Gaussian chaos processes.
Example 2.6. i) (Lρ norm process) For g(x) = ||x||pρ, p > 0 with and
||x||ρ =

(∑d
i=1 |xi|ρ
)1/ρ
, ρ ∈ [1,∞),
max(|x1|, . . . , |xd|), ρ =∞,
we have Theorem 2.2 and Theorem 2.4 hold with order p > 0.
ii) (Product of several i.i.d Gaussian processes) For g(x) = Πdi=1xi, we have Theorem 2.2 and Theorem 2.4 hold
with order p = d.
iii) (Maximum of several i.i.d Gaussian processes) For g(x) = max1≤i≤d xi, we have Theorem 2.2 and Theorem
2.4 hold with order p = 1.
3. Proofs
We first give several preliminary lemmas, which play an important role in the proof of Theorem 2.2 and Theorem
2.4. The proof of lemmas are shown in Appendix. In the following we set
ξf ,u(t) = (ξ1,f1,u(t), . . . , ξd,fd,u(t))
where ξi,fi,u(t) =
ξi(u
−2/αt+t0)
1+u−2fi(t)
, where fi’s given function and ξ(t) = (ξ1(t), . . . , ξd(t) is a centeref Gaussian
vector process.
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Lemma 3.1. Let X(t) = (X1(t) . . . , Xd(t)), t ∈ [0, T ], d ≥ 1 be a centered continuous vector process with
independent marginals which have unit variances and correlation functions satisfying (11). If g : Rd → R is a
measurable function such that for some p > 0
|g(x)| ≤ ‖x‖p, ∀x ∈ Rd,
where ‖·‖ is the Euclidean norm and then for 0 < t1 < t2 < t3 and u large enough
P
{
sup
t∈[0,t1]
Y (t) > u, sup
t∈[t2,t3]
Y (t) > u
}
≤ 2Ψ
(
2u
1
p −D√
4− δ
)
,
where D is a constant. Further, by (57) we have
P
{
sup
t∈[0,t1]
Y (t) > u, sup
t∈[t2,t3]
Y (t) > u
}
= o (P {Y (0) > u}) , u→∞.(13)
Lemma 3.2. let ξ(t) = (ξ1(t) . . . , ξd(t)), t ∈ R, d ≥ 1 be a centered continuous vector process with independent
marginals which have unit variances and correlation functions satisfying (10). Further we assume that g(x),x ∈
Rd, d ≥ 1, is a non-negative homogeneous function satisfying Condition 2.1 with order 1. Set a = a(t0), t0 ∈ R
and Ku a family of index sets and uk satisfying that
lim
u→∞
sup
k∈Ku
∣∣∣uk
u
− 1
∣∣∣ = 0.(14)
If fi, i ≤ d are a continuous functions vanishing at 0 , then we have that for some constants S1, S2 ≥ 0 and
S1 + S2 > 0
lim
u→∞
sup
k∈Ku
∣∣∣∣∣∣
P
{
supt∈[−S1,S2] g(ξf ,u(t)) > uk
}
P {g(ξ(t0)) > uk} − P
f
α,a[−S1, S2]
∣∣∣∣∣∣ = 0.(15)
If limu→∞ supk∈Ku
∣∣ku−2/α∣∣ ≤ T some small enough T > 0, we have for some positive constant S that when u
large enough
Hα[0, (a− εT )1/αS] ≤
P
{
supt∈[0,S] g(ξ(u
−2/αt+ ku−2/αS + t0)) > uk
}
P {g(ξ(t0)) > uk}
≤ Hα[0, (a+ εT )1/αS],(16)
holds for any k ∈ Ku where εT → 0, as T → 0. Specially, if T = 0, we have
lim
u→∞ supk∈Ku
∣∣∣∣∣∣
P
{
supt∈[0,S] g(ξ(u
−2/αt+ ku−2/αS + t0)) > uk
}
P {g(ξ(t0)) > uk} − Hα[0, a
1/αS]
∣∣∣∣∣∣ = 0.(17)
Lemma 3.3. Let the Gaussian vector process ξ(t), t ∈ R with independent marginals which have common
correlation function r(t) satisfying (10) and the homogeneous function g(x) satisfies Condition 2.1 with order
1. Further, for some t0 ∈ [0, T ], set a = a(t0), and let Ku be a family of countable index sets such that for given
positive constants uk, k ∈ Ku we have
lim
u→∞ supk∈Ku
∣∣∣uk
u
− 1
∣∣∣ = 0.(18)
If ε0 is such that for all t ∈ [t0 − ε0, t0 + ε0]
a
2
|t− t0|α ≤ 1− r(t) ≤ 2a |t− t0|α ,
then we can find a constant C such that for all S > 0 and T2 − T1 > S we have
lim supu→∞ sup
k∈Ku
P {A1(uk),A2(uk)}
P {g(ξ(t0)) > uk} ≤ C exp
(
−a
8
|T2 − T1 − S|α
)
,
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where Ai(uk) =
{
supt∈[Ti,Ti+S] g(ξ(u
−2/α(t+ kS) + t0)) > uk
}
, i = 1, 2, a = inft∈[t0−ε0,t0+ε0] a(t) and
lim
u→∞
sup
k∈Ku
∣∣∣u−2/αk∣∣∣ ≤ ε0.(19)
In the following proofs, Qi, i ∈ N denote some positive constants which can be different from line by line.
Further, in the proofs of Theorem 2.2 and Theorem 2.4, we denote for some sets ∆1,∆2 ⊆ R
Pu (∆1) = P
{
sup
∆1
(Y (t) + h(t)) > u
}
, Pu (∆1,∆2) = P
{
sup
∆1
(Y (t) + h(t)) > u, sup
∆2
(Y (t) + h(t)) > u
}
,(20)
Qu (∆1) = P
{
sup
∆1
Y (t) > u
}
, Qu (∆1,∆2) = P
{
sup
∆1
Y (t) > u, sup
∆2
Y (t) > u
}
.
Proof of Theorem 2.2: We present first the proof for t0 = 0. Without loss of generalities we shall assume
that h(0) = 0.
For all u large, let ∆(u) = [0, δ(u)], where
δ(u) =
(
(lnu)q
u
)2/β∗
, q > max(
p
2
,
p
2− p ).
It follows that for θ > 0 small enough
Pu (∆(u)) ≤ Pu ([0, T ]) ≤ Pu (∆(u)) + Pu ([δu, θ]) + Pu ([θ, T ]).(21)
We first give upper bounds of Pu ([δu, θ]) and Pu ([θ, T ]) which finally imply that as u→∞
Pu ([δu, θ]) = o(Pu (∆(u))), Pu ([θ, T ]) = o(Pu (∆(u))).(22)
Set X(t) = (X1(t), . . . , Xd(t)) with X i(t) =
Xi(t)
σ(t) , i ≤ d and define
h∗ = max
t∈[0,T ]
h(t), σθ = sup
t∈[θ,T ]
σ(t) < 1.
Then by Borell inequality
Pu ([θ, T ]) ≤ P
{
sup
t∈[θ,T ]
Y (t) > u− h∗
}
≤ P
{
sup
t∈[θ,T ]
g(X(t)) >
u− h∗
σpθ
}
≤ P
{
sup
t∈[θ,T ]
sup
z∈Sd−1
〈X(t), z〉 > (u− h
∗)1/p
σθ
}
≤ exp
−
(
(u−h∗)1/p
σθ
−Q0
)2
2

= o (P {Y (0) > u}) , u→∞,(23)
where Q0 := E
{
supt∈[θ,T ],z∈Sd−1〈X(t), z〉
}
. By (6) and (8), we know that for some ε, ε1 ∈ (0, 1)
(u−h(t))1/p
σ(t) ≥ u1/p(1 + c(1−ε)up |t|γ)(1 + (1− ε)b|t|β) ≥ u1/p
(
1 + c(1−ε)up |t|γ + (1− ε)b|t|β
)
,(24)
(u−h(t))1/p
σ(t) ≤ u1/p(1 + c(1+ε1)up |t|γ)(1 + (1 + ε1)b|t|β) ≤ u1/p
(
1 + c(1+ε)up |t|γ + (1 + ε)b|t|β
)
(25)
holds for t ∈ [0, θ], then
inf
t∈[δ(u),θ]
(u− h(t))2/p
σ2(t)
≥ inf
t∈[δ(u),θ]
u2/p
(
1 +
c(1− ε)
up
|t|γ + (1 − ε)b|t|β
)2
≥ u2/p +Q1(lnu)
q(2−p)
p ∨ 2qp .
By (7), we have that
E
{(〈X(t), z〉)2} = 1
and
E
{(〈X(t), z〉 − 〈X(s), z′〉)2} ≤ 2E{(〈X(t), z〉 − 〈X(s), z〉)2}+ 2E{(〈X(s), z〉 − 〈X(s), z′〉)2}
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≤ 2E
{(〈X(t)−X(s), z〉)2}+ 2E{(〈X(s), z − z′〉)2}
≤ Q2|s− t|α +Q3
d∑
i=1
|zi − z′i|2 ≤ Q4
(
|s− t|α +
d∑
i=1
|zi − z′i|α
)
holds for s, t ∈ [0, θ] and z, z′ ∈ Sd−1. Then it follows from [4][Theorem 8.1] that
Pu ([δu, θ]) ≤ P
{
sup
t∈[δ(u),θ]
g(X(t)) > inf
t∈[δ(u),θ]
u− h(t)
σp(t)
}
≤ P
{
sup
t∈[δ(u),θ]
sup
z∈Sd−1
〈X(t), z〉 > inf
t∈[δ(u),θ]
(u − h(t))1/p
σ(t)
}
≤ Q5u
2(d+1)
α Ψ
(
inf
t∈[δ(u),θ]
(u− h(t))1/p
σ(t)
)
= o (P {Y (0) > u}) , u→∞,
where in the last equation we use the fact that
inf
t∈[δ(u),θ]
(u− h(t))2/p
σ2(t)
− u2/p ≥ Q1(ln u)
q(2−p)
p ∨ 2qp →∞, u→∞.
Next, we give the asymptotic of Pu (∆(u)), as u→∞. Set for any S > 0,
Ik(u) = [ku
−2/α∗S, (k + 1)u−2/α
∗
S], k ∈ N, N(u) =
⌊
(lnu)
2q
β∗ u
2
α∗
− 2
β∗ S−1
⌋
.
Gu,+ε(k) = u1/p
(
1 +
c(1 + ε)
up
∣∣∣(k + 1)u−2/α∗S∣∣∣γ + (1 + ε)b ∣∣∣(k + 1)u−2/α∗S∣∣∣β) ,
Gu,−ε(k) = u1/p
(
1 +
c(1− ε)
up
∣∣∣ku−2/α∗S∣∣∣γ + (1− ε)b ∣∣∣ku−2/α∗S∣∣∣β) .
Case 1: β∗ > α∗. For u large enough we have
N(u)∑
k=0
Pu (Ik(u)) ≥ Pu (∆(u)) ≥
N(u)−1∑
k=0
Pu (Ik(u))−
2∑
i=1
Λi(u),(26)
where
Λ1(u) =
N(u)∑
k=0
Pu (Ik(u), Ik+1(u)), Λ2(u) =
∑
0≤k,l≤N(u),l≥k+2
Pu (Ik(u), Il(u)).
Set g˜(x) = g1/p(x), then g˜(x) is homogeneous function with order 1 and satisfies Condition 2.1.
Then in light of Lemma 3.2 and (24), we have that for some ǫ ∈ [0, 1),
N(u)∑
k=0
Pu (Ik(u)) ≤
N(u)∑
k=0
P
{
sup
t∈Ik(u)
g˜(X(t)) > Gu,−ε(k)
}
=
N(u)∑
k=0
P
{
sup
t∈[0,S]
g˜(X(u−2/α
∗
t+ ku−2/α
∗
S)) > Gu,−ε(k)
}
∼h0Hα[0, a1/αS]u
m−1
p
N(u)∑
k=0
exp
(
−1
2
(Gu,−ε(k))2
)
∼h0Hα[0, a1/αS]u
m−1
p exp
(
−u
2
p
2
)
×
N(u)∑
k=0
exp
(
− c
p
(1− ε− ǫ)u 2−pp |kSu− 2α∗ |γ − b(1− ε− ǫ)u2/p|kSu− 2α∗ |β
)
∼h0Hα[0, a1/αS]u
m−1
p exp
(
−u
2
p
2
)
N(u)∑
k=0
exp
(
−(1− ε− ǫ)f(u 2β∗ kSu− 2α∗ )
)
∼P {Y (0) > u} Hα[0, a
1/αS]
S
u
2
α∗
− 2
β∗
∫ ∞
0
exp (−(1− ε− ǫ)f(t)) dt
∼P {Y (0) > u} a1/αHαu
2
α∗
− 2
β∗
∫ ∞
0
e−f(t)dx,(27)
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as u→∞, S →∞, ε→ 0, ǫ→ 0 where f(t) = cp |t|γ I{β∗= 2γp2−p } + b |t|
β
I{β∗=βp}.
Similarly, we derive that as u→∞, S →∞,
N(u)−1∑
k=0
Pu (Ik(u)) ≥ P {Y (0) > u} a1/αHαu
2
α∗
− 2
β∗
∫ ∞
0
e−f(t)dt.(28)
Moreover,
Λ1(u) ≤
N(u)∑
k=0
(Pu (Ik(u)) + Pu (Ik+1(u))− Pu ((Ik(u) ∪ Ik+1(u))))
≤
N(u)∑
k=0
(
P
{
sup
t∈Ik(u)
g˜(X(t)) > Gu,−ε(k)
}
+ P
{
sup
t∈Ik+1(u)
g˜(X(t)) > Gu,−ε(k)
}
−P
{
sup
t∈((Ik(u)∪Ik+1(u)))
g˜(X(t)) > Ĝu,−ε(k)
})
≤h0
(
2Hα[0, a1/αS]−Hα[0, 2a1/αS]
)
u
m−1
p
N(u)∑
k=0
exp
(
−1
2
(
Ĝu,−ε(k)
)2)
∼2Hα[0, a
1/αS]−Hα[0, 2a1/αS]
S
∫ ∞
0
exp (−(1− ε− ǫ)f(t)) dtu 2α∗− 2β∗ P {Y (0) > u}
=o
(
u
2
α∗
− 2
β∗ P {Y (0) > u}
)
, u→∞, S →∞, ε→ 0, ǫ→ 0.(29)
where Ĝu,−ε(k) = min(Gu,−ε(k),Gu,−ε(k + 1)). By Lemma 3.3, we have
Λ2(u) ≤
∑
0≤k,l≤N(u),l≥k+2
P
{
sup
t∈Ik(u)
g˜(X(t)) > Gu,−ε(k), sup
t∈Il(u)
g˜(X(t)) > Gu,−ε(l)
}
≤
∑
0≤k≤N(u)
N(u)∑
l=2
P
{
sup
t∈Ik(u)
g˜(X(t)) > Gu,−ε(k), sup
t∈Ik+l(u)
g˜(X(t)) > Gu,−ε(k)
}
≤ Q6
N(u)∑
k=0
P
{
g˜(X(0)) > Gu,−ε(k)
} ∞∑
l=2
exp (−(lS)α/8)
≤ Q7P {Y (0) > u}u
2
α∗
− 2
β∗ S
∞∑
l=0
exp (−(lS)α/8)
= o
(
u
2
α∗
− 2
β∗ P {Y (0) > u}
)
, u→∞, S →∞.(30)
Combing (27)-(30) with (26), we obtain
Pu (∆(u)) ∼ P {Y (0) > u} a1/αHαu
2
α∗
− 2
β∗
∫ ∞
0
exp (−f(t)) dt, u→∞.(31)
Case 2: β∗ = α∗. We consider that for u large enough
Pu (I0(u)) ≤ Pu (∆(u)) ≤
N(u)∑
k=0
Pu (Ik(u)).(32)
Using Lemma 3.2 and (25), we have that for some small ǫ ∈ (0, 1)
Pu (I0(u)) ≥ P
{
sup
t∈[0,S]
(
Y (tu−2/α
∗
) + h(tu−2/α
∗
)
)
> u
}
≥ P
 supt∈[0,S] g˜(X(tu
−2/α∗))
1 + c(1+ε)up
∣∣tu−2/α∗ ∣∣γ + (1 + ε)b ∣∣tu−2/α∗∣∣β > u1/p

≥ P
{
sup
t∈[0,S]
g˜(X(tu−2/α
∗
))
1 + (1 + ε+ ǫ)u−2/pf(t)
> u1/p
}
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∼ E
{
sup
t∈[0,S]
exp
(√
2aBα(t)− a |t|α − (1 + ε+ ǫ)f(t)
)}
P {Y (0) > u}
∼ Pfα,a[0,∞)P {Y (0) > u} , u→∞, ε→ 0, ǫ→ 0, S →∞.(33)
Moreover, by Lemma 3.2
N(u)∑
k=1
Pu (Ik(u)) ≤
N(u)∑
k=1
P
{
sup
t∈Ik(u)
g˜(X(t)) > Gu,−ε(k)
}
∼ h0Hα[0, a1/αS]u
m−1
p
N(u)∑
k=1
exp
(
−1
2
(Gu,−ε(k))2
)
≤ h0Hα[0, a1/αS]u
m−1
p exp
(
−u
2
p
2
)
×
N(u)∑
k=1
exp
(
−(1− ε− ǫ)f
(
u
2
β∗ kSu−
2
α∗
))
≤ P {Y (0) > u}Hα[0, a1/αS]
∞∑
k=1
exp (−Q8(kS)γ)
∼ Q9P {Y (0) > u}Hαa1/αS exp (−Q10Sγ)
= o (P {Y (0) > u}) , u→∞, S →∞.(34)
Inserting (34) and (33) into (32), we have
Pu (∆(u)) ∼ Pfα,a[0,∞)P {Y (0) > u} , u→∞.(35)
Case 3: β∗ < α∗.
Pu (∆(u)) ≥ P {Y (0) > u} .(36)
For any ε2 ∈ (0, 1), ∆(u) ⊆ [0, u−2/α∗ε2] when u large enough. Then as u→∞, ε2 → 0
Pu (∆(u)) ≤ P
{
sup
t∈[0,u−2/α∗ε2]
g˜(X(t)) > u1/p
}
∼ Hα[0, a1/αε2]P {Y (0) > u} ∼ P {Y (0) > u} .
Together with (36), we get
Pu (∆(u)) ∼ P {Y (0) > u} .(37)
Further, (22) are derived according to (31)-(37).
Finally, we note that if t0 ∈ (0, T ) and t0 = T , the proof is the same with as above by simply replacing ∆(u)
by ∆(u) = [−δ(u), δ(u)] and ∆(u) = [−δ(u), 0], respectively. Thus we complete the proof. 
Proof of Theorem 2.4: (1) For any θ > 0 and S > 0, set α∗ = αp
Ik(θ) = [kθ, (k + 1)θ], ak = a(kθ) k ∈ N, N(θ) =
⌊
T
θ
⌋
,
Jkl (u) =
[
kθ + lu−2/α
∗
S, kθ + (l + 1)u−2/α
∗
S
]
, M(u) =
⌊
θu2/α
∗
S
⌋
.
We have
N(θ)−1∑
k=0
M(u)−1∑
l=0
Qu
(
Jkl (u)
)− 4∑
i=1
Ai(u) ≤ Qu ([0, T ]) ≤
N(θ)∑
k=0
Qu (Ik(θ)) ≤
N(θ)∑
k=0
M(u)∑
l=0
Qu
(
Jkl (u)
) ,
where
Ai(u) =
∑
(k1,l1,k2,l2)∈Li
Qu
(
Jk1l1 (u), J
k2
l2
(u)
)
, i = 1, 2, 3, 4,
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with
L1 = {0 ≤ k1 = k2 ≤ N(θ)− 1, 0 ≤ l1 + 1 = l2 ≤M(u)− 1} ,
L2 = {0 ≤ k1 + 1 = k2 ≤ N(θ)− 1, l1 =M(u), l2 = 0} ,
L3 = {0 ≤ k1 + 1 < k2 ≤ N(θ)− 1, 0 ≤ l1, l2 ≤M(u)− 1} ,
L4 = {0 ≤ k1 ≤ k2 ≤ N(θ)− 1, k2 − k1 ≤ 1, 0 ≤ l1, l2 ≤M(u)− 1} \ (L1 ∪ L2) .
By Lemma 3.2,
N(θ)∑
k=0
M(u)∑
l=0
Qu
(
Jkl (u)
) = N(θ)∑
k=0
M(u)∑
l=0
P
{
sup
t∈[0,S]
Y (kθ + lu−2/α
∗
S + u−2/α
∗
t) > u
}
=
N(θ)∑
k=0
M(u)∑
l=0
P
{
sup
t∈[0,S]
g˜
(
X(kθ + lu−2/α
∗
S + u−2/α
∗
t)
)
> u1/p
}
≤
N(θ)∑
k=0
M(u)∑
l=0
(ak + εθ)
1
αHαSP {Y (0) > u}

∼
N(θ)∑
k=0
(ak + εθθ)
1
α
Hαu2/α∗P {Y (0) > u}
∼
∫ T
0
(a(t))1/αdtu−2/α
∗HαP {Y (0) > u} , u→∞, S →∞, θ → 0.
where g˜(x) = g1/p(x). Similarly,
N(θ)−1∑
k=0
M(u)−1∑
l=0
Qu
(
Jkl (u)
) ≥ ∫ T
0
(a(t))1/αdtu−2/α
∗HαP {Y (0) > u} , u→∞, S →∞, θ → 0.
Now we find an upper bound for
∑4
i=1Ai(u), by Lemma 3.2
A1(u) =
N(θ)−1∑
k=0
M(u)−1∑
l=0
(Qu (Jkl (u))+Qu (Jkl+1(u))−Qu (Jkl (u) ∪ Jkl+1(u)))

∼
N(θ)−1∑
k=0
(Hα[0, (ak + εθ) 1αS] +Hα[0, (ak + εθ) 1αS]−Hα[0, 2(ak − εθ) 1αS])M(u)−1∑
l=0
P {Y (0) > u}

≤ Q1
N(θ)−1∑
k=0
(
(ak + εθ)
1
α − (ak − εθ) 1α
)
θ
 u2/α∗P {Y (0) > u}
= o
(
u2/α
∗
P {Y (0) > u}
)
, u→∞, S →∞, θ → 0.
Similarly,
A2(u) =
N(θ)−1∑
k=0
Pu
(
JkM(u)−1(u), J
k+1
0 (u)
)
≤
N(θ)−1∑
k=0
P
{
sup
t∈[0,2S]
Y ((k + 1)θ − u−2/α∗t) > u, sup
t∈[0,2S]
Y ((k + 1)θ + u−2/α
∗
t) > u
}
=
N(θ)−1∑
k=0
(
P
{
sup
t∈[0,2S]
Y ((k + 1)θ − u−2/α∗t) > u
}
+ P
{
sup
t∈[0,2S]
Y ((k + 1)θ + u−2/α
∗
t) > u
}
−P
{
sup
t∈[−2S,2S]
Y ((k + 1)θ − u−2/α∗t) > u
})
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∼
N(θ)−1∑
k=0
(2Hα[0, 2(ak + εθ) 1αS]−Hα[−2(ak − εθ) 1αS, 2(ak − εθ) 1αS])M(u)−1∑
l=0
P {Y (0) > u}

≤ Q2
N(θ)−1∑
k=0
(
(ak + εθ)
1
α − (ak − εθ) 1α
)
θ
u2/α∗P {Y (0) > u}
= o
(
u2/α
∗
P {Y (0) > u}
)
, u→∞, S →∞, θ → 0.
For any θ > 0
E {Xi(t)Xi(s)} = r(s, t) ≤ 1− δ(θ)
for (s, t) ∈ Jk1l1 (u) × Jk2l2 (u), (j1, k1, j2, k2) ∈ L3 where δ(θ) > 0 is related to θ. Then by Lemma 3.1 as
u→∞, S →∞, θ → 0
A3(u) ≤ N(θ)M(u)2Ψ
(
2u
1
2 −Q3√
4− δ(θ)
)
≤ T
S
u2/α
∗
2Ψ
(
2u
1
2 −Q3√
4− δ(θ)
)
= o
(
u2/α
∗
P {Y (0) > u}
)
.
Finally by Lemma 3.3 for u large enough and θ small enough
A4(u) ≤
N(θ)−1∑
k=0
2M(u)∑
l=0
2M(u)∑
i=2
Qu
(
Jkl (u), J
k
l+i(u)
)
≤
N(θ)−1∑
k=0
2M(u)∑
l=0
P {Y (0) > u}
( ∞∑
i=1
Q4 exp (−Q5 |iS|α)
)
≤ Q6T
S
u−2/α
∗
P {Y (0) > u}
( ∞∑
i=1
exp (−Q5 |iS|α)
)
= o
(
u2/α
∗
P {Y (0) > u}
)
, u→∞, S →∞, θ → 0.
Thus
4∑
i=1
Ai(u) = o
(
u2/α
∗
P {Y (0) > u}
)
, u→∞, S →∞, θ → 0,
which derives the result.
(2) In the proof of Theorem 2.2, if we take β∗ = 2γp2−p and f(t) =
ctγ
p , then all argumentations in the proof still
holds and the results follow.
(3) If p = 2, for any constant θ > 0, we define
Ik = [kθ, (k + 1)θ], ak = a(kθ), k ∈ N, N(θ) =
⌊
T
θ
⌋
,
and
M1θ (k) = sup
t∈Ik
h(t), M2θ (k) = inf
t∈Ik
h(t).
Then we have
Pu ([0, T ]) ≥
N(θ)−1∑
k=0
Pu (Ik)−
2∑
j=1
Λj ,
where
Λ1 =
N(θ)∑
k=0
Pu (Ik, Ik+1), Λ2 =
N(θ)∑
k=0
j>k+1
Pu (Ik, Ij),
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and by (1)
Pu ([0, T ]) ≤
N(θ)∑
k=0
Pu (Ik) ≤
N(θ)∑
k=0
P
{
sup
t∈Ik
Y (t) > u−M1θ (k)
}
∼
N(θ)∑
k=0
a
1
α
k
(
u−M1θ (k)
) 1
α HαθP
{
Y (0) > u−M1θ (k)
}
∼ u 1αHαP {Y (0) > u} θ
N(θ)∑
k=0
a
1
α
k e
M1θ (k)
2
∼ u 1αHαP {Y (0) > u}
∫ T
0
(a(t))
1
α e
h(t)
2 dt, u→∞, θ → 0.
Similarly,
N(θ)−1∑
k=0
Pu (Ik) ≥
N(θ)−1∑
k=0
P
{
sup
t∈Ik
Y (t) > u−M2θ (k)
}
∼ u 1αHαP {Y (0) > u}
∫ T
0
(a(t))1/αe
h(t)
2 dt, u→∞, θ → 0.
Further, we have
Λ1 ≤
N(θ)∑
k=0
(Pu (Ik) + Pu (Ik+1)− Pu (Ik ∪ Ik+1))
≤
N(θ)∑
k=0
(
P
{
sup
t∈Ik
Y (t) > u− M˜1θ (k)
}
+ P
{
sup
t∈Ik+1
Y (t) > u− M˜1θ (k)
}
− P
{
sup
t∈Ik∪Ik+1
Y (t) > u− M˜1θ (k)
})
∼
N(θ)∑
k=0
(
a
1/α
k + a
1/α
k+1 − 2a1/αk
)
θu
1
α e
M˜1θ (k)
2 P {Y (0) > u} = o
(
u1/αP {Y (0) > u}
)
, u→∞, θ → 0,
where M˜1θ (k) = max(M
1
θ (k),M
1
θ (k + 1)).
Set hm = supt∈[0,T ] h(t) and for any θ > 0
E {Xi(t)Xi(s)} = r(|t − s|) ≤ 1− δ(θ)
for (s, t) ∈ Ik × Ij , j > k + 1 where δ(θ) > 0 is a constant related to θ. Then by Lemma 3.1
Λ2 =
N(θ)∑
k=0
j>k+1
Pu (Ik, Ij) ≤
N(θ)∑
k=0
j>k+1
P
{
sup
t∈Ik
Y (t) > u− hm, sup
t∈Ij
Y (t) > u− hm
}
≤
N(θ)∑
k=0
j>k+1
2Ψ
(
2 (u− hm)
1
2 −Q1√
4− δ(θ)
)
= o (P {Y (0) > u}) , u→∞, θ → 0.
Thus, we have
Pu ([0, T ]) ∼
∫ T
0
(a(t))1/αe
h(t)
2 dtHαu 1αP {Y (0) > u} , u→∞.
If p ∈ (2,∞), set M1 = inft∈[0,T ] h(t) and M2 = supt∈[0,T ] h(t). Since h(t) is a continuous function, we have
−∞ < M1 ≤M2 <∞. Further, since when p ∈ (2,∞),
P {Y (0) > u+Q2} ∼ P {Y (0) > u}
hold for any Q2 ∈ R. Hence, by (1)
Pu ([0, T ]) ≥ P
{
sup
t∈[0,T ]
Y (t) > u−M1
}
∼
∫ T
0
(a(t))1/αdtu
2
αpHαP {Y (0) > u} , u→∞,
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and
Pu ([0, T ]) ≤ P
{
sup
t∈[0,T ]
Y (t) > u−M2
}
∼
∫ T
0
(a(t))1/αdtu
2
αpHαP {Y (0) > u} , u→∞.
Thus we complete the proof.

4. Appendix
4.1. Appendix A. First we give the proof of (12).
Proof of (12): Here we use Pu (·) the same as in (20). We consider the case 0 < A < B < T . First by (1) of
Theorem 2.4, we have as u→∞
Pu ([A,B]) = P
{
sup
t∈[A,B]
Y (t) > u− hm
}
∼
∫ B
A
(a(t))
1
α dtHαu 2α∗ P {Y (0) > u− hm} .
Set ∆ε = [A− ε,B + ε] ∩ [0, T ] for some ε > 0, then we have
Pu ([A,B]) ≤ Pu ([0, T ]) ≤ Pu ([∆ε]) + Pu ([0, T ] \∆ε).
Since h(t) is a continuous function and we have hε := supt∈[0,T ]\∆ε h(t) < hm, then by (1) of Theorem 2.4
Pu ([0, T ] \∆ε) ≤ P
{
sup
t∈[0,T ]\∆ε
Y (t) > u− hε
}
∼ Q1u2/α∗P {Y (0) > u− hε}
= o
(
u2/α
∗
P {Y (0) > u− hm}
)
, u→∞, ε→ 0.
Further, we have by (1) of Theorem 2.4
Pu ([∆ε]) ≤ P
{
sup
t∈∆ε
Y (t) > u− hm
}
≤
∫ B+ε
A−ε
(a(t))
1
α dtHαu 2α∗ P {Y (0) > u− hm}
∼
∫ B
A
(a(t))
1
α dtHαu 2α∗ P {Y (0) > u− hm} , u→∞, ε→ 0.
Hence the claims follow.

proof of Example 2.6: Notice that we just need to prove that g(x) satisfies Condition 2.1.
i) By the twice continuously differentiable of g, it easily to prove that Condition 2.1 is satisfied, except case
ρ = 2. For the case ρ = 2, we have gˆ = 1 andM is the whole unit sphere Sd−1 (which is a manifold of dimension
d− 1), and according to [6], we know that Theorem 2.2 and Theorem 2.4 hold. A similar detail analysis can be
found in [18][Example 1].
ii) For g(x) = Πdi=1xi, we have p = d and further gˆ =
1
dd/2
since
M =
{(
±1/
√
d, . . . ,±1/
√
d
)
with even number of negative coordinates
}
,
which consists of 2d−1 points (the product x1, . . . , xd should be positive). Further, we introduce the spherical
coordinates
v1 = cosϕ1,
v2 = sinϕ1 cosϕ2,
. . .
vd−1 = sinϕ1 sinϕ2 . . . sinϕd−2 cosϕd−1,
vd = sinϕ1 sinϕ2 . . . sinϕd−2 sinϕd−1,
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with ϕ ∈ Πd−1 = [0, π)d−2 × [0, 2π) and
g(ϕ) = sind−1 ϕ1, . . . , sinϕd−1 cosϕ1, . . . , cosϕd−1.
For instance, at the point
(
1/
√
d, . . . , 1/
√
d
)
we have cosϕi =
√
1
d−i+1 and sinϕi =
√
d−i
d−i+1 . Further calcula-
tion shows that for any ϕ ∈ Mϕ
g′′ϕiϕi(ϕ) = −2g(ϕ)(d − i+ 1) = −
2(d− i+ 1)
dd/2
, g′′ϕiϕj (ϕ) = 0, for i 6= j,
which leads |detg′′(ϕ)| = 2d−1d!/dd(d−1)/2 > 0. By the continuity of |detg′′(ϕ)| over some Mϕ(ε), we know
that Condition 2.1 is satisfied.
iii) For g(x) = max1≤i≤d xi, we have p = 1 and further gˆ = 1 since M consists of d points (0, . . . , 0, 1, 0, . . . , 0).
For instance, around the point v = (0, . . . , 0, 1) over unit sphere Sd−1 we have that
g(ϕ) = sinϕ1 sinϕ2 . . . sinϕd−2 sinϕd−1
and ϕi =
pi
2 , i = 1, . . . , d. It is clear that
g′′ϕiϕi(ϕ) = −g(ϕ) = −1, g′′ϕiϕj (ϕ) = 0, for i 6= j,
which leads |detg′′(ϕ)| = 1 > 0. By the continuity of |detg′′(ϕ)| over someMϕ(ε), we know that Condition 2.1
is satisfied. 
Next we give the proofs of Lemma 3.1, Lemma 3.2 and Lemma 3.3. In the following proofs, Qi, i ∈ N denote
some positive constants which can be different from line by line.
Proof of Lemma 3.1: By (11) and the continuity of r(s, t), for some δ > 0 we have
E {Xi(t)Xi(s)} = r(s, t) ≤ 1− δ
2
, i = 1, 2, . . . , d,
holds for any (s, t) ∈ [0, t1]× [t2, t3]. Set Z(t,v, s,w) = 〈X(t),v〉+ 〈X(s),w〉 where v,w ∈ Sd−1 with Sd−1 the
unit sphere in Rd with respect to Euclidean norm ‖·‖. Since Z(t,v, s,w) is a center Gaussian fields, we have
further
Var (Z(t,v, s,w)) = 2 + 2r(s, t)
(
d∑
i=1
viwi
)
≤ 2 + r(s, t)
(
d∑
i=1
v2i +
d∑
i=1
w2i
)
= 2 + 2r(s, t) ≤ 4− δ
for any (t,v, s,w) ∈ [0, t1]× Sd−1 × [t2, t3]× Sd−1. By Borell inequality (see e.g., [7, 19])
P
{
sup
t∈[0,t1]
Y (t) > u, sup
t∈[t2,t3]
Y (t) > u
}
≤ P
{
sup
t∈[0,t1]
|Y (t)| > u, sup
t∈[t2,t3]
|Y (t)| > u
}
≤ P
{
sup
t∈[0,t1]
|X(t)| > u, sup
t∈[t2,t3]
|X(t)| > u
}
≤ P
{
sup
(t,v)∈[0,t1]×S1d−1
〈X(t),v〉 > u, sup
(s,w)∈[t2,t3]×S2d−1
〈X(s),w〉 > u
}
≤ P
{
sup
(t,v,s,w)∈[0,t1]×S1d−1×[t2,t3]×S2d−1
Z(t,v, s,w) > 2u
}
≤ 2Ψ
(
2u −D√
4− δ
)
,
where D is some constant such that
P
{
sup
(t,v,s,w)∈[0,t1]×S1d−1×[t2,t3]×S2d−1
Z(t,v, s,w) > D
}
≤ 1
2
,
hence the first claim follows. The second claim follows for (57). 
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Before giving the proof of Lemma 3.2, we remark that from [1][Corollary 4] it follows that only arbitrary small
vicinity in the sphere of the maximum point set gives contribution to the asymptotic behavior of probabilities
of (2). Therefore we can change g(ϕ) outside of Mϕ(ε) is such a way that first,
g(ϕ) ≥ 1− ε,ϕ ∈ Πd−1,
keeping the same asymptotic behavior of the probability in question; and second, having g(ϕ) twice continu-
ously differentiable for all ϕ ∈ Πd−1.
Proof of Lemma 3.2: i) First we prove (15) and assume for simplicity that fi = f, i ≤ d. For any W > 0 and
all u large (set Zu(t) =
g(ξ(u−2/αt+t0))
1+u−2f(t) and write simple p(x) instead of p(x))
P
{
sup
t∈[−S1,S2]
Zu(t) > uk
}
=
∫ ∞
−∞
P
{
sup
t∈[−S1,S2]
Zu(t) > uk
∣∣∣g(ξ(t0)) = x} p(x)dx
= u−1k
∫ ∞
−∞
P
{
sup
t∈[−S1,S2]
Zu(t) > uk
∣∣∣g(ξ(t0)) = uk,y} p(uk,y)dy
= u−1k
∫ W
−W
P
{
sup
t∈[−S1,S2]
Zu(t) > uk
∣∣∣g(ξ(t0)) = uk,y} p(uk,y)dy
+u−1k
∫ ∞
W
P
{
sup
t∈[−S1,S2]
Zu(t) > uk
∣∣∣g(ξ(t0)) = uk,y} p(uk,y)dy
+P
{
g(ξ(t0)) > uk + u
−1
k W
}
=: I1(u) + I2(u) + I3(u),
where uk,y = uk − u−1k y and p(x) is the density function of g(ξ(t0)) which is showed in Theorem 4.2.
Since
Pf(t)α,a [−S1, S2] = E
{
exp
(
sup
t∈[−S1,S2]
η(t)
)}
=
∫ ∞
−∞
eyP
{
sup
t∈[−S1,S2]
η(t) > y
}
dy,
where η(t) :=
√
2aBα(t)− a |t|α − f(t), we have
sup
k∈Ku
∣∣∣∣∣∣
P
{
supt∈[−S1,S2] Zu(t) > uk
}
P {g(ξ(t0)) > uk} − P
f(t)
α,a [−S1, S2]
∣∣∣∣∣∣
≤ sup
k∈Ku
∣∣∣∣ I1(u)P {g(ξ(t0)) > uk} − Pf(t)α,a [−S1, S2]
∣∣∣∣+ sup
k∈Ku
I2(u)
P {g(ξ(t0)) > uk} + supk∈Ku
I3(u)
P {g(ξ(t0)) > uk}
≤ sup
k∈Ku
∣∣∣∣∣ I1(u)P {g(ξ(t0)) > uk} −
∫ W
−W
eyP
{
sup
t∈[−S1,S2]
η(t) > y
}
dy
∣∣∣∣∣
+
∫
|y|≥W
eyP
{
sup
t∈[−S1,S2]
η(t) > y
}
dy + sup
k∈Ku
I2(u)
P {g(ξ(t0)) > uk} + supk∈Ku
I3(u)
P {g(ξ(t0)) > uk} .
By [4] [Theorem 8.1] and the fact that for s, t ≥ 0
E
{
(Bα(t)−Bα(s))2
}
= |t− s|α ,
we have for any y > 0
P
{
sup
t∈[−S1,S2]
η(t) > y
}
≤ P
{
sup
t∈[−S1,S2]
√
2aBα(t) > y
}
≤ 2P
{
sup
t∈[0,max(S1,S2)]
Bα(t) >
y√
2a
}
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≤ Q0y2/αΨ
(
y√
2amax(S1, S2)
)
,(38)
which implies that∫
|y|>W
eyP
{
sup
t∈[−S1,S2]
η(t) > y
}
dy ≤
∫ −W
−∞
eyP
{
sup
t∈[−S1,S2]
η(t) > y
}
dy +
∫ ∞
W
eyP
{
sup
t∈[−S1,S2]
η(t) > y
}
dy
≤ e−W +
∫ ∞
W
Q0e
yy2/αΨ
(
y√
2amax(S1, S2)
)
dy → 0, W →∞.
Next, using (57) and (14), we have
sup
k∈Ku
I3(u)
P {g(ξ(t0)) > uk} ≤ supk∈Ku
P
{
g(ξ(t0)) > uk + u
−1
k W
}
P {g(ξ(t0)) > uk} → 0, u→∞, W →∞,(39)
where we use the fact that (
uk + u
−1
k W
)2
= u2k + 2W + u
−2
k W
2.
By (14), (56) and (57) for ε1 <
1
2
sup
k∈Ku,−W<y<u2−ε1k
∣∣∣∣ u−1k p(uk,y)P {g(ξ(t0)) > uk} ey − 1
∣∣∣∣
= sup
k∈Ku,−W<y<u2−ε1k
∣∣∣∣∣u−1k h0(1 +R(uk,y)) (uk,y)m e−
1
2u
2
k,y
P {g(ξ(t0)) > uk} ey − 1
∣∣∣∣∣
= sup
k∈Ku,−W<y<u2−ε1k
∣∣∣∣∣∣∣
(1 +R(uk,y))
(
1− u−2k y
)m
e
− y2
2u2
k
1 +R1(uk)
− 1
∣∣∣∣∣∣∣→ 0, u→∞,(40)
where R(x)→ 0, R1(x)→ 0, x→∞, h0 is the same as in Theorem 4.2, and we use the fact that
(uk,y)
2 = u2k
(
1− u−2k y
)2
= u2k − 2y + u−2k y2,
and
(uk,y)
m
= umk (1− u−2k y)m.
Setting
Puk(y) := P
{
sup
t∈[−S1,S2]
Zu(t) > uk
∣∣∣g(ξ(t0)) = uk,y} ≤ 1,
we have
sup
k∈Ku
∣∣∣∣∣ I1(u)P {g(ξ(t0)) > uk} −
∫ W
−W
eyP
{
sup
t∈[−S1,S2]
η(t) > y
}
dy
∣∣∣∣∣
≤ sup
k∈Ku
∣∣∣∣∣
∫ W
−W
Puk(y)
u−1k p(uk,y)
P {g(ξ(t0)) > uk}dy −
∫ W
−W
eyPuk(y)dy
∣∣∣∣∣
+ sup
k∈Ku
∫ W
−W
∣∣∣∣∣eyPuk(y)− eyP
{
sup
t∈[−S1,S2]
η(t) > y
}∣∣∣∣∣ dy
≤ sup
k∈Ku
eW
∫ W
−W
∣∣∣∣ u−1k p(uk,y)eyP {g(ξ(t0)) > uk} − 1
∣∣∣∣ dy + sup
k∈Ku
eW
∫ W
−W
∣∣∣∣∣Puk(y)− P
{
sup
t∈[−S1,S2]
η(t) > y
}∣∣∣∣∣ dy,(41)
where by (40), the first term goes to zero as u→∞.
Thus we just need to prove
lim
u→∞
sup
k∈Ku,y∈[−W,W ]
∣∣∣∣∣Puk(y)− P
{
sup
t∈[−S1,S2]
η(t) > y
}∣∣∣∣∣ = 0
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and
lim
u→∞
sup
k∈Ku
I2(u)
P {g(ξ(t0)) > uk} = 0,
which will be dealt with in the following Step 1 and Step 2, respectively.
Step 1: Using the idea of Piterbarg, we use e ∈ Sd−1 as the spherical coordinates of v with
V := {v : g(v) = 1,v ∈ Rd} = {v : v = v(e) = |v|e, e ∈ Sd−1, g(v) = 1},
and write
{g(ξ(t0)) = uk,y} =:
⋃
e∈Sd−1
Ue,
where Ue = {(uk,y)−1ξ(t0) = v(e)}. Then
Puk(y) =
∫
Sd−1
fk(e)P
{
sup
t∈[−S1,S2]
Zu(t) > uk
∣∣∣Ue} de(42)
where de is the elementary volume in Sd−1, fk is the conditional probability density of the Gaussian vector
(uk,y)
−1ξ(t0) given g((uk,y)−1ξ(t0)) = 1 induced on Sd−1.
We have
E
{
ξi(u
−2/αt+ t0)
1 + u−2f(t)
∣∣∣Ue} = E{ξi(u−2/αt+ t0)
1 + u−2f(t)
∣∣∣ξi(t0) = uk,yvi} = r(u−2/α|t|)uk,yvi
1 + u−2f(t)
=: miu(t),
i = 1, . . . , d, where v = v(e) = (v1, . . . , vd). Further calculating the conditional variance we have
Var
(
ξi(u
−2/αs+ t0)
1 + u−2f(s)
− ξi(u
−2/αt+ t0)
1 + u−2f(t)
∣∣∣Ue)
= Var
(
ξi(u
−2/αs+ t0)
1 + bu−2f(s)
− ξi(u
−2/αt+ t0)
1 + bu−2f(t)
)
−
(
r(u−2/α|s|)
1 + u−2f(s)
− r(u
−2/α|t|)
1 + u−2f(t)
)2
=: Vu(s, t).
Let us recall that
uk,y = uk
(
1− yu−2k
)
,
which combined with (10) leads to
miu(t) = ukvi
(
1− (f(t) + a|t|α)u−2 − yu−2k + u−2ρ1(u, k, t, y)
)
(43)
Vu(s, t) = 2au
−2(|t− s|α + ρ2(u, s, t)),(44)
where ρ1(u, k, t, y)→ 0, as u → ∞ uniformly in t, y, k and ρ2(u, s, t)→ 0, as u → ∞ uniformly in s, t . Let us
introduce d independent Gaussian processes X iu(t), i = 1, 2, . . . , d with zero means, continuous trajectories with
t ∈ [−S1, S2], and covariance functions equal to the respective conditional covariance function of ξi(u
−2/αt+t0)
1+u−2f(t) .
Now write
Puk(y) =
∫
Sd−1
fk(e)P
{
sup
t∈[−S1,S2]
g(X u(t) +mu(t)) > uk
}
de,
with X u(t) = (X iu(t), i = 1, . . . , d) and mu(t) = (miu(t), i = 1, . . . , d).
Notice also that g(v) = 1, and thus
|v| = |v|g(e)(g(e))−1 = g(v)(g(e))−1 = (g(e))−1.
Now let us consider the probability
Puk,e(y) :=P
{
sup
t∈[−S1,S2]
g(X u(t) +mu(t)) > uk
}
= P
{
sup
t∈[−S1,S2]
g(e)|X u(t) +mu(t)| > uk
}
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=P
{
sup
t∈[−S1,S2]
(|X u(t) +mu(t)|2 − (g(e))−2u2k) > 0
}
=P
{
sup
t∈[−S1,S2]
(|X u(t) +mu(t)|2 − |v|2u2k) > 0
}
=P
{
sup
t∈[−S1,S2]
(|X u(t) +mu(t)− vuk|2 + 2 〈X u(t) +mu(t)− vuk,vuk〉) > 0}
=P
{
sup
t∈[−S1,S2]
ζu(t) > 0
}
,
where ζu(t) := 〈X u(t) +mu(t)− vuk,vuk〉+ 12 |X u(t) +mu(t)− vuk|2.
As in [1] we obtain
Puk,e(y) ≤ Q1 exp(−Q2y2) +Q3 exp(−Q4y),
where Q4 > 1, and further
Puk(y) ≤ Q5 exp(−Q2y2) +Q6 exp(−Q4y).(45)
By (14), (43) and (44), as u→∞
E {ζu(t)} → − (f(t) + a|t|α) |v|2 − y|v|2,
holds uniformly for all t ∈ [−S1, S2] and k ∈ Ku, and moreover
Var (ζu(t)− ζu(s))→ 2a|t− s|α|v|2,
holds uniformly for all s, t ∈ [−S1, S2] and k ∈ Ku. Given Bα(t), Biα(t), i = 1, 2, . . . , d independent fractional
Brownian motion with the same Hurst index α/2 ∈ (0, 1] we can write
P
{
sup
t∈[−S1,S2]
d∑
i=1
√
2aBiα(t)vi − (f(t) + a|t|α) |v|2 − y|v|2 > 0
}
=P
{
sup
t∈[−S1,S2]
√
2aBα(t)|v| − (f(t) + a|t|α) |v|2 > y|v|2
}
=P
{
sup
t∈[−S1,S2]
√
2a
(g(e))2
Bα(t)− 1
(g(e))2
f(t)− a
(g(e))2
|t|α > y(g(e))−2
}
=: Pe(y).
Consequently,
lim
u→∞
sup
k∈Ku
y∈[−W,W ]
|Puk,e(y)− Pe(y)| = 0.
By [1], we know that there exist a density function j(e) on M such that
lim
u→∞
sup
k∈Ku
∣∣∣∣∣
∫
Sd−1
fk(e)Puk,e(y)de−
∫
M
j(e)Pe(y)de
∣∣∣∣∣ = 0,
and ∫
M
j(e)Pe(y)de =
∫
M
j(e)P
{
sup
t∈[−S1,S2]
η(t) > y
}
de = P
{
sup
t∈[−S1,S2]
η(t) > y
}
,
where we used the fact that g(e) = 1 for e ∈M and ∫M j(e)de = 1. Hence we have
lim
u→∞
sup
k∈Ku,y∈[−W,W ]
∣∣∣∣∣Puk(y)− P
{
sup
t∈[−S1,S2]
η(t) > y
}∣∣∣∣∣ = 0.(46)
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Step 2: For ε1 <
1
2 , we have (below we set Uu(t) := g(ξ(u
−2/αt+ t0)))
I2(u) ≤u−1k
∫ ∞
W
P
{
sup
t∈[−S1,S2]
Uu(t)) > uk
∣∣∣g(ξ(t0)) = uk,y} p(uk,y)dy
=u−1k
∫ u2−ε1k
W
P
{
sup
t∈[−S1,S2]
Uu(t)) > uk
∣∣∣g(ξ(t0)) = uk,y} p(uk,y)dy
+ u−1k
∫ ∞
u
2−ε1
k
P
{
sup
t∈[−S1,S2]
Uu(t)) > uk
∣∣∣g(ξ(t0)) = uk,y} p(uk,y)dy
=u−1k
∫ u2−ε1k
W
P
{
sup
t∈[−S1,S2]
Uu(t)) > uk
∣∣∣g(ξ(t0)) = uk,y} p(uk,y)dy
+ P
{
sup
t∈[−S1,S2]
Uu(t) > uk, g(ξ(t0)) ≤ uk − u1−ε1k
}
= : J1(u) + J2(u).
Then we use the similar argumentation in Step 1 to deal with
Puk(y) = P
{
sup
t∈[−S1,S2]
Uu(t)) > uk
∣∣∣g(ξ(t0)) = uk,y} , y ∈ [W,u2−ε1k ],
and we get
lim
u→∞
sup
k∈Ku,y∈[W,u2−ε1k ]
∣∣∣∣∣Puk(y)− P
{
sup
t∈[−S1,S2]
η1(t) > y
}∣∣∣∣∣ = 0,
where η1(t) =
√
2aBα(t)− a |t|α. Then by (40) and similarly to (38)
sup
k∈Ku
J1(u)
P {g(ξ(t0)) > uk} ≤ Q7
∫ ∞
W
P
{
sup
t∈[−S1,S2]
η1(t) > y
}
eydy
≤ Q8
∫ ∞
W
eyy2/αΨ
(
y√
2amax(S1, S2)
)
dy → 0, W →∞.(47)
Now let us proceed the analysis of J2(u). We have
J2(u) ≤ P
{
sup
t∈[−u−2/αS1,u−2/αS2]
(g(ξ(t+ t0))− g(ξ(t0))) > u1−ε1k
}
.
Since
g(x+ y)− g(x) =
∫ 1
0
〈∇g(x+ hy),y〉dh,
and
|g(x+ y)− g(x)| ≤ g1|y|,
where g1 = max|v|=1 |∇g(v)|. Hence, denoting ∆ξ(t) = ξ(t+ t0)− ξ(t0), we get that
sup
t∈[−u−2/αS1,u−2/αS2]
(g(ξ(t+ t0))− g(ξ(t0))) ≤ g1 sup
t∈[−u−2/αS1,u−2/αS2]
|∆ξ(t)| .
Further, since by (14) for ε > 0 when u large enough
inf
k∈Ku
uk ≥ (1− ε)u,(48)
then we have
P
{
sup
t∈[−S1,S2]
(Uu(t))− g(ξ(t0))) > u1−ε1k
}
≤ P
{
sup
t∈[−u−2/αS1,u−2/αS2]
(g(ξ(t+ t0))− g(ξ(t0))) > u1−ε1k
}
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≤ P
{
sup
t∈[−u−2/αS1,u−2/αS2]
∣∣∣t−α/2∆ξ(t)∣∣∣ > Q7u2−ε1} ,
where Q7 = (1− ε)1−ε1g−11 (max(S1, S2))−α/2. Now consider the vector process
X1(t) := t
−α/2∆ξ(t), t ∈ [−u−2/αS1, u−2/αS2],
which tends weakly to zero, hence
P
{
sup
t∈[−S1,S2]
(Uu(t)− g(ξ(t0))) > u1−ε1k
}
≤ P
{
sup
t∈[−u−2/αS1,u−2/αS2]
G(X1(t)) > Q7u
2−ε1
}
,
where G(x) = |x|, x ∈ Rd, is a homogeneous function of order 1. Now from Theorem 4.1 it follows that the
probability J2(u) is exponentially smaller than the probability I1(u).
ii) Next, we prove (16). By (10), for εT ∈ (0, a) we can find T small enough such that
(a− εT ) ≤ a(t) ≤ (a+ εT ), (a− εT ) |t− s|α ≤ 1− r(s, t) ≤ (a+ εT ) |t− s|α(49)
holds for s, t ∈ [t0 − T, t0 + T ]. Set
ξ′(u,k)(t) = ξ(u
−2/α(a(ku−2/αS + t0))−1/αt+ ku−2/αS + t0), t ∈ [0, (a(ku−2/αS + t0))1/αS].
Then similar to i), we have for any W > 0 and all u large
P
{
sup
t∈[0,S]
g(ξ(u−2/αt+ ku−2/αS + t0)) > uk
}
=
∫ ∞
−∞
P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = x
}
p(x)dx
= u−1k
∫ ∞
−∞
P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
p(uk,y)dy
= u−1k
∫ W
−W
P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
p(uk,y)dy
+ P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk, g(ξ
′
(u,k)(0)) ≤ uk − u−1k W
}
+ P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk, g(ξ
′
(u,k)(0)) > uk + u
−1
k W
}
=: I ′1(u) + I
′
2(u) + I
′
3(u),
where we used the fact that
p(x) = pg(ξ′
(u,k)
(0))(x), x ∈ R.
By
I ′3(u) ≤ P
{
g(ξ′(u,k)(0)) > uk + u
−1
k W
}
= P
{
g(ξ(t0)) > uk + u
−1
k W
}
,
we know that as in (39)
sup
k∈Ku
I ′3(u)
P {g(ξ(t0)) > uk} ≤ supk∈Ku
P
{
g(ξ(t0)) > uk + u
−1
k W
}
P {g(ξ(t0)) > uk} → 0, u→∞,W →∞.
Next we consider I ′1(u). Setting
P ′uk(y) = P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
,
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we have by (49)
P ′uk(y) ≥ P
{
sup
t∈[0,(a−εT )1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
,
and
P ′uk(y) ≤ P
{
sup
t∈[0,(a+εT )1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
.
Similar to the proof of i), we analyse
I+u (W ) = u
−1
k
∫ W
−W
P
{
sup
t∈[0,(a+εT )1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
p(uk,y)dy
and
I−u (W ) = u
−1
k
∫ W
−W
P
{
sup
t∈[0,(a−εT )1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
p(uk,y)dy
for some constant W > 0. Next we use the similar arguments as in ii) to analyse I+u (W ) with η2(t) =√
2Bα(t)− |t|α. Since for t ∈ [0, (a+ εT )1/αS] and all k ∈ Ku
Cov(ξ′(u,k),i(t), ξ
′
(u,k),i(0)) ∼ 1− a(ku−2/αS + t0)
∣∣∣u−2/α(a(ku−2/αS + t0))−1/αt∣∣∣α = 1− u−2 |t|α ,
as u→∞, we replace (43) and (44) with
miu(t) = ukvi
(
1− |t|αu−2 − yu−2k + u−2ρ1(u, k, t, y)
)
, Vu(s, t) = 2u
−2(|t− s|α + ρ2(u, s, t)).
Further for ζu(t) := 〈X u(t) +mu(t)− vuk,vuk〉 + 12 |X u(t) +mu(t) − vuk|2 where X u(t) is Gaussian vector
process where X iu(t), i = 1, 2, . . . , d have zero means, continuous trajectories with t ∈ [0, (a + εT )1/αS], and
covariance functions equal to the respective conditional covariance function of ξ′(u,k),i(t). then
E {ζu(t)} → −|t|α|v|2 − y|v|2,
holds uniformly for all t ∈ [0, (a+ εT )1/αS], y ∈ [−W,W ] and k ∈ Ku and
Var (ζu(t)− ζu(s))→ 2|t− s|α|v|2,
holds uniformly for all s, t ∈ [0, (a+ εT )1/αS], y ∈ [−W,W ] and k ∈ Ku. Then
P
{
sup
t∈[0,(a+εT )1/αS]
d∑
i=1
√
2Biα(t)vi − |t|α|v|2 − y|v|2 > 0
}
= P
{
sup
t∈[0,(a+εT )1/αS]
√
2Bα(t)|v| − |t|α|v|2 > y|v|2
}
= P
{
sup
t∈[0,(a+εT )1/αS]
√
2
(g(e))2
Bα(t)− 1
(g(e))2
|t|α > y(g(e))−2
}
=: P+e (y),
and similarly we analyse I−u (W ) with
P−e (y) := P
{
sup
t∈[0,(a−εT )1/αS]
√
2
(g(e))2
Bα(t)− 1
(g(e))2
|t|α > y(g(e))−2
}
.
Thus we have that for u large enough
P
{
sup
t∈[0,(a−εT )1/αS]
η2(t) > y
}
≤ P ′uk(y) ≤ P
{
sup
t∈[0,(a+εT )1/αS]
η2(t) > y
}
holds for all k ∈ Ku and y ∈ [−W,W ], which combining with (40) drives that for u large enough and anyW > 0
Hα[0, (a− εT )1/αS] ≤ I
′
1(u)
P {g(ξ(t0)) > uk} ≤ Hα[0, (a+ εT )
1/αS],
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holds for any k ∈ Ku.
Now we consider I ′2(u). Similar to Step 2 of i), for ε1 <
1
2 , we have
I2(u) ≤ u−1k
∫ ∞
W
P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
p(uk,y)dy
= u−1k
∫ u2−ε1
k
W
P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
p(uk,y)dy
+ u−1k
∫ ∞
u
2−ε1
k
P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
p(uk,y)dy
= u−1k
∫ u2−ε1k
W
P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
p(uk,y)dy
+ P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk, g(ξ
′
(u,k)(0)) ≤ uk − u1−ε1k
}
=: J ′1(u) + J
′
2(u).
Then we use the similar argumentation in the former step to deal with
P ′uk(y) = P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk
∣∣∣g(ξ′(u,k)(0)) = uk,y
}
, y ∈ [W,u2−ε1k ],
and we get
lim
u→∞
sup
k∈Ku,y∈[W,u2−ε1k ]
P ′uk(y) ≤ P
{
sup
t∈[0,(a+εT )1/αS]
η2(t) > y
}
.
With (40) and similarly to (38), we derive that
sup
k∈Ku
J ′1(u)
P {g(ξ(t0)) > uk} ≤ Q11
∫ ∞
W
P
{
sup
t∈[0,(a+εT )1/αS]
η2(t) > y
}
eydy
≤ Q12
∫ ∞
W
eyy2/αΨ
(
y√
2(a+ εT )1/αS
)
dy → 0, W →∞.
Since
J ′2(u) = P
{
sup
t∈[0,(a(ku−2/αS+t0))1/αS]
g(ξ′(u,k)(t)) > uk, g(ξ
′
(u,k)(0)) ≤ uk − u1−ε1k
}
≤ P
{
sup
t∈[0,S]
g(ξ(u−2/αt+ ku−2/αS + t0)) > uk, g(ξ(ku−2/αS + t0)) ≤ uk − u1−ε1k
}
,
then using the same argument for J2(u) as in Step 2 of i) with t0 replaced by ku
−2/αS + t0, we obtain that
lim
u→∞
sup
k∈Ku
J ′2(u)
P {g(ξ(t0)) > uk} = 0.
Thus we finish the proof of (16).
If we let T → 0 in (16), then εT → 0 and (17) follows.

Proof of Lemma 3.3: We use several results and arguments from ii) of the proof of Lemma 3.2. Set
ξ′(u,k)(t) = ξ(u
−2/α(a(ku−2/αS + t0))−1/αt+ ku−2/αS + t0), t ∈ R, au,k = (a(ku−2/αS + t0))1/α,
A′i(uk) =
{
sup
t∈[au,kTi,au,k(Ti+S)]
g(ξ′(u,k)(t)) > uk
}
, i = 1, 2.
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For any W > 0 and all u large
P {A1(uk),A2(uk)} =
∫ ∞
−∞
P
{
A′1(uk),A′2(uk)
∣∣∣g(ξ′(u,k)(0)) = x} p(x)dx
= u−1k
∫ ∞
−∞
P
{
A′1(uk),A′2(uk)
∣∣∣g(ξ′(u,k)(0)) = uk,y} p(uk,y)dy
= u−1k
∫ W
−W
P
{
A′1(uk),A′2(uk)
∣∣∣g(ξ′(u,k)(0)) = uk,y} p(uk,y)dy
+ P
{
A′1(uk),A′2(uk), g(ξ′(u,k)(0)) ≤ uk − u−1k W
}
+ P
{
A′1(uk),A′2(uk), g(ξ′(u,k)(0)) > uk + u−1k W
}
=: I1(u) + I2(u) + I3(u),
where uk,y = uk− u−1k y and p(x) is the density function of g(ξ(t0)) which is showed in Theorem 4.2. Similar to
the proof of Lemma 3.2 ii), we know
sup
k∈Ku
I2(u)
P {g(ξ(t0)) > uk} ≤ supk∈Ku
P
{
A′1(uk), g(ξ′(u,k)(0)) ≤ uk − u−1k W
}
P {g(ξ(t0)) > uk} → 0, u→∞.
Further, as in (39)
sup
k∈Ku
I3(u)
P {g(ξ(t0)) > uk} ≤ supk∈Ku
P
{
g(ξ(t0)) ≤ uk − u−1k W
}
P {g(ξ(t0)) > uk} → 0, u→∞, W →∞,
then we can choose W large enough such that I3(u)
P{g(ξ(t0))>uk} less that Q1 exp
(−a8 |T2 − T1 − S|α).
Set below
η(t) =
√
2Bα(t)− |t|α , P˜uk(y, z) = P
{
A˜′1(uk, z), A˜′2(uk, z)
∣∣∣g(ξ′(u,k)(0)) = uk,y} ,
A˜′i(uk, z) =
{
sup
t∈[zTi,z(Ti+S)]
g(ξ′(u,k)(t)) > uk
}
, z ∈ [a, a], i = 1, 2,
and a = inft∈[t0−ε0,t0+ε0] a(t) and a = supt∈[t0−ε0,t0+ε0] a(t). First note that
I1(u) ≤ sup
z∈[a,a]
u−1k
∫ W
−W
P˜uk(y, z)p(uk,y)dy.(50)
Similarly to the arguments as (41) in proof of Lemma 3.2 we have that for u large enough
sup
k∈Ku
z∈[a,a]
∣∣∣∣∣∣u
−1
k
∫W
−W P˜uk(y, z)p(uk,y)dy
P {g(ξ(t0)) > uk} −
∫ W
−W
eyP
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
η(t) > y
) dy
∣∣∣∣∣∣
≤ sup
k∈Ku
z∈[a,a]
eW
∫ W
−W
∣∣∣∣ u−1k p(uk,y)eyP {g(ξ(t0)) > uk} − 1
∣∣∣∣ dy
+ sup
k∈Ku
z∈[a,a]
eW
∫ W
−W
∣∣∣∣∣∣P˜uk(y, z)− P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
η(t) > y
)
∣∣∣∣∣∣ dy,
where the first term goes to zero as u→∞ by (40).
By similar arguments as in Step 2 of the Lemma 3.2 we have for any (y, z) ∈ [−W,W ]× [a, a]
cu(y, z) := sup
k∈Ku
∣∣∣∣∣∣P˜uk(y, z)− P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
η(t) > y
)
∣∣∣∣∣∣→ 0, u→∞.
By the well-known Severini-Egorov theorem, for any ε > 0,W > 0 the convergence
cu(y, z)→ 0, u→∞
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is uniform for (y, z) ∈ ([−W,W ]× [a, a]) \Kε with Kε a measurable set with Lebesgue measure not exceeding
ε. Hence, we can write
lim
u→∞
sup
k∈Ku
(y,z)∈([−W,W ]×[a,a])\Kε
∣∣∣∣∣∣P˜uk(y, z)− P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
η(t) > y
)
∣∣∣∣∣∣ = 0.
Since ε > 0 can be chosen arbitrary small, we obtain
lim
u→∞
sup
k∈Ku
z∈[a,a]
eW
∫ W
−W
∣∣∣∣∣∣P˜uk(y, z)− P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
η(t) > y
)
∣∣∣∣∣∣ dy = 0.
Thus we have as u→∞
sup
k∈Ku
z∈[a,a]
∣∣∣∣∣∣u
−1
k
∫W
−W P˜uk(y, z)p(uk,y)dy
P {g(ξ(t0)) > uk} −
∫ W
−W
eyP
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
η(t) > y
) dy
∣∣∣∣∣∣→ 0.(51)
By Slepian inequality in [4] and [20][Theorem 3.1], for all u large
sup
k∈Ku
z∈[a,a]
1
Ψ(uk)
P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
ξ′(u,k),1(t) > uk
) ≤ Q2 exp(−a8 |T2 − T1 − S|α) .
Further, we have for W > 0
P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
ξ′(u,k),1(t) > uk
)
=
1√
2πuk
∫ ∞
−∞
e−
1
2 (uk,y)
2
P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
ξ′(u,k),1(t) > uk
)∣∣∣ξ′(u,k),1(0) = uk,y
 dy
=
1√
2πuk
∫ ∞
−∞
e−
1
2 (uk,y)
2
P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
X yu,k(t) > y
) dy
≥ Ψ(uk)
∫ W
−W
eyP
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
X yu,k(t) > y
) dy,
where
X yu,k(t) = uk
(
ξ′(u,k),1(t)− uk
)
+ y
∣∣∣ξ′(u,k),1(0) = uk,y.
Thus we have
sup
k∈Ku
z∈[a,a]
∫ W
−W
eyP
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
X yu,k(t) > y
) dy ≤ Q2 exp(−a8 |T2 − T1 − S|α) .(52)
From condition (10), we obtain uniformly with respect to t ∈ [zT1, z(T1 + S)] ∪ [zT2, z(T2 + S)], z ∈ [a, a],
y ∈ [−W,W ] and k ∈ Ku that
E
{
X yu,k(t)
}
→ −|t|α, u→∞,(53)
and also for any t, t′ ∈ [zT1, z(T1 + S)] ∪ [zT2, z(T2 + S)], z ∈ [a, a], y ∈ R and k ∈ Ku
Var
(
X yu,k(t)−X yu,k(t′)
)
→ 2|t− t′|α, u→∞.(54)
Consequently, since supremum is a continuous functional, for any y ∈ [−W,W ], we have
lim
u→∞
sup
k∈Ku
y∈[−W,W ],z∈[a,a]
∣∣∣∣∣∣P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
X yu,k(t) > y
)− P
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
η(t) > y
)
∣∣∣∣∣∣ = 0.
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The above equality implies
lim
u→∞ supk∈Ku
z∈[a,a]
∣∣∣∣∣∣
∫ W
−W
eyP
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
X yu,k(t) > y
) dy −
∫ W
−W
eyP
 ⋂
i=1,2
(
sup
t∈[zTi,z(Ti+S)]
η(t) > y
) dy
∣∣∣∣∣∣ = 0,
which combined with (50), (51) and (52) yields
I1(u)
P {g(ξ(t0)) > uk} ≤ Q2 exp
(
−a
8
|T2 − T1 − S|α
)
(55)
establishing the proof. 
4.2. Appendix B. Below we state two results which are used in our proofs.
Theorem 4.1. Let X(t), t ∈ [0, T ], be a centered vector Gaussian process taking valued in Rn with continuous
trajectories and G(x), x ∈ Rn is such that |G(x)| ≤ G |x|p for some G, p > 0 and all x. Assume that the
covariance matrix
Rt = E
{
X(t)X(t)⊤
}
is uniformly non-degenerated in [0, T ]. Assume also that for some Γ, γ > 0,
E
{
|X(t)−X(s)|2
}
≤ Γ |t− s|γ .
Denote
m(T ) = min
t∈[0,T ],|e|=1
∣∣∣R−1/2t e∣∣∣ .
Then there exist constants Γ1 and γ1 such that for all u ≥ 1,
P
{
sup
t∈[0,T ]
G(X(t)) > u
}
≤ Γ1uγ1 exp
(
−m
2(S)u2/β
2G2/β
)
.
This theorem is derived from [1][Corollary 2].
Next, we give the theorem about asymptotic expansions for probability density and tail probability of the
Gaussian random chaos in [18, 21, 22].
Denote by g′′d−1−m(ϕ) any non-singular (d− 1−m)-sub-matrix of g′′(ϕ) in (5) and J(r,ϕ) the same as in (4).
With ϕ fixed, determinants of all such sub-matrices are the same as can be seen by applying suitable orthogonal
transformations.
Theorem 4.2. If g(ϕ) satisfies Condition 2.1 and the probability density pg(ξ)(x) of g(ξ) exists, then the
following asymptotic relations holds,
pg(ξ)(x) =
h0
pgˆ
(
x
gˆ
)m+1
p −1
exp
(
− x
2/p
2gˆ2/p
)
(1 + o(1)),(56)
P {g(ξ) > x} = h0
(
x
gˆ
)m−1
p
exp
(
− x
2/p
2gˆ2/p
)
(1 + o(1)),(57)
as x→∞, where for the case (i) in Condition 2.1
h0 :=
1√
2π
(pgˆ)
d−1
2
∑
ϕ∈Mϕ
J(1,ϕ)√|det g′′(ϕ)| ;
and for the case (ii) in Condition 2.1
h0 :=
1
(2π)(m+1)/2
(pgˆ)
d−1−m
2
∫
Mϕ
J(1,ϕ)√∣∣det g′′d−1−m(ϕ)∣∣dVϕ,
with dVϕ the elementary volume in Mϕ.
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