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Résuḿe Avec le d́eveloppement de langages formels pour modéliser les syst̀emes d’interactions biomo-
léculaires, la possibilit́e d’effectuer des calculs symboliques au delà des simulations nuḿeriques ouvre la
voieà la conception de nouveaux outils de raisonnement automatique destinés au biologiste mod́elisateur.
La machine abstraite biochimique BIOCHAM est un environnement logiciel qui offre un langage simple de
règles pour mod́eliser les interactions biomoléculaires et un langage original fondé sur la logique tempo-
relle pour formaliser les propríet́es biologiques du système. En s’appuyant sur ces deux langages formels, il
devient possible d’utiliser des techniques d’apprentissage automatique pour inférer de nouvelles règles de
réaction moĺeculaireà partir de propríet́es temporelles observées. Dans ce contexte, le but est de corriger
ou compĺeter les mod̀eles BIOCHAM semi-automatiquement. Dans cet article, nous décrivons le système
d’apprentissage automatique de BIOCHAM, qui permet, d’une part, de trouver de nouvelles règ d’in-
teractionà partir d’un mod̀ele partiel et de contraintes exprimées en logique temporelle, et d’autre part,
d’estimer les valeurs de paramètres cińetiques̀a partir de propríet́es formaliśees en logique temporelle avec
contraintes nuḿeriques sur les concentrations ou leurs dérivées.
Keywords: Biologie syst́emique, apprentissage, logique temporelle, voies m´ taboliques, voies de signali-
sation.
1 Introduction
La production en masse de données post-ǵenomiques, telles que l’expression des ARN, la production de
prot́eines et les interactions protéine-prot́eine, soul̀eve un besoin important de repr´ sentation formelle des
syst̀emes biologiques. Les connaissances concernant des interactions de gènes et des chemins métaboliques
sont int́egŕees dans des bases de données comme KEGG [19], BioCyc [20],. . .et présent́ees sous forme de dia-
grammes annotés. Les outils comme BioSpice [17], Copasi [28], GON, E-cell [27] etc. ontét́e d́evelopṕes pour
faire des simulations sur ces bases de données lorsque les données nuḿeriques sont pŕesentes.
Au del̀a de la simulation, la possibilité de faire des calculs symboliques sur les r´ eaux d’interactions
moléculaires ouvre la voie vers une nouvelle sorte d’outils de raisonnement automatique pour les biologistes
mod́elisateurs. Notre projet avec la Machine Abstraite Biochimique BIOCHAM1 [16] , qui a d́ebut́e en 2002,
est une tentative dans cette direction. BIOCHAM fournit une sémantique pŕecise aux cartes d’interactions
biomoĺeculaires qualitatives en tant que systèmes de transition concurrents [10]. Basé sur cette śemantique
formelle, BIOCHAM propose :
– un langage compositionnel basé ur des r̀egles de ŕeactions dans le but de modéliser des systèmes bio-
chimiques, utilisant des schémas et des expressions cinétiques lorsque ces dernières sont disponibles ;
– un simulateur booléen non-d́eterministe et un simulateur numérique ;
1 http ://contraintes.inria.r/BIOCHAM/
– un langage de requête original baśe sur la logique temporelle CTL [13] pour les modèles booĺeens, et LTL
avec contraintes pour les modèles cińetiques. Ce langage de requête permet d’exprimer des propriét́es
biologiques sur l’accessibilité, les points de passage obligés, la stabilit́e ou les oscillations [8] ;
– une ḿethode d’apprentissage pour inférer des r̀egles d’interactions et des paramètres cińetiquesà partir
de propríet́es temporelles observées, qui constitue le principal sujet de cet article.
Nos premiers ŕesultats exṕerimentaux montrant la faisabilité du reqûetage en logique temporelle et son
passagèa l’échelle des grands systèmes, ont́et́e obtenus sur un modèle qualitatif du contr̂ole du cycle cellulaire
des mammif̀eres d́evelopṕe d’apr̀es le diagramme de Kohn [21] qui implique environ 500 variables et 2700
règles de ŕeaction [9]. D’autres utilisations de la logique temporelle dans ce domaine sont [24,5,4,15]
La méthode d’apprentissage dans BIOCHAM sur les modèles booĺeens permet de trouver des règles d’inter-
actionsà partir d’un mod̀ele partiel et de contraintes décrivant le comportement du système [7]. Ces contraintes
sont expriḿees en logique temporelle CTL avec des formules qui expriment les propriét́es attendues (exemples
positifs) tout comme les propriét́es interdites (exemples négatifs) du syst̀eme. Le processus d’apprentissage
peut être guid́e par l’utilisateur en donnant des schémas pour limiter les types de r´ actions cherch́ees, telles
que la complexation, la phosphorylation, etc. La méthode d’apprentissage s’applique de façon similaire aux
mod̀eles nuḿeriques en permettant d’apprendre la valeur de paramètres cińetiques̀a partir de sṕecifications en
logique temporelle avec contraintes sur des quantités nuḿeriques.
Dans les travaux antérieurs, les techniques d’apprentissage automatique ont´ t́e utilisées comme la pro-
grammation logique inductive [25] ou la programmation géńetique pour inf́erer des fonctions de gènes [6],
des descriptions de chemins métaboliques [1,2,22] ou des interactions entre gènes [5]. Nos travaux peuvent
être rapproch́es des domaines de la découverte scientifique qualitative et numérique [23] et de la ŕevision de
théories [26,14]. Cependant, l’apprentissage structurel d’interactions biomoléculaires̀a partir de formules tem-
porelles est un sujet relativement nouveau, que ce soit du point de vue de l’apprentissage automatique ou de la
biologie des systèmes.
Dans ce papier, nous décrivons la ḿethode d’apprentissagèa partir de formules de logique temporelle
dévelopṕees dans BIOCHAM. Nous présentons des exemples d’apprentissage de r` gl s et de param̀etres dans
des mod̀eles de processus intracellulaires, et montrons l’utilisation interactive du système d’apprentissage pour
raffiner la sṕecification et le sch́ema de r̀egle jusqu’̀a l’obtention d’une solution biologiquement satisfaisante.
2 Préliminaires sur BIOCHAM
Les r̀egles de ŕeaction BIOCHAM repŕesentent initialement des réactions biochimiques entre des objets
formels repŕesentant des composés chimiques ou biochimiques, qui s’étendent des petites molécules aux g̀enes
et aux prot́eines.
2.1 Syntaxe
La syntaxe des molécules et des réactions peut̂etre donńee par la grammaire (simplifiée) suivante :
molecule= name| molecule-molecule|molecule∼{name,...,name}
reaction = solution => solution| kinetics for solution => solution
solution = | molecule| solution + solution
L’opérateur de liaison− sert à repŕesenter la complexation ou d’autres formes de liaison, et l’opérateur
de modification∼ permet d’attacher un ensemble de modifications tel que l’ensemble des sites phosphorylés.
Pour les r̀egles de ŕeaction, les abréviations suivantes peuventê re utiliśees :A = [C] => B pour la r̀egle
A+C => B +C avec le catalyseurC, etA <=> B pour les deux ŕeactions syḿetriques. Par exemple,Q+
E1 => Q−E1 repŕesente une règle de complexation etQ = [R] => Q ∼ {s} une r̀egle de phosphorylation
catalyśee parR.
BIOCHAM poss̀ede aussi un langage de schémas avec contraintes qui est utilisé pour sṕecifier des moĺe-
cules et des ensembles de règles de ŕeaction de façon concise ou pour indiquer la forme des règlesà consid́erer
pendant le processus d’apprentissage comme expliqué dans la section 3.
2.2 Śemantique
La śemantique de BIOCHAM est définie à deux niveaux d’abstraction : la sémantique des concentrations
moléculaires, et la śemantique booléenne qui ne s’occupe que de la présence ou de l’absence des molécules.
Cette dernìere permet, sans connaı̂tre ni la valeur des concentrations ni les expressions cinétiques, de raisonner
sur tous les comportements possibles du système.
La śemantique des concentrations moléculaires suppose quantà elle que chaque règle de ŕeaction soit
donńee avec une expression cinétique (loi d’action de masse, Michaelis-Menten, Hill, etc.). Ces règles peuvent
être compiĺees en un système d’́equations diff́erentielles ordinaires (hautement non linéaire) qui, quand on fixe
les concentrations initiales de molécules, rend l’́evolution du syst̀eme compl̀etement d́eterministe.
Dans la śemantique booléenne, les r̀egles de ŕeaction sont interprét́ees par un système de transitions concur-
rent asynchrone [9]. Une règle commeA+B => C+D définit quatre transitions possibles qui correspondent
à la consommation totale ou non des réactifsA et B par la ŕeaction. Pour que la règle soit applicable, les
moléculesA etB doiventêtre pŕesentes dans l’état courant du système, et dans l’état suivant les moléculesC
etD sont pŕesentes tandis que les moléculesA etB peuvent̂etre absentes (consommation totale) ou présentes
(consommation partielle), ceci de façon non-déterministe afin de rendre compte de toutes les compétitions
possibles.
Le trait le plus original de BIOCHAM est cependant l’utilisation de la logique temporelle comme langage
de reqûetage des propriét́es biologiques d’un mod̀ele. La logique temporelle des arbres de calcul (Computa-
tion Tree Logic CTL∗) [13] est une extension de la logique classique qui permet de raisonner sur un arbre
de transition d’́etatsà l’aide d’oṕerateurs sur le temps (transition d’états) et sur les choix de branches (non-
déterminisme). Plusieurs opérateurs temporels sont introduits dans CTL∗ : Xφ signifiant queφ est vraieà la
transition suivante,Gφ pourφ est toujours vraie,Fφ pourφ finit par devenir vraie, etφ U ψ pourφ est vraie
jusqu’̀a ce queψ devienne vraie. Deux quantificateurs de chemins sont introduits pour raisonner sur le non-
déterminisme :Aφ qui signifie queφ est vraie sur tous les chemins, etEφ, pourφ est vraie sur au moins un
chemin. Dans cette logique,Fφ estéquivalent̀a true U φ, Gφ estéquivalent̀aφ W false et nous avons les
propríet́es de dualit́e :¬EF (φ) = AG(¬φ), ¬Eφ U ψ = A¬ψ W ¬φ et¬Eφ W ψ = A¬ψ U ¬φ
Dans le fragment CTL de CTL∗, chaque oṕerateur temporel doit obligatoirementêtre pŕećed́e d’un quan-
tificateur de chemin et un quantificateur de chemin doit obligatoirementêtre suivi d’un oṕerateur temporel.
Comme montŕe dans [8], le fragment CTL a une expression suffisante pour exprimer un très largéeventail de
propríet́es biologiques :
Sur l’accessibilité. Existe-t-il un chemin pour produire (c-à-d synth́etiser, activer etc.) une protéineP ? Cette
reqûete est formaliśee par la formule CTLEF (P ), abŕeǵee enreachable(P) dans BIOCHAM.
Sur les voies.Est-ce que l’́etatQ est un point de passage obligé pour atteindre leśetats òuP ∼{s} est pŕesent ?
La formule correspondante¬(E((¬(Q)UP ∼{s}))) est abŕeǵee encheckpoint(Q,P˜ {s}) .
Sur la stationnarit é et la stabilité. Est-ce qu’un certaińetats (même partiellement d́ecrit) de la cellule est un
état stationnaire (resp. stable) ?s⇒ EG(s) (resp.s⇒ AG(s)).
Sur les oscillations.Le syst̀eme peut-il exhiber un comportement cyclique sur la présence deP ?EG((P ⇒
EF ¬P )∧ (¬P ⇒ EF P )), abŕeǵe enloop(P, !P) . Sanśequit́e forte, cette formule n’est en fait qu’une
approximation. En effet, elle est vraie lorsqu’il existe un chemin sur lequelà chaque point lorsqueP est
présent, il disparâıt à un moment donńe et lorsqueP est absent il ŕeapparâıt à un moment donńe.
Le langage de requête CTL pour les mod̀eles booĺeens est implanté en BIOCHAM avec une interface au
vérificateur de mod̀eles symbolique NuSMV [12].
Une extension de la logique temporelle du temps linéa re (Linear Time Logic, LTL) avec contraintes
arithmétiques est utiliśee pour la śemantique (d́eterministe) des concentrations de molécules. Cette approche
est similairèa celle de Antoniotti et al [3] utiliśee dans BioSpice. LTL est une restriction de CTL qui utilise uni-
quement les oṕerateurs temporels (pas les quantificateurs de chemin), et est donc appropriée pour raisonner sur
les syst̀emes d́eterministes comme les modèles cińetiques. Les m̂emes propríet́es temporelles sont exprimées
en LTL, aux diff́erences pr̀es qu’un seul chemin est considéŕe à la fois. De façon pratique, la simulation du
mod̀ele cińetique fournit une śerie de points. Chaque point décrit les valeurs des concentrations de chaque
composant ainsi que leur dérivée. Cette śerie de points forme le modèle pour les reqûetes LTL. Les formules
de basèa partir desquelles les requêtes LTL sont construites, sont faites avec des contraintes arithmét ques sur
les concentrations ou leur dérivées (comme[Q] > [Q˜ {s}] ou d([P])/dt < 0).
Les reqûetes d’accessibilit́e sont formaliśees par l’oṕerateurF , par exemple : La concentration de la
prot́eineQ phosphoryĺee surs peut-elleêtre d́epasśee par celle de la protéineQ? F ([Q] > [Q ∼ {s}]).
Les reqûetes d’oscillation vérifient que la d́erivée de la concentration d’une moléculeP alterne entre posi-
tive et ńegativen fois avecF ((d[P ]/dt > 0) ∧ F ((d[P ]/dt < 0) ∧ F ((d[P ]/dt > 0) . . .))), abŕeǵee par
oscil(P,n) .
3 Apprentissage de r̀egles de ŕeactionà partir de formules CTL
Les biologistes des systèmes b̂atissent des modèles d́ecrivant les interactions biomoléculairesà partir
d’expériences ŕealiśees sur des organismes sauvages ou mutés. Ces exṕeriences d́efinissent les propriét́es que
leurs mod̀eles doivent satisfaire.
Dans notre d́emarche, les propriét́es biologiques du système sont formaliśees en logique temporelle CTL
[8]. Cet ensemble de formules CTL définissent la sṕecification du mod̀ele. Ceci nous a conduità d́evelopper
des techniques d’apprentissage automatique originales permettant de proposer des règlesà ajouter au mod̀ele,
ou à retirer, de façoǹa satisfaire la sṕecification. Un sch́ema de r̀egles (le biais) d́ecrivant les r̀egles possibles
à ajouter au mod̀ele, est donńe pour guider la recherche vers de nouvelles règles,́eliminant d’avance les règles
n’ayant pas de sens biologique.
Après des essais infructueux utilisant les outils de programmation logique inductive (difficultés líeesà la
complexit́e d’expression des propriét́es temporelles les plus simples), nous avons dévelopṕe un algorithme
d’apprentissagénuḿeratif ad-hoc et une version améliorée [11] dans la cadre conceptuel de la révision de
théorie [14].
L’algorithmeénuḿeratif pour ajouter (resp. enlever) une règle consiste simplementà ǵeńerer toutes les ins-
tances du sch́ema de r̀eglesà ajouter, et̀a essayer ces règles śequentiellement en les ajoutant (resp. enlevant) au
mod̀ele et en testant la spécification CTL par v́erification symbolique du modèle. Les r̀egles qui v́erifient toutes
les sṕecifications sont retournées en ŕeponse et proposéesà l’utilisateur pour ajout (resp. retrait). La commande
learn one rule(pattern rule,...) (resp.learn one deletion(pattern rule,...) ) utilise cet al-
gorithme. Ces algorithmes ne permettent d’ajouter ou d’enlever qu’une seule règle. Souvent, nous avons besoin
d’ajouter et d’enlever plusieurs règles.
L’algorithme d’apprentissage par révision de th́eorie utilise de façon active les contraintes temporelles de
façon à limiter la phase d’́enuḿeration età guider la recherche pour l’ajout ou bien le retrait de règles du
mod̀ele. A cette fin, nous avons introduit les notions de formules CTL positives et négatives [11] qui s’av̀ere
être des formules ECTL et ACTL [13] :
Definition 1 p est uneformule ECTL ou formule positive si et seulement si
– p est une formule propositionnelle,
– p = c1 | c2 où c1 et c2 sont des formules positives,
– p = c1 & c2 où c1 et c2 sont des formules positives,
– p = EX(c) où c est une formule positive,
– p = EF (c) où c est une formule positive,
– p = EG(c) où c est une formule positive,
– p = E(c1 U c2) où c1 et c2 sont des formules positives,
– p = E(c1 W c2) où c1 et c2 sont des formules positives.
Les formules positives qui sont vraies restent vraies après l’ajout de r̀egles, c’est-̀a-dire qu’elles se conser-
vent par augmentation de la structure de Kripke [11]. A l’inverse les formules négatives qui sont vraies restent
vraies apr̀es la suppression de r` gles, c’est-̀a-dire qu’elles se conservent par restriction de la structure de Kripke.
On obtient donc par dualité la d́efinition d’uneformule ACTL ou formule négative.
Les formules qui ne sont pas classifiables commeAG(EF (φ)) sont desformules UCTL .
Nous d́efinissons l’algorithme de révision de th́eorie pour BIOCHAM par un système de transitions concu-
rrent. L’état du syst̀eme est d́efini par un triplet< QT,Q,R > tel que
– R est le mod̀ele (un ensemble de r` gles de ŕeaction et sońetat initial).
– QT = (E,U,A) repŕesente l’ensemble des formules déjà trait́ees et satisfaites dans le modèle courant
R triées en 3 groupes :E repŕesente les formules ECTL,U les formules UCTL etA les formules ACTL.
– Q = (E,U,A) repŕesente l’ensemble des formulesà traiter tríees en 3 groupes :E repŕesente les for-
mules ECTL,U les formules UCTL etA les formules ACTL.
Dans la suite, nous noteronsRa (resp.Re) un ensemble de règles BIOCHAM qu’on ajoute (resp. enlève),e
une formule ECTL,u une formule UCTL eta une formule ACTL. L’ensemble des règlesà enleverRe est un
sous-ensemble des règles du mod̀eleR. Les r̀egles deRa sont de taille limit́ee (le nombre de réactants et le
nombre de produits sont majorés ), de plus la taille des polym̀eres est limit́ee.
Il y a plusieurs ensembles de r` gles possibles̀a ajouterRa ouà enleverRe, ce qui cŕee des points de choix,
de m̂eme que le choix entre les transitions 2 et 3. Lorsque le systèmeéchoue il retourne au dernier point de
choix.
État initial :< (∅,∅,∅), (E,U,A),R >
transition 1 :< (E,U,A), (E ∪ {e}, U,A),R >→ < (E ∪ {e}, U,A), (E,U,A),R ∪Ra >
transition 2 :< (E,U,A), (∅, U ∪ {u}, A),R >→ < (E,U ∪ {u}, A), (∅, U,A),R ∪Ra >
transition 3 :< (E,U,A), (∅, U ∪ {u}, A),R ∪Re >→ < (E,U ∪ {u}, A), (∅, U,A),R >
transition 4 :< (E ∪ Ep, U ∪ Up, A), (∅,∅, A ∪ {a}),R ∪Re >→ < (E,U,A ∪ {a}), (Ep, Up, A),R >
État final :< (E,U,A), (∅,∅,∅),R >
Dans BIOCHAM, par souci d’efficacité :
Ra est limit́e à une r̀egle unique contenue dans le biais.Re a une cardinalit́e maximale de 3 et est inclus dans
l’ensemble des chemins de contre-exemple de la formule qui est traitée.
La commandetheory revision(pattern rule,...) utilise cet algorithme.
4 Apprentissage de param̀etres cińetiquesà partir de formules LTL avec contraintes
De la m̂eme manìere que pour l’apprentissage de règles booĺeennes̀a partir de propríet́es CTL, il est possible
d’utiliser une sṕecification LTL avec contraintes arithmétiques pour l’apprentissage de paramètres cińetiques.
Nous avons d́evelopṕe une ḿethodeénuḿerative dans laquelle l’espace de recherche, fourni par des bornes
sur les valeurs des paramètres, est exploré avec une précision sṕecifiée par le mod́elisateur. Pour chaque jeu de
valeurs test́ees, le mod̀ele est simuĺe et confront́e à la sṕecification LTL.
Par exemple, la commandetrace get([kd1,kr1],[(400,4000),(100,1000)],20,oscil(P,3)
,40) essaye pour chacun des deux paramètres (kd1 etkr1 ) 20 valeurs diff́erentes dans leur intervalle respectif
[400, 4000] et [100, 1000], et ce de telle manière queP oscille au moins 3 fois en 40 unités de temps.
D’une certaine manière, le processus d’apprentissage rép̀ete ce que le mod́elisateur faità la main, c’est-
à-dire essayer différentes valeurs de paramètres qui correspondentà un intervalle que le modélisateur juge
ad́equat oùa des formes de courbes d’activité de prot́eines qu’il (ou elle) souhaite reproduire. L’algorithme de
la méthode d’apprentissage permet de tester des espaces de param` tres plus rapidement après formalisation de
la forme de la courbe en spécification LTL.
5 Exemple d’une boucle ńegative
Les ḿethodes d’apprentissage sont illustrées dans cette sectionà partir d’un mod̀ele simple d́ecrivant une
boucle ńegative. Les deux ḿethodes d’apprentissage de règles et de param̀etres sont utiliśees pour arriver̀a un
mod̀ele cińetique qui correspond au comportement expérimental observ́e : avec une cińetique et des valeurs de
param̀etres appropriées, ce type de modèles oscille.
Un réseau simple composé de trois prot́eines est choisi. Les trois protéines sont pŕesentes sous deux formes,
active (P, QetR) et inactive (P˜{s} , . . .). Les ŕeactions connues sont telles queP (resp.R, Q) est responsable de
l’inactivation deR (resp.Q, P).
Un mod̀ele BIOCHAM estécrit de la manìere la plus simple, en utilisant des lois d’action de masse et des
valeurs de param̀etres arbitraires :
rule1 : kax*[P˜{s}] for P˜{s} => P.
rule2 : kix*[P]*[Q] for P=[Q]=> P˜{s}.
rule3 : kay*[Q˜{s}] for Q˜{s} => Q.
rule4 : kiy*[Q]*[R] for Q=[R]=> Q˜{s}.
rule5 : kaz*[R˜{s}] for R˜{s} => R.
rule6 : kiz*[R]*[P] for R=[P]=> R˜{s}.
parameter(kax,0.1). parameter(kix,1.5).
parameter(kay,0.4). parameter(kiy,1).
parameter(kaz,0.2). parameter(kiz,1).
Pour simuler le mod̀ele BIOCHAM, un ensemble de conditions initiales est donné. Le mod̀ele est accom-
pagńe d’une liste de sṕecifications CTL et LTL qui prennent en compte les r´ ultats exṕerimentaux. Le mod̀ele
est consid́eŕe comme correct quand toutes les spécifications sont v́erifiées. Dans cet exemple, les spécifications
indiquent queP est atteignable, que les formes actives et inactives deP s’alternent, et queQest un checkpoint
dans le processus d’inhibition deP (de m̂eme pourQet R) . Les sṕecifications LTL demandent que le système
oscille (au moins 3 fois en 40s) avec une certaine amplitude.
present(P,1). present(Q,1). present(R,1).
absent(P˜{s}). absent(Q˜{s}). absent(R˜{s}).
add_specs({
Ei(reachable(P)), Ei(reachable(Q)),...
Ei(reachable(P˜{s})), Ei(reachable(Q˜{s})),...
Ai(loop(P,P˜{s})), Ai(loop(Q,Q˜{s})),...
Ai(checkpoint(Q,P˜{s})),
Ai(checkpoint(R,Q˜{s})),
Ai(checkpoint(P,R˜{s}))}).
Avec ces sṕecifications, le mod̀ele booĺeen est en accord avec le comportement attendu, mais le mod` le
cinétique ne montre pas d’oscillations. Après une recherche dans l’espace de paramètres (utilisantrace get
pour oscil(P,3) ), aucune valeur n’est trouvée (cf. Figure 1̀a gauche). Ce résultat ńegatif sugg̀ere que les
règles doivent̂etre modifíees.
Afin de cŕeer des oscillations, il semble n´ cessaire que l’expression cinétique de certaines interactions soit
non linéaire. Une variableQ est choisie et on impose uneétape interḿediaireà son inactivation telle queQ
forme un complexe avec une enzymeE1 qu’on formalisera par la formule CTLAi(checkpoint(Q-E1,Q s)) .
On compl̀ete l’état initial par :present(E1) etabsent(Q-E1) . Il faut donc ajouter que le complexe Q-E1 est
atteignableEi(reachable(Q-E1)) à la sṕecification du mod̀ele. Le mod̀ele ne satisfait plus sa spécification,
pour le corriger nous lançons la commande :
theory revision(elementary interaction rules).
...
add E1-Q=>E1+Q
specification as undefined formula added : Ai(AG(P->EF(P˜{s})&(P˜{s}->EF(P))))
...
delete Q=[R]=>Q˜{s}
specification as negative formula added : Ai(!(E(!(Q-E1) U Q˜{s})))
add Q=[E1-Q]=>Q˜{s}
specification as undefined formula added : Ai(AG(Q->EF(Q˜{s})&(Q˜{s}->EF(Q))))
...
backtrack delete E1-Q=[Q]=>E1+Q˜{s}
add E1-Q=[Zp]=>E1+Q˜{s}
specification as undefined formula added : Ai(AG(Q->EF(Q˜{s})&(Q˜{s}->EF(Q))))
...
Time: 680.00 s
14 queries treated
All the specifications are true
rule1 : kax*[P˜{s}] for P˜{s}=>P.
rule2 : kix*[P]*[Q] for P=[Q]=> P˜{s}.
rule3 : kay*[Q˜{s}] for Q˜{s}=>Q.
rule5 : kaz*[R˜{s}] for R˜{s}=>R.
rule6 : kiz*[R]*[P] for R=[P]=> R˜{s}.
E1+Q=>E1-Q.
E1-Q=>E1+Q.
E1-Q=[R]=>E1+Q˜{s}.
BIOCHAM a donc enlev́e la r̀egle 4 et ajout́e une r̀egle ŕeversibleE1+Q<=>E1-Q de complexation de la
prot́eineQavec l’enzymeE1 et une r̀egle qui inactiveQ, E1-Q=[R]=>E1+Q˜{s} . On peut dire que BIOCHAM
a transforḿe la r̀egle (4) de phosphorylation deQen une r̀egle en deux́etapes.
Cette ŕeaction en deux́etapes ressemblèa une cińetique de Michaelis-Menten. Comme premi` re approxi-
mation, le mod́elisateur peut choisir des paramètres ainsi :
(1) (ka1*[Q]*[E1],kd1*[Q-E1]) for Q+E1 <=> Q-E1.
(2) kr1*[Q-E1]*[R] for Q-E1 =[R]=> Q˜{s}+E1.
parameter(ka1,5e6)). parameter(kd1,4000).
parameter(kr1,1000).
present(E1,0.001). absent(Q-E1).
Un appelà trace get échoue cependantà nouveau, ne trouvant aucune valeur pour les paramètres qui
fasse osciller le système.
Nous faisons donc l’hypoth̀ese que la ŕeaction inverse (l’activation deQ) nécessite aussi d’être non lińeaire :
Q doit être activ́ee par unéetape interḿediaire de la façon suivante. Une enzymeE2 est introduite :
(ka2*[Q˜{s}]*[E2],kd2*[Q˜{s}-E2])
for Q˜{s}+E2 <=> Q˜{s}-E2.
kr2*[Q˜{s}-E2] for Q˜{s}-E2 => Q+E2.
present(E2,0.001). absent(Q˜{s}-E2).
La méthode d’apprentissage est´ galement appliqúee aux param̀etreskd2 etkr2 avec les autres paramètres
fixés :
biocham: parameter(ka2,2e6).
biocham: trace_get([kd2,kr2],[(1000,5000),(0,1000)],20,oscil(P,3),40).
Found parameters that make oscil(P,3) true:
parameter(kd2,1000).
parameter(kr2,250).
La solution propośee ne montrant pas une forte inactivation de P (cf. Figure 1, au centre), nous raffinons la
sṕecification est raffińee en ajoutantF([P]<0.2) .
En un temps de l’ordre de la minute, les paramètres suivants sont proposés :
parameter(kd2,1000). parameter(kr2,400).
Avec ces param̀etres, le système oscille en accord avec la spécification (cf. Figure 1,̀a droite).
L’utilisation combińee de ces deux ḿethodes d’apprentissage assiste le modélisateur en trouvant les meilleurs
règles et param̀etres qui d́ecrivent le comportement recherché. Cependant, le modélisateur reste actif pendant le
processus de recherche de règles et de param̀etres. De plus, une bonne connaissance de l’ordre de grandeur de
la valeur des param̀etres, est ńecessaire pour avoir un temps de recherche de paramèt es le plus court possible.
FIG . 1.Résultat des simulations avant et après l’apprentissage, puis après raffinement de la spécification.
6 Conclusion
Nous avons montré que dans la machine abstraite biochimique BIOCHAM, le langage de r` gl s utiliśe pour
mod́eliser les interactions biomoléculaires, et la logique temporelle utilisée pour formaliser les propriét́es bio-
logiques du système, peuvent̂etre combińes dans un processus d’apprentissage semi-automatique permettant
de d́ecouvrir de nouvelles règles de ŕeaction et d’estimer des valeurs de paramètres cińetiques.
Les exemples simples que nous avons montrés dans l’article sont des exemples pédagogiques. Cependant
l’utilisation en cours de BIOCHAM sur des modèles coupĺes du cycle cellulaire, du cycle circadien et de la
pharmacologie anticancéreuse confirme l’utilit́e du syst̀eme d’apprentissage automatique sur des problèmes de
mod́elisation en vraie grandeur. En particulier l’apprentissage des paramètres cińetiquesà partir de la forme
des courbes attendues, formalisée en logique temporelle avec contraintes, fournit une technique originale et
relativement efficace d’estimation des paramètres.
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