The traditional k-means algorithm has been widely used as a simple and efficient clustering method. However, the algorithm often converges to local minima for the reason that it is sensitive to the initial cluster centers. In this paper, a novel algorithm for selecting initial cluster centers on the basis of Delaunay Triangulation (DT) is proposed. We first define the representative data points and their corresponding densities. Furthermore, a novel distance measure between the representative data points with consideration of density and Euclidean distance is presented. Finally, DT-based initialization method for the k-means algorithm is proposed. The time complexity of the proposed algorithm is also analyzed. The proposed algorithm is applied to five data sets with different dimensions to compute the initial cluster centers for the k-means algorithm. Compared with CCIA, kd-tree and k-means++, the proposed algorithm demonstrates superior clustering performance in obtaining the initial cluster centers for the k-means algorithm.
INTRODUCTION
The goal of clustering is to partition data points into clusters according to the similarity between data points to maximize the similarity between the data points in the same cluster while minimizing the similarity between the data points in different clusters [1] [2] . Clustering algorithms can be broadly classified into hierarchical and nonhierarchical clustering algorithms [3] [4] [5] . The k-means algorithm's simplicity and efficiency render it the leading nonhierarchical clustering algorithm in various fields [6] . However, the k-means algorithm is especially sensitive to initial cluster centers, thus after a bad initialization it easily gets trapped in poor local minima.
To solve this problem, numerous improved methods have been proposed. Katsavounidis et al. [7] proposed an algorithm called KKZ algorithm. The purpose of the KKZ algorithm is to ensure that the initial cluster centers are well separated. However, the density of data point is not taken into consideration, which leads to select outlier points as centers. Khan [8] proposed Cluster Center Initialization Algorithm (CCIA) to solve cluster initialization problem. It initiates with calculating the mean and the standard deviation for data attributes, and then separates the data with normal curve into certain partition. The experiment results of the CCIA performed the effectiveness and robustness this method to solve the several clustering problems. However, the time complexity of CCIA increases with the increase of the dimensionality of the data set. Redmond et al. [9] first constructs a kd-tree of the data points to perform density estimation and then uses a modified maximin method to select K centers from densely populated leaf buckets. Yet kdtree are known to scale poorly with the dimensionality of the dataset. Cao et al. [10] selected the point with maximum density as the first initial cluster center. However, the point also may be a boundary point among clusters. Huang et al. [11] used the Kruskal algorithm to generate the Minimum Spanning Tree (MST) of all data points and then deletes k-1 edges according to the order of their weights. Rodriguez et al. [12] proposed an approach based on the idea that cluster centers are characterized by a higher density than their neighbors and by a relatively large distance from points with higher densities. Yet it is difficult to choose the appropriate centers from the decision graph from some data sets. Like maximin method [13] , David Arthur et al. [14] proposed k-means++ method which aims to avoid the unlikely event of choosing two centers that are close to each other. However, this method selects the first center arbitrarily, which leads to unstable clustering results.
The Delaunay Triangulation (DT) has a lot of applications in science and computer graphics. Mundur et al. [15] first introduced DT as a viable clustering technique for video summarization. This paper first exploit DT for the determination of initial cluster centers, which further expands the application fields of DT. Using DT, this paper extracts the representative data points and their corresponding density. Furthermore, a novel distance measure between the representative data points is presented. Finally, the paper proposes DT-based initialization method for the k-means algorithm. The proposed algorithm is applied to five data sets with different dimensions to compute the initial cluster centers for the k-means algorithm. Compared with CCIA, kd-tree and k-means++ methods, the proposed algorithm demonstrates superior clustering performance.
DT-BASED INITIALIZATION METHOD Transform Data Set into Delaunay Triangulation
Given a data set
. In order to apply DT into the initialization problem, we express data set X with DT denoted as
, where
in graph G, and there is a one-to-one correspondence between them. Therefore, the number of vertices in graph G is equal to the number of data points in data set X. We further achieve ( , ) ( , )
, where () d denotes the Euclidean distance. Next, we introduce the algorithm for constructing DT. These algorithms can be classified into three types: divide-and-conquer, interpolation and triangle growth. In this paper, divide-and-conquer algorithm is exploited for constructing DT due to its high efficiency. The main steps can be summarized as follows:
1. Sort data points by their coordinates; . Correspondingly, the set of distance between any two representative points is denoted as , where m is the number of triangles inside G.
In the process of determining initial cluster centers for k-means, the main purpose of various initialization methods is to make the Euclidean distance between initial centers large enough, which can avoid selecting data points from the same cluster as the cluster centers. Yet such methods will lead to the result that outliers may be selected as cluster centers. The main reason for this lies in that the factor of the density is not taken into consideration. To tackle this issue, a new distance measure in Definition 3 is defined, in which two factors of Euclidean distance and density are considered in the calculation of the distance between two data points. For instance, given three data points i r ， j r and k r , their corresponding densities be with K clusters in which the initial cluster centers need to be determined.
Step 2: Generate DT for data set 1 2 { , ,..., } n X x x x = using divide-and-conquer algorithm. Calculate the representative point i r according to Definition 1 and further achieve the set of representative points R.
Step 3: Calculate the density of each i r and further constitutes the set of densities M.
Step 4: Calculate the distance between any two representative points according to Definition 3 and further constitutes the set of distance H.
Step 5: Select the representative point i r with the highest density from R as the first initial cluster center. Denote the set of initial cluster centers as ∪C. This step is repeated until the number of initial cluster centers is equal to K.
Step 7: Output the set of initial cluster centers C.
Time Complexity Analysis
The time complexity of the proposed algorithm is analyzed as follows. In Step 2, the time complexity for generating DT triangle through divide-and-conquer algorithm is ( 
EXPERIMENTS AND RESULTS
We evaluated the proposed algorithm on the Wine, Soybean-small, Iris, Glass and Harberman from the University of California at Irvine (UCI), as shown in Table 1 . We compared the clustering results derived from the k-means algorithm by using four initialization methods: the proposed algorithm, CCIA, kd-tree and kmeans++. To test the effectiveness of the proposed algorithm, the following five evaluation indexes were adopted to obtain the clustering validity index (CVI): accuracy (AC), adjusted Rand index (ARI), Rand index (RI), Mirkin metric Index (MI), and Hurber's Γ index (HI). For all indexes except MI, higher CVI values indicate more favorable clustering; the opposite is true for MI. Table 2-Table 6 lists the values of the five evaluation indexes obtained from the five data sets by using the four initialization methods. Table 3 . Soybean-small. Table 2 shows that, for the Wine data set, the performance of CCIA, kd-tree and k-means++ methods remain the same according to the five evaluation indexes, whereas the proposed method outperforms the other three initialization methods. For the Soybean-small data set, it can be seen from Table 3 that, the performance of the proposed algorithm is comparable to CCIA and kd-tree. Except for ARI, the performance of k-means++ method is worse than CCIA, kd-tree and the proposed algorithm for AC, RI, MI and HI. Table 4 shows that, for the Iris data set, the performance of four initialization methods remain the same. For the Glass data set, it can be seen from Table 5 , the proposed algorithm has better performance than the other three initialization method for AC and ARI. Yet for RI, HI and MI, kd-tree has better performance. The reason is that the distribution of the Glass data set does not satisfy the principle of "small intra-cluster distances and large inter-cluster distances". For the Harberman data set, it can be seen from Table 6 that, the performance of the proposed algorithm, CCIA and k-means++ is better than that of kd-tree. Overall, the proposed algorithm is superior to the other initialization methods.
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CONCLUSION
This paper first proposes DT-based initialization method for the k-means algorithm, which further expands the application fields of DT. The representative point and its density are defined based on the feature of DT triangle. Furthermore, a new distance measure between the representative data points is defined, which makes the distance discrimination between data points higher due to the consideration of both density and distance. We compared the clustering results of the k-means algorithm for the proposed algorithm, CCIA, kd-tree and k-means++ methods on the Wine, Soybean-small, Iris, Glass and Harberman data sets from UCI. Regarding the results of the five indexes (i.e., AC, ARI, RI, MI, and HI), the clustering performance of the k-means algorithm with the proposed algorithm is the most favorable among the four methods.
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