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51 Einleitung
Es gibt drei wissenschaftliche Entwicklungen, die unabha¨ngig voneinander
auf die in dieser Arbeit untersuchte Robinsche Funktion fu¨hren, welche seit
1990 Gegenstand zahlreicher wissenschaftlicher Untersuchungen ist:
• gewisse gemischte Randwertprobleme in der ebenen Potentialtheorie,
• die Untersuchung der extremalen Verzerrung der logarithmischen Ka-
pazita¨t innerhalb einer bestimmten Klasse konformer Abbildungen und
schließlich
• die Erforschung der von L.V. Ahlfors eingefu¨hrten extremalen Distanz
einer Teilmenge des Randes eines ebenen Gebietes zu einem inneren
Punkt dieses Gebietes.
Der erste Abschnitt dieser Einleitung dient einer kurzen Erla¨uterung der
ersten beiden der drei oben angefu¨hrten Aspekte. Eine genauere Darstel-
lung aller drei Punkte erfolgt an spa¨terer Stelle. Im zweiten Abschnitt wird
anschließend das Ziel und der Aufbau der vorliegenden Untersuchung darge-
stellt.
Herrn Professor Dr. K. Menke danke ich fu¨r die Vergabe dieses interessanten
und ergiebigen Dissertationsthemas sowie fu¨r eine intensive und engagier-
te wissenschaftliche Betreuung. Daru¨ber hinaus danke ich allen Dozenten
und Mitarbeitern am Lehrstuhl IX des Fachbereichs Mathematik der Uni-
versita¨t Dortmund fu¨r eine u¨beraus lehrreiche Zeit und fu¨r ihre freundliche
Unterstu¨tzung.
1.1 Zur Robinschen Funktion
Die Urspru¨nge der Potentialtheorie entstammen physikalischen Problemen,
insbesondere der Himmelsmechanik, der Theorie elektromagnetischer Felder
und der Wa¨rmeleitung. Beispielsweise kann das Problem der stationa¨ren
Temperaturverteilung, die sich in einem Ko¨rper D ⊂ R3 einstellt, in des-
sen Umgebung R3 \D eine konstante Temperatur von Null Grad gegeben ist,
und dessen Oberfla¨che eine zeitlich konstante Wa¨rmemenge k ·f (~x) , ~x ∈ ∂D
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mit k > 0 ku¨nstlich zugefu¨hrt wird1, durch die folgende Randwertaufgabe
modelliert werden: Gesucht ist eine Funktion v : D → R , die harmonisch
in D ist und auf der Oberfla¨che ∂D der Bedingung
∂v
∂n
(~x) + hv (~x) = f (~x)
genu¨gt, wobei h eine positive Konstante ist und f eine stetige Funktion auf
∂D ([21], S. 230 f.). U¨berlegungen zu diesem Problem finden sich bereits bei
I. Newton ([22], S. 69). Allgemein geht es bei potentialtheoretischen Rand-
wertaufgaben um das Auffinden harmonischer Funktionen, die bestimmte
Randbedingungen erfu¨llen. Wenn, wie im gerade erwa¨hnten Beispiel, fu¨r eine
Linearkombination aus Normalenableitung und Funktionswerten Randwerte
vorgeschrieben werden, za¨hlt die Randwertaufgabe zur dritten Art ([43], S.
35 ff.).
Zur Lo¨sung der oben angefu¨hrten Randwertaufgabe sowie zur Lo¨sung ih-
res zweidimensionalen (ebenen) Analogons wird die sogenannte Greensche
Funktion fu¨r die Randwertaufgabe der dritten Art konstruiert. Sie wird auch
Fundamentallo¨sung der dritten Randwertaufgabe genannt. Wir werden uns
im folgenden ausschließlich auf den Fall ebener Potentiale beschra¨nken, das
heißt, es gilt immerD ⊂ Ĉ . Dann ist die gesuchte Fundamentallo¨sung R(z, ζ)
fu¨r festes ζ definitionsgema¨ß eine Funktion, die in D\{ζ} harmonisch ist und
in ζ eine logarithmische Singularita¨t besitzt. Weiter wird gefordert, daß R
auf ∂D homogene Randbedingungen erfu¨llt, das heißt, fu¨r z ∈ ∂D gilt
∂R
∂n
(z, ζ) + hR(z, ζ) = 0 .
Gelingt die Konstruktion einer Funktion, die diese Eigenschaften erfu¨llt, so
lautet die Lo¨sung v der gegebenen Randwertaufgabe
v(ζ) =
1
2pi
∫
∂D
f(z) ·R(z, ζ) |dz|
([21], S. 237 oder [9], S. 272). Eine elektrostatische Deutung dieser Formel
besagt, daß v als das Potential einer Belegung von ∂D mit einer einfachen
Schicht von Ladungen dargestellt werden kann ([23], S. 281). Daher ist es
1Dies kann z.B. durch Bestrahlung mit Licht erfolgen.
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u¨blich zu sagen, daß v ein Einzelschichtpotential ist.
Anscheinend war S. Bergman der erste, der die Greensche Funktion R(z, ζ)
zur dritten potentialtheoretischen Randwertaufgabe Robinsche Funktion ge-
nannt hat ([8], S. 541 bzw. [22], S. 69), obwohl Gustave Robin (1855-1897)
sich vermutlich nicht speziell mit der dritten Randwertaufgabe auseinander-
gesetzt hat. G. Robins Hauptverdienst liegt in der Konstruktion des Po-
tentials fu¨r ein spezielles Neumann-Problem mittels Integralgleichungen, das
spa¨ter in der Russischen Literatur als Methode von Steklov-Robin bekannt
wurde (z.B. [21], S. 153). Wir schließen uns in dieser Arbeit S. Bergman
an und bezeichnen die Fundamentallo¨sung der dritten potentialtheoretischen
Randwertaufgabe ebenfalls als Robinsche Funktion. Wenn wir von der Green-
schen Funktion G(z, ζ) in einem Gebiet D sprechen, ist dagegen immer die
Fundamentallo¨sung der ersten potentialtheoretischen Randwertaufgabe, des
Dirichlet-Problems, gemeint.
In der moderneren Literatur wird die dritte Randwertaufgabe der Potenti-
altheorie zumeist allgemeiner formuliert: Gegeben sei D ⊂ C und eine auf
∂D stetige Funktion f . Weiter seien die Funktionen α und β auf ∂D er-
kla¨rt. Gesucht ist nun eine in D harmonische Funktion u , die fu¨r z ∈ ∂D die
Bedingung
α(z) · u(z) + β(z) · ∂u
∂n
(z) = f(z)
erfu¨llt ([43], S. 35 ff.). Wir betrachten nun eine abgeschlossene Teilmenge
A von ∂D . Ihr Komplement ∂D \ A bezu¨glich des Randes von D heiße B .
Die allgemeine Formulierung der dritten Randwertaufgabe schließt auch den
Fall ein, daß auf A ausschließlich Bedingungen an die Werte von u und auf
B ausschließlich Bedingungen an die Normalenableitung2 von u gestellt wer-
den. Dies wird dadurch realisiert, daß fu¨r α die charakteristische Funktion
der Menge A und fu¨r β = 1−α die charakteristische Funktion der Menge B
gewa¨hlt wird. In dieser Situation nennen wir A den Dirichlet-Rand und B
den Neumann-Rand des Gebietes D . Genau dies ist die Situation, die in der
vorliegenden Arbeit untersucht werden wird. Fu¨r den Fall, daß der Neumann-
Rand B leer ist, handelt es sich bei R(z, ζ) um die Greensche Funktion in
2In dieser Einleitung verzichten wir bewußt auf die Diskussion der Gla¨ttevorausset-
zungen, die an den Rand von D zu stellen sind. Dies wird im Text nachgeholt. Ebenso
werden wir an dieser Stelle noch nicht kla¨ren, was wir genau unter Bedingungen an die
Normalenableitung verstehen.
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Ω . In diesem Sinne ist die hier betrachtete Robinsche Funktion eine Verall-
gemeinerung der Greenschen Funktion.
Die Robinsche Funktion R(z, ζ) eben solcher gemischter Randwertprobleme
ist zu Beginn der 90er Jahre des 20. Jahrhunderts wieder in das Blickfeld des
Forschungsinteresses geru¨ckt: P. Duren und M. Schiffer entdeckten, daß die
Robinsche Funktion in enger Beziehung zur Theorie konformer Abbildungen
steht und a¨hnliche Invarianzeigenschaften besitzt, wie sie bei der Greenschen
Funktion G(z, ζ) zu finden sind ([15],[16]). In diesem Zusammenhang sei an
die Bestimmung der Greenschen Funktion durch
”
konformen Transport“ aus
einem u¨berschaubaren in ein gegebenes Gebiet, die Konstruktion der konfor-
men Abbildung auf Normalgebiete und die Bedeutung der logarithmischen
Kapazita¨t erinnert, um nur drei Beispiele zu nennen.
B
A
?
6
Abbildung 1
Die Abbildung 1 zeigt die Feld- und Niveaulinien der Robinschen Funktion eines
einfach zusammenha¨ngenden Gebietes Ω mit Pol in ∞ . Der Neumann-Rand ist
in der Abbildung heller dargestellt als der Dirichlet-Rand. Die beiden gemeinsa-
men Ha¨ufungspunkte von Dirichlet- und Neumann-Rand sind durch je einen Pfeil
1.1 Zur Robinschen Funktion 9
gekennzeichnet. Auf dem Dirichlet-Rand enden die Feldlinien in einem rechten
Winkel zur Tangente an die Randkurve, wa¨hrend sie vom Neumann-Rand
”
weg-
gedru¨ckt“ werden. Bei den Niveaulinien verha¨lt es sich genau andersherum: Die
Niveaulinien enden im rechten Winkel auf dem Neumann-Rand, wa¨hrend sie tan-
gential zum Dirichlet-Rand verlaufen.
Zur Berechnung der Niveau- und der Feldlinien wurde ein Extremalpunkt-System
(Menke-Punkte) verwendet, das im Anhang kurz erla¨utert wird. Die Extremal-
punkte sind ebenfalls im Bild eingezeichnet.
Die Kernfrage, mit der sich P. Duren und M. Schiffer auseinandersetzen, ist
das folgende Variationsproblem ([16]): Es sei Ω ein einfach zusammenha¨ngen-
des Gebiet, das ∞ entha¨lt, und dessen Rand von n Jordan-Kurven berandet
ist. Die Menge A ⊂ ∂Ω sei die Vereinigung von endlich vielen abgeschlosse-
nen Teilbo¨gen des Randes von Ω , und B = ∂Ω \A sei ihr Komplement. Die
Familie Σ(Ω) sei definiert als die Menge aller konformen Abbildungen f von
Ω , die in Unendlich die Entwicklung f(z) = z+ a0+
a1
z
+ . . . besitzen ([19]).
In dieser Situation stellen P. Duren und M. Schiffer die Frage, wie groß fu¨r
f ∈ Σ(Ω) die minimale logarithmische Kapazita¨t inf
f∈Σ(Ω)
capf(A) des Bildes
f(A) der Teilmenge A ⊂ ∂Ω unter allen Funktionen f ∈ Σ(Ω) ist.
Zur Untersuchung dieses Problems fu¨hren sie die sogenannte Robinsche Ka-
pazita¨t ρ(A) des Dirichlet-Randes von Ω ein, die a¨hnlich der logarithmischen
Kapazita¨t von A definiert ist und mit Hilfe der Robinschen Funktion berech-
net werden kann. Das Hauptergebnis der aktuellen Forschung zur Robinschen
Funktion ist nun, daß unter den genannten Voraussetzungen stets
inf
f∈Σ(Ω)
capf(A) = min
f∈Σ(Ω)
capf(A) = ρ(A)
gilt.
Der Zusammenhang zwischen dem hier vorgestellten Extremalproblem und
der Fundamentallo¨sung einer gemischten Randwertaufgabe wird durch die
Schiffersche Variationsformel hergestellt: Sie liefert ein notwendiges Kriteri-
um, das erfu¨llt ist, wenn f0 ∈ Σ(Ω) auf eine Minimalsituation abbildet, das
heißt, wenn
capf0(A) = min
f∈Σ(Ω)
capf(A)
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gilt. Dieses Kriterium besagt, daß die Greensche Funktion G0 im Außenge-
biet Ω˜0 von f0(A) fu¨r z ∈ f0(B) ⊂ Ω˜0 die Bedingung ∂G0∂n (z) = 0 erfu¨llt. Mit
anderen Worten ist die Greensche Funktion G0 in dem Gebiet Ω˜0 ⊃ f(Ω) ,
das nur von f(A) berandet wird, genau die Robinsche Funktion in f(Ω) mit
Dirichlet-Rand f(A) und Pol in ∞ .
1.2 Der Beitrag der vorliegenden Arbeit
Es gibt mehrere Mo¨glichkeiten, die Existenz der Robinschen Funktion unter
den von P. Duren und M. Schiffer behandelten Voraussetzungen3 nachzuwei-
sen:
Die Existenz der Robinschen Funktion kann aus der Lo¨sbarkeit des oben
angefu¨hrten Variationsproblems, das P. Duren und M. Schiffer behandeln,
gefolgert werden: Im Minimalgebiet ist die Robinsche Funktion genau die
Greensche Funktion eines anderen Gebietes, womit ihre Existenz offensicht-
lich ist. U¨ber konforme Invarianz kann die Existenz der Robinschen Funktion
im Ausgangsgebiet gefolgert werden. Dieser Beweis liefert kein konstruktives
Verfahren zur Bestimmung von R , da er auf der Schifferschen Variationsfor-
mel und der Existenz einer minimierenden Funktion in der Klasse Σ(Ω) ba-
siert (siehe Abschnitt 4.3). Ein anderer, ebenfalls abstrakter Existenzbeweis
fu¨r R folgt mit dem Existenzsatzes fu¨r die Lo¨sung gemischter Randwertpro-
bleme von Tsuji ([42], S. 31 f.). Dieser beruht auf Schottky-Verdoppelung
und der Lo¨sungstheorie des Dirichlet- und des Neumann-Problems auf Rie-
mannschen Fla¨chen (siehe Abschnitt 2.2.1). Schließlich kann die Existenz der
Robinschen Funktion mit Hilbert-Raum-Methoden bewiesen werden (siehe
Abschnitt 2.2.1), was ebenfalls nur in wenigen Spezialfa¨llen zu numerisch
zuga¨nglichen Darstellungen fu¨r R fu¨hrt.
Alle angefu¨hrten Beweismethoden sind insofern abstrakt, daß sie kein kon-
kretes Verfahren liefern, mit dem die Robinsche Funktion bzw. die Robinsche
Kapazita¨t berechnet werden kann. Existenzbeweise, die in dem Sinne kon-
struktiv sind, daß sie die Bestimmung der Robinschen Funktion ermo¨glichen
(explizite Orthogonalentwicklung oder konforme Abbildung auf bekannte Ex-
3Das Gebiet Ω ist von einer endlichen Anzahl
”
glatter“ Jordan-Kurven berandet, und
der Dirichlet-Rand A ⊂ ∂Ω ist die Vereinigung endlich vieler abgeschlossener Teilbo¨gen
von ∂Ω .
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tremalkonfigurationen) sind nur fu¨r wenige und sehr spezielle Situationen
bekannt.
Im zweiten Kapitel der vorliegenden Arbeit wird ein konstruktiver Existenz-
beweis fu¨r die Robinsche Funktion (mit Pol in ∞) vorgestellt, der unter
den zuvor genannten, allgemeinen Bedingungen anwendbar ist4. Dazu wird
das gegebene Gebiet Ω zuna¨chst durch eine konforme Abbildung Ψ auf ein
Vollkreisgebiet Ω0 nach P. Koebe so abgebildet, daß ∞ fest bleibt. Dieser
vorbereitende Schritt kann ebenfalls durch ein konstruktives Verfahren be-
werkstelligt werden, wie P. Koebe gezeigt hat. In Ω0 betrachten wir nun das
transportierte gemischte Randwertproblem mit Dirichlet-Rand A0 = f(A)
und Neumann-Rand B0 = f(B) . In Ω0 wird die Robinsche Funktion durch
alternierendes Spiegeln einer gewissen Greenschen Funktion an den Kreisen,
die Punkte von B0 enthalten, konstruiert. Die dabei verwendete Greensche
Funktion ist in einem Gebiet definiert, das Ω0 entha¨lt und ebenfalls durch
alternierende Spiegelungen erzeugt wird. Diesem Vorgehen liegt eine physi-
kalische Deutung im Rahmen der Theorie elektrostatischer Felder zugrunde
(siehe Abschnitt 2.2.3). Die in Ω0 konstruierte Robinsche Funktion kann nun
mit Hilfe der konformen Abbildung Ψ von Ω nach Ω0 in das Ausgangsgebiet
Ω
”
transportiert“ werden, da ihre definierenden Eigenschaften invariant un-
ter konformer Abbildung sind.
Wir beschra¨nken uns hier auf die Durchfu¨hrung des Beweises in den Fa¨llen,
in denen der Neumann-Rand B einen nichtleeren Schnitt mit ho¨chstens zwei
der Ω berandenden Kurven besitzt. Es liegt auf der Hand, daß die verwendete
Methode auch dann anwendbar ist, wenn Punkte des Neumann-Randes B auf
mehr als zwei Randkomponenten von Ω liegen (siehe Abschnitt 2.2.5). Das
konstruktive Wesen dieses Existenzbeweises wird anhand zweier Beispiele de-
monstriert, in denen die Robinsche Funktion und die Robinsche Kapazita¨t
explizit berechnet wird. Angesichts der geringen Zahl bekannter, expliziter
Beispiele fu¨r die Robinsche Funktion sind diese Beispiele nicht nur als An-
wendungen des im zweiten Kapitels bewiesenen Satzes von Interesse.
Im anschließenden dritten Kapitel wird die Robinsche Funktion zur Kon-
struktion der konformen Abbildung f eines einfach zusammenha¨ngenden
Gebietes auf ein gewisses Normalgebiet angewendet. Genauer ist das Aus-
4Tatsa¨chlich funktioniert er sogar unter noch schwa¨cheren Voraussetzungen.
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gangsgebiet Ω Außengebiet einer (ausreichend glatten) Jordan-Kurve. Auf
ihr ist eine abgeschlossenene Teilmenge A ausgezeichnet. Wir betrachten die
Robinsche Funktion R in Ω mit Dirichlet-Rand A und Pol in ∞ . Das Nor-
malgebiet, auf das eine konforme Abbildung zu konstruieren ist, ist Teilmen-
ge des A¨ußeren des Einheitskreises. Sein Rand hat die Gestalt einer Sonne;
genauer wird der Dirichlet-Rand A auf den Einheitskreis abgebildet, und
die Zusammenhangskomponenten des Neumann-Randes werden auf radiale
Schlitze abgebildet, die jeweils genau einen Endpunkt auf dem Einheitskreis
besitzen.
Die Existenz einer konformen Abbildung f eines endlich zusammenha¨ngen-
den Gebietes, das∞ entha¨lt, bei der eine ausgezeichnete Randkomponente A
auf einen Kreis und die u¨brigen Komponenten auf radiale Schlitze abgebildet
werden, wurde bereits 1929 von H. Gro¨tzsch durch die Lo¨sung eines geome-
trischen Extremalproblems bewiesen: Die gesuchte Abbildungsfunktion f ist
diejenige Abbildung in der Klasse Σ(Ω) , die den Durchmesser des Bildes
f(A) minimiert5. Der hier bewiesene Satz erweitert die mit H. Gro¨tzschs Er-
gebnis verbundene Existenzaussage auf eine Situation, in der A keine volle
Komponente des Randes von Ω ist, und in der abza¨hlbar viel
”
Strahlen“ auf-
treten du¨rfen. Im Falle endlich vieler Strahlen kann die Abbildung auf das
”
Sonnengebiet“ auch unter Verwendung einer Schwarz-Christoffel-Abbildung
geschehen.
Bemerkenswert ist, daß das
”
Sonnengebiet“, das hier als Normalgebiet auf-
tritt, ein Minimalgebiet fu¨r die Robinsche Kapazita¨t ist. Letzteres bedeutet,
daß
ρ(f(A)) = cap(f(A)) = min
g∈Σ(Ω)
cap(g(A))
gilt, wobei Σ(Ω) wieder die Klasse aller wie gewohnt normierten konformen
Abbildungen von Ω bezeichnet. Im Konferenzband der CMFT Konferenz in
Zypern 1997 bemerkt P. Duren, daß fu¨r ein einfach zusammenha¨ngendes Ge-
biet Ω mit Hilfe der Robinschen Funktion eine konforme Abbildung auf ein
Sonnengebiet konstruiert werden ko¨nne. Bisher ist dies aber noch nicht unter
den hier gestellten, allgemeinen Voraussetzungen bewiesen worden.
5Anstelle des Durchmessers kann auch der Umfang mit gleichem Resultat minimiert
werden.
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Das letzte Kapitel dieser Arbeit dient der Untersuchung der Robinschen
Funktion und der Robinschen Kapazita¨t im Rahmen der Theorie konfor-
mer Invarianten. Genauer ist die Robinsche Kapazita¨t selbst keine konforme
Invariante, wohl aber der Quotient ρ(A)
cap(∂Ω)
, wobei ∂Ω der Rand des zugrun-
de liegenden Gebietes Ω ist. Die praktische Bedeutung dieser Untersuchung
liegt darin, daß fu¨r wichtige Situationen Formeln zur Bestimmung der Ro-
binschen Kapazita¨t aus anderen, in der geometrischen Funktionentheorie ge-
bra¨uchlichen Gro¨ßen hergeleitet werden: Zum Beispiel wird eine Formel zur
Bestimmung der Robinschen Kapazia¨t des Teilbogens einer Jordan-Kurve
aus dessen harmonischem Maß bewiesen. Außerdem wird eine Formel zur
Berechnung der Robinschen Kapazita¨t einer Randkomponente eines Ringge-
bietes aus harmonischem Maß und konformem Modul hergeleitet. Dies ist
insbesondere deshalb interessant, da bisher nur in wenigen konkreten Situa-
tionen ρ(A) berechnet wurde.
Aus systematischer Sicht steht im vierten Kapitel zuna¨chst die Frage im Mit-
telpunkt, wann zwei gegebene Situationen (Ω1, A1) und (Ω2, A2) in dem Sinne
a¨quivalent sind, daß die Robinsche Funktion R2 in Ω2 mit Dirichlet-Rand A2
und Pol in ∞ durch konformen Transport aus der Robinschen Funktion R1
in Ω1 mit Dirichlet-Rand A1 und Pol in ∞ hervorgeht. Letzteres bedeutet,
daß R2 = R1 ◦ f gilt, wobei f eine geeignete konforme Abbildung von Ω2
auf Ω1 ist. Fu¨r den Fall, daß dieser Zusammenhang besteht, fu¨hren wir die
Sprechweise
”
(Ω1, A1) und (Ω2, A2) sind Robin-a¨quivalent“ ein.
Anschließend wird der Zusammenhang der Robin-A¨quivalenz mit dem et-
was abweichenden Begriff des konformen Typs, den L.V. Ahlfors eingefu¨hrt
hat ([5], S. 70), in Zusammenhang gebracht. Dies ermo¨glicht, L.V. Ahlfors’
Formel fu¨r die Anzahl konformer Invarianten, die den konformen Typ einer
gegebenen Situation charakterisieren, der sogenannten Moduli, anzuwenden,
und schließlich zu folgern, wie viele (wesentlich verschiedene) konforme Inva-
rianten zu berechnen sind, damit ρ(A)
cap(∂Ω)
durch sie bestimmt werden kann.
Zuvor ist es notwendig, die Robinsche Funktion auch in Situationen zu er-
kla¨ren, in denen das zugrunde liegende Randwertproblem nicht im klassi-
schen Sinne lo¨sbar ist, da die Ra¨nder des zugeho¨rigen Gebietes nicht die
notwendigen Gla¨ttevoraussetzungen aufweisen. Dies kann leicht u¨ber die In-
varianzeigenschaften der Robinschen Funktion geschehen. In der Literatur
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wird die Robinsche Funktion oft in diesem allgemeineren Kontext verwendet,
ohne, daß die Argumente, die die Wohldefiniertheit von R in der erweiter-
ten Situatuion garantieren, ausgefu¨hrt werden. Diese Problematik wird hier
ausfu¨hrlich ero¨rtert.
Als na¨chstes wird der Beweis der Gleichheit von reduzierter extremaler La¨nge
und ρ(A)
cap(∂Ω)
ausgefu¨hrt. Dies ist aus zwei Gru¨nden sinnvoll: Einerseits ist L.V.
Ahlfors’ Beweis ([5] S. 79 f.) extrem knapp gehalten und verwendet nicht die
von P. Duren und M. Schiffer viel spa¨ter eingefu¨hrten Bezeichnungsweisen.
Die Rekapitulation von L.V. Ahlfors’ Beweis an dieser Stelle stellt somit den
Zusammenhang zwischen verschiedenen Begriffsbildungen dar. Andererseits
erlaubt die genaue Analyse des Beweises, diesen zu verallgemeinern, und die
Gleichheit von ρ(A)
cap(∂Ω)
und der reduzierten extremalen La¨nge von A zum
Punkt ∞ in Ω auch dann zu beweisen, wenn das Randwertproblem fu¨r die
Robinsche Funktion nicht sinnvoll gestellt werden kann. In seinem Beweis
der konformen Invarianz der reduzierten extremalen La¨nge beschra¨nkt L.V.
Ahlfors sich ausdru¨cklich auf Gebiete mit glatten Ra¨ndern, in denen das ge-
mischte Randwertproblem lo¨sbar ist.
Der letzte Teil des vierten Kapitels folgt der Philosophie, die schon oft
erwa¨hnte Beziehung ρ(A) = inf
f∈Σ(Ω)
cap(f(A)) in konkreten Situationen ohne
Verwendung der Schifferschen Variationsformel durch die explizite Konstruk-
tion eines Minimalgebietes nachzuweisen. Dies geschieht fu¨r einfach zusam-
menha¨ngende Gebiete sowie fu¨r Ringgebiete mit einer zusa¨tzlichen Symme-
trie. Dabei wird unter anderem ein bisher nicht beachteter Typ von Mini-
malgebieten (
”
Intervalle“) vorgestellt.
Schließlich ko¨nnen weitere Fragestellungen im Rahmen dieser Arbeit nur kurz
angeschnitten werden: Das oben erwa¨hnte Minimalgebiet ero¨ffnet zum Bei-
spiel einen Zusammenhang zwischen der Theorie der Robinschen Funktion
und Abelschen Integralen, wie nur kurz ero¨rtert wird.
Diese Arbeit wurde mit zahlreichen Bildern illustriert, die bis auf wenige
Ausnahmen exakt berechnet wurden, und nicht nur einfache Skizzen sind.
Die Implementierbarkeit auf einem Computer unterstreicht die konstruktive
Natur der verwendeten Beweismethoden. Bei einigen Bildern wurden spezi-
elle Punktsysteme verwendet: Zur Approximation der konformen Abbildung
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auf ein einfach zusammenha¨ngendes Gebiet wurden Menke-Punkte ([27], [28],
[29], [30]) mit hervorragenden Resultaten eingesetzt. Die Approximation der
Greenschen Funktion eines mehrfach zusammenha¨ngenden Gebietes erfolg-
te mit Leja-Punkten ([26],[39], S. 257 ff.). Eine kurze Erla¨uterung zu diesen
Punktsystemen und den verwendeten Approximationsmethoden ist im An-
hang zu finden.
Die in dieser Arbeit entwickelten Verfahren zur Berechnung der Robinschen
Funktion und der Robinschen Kapazita¨t legen die Grundlage fu¨r die numeri-
sche Bestimmung dieser und damit auch anderer konformer Invarianten. Eine
Durchfu¨hrung dieses Programms wu¨rde den Rahmen dieser Arbeit sprengen
und soll daher an anderer Stelle geschehen.
2 Die Robinsche Funktion
Gegeben sei ein Gebiet Ω ⊂ Ĉ mit∞ ∈ Ω . Weiter sei A ⊂ ∂Ω abgeschlossen
und B = ∂Ω \ A . Wir suchen eine Funktion R : Ω → R , die das folgende
Randwertproblem lo¨st:
(i) R ist harmonisch in Ω \ {∞}
(ii) R(z)− log |z| ist harmonisch in einer Umgebung von ∞
(iii) R(z) = 0 fu¨r z ∈ A
(iv) ∂R
∂n
(z) = 0 fu¨r z ∈ B (∇R stetig nach B fortgesetzt)
Eine Lo¨sung dieses Problems heißt Robinsche Funktion in Ω mit Pol in
∞ . Entsprechend der jeweils geforderten Randbedingung heißt ADirichlet-
Rand , und B wirdNeumann-Rand von Ω genannt. Im Spezialfall A = ∂Ω
liegt das bekannte Randwertproblem fu¨r die Greensche Funktion in Ω mit Pol
in ∞ vor.
Die nachfolgende Abbildung 2 zeigt die Niveaulinien (dunkle Linien) und die Feld-
linien (helle Linien) der Robinschen Funktion mit Pol in∞ in einem einfach zusam-
menha¨ngenden Gebiet. Der Dirichlet-Rand besteht hier aus drei Teilbo¨gen und ist
dunkel gekennzeichnet. Die drei komplementa¨ren Teilbo¨gen des Neumann-Randes
sind hell eingezeichnet. Auf dem Dirichlet-Rand enden die Feldlinien in einem
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rechten Winkel zur Tangente an die Randkurve, wa¨hrend sie vom Neumann-Rand
”
weggedru¨ckt“ werden. Bei den Niveaulinien verha¨lt es sich genau andersherum:
Die Niveaulinien enden im rechten Winkel auf dem Neumann-Rand, wa¨hrend sie
tangential zum Dirichlet-Rand verlaufen.
Abbildung 2
Im Falle der Existenz einer eindeutig bestimmten Robinschen Funktion R
mit Pol in ∞ sei
δ = lim
z→∞
R(z)− log |z| .
Analog zur Definition der logarithmischen Kapazita¨t sei die Robinsche Ka-
pazita¨t des Dirichlet-Randes A bezu¨glich Ω durch
ρ(A) = e−δ
erkla¨rt.
Damit das angefu¨hrte Randwertproblem sinnvoll gestellt bzw. gelo¨st werden
kann, bedarf es geeigneter Voraussetzungen an den Rand ∂Ω . Die dazu er-
forderlichen Begriffe werden im folgenden Abschnitt kurz erla¨utert. Fu¨r eine
ausfu¨hrliche Darstellung sei auf [3], [11], [17] und [38] verwiesen.
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2.1 Regularita¨t der Ra¨nder
Es sei Γ eine stetig differenzierbare Jordan-Kurve, die durch γ : [0, 2pi]→ C
parametrisiert werde. Dabei sei γ so gewa¨hlt, daß γ ′(t) 6= 0 auf ]0, 2pi[ gelte,
und in den Randpunkten die einseitigen Grenzwerte von γ ′ nicht verschwin-
den und gleich sind. Der Stetigkeitsmodul ω : [0, 2pi]→ R von γ ′ ist durch
ω(s) = sup{|γ ′(t1)− γ′(t2)| : t1, t2 ∈ [0, 2pi] , |t1 − t2| ≤ s}
definiert. Die Kurve Γ heißt Dini-glatt, wenn fu¨r ein δ > 0
lim
²→0
∫ δ
²
ω(s)
s
ds <∞
gilt (d.h., wenn γ ′ Dini-stetig ist).
Als Beispiel fu¨r Dini-glatte Jordan-Kurven seien Kurven angefu¨hrt, die eine
Parameterdarstellung γ besitzen, deren Ableitung eine Ho¨lder-Bedingung
|γ′(t1)− γ′(t2)| ≤ C|t1 − t2|α
mit 0 < α < 1 und C > 0 fu¨r t1, t2 ∈ [0, 2pi] erfu¨llt. Aus der Ho¨lder-Bedingung
folgt
ω(s)
s
≤ Csα−1 ,
und somit die Dini-Gla¨tte.
Wie Kellog und Warschawski gezeigt haben, impliziert die Dini-Gla¨tte des
Randes eines Gebietes die stetige Fortsetzbarkeit der Ableitung der Riemann-
Abbildung auf den Rand des Einheitskreises und entsprechendes fu¨r die inver-
se Abbildung ([38], S. 48 sowie [24], [44] und [45]). Dadurch ist insbesondere
sichergestellt, daß bei konformer Abbildung eines Gebietes Normalenvektoren
wieder auf Normalenvektoren des Randes des Bildgebietes abgebildet werden.
Letzteres wird beim Nachweis der Existenz der Robinschen Funktion sowie
beim Nachweis ihrer Invarianzeigenschaften wesentlich sein.
Mit G bezeichnen wir die Greensche Funktion in Ω mit Pol in∞ . Wenn eine
Greensche Funktion existiert, so ist sie eindeutig bestimmt. Fu¨r die Existenz
der Greenschen Funktion bedarf es geeigneter Regularita¨tsvoraussetzungen
an ∂Ω : Der Randpunkt ζ ∈ ∂Ω heißt regula¨r, wenn es eine Umgebung
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U von ζ und eine in U ∩ G erkla¨rte, subharmonische Funktion β gibt, die
lim
z→ζ
β(z) = 0 und lim
z→ω
β(z) < 0 fu¨r jedes ω ∈ ∂(U ∩ Ω) \ {ζ} erfu¨llt. Die
Funktion β heißt Barriere in ζ . Der Rand ∂G von G heißt regula¨r, wenn
jeder Randpunkt von G regula¨r ist. Hinreichend fu¨r die Regularita¨t eines
Randpunktes ζ ist bereits, daß die Zusammenhangskomponente von ∂Ω , in
der ζ liegt, ein nichtausgeartetes Kontinuum ist.
Die Bedeutung der Regularita¨t beruht darauf, daß das Dirichlet-Problem
genau dann fu¨r jede stetige Randfunktion lo¨sbar ist, wenn der Rand des ge-
gebenen Gebietes regula¨r ist. Insbesondere existiert die Greensche Funktion
G(z) in Ω mit Pol in∞ genau dann, wenn der Rand ∂Ω des Gebietes D ⊂ Ĉ
regula¨r ist.
Ein weiteres, wichtiges Regularita¨tskriterium ist das Wiener-Kriterium. Es
besagt, daß der Randpunkt ζ eines Gebietes Ω genau dann regula¨r ist, wenn
es ein λ mit 0 < λ < 1 gibt, so daß fu¨r die Mengen
Ln =
{
z ∈ C : λn+1 ≤ |z − ζ| ≤ λn} ∩ ∂Ω
die Reihe ∞∑
n=1
n
log
(
(capLn)
−1)
divergiert ([11], S. 376 ff., [39], S. 449 ff., [42], S. 104). Das Wiener-Kriterium
ist notwendig und hinreichend fu¨r die Regularita¨t eines Randpunktes. Wir
werden im Text die Folgerung anwenden, daß die Divergenz von
∞∑
n=1
capLn
λn
hinreichend fu¨r die Regularita¨t von ζ ist ([42], S. 104, [11], S. 378).
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2.2 Existenz und Eindeutigkeit
Ziel dieses Abschnittes ist der Beweis der Existenz und der Eindeutigkeit der
Robinschen Funktion unter den folgenden Voraussetzungen:
(V) Es sei Ω ein Gebiet (mit ∞ ∈ Ω ), das von endlich vielen Dini-
glatten Jordan-Kurven Γ1, . . . ,Γn mit n ∈ N berandet werde. Jede
Zusammenhangskomponente des Dirichlet-Randes A ⊂ ∂Ω sei eine
Jordan-Kurve oder ein abgeschlossener Jordan-Bogen.
Die anschließende Abbildung 3 illustriert die Voraussetzungen im Falle n = 3 . Der
Dirichlet-Rand von Ω ist dunkel gezeichnet, der Neumann-Rand hell.
Γ1
Ω
B
A
Γ2
Γ3
Abbildung 3
In dieser Arbeit werden wir uns auf die Fa¨lle beschra¨nken, daß
• der Neumann-Rand Teilmenge einer Jordan-Kurve ist, und, daß
• der Neumann-Rand Teilmenge zweier Jordan-Kurven ist.
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Tatsa¨chlich sind die im Text entwickelten Methoden auch geeignet, den Fall,
daß der Neumann-Rand Teilmenge von mehr als zwei Randkomponenten ist,
zu behandeln. Dies soll in dieser Arbeit nicht ero¨rtert werden, da zusa¨tzliche
technische Schwierigkeiten auftreten, wie im Abschnitts 2.2.5 kurz erla¨utert
wird.
Wir arbeiten in dieser Untersuchung unter etwas schwa¨cheren Voraussetzun-
gen als P. Duren, M. Schiffer, M. O’Neill und R. Thurman ([13], [15], [16],
[14], [35]). Sobald Ω nicht einfach zusammenha¨ngend ist, handelt es sich bei
den dort zugelassenen Neumann-Ra¨ndern jeweils um die Vereinigung end-
lich vieler, abgeschlossener Teilbo¨gen von ∂Ω . Die im folgenden geschilderte
Methode ist sogar unter noch schwa¨cheren Voraussetzungen an die Beschaf-
fenheit der Ra¨nder von Ω anwendbar, als unter (V) angegeben wurden. Es
scheint jedoch nicht sinnvoll, den Existenzbeweis an dieser Stelle fu¨r eine
gro¨ßere Klasse von Gebieten zu fu¨hren, da dies unverha¨ltnisma¨ßig aufwendi-
ge, rein technische Betrachtungen mit sich bra¨chte. Statt dessen weisen wir
an gegebener Stelle im Text auf Situationen hin, in denen ein Existenzbeweis
ebenfalls mit der hier verwendeten Methode erbracht werden kann.
Satz 2.1 Die Voraussetzungen (V) seien erfu¨llt. Dann gibt es genau eine,
auf Ω stetige Funktion R , die die Eigenschaften (i)-(iv) besitzt.
Zuna¨chst soll nur die Eindeutigkeitsaussage aus Satz 2.1 bewiesen werden.
Eindeutigkeit der Lo¨sung
Wir nehmen an, R1 und R2 besitzen die Eigenschaften (i)-(iv), durch die
die Robinsche Funktion definiert ist. Dann ist die Differenz u = R1 − R2
eine in Ω harmonische und auf Ω stetige Funktion mit u(z) = 0 auf A und
∂u
∂n
= 0 auf B . Auf der kompakten Menge Ω nimmt u Maximum und Mini-
mum an. Das Maximumprinzip erzwingt, daß Maximum und Minimum auf
∂Ω = A∪B angenommen werden. Angenommen, u wa¨re nicht identisch Null.
Da auf A stets u(z) = 0 gilt, ga¨be es eine Extremstelle z0 ∈ B . Das Hopfsche
Maximumprinzip erzwingt aber ∂u
∂n
(z0) > 0 , falls z0 Maximalstelle ist bzw.
∂u
∂n
(z0) < 0 , falls z0 Minimalstelle ist. Die Annahme, daß u nicht identisch
Null ist, fu¨hrt somit zu einem Widerspruch zu den geforderten Neumann-
Randbedingungen. ¤
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2.2.1 Vorbereitung des Existenzbeweises
Die allgemeine Formulierung der dritten potentialtheoretischen Randwert-
aufgabe, die der hier gegebenen Definition der Robinschen Funktion zugrun-
de liegt, beru¨cksichtigt auch Fa¨lle, in denen die klassische Lo¨sungstheorie,
Einzelschichtpotentiale u¨ber die Lo¨sung Fredholmscher Integralgleichung zu
bestimmen (z.B. [18], S. 612 ff. oder [21]), nicht mehr anwendbar ist. Beson-
dere Schwierigkeiten treten auch dadurch auf, daß gemeinsame Ha¨ufungs-
punkte von Dirichlet- und Neumann-Rand zugelassen sind. Ebenso wird es
schwieriger, konstruktive Verfahren anzugeben, mit denen die Lo¨sung einer
gegebenen Randwertaufgabe (zumindest numerisch) bestimmt werden kann.
Ein abstrakter Existenzbeweis fu¨r das in dieser Arbeit interessierende Rand-
wertproblem kann mit Hilfe der Schottky-Verdoppelung gefu¨hrt werden: Hier-
bei wird fu¨r festes ζ ∈ Ω die Existenz einer in Ω harmonischen Funktion gζ
gezeigt, die auf A den Wert Null annimmt und auf B die Normalenablei-
tung − ∂G
∂nz
(z, ζ) besitzt. Hierbei ist G die Greensche Funktion von Ω mit Pol
in ζ . M. Tsuji erreicht letzteres durch die Konstruktion zweier Riemann-
scher Fla¨chen R1 und R2 mittels Schottky-Verdoppelung ([42], S. 31 f.):
Es werden zwei Kopien des Gebietes Ω u¨bereinander gelegt. Im ersten Fall
werden die Dirichlet-Ra¨nder miteinander verklebt und im zweiten Fall die
Neumann-Ra¨nder. Anschließend wird auf der Riemannschen Fla¨che R1 ein
reines Neumann-Problem gelo¨st und auf der Fla¨che R2 ein reines Dirichlet-
Problem. Ist u1 die Lo¨sung des Neumann-Problems aufR1 und u2 die Lo¨sung
des Dirichlet-Problems auf R2 , so ist gζ = u1 + u2 die Lo¨sung des gemisch-
ten Randwertproblems im gegebenen Gebiet Ω . Schließlich ergibt sich die
gesuchte Robinsche Funktion als R(z, ζ) = gζ(z) +G(z, ζ) . In der Literatur
sind leider keine klaren Aussagen zu finden, welche Gla¨ttevoraussetzungen
an die Ra¨nder von Ω zu stellen sind, damit diese Methode anwendbar ist.
Der Nachteil dieses Existenzbeweises ist, daß er nicht konstruktiv ist und
somit kein Verfahren zur Bestimmung der Lo¨sung der Randwertaufgabe be-
reitstellt.
Eine weitere Mo¨glichkeit eines Existenzbeweises ist durch Orthogonalent-
wicklung gegeben: Da Ω durch eine Mo¨bius-Transformation konform auf ein
beschra¨nktes Gebiet abgebildet werden kann, und da die definierenden Ei-
genschaften der Robinschen Funktion konform a¨quivalent sind, du¨rfen wir in
den beiden folgenden Absa¨tzen ohne Beschra¨nkung der Allgemeinheit davon
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ausgehen, daß Ω beschra¨nkt ist. P. Duren und M. Schiffer zeigten, daß die
Differenz
K(z, ζ) =
1
2pi
(R(z, ζ)−G(z, ζ))
aus Robinscher Funktion und Greenscher Funktion G(z, ζ) in Ω mit Pol in ζ
eine reproduzierende Kernfunktion fu¨r den Raum N aller in Ω harmonischen
Funktionen u ist, die auf dem Dirichlet-Rand den Wert Null annehmen und
ein endliches Dirichlet-Integral
‖u‖2 =
∫
Ω
|∇u(x+ iy)|2 dxdy <∞
besitzen ([15]). Das heißt, fu¨r jedes u ∈ N gilt∫
Ω
∇K(x+ iy, ζ)∇u(x+ iy) dxdy = u(ζ) .
Aus der Existenz eines vollsta¨ndiges Orthonormalsystems (un)n∈N in N folgt
unmittelbar die Existenz der Kernfunktion K , da diese durch die Entwick-
lung
K(z, ζ) =
∞∑
n=1
un(z)un(ζ)
dargestellt werden kann. Diese Reihe konvergiert bei festem ζ gleichma¨ßig
in jeder kompakten Teilmenge von Ω , analog zur Bergmannschen Kernfunk-
tion ([20]). Nun existiert die Greensche Funktion G(z, ζ) immer unter den
Voraussetzungen, unter denen das gemischte Randwertproblem in Ω
”
sinn-
voll“ gestellt werden kann. Daher folgt die Existenz der Robinschen Funktion
R(z, ζ) aus der Existenz der reproduzierenden Kernfunktion.
Dieser Beweis ist konstruktiv, sobald es gelingt, ein vollsta¨ndiges Orthonor-
malsystem in N anzugeben. P. Duren und M. Schiffer haben dies fu¨r den Fall
durchgefu¨hrt, daß Ω = {1 < |z| < r} mit r > 1 ein Kreisringgebiet ist ([15]).
Dabei ist A = {|z| = 1} der innere berandende Kreis und B = {|z| = r} der
a¨ußere Kreis. B. Dittmar und R. Ku¨hnau konstruierten ein vollsta¨ndiges Or-
thonormalsystem fu¨r Gebiete Ω , die vom Rand des Einheitskreises und einer
Strecke A ⊂ [0, 1] berandet werden ([12]). Letztere ist dabei der Dirichlet-
Rand, wa¨hrend B = ∂D der Neumann-Rand ist.
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Von nun an sei Ω wieder unbeschra¨nkt. Schließlich kann die Existenz der Ro-
binschen Funktion aus der Lo¨sung des Variationsproblems, das P. Duren und
M. Schiffer in Zusammenhang mit der Robinschen kapazita¨t untersuchen, ge-
folgert werden ([15]). Auch dieser Beweis liefert kein konstruktives Verfahren
fu¨r die Berechnung von R , da er auf der Schifferschen Variationsformel und
der Existenz einer minimierenden Funktion in der Klasse Σ(Ω) basiert (siehe
Abschnitt 4.3).
Wir werden nun einen Existenzbeweis vorstellen, der sowohl konstruktiv
ist als auch unter recht allgemeinen Voraussetzungen angewendet werden
kann. Dazu verfahren wir wie folgt: Zuna¨chst wird Ω konform auf ein Gebiet
Ω0 so abgebildet, daß die Randkomponenten von Ω , auf denen Punkte des
Neumann-Randes liegen, auf Kreise abgebildet werden. Der Punkt∞ soll bei
dieser Abbildung fest bleiben. Die Mo¨glichkeit, an Kreisen global spiegeln zu
ko¨nnen, erlaubt es, im Bildgebiet Ω0 die Neumann-Bedingungen mit Hilfe
durch Spiegelung konstruierter harmonischer Funktionen zu realisieren:
Als Beispiel nennen wir den einfachsten Fall Ω = ∆ mit einem echten Teil-
bogen A ⊂ ∂D als Dirichlet-Rand. Ist G die Greensche Funktion von Ĉ \ A
mit Pol in ∞ , so lautet die Robinsche Funktion in dieser Situation
R(z) = G(z) +G
(
1
z¯
)
,
wie im nachfolgenden Existenzbeweis deutlich wird. Daß die Neumann-Bedin-
gung erfu¨llt ist, wird aus der einfachen geometrischen Tatsache folgen, daß
Normalenvektoren an den Spiegelkreis bei Spiegelung um 180◦ gedreht wer-
den (vgl. Bemerkung 2.4). P. Duren und M. Schiffer haben diese Methode
bereits im Spezialfall Ω = ∆ angewendet ([16]).
Fu¨r den Transport auf ein Vollkreisgebiet muß garantiert werden, daß Nor-
malenvektoren auf Normalenvektoren abgebildet werden. Unter den hier vor-
liegenden Vorraussetzungen gilt sogar
Bemerkung 2.2 Sind Ω1 und Ω2 Gebiete, die jeweils von einer oder zwei
Dini-glatten Jordan-Kurven berandet werden, und ist f eine konforme Abbil-
dung von Ω1 auf Ω2 , so ist die Ableitung f
′ stetig auf den Rand ∂Ω1 fort-
setzbar.
Diese Aussage beruht auf Kellogs und Warschawskis Resultaten, daß die
Riemann-Abbildung vom Einheitskreis auf ein Dini-glatt berandetes Gebiet
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eine Ableitung besitzt, die stetig auf den Rand fortgesetzt werden kann,
und dort niemals Null wird ([38], S. 48, bzw. [24], [44], [45]). Liegt der
Fall einer Randkomponente vor, so folgt die Bemerkung durch Verkettung
der Riemann-Abbildung des einen Gebietes mit der Inversen der Riemann-
Abbildung des anderen Gebietes. Besitzen Ω1 und Ω2 jeweils zwei Randkom-
ponenten, so kann jedes dieser Gebiete durch die Verkettung jeweils zweier
inverser Riemann-Abbildungen konform auf ein analytisch berandetes Ring-
gebiet abgebildet werden. Diese Verkettungen der Inversen zweier Riemann-
Abbildungen besitzen gema¨ß dem oben angefu¨hrten Satz von Kellog und
Warschawski stetig fortsetzbare Ableitungen, die nicht Null werden. Schließ-
lich folgt die Behauptung, da konforme Abbildungen zwischen analytisch
berandeten Gebieten u¨ber die Ra¨nder hinaus fortgesetzt werden ko¨nnen.
Die beno¨tigte Invarianzaussage fu¨r Lo¨sungen des betrachteten Randwertpro-
blems lautet nun:
Bemerkung 2.3 Gegeben seien zwei Gebiete Ω1 und Ω2 und eine Teilmenge
A2 ⊂ ∂Ω2 derart, daß die zu Beginn dieses Abschnittes genannten Voraus-
setzungen jeweils erfu¨llt sind. Weiter sei f(z) = az+ a0+
a1
z
+ . . . mit a 6= 0
eine konforme Abbildung des Gebietes Ω1 auf Ω2 . Ist R2 eine Lo¨sung des
Randwertproblems (i)-(iv) in Ω2 , so ist R = R2 ◦ f eine Lo¨sung in Ω1 mit
Dirichlet-Rand A = f−1(A2) .
Diese Invarianzaussage gilt auch unter allgemeineren Voraussetzungen und
wird im Verlaufe des Textes durchaus in anderen Situationen beno¨tigt wer-
den. An entsprechender Stelle werden wir auf den jeweiligen Fall eingehen.
Es ist leicht zu sehen, daß die Eigenschaften (i), (ii) und (iii) erfu¨llt sind.
Die vierte Eigenschaft (iv) folgt, da eine konforme Abbildung, deren Ablei-
tung stetig auf den Rand fortgesetzt werden kann und dort nicht verschwin-
det,
”
Normalenvektoren in Normalenvektoren u¨berfu¨hrt“ . Genauer gilt in
z0 ∈ ∂Ω1 \ A
∂R
∂n
(z0) = |f ′(z0)| · ∂R2
∂n
(f(z0)) .
Als na¨chstes soll die anschaulich einleuchtende Tatsache nachgerechnet wer-
den, daß das Einsetzen einer Kreisspiegelung ϕ in eine differenzierbare Ab-
bildung g , die in einer Umgebung U eines Punktes ζ der Kreislinie C , an
der gespiegelt wird, definiert ist, bewirkt, daß die Normalableitung in ζ auf
ihr −1-faches
”
gespiegelt“ wird.
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Bemerkung 2.4 Gegeben sei die Kreislinie C = {z ∈ C : |z − z0| = r}
und ζ ∈ C . Die Spiegelung an C werde mit ϕ bezeichnet. Weiter sei U eine
Umgebung von ζ . Die Abbildung g : U → R mit g(z) = g(x+ iy) besitze in
U stetige partielle Ableitungen ∂g
∂x
und ∂g
∂y
. Dann gilt
∂(g ◦ ϕ)
∂n
(ζ) = −∂g
∂n
(ζ) .
Beweis: Die Spiegelung ϕ besitzt die Gestalt
ϕ(z) =
r2
z − z0 + z0 .
Mit n = 1
r
(ζ − z0) gilt
∂(g ◦ ϕ)
∂n
(ζ)
= lim
t→0+
g(ϕ(ζ + t · n))− g(ϕ(ζ))
t
=
∂g
∂x
(ϕ(ζ)) · Re d
dt
(
r2
ζ + t · n− z0
+ z0
)∣∣∣∣
t=0
+
∂g
∂y
(ϕ(ζ)) · Im d
dt
(
r2
ζ + t · n− z0
+ z0
)∣∣∣∣
t=0
= −∂g
∂x
(ζ) · r2 · Re
(
n(
ζ − z0
)2
)
− ∂g
∂y
(ζ) · r2 · Im
(
n(
ζ − z0
)2
)
= −∂g
∂x
(ζ) · r · Re 1
ζ − z0
− ∂g
∂y
(ζ) · r · Im 1
ζ − z0
= −∂g
∂x
(ζ) · Re 1
r
(ζ − z0) − ∂g
∂y
(ζ) · Im 1
r
(ζ − z0)
= − lim
t→0+
g(ζ + t · n)− g(ζ)
t
= −∂g
∂n
(ζ) .
¤
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2.2.2 Existenz im 1. Fall (Neumann-Rand auf einer Randkompo-
nente)
In diesem Fall ist der Neumann-Rand B nicht leere Teilmenge einer Jordan-
Kurve, die wir Γ nennen. Die konforme Abbildung von Ĉ \ Int Γ auf das Au-
ßengebiet ∆ des Einheitskreises heiße f , und es sei Ω0 = f(Ω) , B0 = f(B)
und A0 = f(A) .
Ω
A
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¢
¢
¢
¢
¢
¢®
C
C
C
C
C
C
C
CW
-
Γ
f
-
Ω0 = f(Ω) ⊂ ∆
A0 = f(A)
­
­
­
­
­
­
­
­
­
­ﬂ
B
B
B
B
B
B
B
B
B
BBN
-
f(Γ) = ∂D
Abbildung 4
Die vorausgehende Abbildung zeigt ein Gebiet Ω , das von zwei Jordan-Kurven
berandet ist. Wie gefordert, besitzt nur eine Randkurve Γ von Ω gemeinsame
Punkte mit dem Neumann-Rand B (im Bild hellgrau skizziert). Das Außengebiet
dieser Randkurve Γ wird durch die konforme Abbildung f auf das A¨ußere des
Einheitskreises ∆ konform abgebildet. Den Jordan-Bo¨gen, deren Vereinigung den
Neumann-Rand ergibt, werden dabei Teilbo¨gen des Einheitskreisrandes zugeord-
net (ebenfalls hellgrau in der Skizze).
Weiter sei
ϕ(z) =
1
z¯
die Spiegelung am Einheitskreis und
E = A0 ∪ ϕ(A0)
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die Vereinigung des Bildes des Dirichlet-Randes von Ω0 mit dessen Spiegel-
bild am Einheitskreis.
Die anschließende Abbildung 5 zeigt das Bildgebiet Ω0 unter der konformen Ab-
bildung f . Das Gebiet Ω0 ist Teilmenge des A¨ußeren des Einheitskreises ∆ . Das
Bild des Neumann-Randes B0 ist Vereinigung offener Teilbo¨gen des Einheitskreis-
randes. Zusammenhangskomponenten des Bildes des Dirichlet-Randes A0 ko¨nnen
sowohl auf dem Rand des Einheitskreises, als auch in ∆ liegen. Die Komponenten
von A0 , die auf ∂D liegen, werden durch die Spiegelung ϕ jeweils auf sich selbst
abgebildet, wa¨hrend die Komponenten von A0 ∩ ∆ in den Einheitskreis hinein
gespiegelt werden.
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Abbildung 5
Das Außengebiet von E , das ist die unbeschra¨nkte Zusammenhangskompo-
nente von Ĉ \ E , werde ΩE genannt. Wir werden beweisen, daß ΩE regula¨r
ist:
Dazu zeigen wir zuna¨chst ∂ΩE = E : Es gilt stets ∂ΩE ⊂ E .Mit elementaren
Mitteln sieht man, daß auch
A0 ⊂ A0 ∩ ∂Ω0 ⊂ ∂ΩE
28 2 DIE ROBINSCHE FUNKTION
gilt. Da ΩE symmetrisch zum Einheitskreis ist, und topologische Eigenschaf-
ten bei Spiegelung erhalten bleiben, folgt auch ϕ(A0) ⊂ ∂ΩE und somit
∂ΩE = E .
Laut Voraussetzung ist A die Vereinigung von abgeschlossenen, nichtausge-
arteten Kontinua. Diese Eigenschaft wird auf die Menge
E = A0 ∪ ϕ(A0) = f(A) ∪ ϕ(f(A))
u¨bertragen, da f auf Ω eine topologische Abbildung ist. Daher ist ΩE in der
Tat regula¨r.
Somit existiert eine Greensche Funktion in ΩE mit Pol in∞ , dieG bezeichnet
werde. Wir zeigen, daß
R0(z) = G(z) +G
(
1
z¯
)
die Robinsche Funktion im Gebiet Ω0 mit Dirichlet-Rand A0 ist: Zuna¨chst
besitzt R0 die Eigenschaft (i), da R0 in Ω0 \ {∞} harmonisch ist. Weiter gilt
lim
z→∞
(R0(z)− log |z|) = lim
z→∞
(G(z)− log |z|) +G(0) .
Forderung (ii) ist somit ebenfalls erfu¨llt. Die Gu¨ltigkeit von (iii) ist offen-
sichtlich, da alle Punkte von A0 bei Spiegelung auf Punkte von E abgebildet
werden, und G dort verschwindet. Daß (iv) gilt, folgt direkt aus der Bemer-
kung 2.4, da die partiellen Ableitungen der Greenschen Funktion in einer
Umgebung jedes Punktes des Neumann-Randes B0 existieren.
Schließlich folgt die Behauptung, da R = R0 ◦ f laut Bemerkung 2.3 die
gewu¨nschten Eigenschaften in Ω mit Dirichlet-Rand A besitzt. ¤
Bemerkung 2.5 Der expliziten Darstellung der Robinschen Funktion aus
dem vorhergehenden Beweis kann direkt entnommen werden, daß
ρ(A0) = e
− lim
z→∞(G(z)−log |z|) · e−G(0) = e−G(0) · capE
fu¨r A0 = f(A) gilt.
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Im folgenden Beispiel sind die am Anfang dieses Kapitels geforderten Vor-
aussetzungen nicht erfu¨lt, da ∂Ω nicht Vereinigung von Jordan-Kurven ist.
Dennoch existiert in der vorliegenden Situation eine (eindeutig bestimmte)
Robinsche Funktion, die wir mit Hilfe der im vorausgehenden Satz verwen-
deten Methode explizit angeben ko¨nnen.
Beispiel 2.6. Es sei
Ω = Ĉ \ (D ∪ [1, a])
und A = [1, a] mit a > 1 . Die Menge E aus dem Beweis des vorhergehenden
Satzes besitzt die Gestalt
E = A ∪
{
ζ ∈ Ĉ : 1
ζ¯
∈ A
}
=
[
1
a
, a
]
.
Das na¨chste Bild zeigt das Gebiet Ω sowie die Randkomponenten A und B .
Außerdem ist das Spiegelbild des Dirichlet-Randes ϕ(A) eingezeichnet.
Ω
B
A
a
ϕ(A)
1/a
Abbildung 6
In der gegebenen Situation gilt ΩE = Ĉ \ E , da Ĉ \
[
1
a
, a
]
einfach zusam-
menha¨ngend ist. Es sei
J : ∆→ Ĉ \ [−1, 1] , J(z) = 1
2
(
z +
1
z
)
die Joukowski-Abbildung. Sie bildet das A¨ußere des Einheitskreises konform
auf Ĉ \ [−1, 1] ab. Da die Mo¨bius-Transformation T mit
T (z) =
2a
a2 − 1(z − a) + 1
30 2 DIE ROBINSCHE FUNKTION
das Gebiet ΩE konform auf Ĉ\[−1, 1] abbildet, lautet die Greensche Funktion
von ΩE mit Pol in ∞
G(z) = log
∣∣∣∣J−1( 2aa2 − 1(z − a) + 1
)∣∣∣∣ .
Mit der gleichen Argumentation wie im vorausgehenden Satz folgt, daß
R(z) = G(z) +G
(
1
z¯
)
= log
∣∣∣∣J−1( 2aa2 − 1(z − a) + 1
)∣∣∣∣+ log ∣∣∣∣J−1( 2aa2 − 1
(
1
z¯
− a
)
+ 1
)∣∣∣∣
die Robinsche Funktion in Ω mit Pol in∞ und Dirichlet-Rand A ist. Gema¨ß
der Bemerkung 2.5 erhalten wir fu¨r die Robinsche Kapazita¨t
ρ(A) = capE · e−G(0)
= capE ·
∣∣∣∣J−1(1 + a21− a2
)∣∣∣∣−1
Mit ∣∣∣∣J−1(1 + a21− a2
)∣∣∣∣ =
∣∣∣∣∣∣1 + a
2
1− a2 −
√(
a2 + 1
a2 − 1
)2
− 1
∣∣∣∣∣∣
=
(a+ 1)2
a2 − 1
und, da die logarithmische Kapazita¨t eines Intervalls
capE =
1
4
·
(
a− 1
a
)
ein Viertel der La¨nge betra¨gt ([25], S. 172), resultiert die Gleichung
ρ(A) =
(a2 − 1)2
4a · (a+ 1)2
=
(a− 1)2
4a
.
2.2 Existenz und Eindeutigkeit 31
Ein Vergleich mit capA = a−1
4
fu¨hrt auf die Beziehung
ρ(A) =
(
1− 1
a
)
· capA .
Offensichtlich gilt ρ(A) ≤ capA fu¨r alle Gebietsparameter. Dies Ungleichung
zwischen Robinscher- und logarithmischer Kapazita¨t besteht im allgemeinen
und wird im Abschnitt 4.3 untersucht werden.
2.2.3 Vorbereitung fu¨r den Fall zweier Randkomponenten
Jetzt erfolgt der Beweis fu¨r den Fall, daß Punkte von B auf zwei Randkom-
ponenten von Ω liegen. In diesem Fall beno¨tigen wir, daß die Spiegelung an
einem Kreis fu¨r alle Punkte, die einen festen Abstand zu diesem Kreis nicht
unterschreiten, kontrahierend wirkt:
Hilfssatz 2.7 Gegeben sei die Kreislinie C mit Radius r . Sind ζ1 und ζ2
Punkte im Außengebiet von C , deren Abstand zu C mindestens d betra¨gt, so
gilt fu¨r die Spiegelung ϕ an C
|ϕ(ζ1)− ϕ(ζ2)| ≤ 1
κ2
|ζ1 − ζ2| .
Dabei ist κ = 1 + d
r
.
Beweis: Die Spiegelung an C ist durch
ϕ(z) =
r2
z¯ − z¯0 + z0
gegeben, wobei z0 der Mittelpunkt von C ist. Die Behauptung folgt mit
|ϕ(ζ1)− ϕ(ζ2)| = r2 ·
∣∣∣∣ 1ζ¯1 − z¯0 − 1ζ¯2 − z¯0
∣∣∣∣
=
r2
|ζ1 − z0||ζ2 − z0| · |ζ1 − ζ2|
≤ r
2
(d+ r)2
· |ζ1 − ζ2|
=
1
κ2
· |ζ1 − ζ2| .
¤
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Im Existenzbeweis wird es notwendig sein, die Greensche Funktion spezieller,
durch Iteration von Mo¨bius-Transformationen erzeugter Gebiete bezu¨glich
ihres Randverhaltens zu untersuchen: Es sei K0 eine offene Kreisscheibe in
C und T : K0 → K0 eine kontrahierende Mo¨bius-Transformation. Nach dem
Banachschem Fixpunktsatz gibt es genau einen Fixpunkt z0 ∈ K0 , der we-
gen der Voraussetzung T (K0) ⊂ K0 in K0 liegt. Weiter sei K1 = T (K0) und
A ⊂ K0 \K1 eine abgeschlossene Menge mit der Eigenschaft, daß das Außen-
gebiet von A ein Gebiet mit regula¨rem Rand ist, das den Rand des inneren
Kreises ∂K1 enthalte. Mit T
(n) = T ◦ . . . ◦ T werde die n-te Iterierte der
Mo¨bius-Transformation T bezeichnet, und es sei Kn = T
(n)(K0) . Schließlich
definieren wir
E =
∞⋃
n=0
T (n)(A) ∪ {z0} .
Es gilt E ⊂ K0 , und damit ist E beschra¨nkt. Außerdem ist E abgeschlossen:
Es sei (zn) eine konvergente Folge aus E mit Grenzwert ζ . Im Falle ζ = z0 ist
nichts zu zeigen, da z0 ∈ E ist. Andernfalls ist z0 kein Ha¨ufungswert dieser
Folge. Aus der Kontraktionseigenschaft von T folgt, daß bei vorgegebener
Umgebung um z0 fast alle Km = T
(m)(K0) in dieser Umgebung liegen. Somit
gibt es ein m ∈ N und ein n0 ∈ N derart, daß zn /∈ Km fu¨r alle n ≥ n0 gilt.
Nun ist
E \Km = A ∪
m−1⋃
k=1
T (k)(A)
die Vereinigung endlich vieler abgeschlossener, beschra¨nkter Mengen und da-
her kompakt. Aus letzterem folgt ζ ∈ E . Damit haben wir gezeigt, daß E
abgeschlossen und somit ein Kompaktum ist.
Das Außengebiet von E werde ΩE genannt.
Die nachfolgende Abbildung 7 zeigt die Menge A , die gesamte Menge E und die
Ra¨nder der ersten vier Kreise K0 bis K3 .
2.2 Existenz und Eindeutigkeit 33
∂K0
∂K1
∂K2
∂K3
@
@
@
@
@
@
@
@
@
@
@
@
@
@R
-
S
S
S
S
S
S
Sw
A ΩE
z0
Abbildung 7
Hilfssatz 2.8 Es gelten folgende Aussagen:
(i) Der Punkt z0 liegt auf dem Rand von ΩE .
(ii) Das Gebiet ΩE ist regula¨r.
(iii) Die Greensche Funktion G in ΩE mit Pol in ∞ besitzt eine Ho¨lder-
stetige Fortsetzung nach z0 , d.h., es gibt ein α > 0 und ein C > 0
derart, daß fu¨r hinreichend kleines δ und z ∈ ΩE mit |z − z0| < δ
G(z) < Cδα
gilt.
Beweis: Der Kreis ∂K0 liegt ganz im Außengebiet ΩA von A , da aus der
Voraussetzung A ⊂ K0 \K1 unmittelbar A∩ ∂K0 = ∅ folgt. Laut Vorausset-
zung befindet sich die gesamte Kreislinie ∂K1 ebenfalls in ΩA . Es sei w ∈ ∂K0
und Γ0 ein stetig differenzierbarer Jordan-Bogen mit Anfangspunkt w und
Endpunkt T (w) ∈ ∂K1 , der die Menge A nicht trifft und bis auf den An-
fangspunkt in K0 \K1 verla¨uft. Dies impliziert, daß |Γ0| ⊂ ΩE gilt. Mit dem
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Additionszeichen werde die Verkettung von Wegen bezeichnet ([3], S. 137).
Fu¨r jedes N ∈ N ist durch
ΓN = Γ0 +
N∑
n=1
T (n)(Γ0)
ein stu¨ckweise stetig differenzierbarer Jordan-Bogen definiert mit Anfangs-
punkt w und Endpunkt wN = T
(N)(w) ∈ ∂KN , der ganz in ΩE verla¨uft.
Somit liegen alle Glieder der Folge (wN)N∈N in ΩE . Mit dem Banachschen
Fixpunktsatz folgt
lim
N→∞
ωN = z0 ,
d.h., es existiert eine Folge aus ΩE , die gegen z0 konvergiert. Wegen z0 /∈ ΩE
ist der Beweis von Punkt (i) somit erbracht.
Als na¨chstes zeigen wir die Regularita¨t des Randes ∂ΩE . Jeder Punkt ζ 6= z0
von ∂ΩE ist das Bild eines Punktes ω des regula¨ren Randes des Außenge-
bietes von A unter einer Iterierten T (n) der Mo¨bius-Transformation T mit
n ∈ N0 . Die Abbildung T (n) bildet den Schnitt jeder hinreichend kleinen
Umgebung U von ω mit dem Außengebiet von A konform auf den Schnitt
einer Umgebung von ζ mit ΩE ab. Eine elementare Rechnung zeigt, daß eine
Barriere β an ω , die im Schnitt von U mit dem Außengebiet von A definiert
ist, auf eine Barriere β ◦ (T (n))−1 fu¨r ζ transportiert wird. Die Regularita¨t
des Punktes z0 zeigen wir nun durch eine Anwendung des Wiener-Kriteriums
([11], S. 376 ff.,[39], S.449 ff., [42], S.104): Der folgende Beweis pra¨zisiert die
anschaulich einsichtige Tatsache, daß sich die Kreise T (n)(K0) fu¨r n→∞ in
der gleichen Geschwindigkeit in z0 zusammenziehen, mit der die Kapazita¨t
der Mengen T (n)(A) schrumpft. Somit ist ausgeschlossen, daß die Menge E
in z0 zu ”
du¨nn“ wird.
Da T kontrahierend ist, gilt im Fixpunkt |T ′(z0)| < 1 . Dies hat zur Folge, daß
ein zweiter Fixpunkt von T existiert. Es sei S eine Mo¨bius-Transformation,
die den anziehenden Fixpunkt z0 auf 0 und den zweiten Fixpunkt auf ∞
abbildet. Da 0 und ∞ die Fixpunkte von S ◦ T ◦ S−1 sind, besitzt diese
Mo¨bius-Transformation die Gestalt
S ◦ T ◦ S−1(ζ) = λζ
mit λ = T ′(z0) ∈ C und |λ| < 1 .
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Genau dann ist z0 regula¨rer Randpunkt von ΩE , wenn 0 regula¨rer Randpunkt
des Außengebietes der Menge E˜ = S(E) ist, da eine Barriere β in 0 in eine
Barriere β ◦ S um z0 u¨berfu¨hrt wird (und umgekehrt). Zum Nachweis der
Regularita¨t des Punktes 0 konstruieren wir zuna¨chst ein Kreisringgebiet der
Form
R0 =
{
z ∈ C : |λ|d < |ζ| < 1} ,
wobei wir d ∈ N so wa¨hlen werden, daß cap
(
R0 ∩ E˜
)
> 0 gilt. Dies errei-
chen wir dadurch, daß wir im folgenden d so bestimmen werden, daß R0 ein
Ringgebiet der Form S
(
Km \Km+1
)
entha¨lt:
Die natu¨rliche Zahl m ∈ N werde so groß gewa¨hlt, daß
S (Km) ⊂ {ζ ∈ C : |ζ| < 1}
gilt (siehe Abbildung 8). Ein solches m existiert, da in einer vorgegebenen
Umgebung von 0 fast alle Kreise S(Km) liegen. Wir wa¨hlen nun d ∈ N so,
daß
|λ|d < min {|S(z)| : z ∈ ∂Km+1}
gilt. Fu¨r
C1 =
{
ζ ∈ C : |ζ| < |λ|d}
besteht dann die Inklusion
C1 ⊂ S (Km+1) .
Der Kreisring
R0 =
{
ζ ∈ C : |λ|d < |ζ| < 1} = D \ C1
entha¨lt somit in der Tat das Ringgebiet
S
(
Km \Km+1
)
.
Die anschließende Abbildung 8 zeigt das Ringgebiet R0 fu¨r das in Abbildung 6
illustrierte Beispiel. In diesem Fall ist d = 4 und m = 3 .
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Abbildung 8
Wegen S
(
T (m)(A)
) ⊂ R0 ∩ E˜ folgt
c0 = cap
(
R0 ∩ E˜
)
≥ capS (T (m)(A)) > 0 .
Die rechte Ungleichung gilt, da das Außengebiet von A nach Voraussetzung
regula¨r ist, und somit auch die Greensche Funktion im Außengebiet von
S
(
T (m)(A)
)
existiert. Wir betrachten die Mengen
Rn =
{
ζ : |λ|d(n+1) < |ζ| < |λ|dn}
und setzen
cn = cap
(
Rn ∩ E˜
)
fu¨r n ∈ N . Wegen Rn+1 = λdRn und T (d)(E) ⊂ E gilt
Rn+1 ∩ E˜ ⊃ Rn+1 ∩ S ◦ T (d) ◦ S−1
(
E˜
)
= λd · Rn ∩ λd · E˜
= λd ·
(
Rn ∩ E˜
)
.
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Dies impliziert
cn+1 ≥ |λ|d · cn .
Induktiv folgt
cn+1 ≥ |λ|d(n+1) · c0
fu¨r alle n ∈ N . Somit divergiert die Reihe
∞∑
n=1
cn
|λ|dn ,
und gema¨ß Wiener-Kriterium folgt die Regularita¨t des Außengebietes von
Ĉ \ E˜ im Punkt 0 ([11], S. 378). Die Behauptung (ii) ist daher ebenfalls
erfu¨llt. Insbesondere folgt die Existenz der Greenschen Funktion mit Pol in
∞ im Gebiet ΩE .
Zum Beweis von (iii) definieren wir
M = max
z∈∂K0
G(z) .
Aus der Voraussetzung A ⊂ K0 \K1 folgt ∂Kn ∩ E = ∅ fu¨r alle n ∈ N laut
Definition von E .
Es sei u0 die in K0 ∩ ΩE harmonische Funktion, fu¨r die
u0(z) =
{
M fu¨r z ∈ ∂K0
0 fu¨r z ∈ ∂ΩE
gilt. Die Existenz von u0 ist wegen der Regularita¨t von ΩE gesichert. Offen-
sichtlich gilt
u0(z) = M · ω(z, ∂K0, K0 ∩ ΩE) ,
wobei mit ω das harmonische Maß bezeichnet wird. Laut Maximumprinzip
ist u0(z) < M fu¨r z ∈ ∂K1 . Da ∂K1 kompakt ist, existiert ein 0 < c < 1 mit
u0(z) ≤ cM
fu¨r alle z ∈ ∂K1 .
Wir definieren nun die in Kn ∩ ΩE harmonischen Funktionen un(z) durch
un(z) = c
nu0
((
T (n)
)−1
(z)
)
.
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Offensichtlich gilt un(z) = Mc
n fu¨r z ∈ ∂Kn und un(z) = 0 fu¨r z ∈ ∂ΩE∩Kn .
Diese Aussage trifft auch fu¨r n = 0 zu. Wir weisen nun G(z) ≤ un(z) in
Kn ∩ ΩE fu¨r n ∈ N0 durch vollsta¨ndige Induktion nach. Die Induktionsver-
ankerung
G(z) ≤ u0(z)
folgt durch Anwendung des Maximumprinzips auf die Funktion G(z)−u0(z)
im Gebiet K0 ∩ ΩE . Als Induktionsannahme setzen wir G(z) ≤ un(z) fu¨r
z ∈ Kn ∩ ΩE voraus, und folgern auf ∂Kn+1
G(z) ≤ un(z) ≤Mcn+1 = un+1(z) .
Mit dem Maximumprinzip folgt G(z) ≤ un+1(z) fu¨r alle z ∈ Kn+1 ∩ ΩE .
Somit ist
G(z) ≤ un(z)
in Kn ∩ ΩE fu¨r alle n ∈ N0 nachgewiesen. Hieraus folgt sofort
G(z) ≤Mcn
auf ∂Kn fu¨r alle n ∈ N0 .
Wir wenden uns nun der Frage zu, wie schnell sich die Km in 0 zusammen-
ziehen. Zuna¨chst besitzt T die Entwicklung
T (z) = z0 + (z − z0) · T ′(z0) +O
(|z − z0|2) (z → z0)
mit 0 < |T ′(z0)| < 1 . Es gibt deshalb einen Kreis Kδ0(z0) um z0 mit Radius
δ0 , in dem die Ungleichung
|T (z)− z0| ≥ q|z − z0|
mit einem 0 < q < |T ′(z0)| erfu¨llt ist.
Weil T : K0 → K0 kontrahierend ist, gilt T (Kδ0(z0)) ⊂ Kδ0(z0) , und die
oben angefu¨hrte Ungleichung impliziert
|T (n)(z)− z0| ≥ qn|z − z0|
fu¨r alle z ∈ Kδ0(z0) .
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Nun existiert ein n0 ∈ N derart, daß Kn0 ⊂ Kδ0(z0) gilt. Fu¨r n ≥ n0 gibt es
zu z ∈ Kn \Kn+1 (genau) ein ζ ∈ Kn0 \Kn0+1 mit
z = T (n−n0)(ζ) .
Somit erhalten wir fu¨r z ∈ Kn \Kn+1 die Ungleichung
(∗) |z − z0| =
∣∣T (n−n0)(ζ)− z0∣∣ ≥ qn−n0 · dist (∂Kn0+1, z0) = C1 · qn
mit der Konstanten C1 =
1
qn0
· dist (∂Kn0+1, z0) .
∂Kn0
∂Kn0+1
∂Kn
∂Kn+1
@
@R
∂Kδ0(z0)
z = T (n−n0)(ζ)
ζ
z0©©©©¼
*dist (∂Kn0+1, z0)
Abbildung 9
Abbildung 9 verdeutlicht die Konstruktion im Beweis der Ho¨lder-Stetigkeit von G
im Punkt z0 : In Kδ0 reduziert die Abbildung T den Abstand eines Punktes vom
Fixpunkt ho¨chstens auf dessen q-faches. Zu jedem Punkt z ∈ Kn0 \{z0} gibt es ein
ζ im RingKn0\Kn0+1 , das von einer Iterierten T (n−n0) mit n ≥ n0 auf z abgebildet
wird. Daher betra¨gt der Abstand von z zu z0 mindestens q
n−n0 ·dist∂ (Kn0+1, z0) .
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Es sei n ≥ n0 . Wir wa¨hlen α > 0 mit
1 > qα > c > 0 .
Fu¨r z ∈ Kn \Kn+1 folgt
G(z) ≤ Mcn
=
M
Cα1
(
c
qα
)n
· (C1qn)α
≤ M
Cα1
(
c
qα
)n
|z − z0|α
≤ M
Cα1
|z − z0|α ,
wobei die vorletzte Ungleichung wegen der Abscha¨tzung (∗) besteht. Die
Stetigkeit beider Seiten der letzten Ungleichung impliziert deren Gu¨ltigkeit
auch im Abschluß vonKn\Kn+1 . Da die Ungleichung fu¨r alle n ≥ n0 besteht,
gilt
G(z) ≤ M
Cα1
|z − z0|α
fu¨r alle z ∈ Kn0 ∩ ΩE , und Aussage (iii) ist ebenfalls bewiesen. ¤
Nun sind alle Vorbereitungen fu¨r den Existenzbeweis getroffen. Bevor er voll-
zogen wird, soll noch erwa¨hnt werden, daß der verwendeten Beweismethode
eine physikalische Motivation zugrunde liegt: Wird in ein elektrisches Feld,
das von einer Ladungsverteilung auf A0 erzeugt wird, ein Metallstu¨ck ein-
gefu¨hrt, so steigt die Feldsta¨rke an. Dies kommt daher, daß die freibewegli-
chen Ladungstra¨ger im Metallstu¨ck derart in Richtung der Feldlinien verscho-
ben werden, daß eine Ladung entsteht, die spiegelbildlich zu der Ladungs-
verteilung auf A0 ist. Das resultierende Feld kann aufgrund dieser Spiegella-
dung nicht in das Metallstu¨ck eindringen, das heißt, die Normalenableitung
des Feldes entlang des Metallstu¨cks ist Null. Eine mathematische Umsetzung
dieser Idee fu¨hrt auf Vollkreisgbiete, da nur an deren Ra¨ndern globales Spie-
geln mo¨glich ist. Sind mehrere Randkomponenten vorhanden, deren Schnitt
mit dem Neumann-Rand nicht leer ist, so werden die Punkte des Dirichlet-
Randes immer wieder hin und her gespiegelt, als ob mehrere Spiegel einander
zugewandt aufgestellt wu¨rden. Bei jeder Reflektion steigt die Feldsta¨rke im
Gebiet Ω0 . Stellen wir die Feldsta¨rke am Ort z nach n Spiegelungen durch
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eine Funktion Rn dar, so konvergiert die Funktionenfolge (Rn) fu¨r n→∞ in
Ω monoton gegen die Robinsche Funktion R .
2.2.4 Existenz im 2. Fall (Neumann-Rand auf zwei Randkompo-
nenten)
In diesem Fall gibt es genau zwei Randkurven Γ1 und Γ2 von Ω , die Punkte
des Neumann-Randes enthalten. Laut Voraussetzung sind Γ1 und Γ2 Dini-
glatte Jordan-Kurven. Weiter sei
f : Ĉ \ (Int Γ1 ∪ Int Γ2)→ Ĉ \ (IntC1 ∪ IntC2)
eine Koebesche Vollkreisabbildung von Ĉ\(Int Γ1 ∪ Int Γ2) , d.h. eine konfor-
me Abbildung auf ein Ringgebiet, das von zwei Kreisen C1 und C2 berandet
wird mit f(∞) =∞ .
Wir lo¨sen zuna¨chst das Randwertproblem in Ω0 = f(Ω) mit Dirichlet-Rand
A0 = f(A) und Neumann-Rand B0 = f(B) . Die Abbildungen
ϕ` : Ĉ → Ĉ , ` = 1, 2
bilden z ∈ Ĉ jeweils auf seinen Spiegelpunkt bezu¨glich C` ab, d.h., es gilt
ϕ`(z) =
r2`
z¯ − z¯` + z` ,
falls C` der Kreis um z` mit Radius r` ist (` = 1, 2 ). Weiter sei
ϕ(1)m = ϕ1 ◦ ϕ2 ◦ ϕ1 ◦ ϕ2 ◦ . . . ◦ ϕ`︸ ︷︷ ︸
m Spiegelungen
, mit ` =
{
1 , m ungerade
2 , m gerade
die Hintereinanderausfu¨hrung von m abwechselnden Spiegelungen an C1 und
C2 mit letzter Spiegelung an C1 und
ϕ(2)m = ϕ2 ◦ ϕ1 ◦ ϕ2 ◦ ϕ1 ◦ . . . ◦ ϕ`︸ ︷︷ ︸
m Spiegelungen
, mit ` =
{
1 , m gerade
2 , m ungerade
die Hintereinanderausfu¨hrung von m abwechselnden Spiegelungen an C1 und
C2 mit letzter Spiegelung an C2 . Die Verkettungen T1 = ϕ1 ◦ ϕ2 bzw.
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T2 = ϕ2 ◦ ϕ1 je zweier Spiegelungen sind gema¨ß Hilfssatz 2.7 kontrahierende
Mo¨bius-Transformationen mit T
(
IntC1
) ⊂ IntC1 und T (IntC2) ⊂ IntC2 .
Unmittelbar ergibt sich, daß T1 genau einen Fixpunkt in IntC1 besitzt, den
wir z
(1)
0 bezeichnen. Ebenso besitzt T2 genau einen Fixpunkt in IntC2 , der
z
(2)
0 heiße.
Wir setzen
A˜1 = (ϕ1(A0) ∪ T1(A0)) \ A0 ⊂ IntC1
und
A˜2 = (ϕ2(A0) ∪ T2(A0)) \ A0 ⊂ IntC2 .
Weiter sei
E = A0 ∪
∞⋃
k=1
T
(k)
1 (A˜1) ∪
{
z
(1)
0
}
∪
∞⋃
k=1
T
(k)
2 (A˜2) ∪
{
z
(2)
0
}
.
Daß E ein Kompaktum ist, folgt wie in den U¨berlegungen vor Hilfssatz 2.8.
Das Außengebiet von E werde wieder mit ΩE bezeichnet.
Die folgende Abbildung zeigt das Bildgebiet Ω0 , das von den beiden Kreisen C1
und C2 sowie von derjenigen Randkomponente von A0 berandet wird, die weder
auf C1 noch auf C2 liegt. Die untere, gro¨ßere Kreislinie sei C1 , die andere C2 . Der
Neumann-Rand ist ganz hell eingezeichnet. Der Teil des Dirichlet-Randes A0 , der
auf C1 liegt, ist schwarz gekennzeichnet. Ebenso sind alle seine Bilder unter T
(k)
1
oder T
(k)
2 mit k ∈ N schwarz markiert. Der Teil des Dirichlet-Randes A0 , der auf
C2 liegt, sowie alle seine Bilder unter T
(k)
1 oder T
(k)
2 sind ein wenig heller darge-
stellt. Schließlich ist der Teil des Dirichlet-Randes, der weder auf C1 noch auf C2
liegt, noch heller dargestellt. Im gleichen Helligkeitswert sind dessen Bilder unter
den Abbildungen T
(k)
1 oder T
(k)
2 gekennzeichnet.
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Abbildung 10
Wir zeigen jetzt die Regularita¨t des Randes von ΩE . Dazu betrachten wir
die Mengen
E1 =
∞⋃
k=1
T
(k)
1 (A˜1) ∪
{
z
(1)
0
}
⊂ IntC1
und
E2 =
∞⋃
k=1
T
(k)
2 (A˜2) ∪
{
z
(2)
0
}
⊂ IntC2 .
Es gilt also E = A0 ∪ E1 ∪ E2 , wobei die Mengen A0 , E1 , und E2 disjunk-
te Kompakta sind. Das Außengebiet des Kompaktums E1 heiße Ω1 und das
Außengebiet des Kompaktums E2 heiße Ω2 . Gelingt der Nachweis, daß die
Ra¨nder von Ω1 und Ω2 regula¨r sind, so folgt die Regularita¨t von ∂ΩE .
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Abbildung 11
Die vorausgehende Abbildung zeigt das Gebiet Ω1 , das von links oben nach rechts
unten schraffiert dargestellt wird. Das Gebiet Ω2 , das im Bild nicht gekennzeich-
net ist, sieht entsprechend aus. Schließlich ist das Gebiet ΩE eine Teilmenge des
Schnittes Ω1 ∩ Ω2 . Es ist in der u¨berna¨chsten Abbildung 12 dargestellt. Der
Dirichlet-Rand A0 = A1 ∪A2 ∪A3 ∪A4 von Ω0 sowie alle seine Spiegelbilder sind
schwarz gekennzeichnet. Der Neumann-Rand B0 = B1∪B2∪B3 ist grau dargestellt.
Zum Nachweis der Regularita¨t von ∂Ω1 soll der Hilfssatz 2.8 angewendet
werden. Wir ko¨nnen dabei nicht K0 = IntC1 wa¨hlen, da fu¨r K1 = T (K0)
nicht notwendig A˜1 ∩ ∂K1 = ∅ gilt. Statt dessen definieren wir eine zu C1
konzentrische Kreisscheibe K0 so, daß die Inklusionen
A˜1 ⊂ K0 ⊂ K0 ⊂ IntC1
und
ϕ1
(
IntC2
) ⊂ K0
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bestehen (siehe Abbildung 12). Dies ist mo¨glich, da A˜1∪ϕ1(IntC2) eine kom-
pakte Menge in IntC1 ist. Anschließend ist zu u¨berpru¨fen, ob mit dieser Wahl
die Voraussetzungen des Hilfssatzes 2.8 erfu¨llt sind:
Die Voraussetzung T1(K0) ⊂ K0 ergibt sich unmittelbar aus ϕ1(IntC2) ⊂ K0 .
Gema¨ß der Definition von K0 ist A˜1 ⊂ K0 . Aus
A0 ⊂ ExtC1 ⊂ Ĉ \K0
folgt
T1(A0) ⊂ Ĉ \ T1(K0) = Ĉ \K1 .
Entsprechend impliziert die Inklusion
A0 ⊂ ExtC2
die Beziehung
ϕ1(A0) ⊂ Ĉ \K1 ,
wie man mit elementaren Mitteln verifizieren kann. Hieraus folgt
A˜1 ⊂ T1(A0) ∪ ϕ1(K0) ⊂ Ĉ \K1 ,
und somit liegt A˜1 vollsta¨ndig im Ringgebiet K0 \K1 .
Als na¨chstes ist zu zeigen, daß ∂K1 im Außengebiet von A˜1 liegt:
Wir konstruieren dazu eine Kurve Γ , deren Anfangspunkt ein Punkt aus dem
Außengebiet von A˜1 ist, die vollsta¨ndig im Außengebiet von A˜1 verla¨uft und
deren Endpunkt auf ∂K1 liegt. Dann ist |Γ| ∪ ∂K1 als zusammenha¨ngende
Menge ganz im Außengebiet von A˜ enthalten. Diese Kurve Γ kann man durch
Spiegelung mit ϕ1 gewinnen:
Dazu betrachten wir einen Jordan-Bogen Γ1 , der einen Punkt ζ1 von ∂K0
mit einem Punkt ω des Neumann-Randes B0 ∩C2 auf der Randkomponente
C2 verbindet und keinen Punkt mit dem Dirichlet-Rand A0 gemeinsam hat.
Wird er mit seinem Spiegelbild Γ2 = ϕ2(Γ1) an C2 verknu¨pft, so entsteht ein
Bogen Γ1 + Γ2 , der ζ1 ∈ ∂K0 mit ϕ2(ζ1) ∈ ϕ2(∂K0) verbindet, und dessen
Tra¨ger keinen Punkt der Menge A0 ∪ ϕ2(A0) entha¨lt. Wir setzen
Γ = ϕ1(Γ1 + Γ2) .
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Der Bogen Γ verbindet den Punkt ϕ1(ζ1) ∈ ExtC1 mit dem Punkt
ϕ1 ◦ ϕ2(ζ1) = T (ζ1) ∈ ∂K1 . Sein Tra¨ger |ϕ1(Γ1 + Γ2)| besitzt keinen ge-
meinsamen Punkt mit
A˜1 = (ϕ1(A0) ∪ T1(A0)) \ A0 = ϕ1(A0 ∪ ϕ2(A0)) \ A0 .
Daher verla¨uft er vollsta¨ndig im Außengebiet von A˜1 . Somit besitzt Γ die
gewu¨nschten Eigenschaften, und wir haben gezeigt, daß ∂K1 Teilmenge des
Außengebietes von A˜1 ist.
C1
A1
A2
C2
A4
B1
B2
A3
B3
K0 \T1(K0)
Γ1
Γ2
Γ
ϕ2(∂K0)
ζ1
?
ϕ2(ζ1)
ϕ1(ζ1)
ω
Abbildung 12
Die vorausgehende Abbildung illustriert den Beweis der Aussage, daß T (∂K0)
im Außengebiet von A˜1 liegt: Der Dirichlet-Rand A0 = A1 ∪ A2 ∪ A3 ∪ A4 des
Gebietes Ω0 ist dunkelgrau eingezeichnte, wa¨hrend der Neumann-Rand B0 = B1∪
B2∪B3 hellgrau markiert ist. Wie im Text gezeigt wird, ist A˜1 eine Teilmenge des
Ringgebietes K0 \ T1(K0) , das im Bild grau unterlegt ist. Die Kurve Γ entsteht
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durch Spiegelung von Γ1 + Γ2 am Kreis C1 und verbindet den Punkt ϕ1(ζ1) im
Außengebiet von A˜1 mit dem Punkt T1(ζ1) ∈ T1(∂K1) , ohne Punkte der Menge A˜1
zu enthalten. Sie ist im Bild schwarz dargestellt. Die Kurve Γ2 - im Bild dunkelgrau
- ist ihrerseits das Spiegelbild der Kurve Γ1 am Kreis C2 . Dadurch ist sichergestellt,
daß |Γ1 + Γ2| keinen gemeinsamen Punkt mit der Menge A0 ∪ ϕ2(A0) besitzt.
Daß T1 = ϕ1 ◦ ϕ2 in IntC1 kontrahierend ist, folgt, da die innere Abbildung
ϕ2 fu¨r z ∈ IntC1 kontrahierend ist und gleiches fu¨r die a¨ußere Abbildung ϕ1
im Bild ϕ2(IntC1) gilt.
Schließlich ist das Außengebiet von A˜1 regula¨r, da jede Zusammenhangs-
komponente von A˜1 ein nichtausgeartetes Kontinuum ist: Dies wurde fu¨r A
vorausgesetzt und u¨bertra¨gt sich bei Abbildung mit f auf das Bildgebiet
A0 , da f eine stetige Fortsetzung nach |Γ1| ∪ |Γ2| besitzt. Nun zerfallen die
Zusammenhangskomponenten der Menge A0 in Zusammenhangskomponen-
ten in A0 ∩ C1 und weiteren Zusammenhangskomponenten, die alle in der
kompakten Teilmenge
L = C2 ∪ A0 \ C1 ⊂ ExtC1 \ IntC2
von ExtC1 liegen. Da die Einschra¨nkung von ϕ1 auf C1 die Identita¨t ist, blei-
ben die Zusammenhangskomponenten A0∩C1 bei Abbildung mit ϕ1 erhalten.
Das Bild der u¨brigen Komponenten ist Teilmenge des Kompaktums
ϕ1(L) ⊂ IntC1 .
Andererseits liegt auch die kompakte Menge
T1(L) ⊂ ϕ1
(
IntC2
)
vollsta¨ndig in IntC1 , wie mit elementaren Mitteln verifiziert werden kann.
Die Menge
A˜1 = ϕ1(A0) ∪ T1(A0) \ A0
ist daher genau die Vereinigung aller Zusammenhangskomponenten von
ϕ1(A0) ∪ T1(A0) , die in der kompakten Menge
ϕ1(L) ∪ T1(L) ⊂ IntC1
liegen. Da ϕ1 und T1 stetig sind, handelt es sich bei jeder dieser Zusammen-
hangskomponenten um ein nichtausgeartetes Kontinuum. Somit besitzt A˜1
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nur Zusammenhangskomponenten, die nichtausgeartete Kontinua sind, und
das Außengebiet von A˜1 ist regula¨r.
Alle Voraussetzungen des Hilfssatzes 2.8 erfu¨llt, und somit ist ∂Ω1 regula¨r.
Genauso folgt die Regularita¨t des Randes von Ω2 , und damit auch die von
∂ΩE = ∂Ω1 ∪ ∂Ω2 ∪ A0 .
Insbesondere existiert in ΩE die Greensche Funktion G mit Pol in∞ . Sie ist
in den Fixpunkten z
(1)
0 von T1 und z
(2)
0 von T2 Ho¨lder-stetig, wie wir jetzt
zeigen werden: Es sei G1 die Greensche Funktion in Ω1 mit Pol in ∞ und
G2 die Greensche Funktion in Ω2 mit gleichem Pol. Durch Anwendung des
Hilfssatzes 2.8 erhalten wir die Existenz eines Exponenten 1 > α > 0 sowie
eines δ > 0 und einer Konstanten C0 > 0 mit
G1(z) ≤ C0δα
fu¨r alle z ∈ Ω1 mit
∣∣∣z − z(1)0 ∣∣∣ < δ und
G2(z) ≤ C0δα
fu¨r alle z ∈ Ω2 mit
∣∣∣z − z(2)0 ∣∣∣ < δ . Das Maximumprinzip, angewendet auf die
harmonischen Funktionen G1 −G bzw. G2 −G in ΩE ergibt, daß sowohl G1
als auch G2 die Greensche Funktion G in ΩE majorisieren. Dies impliziert
die Ho¨lder-Stetigkeit von G zum Exponenten α in z
(1)
0 und in z
(2)
0 .
Die Abbildung 13 illustriert einige der Mengen, die im Existenzbeweis eine Rolle
spielen: Das Gebiet Ω0 , in dem wir das ”
transportierte“ Randwertproblem lo¨sen
werden, ist mit von links unten nach rechts oben verlaufenden Linien schraffiert.
Sein Dirichlet-Rand ist A0 = A1 ∪ A2 ∪ A3 ∪ A4 , und sein Neumann-Rand lautet
B0 = B1∪B2∪B3 . Das Bildgebiet f
(
Ĉ \ (IntΓ1 ∪ IntΓ2)) = Ĉ\(IntC1 ∪ IntC2)
der konformen Abbildung f ist das A¨ußere der beiden Kreise C1 und C2 . Dies
Gebiet ist stets eine Obermenge von Ω0 . Das Gebiet ΩE schließlich ist ebenfalls
eine Obermenge des Gebietes Ω0 . Im Bild ist es mit von links oben nach rechts
unten verlaufenden Linien schraffiert.
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Abbildung 13
Mit Hilfe der Greenschen Funktion G definieren wir induktiv fu¨r z ∈ Ω0 die
Funktionenfolge (Rm)m∈N :
R1(z) = G(z) +G(ϕ1(z))
R2(z) = R1(z) +G(ϕ2(z)) +G(ϕ2 ◦ ϕ1(z))
R3(z) = R2(z) +G(ϕ1 ◦ ϕ2(z)) +G(ϕ1 ◦ ϕ2 ◦ ϕ1(z))
· · · = · · ·
Rm+1(z) = Rm(z) +G(ϕ
(`)
m (z)) +G(ϕ
(`)
m+1(z)) ,
wobei in beiden Summanden ` = 2 gilt, wenn m + 1 gerade und ` = 1 ,
wenn m+1 ungerade ist. Wie im Beweis deutlich wird, bewirkt die Addition
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von G(ϕ1(z)) zu G(z) , daß die Normalenableitung von R1 auf dem Schnitt
des Neumann-Randes mit dem ersten Kreis B0 ∩ C1 verschwindet, wie es
im Hilfssatz 2.4 beschrieben wird. Dies trifft allerdings nicht fu¨r die Norma-
lenableitung von R1 auf B0 ∩C2 zu. Daher werden die Auswertungen von G
an den Spiegelbildern am Kreis C2 der beiden Punkte, an denen G zur Be-
rechnung von R1 ausgewertet wurde, zu R1(z) addiert. Fu¨r die so erhaltene
Abbildung R2 verschwindet die Normalenableitung auf C2 , wa¨hrend
∂R2
∂n
auf
C1 wieder von Null verschiedene Werte annimmt. Im na¨chsten Schritt werden
zu R2(z) Auswertungen der Greenschen Funktion G in den Spiegelbildern an
C1 der beiden Punkte addiert, die zuvor an C2 gespiegelt wurden. Fu¨r die so
erhaltene Abbildung R3 sind die Neumann-Randbedingungen auf C1 wieder
hergestellt, wa¨hrend sie auf C2 zersto¨rt wurden. Beim Schritt von Rm zu
Rm+1 werden abwechselnd Auswertungen der Greenschen Funktion an den
zwei Spiegelbildern der Punkte addiert, die beim vorhergehenden Schritt am
jeweils anderen Kreis gespiegelt wurden. Dadurch werden abwechselnd die
richtigen Randbedingungen auf dem Neumann-Rand der einen Randkom-
ponente hergestellt und auf der anderen gleichzeitig zersto¨rt. Das Verfah-
ren liefert deshalb ein sinnvolles Ergebnis, weil die jeweils hinzukommenden
Summanden ausreichend schnell klein werden: Es handelt sich na¨mlich um
Verkettungen von abwechselnden Spiegelungen an C1 und C2 , die als Kon-
traktionen den Abstand des Punktes z zu einem der Fixpunkte z
(1)
0 bzw.
z
(2)
0 mit geometrischer Geschwindigkeit verkleinern, wie wir beweisen wer-
den. Diese Verkettungen werden schließlich in die Ho¨lder-stetige Funktion G
mit G
(
z
(1)
0
)
= G
(
z
(2)
0
)
= 0 eingesetzt.
Wir zeigen nun die Konvergenz von (Rm(z)) und setzen
R(z) = R1(z) +
∞∑
m=1
Rm+1(z)−Rm(z) .
Außerdem beweisen wir, daß R die Eigenschaften (i)-(iv) in Ω0 mit Dirichlet-
Rand A0 erfu¨llt. Da
Rm+1(z)−Rm(z) = G
(
ϕ(`)m (z)
)
+G
(
ϕ
(`)
m+1(z)
)
gilt, sind alle Summanden in Ω0 \ {∞} positive, harmonische Funktionen.
Wegen der Monotonie der Partialsummenfolge impliziert das Harnacksche
Prinzip, daß R in Ω0 \ {∞} entweder harmonisch ist oder konstant∞ . Letz-
teres wird durch die folgende Abscha¨tzung ausgeschlossen: Es genu¨gt, den
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Konvergenzbeweis fu¨r festes z ∈ Ω0 zu fu¨hren. Ohne zusa¨tzlichen Aufwand
werden wir dennoch sofort gleichma¨ßige Konvergenz der oben angefu¨hrten
Reihe fu¨r alle z ∈ Ω0 beweisen. Wie zuvor sei z(1)0 der Fixpunkt von T1 in
IntC1 und z
(2)
0 derjenige von T2 in IntC2 . Gema¨ß Hilfssatz 2.7 ist
0 < q =
(
1 +
d
r1
)−2
·
(
1 +
d
r2
)−2
< 1
eine gemeinsame Kontraktionskonstante von T1 in IntC1 und von T2 in IntC2 .
Hierbei bezeichnet d den Abstand von C1 und C2 sowie r` den Radius von C`
(` = 1, 2) . Wir scha¨tzen zuna¨chst den Summanden
G
(
ϕ(1)m (z)
)
+G
(
ϕ
(1)
m+1(z)
)
ab, d.h., wir betrachten den Fall, daß m gerade ist. Die Fehlerabscha¨tzung
im Beweis des Banachschen Fixpunktsatzes ([7], S. 147) besagt fu¨r alle z1 ∈
IntC1 ∣∣∣T (k)1 (z1)− z(1)0 ∣∣∣ ≤ qk1− q ∣∣∣T1 (z1)− z(1)0 ∣∣∣
≤ q
k
1− q · 2r1
≤ q
k
1− q · 2r ,
wobei
r = max{r1, r2}
gesetzt wurde. Da m in diesem Fall gerade ist, gilt fu¨r beliebiges z ∈ Ω0
ϕ(1)m (z) = T
(m2 −1)
1 (T1(z)) ,
wobei wir als
”
Startpunkt“ der Iteration den Punkt T1(z) ∈ IntC1 wa¨hlen.
Letzteres ist notwendig, damit die Fehlerabscha¨tzung des Banachschen Fix-
punktsatzes anwendbar ist. Fu¨r den zweiten Summanden schreiben wir
ϕ
(1)
m+1(z) = T
(m2 )
1 (ϕ1(z)) ,
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wobei in diesem Fall bereits ϕ1(z) ∈ IntC1 erfu¨llt ist. Wir erhalten fu¨r gerade
m ≥ 4 ∣∣∣ϕ(1)m (z)− z(1)0 ∣∣∣ ≤ qm2 −11− q · 2r
=
2r
q(1− q) · (
√
q)m
sowie ∣∣∣ϕ(1)m+1(z)− z(1)0 ∣∣∣ ≤ qm21− q · 2r
≤ 2r
q(1− q) · (
√
q)m .
Wir setzen κ =
√
q < 1 . Mit der Ho¨lder-Stetigkeit der Greenschen Funkti-
on von ΩE zum Exponenten α in den beiden Fixpunkten z
(1)
0 und z
(2)
0 der
Mo¨bius-Transformationen T1 und T2 resultiert
G
(
ϕ(1)m (z)
)
+G
(
ϕ
(1)
m+1(z)
)
≤ 2C0 ·
(
2r
q(1− q) · κ
m
)α
= Cκαm
mit einer Konstanten
C = 2C0 ·
(
2r
q(1− q)
)α
.
Die Summanden der oben angefu¨hrten Teleskopreihe genu¨gen somit im Falle,
daß m+ 1 ungerade ist, der Abscha¨tzung
(∗) Rm+1(z)−Rm(z) = G
(
ϕ(1)m (z)
)
+G
(
ϕ
(1)
m+1(z)
)
≤ Cκαm
mit 0 < κ < 1 .
Im Falle ` = 2 ist m ungerade. Wir ko¨nnen der gleichen Argumentation wie
zuvor folgen und erhalten die Ungleichung (∗) auch in diesem Fall mit glei-
chem κ und gleichem C . Somit ist die Folge (Rm) in z konvergent. Gema¨ß
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dem Harnackschen Prinzip folgt, daß (Rm) in Ω0 \ {∞} gegen eine harmoni-
sche Funktion R konvergiert. Die Eigenschaft (i) ist daher erfu¨llt.
An spa¨terer Stelle werden wir wiederholt beno¨tigen, daß die Robinsche Funk-
tion u¨ber den Neumann-Rand hinaus harmonisch fortgesetzt werden kann.
Daher sei an dieser Stelle erwa¨hnt, daß der soeben gefu¨hrte Konvergenzbe-
weis auch in einem gro¨ßeren Gebiet Ω∗ ⊃ Ω gelingt, sofern Ω∗ ∩ E = ∅ gilt.
Die Funktion, gegen die die Funktionenfolge (Rm) in Ω
∗ \ {∞} konvergiert,
ist eine harmonische Fortsetzung der Robinschen Funktion in Ω .
Weiter gilt fu¨r z ∈ Ω0
R(z) = G(z) + u(z)
mit
u(z) = G(ϕ1(z)) +
∞∑
m=1
Rm+1(z)−Rm(z)
= G(ϕ1(z)) +
∞∑
m=1
G
(
ϕ(`)m (z)
)
+G
(
ϕ
(`)
m+1(z)
)
,
wobei ` in beiden Auswertungen von G jeweils den gleichen Wert besitzt, und
zwar ` = 1 , falls m+ 1 ungerade ist und ` = 2 , wenn m+ 1 gerade ist. Die
Werte, die durch Spiegelung von z ∈ Ω0 gewonnen werden und in G einge-
setzt werden, liegen alle in ΩE∩(IntC1∪IntC2) . Daher sind alle Summanden
in Ω0 einschließlich des Punktes ∞ positive, harmonische Funktionen. Mit
dem Harnackschen Prinzip und den U¨berlegungen im zuuvor gefu¨hrten Kon-
vergenzbeweis folgt, daß u eine in ganz Ω0 definierte, harmonische Funktion
ist. Daher existiert
lim
z→∞
R(z)− log |z| = lim
z→∞
(G(z)− log |z|+ u(z))
= − log capE + u(∞)
< ∞ .
Die Bedingung (ii) gilt somit ebenfalls.
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Die Gu¨ltigkeit von (iii) folgt, da alle Summanden in der Darstellung von R
auf A0 verschwinden.
Um die Forderung (iv), die das Verschwinden der Normalenableitung von R
auf dem Neumann-Rand besagt, zu zeigen, wa¨hlen wir ζ ∈ B0 . Wie bereits
erwa¨hnt wurde, kann R in eine volle Umgebung von ζ hinein harmonisch
fortgesetzt werden. Daher existieren die partiellen Ableitungen von R in ζ
und somit auch ∂R
∂n
(ζ) . Ist nun ζ ∈ B0 ∩ C1 , so betrachten wir die Teilfolge
(R2k+1)k∈N aller ungerade nummerierten Rm und zeigen induktiv, daß fu¨r alle
Teilfolgenglieder ∂R2k+1
∂n
(ζ) = 0 gilt: Dies ist sicherlich fu¨r R1 laut Hilfssatz 2.4
der Fall, da G in ζ reell differenzierbar ist. Angenommen, es gelte ∂R2k−1
∂n
(ζ) =
0 . Nun ist
R2k+1(z) =
= R2k +G
(
ϕ
(1)
2k (z)
)
+G
(
ϕ
(1)
2k+1(z)
)
= R2k−1 +G
(
ϕ
(2)
2k−1(z)
)
+G
(
ϕ
(2)
2k (z)
)
+G
(
ϕ
(1)
2k (z)
)
+G
(
ϕ
(1)
2k+1(z)
)
.
Da
G
(
ϕ
(1)
2k (z)
)
= G
(
ϕ1 ◦ ϕ(2)2k−1(z)
)
und
G
(
ϕ
(1)
2k+1(z)
)
= G
(
ϕ1 ◦ ϕ(2)2k (z)
)
gelten, ist in beiden Fa¨llen wieder der Hilfssatz 2.4 anwendbar, und mit der
Induktionsannahme folgt, daß
∂R2k+1
∂n
(ζ) = 0
gilt. Somit ist der Induktionsschluß erbracht, und die Normalenableitung ver-
schwindet fu¨r alle Teilfolgenglieder. Die partiellen Ableitungen der Grenz-
funktion R stimmen mit dem Grenzwert der partiellen Ableitungen jeder
Teilfolge u¨berein, wie die folgende U¨berlegung verdeutlicht: In einer Umge-
bung um ζ existiert fu¨r jedes k ∈ N eine zu R2k+1 konjugiert harmonische
Funktion S2k+1 mit der Normierung S2k+1(ζ) = 0 . Da g2k+1 = R2k+1+ iS2k+1
nur Werte in der rechten Halbebene annimmt, ist die Familie (g2k+1) normal.
Wir ko¨nnen somit eine lokal gleichma¨ßig konvergente Teilfolge auswa¨hlen.
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Da die Realteile dieser Teilfolge gegen R konvergieren, und da fu¨r alle Teil-
folgenglieder der Imagina¨rteil in ζ Null ist, strebt die Teilfolge nicht gegen
∞ und besitzt eine holomorphe Grenzfunktion g mit Reg = R . Da auch die
Ableitungen dieser Teilfolge lokal gleichma¨ßig gegen g′ konvergieren, folgt
die Konvergenz der partiellen Ableitungen sowie deren Stetigkeit. Daraus
resultiert
∂R
∂n
(ζ) = 0 .
Ist ζ ∈ B0 ∩ C2 , so betrachten wir die Teilfolge (R2k)k∈N aller gerade num-
merierten Rm und verfahren genauso wie zuvor. Insgesamt folgt, daß auch
die Eigenschaft (iv) erfu¨llt ist.
Mit Satz 2.3 erhalten wir, daß die Behauptung auch fu¨r das Gebiet Ω mit
Dirichlet-Rand A gu¨ltig ist. ¤
Beispiel 2.9. Es sei
Ω = Ĉ \ (D1 ∪D2 ∪ [−1, 1]) ,
wobei
D1 = {z ∈ C : |z + 2| ≤ 1} und D2 = {z ∈ C : |z − 2| ≤ 1}
ist (siehe Abbildung 14). Gesucht ist eine Darstellung fu¨r die Robinsche Funk-
tion in Ω mit Dirichlet-Rand A = [−1, 1] .
Zwar sind die Voraussetzungen des vorhergehenden Satzes nicht erfu¨llt (∂Ω
ist nicht Vereinigung endlich vieler, disjunkter Jordan-Kurven), jedoch ist die
dort verwendete Methode auch in dieser Situation anwendbar, wie anschlie-
ßend gezeigt wird.
Die folgende Abbildung 14 stellt das Gebiet Ω sowie seinen Dirichlet-Rand A und
seinen Neumann-Rand B dar.
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Abbildung 14
Die durch sukzessive Spiegelung an den beiden Kreislinien |z + 2| = 1 und
|z−2| = 1 konstruierte Menge E ist im vorliegenden Fall ein abgeschlossenes,
zur imagina¨ren Achse symmetrisches Intervall [−d, d] ⊂ R . Die Spiegelung
am Rand des Kreises D1 werde ϕ1 und die am Kreis D2 werde ϕ2 bezeichnet.
Gema¨ß Konstruktion von E gilt
ϕ1(d) =
1
d+ 2
− 2 = −d .
Die positive Lo¨sung dieser Gleichung lautet
√
3 , das heißt, es gilt
E =
[
−
√
3 ,
√
3
]
.
Im vorliegenden Fall ist Ĉ \E zusammenha¨ngend, und daher ist das Außen-
gebiet von E einfach ΩE = Ĉ \
[−√3,√3] .
Mit J werde die Joukowski-Funktion
J(z) =
1
2
(
z +
1
z
)
in ∆ bezeichnet. Die Greensche Funktion in ΩE lautet
G(z) = log
∣∣∣∣J−1( z√3
)∣∣∣∣ .
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Anhand dieser expliziten Darstellung kann die Ho¨lder-Stetigkeit (mit Ho¨lder-
Exponenten 1
2
) direkt nachgerechnet werden. Wie im vorausgehenden Satz
konvergiert die unten angefu¨hrte Reihe, und unter Verwendung der Bezeich-
nungen aus dem vorhergehenden Beweis lautet die Robinsche Funktion
R(z) = G(z) +
∞∑
m=1
G
(
ϕ(1)m (z)
)
+G
(
ϕ(2)m (z)
)
.
Diese Darstellung verwenden wir nun zur Bestimmung der Robinschen Ka-
pazita¨t ρ([−1, 1]) : Dazu ist
∞∑
m=1
G
(
ϕ(1)m (∞)
)
+
∞∑
m=1
G
(
ϕ(2)m (∞)
)
zu bestimmen. Die Symmetrie von ΩE impliziert ϕ
(1)
m (∞) = −ϕ(2)m (∞) sowie
G(z) = G(−z) fu¨r z ∈ ΩE . Daher genu¨gt es, G an den Stellen
sm = ϕ
(1)
m (∞) ∈ D1
auszuwerten: Der Punkt ∞ wird von ϕ1 auf s1 = −2 abgebildet. Weiter
betra¨gt
s2 = ϕ1 ◦ ϕ2(∞) = 1
2− (−2) − 2 = −
7
4
.
Mit der Rekursionsformel
sm+2 = ϕ1 ◦ ϕ2 (sm) = 12− 7sm
4sm − 7
ko¨nnen alle Punkte sm , an denen G auszuwerten ist, aus diesen Startwerten
berechnet werden. Es gilt
lim
z→∞
R(z)− log |z|
= lim
z→∞
(G(z)− log |z|) +
∞∑
m=1
G
(
ϕ(1)m (∞)
)
+G
(
ϕ(2)m (∞)
)
= − log capE + 2
∞∑
m=1
G (sm) .
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Da alle s
(1)
m kleiner als −
√
3 sind, ist J−1 in den interessanten Punkten durch
J−1(w) = w −
√
w2 − 1
gegeben. Mit capE =
√
3
2
folgt schließlich
ρ(A) =
√
3
2
· e−2
∞∑
m=1
log
(
sm√
3
−
√
s2m
3
−1
)
=
√
3
2
∞∏
m=1
3(
sm −
√
s2m − 3
)2 ≈ 0.779605 .
2.2.5 Neumann-Rand auf mehr als zwei Randkomponenten
Abschließend soll kurz skizziert werden, wie vorzugehen ist, wenn der Neu-
mann-Rand gemeinsame Punkte mit mehr als zwei Randkomponenten von
∂Ω besitzt:
Angenommen, Ω sei von n Dini-glatten Jordan-Kurven berandet, und
Γ1, . . . ,Γk mit 2 < k ≤ n seien die Randkomponenten von ∂Ω , die Punkte
des Neumann-Randes enthalten. Dann sei Ψ mit Ψ(∞) = ∞ eine Koebe-
Abbildung vom Außengebiet der Kurven Γ1, . . . ,Γk auf ein Vollkreisgebiet.
Die Randkomponenten des Vollkreisgebietes seien C1 = Ψ(Γ1) , C2 = Ψ(Γ2) ,
. . . , Ck = Ψ(Γk) . Die Spiegelung am Kreis C` mit 1 ≤ ` ≤ k werde ϕ` ge-
nannt. Wieder bezeichnen wir Ψ(Ω) mit Ω0 , das Bild des Dirichlet-Randes
Ψ(A) mit A0 und das Bild des Neumann-Randes Ψ(B) mit B0 . Wir betrach-
ten nun die Gruppe S , die von den Spiegelungen an den Kreisen C1, . . . , Ck
erzeugt wird. Die Menge E ist in diesem Fall durch
E =
⋃
ϕ∈S
ϕ(A0)
definiert. Es gilt
E =
⋃
ϕ∈S
ϕ(A0) ∪ L ,
wobei L die sogenannte Limesmenge der Gruppe S darstellt. Wiederum wird
das Außengebiet von E mit ΩE bezeichnet.
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Analog zum Fall, daß zwei Randkomponenten von Ω gemeinsame Punkte mit
dem Neumann-Rand besitzen, weist man als na¨chstes nach, daß die Green-
sche Funktion G von ΩE in allen Punkten von L ⊂ ∂ΩE Ho¨lder-stetig ist.
Schließlich wird die Robinsche Funktion R in Ω0 durch
R(z) =
∑
ϕ∈S
G(ϕ(z))
definiert. Nun besteht das kombinatorische Problem, die Reihe so anzuord-
nen, daß die absolute Konvergenz gezeigt werden kann, und daß die Rei-
he in Teilreihen zerlegt werden kann, die abwechselnd auf den k beranden-
den Kreisen verschwindende Normalenableitung besitzen. Zum Nachweis der
Konvergenz ist insbesondere zu belegen, daß die alternierenden Spiegelungen
in jedem Fall ausreichend stark kontrahieren. In der vorliegenden Arbeit wird
dies nicht weiter untersucht werden.
3 Konforme Abbildung mittels Robinscher
Funktion
Wie die Greensche Funktion erlaubt auch die Robinsche Funktion die Kon-
struktion der konformen Abbildung eines gegebenen Gebietes auf gewisse
Normalgebiete. Wir beschra¨nken uns hier auf den Fall, daß Ω einfach zu-
sammenha¨ngend ist. Wie zuvor sei ∂Ω eine Dini-glatte Jordan-Kurve, und es
gelte ∞ ∈ Ω . Wir setzen zur Vermeidung von Fallunterscheidungen voraus,
daß der Neumann-Rand B 6= ∅ ist. Sollte er leer sein, so ist die Robinsche
Funktion nichts anderes als die Greensche Funktion in Ω mit Pol in ∞ . Das
Analogon des folgenden Satzes fu¨r die Greensche Funktion ist die bekann-
te Konstruktion der Riemann-Abbildung eines einfach zusammenha¨ngenden
Gebietes mit Hilfe der Greenschen Funktion.
Der Dirichlet-Rand A ⊂ ∂Ω sei eine abgeschlossene Menge, die die Vereini-
gung von Jordan-Bo¨gen ist. Es ist zugelassen, daß A abza¨hlbar viele Zusam-
menhangskomponenten besitzt. Die Voraussetzungen des Existenzsatzes aus
dem vorhergehenden Abschnitt sind also erfu¨llt. Außerdem gelte 0 /∈ Ω , was
gegebenenfalls durch Verschieben von Ω leicht erreicht werden kann. Im vor-
liegenden Fall, daß Ω einfach zusammenha¨ngend ist, und daß der Neumann-
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Rand B nicht leer ist, ist Ĉ \A zusammenha¨ngend, und das Gebiet Ĉ \A ist
das Außengebiet von A .
Satz 3.1 Es sei R die Robinsche Funktion in Ω mit Dirichlet-Rand A und
Pol in ∞ , und S sei eine in Ω zu R(z) − log |z| konjugiert harmonische
Funktion. Dann ist
f(z) = ze(R(z)−log |z|)+iS(z)
eine konforme Abbildung von Ω auf das
”
Sonnengebiet“ ∆ \K , wobei
K =
⋃
j∈I
]
eiαj , rje
iαj
]
mit paarweise verschiedenen αj ∈ [0, 2pi[ , einer ho¨chstens abza¨hlbaren In-
dexmenge I und rj > 1 ist. Jeder Teilbogen des Neumann-Randes wird auf
genau eine Strecke ]eiαj , rje
iαj ] abgebildet, wa¨hrend der Dirichlet-Rand auf
∂D abgebildet wird.
-
f
Ω ∆ \K
Teilbogen von A
Teilbogen von B
f(A) = ∂D
Komponente von f(B)
Abbildung 15
Die vorhergehende Abbildung zeigt auf der linken Seite ein Gebiet Ω , dessen
Dirichlet- und Neumann-Rand aus jeweils sechs Teilbo¨gen einer Dini-glatten Jor-
dan-Kurve bestehen. Auf der rechten Seite ist das Bildgebiet unter der konformen
Abbildung f dargestellt, die Gegenstand des vorhergehenden Satzes ist. Die Zu-
sammenhangskomponenten des Dirichlet-Randes werden auf Teilmengen von ∂D
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abgebildet, wa¨hrend die Teilbo¨gen des Neumann-Randes auf die
”
Sonnenstrah-
len“ abgebildet werden.
Ist die Anzahl der Zusammenhangskomponenten des Dirichlet-Randes (und
damit auch des Neumann-Randes) endlich, so kann die gesuchte konforme
Abbildung auch als Schwarz-Christoffel-Abbildung realisiert werden.
Beweis: Die im einfach zusammenha¨ngenden Gebiet Ω harmonische Funkti-
on R(z)−log |z| besitzt dort eine konjugiert harmonische Funktion S .Wegen
lim
z→∞
∣∣∣∣f(z)z
∣∣∣∣ = limz→∞ eR(z)−log |z| = 1ρ(A)
ist f(z)
z
holomorph in Ω . Wir werden zuna¨chst zeigen, daß f eine schlichte
Abbildung von Ω ist. Dazu studieren wir die Feldlinien und die Niveaumen-
gen von R .
R(z) = 24.65
R(z) = 18.65
R(z) = 12.65
R(z) = 6.65
R(z) = 6.65
R(z) = 0.65
R(z) = 0.65
R(z) = 0.65
B1
A1
B3
B2
A2
A3
Ω
Abbildung 16
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Die Abbildung 16 zeigt verschiedene Niveaumengen der Robinschen Funktion in
einem einfach zusammenha¨ngenden Gebiet Ω . Ein vollsta¨ndiges Bild der Feld-
und der Niveaulinien von R ist in der Abbildung 2 zu sehen. Der Dirichlet-Rand A
ist hier die Vereinigung dreier Teilbo¨gen A1, A2, A3 des Randes von Ω . Fu¨r große
Werte von R sind die Niveaumengen Jordan-Kurven in Ω (vgl. auch die Unter-
suchungen zur extremalen Distanz im na¨chsten Kapitel). Fu¨r kleinere Werte sind
die Niveaumengen die Vereinigung endlich vieler Jordan-Bo¨gen, deren Endpunkte
auf jeweils zwei verschiedenen Teilbo¨gen des Neumann-Randes liegen. Entweder
fu¨hren genau zwei Teilbo¨gen einer gegebenen Niveaumenge zu einem bestimmten
Teilbogen B1, B2 oder B3 des Neumann-Randes oder keiner.
Die Gestalt der Niveaumengen und Feldlinien einer harmonischen Funktion
ha¨ngt vom Vorhandensein von Nullstellen ihres Gradienten ab. Es wird sich
herausstellen, daß der Gradient∇R vonR in Ω nicht Null wird. Bevor wir dies
nachgewiesen haben, mu¨ssen eventuell auftretende Nullstellen von ∇R in der
Argumentation beru¨cksichtigt werden: Die Nullstellen von∇R werden wir im
folgenden kritische Punkte von R nennen. Analog heißen die Nullstellen
von f ′ kritische Punkte von f . Wegen
f ′(z) = 0 ⇐⇒
(
z
(
∂R
∂x
(z)− i∂R
∂y
(z)− 1
z
)
+ 1
)
· f(z)
z
= 0
⇐⇒ f(z) ·
(
∂R
∂x
(z)− i∂R
∂y
(z)
)
= 0
⇐⇒ ∇R(z) = ~0
sind die kritischen Punkte von f genau die kritischen Punkte von R . Es sei
L eine Teilmenge von Ω . Gibt es zu c ∈ R ein z ∈ L mit ∇R(z) = ~0 und
R(z) = c , so heißt c kritischer Wert von R|L .
Es sei K eine beschra¨nkte und abgeschlossene Menge in Ω ∪B . Wir zeigen,
daß R ho¨chstens endlich viele kritische Punkte in K besitzt: Ist
ζ ∈ B , so kann R in eine volle Kreisscheibe mit Mittelpunkt ζ hinein
harmonisch fortgesetzt werden, wie aus dem Existenzbeweis im vorausge-
henden Kapitel deutlich wird. Daher gibt es ein einfach zusammenha¨ngen-
des Gebiet D mit K ⊂ D , in dem R (bzw. die Fortsetzung von R) har-
monisch ist. Wegen der Voraussetzung 0 /∈ Ω kann D so gewa¨hlt werden,
daß 0 /∈ D gilt. Diese Wahl garantiert, daß die Funktion S , die in Ω zu
R(z)− log |z| konjugiert ist, ebenfalls nach D fortgesetzt werden kann und in
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ganz D zu R konjugiert ist. Somit besitzt f eine analytische Fortsetzung nach
D . Aus dem Identita¨tssatz folgt, daß f ′ ho¨chstens endlich viele Nullstellen
auf K besitzt. Da dies genau die kritischen Punkte von R sind, gibt es derer
ho¨chstens endlich viele. Wir setzen nun R u¨ber jeden Punkt von B hinaus
geringfu¨gig fort, so wie es zuvor beschrieben wurde. Die Fortsetzung nennen
wir ebenfalls R . Ist Z eine beschra¨nkte Menge positiver reeller Zahlen mit
inf Z > 0 , so entha¨lt Z ho¨chstens endlich viele kritische Werte von R |Ω∪B :
Dies folgt aus den vorhergehenden U¨berlegungen, da die Menge
K = R−1([inf Z, supZ]) ⊂ Ω ∪B
abgeschlossen und wegen
R(z) = log |z|+O(1) , z →∞
auch beschra¨nkt ist.
Als na¨chstes wird der Begriff Feldlinie definiert:
Es sei ζ ∈ Ω und K²(ζ) eine Kreisscheibe um ζ mit Radius ² > 0 , fu¨r die
K²(ζ) ⊂ Ω gilt. Da K²(ζ) einfach zusammenha¨ngend ist, existiert dort eine
zu R konjugiert harmonische Funktion v . Gema¨ß den Cauchy-Riemannschen
Differentialgleichungen gilt
∇v =
(
−∂R
∂y
,
∂R
∂x
)
.
Insbesondere besitzt v die gleichen kritischen Punkte wie R und wie f . Wir
nehmen nun an, daß ζ kein kritischer Punkt ist. Dann ist g = R+ iv in einem
Kreis Kδ(ζ) mit hinreichend kleinem Radius 0 < δ ≤ ² um ζ konform, da
g′(ζ) =
∂R
∂x
(ζ)− i∂R
∂y
(ζ) 6= 0
gilt. Die Lo¨sungsmenge der Gleichung v(z) = v(ζ) mit z ∈ Kδ(ζ) ist das Bild
einer Strecke, die parallel zur reellen Geraden verla¨uft, unter der konformen
Abbildung g−1 und somit ein analytischer Jordan-Bogen Γ . Es sei darauf
hingewiesen, daß jede in K²(ζ) zu R konjugiert harmonische Funktion um ei-
ne additive Konstante von v abweicht und daher die gleichen Niveaumengen
besitzt. Wir setzen nun Γ sukzessive fort, indem wir um die Endpunkte von
Γ Kreisscheiben legen, in die v fortgesetzt werden kann und anschließend Γ
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selbst so weit wie mo¨glich fortsetzen. Dieser Prozeß wird nun wiederholt, das
heißt, Γ wird so weit wie mo¨glich mit dem Kreiskettenverfahren fortgesetzt.
Wenn wir bei dieser Art der Fortsetzung einen kritischen Punkt, ∞ oder ∂Ω
erreichen, wird der Vorgang abgebrochen. Ein so gewonnenes, maximales Γ
heißt die Feldlinie von R durch ζ (fu¨r einen nicht kritischen Punkt ζ). Sie
ist eindeutig bestimmt:
Der Verlauf der Feldlinie ist lokal um ζ eindeutig festgelegt, da es sich (lokal)
um das Urbild einer Strecke unter einer konformen Abbildung handelt. Da
∇v ho¨chstens an den Endpunkten von Γ verschwindet, ist die Fortsetung mit
dem gleichen Argument in jedem Schritt eindeutig.
In jedem seiner Punkte ist Γ lokal ein analytischer Jordan-Bogen. Da Γ keine
mehrfachen Punkte besitzt, ist Γ entweder eine analytische Jordan-Kurve in
Ω oder ein analytischer Jordan-Bogen, der (ho¨chstens mit Ausnahme seiner
Endpunkte) ganz in Ω verla¨uft, und der die Eigenschaft besitzt, daß fu¨r jeden
seiner Endpunkte ze eine der folgenden Aussagen zutrifft:
• Der Punkt ze ist ein kritischer Punkt von R ,
• der Punkt ze ist ein Randpunkte von Ω , oder
• es gilt ze =∞ .
Die erstgenannte Mo¨glichkeit, daß Γ eine Jordan-Kurve ist, scheidet aller-
dings sofort aus: Wir nehmen an, Γ sei eine Jordan-Kurve und γ eine Pa-
rameterdarstellung von Γ u¨ber dem Intervall [0, 1] , deren Ableitung niemals
verschwindet. Da die lokal existierende, zu R konjugiert harmonische Funk-
tion v in jedem Punkt γ(τ) ∈ |Γ| konstant ist, verschwindet die Richtungs-
ableitung ∂v
∂t
(γ(τ)) in tangentialer Richtung von Γ fu¨r alle τ ∈ [0, 1] . Mit den
Cauchy-Riemannschen Differentialgleichungen folgt
0 =
∂v
∂t
(γ(τ))
=
1
|γ′(τ)| ·
〈(
∂v
∂x
(γ(τ)),
∂v
∂y
(γ(τ))
)>
,
(
Reγ′(τ)
Imγ′(τ)
)〉
=
1
|γ′(τ)| ·
〈(
−∂R
∂y
(γ(τ)),
∂R
∂x
(γ(τ))
)>
,
(
Reγ′(τ)
Imγ′(τ)
)〉
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=
1
|γ′(τ)| ·
〈(
∂R
∂x
(γ(τ)),
∂R
∂y
(γ(τ))
)>
,
(
Imγ′(τ)
−Reγ′(τ)
)〉
=
∂R
∂n
(γ(τ)) .
An dieser Stelle sei der im weiteren Verlaufe der Argumentation wichtige
Zusammenhang
∂R
∂n
(z) =
∂v
∂t
(z)
fu¨r z ∈ |Γ| zwischen der Normalenableitung von R und der Ableitung in
tangentialer Richtung jeder lokal um z existierenden, zu R konjugiert har-
monischen Funktion v hervorgehoben. Dabei geht der Einheitsnormalenvek-
tor n , in dessen Richtung die Ableitung ∂R
∂n
zu berechnen ist, durch eine
Rechtsdrehung um 90◦ aus dem Tangentenvektor an Γ in z hervor. Der oben
genannte Zusammenhang gilt fu¨r jeden lokal um z definierten, differenzier-
baren Jordan-Bogen. Ist Γ daru¨ber hinaus eine Jordan-Kurve, wie es in der
vorliegenden Situation angenommen wird, und ist DΓ diejenige Zusammen-
hangskomponente von Ĉ\ |Γ| , die vom Tangentenvektor aus betrachtet stets
links liegt, so ist ∂R
∂n
genau die Ableitung in Richtung der a¨ußeren Normalen
von R im Randpunkt z von DΓ .
Nach dieser Bemerkung fahren wir mit dem Nachweis fort, daß die Annahme,
Γ sei eine Jordan-Kurve, widerspru¨chlich ist. Es sind zwei Fa¨lle zu unterschei-
den:
Im ersten Fall nehmen wir an, daß das Innengebiet IntΓ Teilmenge von Ω
ist. Dann ist die Funktion R harmonisch in IntΓ und nimmt somit ihr Maxi-
mum und ihr Minimum auf |Γ| an. Da R auf IntΓ nicht konstant ist, fordert
das Hopfsche Maximumprinzip nichtverschwindende Normalenableitung von
R in den Extremstellen. Dies ist ein Widerspruch zur oben durchgefu¨hrten
Berechnung.
Trifft die Annahme des ersten Falles nicht zu, so gilt ∂Ω ⊂ IntΓ , da die
Jordan-Kurve Γ vollsta¨ndig in Ω verla¨uft. Da |Γ| eine kompakte Menge ist,
existiert
M = min
z∈|Γ|
R(z) .
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Aus
R(z) = log |z|+O(1) , z →∞
folgt die Existenz eines r > 0 derart, daß die Menge
Cr = {z ∈ C : |z| = r}
im Außengebiet von Γ liegt, und, daß R(z) > M fu¨r alle z ∈ Cr gilt. Da die
Funktion R auf dem Ringgebiet
D = {z ∈ C : R(z) < r} ∩ ExtΓ
harmonisch ist, nimmt sie ihr Maximum und ihr Minimum auf ∂D = |Γ|∪Cr
an. Wegen R(z) > M auf Cr liegt das Minimum von R auf Γ . Wieder erhal-
ten wir mit dem Hopfschen Maximumprinzip einen Widerspruch zur zuvor
durchgefu¨hrten Rechnung.
Wir haben gezeigt, daß Γ ein Jordan-Bogen ist. Nun kann Γ nicht in einem
inneren Punkt von Ω enden, der nicht kritisch ist, da es laut der vorhergehen-
den U¨berlegungen stets eine Fortsetzung von Γ u¨ber nicht kritische Punkte
von Ω hinaus gibt.
Somit gilt fu¨r jeden Endpunkt ze von Γ eine der drei zuvor aufgeza¨hlten Al-
ternativen.
Als Jordan-Bogen besitzt Γ eine Orientierung. Eine der beiden mo¨glichen
Orientierungen fu¨r Γ soll nun ausgezeichnet werden:
Es sei γ eine Parameterdarstellung von Γ u¨ber dem Intervall [0, 1] mit
γ′(τ) 6= 0 fu¨r alle τ ∈ [0, 1] (an den Intervallgrenzen ist die einseitige Ablei-
tung zu verwenden). Aus der Beziehung〈(
∂R
∂x
(γ(τ)),
∂R
∂y
(γ(τ))
)>
,
(
Imγ′(τ)
−Reγ′(τ)
)〉
= 0 ,
die bereits verifiziert wurde, folgt, daß ∇R(γ(τ)) stets ein (reelles) Vielfaches
des Vektors (Reγ ′(τ), Imγ ′(τ))> ist. Da γ ′(τ) nie den Wert Null annimmt,
und da ∇R(γ(τ)) fu¨r τ ∈]0, 1[ ebenfalls ungleich Null ist, wird auch
µ(τ) =
〈
∇R(γ(τ)),
(
Reγ′(τ)
Imγ′(τ)
)〉
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niemals Null fu¨r τ ∈]0, 1[ . Als stetige Funktion in τ ist µ(τ) stets positiv
oder negativ. Trifft das letztere zu, so kann durch den U¨bergang vom Bogen Γ
zum Bogen −Γ erreicht werden, daß dieser Ausdruck immer positiv ist. Ohne
Beschra¨nkung der Allgemeinheit gehen wir davon aus, daß Γ so orientiert ist,
daß
µ(τ) > 0
fu¨r alle τ ∈]0, 1[ gilt. Ein solches Γ nennen wir positiv orientiert. Wenn wir
im folgenden von der positiven Richtung der Feldlinie durch den nicht
kritischen Punkt ζ ∈ Ω sprechen, meinen wir den Teilbogen von Γ , der in ζ
beginnt, wobei Γ positiv orientiert ist.
Wir zeigen nun, daß jede positiv orientierte Feldlinie, die nicht in einem
kritischen Punkt endet, den Punkt ∞ erreicht:
Dazu sei ζ ∈ Ω kein kritischer Punkt und γ : [0, 1[→ C eine Parametrisierung
der positiven Richtung Γ˜ der Feldlinie Γ durch ζ so, daß γ(0) = ζ und
γ′(τ) 6= 0 fu¨r alle τ ∈ [0, 1[ gilt. Jetzt zeigen wir, daß aus ∇R(γ(τ)) 6= ~0 fu¨r
alle τ ∈ [0, 1[ die Beziehung
lim
τ→1
γ(τ) =∞
folgt. Die Orientierung von Γ ist so gewa¨hlt, daß stets〈
∇R(γ(τ)),
(
Reγ′(τ)
Imγ′(τ)
)〉
> 0
gilt. Dies impliziert
R(γ(τ)) = R(ζ) +
∫ τ
0
〈
∇R(γ(σ)),
(
Reγ′(σ)
Imγ′(σ)
)〉
dσ > R(ζ)
fu¨r alle τ ∈ [0, 1[ . Nun ist leicht zu sehen, daß R(ζ) > 0 gilt:
Aus der Annahme R(ζ) ≤ 0 folgt na¨mlich mit dem Maximumprinzip, daß
dann
m = min
z∈∂Ω
R(z) < 0
ga¨lte. Da auf dem Dirichlet-Rand R(z) = 0 gilt, la¨gen alle Minimalstellen
auf dem Neumann-Rand. Die Neumann-Bedingungen stu¨nden aber im Wi-
derspruch zum Hopfschen Maximumprinzip, das eine negative Ableitung in
Richtung der a¨ußeren Normalen in der Minimalstelle fordert. Somit gilt
R(γ(τ)) > R(ζ) >
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fu¨r alle τ ∈ [0, 1[ , und Γ˜ kann nicht in einem Punkt z des Dirichlet-Randes
enden, da dort R(z) = 0 gilt.
Endet Γ˜ auf dem Neumann-Rand, so ist der Endpunkt w ∈ |Γ˜| ∩ B ein kri-
tischer Punkt von R , wie wir jetzt zeigen werden:
Es sei ² > 0 hinreichend klein gewa¨hlt, und K²(w) sei der Kreis um w mit
Radius ² . Aus dem Existentsatz fu¨r die Robinsche Funktion im vorhergehen-
den Kapitel wird deutlich, daß R eine harmonische Fortsetzung u¨ber jeden
Punkt des Neumann-Randes hinaus besitzt. Ist ² hinreichend klein, so kann
R in die volle Kreisscheibe K²(w) hinein fortgesetzt werden. Weiter sei v
eine harmonische Funktion, die in K²(w) zu R konjugiert harmonisch ist.
Laut Definition der Feldlinie gilt fu¨r alle z ∈ |Γ˜| die Beziehung v(z) = v(w) .
Andererseits besteht fu¨r alle z ∈ B ∩K²(w) der Zusammenhang
∂v
∂t
(z) =
∂R
∂n
(z) = 0 ,
wie bereits nachgerechnet wurde. Ist β eine Parameterdarstellung des Teilbo-
gens von B ∩K²(w) , der w entha¨lt, u¨ber dem Intervall ]− 1, 1[ mit β(0) = w
und β′(τ) 6= 0 fu¨r alle τ ∈] − 1, 1[ , so folgt fu¨r z = β(τ0) mit beliebigem
τ0 ∈]− 1, 1[ ebenfalls
v(z) = v(w) +
∫ τ0
0
∂v
∂t
(β(τ)) · |β ′(τ)| dτ = v(w) .
Da die Feldlinie Γ˜ keinen gemeinsamen Punkt mit dem Neumann-Rand B
mit Ausnahme des Endpunktes besitzt, hat die Lo¨sungsmenge der Gleichung
v(z) = v(w) lokal um w die Gestalt eines
”
Dreibeins“ und ist daher nicht das
konforme Bild einer Strecke. Somit ist w ein kritischer Punkt von R .
Wir haben ausgeschlossen, daß eine in ihrer positiven Richtung maximal fort-
gesetzte Feldlinie Γ˜ auf ∂Ω endet, es sei denn, sie endet in einem kritischen
Punkt von R auf dem Neumann-Rand. Als na¨chstes wird gezeigt, daß Γ˜ jede
beschra¨nkte Menge verla¨ßt, das heißt, daß fu¨r jede beschra¨nkte Menke S ⊂ Ω
ein τ0 existiert mit γ(τ) /∈ S fu¨r alle τ0 < τ < 1 :
Angenommen, letzteres wa¨re falsch. Dann ga¨be es eine beschra¨nkte Teilmene-
ge S von Ω und eine Folge (τn)n∈N mit limn→∞
τn = 1 , derart, daß w = lim
n→∞
γ(τn)
existiert und in S liegt. Nach Definition von Γ˜ la¨ge w auf dem Bogen Γ˜ . Wie
leicht zu zeigen ist, wa¨re w Endpunkt oder mehrfacher Punkt des Bogens Γ
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und somit ein kritischer Punkt. Da wir vorausgesetzt haben, daß auf Γ˜ keine
kritischen Punkte liegen, wurde ein Widerspruch abgeleitet. Fu¨r ein maximal
fortgesetztes Γ˜ bleibt nur die Mo¨glichkeit, daß
lim
τ→1
γ(τ) =∞
gilt, sofern Γ˜ nicht in einem kritischen Punkt endet, was zu zeigen war.
Analog den Feldlinien von R sind die Niveaulinien definiert, wobei lediglich
die Rollen von R und ihrer konjugiert harmonischen Funktion v zu vertau-
schen sind:
Es sei ζ ∈ Ω ein nicht kritischer Punkt. Wie im Falle der Feldlinien beschreibt
die Lo¨sungsgesamtheit der Gleichung R(z) = R(ζ) lokal um ζ einen analy-
tischen Jordan-Bogen. Wiederum setzen wir eine lokale Lo¨sung solange mit
dem Kreiskettenverfahren fort, bis wir einen kritischen Punkt oder den Rand
von Ω erreichen. Da R(z) unbeschra¨nkt ist, wenn z gegen Unendlich strebt,
scheidet ∞ als mo¨glicher Endpunkt aus. Wie im Falle der Feldlinien fu¨hrt
dieser Fortsetzungsprozeß auch hier zu einer eindeutigen Fortsetzung. Eine
maximale Fortsetzung der lokalen Lo¨sung der Gleichung R(z) = R(ζ) heißt
Niveaulinie von R . Sie ist von der Niveaumenge
{z ∈ Ω : R(z) = η}
mit η = R(ζ) zu unterscheiden. Letztere ist nicht notwendig zusammenha¨n-
gend, wie beispielsweise auf der Abbildung 16 zu erkennen ist.
Fu¨r die Zwecke der vorliegenden Untersuchung genu¨gt die folgende Feststel-
lung:
Es sei
α > max
z∈∂Ω
R(z) = max
z∈B
R(z) > 0 .
Außerdem sei α kein kritischer Wert von R , das heißt, fu¨r alle z ∈ Ω mit
R(z) = α gilt ∇R(z) 6= 0 . Dann ist die Niveaumenge
Λα = {z ∈ Ω : R(z) = α}
Tra¨ger einer analytischen Jordan-Kurv
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Zum Beweis dieser Aussage wa¨hlen wir ζ ∈ Ω mit R(ζ) = α . Die Existenz
eines solchen ζ zu vorgegebenem α ist klar, da nach dem Zwischenwert-
satz die stetige Funktion R(γ(τ)) jeden Wert zwischen R(γ(0)) = 0 und
lim
τ→1
R(γ(τ)) = ∞ annimmt, wenn γ einen Jordan-Bogen u¨ber dem Intervall
[0, 1[ parametrisiert, der den Dirichlet-Rand von Ω mit ∞ verbindet. Die
Niveaulinie von R , die durch ζ verla¨uft, heiße Γ . Da auf Γ stets
R(z) = α > max
z∈∂Ω
R(z)
gilt, und da R stetig ist, besitzt Γ einen positiven Abstand zu ∂Ω . Anderer-
seits existiert ein Kreis
{z ∈ C : |z| < ρ}
mit Radius ρ > 0 , den Γ nicht verla¨ßt, da
R(z) = log |z|+O(1) , z →∞
gilt. Somit kann Γ weder Endpunkte auf ∂Ω noch in ∞ besitzen. Da voraus-
gesetzt wurde, daß α kein kritischer Wert von R ist, besitzt Γ weder End-
noch Mehrfachpunkte in Ω , und somit ist Γ eine analytische Jordan-Kurve.
Schließlich gilt |Γ| = Λα : Um dies zu zeigen, argumentieren wir indirekt und
nehmen an, es ga¨be eine weitere Zusammenhangskomponente Λ˜2 von Λα .Mit
der gleichen Argumentation wie fu¨r Γ folgt, daß Λ˜2 Tra¨ger einer analytischen
Jordan-Kurve Λ2 ist. Da Γ und Λ2 keinen gemeinsamen Punkt besitzen, liegt
eine der Kurven vollsta¨ndig im Außengebiet der anderen. Das Ringgebiet,
das von Γ und Λ2 berandet wird, heiße R . Nun ist die Robinsche Funktion
harmonisch in R und nimmt auf ∂R den konstanten Wert α an. Laut Ma-
ximumprinzip ist R auf R konstant und somit laut Identita¨tssatz auf ganz
Ω . Dies steht im Widerspruch zur Existenz des logarithmischen Pols von R
in ∞ , und wir haben gezeigt, daß in der Tat |Γ| = Λα gilt. Daru¨ber hinaus
kann mit dem Maximumprinzip leicht verifiziert werden, daß fu¨r z ∈ Ω∩IntΓ
stets R(z) < α und fu¨r z ∈ ExtΓ stets R(z) > α gilt.
Nun sind alle Vorbereitungen getroffen, und der Nachweis der Injektivita¨t
von f kann beginnen:
Es seien ζ1 und ζ2 verschiedene Punkte in Ω , von denen wir
f(ζ1) = f(ζ2)
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annehmen. Wir fu¨hren diese Annahme im folgenden zu einem Widerspruch.
Da |f(z)| = eR(z) gilt, folgt aus der Annahme sofort
R(ζ1) = R(ζ2) .
Die geometrische Idee hinter der folgenden Argumentation ist, nachzurech-
nen, daß die Verschiedenheit von ζ1 und ζ2 bei R(ζ1) = R(ζ2) erzwingt, daß
der Zuwachs des Arguments von f(z) la¨ngs eines geeigneten Jordan-Bogens,
der ζ1 mit ζ2 verbindet, stets gro¨ßer als 0 und kleiner als 2pi ist. Dies impli-
ziert, daß f(ζ1) nicht gleicht f(ζ2) sein kann, entgegen unserer Annahme. Die
Durchfu¨hrung dieser Idee wird in zwei Schritten vollzogen: Zuna¨chst wird ein
geeigneter Jordan-Bogen Γ von ζ1 nach ζ2 konstruiert und anschließend das
Integral ∫
Γ
f ′(z)
f(z)
dz
untersucht, dessen Imagina¨rteil den Zuwachs des Arguments von f(z) la¨ngs
des Weges Γ mißt.
Unser erstes Teilziel ist es, ζ1 mit ζ2 durch einen Jordan-Bogen Γ zu verbin-
den, der sich aus drei Teilbo¨gen Γ1,Γα und Γ2 zusammensetzt. Dabei sind
Γ1 und Γ2 jeweils Teilbo¨gen von Feldlinien, und Γα ist der Teilbogen einer
Niveaulinie von R . Bei der Konstruktion des Bogens Γ ist eine gewisse Vor-
sicht geboten, da kritische Punkte von R vermieden werden mu¨ssen. Daher
gehen wir folgendermaßen vor:
Es sei
α > max
{
max
z∈∂Ω
R(z), R(ζ1)
}
,
kein kritischer Wert von R , und Λα bezeichne im Gegensatz zum vorherge-
henden die Niveaulinie, das heißt die analytische Kurve, auf der R(z) = α
gilt. Da Ω einfach zusammenha¨ngend ist, besitzt Ω ein zusammenha¨ngendes
Komplement. Daher ist das Gebiet
D1 = IntΛα ∩ Ω = IntΛα \
(
Ĉ \ Ω
)
zweifach zusammenha¨ngend. Laut Konstruktion gilt ζ1 ∈ D1 sowie ζ2 ∈ D1 .
Wie im Existenzbeweis der Robinschen Funktion deutlich wurde, existiert R
in einem gro¨ßeren Ringgebiet D2 , das wir dadurch erhalten, daß wir D1 u¨ber
jeden Punkt des Neumann-Randes B ⊂ ∂D1 hinaus fortsetzen. Da 0 /∈ Ω
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gilt, ko¨nnen wir D2 so wa¨hlen, daß auch 0 /∈ D2 gilt. Außerdem vergro¨ßern
wir D1 u¨ber den Rand Λα hinaus, so daß schließlich jeder Punkt von B und
von Λα innerer Punkt des zweifach zusammenha¨ngenden Gebietes D2 ist, in
das R hinein harmonisch fortgesetzt werden kann.
Es sei
η = R(ζ1) = R(ζ2) > 0 .
Fu¨r 0 < η˜ < η ist die Menge
K =
{
z ∈ Ω : η˜ ≤ R(z) ≤ α} = R−1([η˜, α])
eine kompakte Teilmenge von C . Da K keinen Punkt des Dirichlet-Randes
A entha¨lt, auf dem laut Voraussetzung R(z) = 0 gilt, besteht die Inklusion
K ⊂ (IntΛα ∩ Ω) ∪B .
Somit ist K eine kompakte Teilmenge von D2 . Mit der bereits zu Beginn
dieses Beweises ero¨rterten Methode folgt, daß R ho¨chstens endlich viele kri-
tische Punkte in K besitzt. Wir nehmen zuna¨chst an, daß ζ1 kein kritischer
Punkt ist. Es sei Γ1 der Teilbogen der positive Richtung der Feldlinie durch
ζ1 , der in IntΛα verla¨uft. Das heißt, es gilt γ1(0) = ζ1 und〈
∇R(γ1(τ)), (Reγ ′1(τ), Imγ ′1(τ))>
〉
> 0
fu¨r τ ≥ 0 , falls γ1 eine Parameterdarstellung von Γ1 u¨ber dem Intervall [0, 1]
mit γ′1(τ) 6= 0 fu¨r alle τ ∈ [0, 1] ist. Da R(γ1(τ)) auf [0, 1] streng monoton
steigend ist, kann die positive Richtung der Feldlinie durch ζ1 nicht wieder
nach IntΛα hineinlaufen, wenn sie einmal die Niveaulinie Λα erreicht hat.
Somit ist Γ1 eindeutig bestimmt. Wenn Γ1 nicht in einem kritischen Punkt
von R endet, so ist γ1(1) ein Punkt der Kurve Λα , wie aus den U¨berlegungen
folgt, die uns zu dem Ergebnis fu¨hrten, daß jede Feldlinie, die wir in positiver
Richtung durchlaufen, in einem kritischen Punkt endet oder gegen Unendlich
strebt.
Genauso verfahren wir mit ζ2 , wenn ζ2 nicht kritisch ist. Der Jordan-Bogen
Γ2 sei der Teilbogen der positiven Richtung der Feldlinie durch ζ2 , der in
IntΛα liegt. Er werde durch γ2 u¨ber dem Intervall [0, 1] mit γ2(0) = ζ2 ,
γ′2(τ) 6= 0 fu¨r τ ∈ [0, 1] sowie〈
∇R(γ2(τ)), (Reγ ′2(τ), Imγ ′2(τ))>
〉
> 0
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fu¨r alle τ ∈ [0, 1] parametrisiert. Wenn Γ2 nicht auf einen kritischen Punkt
von R trifft, so liegt der Punkt γ2(1) ebenfalls auf der Kurve Λα .
Da aus der Annahme f(ζ1) = f(ζ2) folgt, daß R(ζ1) = R(ζ2) gilt, liegt der
Punkt ζ2 nicht auf der positiven Richtung der Feldlinie durch ζ1 , da dort stets
R(z) > R(ζ1) = R(ζ2) gilt. Entsprechend liegt der Punkt ζ1 nicht auf der
positiven Richtung der Feldlinie durch ζ2 . Somit ist sichergestellt, daß Γ2
kein Teilbogen von Γ1 ist und umgekehrt.
Wenn nun ζ1 oder ζ2 kritisch sind oder einer der Jordan-Bo¨gen Γ1 oder Γ2 in
einem kritischen Punkt endet, ersetzen wir ζ1 und ζ2 durch Punkte ζ
′
1 und ζ
′
2 ,
die in der Na¨he von ζ1 bzw. ζ2 liegen, derart, daß immer noch f(ζ
′
1) = f(ζ
′
2)
und ζ ′1 6= ζ ′2 gilt, daß ζ ′1 und ζ ′2 nicht kritisch sind, und daß weder Γ1 noch
Γ2 auf einen kritischen Punkt treffen, und somit beide Bo¨gen in Punkten
der Kurve Λα enden. Da Γ1 und Γ2 positive Richtungen von Feldlinien sind,
nimmt R in allen Punkten dieser Bo¨gen einen gro¨ßeren Wert an als in den
Startpunkten, die als nicht kritisch angenommen wurden. Daher genu¨gt es,
lediglich kritische Punkte w zu beru¨cksichtigen, fu¨r die R(w) gro¨ßer als der
Wert von R im Startpunkt von Γ1 ist.
Um sicherzustellen, daß die Feldlinien, die gegen einen kritischen Punkt lau-
fen, bei geringfu¨giger Sto¨rung des Startwertes vom kritischen Punkt
”
gelo¨st“
werden, zeigen wir, daß zwei verschiedene Fortsetzungen der lokal um einen
nicht kritischen Punkt z0 ∈ D2 existierenden, zu R konjugiert harmonischen
Funktion v la¨ngs disjunkter Jordan-Bo¨gen in den gleichen Punkt z1 ∈ D2
sich entwerder gar nicht oder um exakt eine Periode von R unterscheiden.
Außerdem zeigen wir, daß R die Periode 2pi besitzt:
Es sei Ξ ein beliebiger Jordan-Bogen in D2 , der die Punkte z0 ∈ D2 und
z1 ∈ D2 miteinander verbinde. Die Richtungsableitung von v in Richtung
der Tangente an Ξ im Kurvenpunkt z werde ∂v
∂t
(z) bezeichnet. Die in einer
Umgebung von z0 definierte, zu R konjuguiert harmonische Funktion v kann
mittels Kreisketten la¨ngs Ξ nach z1 fortgesetzt werden. Fu¨r diese Fortsetzung
gilt
v(z1) = v(z0) +
∫
Ξ
∂v
∂t
(z) |dz| .
Mit der bereits verifizierten Beziehung
∂v
∂t
(z) =
∂R
∂n
(z)
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fu¨r alle Punkte z der Kurve Ξ folgt
v(z1) = v(z0) +
∫
Ξ
∂R
∂n
(z) |dz| .
Nun seien Ξ1 und Ξ2 zwei verschiedene, disjunkte Jordan-Bo¨gen, la¨ngs derer
v vom gemeinsamen Startpunkt z0 aus nach z1 fortgesetzt wird. Den Wert
der Fortsetzung von v im Punkt z1 la¨ngs Ξ1 nennen wir w1 und den Wert
der Fortsetzung la¨ngs Ξ2 nennen wir w2 . Es gilt
w2 − w1 =
∫
Ξ2
∂R
∂n
(z) |dz| −
∫
Ξ1
∂R
∂n
(z) |dz| .
Da die disjunkten Jordan-Bo¨gen Ξ1 und Ξ2 beide die Punkte z0 und z1 ver-
binden, ist
Ξ3 = Ξ2 − Ξ1
eine Jordan-Kurve. Ist Ξ3 punkthomotop in D2 , so existiert in einem einfach
zusammenha¨ngenden Gebiet D3 , das IntΞ2 entha¨lt, eine holomorphe Funk-
tion g mit Reg = R . Mit einer Parameterdarstellung σ von Ξ3 u¨ber dem
Intervall [0, 1] , die σ′(τ) 6= 0 fu¨r alle τ ∈ [0, 1] erfu¨llt, und mit z = x+ iy gilt∫
Ξ3
∂R
∂n
(z) |dz| =
∫
Ξ3
∂R
∂x
(x+ iy) dy − ∂R
∂y
(x+ iy) dx
=
∫ 1
0
(
∂R
∂x
(σ(τ)) · Imσ′(τ)− ∂R
∂y
(σ(τ)) · Reσ′(τ)
)
dτ
=
∫ 1
0
Im (g(σ(τ)) · σ′(τ)) dτ
= Im
∫
Ξ3
g′(z) dz
= 0 .
Ist Ξ3 nicht punkthomotop, so ist Ξ3 eine Jordan-Kurve, die die Randkom-
ponenten von D2 trennt. Da R in Ω harmonisch ist, erfu¨llt das Feld
~q(x, y) =
(
−∂R
∂y
(x+ iy),
∂R
∂x
(x+ iy)
)>
die Integrabilita¨tsbedingungen. Somit du¨rfen wir u¨ber eine beliebige, zu Ξ3
homotope Kurve in Ω integrieren und erhalten das gleiche Ergebnis fu¨r das
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zu untersuchende Integral. Bei der Wahl einer geeigneten Kurve verwenden
wir, daß es ein derartiges η0 > 0 gibt, daß die Funktion
u(z) = R(z)− log |z|
in
Cη0 = {z ∈ C : |z| > η0}
harmonisch ist. Wir wa¨hlen nun η > η0 und integrieren u¨ber die Kreislinie
|z| = η . Diese ist im Gebiet Ω homotop zur Jordan-Kurve Ξ3 . Daher gilt
mit z = x+ iy∫
Ξ3
∂R
∂n
(z) |dz| =
∫
Ξ3
∂R
∂x
(x+ iy) dy − ∂R
∂y
(x+ iy) dx
=
∫
|z|=η
∂R
∂x
(x+ iy) dy − ∂R
∂y
(x+ iy) dx .
Aus der Darstellung
u(z) = R(z)− log |z|
fu¨r z > η0 folgen mit z = x+ iy die Formeln
∂R
∂x
(z) =
∂u
∂x
(z) +
x
|z|2
und
∂R
∂y
(z) =
∂u
∂y
(z) +
y
|z|2 .
Diese gelten insbesondere auf dem Integrationsweg |z| = η . Weiter ist u
im einfach zusammenha¨ngenden Außengebiet von Cη0 harmonisch und somit
Realteil einer holomorphen Funktion h . Es folgt∫
|z|=η
∂R
∂x
(x+ iy) dy − ∂R
∂y
(x+ iy) dx
=
∫
|z|=η
∂u
∂x
(x+ iy) dy − ∂u
∂y
(x+ iy) dx +
∫
|z|=η
x
|z|2 dy −
y
|z|2 dx
= Im
∫
|z|=η
h′(z) dz + Im
∫
|z|=η
dz
z
= 0 + 2pi
= 2pi .
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Diese Rechnung impliziert
w2 − w1 = 2pi ,
wie zu Beginn dieser U¨berlegung behauptet wurde.
Jetzt ko¨nnen wir uns wieder dem Problem zuwenden, die gegebenen Punkte
ζ1 und ζ2 so durch Punkte ζ
′
1 und ζ
′
2 zu ersetzen, daß die positiven Richtungen
der durch sie laufenden Feldlinien nicht in kritischen Punkten von R enden:
Dazu konstruieren wir ein einfach zusammenha¨ngendes Gebiet D4 ⊂ D2 , das
ζ1 , ζ2 und alle kritischen Punkte in der Menge
K =
{
z ∈ Ω : η˜ ≤ R(z) ≤ α}
mit 0 < η˜ < η = R(ζ1) = R(ζ2) entha¨lt. Wie zuvor gezeigt wurde, handelt es
sich hierbei um ho¨chstens endlich viele Punkte, deren Gesamtheit
C = {c1, c2, . . . , cm} m ∈ N
bezeichnet werde. In D4 besitzt R eine konjugiert harmonische Funktion v0 .
Ebenfalls wurde bereits gezeigt, daß v0 genau die gleichen kritischen Punkte
wie R besitzt, na¨mlich c1, . . . , cm .
Auf den Feldlinien von R ist v0 laut Definition der Feldlinie jeweils konstant.
Gleiches gilt fu¨r die Fortsetzungen von v0 la¨ngs der Feldlinien von R u¨ber D4
hinaus. Nun kann eine Feldlinie von R das Gebiet D4 verlassen und spa¨ter
wieder in D4 hineintreten. Der Wert, den eine solche Fortsetzung v˜0 in einen
Punkt z ∈ D4 annimmt, kann um ±2pi von v0(z) abweichen, wie bereits
gezeigt wurde. Andere Differenzen zwischen v0(z) und v˜0(z) treten nicht auf.
Daher ist fu¨r 1 ≤ k ≤ m die Menge Sk aller z ∈ D4 mit der Eigenschaft, daß
die positive Richtung der Feldlinie durch z in ck endet, eine Teilmenge der
”
Niveaumenge“
Nk = {z ∈ D4 : v0(z) = v0(ck) oder v0(z) = v0(ck) + 2pi
oder v0(z) = v0(ck)− 2pi} .
Als Urbild der abgeschlossenen Menge {v0(ck)− 2pi, v0(ck), v0(ck) + 2pi} un-
ter der stetigen Funktion v0 ist die Menge Nk abgeschlossen. Daru¨ber hin-
aus entha¨lt sie keinen inneren Punkt: Die Annahme, sie enthielte eine volle
Kreisscheibe Kδ(z0) vom Radius δ um einen ihrer Punkte z0 ∈ Nk , in dem
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v0(z) = v0(ck) oder v0(z) = v0(ck)±2pi gilt, impliziert, daß v0 konstant wa¨re,
was fu¨r eine zu R konjugiert harmonische Funktion nicht mo¨glich ist. Somit
ist fu¨r jedes 1 ≤ k ≤ m die Menge Nk abgeschlossen und entha¨lt keinen
inneren Punkt. Gleiches gilt dann fu¨r die Vereinigung
N =
m⋃
k=1
Nk .
Als na¨chstes zeigen wir, daß die Menge W = f(N ∩ K) abgeschlossen ist
und keinen inneren Punkt entha¨lt. Die Abgeschlossenheit von W folgt un-
mittelbar, da f eine offene Abbildung ist. Um zu zeigen, daß W keinen inne-
ren Punkt besitzt, schließen wir indirekt und nehmen also an, daß es einen
Punkt w0 ga¨be, der Mittelpunkt eines Kreises Kη(w0) mit geeignetem η > 0
ist, welcher vollsta¨ndig in W liegt. Wie bereits bewiesen wurde, besitzt f in
W ho¨chstens endlich viele kritische Werte. Somit gibt es ein w ∈ W , das kein
kritischer Wert ist. Da N ∩K kompakt ist, besitzt w ho¨chstens endlich viele
Urbilder in dieser Menge: Die Annahme unendlich vieler Urbilder impliziert
na¨mlich die Existenz eines Ha¨ufungspunktes z0 ∈ Ω von Punkten, in denen f
den Wert w annimmt. Laut Identita¨tssatz wa¨re f auf Ω konstant, was wegen
lim
z→∞
f(z) =∞ nicht mo¨glich ist.
Die Menge der Urbilder von w in N ∩K unter f laute z1, z2, . . . , zn . Da w
kein kritischer Wert ist, handelt es sich bei z1, z2, . . . , zn ausschließlich um
Punkte, die nicht kritisch sind. Daher existieren disjunkte Kreise
K²1(z1), K²2(z2), . . . , K²n(zn)
um die n Urbilder von w mit geeigneten reellen Zahlen ²1, ²2, . . . , ²n derart,
daßK²k(zk) ⊂ D4 fu¨r alle 1 ≤ k ≤ n gilt, und daß f eine konforme Abbildung
jedes dieser Kreise auf Umgebungen Uk = f (K²k) mit 1 ≤ k ≤ n ist. Der
Durchschnitt U =
n⋂
k=1
Uk dieser Umgebungen ist offen und nicht leer, da er
den Punkt w entha¨lt. Weiter sei U0 die Zusammenhangskomponente von U ,
die w entha¨lt. Die Mengen
Vk = K²k(w) ∩ f−1(U0)
enthalten fu¨r 1 ≤ k ≤ n jeweils den Punkt zk und werden jeweils konform
auf U0 abgebildet. Jeder Punkt in D4 ∩ K , der von f nach U0 abgebildet
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wird, liegt in
n⋃
k=1
Vk ∩K . Somit gilt
W ∩ U0 ⊂
n⋃
k=1
f(Vk ∩N) .
Keine der Mengen f(Vk∩N) entha¨lt einen inneren Punkt, wie wir als na¨chstes
nachweisen werden: Jeder Punkt in f(Vk ∩ N) mit 1 ≤ k ≤ n besitzt ge-
nau ein Urbild v in Vk ∩ N . Da N keine inneren Punkte entha¨lt, existiert
eine Folge (vn)n∈N in Vk \ N mit lim
n→∞
vn = v . Die Stetigkeit von f impli-
ziert lim
n→∞
f(vn) = f(v) . Wegen der Konformita¨t von f liegt die Bildfolge
vollsta¨ndig in U0 \ f(Vk ∩N) . Die Mengen f(Vk ∩N) enthalten somit in der
Tat keinen inneren Punkt. Das gleiche gilt fu¨r die Vereinigung endlich vieler
solcher Mengen, bzw. fu¨r jede Untermenge einer solchen Vereinigung. Somit
entha¨lt die Menge W keinen inneren Punkt. Insbesondere ist w ∈ W ∩ U0
kein innerer Punkt der Menge W , was im Widerspruch zu der Annahme
steht, daß w ∈ Kη(w0) ⊂ W gilt.
Wir betrachten nun wieder die beiden urspru¨nglich gegebenen Punkte
ζ1, ζ2 ∈ IntK ⊂ D4 ⊂ Ω mit f(ζ1) = f(ζ2) . Es sei δ > 0 so gewa¨hlt,
daß die Abschlu¨sse der Kreise Kδ(ζ1) und Kδ(ζ2) mit Radius δ um ζ1 bzw.
um ζ2 ganz in D4 ∩K liegen. Außerdem gelte
Kδ(ζ1) ∩Kδ(ζ2) = ∅ .
Da f eine offene Abbildung ist, sind die Mengen f(Kδ(ζ1)) und f(Kδ(ζ2))
beide offen. Ihr Schnitt ist ebenfalls offen und nicht leer, da er den Punkt
f(ζ1) = f(ζ2) entha¨lt. Wie nachgewiesen wurde, ist die MengeW = f(N∩K)
abgeschlossen und entha¨lt keinen inneren Punkt. Somit ist die Menge
S = f (Kδ(ζ1)) ∩ f (Kδ(ζ2)) \W
offen und liegt dicht in f (Kδ(ζ1)) ∩ f (Kδ(ζ2)) .
Schließlich sei
M1 = f
−1(S) ∩Kδ(ζ1)
und
M2 = f
−1(S) ∩Kδ(ζ2) .
79
Als Urbilder offener Mengen unter f sind M1 und M2 offen. Da
S ⊂ f (Kδ(ζ1)) ∩ f (Kδ(ζ2))
gilt und nicht leer ist, sind auch M1 und M2 nicht leer. Weiter sind M1
und M2 disjunkt, da sie jeweils Teilmenge der disjunkten Kreise Kδ(ζ1) bzw.
Kδ(ζ2) sind. Zu jedem z ∈ M1 existiert ein z∗ ∈ M2 mit f(z) = f (z∗) und
umgekehrt. Da kein z ∈ M1 ∪M2 ein kritischer Punkt ist, ist die Feldlinie
durch z fu¨r alle z ∈ M1 ∪ M2 wohldefiniert. Außerdem endet die positive
Richtung Γz einer in z ∈ M1 ∪M2 beginnenden Feldlinie niemals in einem
kritischen Punkt in K :
Dies wa¨re nur mo¨glich, wenn v0(z) ein kritischer Wert von v0 wa¨re oder die
Summe eines solchen mit 2pi oder mit −2pi . Das heißt, fu¨r das Enden in
einem kritischen Punkt ist es notwendig, daß z ∈ N gilt. Wegen
(M1 ∪M2) ∩N = ∅
ist dies aber ausgeschlossen.
Mit vorhergehenden U¨berlegungen folgt, daß der Bogen Γz den Rand der
Menge K erreicht. Da Γz die positive Richtung der Feldlinie durch z ist,
folgt, daß R(ζ) > η˜ fu¨r alle Punkte ζ des Bogens Γz gilt. Wie schon vorher
gezeigt wurde, kann Γz nicht auf dem Neumann-Rand von Ω enden. Dies
impliziert, daß Γz die Niveaulinie Γα erreicht.
Ist nun ζ1 ∈ N oder ζ2 ∈ N , so ersetzen wir diese beiden Punkte durch ζ ′1
und ζ ′2 so, daß f(ζ
′
1) = f(ζ
′
2) gilt. Zur Vereinfachung der Notation schreiben
wir statt ζ ′1 und ζ
′
2 wieder ζ1 und ζ2 . Der Jordan-Bogen, der in ζ1 beginnt, auf
Λα endet und durch die positive Richtung der Feldlinie durch ζ1 definiert ist,
heiße Γ1 und der Jordan-Bogen, der in ζ2 beginnt, auf Λα endet und durch
die positive Richtung der Feldlinie durch ζ2 gegeben ist, heiße Γ2 .
Die Feldlinien Γ1 und Γ2 besitzen in K = {z ∈ Ω : η˜ ≤ R(z) ≤ α} keinen
gemeinsamen Punkt, da sie keinen kritischen Punkt aus K enthalten, wie
aus den vorhergehenden Ero¨rterungen folgt. Insbesondere enden Γ1 und Γ2
in verschiedenen Punkten von Λα .
Die Niveaulinie Λα sei so orientiert, daß IntΓα stets links vom Tangentenvek-
tor liegt und ∂R
∂n
(z) somit, unseren Konventionen entsprechend, stets nach au-
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ßen weist. Es sei Γα derjenige Teilbogen der Niveaulinie Λα , der den Schnitt-
punkt von Γ1 und Λα mit dem Schnittpunkt von Γ2 und Λα verbindet und
die gleiche Orientierung wie Λα besitze. Der Jordan-Bogen
Γ = Γ1 + Γα − Γ2
ist stu¨ckweise analytisch und verbindet die Punkte ζ1 und ζ2 . Weiter sei Ξ
ein Jordan-Bogen, der den Punkt ∞ mit ∂Ω verbindet und vollsta¨ndig in Ω
verla¨uft. Ferner besitze Ξ keinen gemeinsamen Punkt mit dem Jordan-Bogen
Γ . Der Bogen Ξ ist also so gewa¨hlt, daß die Kurve Γ vollsta¨ndig im einfach
zusammenha¨ngenden Gebiet
D5 = Ω \ |Ξ|
verla¨uft.
Ω
ζ2
ζ1
D5
Ξ
Λα
Γ2
Γ1
Γα
Abbildung 17
Die vorausgehende Abbildung 17 stellt den Integrationsweg Γ = Γ1+Γα−Γ2 dar,
der die Punkte ζ1 und ζ2 miteinander verbindet. Die Bo¨gen Γ1 und Γ2 sind jeweils
81
Teilbo¨gen der positiven Richtungen der Feldlinien durch ζ1 und ζ2 . Der Bogen
Γα ist ein Teilbogen der Niveaulinie Λα . Außerdem sind der Bogen Ξ sowie das
einfach zusammende Gebiet D5 im Bild zu erkennen. Der schwarz markierte Teil
des Randes von Ω ist wieder der Dirichlet-Rand und der grau gezeichnete Teil ist
der Neumann-Rand.
Der Teilbogen Γ1 besitze die Parameterdarstellung γ1 , der Teilbogen Γα be-
sitze die Parameterdarstellung γα und der Teilbogen Γ2 besitze die Para-
meterdarstellung γ2 jeweils u¨ber dem Intervall [0, 1] und mit γ
′
`(τ) 6= 0 fu¨r
τ ∈ [0, 1] und ` ∈ {1, α, 2} . Da D5 einfach zusammenha¨ngend ist, und die
Funktion f in D5 holomorph ist und niemals den Wert 0 annimmt, existiert
in D5 eine holomorphe Stammfunktion log f von
f ′
f
. Es gilt
f ′(γ`(τ)) · γ ′`(τ)
= f(γ`(τ)) · d
dτ
(R(γ`(τ))− log |γ`(τ)|+ iS(γ`(τ))) + f(γ`(τ))
γ`(τ)
· γ′`(τ)
= f(γ`(τ)) ·
(
∂R
∂x
(γ`(τ))− i∂R
∂y
(γ`(τ))
)
· γ′`(τ)
= f(γ`(τ)) ·
(〈
∇R(γ`(τ)),
(
Reγ′`(τ)
Imγ′`(τ)
)〉
+ i
〈
∇R(γ`(τ)),
(
Imγ′`(τ)
−Reγ′`(τ)
)〉)
= f(γ`(τ)) ·
(
∂R
∂t
(γ`(τ)) + i
∂R
∂n
(γ`(τ))
)
· |γ′`(τ)| ,
wobei der Normaleneinheitsvektor an die Kurve Γ` , ` ∈ {1, α, 2} , in des-
sen Richtung die Richtungsableitung ∂R
∂n
gebildet wird, wiederum durch eine
Rechtsdrehung aus dem Einheitsvektor in tangentialer Richtung hervorgeht.
Weiter folgt
log f(ζ2)− log f(ζ1)
=
∫
Γ1+Γα−Γ3
f ′(z)
f(z)
dz
=
∑
`∈{1,α,2}
∫ 1
0
f ′(γ`(τ))
f(γ`(τ))
· γ′`(τ) dτ
=
∑
`∈{1,α,2}
∫ 1
0
(
∂R
∂t
(γ`(τ)) + i
∂R
∂n
(γ`(τ))
)
· |γ′`(τ)| dτ .
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Diese Gleichung impliziert
Im(log f(ζ2)− log f(ζ1)) =
∑
`∈{1,α,2}
∫ 1
0
∂R
∂n
(γ`(τ)) · |γ ′`(τ)| dτ
=
∫ 1
0
∂R
∂n
(γα(τ)) · |γ ′α(τ)| dτ .
Die letzte Umformung ist zula¨ssig, da die Feldlinien Γ1 und Γ2 von R lokal
jeweils Niveaulinien einer zu R konjugiert harmonischen Funktion v sind.
Somit gilt
∂R
∂n
(z) =
∂v
∂t
(z) = 0
fu¨r alle Punkte z ∈ |Γ1| ∪ |Γ2| , wie bereits ero¨rtert wurde. Fu¨r das verblei-
bende Integral weisen wir als na¨chstes die strikte Abscha¨tzung
0 <
∫ 1
0
∂R
∂n
(γα(τ)) · |γ ′α(τ)| dτ < 2pi
nach. Dazu zeigen wir, daß ∂R
∂n
(z) fu¨r alle Punkt z der Niveaulinie Λα positiv
ist, und daß ∫
Λα
∂R
∂n
(z)|dz| = 2pi
gilt:
Es sei λ eine Parameterdarstellung der Kurve Λα u¨ber dem Intervall [0, 1]
mit λ′(τ) 6= 0 fu¨r all τ ∈ [0, 1] . Die erste der beiden nachzuweisenden Aussa-
gen leuchtet geometrisch unmittelbar ein, da bei der gewa¨hlten Orientierung
von Λα der Normaleneinheitsvektor ~n(λ(τ)) =
(
n1
n2
)
, in dessen Richtung ∂R
∂n
bestimmt wird, in jedem Punkt λ(τ) , τ ∈ [0, 1] von Λα durch eine Rechts-
drehung um 90◦ aus dem Tangentialvektor λ
′(τ)
|λ′(τ)| hervorgeht und somit nach
außen weist. Fu¨r alle Punkte z ∈ ExtΛα gilt nun R(z) > α , und es folgt
∂R
∂n
(λ(τ)) = lim
s→0+
R(λ(τ) + s · (n1 + in2))−R(λ(τ))
s
≥ 0 ,
da
R(λ(τ) + s · (n1 + in2)) > α = R(λ(τ))
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fu¨r alle hinreichend kleinen s > 0 gilt. Schließlich ist ∂R
∂n
(λ(τ)) = 0 fu¨r ein
τ ∈ [0, 1] ausgeschlossen, da auf der Niveaulinie Λα stets
∂R
∂t
(λ(τ)) = 0
gilt. Wa¨re auch noch ∂R
∂n
(λ(τ0)) = 0 fu¨r ein τ0 ∈ [0, 1] , so verschwa¨nden
die Richtungsableitungen von R im Punkt λ(τ0) in zwei linear unabha¨ngi-
gen Richtungen, und ∇R(λ(τ0)) wa¨re ebenfalls Null. Entsprechend der Wahl
von α , besitzt R jedoch keinen kritischen Punkt auf Λα , und wir haben
∂R
∂n
(λ(τ)) > 0 fu¨r alle τ ∈ [0, 1] nachgewiesen.
Daß ∫
Λα
∂R
∂n
(z)|dz| = 2pi
gilt, folgt aus einer bereits erbrachten Rechnung:
Wir ko¨nnen na¨mlich Λα durch eine Homotopie in einen Kreis mit beliebig
großem Radius η deformieren, ohne den Integralwert zu a¨ndern. Dieses und
die anschließende Rechnung wurde bereits auf den Seiten 55 und 56 durch-
gefu¨hrt. Da Γα und Λα die gleiche Orientierung besitzen, gilt
0 <
∫
Γα
∂R
∂n
(z) |dz| <
∫
Λα
∂R
∂n
(z) |dz| = 2pi .
Wir haben somit
0 < log f(ζ2)− log f(ζ1) < 2pi
nachgewiesen. Dies widerspricht allerdings unserer anfa¨nglichen Annahme
f(ζ1) = f(ζ2) , wie wir jetzt zeigen werden:
Aus der Gu¨ltigkeit der Funktionalgleichung
elog f(z) = f(z)
in Ω folgt
elog f(ζ1) = elog f(ζ2) .
Dies impliziert aber
log f(ζ1)− log f(ζ1) = k · 2pi
mit einem k ∈ Z , und der Widerspruch ist offensichtlich.
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Wir haben durch die vorausgehende Argumentation die Annahme f(ζ1) =
f(ζ2) zu einem Widerspruch gefu¨hrt und somit bewiesen, daß f eine schlichte
Abbildung des Gebietes Ω ist. Abschließend ist die behauptete Ra¨nderzuord-
nung zu verifizieren: Wegen R(z) > 0 gilt
|f(z)| = eR(z) > 1
fu¨r z ∈ Ω , das heißt, f(Ω) ist eine Untermenge des A¨ußeren des Einheitskrei-
ses. Mit f(A) sei die Menge aller Ha¨ufungspunkte von Bildfolgen (f(zn))n∈N
bezeichnet, und zwar fu¨r alle konvergenten Folgen (zn)n∈N in Ω mit Grenzwert
in A . Aus lim
z→A
R(z) = 0 folgt lim
z→A
|f(z)| = 1 und somit
f(A) ⊂ ∂D .
Der Neumann-Rand B ist Vereinigung ho¨chstens abza¨hlbar vieler Jordan-
Bo¨gen. Wenn im folgenden von Teilbo¨gen des Neumann-Randes die Rede ist,
handelt es sich stets um maximale Teilbo¨gen, das heißt um solche Teilbo¨gen
von B , deren Randpunkte im Dirichlet-Rand liegen. Es sei Γ ⊂ B ein solcher
Jordan-Bogen und γ eine Parameterdarstellung u¨ber dem Intervall ]0, 1[ von
Γ mit γ ′(τ) 6= 0 . Wie im vorhergehenden Abschnitt dieses Beweises ko¨nnen
wir ein einfach zusammenha¨ngendes Gebiet D6 konstruieren, das den Bogen
Γ entha¨lt, und in das R eine harmonische Fortsetzung hinein besitzt, die
nicht den Wert Null annimmt. Mit R kann auch die Abbildung f in das
gesamte Gebiet D6 hinein analytisch fortgesetzt werden. In D6 besitzt
f ′
f
eine Stammfunktion log f . Wie bereits nachgerechnet wurde, gilt
f ′(γ(τ))
f(γ(τ))
·γ′(τ) =
〈
∇R(γ(τ)),
(
Reγ′(τ)
Imγ′(τ)
)〉
+ i
〈
∇R(γ(τ)),
(
Imγ′(τ)
−Reγ′(τ)
)〉
.
Aus der Neumann-Bedingung in γ(τ) ∈ B folgt〈
∇R(γ(τ)),
(
Imγ′(τ)
−Reγ′(τ)
)〉
=
∂R
∂n
(γ(τ)) · |γ ′(τ)| = 0 ,
und somit ist
f ′(γ(τ))
f(γ(τ))
· γ′(τ) =
〈
∇R(γ(τ)),
(
Reγ′(τ)
Imγ′(τ)
)〉
=
∂R
∂t
(γ(τ)) · |γ ′(τ)|
stets reel. Dies gilt ebenfalls fu¨r
log f(γ(ξ))− log f(γ(0)) =
∫ ξ
0
f ′(γ(τ))
f(γ(τ))
· γ′(τ) dτ
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fu¨r jedes ξ in ]0, 1[ . Mit der in D6 gu¨ltigen Funktionalgleichung
elog f(z) = f(z)
folgt
f(γ(ξ)) = C · e
∫ ξ
0 r(τ) dτ
fu¨r ξ ∈]0, 1[ , wobei
r(τ) =
∂R
∂t
(γ(τ)) · |γ ′(τ)|
mit τ ∈]0, 1] reellwertig ist, und
C = lim
ξ→0+
f(γ(ξ)) ∈ C
gilt. Da R auf Ω stetig ist, gilt dies auch fu¨r |f | , und wegen lim
ξ→0+
γ(ξ) ∈ f(A)
ist |C| = 1 . Aus lim
ξ→1−
γ(ξ) ∈ f(A) folgt
e
∫ 1
0 r(τ) dτ = 1 ,
also ∫ 1
0
r(τ) dτ = 0 .
Der Tra¨ger des durch f(γ(ξ)) , ξ ∈]0, 1[ parametrisierten Bogens ist somit
eine radial verlaufende Strecke. Weiter gilt |f(z)| ≥ 1 fu¨r alle z ∈ Ω ,
wie bereits zu Beginn dieses Beweisschrittes deutlich wurde. Daher verla¨uft
f(γ(ξ)) , ξ ∈]0, 1[ vollsta¨ndig im Abschluß des A¨ußeren des Einheitskreises.
Durch f(γ(ξ)) , ξ ∈]0, 1[ wird somit eine Strecke der Form ]eiα, reiα] mit
eiα = lim
ξ→0+
f(γ(ξ)) = lim
ξ→1−
f(γ(ξ))
und r > 1 parametrisiert.
Wir haben bewiesen, daß das Bild jedes maximalen Teilbogens des Neumann-
Randes die behauptete Gestalt besitzt. Da maximale Bo¨gen in B disjunkte
offene Mengen sind, kann es ho¨chstens abza¨hlbar viele geben. Somit ist f(B)
Vereinigung ho¨chstens abza¨hlbar vieler
”
Strahlen“ .
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Der Nachweis, daß zwei verschiedene maximale Teilbo¨gen B1 und B2 des
Neumann-Randes auf verschiedene Strahlen abgebildet werden, kann indi-
rekt erfolgen:
Wir gehen wieder davon aus, daß f u¨ber B1 und u¨ber B2 hinaus analytisch
fortgesetzt wurde, und nennen die Fortsetzung ebenfalls f . Weiter nehmen
wir an, es ga¨be ein w ∈ f(B1) ∩ f(B2) , und fu¨r ζ1 ∈ B1 bzw. ζ2 ∈ B2 gelte
f(ζ1) = f(ζ2) = w . Wir verbinden ζ1 und ζ2 durch einen Jordan-Bogen Q ,
der bis auf seine beiden Endpunkte in Ω verla¨uft. Dieser Jordan-Bogen Q ist
ein Querschnitt in Ω . Er zerlegt Ω in zwei Gebiete Ω1 und Ω2 . Jedes die-
ser beiden Gebiete besitzt Randpunkte, die im Dirichlet-Rand von Ω liegen.
Letzteres kann leicht aus der Annahme gefolgert werden, daß B1 und B2 zwei
verschiedene maximale Teilbo¨gen des Neumann-Randes sind. Da die stetige
Fortsetzung von f auf Ω Anfangs- und Endpunkt von Q auf den Punkt w ab-
bildet, ist Γ = f(Q) eine Jordan-Kurve. Das Bild des Dirichlet-Randes f(A)
liegt entweder vollsta¨ndig im Innen- oder im Außengebiet von Γ , weil |Γ|
keinen Punkt des Einheitskreisrandes entha¨lt, der eine zusammenha¨ngende
Obermenge von f(A) ist. Ohne Beschra¨nkung der Allgemeinheit sei Ω1 das
Gebiet, welches durch f auf dasjenige Komplementa¨rgebiet von Γ abgebildet
wird, das keine Randpunkte in f(A) besitzt. Weiter sei (zn)n∈N eine Folge
in Ω1 , deren Grenzwert im Dirichlet-Rand A liegt. Da (f(zn))n∈N keinen
Ha¨ufungspunkt in f(A) besitzt, ist ein Widerspruch zutage getreten. Jeder
maximale Teilbogen in B wird also von f auf einen anderen Strahl abgebildet.
Als letztes bleibt zu zeigen, daß f(A) = ∂D gilt (bisher wurde lediglich
f(A) ⊂ ∂D nachgewiesen). Dies geschieht indirekt: Angenommen, es ga¨be
ein z ∈ ∂D , das nicht in ∂Ω liegt. Da f(A) abgeschlossen ist, ga¨be es dann
einen Teilbogen{
z = eit : η1 < t < η2
}
mit 0 < η1 < η2 < 2pi
von ∂D , der keinen Punkt von ∂f(Ω) trifft. In Punkten dieses Bogens ko¨nnen
sich auch keine Punkte von f(B) ha¨ufen, da die Ha¨ufungspunkte wieder in
f(A) la¨gen. Da f(B) die Vereinigung von Radialschlitzen ist, die auf ∂D
enden, und f(A) Teilmenge von ∂D , trifft der Sektor{
z = eit : η1 < t < η2
}
keinen Punkt von ∂f(Ω) . Da kein Punkt des Einheitskreises in f(Ω) liegt,
ist der Schnitt des gesamten Sektor mit f(Ω) leer. Dies steht aber im Wider-
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spruch zu ∞ ∈ f(Ω) , und der Satz ist vollsta¨ndig bewiesen. ¤
4 Invarianzeigenschaften
Dieses Kapitel dient der Untersuchung des Verhaltens der Robinschen Kapa-
zita¨t bei konformer Abbildung des zugrunde liegenden Gebietes. Außerdem
wird ihr Zusammenhang zu verschiedenen Gro¨ßen der konformen Geometrie
ero¨rtert. Bevor dies geschieht, erweitern wir an dieser Stelle die Definition
der Robinschen Funktion und der Robinschen Kapazita¨t auf Situationen,
in denen das gemischte Randwertproblem, u¨ber dessen Lo¨sung wir sie bis-
her definiert haben, nicht sinnvoll gestellt werden kann, da die notwendigen
Gla¨ttevoraussetzungen nicht gegeben sind:
Es sei Ω′ ein endlich oft zusammenha¨ngendes Gebiet, das ∞ entha¨lt, und an
dessen Ra¨nder keine weiteren Gla¨ttevoraussetzungen gestellt werden. Weiter
sei A′ ⊂ Ω′ eine abgeschlossene Menge, deren Zusammenhangskomponenten
nichtausgeartete Kontinua sind. Bekanntlich kann durch wiederholte Anwen-
dung des Riemannschen Abbildungssatzes eine konforme Abbildung Ψ kon-
struiert werden, die ∞ festha¨lt und Ω′ auf ein Gebiet Ω abbildet, das von
einer endlichen Zahl analytischer Jordan-Kurven berandet wird. Der Men-
ge A′ entspreche die Menge A ⊂ Ω in dem Sinne, daß A die Menge aller
Ha¨ufungspunkte aller Folgen (Ψ(zn))n∈N ist, wobei die (zn)n∈N konvergente
Folge in Ω′ sind, deren Grenzwerte in der Menge A′ liegen. Es ist leicht zu
zeigen, daß jede Zusammenhangskomponente der Menge A ein Jordan-Bogen
oder eine Jordan-Kurve ist. Wir definieren nun die Robinsche Funktion R′
in Ω′ durch
R′ = R ◦Ψ ,
wobei R die Robinsche Funktion in Ω mit Pol in ∞ und Dirichlet-Rand A
ist. Es ist leicht zu sehen, daß lim
z→∞
R′(z)− log |z| existiert (vgl. Hilfssatz 4.4).
Daher kann die Robinsche Kapazita¨t von A′ bezu¨glich Ω′ wie zuvor durch
ρ(A′) = e
lim
z→∞R
′(z)−log |z|
definiert werden.
Die verallgemeinerte Robinsche Funktion ist nach wie vor eindeutig bestimmt:
Es seien Ψ1 und Ψ2 zwei verschiedene konforme Abbildungen von Ω
′ auf Dini-
glatt berandete Gebiete Ω1 und Ω2 . Die Robinsche Funktion in Ω1 heiße R1
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und die Robinsche Funktion in Ω2 heiße R2 . Wie im ersten Kapitel gezeigt
wurde, sind sowohl R1 als auch R2 eindeutig bestimmt. Fu¨r Ω1 und Ω2 gelten
die Voraussetzungen des Hilfssatzes 2.3, und somit ist
R2 = R1 ◦Ψ1 ◦Ψ−12 .
Hieraus folgt
R2 ◦Ψ2 = R1 ◦Ψ1 ◦Ψ−12 ◦Ψ2 = R1 ◦Ψ1 ,
das heißt, die vorausgehende Definition der Robinschen Funktion ist un-
abha¨ngig von der gewa¨hlten konformen Abbildung auf ein Dini-glatt beran-
detes Gebiet Ω . Insbesondere ist die verallgemeinerte Robinsche Kapazita¨t
wohldefiniert.
Folgende Themen werden in diesem Kapitel behandelt:
Im ersten Abschnitt dieses Kapitels werden
”
Konfigurationen“, deren Robin-
sche Funktionen bei konformer Abbildung ineinander u¨bergehen, zu Klas-
sen zusammengefaßt. Wir zeigen, daß ρ(A)
cap(A)
eine Invariante dieser Klassen
ist. Außerdem wird ero¨rtert, inwieweit die A¨quivalenzklassen durch konfor-
me Invarianten charakterisiert werden ko¨nnen. Der zweite Abschnitt dient
der Ero¨rterung des Zusammenhangs zwischen der Robinschen Kapazita¨t des
Dirichlet-Randes A und der konformen Geometrie des zugrunde liegenden
Gebietes Ω . Im dritten Abschnitt werden wir den von P. Duren und M.
Schiffer gefundenen Zusammenhang von Robinschen Kapazita¨t und dem Pro-
blem der Minimierung der logarithmischen Kapazita¨t des Bildes f(A) des
Dirichlet-Randes A unter geeignet normierten konformen Abbildungen f des
Gebietes Ω erla¨utern. Den Abschluß dieses Kapitels bilden Beispiele soge-
nannter Minimalgebiete, in denen die Robinsche Funktion mit Pol in ∞ und
die Greensche Funktion im Außengebiet des Dirichlet-Randes, ebenfalls mit
Pol ∞ , u¨bereinstimmen.
4.1 Invarianz bei konformer Abbildung
4.1.1 Robin-A¨quivalenz
Wir fassen Gebiete, deren Robinsche Funktionen durch
”
konformen Trans-
port“ ineinander u¨bergehen, zu Klassen zusammen. Genauer definieren wir:
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Definition 4.1 Gegeben seien zwei endlich oft zusammenha¨ngende Gebie-
te Ω1 und Ω2 , die beide den Punkt ∞ enthalten. Weiter seien A1 ⊂ ∂Ω1
und A2 ⊂ ∂Ω2 abgeschlossen, und jede Zusammenhangskomponente von Ak ,
k = 1, 2 sei ein nichtausgeartetes Kontinuum. Schließlich seien B1 = ∂Ω1\A1
und B2 = ∂Ω2 \ A2 . Die Paare (Ω1, A1) und (Ω2, A2) heißen genau dann
Robin-a¨quivalent, wenn es eine konforme Abbildung f von Ω1 auf Ω2 gibt,
die ∞ festha¨lt, und die jede Folge in Ω1 , die nur Ha¨ufungspunkte in A1 be-
sitzt, auf eine Folge in Ω2 abbildet, die nur Ha¨ufungspunkte in A2 besitzt, und
jede Folge, die nur Ha¨ufungspunkte in B1 besitzt, auf eine Folge abbildet, die
nur Ha¨ufungspunkte in B2 besitzt.
Zur Vereinfachung der Sprache werden wir sagen, daß die Gebiete Ω1 und Ω2
Robin-a¨quivalent sind, wenn es kein Mißversta¨ndniß bezu¨glich der Teilmen-
gen A1 bzw. A2 geben kann. Außerdem werden wir diese Mengen Dirichlet-
Ra¨nder und deren Komplemente Neumann-Ra¨nder nennen, auch wenn das
gemischte Randwertproblem nicht sinnvoll gestellt werden kann. Ein geord-
netes Paar der Form (Ω1, A1) werden wir gelegentlich auch als eine Konfi-
guration bezeichnen.
Wie im Abschnitt 2.2 (Existenz und Eindeutigkeit) erla¨utert wurde, ist im
Falle der Robin-A¨quivalenz von Ω1 und Ω2 die Abbildung R ◦ f−1 die Ro-
binsche Funktion in Ω2 mit Dirichlet-Rand f(A) und Pol in ∞ , falls R die
Robinsche Funktion in Ω1 mit Dirichlet-Rand A ist, und falls ∂Ω1 und ∂Ω2
entsprechende Gla¨tteeigenschaften besitzen. Besitzen ∂Ω1 oder ∂Ω2 nicht die
in Abschnitt 2.2 geforderten Ga¨tteeigenschaften, so ist R ◦ f−1 aufgrund der
”
invarianten“ Definition der Robinschen Funktion im allgemeinen Fall eben-
falls die Robinsche Funktion in Ω2 .
Beispiel 4.2. Jedes einfach zusammenha¨nge Jordan-Gebiet Ω , dessen Di-
richlet-Rand ein Teilbogen von ∂Ω ist, ist Robin-a¨quivalent zum A¨ußeren des
Einheitskreises mit einem Kreisbogen als Dirichlet-Rand. Insbesondere kann
durch Einschalten einer Drehung erreicht werden, daß der Kreisbogen f(A)
symmetrisch zur reellen Achse liegt und den Punkt 1 entha¨lt.
Beispiel 4.3. Als weiteres Beispiel betrachten wir zwei Jordan-Gebiete Ω1
und Ω2 , deren Dirichlet-Ra¨nder A1 bzw. A2 jeweils die Vereinigung zweier
abgeschlossener, disjunkter Teilbo¨gen sind.
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Die Abbildung 18 zeigt ein Beispiel der betrachteten Konfiguration:
Ω1
A1
¡
¡¡ª
@
@
@
@
@@R
Abbildung 18
Notwendig fu¨r Robin-A¨quivalenz der beiden Gebiete ist, daß die beiden Vier-
ecke, die jeweils durch die Endpunkte der maximalen Bo¨gen in den Dirichlet-
und Neumann-Ra¨ndern gebildet werden, den gleichen Modul besitzen. An-
dererseits ist dieses Kriterium nicht hinreichend:
Sei beispielsweise ∆ = {|z| > 1} das A¨ußere des Einheitskreises und
A =
{
z ∈ C : z = eiα mit − pi
4
< α <
pi
4
oder
3
4
pi < α <
5
4
pi
}
der Dirichlet-Rand (siehe Abbildung 19).
∆
Aﬀ -
Abbildung 19
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Außerdem sei
T (z) =
z − a
1− a¯z
mit a ∈ D \ {0} . Dann sind ∆ mit Dirichlet-Rand A und T (∆) = ∆ mit
Dirichlet-Rand T (A) nicht Robin-a¨quivalent:
Es gibt zwei konforme Selbstabbildungen von ∆ , die A auf T (A) abbilden,
na¨mlich T (z) und T (−z) . Beide Abbildungen halten jedoch den Punkt ∞
nicht fest. Offensichtlich sind weiter konforme Invarianten zur Charakterisie-
rung der A¨quivalenzklasse von (∆, A) notwendig. Die Anzahl der beno¨tigten
Invarianten zur Charakterisierung einer gegebenen Konfiguartion (Ω, A) wird
uns im Verlauf dieses Abschnittes unter anderem bescha¨ftigen.
Der na¨chste Hilfssatz beschreibt das Transformationsverhalten der Robin-
schen Kapazita¨t beim Transport in eine Robin-a¨quivalente Situation. An Ω1
und Ω2 stellen wir die Voraussetzungen, die auch der Definition 4.1 zugrunde
liegen.
Hilfssatz 4.4 Die Gebiete Ω1 und Ω2 mit jeweiligem Dirichlet-Rand A1 bzw.
A2 seien Robin-a¨quivalent. Ist f(z) = az + a0 +
a1
z
+ . . . die konforme Abbil-
dung, die die A¨quivalenz herstellt, so gilt
ρ(A2) = |a| · ρ(A1) = cap∂Ω2
cap∂Ω1
· ρ(A1) .
Beweis: Gema¨ß Satz 2.3 in Zusammenhang mit der invarianten Definition
der Robinschen Funktion in der allgemeinen Situation nicht glatter Ra¨nder ist
R2 = R1◦f−1 die Robinsche Funktion in Ω2 mit Pol in∞ , wenn R1 diejenige
in Ω1 ist. Analog ist G2 = G1 ◦ f−1 die Greensche Funktion in Ω2 , wenn G1
die in Ω1 ist. Aus
− log ρ(A2) = lim
w→∞
R2(w)− log |w|
= lim
w→∞
R1 ◦ f−1(w)− log |w|
= lim
z→∞
R1(z)− log |f(z)|
= lim
z→∞
(
R1(z)− log |z| − log |a| − log
∣∣∣1 + a0
az
+
a1
az2
+ . . .
∣∣∣)
= − log(|a| · ρ(A1))
folgt
ρ(A2)
ρ(A1)
= |a| .
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Die analoge Rechnung fu¨r die Greenschen Funktionen ergibt
cap∂Ω2
cap∂Ω1
= |a| ,
und die Behauptung folgt aus beiden Gleichungen. ¤
Das in diesem Hilfssatz formulierte Resultat kann auch in der Form
ρ(A1)
cap∂Ω1
=
ρ(A2)
cap∂Ω2
notiert werden. Dies bedeutet:
Die Zahl ρ(A)
cap∂Ω
ist eine konforme Invariante.
4.1.2 Robin-A¨quivalenz und konformer Typ
Dieser Abschnitt bescha¨ftigt sich mit der Frage, wieviele verschiedene konfor-
me Invarianten bekannt sein mu¨ssen, damit ρ(A)
cap∂Ω
in speziellen Situationen
aus ihnen berechnet werden kann. Dazu verwenden wir ein Ergebnis von
L.V. Ahlfors, der die Anzahl N der konformen Invarianten angibt, die den
von ihm eingefu¨hrten konformen Typ eines Gebietes charakterisieren, das von
m Jordan-Kurven berandet ist und in dem n1 innere und n2 a¨ußere Punkte
ausgezeichnet sind ([5], S. 70). Zwei Gebiete Ω1 und Ω2 geho¨ren dem selben
konformen Typ an, wenn es eine konforme Abbildung von Ω1 auf Ω2 gibt,
die jeden der ausgezeichneten Punkte von Ω1 auf exakt den entsprechenden
ausgezeichneten Punkt von Ω2 abbildet. Es gilt
N = 3m− 6 + 2n1 + n2 + s ,
wobei s die Anzahl der freien (reellen) Parameter in der Familie der kon-
formen Selbstabbildungen von Ω1 angibt, die die ausgezeichneten Punkte
festhalten. Außer in den fu¨nf Fa¨llen, die in der anschließenden Tabelle auf-
gefu¨hrt sind, gilt s = 0 :
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m n1 n2 resultierendes s
1 0 0 3
1 0 1 2
2 0 0 1
1 1 0 1
1 0 2 1
Im Falle der Robina¨quivalenz ist der innere Punkt ∞ ausgezeichnet. Daher
gilt stets n1 = 1 . Die Zahl der ausgezeichneten Randpunkte n2 ha¨ngt von
der Anzahl der Zusammenhangskomponenten des Dirichlet-Randes ab:
Die Gebiete Ω1 und Ω2 seien von jeweils m ≥ 1 Jordan-Kurven beran-
det. Die Dirichlet-Ra¨nder A1 bzw. A2 seien die Vereinigung endlich vieler
Jordan-Bo¨gen , insbesondere sind zuna¨chst keine Jordan-Kurven als Zusam-
menhangskomponenten des Dirichlet-Randes zugelassen. Die Anzahl dieser
Jordan-Bo¨gen sei k , und wir definieren n2 = 2k . Weiter seien P (Ω1) bzw.
P (Ω2) zweispaltige Matrizen, die k Zeilen besitzen, deren Eintra¨ge folgender-
maßen zu bilden sind:
Jede der 2 · m Jordan-Kurven, die Ω1 oder Ω2 beranden, sei so orientiert,
daß Ω1 bzw. Ω2 jeweils rechts vom Einheitsvektor in tangentialer Richtung
liegt. Dann besitzt jede Zusammenhangskomponente von A1 bzw. A2 einen
eindeutig bestimmten Anfangspunkt und einen eindeutig bestimmten End-
punkt. Wir schreiben nun alle Anfangspunkte der k Zusammenhangskompo-
nenten von A1 in die erste Spalte der Matrix P (Ω1) und den entsprechenden
Endpunkt daneben in die zweite Spalte der jeweils gleichen Zeile. Die Reihen-
folge, in der wir die k Jordan-Bo¨gen auf ∂Ω1 beru¨cksichtigen, soll zuna¨chst
keine Rolle spielen. Die k × 2 Matrix P (Ω2) wird vo¨llig analog aufgebaut.
Das Gebiet Ω1 ist lediglich in der vorausgehenden Beschreibung durch Ω2 zu
ersetzten sowie A1 durch A2 . Der konforme Typ des Tripels (Ω1,∞, P (Ω1))
sei nun der konforme Typ des Gebietes Ω1 mit dem ausgezeichneten innerem
Punkt ∞ und den ausgezeichneten Punkten
p11, p12, p21, p22, p31, p32, p41, . . . p(k−1)1, p(k−1)2, pk1, pk2
in genau dieser Reihenfolge, wobei (pj`)j=1...k,`=1,2 die Matrix P (Ω1) beschreibt.
Entsprechend erkla¨ren wir den konformen Typ des Tripels (Ω2,∞, P (Ω2)) .
Mit σ bezeichnen wir ferner eine Permutation, die die k Zeilen der Matrix
P (Ω1) vertauscht, und die so entstandene Matrix mit vertauschten Zeilen
heiße Pσ(Ω1) . Die folgende Bemerkung kann leicht u¨berpru¨ft werden:
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Bemerkung 4.5 Zwei gegebene Konfigurationen (Ω1, A1) und (Ω2, A2) sind
genau dann Robin-a¨quivalent, wenn es eine Permutation σ gibt, so daß
(Ω1,∞, Pσ(Ω1)) und (Ω2,∞, P (Ω2)) vom gleichen konformen Typ sind.
Der Beweis dieser Bemerkung soll hier nicht formal durchgefu¨hrt werden.
Zur Erla¨uterung sei nur erwa¨hnt, daß die Eigenschaft zweier Gebiete, vom
selben konformen Typ zu sein, in der vorliegenden Situation sta¨rker ist als
Robin-A¨quivalenz, da letztere nicht fu¨r jeden ausgezeichneten Randpunkt
(das ist jeweils ein Endpunkt einer Zusammenhangskomponente von A) ein
festes Bild vorschreibt, sondern es jeweils eine endliche Menge von mo¨glichen
Bildern gibt. Diesem Pha¨nomen wird durch Verwendung der Permutation σ
Rechnung getragen. Die Struktur der Matrix P stellt sicher, daß immer nur
vollsta¨ndige Zusammenhangskomponenten des Dirichlet-Randes permutiert
werden und so nicht auseinandergerissen werden ko¨nnen.
Entha¨lt der Dirichlet-Rand von Ω1 bzw. Ω2 auch Jordan-Kurven, so beachten
wir diese zuna¨chst nicht und konstruieren die Matrizen P (Ω1) sowie P (Ω2)
wie zuvor. Die Bemerkung 4.5 gilt nun in dem Sinne, daß aus der Robin-A¨qui-
valenz von (Ω1, A1) und (Ω2, A2) die Existenz einer solchen Permutation σ
folgt, daß (Ω1,∞, Pσ(Ω1)) und (Ω2,∞, P (Ω2)) vom gleichen konformen Typ
sind. Andererseits ist bei Schlu¨ssen aus der Existenz einer Permutation σ mit
diesen Eigenschaften auf Robin-A¨quivalenz eine gewisse Vorsicht geboten:
Solange es keine Randkomponenten von Ω1 bzw. Ω2 gibt, die ausschließlich
Punkte des Neumann-Randes enthalten, gibt es kein Problem: Die Konfigu-
rationen (Ω1, A1) und (Ω2, A2) sind dann Robin-a¨quivalent, da den Jordan-
Kurven im Dirichlet-Rand von Ω1 automatisch wieder Jordan-Kurven im
Dirichlet-Rand zugeordnet werden. Probleme gibt es lediglich, wenn sowohl
Randkurven von Ω1 bzw. Ω2 auftreten, die Teilmenge des Dirichlet-Randes
sind und solche, die Teilmenge des Neumann-Randes sind. Dann kann es vor-
kommen, daß zwei Konfigurationen, die den selben konformen Typ repra¨sen-
tieren, nicht Robin-a¨quivalent sind. Durch Vertauschung der Zugeho¨rigkeit
zu Dirichlet- bzw. Neumann-Rand der Randkomponenten von Ω2 , die keine
ausgezeichneten Randpunkte enthalten, kann in dieser Situation dennoch ein
zu Ω1 Robin-a¨quivalentes Gebiet konstruiert werden.
Anschließend sollen kurz zwei spezielle Situationen untersucht werden:
• Ein Jordan-Gebiet Ω mit einem Teilbogen A ⊂ ∂Ω als Dirichlet-Rand
und
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• ein Ringgebiet R mit einer ausgezeichneten Randkomponente A als
Dirichlet-Rand.
Im ersten Fall gilt m = 1 , n1 = 1 , n2 = 2 , weil der Teilbogen A von ∂Ω
durch seinen Anfangs- und durch seinen Endpunkt charakterisiert ist. Da in
dieser Situation s = 0 gilt, erhalten wir N = 1 . Im Falle des Ringebietes ist
m = 2 , n1 = 1 , n2 = 0 , und wir erhalten N = 2 , da auch hier s = 0 gilt.
4.1.3 Robinsche Kapazita¨t des Teilbogens einer Jordan-Kurve
Ist im ersten Fall eine beliebige konforme Invariante des gegebenen Gebietes
Ω bekannt, so kann ρ(A)
cap∂Ω
als Funktion dieser Invariante dargestellt werden.
Dazu ist der gesuchte Zusammenhang lediglich in einer einfachen Situati-
on nachzurechnen. Infolge konformer Invarianz gilt er auch in jeder Robin-
a¨quivalenten Situation. Bevor wir nun den Zusammenhang zwischen dem
Gleichgewichtsmaß µ(A) des Dirichlet-Randes und ρ(A)
cap∂Ω
bestimmen, wird
die konforme Invarianz des harmonischen Maßes ero¨rtert:
Im Falle eines glatt berandeten Gebietes Ω gilt
µ(A) =
1
2pi
∫
A
∂G
∂n
(z)|dz| ,
wobei G die Greensche Funktion in Ω mit Pol in ∞ bezeichnet. Wenn ∂G
∂n
auf ∂Ω nicht existiert, kann µ als schwacher Grenzwert einer Folge (µn) von
Maßen erkla¨rt werden, wobei die µn Gleichgewichtsmaßen der Ra¨nder einer
Ausscho¨pfung von Ω mit glatten Jordan-Gebieten sind ([5], S. 26 f.).
Hilfssatz 4.6 Gegeben seien zwei Jordan-Gebiete Ω1 und Ω2 sowie zwei
Teilbo¨gen A1 ⊂ ∂Ω1 und A2 ⊂ ∂Ω2 derart, daß (Ω1, A1) und (Ω2, A2) Robin-
a¨quivalent sind. Dann gilt
µ(A2) = µ(A1) .
Beweis: Zuna¨chst betrachten wir den Spezialfall, daß die Ra¨nder von Ω1 und
Ω2 Dini-glatte Jordan-Kurven sind. Der Teilbogen A1 von ∂Ω1 werde durch
γ(t) u¨ber [0, 1] parametrisiert, und G2 sei die Greensche Funktion in Ω2 .
Weiter sei f : Ω1 → Ω2 die konforme Abbildung, die die Robin-A¨quivalenz
von (Ω1, A1) und (Ω2, A2) herstellt. Da G2 ◦ f die Greensche Funktion in Ω1
ist, gilt
µ(A1) =
∫ 1
0
∂(G2 ◦ f)
∂n
(γ(t)) · |γ ′(t)| dt .
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Andererseits parametrisiert f ◦ γ die Menge A2 , was
µ(A2) =
∫ 1
0
∂G2
∂n
(f(γ(t))) · |f ′(γ(t)) · γ ′(t)| dt
zur Folge hat. Schließlich ist
∂(G2 ◦ f)
∂n
(z) = |f ′(z)| · ∂G2
∂n
(f(z)) .
Einsetzen dieser Darstellung in den Ausdruck fu¨r µ(A1) ergibt genau µ(A2)
und somit die Behauptung.
Im Fall nicht glatter Ra¨nder arbeitet man mit Ausscho¨pfungen Ω
(n)
1 von Ω1
und Ω
(n)
2 = f
(
Ω
(n)
1
)
von Ω2 durch Gebiete, die von Dini-glatten Jordan-
Kurven berandet werden. Die technischen Details sollen an dieser Stelle aus-
gelassen werden. ¤
In Abbildung 20 ist Ω das Außengebiet einer Jordan-Kurve, die durch
t 7→
(5
4 · cos t+ 110 · cos
(
3t+ pi4
)
+ 310
3
5 · sin t+ 310 · cos 2t− 410
)
, t ∈ [0, 2pi]
parametrisiert wird. Dem schwarz dargestellten Dirichlet-Rand A wird durch die
Robin-A¨uqivalenz f von Ω auf ∆ der Teilbogen A0 =
{
eit : − α2 ≤ t ≤ α2
}
zuge-
ordnet. Im dargestellten Beispiel ist α = 2 . Der Neumann-Rand B von Ω ist grau
dargestellt sowie der ihm entsprechende Teilbogen von ∂∆ .
e−i
α
2
ei
α
2
A0 = f(A)
α
B0 = f(B)
∆Ω
A
B
-f
Abbildung 20
4.1 Invarianz bei konformer Abbildung 97
Satz 4.7 Die Robinsche Kapazita¨t des Teilbogens A ⊂ ∂Ω bezu¨glich des
Jordan-Gebietes Ω betra¨gt
ρ(A) = cap∂Ω · sin2
(pi
2
µ(A)
)
.
Beweis: P. Duren und J. Pfaltzgraff haben bewiesen, daß die Robinsche
Kapazita¨t eines Teilbogens A0 des Einheitskreises der La¨nge α bezu¨glich des
A¨ußeren ∆ des Einheitskreises stets
ρ(A0) = sin
2 α
4
betra¨gt ([13]). Andererseits gilt in dieser Situation
µ(A0) =
α
2pi
sowie
cap∂∆ = 1 .
Aus der konformen Invarianz des Gleichgewichtsmaßes und des Quotienten
ρ(A)
cap∂Ω
folgt
ρ(A)
cap∂Ω
=
ρ(A0)
cap∂∆
= sin2
pi
2
µ(A0) = sin
2 pi
2
µ(A) ,
womit der Satz bewiesen ist. ¤
Als Beispiel wird die Robinsche Kapazita¨t des oberen Halbbogens einer El-
lipse mit Brennpunkten in -1,1 und Halbachsen 2a > 2b > 0 bestimmt:
Beispiel 4.8. Es sei 0 < η < 1 und
aη =
1
2
(
1
η
+ η
)
und bη =
1
2
(
1
η
− η
)
.
Durch
aη cos t+ ibη sin t
ist eine Familie Γη von Ellipsen mit großer Halbachse 2aη und kleiner Halb-
achse 2bη parametrisiert. Ihr Außengebiet heiße jeweils Ωη . Da fu¨r alle
0 < η < 1
a2η − b2η = 4
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gilt, betra¨gt der Abstand der Brennpunkte immer 2. Aus der Symmetrie der
Ellipsen folgt, daß -1 und 1 die gemeinsamen Brennpunkte aller Γη sind.
Abbildung 21 zeigt die Ellipse Γη mit η =
1
2 . Der obere Halbbogen Aη dient als
Dirichlet-Rand. Entsprechend ist der untere Halbbogen Bη der Neumann-Rand.
Im Bild betra¨gt die La¨nge der großen Halbachse 2a 1
2
= 52 und die der kleinen
Halbachse 2b 1
2
= 32 .
Ωη
Γη −1 1
Aη
Bη
-ﬀ
2aη
6
?
2bη
Abbildung 21
Eine konforme Abbildung von ∆ auf Ωη , die ∞ fixiert, ist durch
Φη(w) =
1
2
(
w
η
+
η
w
)
gegeben ([33], S. 301). Der Dirichlet-Rand Aη sei nun der obere Halbbogen
von Γη , also
Aη = {z ∈ |Γη| : Imz ≥ 0} .
Fu¨r alle 0 < η < 1 ist der Menge Aη durch Φ
−1
η der obere Halbkreisbogen
A0 =
{
eit : 0 ≤ t ≤ pi}
zugeordnet. Daher gilt
µ(Aη) =
1
2
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(natu¨rlich ist dieses Ergebnis aufgrund der Symmetrie der Ellipse auch ohne
Randzuordnung ersichtlich). Weiter gilt
capΓ = lim
z→∞
∣∣∣∣Φ(z)z
∣∣∣∣ = 12η ,
und insgesamt folgt
ρ(Aη) =
1
2η
sin2
pi
4
=
1
4η
.
Der Satz 4.7 erlaubt die Berechnung der Robinschen Kapazita¨t des Teilbo-
gens A einer Jordan-Kurve, sobald es gelungen ist, das Gleichgewichtsmaß
µ(A) zu bestimmen. Eine ausgesprochen gute Diskretisierung von µ kann
mit einem Extremalpunkt-System erzielt werden, das 1970 von K. Menke
eingefu¨hrt und untersucht worden ist ([27],[28],[29],[30]). Dies wird im An-
hang dieser Arbeit kurz ero¨rtert.
4.1.4 Die Robinsche Kapazita¨t einer Jordan-Kurve
Im Fall eines Ringgebietes mit einer ausgezeichneten Randkomponente als
Dirichlet-Rand sind zwei konforme Invarianten notwendig, um den konfor-
men Typ von R zu charakterisieren. Sind beispielsweise der konforme Mo-
dul6 des Ringgebietes R und das harmonische Maß von ∞ bezu¨glich einer
der Randkomponenten von R gegeben, so kann ρ(A)
cap∂Ω
aus diesen Invarianten
berechnet werden. Wie zuvor erwa¨hnt, gibt es zwei Arten von Gebieten des
selben konformen Typs: Solche, die zu (R, A) Robin-a¨quivalent sind und sol-
che, bei denen Dirichlet-Rand und Neumann-Rand vertauscht werden. Dieses
Problem kann vermieden werden, wenn anstelle des harmonischen Maßes von
∞ bezu¨glich einer der Randkomponenten vonR das harmonischen Maßes von
∞ bezu¨glich des Neumann-Randes (oder Dirichlet-Randes) von R verwendet
wird. Wir fordern so von vornherein, daß die in ihrer
”
Funktion“ einander
entsprechenden Randkurven aufeinander abgebildet werden, wenn beide In-
varianten u¨bereinstimmen.
Die Robinsche Kapazita¨t der Randkomponente A des Ringgebietes R kann
mit Hilfe der Jacobischen Thetafunktionen berechnet werden:
6Der konforme Modul eines Ringgebietes ist die Zahl − log r , wobei r der innere Radius
des zu R konform a¨quivalenten Kreisringgebietes um 0 mit a¨ußerem Radius 1 ist
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Satz 4.9 Es sei M der konforme Modul des Ringgebietes R mit ∞ ∈ R
und ω = ω(∞, B,R) das harmonische Maß im Punkt ∞ in Ω bezu¨glich des
Neumann-Randes B . Dann gilt
ρ(A) =
(
ϑ2
(
ω
2
)
ϑ3
(
ω
2
)
ϑ2(0)ϑ3(0)
)2
· cap∂R .
Dabei betra¨gt der Gitterparameter der auftretenden Thetareihen
τ = i
pi
M
.
Die in der Formel auftretenden Thetafunktionen ko¨nnen effektiv u¨ber ihre
Fourier-Reihendarstellung berechnet werde: Die Fourier-Reihe der Funktion
ϑ2(v) = ϑ2(v, τ) zum Gitterparameter τ mit q = e
ipiτ = e−pi
2/M lautet7
ϑ2(v, τ) =
∞∑
k=−∞
q(k−
1
2)
2
e(2k−1)·ipiv
([41], S. 155). Die Fourier-Reihe der Funktion ϑ3(v) = ϑ3(v, τ) zum Gitter-
parameter τ mit q = eipiτ = e−pi
2/M lautet
ϑ3(v, τ) =
∞∑
k=−∞
qk
2
e2k·ipiv
([41], S. 154). Beide Reihen konvergieren fu¨r alle v ∈ C .
Beweis: Zuna¨chst wird das Ringgebiet R durch eine konforme Abbildung
Ψ1 auf das konzentrische Kreisringgebiet
A0 =
{
z ∈ C : e−M < |z| < 1}
so abgebildet, daß der Dirichlet-Rand dem Einheitskreisrand zugeordnet wird
und Ψ1(∞) > 0 gilt. Wegen
ω
(
z,
{|ζ| = e−M} ,A0) = − 1
M
log |z|
7Wir orientieren uns an F. Tricomis Notation ([41]).
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und der konformen Invarianz des harmonischen Maßes folgt
Ψ1(∞) = e−ωM .
Man kann nun A0 durch eine konforme Abbildung Ψ2 auf das Außengebiet
zweier Intervalle R0 = Ĉ \ E0 mit E0 = [−1, β] ∪ [α, 1] und −1 < β < α < 1
so abbilden, daß Ψ1(∞) = e−ωM wieder auf Unendlich abgebildet wird, und
daß das Bild des Einheitskreisrandes genau das Intervall [α, 1] ist. Dabei ist
α = 2sn2(ωM)− 1 .
Wir verzichten an dieser Stelle auf die Konstruktion dieser Abbildung und
verweisen auf N.I. Achieser, der bereits 1932 die notwendigen Rechnungen
durchgefu¨hrt hat8 ([1]). Die Verkettung Ψ = Ψ2 ◦ Ψ1 ist eine konforme Ab-
bildung von R auf R0 mit Ψ(∞) = ∞ , die den Dirichlet-Rand von R auf
das Intervall [α, 1] abbildet (siehe Abbildung 22 auf der na¨chsten Seite).
Aus dem Satz 4.23, der am Ende dieses Kapitels bewiesen wird, und den wir
an dieser Stelle im Vorgriff anwenden, folgt, daß bezu¨glich des Gebietes R0
die Robinsche Kapazita¨t des Intervalls [α, 1]
ρ([α, 1]) = cap[α, 1]
betra¨gt. Weiter betra¨gt die logarithmische Kapazita¨t des Intervalls ([25], S.
172)
cap[α, 1] =
1− α
4
.
Im na¨chsten Bild sind das gegebene Gebiet R und das Robin-a¨quivalente Gebiet
R0 = Ψ(R) skizziert.
8N.I. Achieser betrachtet das Außengebiet der beiden reellen Intervalle [−1, α˜] und
[β˜, 1] mit −1 < α˜ < β˜ < 1 . Die Situation, die wir hier betrachten, geht aus der von N.I.
Achieser gewa¨hlten Konfiguration nach Anwendung der Transformation z 7→ −z hervor.
Das heißt, es gilt α = −α˜ und β = −β˜ . Der Wert −ωM wird bei N.I. Achieser mit ρ
bezeichnet.
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R
−1
R0
B
β 0
?
Ψ , Ψ(∞) =∞
α 1
A
Abbildung 22
Die konforme Invarianz von ρ(A)
cap∂R impliziert
ρ(A)
cap∂R =
ρ([α, 1])
capE0
=
1− α
4
· 1
capE0
.
Unter Verwendung von α = 2sn2(ωM)− 1 folgt
1− α
4
=
1− sn2(ωM)
2
=
1
2
cn2ωM .
N.I. Achieser zeigt, daß die logarithmische Kapazita¨t der Vereinigung
E0 = [−1, β] ∪ [α, 1] beider Intervalle
cap(E0) =
1
2
(
ϑ4(0)ϑ3(0)
ϑ4
(
ω
2
)
ϑ3
(
ω
2
) )2
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betra¨gt ([2], S. 317)9.
Nach Einsetzen dieser Daten erhalten wir
ρ(A)
cap∂R = 2
(
ϑ3
(
ω
2
)
ϑ4
(
ω
2
)
ϑ3(0)ϑ4(0)
)2
· 1
2
cn2(ωM)
=
(
ϑ3
(
ω
2
)
ϑ4
(
ω
2
)
ϑ3(0)ϑ4(0)
ϑ2
(
ω
2
)
ϑ4 (0)
ϑ4
(
ω
2
)
ϑ2(0)
)2
=
(
ϑ2
(
ω
2
)
ϑ3
(
ω
2
)
ϑ2(0)ϑ3(0)
)2
,
und die Behauptung ist bewiesen. ¤
Der gerade bewiesene Satz erlaubt es, die Robinsche Kapazita¨t zu berech-
nen, sobald der konforme Modul des Ringgebietes R , das harmonische Maß
ω(∞, B,R) und die logarithmische Kapazita¨t des gesamten Randes von R
bekannt sind. Die ersten beiden Daten ko¨nnen in hervorragender Genauigkeit
mit Hilfe eines von K. Menke gefundenen und untersuchten Extrempunkt-
Systems bestimmt werden ([31], [32]). Die Bestimmung von cap∂R kann (mit
geringerer Genauigkeit bei gleichem Rechenaufwand) mit Fekete-Punkten
oder mit Leja-Punkten geschehen (siehe Anhang A). Das interessante Pro-
blem der numerischen Berechnung der erforderlichen Gro¨ßen soll an dieser
Stelle jedoch nicht weiter verfolgt werden.
4.2 Extremale Distanz
Zwischen der Lo¨sung potentialtheoretischer Randwertprobleme und der kon-
formen Geometrie des zugrundeliegenden Gebietes besteht ein fundamentaler
Zusammenhang, der zuerst von L.V. Ahlfors und A. Beurling systematisch
untersucht wurde ([5], S. 65 ff., S. 78 ff.). Zum Beispiel sind die logarithmi-
sche Kapazita¨t capA eines Kompaktums A ⊂ C und die noch zu definierende
extremale La¨nge dΩ˜(A,Cr) der Familie aller rektifizierbaren Bo¨gen, die A mit
”
großen Kreislinien“ Cr verbinden, und im Außengebiet Ω˜ von A verlaufen,
9N.I. Achieser verwendet Jacobis originale Notation. Dabei ist Θ1(ωM) = ϑ3
(
ω
2
)
und
Θ(ωM) = ϑ4
(
ω
2
)
([41], S. 305). Außerdem gilt ρ = −ωM .
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durch die Gleichung
lim
r→∞
2pi · dΩ˜(A,Cr)− log r = − log cap(A)
miteinander verknu¨pft. Analog dazu besteht zwischen der Robinschen Ka-
pazita¨t ρ(A) und der extremalen La¨nge dΩ(A,Cr) der Familie aller rektifi-
zierbaren Bo¨gen, die den Dirichlet-Rand A eines Gebietes Ω , das Unendlich
entha¨lt, mit
”
großen Kreislinien“ verbinden und dabei ganz in Ω liegen, der
Zusammenhang
lim
r→∞
2pi · dΩ(A,Cr)− log r = − log ρ(A) .
Beiden Formeln beweist M. Ohtsuka ([34], S. 238 ff.). Bereits fru¨her ver-
wendet L.V. Ahlfors die Robinsche Funktion zum Nachweis der konformen
Invarianz der von ihm eingefu¨hrten reduzierten extremalen Distanz ([5], S. 78
ff.), zumindest fu¨r den Fall, daß Ω glatt berandet ist, und A die Vereinigung
endlich vieler abgeschlossener Bo¨gen ist. Freilich verwendet L.V. Ahlfors nicht
die Bezeichnung Robinsche Funktion. Er definiert die reduzierten extremale
Distanz als die Differenz
δ(∞, A) =
(
lim
r→∞
dΩ(A,Cr)− 1
2pi
· log r
)
−
(
lim
r→∞
dΩ(∂Ω, Cr)− 1
2pi
· log r
)
.
Mit den beiden oben zitierten Formeln folgt sofort
δ(∞, A) = 1
2pi
· (− log ρ(A) + log cap∂Ω) ,
da Ω natu¨rlich das Außengebiet von ∂Ω ist. Nach einer einfachen Umformung
erhalten wir
e−2pi·δ(∞,A) =
ρ(A)
cap∂Ω
.
Es u¨berrascht nicht, daß auch die konforme Invariante ρ(A)
cap∂Ω
, die uns hier
interessiert, bereits in den Conformal Invariants untersucht wurde.
Da die Argumentation sowohl bei L.V. Ahlfors als auch bei M. Ohtsuka sehr
knapp gehalten ist, wird im folgenden ein expliziter Beweis der beiden oben
zitierten Formeln gefu¨hren. Zuna¨chst setzen wir voraus, daß ∂Ω von Dini-
glatten Jordan-Kurven berandet wird. Anschließend weisen wir nach, daß
die Gleichung
lim
r→∞
2pi · dΩ(A,Cr)− log r = − log ρ(A)
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auch in einem nicht glatt berandeten Gebiet Bestand hat. Dies ist nicht offen-
sichtlich, zumal L.V. Ahlfors Beweis der konformen Invarianz der reduzierten
extremalen La¨nge auf dem Transportverhalten der Robinschen Funktion bei
konformer Abbildung basiert und somit Ga¨tte der Ra¨nder erfordert.
P. Duren und J. Pfaltzgraff verwenden die oben angefu¨hrten Formeln zur
Untersuchung der Robinschen Kapazita¨t in [13]. Insbesondere nutzen sie das
La¨ngen-Fla¨chen-Prinzip ([5], S. 50 ff.) zum Nachweis, daß die logarithmische
Kapazita¨t des Dirichlet-Randes stets gro¨ßer oder gleich seiner Robinschen
Kapazita¨t ist.
Im folgenden orientieren wir uns an L.V. Ahlfors’ Untersuchungen der extre-
malen Distanz ([5], S. 65 ff. und S. 78 ff.): Es sei (Cr)r>r0 die Familie aller
Kreislinien mit Radius r > r0 mit einem solchen r0 , daß alle Cr vollsta¨ndig
in Ω liegen. Weiter bezeichne G die Familie aller rektifizierbaren Bo¨gen, die
vollsta¨ndig (ho¨chstens mit Ausnahme ihrer Randpunkte) in Ω verlaufen und
A mit Cr verbinden. Es sei
dΩ(A,Cr) = sup
ρ
(Lρ(G))2
Aρ(Ω)
die extremale La¨nge von G , wobei das Supremum u¨ber alle positiven, Borel-
meßbaren Funktionen in Ω mit 0 < Aρ(Ω) <∞ zu bilden ist, und
Lρ(G) = inf
Γ∈G
∫
Γ
ρ(z) |dz|
sowie
Aρ(Ω) =
∫∫
Ω
ρ2(x+ iy) d(x, y)
gelten. Schließlich bezeichne G˜ die gro¨ßere Familie aller rektifizierbaren Bo¨gen,
die ho¨chstens mit Ausnahme ihrer Randpunkte im Außengebiet Ω˜ von A ver-
laufen, und
dΩ˜(A,Cr) = sup
ρ
(Lρ(G˜))2
Aρ(Ω˜)
sei die extremale La¨nge von G˜ , wobei das Supremum u¨ber alle positiven,
Borel-meßbaren Funktionen in Ω˜ mit 0 < Aρ
(
Ω˜
)
<∞ zu bilden ist, und
Lρ(G˜) = inf
Γ∈G˜
∫
Γ
ρ(z) |dz|
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sowie
Aρ(Ω˜) =
∫∫
Ω˜
ρ2(x+ iy) d(x, y)
gelten. Wir werden jede der hier auftretenden, positiven, Borel-meßbaren
Funktion ρ(x+ iy) als Metrik bezeichnen.
Hilfssatz 4.10 Fu¨r jedes r > r0 gilt
dΩ(A,Cr) ≥ dΩ˜(A,Cr) .
Beweis: Die Aussage des Hilfssatzes ist eine direkte Anwendung des soge-
nannten Vergleichsprinzips ([5] S. 53 f.): Es sei ρ˜ eine beliebige Metrik auf Ω˜ .
Sie induziert durch ρ(z) = ρ˜(z) fu¨r z ∈ Ω eine Metrik ρ in Ω . Da die Familie
aller Kurven G˜, die A und Cr in Ω˜ verbinden, jede Kurve entha¨lt, die in der
Familie G aller Kurven liegt, die A und Cr in Ω verbinden, gilt
Lρ(G) = inf
Γ∈G
∫
Γ
ρ(z) |dz| ≥ inf
Γ∈G˜
∫
Γ
ρ˜(z) |dz| = Lρ˜(G˜) .
Da ρ˜ keine negativen Werte annimmt, und da Ω ⊂ Ω˜ ist, gilt weiter
Aρ(Ω) = Aρ˜(Ω) ≤ Aρ˜(Ω˜) ,
und es folgt (
Lρ˜(G˜)
)2
Aρ˜(Ω˜)
≤ (Lρ(G))
2
Aρ(Ω)
≤ dΩ(A,Cr) .
Da diese Ungleichung bei Bildung des Supremums der linken Seite u¨ber alle
Metriken in Ω˜ bestehen bleibt, folgt die Behauptung. ¤
Die entscheidende Idee beim Nachweis des zu Beginn dieses Abschnittes
genannten Zusammenhangs von Robinscher Kapazita¨t und der extremalen
La¨nge geeignet gewa¨hlter Kurvenklassen ist ein Vergleich von dΩ(A,Cr) mit
den Werten von R(z) auf dem Kreis Cr . Ebenso kann das analoge Resultat
fu¨r die logarithmische Kapazita¨t durch Vergleich von dΩ˜(A,Cr) mit den Wer-
ten von G(z) auf Cr abgeleitet werden. Der Schlu¨ssel zu diesem Vorgehen ist
die explizite Formel fu¨r die extremale Distanz ([5], S. 65 ff.). Sie gilt unter
den Gla¨ttevoraussetzungen an ∂Ω , die zu Beginn des Abschnitts 2.2 formu-
liert wurden. Wir werden sie auf beschra¨nkte Teilgebiete von Ω anwenden. In
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der expliziten Formel fu¨r die extremale Distanz wird vorausgesetzt, daß ein
beschra¨nktes GebietD gegeben ist, das von endlich vielen Jordan-Kurven be-
randet wird. Weiter seien E1 und E2 disjunkte Teilmengen von ∂D . Sowohl
E1 als E2 sei jeweils die Vereinigung endlich vieler abgeschlossener Teilbo¨gen
oder Teilkurven von ∂D . Mit E◦1 bzw. E
◦
2 wird das Innere von E1 bzw. E2
bezu¨glich ∂D bezeichnet, das heißt, E◦1 und E
◦
2 sind jeweils die Vereinigung
endlich vieler offener Teilbo¨gen von ∂D oder Jordan-Kurven in ∂D .
Satz 4.11 Im Gebiet D gibt es eine eindeutig bestimmte Funktion u , die das
folgende Randwertproblem lo¨st:
1. u ist beschra¨nkt und harmonisch in D ,
2. u ist stetig nach Ω ∪ E◦1 ∪ E◦2 fortsetzbar, wobei u(z) = 0 auf E◦1 und
u(z) = 1 auf E◦2 gilt.
3. Die Normalenableitung ∂u
∂n
existiert und verschwindet auf ∂D\(E1∪E2) .
Es gilt
1
dΩ(E1, E2)
=
∫∫
D
[(
∂u
∂x
(x+ iy)
)2
+
(
∂u
∂y
(x+ iy)
)2]
d(x, y) .
Beweis: Siehe L.V. Ahlfors’ Beweis ([5], S. 65 ff.). ¤
Beispiel 4.12. Fu¨r Ringgebiete mit Randkomponenten E1 und E2 ist die
explizite Formel fu¨r die extremale La¨nge leicht einzusehen: In einem Kreisring
der Form R = {z ∈ C : 1 < |z| < r} ist ρ(z) = 1|z| eine extremale Metrik fu¨r
die Familie aller Kurven, die die Randkomponenten verbinden ([4], S. 13).
Andererseits lo¨st log |z|
log r
das oben angefu¨hrte Randwertproblem. Die extremale
Distanz der Randkomponenten betra¨gt
(log r)2
2pi log r
=
1
2pi
log r .
Unter Verwendung von ∇ log |z| =
(
x
|z|2 ,
y
|z|2
)>
und mit z = x+ iy lautet das
Dirichlet-Integral∫∫
1<|z|<r
1
(log r)2
· d(x, y)
x2 + y2
=
1
(log r)2
· 2pi log r = 2pi
log r
.
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Offensichtlich gilt die Aussage des vorausgehenden Satzes in einem (normier-
ten) Kreisring. Da jedes Ringgebiet aber einem solchen Kreisring konform
a¨quivalent ist, folgt die Behauptung fu¨r jedes Ringgebiet aus der konfor-
men Invarianz der extremalen Distanz und der Tatsache, daß log |f(z)|
log r
das
Randwertproblem im vorliegenden Ringgebiet lo¨st, wenn f die konforme Ab-
bildung auf den a¨quivalenten, normierten Kreisring bezeichnet.
Von nun an gehen wir davon aus, daß der Dirichlet-Rand A die Vereinigung
endlich vieler Jordan-Bo¨gen oder Jordan-Kurven ist. Diese Voraussetzung
stellt sicher, daß die explizite Formel fu¨r die extremale Distanz verwendet
werden kann.
Satz 4.13 Es gilt
lim
r→∞
2pi · dΩ(A,Cr)− log r = − log ρ(A) .
Beweis: Bevor die eigentliche Argumentation beginnt, sei erwa¨hnt, daß es
ein solches τ0 gibt, daß alle Niveaulinien Lτ von R mit τ > τ0 analytische
Jordan-Kurven sind: Wir wa¨hlen η1 > 0 so, daß R fu¨r |z| > η1 die Entwick-
lung
R(z) = log |z| − log ρ(A) + ²(z)
mit einer harmonischen Funktion ² , die in∞ denWert Null annimmt, besitzt.
Die Funktion ² ist Realteil einer in |z| > η1 holomorphen Funktion h , die in
∞ die Entwicklung
h(z) = it+
a1
z
+
a2
z2
+ . . .
mit t ∈ R besitzt. Es folgt
∇R(z) = 1|z|2
(
x
y
)
+
(
∂²
∂x
(z),
∂²
∂y
(z)
)>
,
also √(
∂R
∂x
(z)
)2
+
(
∂R
∂y
(z)
)2
≥ 1|z| −
√(
∂²
∂x
(z)
)2
+
(
∂²
∂y
(z)
)2
=
1
|z| − |h
′(z)| .
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Wegen
1
|z| − |h
′(z)| = 1|z| +O
(
1
|z|2
)
, z →∞
existiert ein η2 ≥ η1 mit
∇R(z) 6= 0
fu¨r alle |z| > η2 . Wir vergro¨ßern nun η2 gegebenenfalls derart, daß
R(z) > max
ζ∈∂Ω
R(ζ)
fu¨r alle |z| = η2 erfu¨llt ist, und wa¨hlen
τ0 = max|ζ|=η2
R(z) .
Die Niveaumenge Lτ liegt fu¨r alle τ > τ0 im Gebiet |z| > η2 , da auf dem
Rand des Gebietes Ω ∩ {|z| < η2} stets R(z) ≤ τ0 gilt, und ein gro¨ßerer
Wert τ > τ0 von R in diesem Gebiet das Maximumprinzip verletzen wu¨rde.
Somit verschwindet der Gradient von R in keinem Punkt der Niveaumenge
Lτ . Um jeden Punkt z der Niveaumenge Lτ existiert somit eine Kreisscheibe
Kδ(z) mit Radius δ , in der R der Realteil einer holomorphen Abbildung g
ist. Wegen
g′(z) =
∂R
∂x
(z)− i∂R
∂y
(z) 6= 0
ist g in einem Kreis Kδ′(z) um z mit 0 < δ
′ ≤ δ konform. Somit ist die Ni-
veaumenge Lτ lokal um jeden Punkt z das Bild einer Strecke mit konstantem
Realteil
S²,z =]R(z)− i², R(z) + i²[ , ² > 0
unter der konformen Abbildung g−1 und somit ein Jordan-Bogen. Fu¨r je-
des z ∈ Lτ sei γz eine Parameterdarstellung des analytischen Jordan-Bogens
g−1 (S²,z) u¨ber einem reellen Intervall. Da Lτ eine kompakte Menge ist, gibt
es endlich viele Punkte z1, . . . zn derart, daß die Bilder der lokalen Parameter-
darstellungen γz1 , . . . , γzn die Niveaumenge u¨berdecken. Daher ist Lτ Tra¨ger
einer analytischen Kurve oder eines analytischen Bogens. Die Menge Lτ ist
beschra¨nkt und besitzt einen positiven Abstand zu ∂Ω . Daher kann die von
ihr getragene Kurve bzw. der von ihr getragene Bogen weder den Punkt ∞
noch den Rand des Gebietes Ω erreichen. Da diese Kurve bzw. dieser Bogen
wegen ∇R(z) 6= 0 fu¨r alle z ∈ Lτ weder Endpunkte noch Doppelpunkte in Ω
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besitzt, handelt es sich um eine analytische Jordan-Kurve.
Wir modifizieren nun L.V. Ahlfors Beweis ([5], S. 79) geringfu¨gig:
Es sei r so groß gewa¨hlt, daß das Minimum von R auf der Kreislinie Cr =
{z ∈ C : |z| = r} gro¨ßer als τ0 ist. Dieses Minimum laute α , und β sei das
Maximum von R auf Cr .
Ω
¡
¡
@
@ R(z) = α
Cr
Lα
Lβ
¡
¡
@
@ R(z) = β
Abbildung 23
Das Bild 23 zeigt den Kreis Cr (hier mit r = 5.2) sowie die Niveaulinien Lα und
Lβ . Im vorliegenden Beispiel betra¨gt α ≈ 36.9 und β ≈ 55.6 .
Das Vergleichsprinzip ([5], S. 53 f.) ergibt fu¨r die extremalen Distanzen von
A zu Lα und von A zu Cr sowie von A zu Lβ im Gebiet Ω die Abscha¨tzung
dΩ(Lα, A) ≤ dΩ(Cr, A) ≤ dΩ(Lβ, A) .
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Es sei Dα = Ω ∩ IntLα und Dβ = Ω ∩ IntLβ . Wir beweisen nun
dDα(Lα, A) = dΩ(Lα, A)
und
dDβ(Lβ, A) = dΩ(Lβ, A) :
Zuna¨chst folgt aus Dα ⊂ Ω mit dem Vergleichsprinzip
dDα(Lα, A) ≥ dΩ(Lα, A)
(vergleiche Hilfssatz 4.10). Der Nachweis der entgegengesetzten Ungleichung
basiert darauf, daß bei der Bildung des Supremums dΩ(Lα, A) nur Metriken
beru¨cksichtigt werden mu¨ssen, die in Ω \Dα den Wert 0 annehmen:
Dazu betrachten wir die Menge G aller rektifizierbaren Bo¨gen, die ho¨chstens
mit Ausnahme ihrer Endpunkte ganz in Ω verlaufen, und Amit Lα verbinden.
Außerdem sei G0 die Menge aller rektifizierbaren Bo¨gen, die bis auf ihre
Endpunkte ganz in Dα verlaufen, und A mit Lα verbinden. Es sei Γ ∈ G . Ist
γ eine Parameterdarstellung von Γ u¨ber dem Intervall [0, 1] , so gibt es ein
t0 = min{t ∈ [0, 1] : γ(t) ∈ |Lα|} .
Der durch die Restriktion γ|[0,t0] parametrisierte Bogen Γ0 liegt ebenfalls in
der Familie G . Wie leicht zu sehen ist, verla¨uft er bis auf seine Endpunkte
vollsta¨ndig im Gebiet Dα und geho¨rt deshalb auch der Familie G0 an.
Fu¨r jede Metrik ρ in Ω gilt nun∫
Γ
ρ(z) |dz| ≥
∫
Γ0
ρ(z) |dz| ≥ inf
Λ∈G0
∫
Λ
ρ(z) |dz| = Lρ(G0) .
Nach Bildung des Infimums u¨ber alle Γ ∈ G auf der linken Seite folgt
Lρ (G) ≥ Lρ (G0) .
Da andererseits G0 ⊂ G gilt, besteht ebenfalls die Ungleichung
Lρ (G) ≤ Lρ (G0) .
Dies impliziert
(Lρ (G))2
Aρ(Ω)
=
(Lρ (G0))2
Aρ(Ω)
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fu¨r jede Metrik ρ in Ω .
Nun sei ² > 0 vorgegeben, und ρ0 sei eine Metrik in Dα , fu¨r die
(Lρ0 (G0))2
Aρ0(Ω)
> dDα(Lα, A)− ²
gilt. Da ρ0 durch ρ0(z) = 0 fu¨r z ∈ Ω \Dα zu einer Metrik auf Ω fortgesetzt
werden kann10, gilt
dΩ(Lα, A) ≥ (Lρ0 (G))
2
Aρ0(Ω)
=
(Lρ0 (G0))2
Aρ0(Ω)
=
(Lρ0 (G0))2
Aρ0(Dα)
> dDα(Lα, A)− ² .
Da ² beliebig vorgegeben werden kann, folgt
dΩ(Lα, A) ≥ dDα(Lα, A) ,
und wir haben die Gleichheit beider Ausdru¨cke bewiesen.
Der Beweis der Gleichung
dDβ(Lβ, A) = dΩ(Lβ, A)
verla¨uft genauso und wird daher nicht explizit durchgefu¨hrt.
Im Gebiet Dα lo¨st die Funktion
1
α
R(z) das Randwertproblem aus Satz 4.11.
Somit gilt
1
dDα(Lα, A)
=
1
α2
∫∫
Dα
[(
∂R
∂x
(x+ iy)
)2
+
(
∂R
∂y
(x+ iy)
)2]
d(x, y) .
10Wir verzichten an dieser Stelle auf den rein technischen Nachweis der Borel-meßbarkeit
der Fortsetzung von ρ0 .
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Es sei z = x+ iy . Wir wenden nun den Satz von Gauß in der Ebene auf das
Feld (
p(x, y)
q(x, y)
)
=
(
−R(z) · ∂R
∂y
(z), R(z) · ∂R
∂x
(z)
)>
an. Dabei verwenden wir
∂q
∂x
(x, y)− ∂p
∂y
(x, y)
=
(
∂R
∂x
(z)
)2
+
(
∂R
∂y
(z)
)2
+R(z) ·∆R(z) =
(
∂R
∂x
(z)
)2
+
(
∂R
∂y
(z)
)2
sowie ∫
∂Dα
p(x, y) dx+ q(x, y) dy
=
∫
∂Dα
R(x+ iy) ·
(
∂R
∂x
(x+ iy) dy − ∂R
∂y
(x+ iy) dx
)
=
∫
∂Dα
R(z) · ∂R
∂n
(z) |dz| .
Anwendung des Satzes von Gauß auf die Darstellung von dDα(Lα, A) mittels
Dirichlet-Integral ergibt
1
dDα(Lα, A)
=
1
α2
(∫
∂Ω
R(z) · ∂R
∂n
(z) |dz|+
∫
Lα
R(z) · ∂R
∂n
(z) |dz|
)
.
Aufgrund des Randverhaltens von R verschwindet das Integral∫
∂Ω
R(z) · ∂R
∂n
(z) |dz| ,
und es verbleibt lediglich das Integral u¨ber die Niveaulinie. Auf dieser nimmt
R(z) den konstanten Wert α an, und wir erhalten somit
1
dDα(Lα, A)
=
1
α
∫
Lα
∂R
∂n
(z) |dz| .
Da u(z) = R(z) − log |z| fu¨r |z| > η1 harmonisch ist, existiert eine dort
holomorphe Funktion f mit Ref = u . Nun gilt
f ′(z) =
∂u
∂x
(z)− i∂u
∂y
(z) =
∂R
∂x
(z)− i∂R
∂y
(z)− 1
z
,
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und somit, da die Niveaulinie Lα ganz in |z| > η1 verla¨uft,∫
Lα
∂R
∂n
(z) |dz|
=
∫
Lα
∂R
∂x
(x+ iy) dy − ∂R
∂y
(x+ iy) dx
=
∫
Lα
∂u
∂x
(x+ iy) dy − ∂u
∂y
(x+ iy) dx+
∫
Lα
Re
1
z
dy + Im
1
z
dx
= Im
∫
Lα
f ′(z) dz + Im
∫
Lα
1
z
dz
= 2pi ,
wobei z = x+ iy ist. Insgesamt folgt
dΩ(Lα, A) = dDα(Lα, A) =
α
2pi
.
Analog erhalten wir
dΩ(Lβ, A) = dDβ(Lβ, A) =
β
2pi
,
und somit
α
2pi
≤ d(Cr, A) ≤ β
2pi
.
Mit Hilfe der Darstellung
R(z) = log |z| − log ρ(A) + ²(z) ,
die in |z| > η1 gilt, ko¨nnen nun α = α(r) und β = β(r) in Abha¨ngigkeit
von r entwickelt werden. Hierbei gilt ²(z) = O
(
1
r
)
, da ² Realteil einer in ∞
holomorphen Funktion h mit h(z) = it + O
(
1
z
)
fu¨r z → ∞ ist, wie bereits
ero¨rtert wurde. Da α(r) und β(r) Werte von R auf dem Kreis Cr mit Radius
r sind, gilt
α(r) = log r − log ρ(A) +O
(
1
r
)
und
β(r) = log r − log ρ(A) +O
(
1
r
)
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jeweils fu¨r r →∞ . Diese Entwicklungen implizieren nun
2pi · dΩ(Cr, A)− log r = − log ρ(A) +O
(
1
r
)
, r →∞ .
Die Behauptung folgt nun nach Grenzu¨bergang. ¤
Satz 4.14 Es gilt
lim
r→∞
2pi · dΩ˜(Cr, A)− log r = − log capA .
Beweis: Der Beweis erfolgt in vo¨lliger Analogie zum vorhergehenden Satz.
Anstelle der Robinschen Funktion im Gebiet Ω mit Dirichlet-Rand A und
Pol in ∞ ist die Greensche Funktion mit Pol in ∞ im Außengebiet Ω˜ von A
zu verwenden. ¤
Satz 4.15 Es sei Ω ⊂ Ĉ ein Gebiet mit ∞ ∈ Ω , das von endlich vielen
Dini-glatten Jordan-Kurven berandet wird, und A ⊂ Ω sei die Vereinigung
endlich vieler Jordan-Bo¨gen oder Jordan-Kurven in ∂Ω . Dann gilt
ρ(A) ≤ capA .
Beweis: Fu¨r alle hinreichend großen r gilt gema¨ß Hilfssatz 4.10
2pi · dΩ(Cr, A)− log r ≥ 2pi · dΩ˜(Cr, A)− log r .
Grenzu¨bergang und Anwendung der beiden vorausgehenden Sa¨tze ergibt
− log ρ(A) ≥ − log capA ,
und somit folgt die Behauptung. ¤
Die hier nachgewiesene Ungleichung zwischen Robinscher- und logarithmi-
scher Kapazita¨t folgt auch mit den von P. Duren und M. Schiffer entwickel-
ten Methoden ([15], [16]), die auf der Schifferschen Variationsformel basieren,
zusammen mit der Existenz eines Minimalgebietes, wie an spa¨terer Stelle
erla¨utert wird. Einen weiteren Beweis dieser Ungleichung erbringen P. Duren
und M. Schiffer, indem sie unter Verwendung des Hopfschen Maximumprin-
zips nachweisen, daß die Robinsche Funktion die Greensche Funktion in Ω
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mit Pol in∞ majorisiert ([15], S. 268). Fu¨r die hier gewa¨hlte Vorgehensweise,
die von P. Duren und J. Pfaltzgraff vorgeschlagen wird ([13]), spricht, daß
der klassische Zusammenhang zwischen harmonischen Funktionen, Energie-
minimierung11 und geometrischer Funktionentheorie in eindrucksvoller Weise
zur Geltung kommt.
Abschließend zeigen wir, daß der Zusammenhang
(∗) lim
r→∞
2pi · dΩ(Cr, A)− log r = − log ρ(A)
auch dann besteht, wenn das Gebiet Ω nicht von Dini-glatten Jordan-Kurven
berandet wird. Fu¨r den Rest dieses Abschnittes sei Ω also ein endlich oft zu-
sammenha¨ngendes Gebiet und A die Vereinigung endlich vieler, abgeschlosse-
ner, nicht ausgearteter Kontinua. Wenn die Gleichung (∗) bewiesen ist, folgt
aus der Invarianz ihrer rechten Seite sofort, daß auch ihre linke Seite invariant
unter jeder normierten konformen Abbildung Φ ∈ Σ(Ω) ist. Daß die beide
Seiten der Gleichung (∗) auch dann u¨bereinstimmen, wenn das gemischte
Randwertproblem nicht lo¨sbar ist, kann andererseits nicht unmittelbar aus
der konformen Invarianz der extremalen La¨nge geschlossen werden: Letztere
ergibt zuna¨chst nur, daß
dΩ(Cr, A) = dΦ(Ω)(Φ(Cr),Φ(A))
gilt. Der Beweis des anschließenden Satzes basiert auf einem Vergleich der
Zahl
dΦ(Ω)(Φ(Cr),Φ(A)) mit der interessierenden Gro¨ße dΦ(Ω)(Cr,Φ(A)) .
Satz 4.16 Das Gebiet Ω′ sei endlich oft zusammenha¨ngend und enthalte den
Punkt∞ .Weiter sei A′ ⊂ ∂Ω′ eine abgeschlossene Menge, deren Zusammen-
hangskomponenten endlich viele, nichtausgeartete Kontinua sind. Dann gilt
lim
r→∞
2pi · dΩ′(A′, Cr)− log r = − log ρ(A′) .
Beweis: Es sei Ψ eine konforme Abbildung, die ∞ festha¨lt und Ω′ auf
das Gebiet Ω abbildet, das von analytischen Jordan-Kurven berandet wird.
Außerdem normieren wir Ψ so, daß Ψ in ∞ die Entwicklung
Ψ(z) = z + a0 +
a1
z
+ . . .
11Physikalisch gedeutet, stellt das Dirichlet-Integral die Gesamtenergie eines Feldes dar.
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besitzt. Der Menge A′ sei durch Ψ die Menge A zugeordnet. Es ist leicht
zu sehen, daß letztere die Vereinigung endlich vieler abgeschlossener Jordan-
Bo¨gen oder Jordan-Kurven in ∂Ω ist. Wegen der Normierung von Ψ gilt
cap∂Ω = cap∂Ω′ , und wegen der konformen Invarianz von ρ(A)
cap∂Ω
folgt
ρ(A) = ρ(A′) . Die zu beweisende Aussage ist somit a¨quivalent zu
lim
r→∞
2pi · dΩ′(A′, Cr)− log r = − log ρ(A) .
Es sei R die Robinsche Funktion in Ω . Analog dem Beweis von Satz 4.13 sei
α das Minimum und β das Maximum der Robinschen Funktion R′ = R ◦Ψ .
in Ω′ auf dem Kreis Cr ⊂ Ω′ . Ist r hinreichend groß gewa¨hlt, so sind die
Niveaulinien Lα und Lβ von R
′ analytische Jordan-Kurven. Dies folgt mit der
gleichen Argumentation wie im Satz 4.13. Wieder liegt Lα ganz im Abschluß
des Innengebietes und Lβ ganz im Abschluß des Außengebietes von Cr , und
das Vergleichsprinzip ([5], S. 53 f.) impliziert fu¨r die extremalen Distanzen
von A′ zu Cr , Lα und Lβ die Abscha¨tzung
dΩ′(Lα, A
′) ≤ dΩ′(Cr, A′) ≤ dΩ′(Lβ, A′) .
Nun sind die extremalen Distanzen dΩ′(Lα, A
′) und dΩ′(Lβ, A′) konforme In-
varianten, d.h., es gilt
dΩ′(Lα, A
′) = dΩ(Ψ(Lα), A)
sowie
dΩ′(Lβ, A
′) = dΩ(Ψ(Lβ), A) .
Die glatten Jordan-Kurven Ψ(Lα) und Ψ(Lβ) sind Niveaulinien der Robin-
schen Funktion R in Ω , auf denen R die Werte α bzw. β annimmt. Die
Berechnungen im Satz 4.13 zeigen, daß
dΩ(Ψ(Lα), A) =
α
2pi
fu¨r z ∈ Ψ(Lα)
und
dΩ(Ψ(Lβ), A) =
β
2pi
fu¨r z ∈ Ψ(Lβ)
gelten, d.h., wir erhalten die Abscha¨tzung
α
2pi
≤ dΩ′(Cr, A′) ≤ β
2pi
.
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Um z =∞ besteht die Entwicklung
R′(z) = log |z| − log ρ(A) + ²(z)
mit einer Funktion ² , die in einer Umgebung von ∞ harmonisch ist und in
∞ den Wert 0 annimmt. Schließlich folgen fu¨r α = α(r) und β = β(r) die
Entwicklungen
α(r) = log r − log ρ(A) +O
(
1
r
)
und
β(r) = log r − log ρ(A) +O
(
1
r
)
jeweils fu¨r r →∞ , da α(r) und β(r) Funktionswerte der Robinschen Funk-
tion R′ auf dem Kreis Cr mit Radius r sind. Der Rest verla¨uft nun identisch
zum Beweis von Satz 4.13 ¤
Es sei noch erwa¨hnt, daß der letzte Satz garantiert, daß in einem endlich oft
zusammenha¨ngenden Gebiet Ω′ , das ∞ entha¨lt, stets
ρ(A′) ≤ capA′
gilt, wobei A′ die Vereinigung endlich vieler, abgeschlossener, nichtausgearte-
ter Kontinua in ∂Ω′ ist. Dies folgt aus dem letzten Satz zusammen mit Satz
4.15.
4.3 Minimale logarithmische Kapazita¨t
In diesem Abschnitt sei Ω wieder ein endlich oft zusammenha¨ngendes Ge-
biet, das den Punkt ∞ entha¨lt. Wir stellen keine weiteren Forderungen an
die Gla¨tte von ∂Ω . Die Menge A ⊂ ∂Ω sei die Vereinigung endlich vieler, ab-
geschlossener, nichtausgearteter Kontinua. Da wir nicht davon ausgehen, daß
Ω glatte Ra¨nder besitzt, ist die erweiterte Definition der Robinschen Funkti-
on und der Robinschen Kapazita¨t, die zu Beginn dieses Kapitels formuliert
wurde, zugrunde zu legen.
Das Hauptinteresse der aktuellen mathematischen Untersuchungen zur Ro-
binschen Funktion beruht auf folgendem Variationsproblem: Wie zuvor, sei
Σ(Ω) =
{
f : Ω→ Ĉ , f ist schlicht inΩ , f(z) = z + a0 + a1
z
+ . . .
}
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die Familie aller in Ω schlichten Funktionen, die in∞ die angegebene Normie-
rung aufweisen. Zwar ist die logarithmische Kapazita¨t des gesamten Randes
∂Ω invariant unter allen Abbildungen in der Familie Σ(Ω) , doch trifft dies
nicht fu¨r echte Teilmengen A ⊂ ∂Ω zu. Hingegen ist die Robinsche Kapazita¨t
ρ(A) eine Invariante unter allen Abbildungen in Σ(Ω) .
Gesucht ist nun
inf
f∈Σ(Ω)
capf(A) ,
also die gro¨ßte untere Schranke der logarithmischen Kapazita¨t von f(A) . Da-
bei bezeichnet f(A) die Menge aller Ha¨ufungspunkte von Folgen (f(zn))n∈N ,
wobei jede Folge ((zn))n∈N eine konvergente Folge in Ω mit Grenzwert in A ist.
Das wichtigste Ergebnis der aktuellen Forschung zur Robinschen Kapazita¨t
ist, daß unter den gegebenen Voraussetzungen
inf
f∈Σ(Ω)
capf(A) = min
f∈Σ(Ω)
capf(A) = ρ(A)
gilt.
Dieses Problem der minimalen Verzerrung der logarithmischen Kapazita¨t
wurde von M.M. Schiffer 1946 zum ersten Mal fu¨r einen Teilbogen A0 des
Einheitskreises untersucht ([40]). Er bewies
min
f∈Σ
capf(A0) = sin
2 α
4
,
wobei Σ = Σ(∆) ist. Die Zahl α ist die Bogenla¨nge des Teilbogens A0 ⊂ ∂D .
Die minimierende Funktion f0 ist nicht eindeutig bestimmt. Ein Beispiel ist
durch f0(z) = z +
1
z
gegeben.
Spa¨ter bemerkte Ch. Pommerenke, daß das Minimum sin2 α
4
genau das Qua-
drat der logarithmischen Kapazita¨t capA = sin α
4
des Teilbogens A von ∂D
ist, und bewies 1968 unter Verwendung der Golusinschen Ungleichungen, daß
fu¨r beliebige abgeschlossene Teilmengen A des Einheitskreisrandes stets
cap(f(A)) ≥ (capA)2
gilt ([37]). Wiederum ist f hierbei eine beliebige Abbildung der Klasse Σ .
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Die neueren Arbeiten von P. Duren, M.M. Schiffer, J. Pfaltzgraff, R. Thur-
man und anderen sind der Fragestellung der minimalen Verzerrung der lo-
garithmischen Kapazita¨t in der oben angefu¨hrten, allgemeinen Situation ge-
widmet. Das Problem wird prinzipiell folgendermaßen behandelt:
1. Unter Verwendung der Schifferschen Variationsformel wird ein notwen-
diges Kriterium dafu¨r bewiesen, daß f(Ω) ein Minimalgebiet fu¨r die
Gro¨ße capf(A) ist. Genauer ist es notwendig fu¨r Minimalita¨t, daß alle
Komponenten von f(∂Ω \ A) glatte Jordan-Bo¨gen sind, auf denen die
Greensche Funktion im Außengebiet von f(A) verschwindende Norma-
lenableitung besitzt. Anders ausgedru¨ckt, ist die Greeensche Funktion
im Außengebiet von f(A) im Minimalgebiet die Robinsche Funktion
von f(Ω) mit Dirichlet-Rand f(A) .
2. Anschließend ist zu beweisen, daß ein Minimalgebiet existiert. Dies hat
sich als unerwartet schwierig erwiesen: Zwar ist es nicht schwer, eine
Minimalfolge (fn)n∈N schlichter Abbildungen von Ω zu konstruieren,
die lokal gleichma¨ßig gegen eine schlichte Abbildung f0 konvergieren,
jedoch ist von vornherein nicht klar, ob capf0(A) ≤ lim inf
n→∞
capfn(A)
gilt.
Die gerade geschilderte Methode wurde von P. Schiffer und M. Duren Anfang
der 90er Jahre des letzten Jahrhunderts entwickelt. R. Thurman und M.D.
O’Neill haben schließlich den Beweis fu¨r den problematischen zweiten Punkt
vollendet ([35]).
In vielen wichtigen Fa¨llen ist das oben geschilderte Vorgehen gar nicht not-
wendig:
Gelingt es, zu einem gegebenen Gebiet aufgrund geometrischer U¨berlegun-
gen ein Robin-a¨quivalentes Gebiet anzugeben, dessen Robinsche Funktion
die Greensche Funktion im Außengebiet von f(A) ist, so ist das Variations-
problem bereits gelo¨st. Es gilt na¨mlich
Hilfssatz 4.17 Es sei Ω ein endlich oft zusammenha¨ngendes Gebiet, das den
Punkt ∞ entha¨lt. Weiter sei A die Vereinigung endlich vieler abgeschlosse-
ner, nichtausgearteter Kontinua. Dann gilt
inf
f∈Σ(Ω)
cap f(A) ≥ ρ(A) .
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Beweis: Es sei f ∈ Σ(Ω) . Das Außengebiet von f(A) werde D˜ bezeichnet.
Da A die Vereinigung endlich vieler nichtausgearteter Kontinua ist, ist D˜
endlich oft zusammenha¨ngend und besitzt keine zu einem Punkt ausgeartete
Randkomponente. Wegen der Normierung der Abbildungen in Σ(Ω) gilt
ρ(f(A)) = ρ(A) .
Andererseits besteht die Ungleichung
capf(A) = cap∂D˜ ≥ ρ(f(A)) ,
wie im Anschluß an Satz 4.16 bemerkt wurde. Somit gilt
capf(A) ≥ ρ(A) ,
und da f ∈ Σ(Ω) beliebig gewa¨hlt werden darf, gilt diese Ungleichung auch
nach U¨bergang zum Infimum auf der linken Seite. ¤
Wenn nun zu einer gegebenen Konfiguration (Ω, A) ein Robin-a¨quivalen-
tes Gebiet Ω0 = f0(Ω) mit A0 = f0(A) angegeben werden kann, das die
Eigenschaft hat, daß die Greensche Funktion im Außengebiet von A0 auf
B0 = ∂Ω0 \ A0 verschwindende Normalenableitung besitzt, also gleich der
Robinschen Funktion in Ω0 mit Dirichlet-Rand A0 ist, so folgt
capf0(A) = ρ(f0(A)) = ρ(A) .
Weiter folgt, daß inf
f∈Σ(Ω)
cap f(A) ein Minimum ist, und es gilt
min
f∈Σ(Ω)
cap f(A) = capf0(A) = ρ(A) ,
denn in diesem Fall gibt es offensichtlich eine konform a¨quivalente Situati-
on, in dem die untere Schranke ρ(A) fu¨r capf(A) angenommen wird. Im
anschließenden Abschnitt werden mehrere Beispiele solcher Minimalgebiete
diskutiert.
4.4 Minimalgebiete
Leider erfu¨llen die typischen Minimalgebiete, die wir angeben werden, nicht
die starken Voraussetzungen, unter denen wir den Existenzbeweis der Lo¨sung
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des gemischten Randwertproblems gefu¨hrt haben. Insbesondere werden Jor-
dan-Bo¨gen als Randkomponenten von Ω auftreten. Die Existenz der Robin-
schen Funktion im Sinne der Lo¨sung eines gemischten Randwertproblems ist
aber unproblematisch, da diese in den interessanten Situationen explizit vor-
liegt.
Die Forderung einer verschwindenden Normalenableitung auf dem Neumann-
Rand B ist in der allgemeineren Situation wie folgt zu verstehen:
Wir gehen davon aus, daß in jedem Punkt des Neumann-Randes ζ ein Kreis
Kδ(ζ) mit Radius δ > 0 existiert, so daß Kδ(ζ)∩∂Ω ein Dini-glatter Jordan-
Bogen ist. Der Punkt ζ ∈ B besitzt eine oder zwei nach innen weisende
Normalen −~n ∈ R2 . Hierbei handelt es sich um Vektoren −~n = (x
y
)
mit
x · Reγ′(t0) + y · Imγ ′(t0) = 0 , x2 + y2 = 1 und ²(x+ iy) + ζ ∈ Ω
fu¨r alle hinreichend kleinen ² > 0 . Dabei ist γ eine Parameterdarstellung von
∂Ω∩Kδ(ζ) u¨ber dem Intervall I . Fu¨r den Parameter t0 ∈ I , gelte γ(t0) = ζ ,
und γ′(t) sei fu¨r alle t ∈ I von Null verschieden. Verschwindende Norma-
lenableitung bedeutet in dieser Situation, daß die Richtungsableitungen von
R in allen mo¨glichen Normalenrichtungen (eine oder zwei) den Wert Null
annehmen.
4.4.1 Definition und Beispiele
Definition 4.18 Gegeben sei ein Gebiet M mit ∞ ∈ M . Weiter sei
A0 ⊂ ∂M abgeschlossen. Das Gebiet M heißt Minimalgebiet, wenn die
Robinsche Funktion inM existiert und mit der Greenschen Funktion im Au-
ßengebiet von A0 mit Pol in ∞ u¨bereinstimmt.
In einem Minimalgebiet gilt offensichtlich
ρ(A0) = capA0 .
Aus der Existenz eines zur Konfiguration (Ω, A) Robin-a¨quivalenten Mini-
malgebietes folgt unmittelbar, daß
ρ(A) = min
f∈Σ(Ω)
capf(A)
ist, wie im letzten Abschnitt ero¨rtert wurde.
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Durch die Bestimmung eines Minimalgebietes erhalten wir auch eine Dar-
stellung der Robinschen Funktion:
Ist f eine konforme Abbildung von Ω auf ein Robin-a¨quivalentes Mini-
malgebiet M mit f(∞) =∞ , so ist G ◦ f die Robinsche Funktion in Ω ,
wobei G die Greensche Funktion im Außengebiet von f(A) ist.
Es folgen nun die beiden wichtigsten Beispiele fu¨r Minimalgebiete:
Beispiel 4.19. Intervalle
Gegeben sei die Vereinigung kompakter reeller Intervalle E sowie eine ab-
geschlossene Teilmenge A ⊂ E . Jede Zusammenhangskomponente von A sei
ein Intervall. Dann ist M = Ĉ \ E mit Dirichlet-Rand A ein Minimalgebiet
(siehe Abbildung 24).
M
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Abbildung 24
Jeder Punkt z ∈ B = ∂M\ A besitzt zwei nach innen weisende Normalen-
einheitsvektoren und zwar
(
0
1
)
und
(
0
−1
)
. Zum Nachweis der Gleichheit von
Robinscher und Greenscher Funktion genu¨gt daher der Nachweis von
∇G(z) =
(
η
0
)
mit η ∈ R in allen Punkten z ∈ B = E \A , wobei G die Greensche Funktion
von Ĉ \ A ist:
Außer G(z) erfu¨llt auch die Funktion G(z¯) alle definierenden Eigenschaften
der Greenschen Funktion. Da diese eindeutig bestimmt ist, folgt G(z) =
G(z¯) , d.h., G ist symmetrisch zur reellen Achse. Die Gradienten von G in
den Punkten z und z¯ sind durch die Gleichung
∇G(z) = ∇(G ◦ j)(z) = I>∇G(j(z)) = I>∇G(z¯)
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verknu¨pft, wobei j(z) = z¯ =
(
Rez
−Imz
)
ist, und
I =
(
1 0
0 −1
)
die Jacobi-Matrix von j darstellt. Es folgt(
∂G
∂x
(z),
∂G
∂y
(z)
)>
=
(
∂G
∂x
(z¯),−∂G
∂y
(z¯)
)>
.
Ist nun z ∈ B ⊂ R , so gilt z = z¯ , und, da G in z ∈ B differenzierbar
ist, impliziert ∂G
∂y
(z) = −∂G
∂y
(z) das Verschwinden der Richtungsableitung in
y-Richtung. Der Gradient von G weist also fu¨r z ∈ B in Richtung der reellen
Achse. Die beiden Normalenrichtungen an B in z stehen aber senkrecht zur
reellen Achse, und somit verschwinden beide Normalenableitungen.
Es sei noch erwa¨hnt, daß fu¨r Robin-A¨quivalenz eines Gebietes, das von Dini-
glatten Jordan-Kurven berandet ist, zu einem Minimalgebiet vom vorliegen-
den Typ, eine Symmetrie von Neumann- und Dirichlet-Rand notwendig ist:
Allen Punkten, mit Ausnahme der Randpunkte der Intervalle in ∂M , sind
na¨mlich zwei Randpunkte des Ausgangsgebietes zugeordnet. Diese mu¨ssen
entweder beide zum Dirichlet- oder beide zum Neumann-Rand geho¨ren.
Beispiel 4.20. Sonnengebiete
Zur Konstruktion eines Sonnengebietes werden aus dem A¨ußeren ∆ des Ein-
heitskreises endlich viele radiale Schlitze Sl entfernt. Dabei ist zula¨ssig, daß
Schlitze den Einheitskreisrand beru¨hren (siehe Abbildung 25 auf der na¨chsten
Seite). Das so entstandene Gebiet Ω mit Dirichlet-Rand ∂D ist ein Minimal-
gebiet, und es gilt
G(z) = R(z) = log |z| .
Der Gradient
∇ log |z| = 1|z|2
(
x
y
)
weist offensichtlich immer in radialer Richtung und besitzt in jedem Punkt
von B keinen Anteil in die beiden zur Radialrichtung senkrecht stehenden
Normalenrichtungen des entsprechenden Radialschlitzes.
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M
A
Abbildung 25
Die vorausgehende Abbildung stellt ein Minimalgebiet (Sonnengebiet) dar.
4.4.2 Einfach zusammenha¨ngende Gebiete
Das Gebiet Ω sei von einer Dini-glatten Jordan-Kurve berandet. Die echte
Teilmenge A ⊂ ∂Ω sei abgeschlossen, und jede ihrer Zusammenhangskompo-
nenten sei ein Jordan-Bogen. Wie im vorhergehenden Kapitel gezeigt wurde,
existiert die Robinsche Funktion R in Ω mit Dirichlet-Rand A und Pol in
∞ . Ohne Beschra¨nkung der Allgemeinheit gelte 0 /∈ Ω . In dieser Situation
existiert ein zu Ω konform a¨quivalentes Minimalgebiet, und zwar gilt
Satz 4.21 Es sei S eine in Ω zu R(z)− log |z| konjugiert harmonische Funk-
tion. Dann stellt die Abbildung
f(z) = ze(R(z)−log |z|)+iS(z)
eine Robin-A¨quivalenz zu einem Minimalgebiet her.
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Beweis: Laut Satz 3.1 ist f eine konforme Abbildung auf ein Minimalgebiet
entsprechend Beispiel 4.20. ¤
Aus dem oben erwa¨hnten folgt der folgende Satz, entsprechend den U¨berle-
gungen im vorhergehenden Abschnitt:
Satz 4.22 Ist Ω einfach zusammenha¨ngend, und ist A ⊂ ∂Ω die Vereinigung
endlich vieler abgeschlossener Kontinua, so gilt
min
f∈Σ(Ω)
cap f(A) = ρ(A) .
4.4.3 Symmetrische Ringgebiete
Es sei R ein Ringgebiet, das ∞ entha¨lt und von zwei Dini-glatten Jordan-
Kurven berandet werde. Der Dirichlet-Rand A ⊂ ∂R sei die Vereinigung
endlich vieler, abgeschlossener Jordan-Bo¨gen. Ho¨chstens eine der Zusammen-
hangskomponenten des Dirichlet-Randes darf auch eine Jordan-Kurve sein.
Wir fordern nun, daß sowohl R als auch der Dirichlet-Rand A symmetrisch
zur reellen Achse liegen. Es folgt, daß auch der Neumann-Rand B = ∂R\A
symmetrisch zur reelen Achse ist. Das heißt, es giltA = A¯ = {z ∈ C : z¯ ∈ A}
und B = B¯ = {z ∈ C : z¯ ∈ B} . Ein Ringgebiet mit diesen Eigenschaften
nennen wir ein symmetrisches Ringgebiet.
R
B
A
Abbildung 26
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Die Abbildung 26 zeigt ein symmetrisches Ringgebiet R . Der Dirichlet-Rand ist
dunkel eingezeichnet, der Neumann-Rand hell. Die reelle Gerade ist durch eine
noch hellere, du¨nne Linie gekennzeichnet.
Satz 4.23 Ist R ein symmetrisches Ringgebiet, so existiert eine konforme
Abbildung Ψ auf ein Gebiet
A0 = Ĉ \ (I1 ∪ I2) ,
wobei I1 und I2 abgeschlossene Intervalle auf der reellen Achse sind. Die
Abbildung Ψ kann so gewa¨hlt werden, daß Ψ in ∞ die Entwicklung
Ψ(z) = z + a0 +
a1
z
+ . . .
besitzt. Ist G0 die Greensche Funktion in Ĉ\Ψ(A) , so ist G0◦Ψ die Robinsche
Funktion in R , und es gilt
ρ(A) = capΨ(A) = min
f∈Σ(R)
capf(A) .
Beweis: Es sei
R+ = {z ∈ R : Imz > 0}
der Schnitt von R mit der oberen Halbebene. Weiter sei f eine konforme Ab-
bildung von R+ auf die obere Halbebene H+ , die den Randpunkt∞ ∈ ∂R+
auf
∞ ∈ ∂H+ abbildet. Das Bild von ∂R+ ∩ H+ = ∂R+ \ R unter der Ab-
bildung f ist die Vereinigung zweier disjunkter reeller Intervalle I˜1 und I˜2 .
Die Bilder von A ∩ ∂R+ und B ∩ ∂R+ unter f sind jeweils die Vereinigung
reeller Intervalle in I˜1 ∪ I˜2 . Wir schalten nun zwei Mo¨bius-Transformationen
Tv und Tw ein, um keine Sonderfa¨lle im Punkt ∞ bei der anschließenden
Fortsetzung der Abbildung Tw ◦ f ◦ T−1v durch Spiegelung an ∂Tv (R+) ∩ R
beru¨cksichtigen zu mu¨ssen:
Dazu wa¨hlen wir ein w ∈ I˜1 ∪ I˜2 . Die Mo¨bius-Transformation
Tw(z) = − 1
z − w
ist eine konforme Selbstabbildung der oberen Halbebene, die den gewa¨hlten
Punkt w ∈ I˜1 ∪ I˜2 = f (∂R+ ∩H+) auf ∞ und den Punkt ∞ = f(∞) auf 0
abbildet. Weiter sei v ∈ R \ R+ und
Tv(z) = − 1
z − v .
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Auch Tv ist ein Automorphismus der oberen Halbebene. Als Abbildung von
Ĉ betrachtet, bildet er R konform auf ein beschra¨nktes Ringgebiet ab, das
ebenfalls symmetrisch zur reellen Gerade ist. Die Abbildung Tw ◦ f ◦T−1v bil-
det den Schnitt der oberen Halbebene mit dem beschra¨nkten, symmetrischen
Ringgebiet Tv(R) konform auf die obere Halbebene ab. Dabei wird Tv(R)∩R
auf die Vereinigung zweier beschra¨nkter, reeller Intervalle abgebildet.
Als na¨chstes setzen wir f und somit auch Tw◦f◦T−1v stetig nach ∂R+∩R fort,
was kein Problem ist, da ∂R+ eine Jordan-Kurve und ∂H+ = R ein Kreis
auf der Riemannschen Zahlenkugel ist. Mit H− werde die untere Halbebene
bezeichnet. Fu¨r z ∈ Tv (R)∩H− erkla¨ren wir die Fortsetzung g von Tw◦f◦T−1v
durch
g(z) = Tw ◦ f ◦ T−1v (z¯) .
Tv (R+)
Tv (R−)
?
g
g (Tv (R) ∩H−) = g (Tv(R−))
g (Tv (R) ∩H+) = g (Tv(R+))
Abbildung 27
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Abbildung 27 illustriert die Fortsetzung der Abbildung Tw ◦ f ◦ T−1v durch Spie-
gelung am Schnitt des Randes von Tv (R+) mit der reellen Achse. Das Bild des
Dirichlet-Randes von R unter der Mo¨bius-Transformation Tv ist schwarz einge-
zeichnet, das Bild des Neumann-Randes hingegen grau. In der jeweils gleichen
Farbe sind die Bilder der einzelnen Randkomponenten unter der Abbildung g , die
die Fortsetzung von Tw◦f ◦T−1v bezeichnet, markiert. Der Schnitt des Ringgebietes
Tv (R) mit der reellen Achse ist durch eine helle, du¨nne Linie gekennzeichnet. In
der gleichen Farbe ist auch sein Bild unter g dargestellt. Die gestrichelten Ra¨nder
in der unteren Halbebene deuten an, daß Tw ◦ f ◦ T−1v zuna¨chst nur in der oberen
Halbebene definiert ist und dann in den ganzen Ring durch Spiegelung zur Ab-
bildung g fortgesetzt wird. Im Bildgebiet fallen jeweils ein gestrichelter Teilbogen
des Randes mit dem symmetrisch bezu¨glich R liegenden, ungestrichelten Teilbogen
zusammen.
Mit dem Spiegelungsprinzip folgt, daß g eine konforme Abbildung des gesam-
ten Ringgebietes Tv (R) auf Ĉ\Tw
(
I˜1 ∪ I˜2
)
ist. Dabei ist die Einschra¨nkung
g|Tv(R+) eine konforme Abbildung auf H+ , die aufgrund der Qualita¨t der
Ra¨nder von Tv (R+) und H+ zu einer bijektiven und stetigen Abbildung von
Tv (R+) auf H+ fortgesetzt werden kann. Ist R− = R∩H− , so stellt g|Tv(R−)
eine konforme Abbildung auf H− her, die ebenfalls zu einem Homo¨omorphis-
mus von Tv (R−) auf H− fortgesetzt werden kann.
Folglich ist durch h = T−1w ◦ g ◦ Tv eine konforme Abbildung von R auf
das Gebiet Ĉ \
(
I˜1 ∪ I˜2
)
erkla¨rt, die f fortsetzt und ∞ ∈ R festha¨lt. Ihre
Einschra¨nkungen aufR+ bzw.R− sind jeweils konforme Abbildungen auf H+
bzw. H−, die stetige, bijektive Fortsetzungen auf die jeweiligen Abschlu¨sse
besitzen. Weiter gilt
h(z) = bz +O(1) , z →∞
mit b > 0 , da h schlicht in ∞ ist, und da h jedes z ∈ H+ ∩ R wieder nach
H+ abbildet. Es ist leicht, nachzurechnen, daß es ein ζ ∈ H+ mit h(ζ) /∈ H+
ga¨be, falls b < 0 oder b /∈ R ga¨lte. Wir definieren
Ψ(z) =
1
b
h(z)
und erhalten eine konforme Abbildung Ψ von R auf A0 = Ĉ \ (I1 ∪ I2) mit
I1 =
1
b
I˜1 und I2 =
1
b
I˜2 , die in ∞ die gewu¨nschte Normierung aufweist, und
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deren Einschra¨nkung auf R+ bzw. R− jeweils eine konforme Abbildung auf
H+ bzw. H− mit bijektiver Fortsetzung auf die Abschlu¨sse ist. Offensichtlich
gilt auch fu¨r die Abbildung Ψ
Ψ(z¯) = Ψ(z) .
Ist nun ζ ∈ I1 ∪ I2 , so besitzt ζ genau ein Urbild unter Ψ+ = Ψ|R+∪∂R und
ein Urbild unter Ψ− = Ψ|R−∪∂R . Wegen Ψ(z¯) = Ψ(z) und ζ ∈ R gilt
Ψ−1+ (ζ) = Ψ
−1
− (ζ) .
Da A = A¯ und B = B¯ vorausgesetzt wurde, erhalten wir fu¨r alle ζ ∈ I1 ∪ I2
ζ ∈ Ψ(A)⇒ Ψ−1({ζ}) ⊂ A
sowie
ζ ∈ Ψ(B)⇒ Ψ−1({ζ}) ⊂ B ,
das heißt, es gibt keinen Randpunkt von A0 , der gleichzeitig ein Urbild be-
sitzt, das im Dirichlet-Rand von R liegt und ein weiteres Urbild, das sich im
Neumann-Rand von R befindet.
Nun sei G0 die Greensche Funktion im Komplement Ω˜ von Ψ(A) .Wir zeigen,
daß
R(z) = G0 ◦Ψ(z)
die Robinsche Funktion in R mit Pol in ∞ ist:
Offensichtlich ist R harmonisch in R\{∞} und besitzt den fu¨r die Robinsche
Funktion geforderten logarithmischen Pol in∞ . Fu¨r z ∈ A gilt Ψ(z) ∈ Ψ(A)
und somit R(z) = 0 . Ist andererseits z ∈ B , so gilt Ψ(z) /∈ Ψ(A) , wie zuvor
erla¨utert wurde. Zum Nachweis der Neumann-Bedingungen, betrachten wir
zuna¨chst ein z ∈ B ∩ H+ . Es sei Ψ+ = Ψ|R+ die Einschra¨nkung von Ψ auf
R+ . Aufgrund der Qualita¨t der Ra¨nder von R+ und H+ = Ψ+ (R+) besitzt
Ψ+ eine stetige und bijektive Fortsetzung nach ∂R+ . Das Bild von z unter
Ψ+ heiße x = Ψ+(z) ∈ R . Lokal um z ∈ B∩H+ besitzt ∂R die Gestalt eines
Dini-glatten Jordan-Bogens. Dieser Jordan-Bogen ist das Bild eines offenen,
reellen Intervalls, das den Punkt x entha¨lt, unter der stetigen Fortsetzung
von Ψ−1+ nach H+ . Mit einem Resultat S.E. Warschawskis ([38], S. 52, bzw.
[44]) folgt nun, daß
(
Ψ−1+
)′
eine stetige Fortsetzung nach H+ ∩ Kδ(x) mit
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einem geeigneten δ > 0 besitzt12. Diese stetige Fortsetzung nimmt weder
den Wert 0 noch den Wert ∞ an. Da Ψ+ eine homo¨omorphe Abbildung von
R+ ist, folgt, daß Ψ′+ eine stetige Fortsetzung nach R+ ∩ Kδ˜(z) mit einem
geeigneten δ˜ > 0 besitzt.
Eine elementare Rechnung ergibt nun
∂R
∂n
(z) = |Ψ′+(z)| ·
∂G0
∂n
(Ψ+(z)) .
Wie im vorausgehenden Abschnitt u¨ber Intervalle gezeigt wurde, ist
∂G0
∂n
(ξ) = 0
fu¨r alle ξ ∈ R \Ψ(A) , also insbesondere fu¨r x = Ψ+(z) .
Somit ist die Neumann-Bedingung in jedem z ∈ B ∩ ∂H+ erfu¨llt. Ist nun
z ∈ B ∩ H− , so verfahren wir analog, wobei wir mit Ψ− anstelle von Ψ+
arbeiten. Im Falle z ∈ B ∩ R ist x = Ψ(z) ein Randpunkt eines der beiden
Intervalle I1 oder I2 . Als erstes wird der Fall x = min I1 ∪ I2 betrachtet.
Ohne Beschra¨nkung der Allgemeinheit sei max I1 < min I2 . Zum Nachweis
von ∂R
∂n
(z) = 0 gehen wir folgendermaßen vor: Der Punkt z1 ∈ B ∩H+ liege
im gleichen maximalen Teilbogen des Neumann-Randes von R , in dem sich
auch z ∈ B∩R befindet. Da R im Sinne der zu Beginn dieses Abschnitts ge-
gebenen Definition symmetrisch ist, liegt z¯1 ebenfalls im gleichen maximalen
Teilbogen des Neumann-Randes wie z und z1 . Wegen des Symmetrie von Ψ
gilt Ψ(z1) = Ψ(z¯1) . Nun ist Ψ(z1) ∈ I1 reell, und somit folgt Ψ(z1) = Ψ(z¯1) .
Es sei C² eine Kreislinie mit Mittelpunkt x und Radius ² = Ψ(z1)−x . Wegen
x = min I1 ∪ I2 gilt C² \ {Ψ(z1)} ⊂ A0 . Wenn wir eine analoge Konstruktion
fu¨r die
”
inneren“ Randpunkte von I1 bzw. I2 durchfu¨hren, werden wir dafu¨r
Sorge tragen mu¨ssen, daß C² keinen Punkt mit dem jeweils anderen Intervall
gemeinsam hat, und daß keine Punkte des anderen Intervall im Inneren von
12S.E. Warschawskis Resultat ist allgemeiner: Er betrachtet zwei Dini-glatte Jordan-
Bo¨gen im Rand eines einfach zusammenha¨ngenden GebietesD mit lokal zusammenha¨ngen-
dem Rand, die im gemeinsamen Endpunkt z den Winkel piα bilden. Jeder der beiden Bo¨gen
ist das Bild je eines Kreisbogens unter der Riemann-Abbildung von D auf D , die beide in
einem Urbild von z enden. Da in der hier vorliegenden Situation ∂R+ eine Tangente in z
besitzt, gilt α = 1 . Außerdem ist hier D durch H+ zu ersetzten.
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C² liegen. Dies wird dadurch gewa¨hrleistet werden, daß z1 so gewa¨hlt wird,
daß ² kleiner als dist(I1, I2) ist. Es sei
D² = IntC² \ I1 .
Das Gebiet D² ist einfach zusammenha¨ngend mit lokal zusammenha¨ngen-
dem Rand. Es gilt D² ⊂ A0 . Weiter sei Φ1 eine konforme Abbildung des
Einheitskreises D auf D² . Der Randpunkt x ∈ ∂D² kann als Endpunkt zwei-
er identischer Dini-glatter Jordan-Bo¨gen Γ1 und Γ2 aufgefaßt werden, die
beide durch γ(t) = x − t mit t ∈ [−², 0] parametrisiert werden. Sie bilden
in x eine Ecke mit O¨ffnungswinkel 2pi . Durch die konforme Abbildung Φ1
sind Γ1 und Γ2 zwei Teilbo¨gen des Einheitskreisrandes zugeordnet, die bis
auf ihren gemeinsamen Endpunkt w ∈ ∂D disjunkt sind. Der gemeinsame
Endpunkt w ist das (in diesem Falle eindeutig bestimmte) Urbild von x un-
ter Φ1 . Mit dem bereits oben verwendeten Satz von S.E. Warschawski ([38],
S. 52, bzw. [44]) folgt, daß Φ′1 stetig nach ∂D ∩Kδ(w) mit geeignetem δ > 0
fortgesetzt werden kann13.
Durch Ψ−1 wird der Kreis C² auf den Tra¨ger eines Querschnitts Q des Ge-
bietes R abgebildet, der die Punkte z1 und z¯1 miteinander verbindet (und
symmetrisch zur reellen Achse verla¨uft). Wir definieren H = Ψ−1 (D²) . Of-
fensichtlich besteht die Inklusion H ⊂ R . Fu¨r den Rand von H gilt
∂H = ∂R∩H ∪ |Q| .
Beide Mengen in dieser Vereinigung sind Tra¨ger disjunkter Jordan-Bo¨gen,
deren Abschlu¨sse sich in den Punkten z1 und z¯1 schneiden. Daher ist H ein
Jordan-Gebiet. Die konforme Abbildung Φ2 = Ψ
−1 ◦ Φ1 von D auf H kann
somit zu einem Homo¨omorphismus von D fortgesetzt werden. Insbesondere
gilt Φ−12 (z) = w . Lokal um den Punkt z besitzt ∂H die Gestalt eines Dini-
glatten Jordan-Bogens. Wieder ergibt der Satz von S.E. Warschawski ([38], S.
52, bzw. [44]), daß Φ′2 eine stetige Fortsetzung nach ∂D∩Kδ˜(w) mit geeigne-
tem δ˜ > 0 besitzt, die die Werte 0 und∞ nicht annimmt. Da Φ−12 stetig aufH
ist, folgt, daß
(
Φ−12
)′
eine stetige Fortsetzung nach ∂H∩Kη(z) = ∂R∩Kη(z)
mit geeignetem η > 0 besitzt. Mit der Kettenregel folgt nun, daß die Ablei-
tung der konformen Abbildung Ψ = Φ1◦Φ−12 stetig nach z fortgesetzt werden
kann14. Die gleiche Rechnung wie in den beiden vorhergehenden Fa¨llen ergibt
13Genauer kann
Φ′1(ζ)
ζ−w
stetig fortgesetzt werden, woraus insbesondere Φ′1(w) = 0 folgt.
14Es sei erwa¨hnt, daß Ψ′(z) = 0 gilt.
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schließlich ∂R
∂n
(z) = 0 .
In den Fa¨llen, daß x eine der drei anderen Randpunkte von I1 oder I2 ist,
verfahren wir analog, wobei auf eventuelle Unterschiede in der Argumenta-
tion bereits hingewiesen wurde. Somit ist der Beweis, daß R die Robinsche
Funktion in R ist, vollendet.
Da A0 ein Minimalgebiet ist, gilt
ρ(Ψ(A)) = capΨ(A) ,
und da Ψ so in∞ normiert wurde, daß Ψ in der Familie Σ(R) liegt, erhalten
wir
ρ(A) = ρ(Ψ(A)) = capΨ(A) ,
wie behauptet. ¤
Die Bedeutung des letzten Satzes liegt unter anderem darin, daß er den Zu-
sammenhang von Robischer Funktion bzw. Robinscher Kapazita¨t zu (hy-
per)elliptischen Integralen herstellt:
Laut Aussage des Satzes 4.23 ist die Robinsche Funktion R inR genauG0◦Ψ ,
wobei Ψ die konforme Abbildung von R auf das Minimalgebiet A0 ist, die
fu¨r z → ∞ die Normierung Ψ(z) = z + O(1) besitzt, und G0 ist die Green-
sche Funktion im Komplement von Ψ(A) . Insbesondere ist G0 ebenfalls die
Robinsche Funktion in A0 bezu¨glich des Dirichlet-Randes Ψ(A) . Nun han-
delt es sich bei Ψ(A) um die Vereinigung endlich vieler reeller Intervalle. H.
Widom beweist eine Darstellung fu¨r die Greensche Funktion G0 eines solchen
Gebietes mit Hilfe hyperelliptischer Integrale, sofern Ψ(A) mindestens drei
Zusammenhangskomponenten besitzt ([46]). Ist Ψ(A) ein einzelnes Intervall,
so ist G0 elementar berechenbar, wa¨hrend G0 u¨ber ein elliptisches Integral
dargestellt werden kann, falls Ψ(A) die Vereinigung zweier Intervalle ist.
Ebenso gibt H. Widom eine Darstellung fu¨r die logarithmische Kapazita¨t der
Vereinigung endlich vieler reeller Intervalle capΨ(A) mittels (hyper)ellipti-
scher Integrale, sofern Ψ(A) mindestens zwei Zusammenhangskomponenten
besitzt. Im Falle eines einzigen Intervalls reduziert sich die Rechnung auf die
Bestimmung eines Viertels der Intervallla¨nge. Hieraus kann in jedem Fall
ρ(A) =
capΨ(A)
cap(I1 ∪ I2)
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berechnet werden, wobei I1 und I2 die beiden Randkomponenten von A0
sind. Der Nenner cap(I1 ∪ I2) kann dabei ebenfalls als elliptisches Integral
dargestellt werden, oder, wie im Beweis zum Satz 4.9, durch Jacobische The-
tafunktionen, entsprechend der Formel von N.I. Achieser ([2], S. 317).
P. Duren und J. Pfaltzgraff untersuchten bereits einen Zusammenhang zwi-
schen der Robinschen Kapazita¨t der zwei gegenu¨berliegenden Seiten eines
Rechtecks und elliptischen Integralen auf anderem Wege ([13]). Ihre Ergeb-
nisse nutzten G.D. Anderson, P. Duren und M.K. Vamanamurthy zum Nach-
weis einer Ungleichung fu¨r vollsta¨ndige elliptische Integrale ([6]).
Zur praktischen Durchfu¨hrung der oben beschriebenen Rechnungen ist es
notwendig, die konforme Abbildung Ψ von R auf A0 auch noch auf ∂R
gut zu approximieren, damit die Randpunkte der Teilintervalle von Ψ(A)
hinreichend genau berechnet werden ko¨nnen. Dies kann beispielsweise mit
Hilfe geeigneter Punktsysteme, wie z.B. den Menke-Punkten fu¨r Ringgebiete
([31],[32]), die hervorragende Verteilungseigenschaften besitzen, geschehen.
Diese interessante Problemstellung wird im Rahmmen dieser Arbeit aller-
dings nicht mehr ero¨rtert werden, und soll an anderer Stelle untersucht wer-
den.
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A.1 Zur Berechnung der Abbildungen
An dieser Stelle soll kurz ero¨rtert werden, mit welchen Methode die Ab-
bildungen von Feld- oder Niveaulinien der Robinschen Funktion berechnet
wurden.
A.1.1 Prinzipielles Vorgehen
In den Abbildungen 1,2,16,17 und 23 ist Ω jeweils das Außengebiet einer
analytischen Jordan-Kurve Γ . Weiter ist der Dirichlet-Rand A ⊂ ∂Ω jeweils
Vereinigung endlich vieler abgeschlossener Teilbo¨gen von Γ . Die Bilder der
Feld- bzw. Niveaulinien der Robinschen Funktion R wurden in allen Fa¨llen
jeweils in zwei Schritten erstellt:
Im ersten Schritt wird eine Approximation Φn an die die konforme Abbil-
dung Φ vom A¨ußeren ∆ des Einheitskreises auf Ω mit Φ(∞) =∞ bestimmt.
Dies geschieht mit Hilfe von Menke-Punkten ([27],[28],[29],[30]). Wir wer-
den diesen Schritt weiter unten na¨her erla¨utern. Die konforme Abbildung
Φ besitzt laut Spiegelungsprinzip eine schlichte Fortsetzung u¨ber ∂∆ = ∂D
hinaus. Die Menge A0 = Φ
−1(A) ist die Vereinigung endlich vieler abge-
schlossener Kreisbo¨gen. Sie kann durch numerisches Auflo¨sen der Gleichun-
gen Φn(zj) = wj na¨herungsweise bestimmt werden, wobei Φn die Approxi-
mation an Φ ist, und die wj die Menge aller Endpunkte der Zusammenhangs-
komponenten des Dirichlet-Randes A durchlaufen.
Im zweiten Schritt werden nun die Feld- und Niveaulinien der Robinschen
Funktion R0 in ∆ mit Dirichlet-Rand A0 und Pol in ∞ bestimmt. Ist A und
somit A0 ein einzelner Bogen, so kann dies exakt geschehen, da R0 in die-
sem Fall mit elementaren Mitteln dargestellt werden kann. Dieses Vorgehen
konnte fu¨r das Bild 1 angewendet werden. In der allgemeinen Situation wird
zuna¨chst die Greensche Funktion G0 in Ĉ \ A0 mit Pol in ∞ numerisch ap-
proximiert. Dazu ist das Gleichgewichtsmaß µ von A0 zu diskretisieren, mit
dessen Hilfe
G0(z) = − log(cap|Γ|) +
∫
Γ
log |ζ − z| dµ(ζ)
bestimmt werden kann ([39], S. 53, [42], S. 53 ff.). Hier wurden die leicht zu
berechnenden Leja-Punkte zur Diskretisierung von µ verwendet ([26],[39], S.
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257 ff.). Wie im zweiten Kapitel gezeigt wurde, ist die Robinsche Funktion
R0 durch
R0(z) = G0(z) +G0
(
1
z
)
gegeben. Es sei φ(t) die Parameterdarstellung einer Feldlinie u¨ber dem reel-
len Intervall I . Fu¨r die Berechnung der Feldlinien in den Bildern 2,16,17,23
wurde die Differentialgleichung
∂R0
∂y
(φ(t)) · Reφ′(t)− ∂R0
∂x
(φ(t)) · Imφ′(t) = 0
mit dem Polygonzugverfahren numerisch gelo¨st. Analog wurden Approxima-
tionen an die Niveaulinien von R0 , die orthogonal zu den Feldlinien verlaufen,
durch Diskretisierung von
∂R0
∂x
(γ(t)) · Reγ ′(t) + ∂R0
∂y
(γ(t)) · Imγ ′(t) = 0
mit γ : I → Ω bestimmt. Sobald die Feld- und Niveaulinien von R0 nu-
merisch bestimmt worden sind, ko¨nnen sie mit Φn in das Ausgangsgebiet Ω
transportiert werden.
A.1.2 Menke-Punkte
Wie zuvor sei Φ eine konforme Abbildung des A¨ußeren des Einheitskreises
∆ auf das Außengebiet Ω der analytischen Jordan-Kurve Γ mit Φ(∞) =∞ .
Menke-Punkte
(
z
(n)
k
)
1≤k≤2n ,n∈N
sind ein Extremal-Punktsystem, das die Bil-
der gedrehter Einheitswurzeln unter Φ in guter Na¨herung approximiert. Der
Fehlerterm konvergiert mit steigender Punktezahl 2n geometrisch gegen Null
([27]). Mit Fekete-Punkten la¨ßt sich lediglich eine Approximation der Ord-
nung O
(
1
n
)
erzielen, wobei n die Anzahl der verwendeten Fekete-Punkte ist
([36]). Dabei ist der numerische Aufwand zur Berechnung der n-ten Menke-
Punkte nicht ho¨her als der numerische Aufwand zur Bestimmung der n-ten
Fekete-Punkte, obwohl im Menke-Fall doppelt so viele Punkte zu bestimmen
sind:
Es werden geordnete Mengen
(
w
(n)
k
)
1≤k≤2n
von je 2n verschiedenen Punkten
w
(n)
k auf Γ betrachtet, die in genau der Reihenfolge indiziert sind, in der man
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sie antrifft, wenn man die Kurve Γ von einem beliebig festlegbaren Startpunkt
aus in positiver Richtung durchla¨uft. Nun wird die sogenannte Resultante
Rn
(
w
(n)
1 , w
(n)
2 , . . . , w
(n)
2n
)
=
n∏
µ=1
n∏
ν=1
∣∣∣w(n)2µ − w(n)2ν−1∣∣∣
betrachtet. Ein System von 2n Punkten, das die Resultante maximiert, heißt
Menke-Punkte der Ordnung n . Im Unterschied zur Berechnung der Vander-
mondschen Determinante fu¨r die Fekete-Punkte werden lediglich Absta¨nde
zwischen gerade und ungerade indizierten Punkten miteinander multipliziert.
Es geht also darum, zwei Punktmengen, die gerade indizierten Punkte und
die ungerade indizierten Punkte, gegeneinander so zu justieren, daß das Pro-
dukt aller Absta¨nde zwischen Punkten, die in verschiedenen Mengen liegen,
maximal wird. Die beiden Punktemengen sind dabei so angeordnet, daß jeder
Punkt der einen Menge zwei
”
Nachbarn“ aus der anderen Menge besitzt und
umgekehrt.
Die gute Verteilung der Menke-Punkte und die daraus resultierenden nume-
rischen Eigenschaften sind ausfu¨hrlich untersucht worden ([27],[28],[29],[30]).
Fu¨r die Approximation der konformen Abbildung Φ wurde eine von K. Menke
bewiesener Interpolationssatz ([27]) verwendet. Dabei werden um einen be-
stimmten Winkel gedrehte Einheitswurzeln als Knoten verwendet, und der
Quotient aus dem entsprechenden Menke-Punkt und der gedrehten Einheits-
wurzel jeweils als Werte vorgeschrieben. Aus dem Polynom vom Grad 2n−1 ,
das diesen Interpolationsbedingungen genu¨gt, kann die Approximation Φn an
Φ bestimmt werden. Auf kompakten Teilmengen von Ω konvergiet Φn geo-
metrisch gegen Φ ([27]).
Zur praktischen Berechnung der Menke-Punkte hat sich die Kombination
eines globalen und eines lokalen Verfahrens bewa¨hrt: Im ersten Schritt wer-
den Approximationen an das globale Maximum der Resultante Rn durch ein
Simulated Annealing bestimmt. Diese werden im zweiten Schritt als Startwer-
te fu¨r ein Gradientenverfahren mit exakter Liniensuche verwendet. Letzteres
konvergiert schneller als die globale Methode gegen ein nahegelegenes lokales
Maximum der Resultante, das bei ausreichend genauen Startwerten das glo-
bale ist. Eine Beschreibung der verwendeten numerischen Verfahren findet
sich in neueren Lehrbu¨chern der Optimierung (z.B. [10], S. 524 ff. und S. 256
ff.)
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A.1.3 Leja-Punkte
Das zweite Punktsystem, das bei der Berechnung der Bilder 2,16,17 und 23
Verwendung fand, wurde bereits 1950 von F. Leja eingefu¨hrt ([26]). Die Be-
stimmung der n-ten Leja-Punkte (zk)1≤k≤n auf dem Kompaktum A0 kann,
anders als die Berechnung der Fekete- und der Menke-Punkte, in polynomi-
eller Zeit geschehen :
Man startet mit einem beliebigem Punkt z1 ∈ A0 . Sind z1, . . . , zn bereits
bestimmt, so ist zn+1 ∈ A0 derjenige Punkt, der das Produkt der Absta¨nde
zu allen anderen Punkten
n∏
k=1
|z − zk|
maximiert. Die Maße
µn =
1
n
n∑
k=1
δzk ,
die durch eine gleichma¨ßige Massenverteilung auf die n-ten Leja-Punkte de-
finiert sind (δzk ist das Dirac-Maß mit Einheitsmasse in zk), konvergieren
schwach gegen das Gleichgewichtsmaß µ auf A0 ([39], S.258 ff.). Daher kann
G0(z) + log capA0 durch
1
n
n∑
k=1
log |z − zk|
approximiert werden. Einzelheiten finden sich im Buch von E. Saff und
V.Totik ([39], S. 273 f.). Fu¨r die Bestimmung der Feld- und Niveaulinien
von R0 braucht die Konstante log capA0 nicht explizit berechnet zu werden.
Aus der Approximation von G0(z) mit Hilfe der Leja-Punkte kann schließlich
R0(z) bestimmt werde, wie bereits beschrieben wurde.
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A.2 Symbolverzeichnis
N Menge der natu¨rlichen Zahlen mit Ausnahme der
Null
R, C Menge der reellen, komplexen Zahlen
Ĉ = C ∪ {∞}, erweiterte komplexe Zahlen
D = {z ∈ C : |z| < 1}, Einheitskreis
∆ = {z ∈ C : |z| > 1}, A¨ußeres des Einheitskreises
K²(z) = {ζ ∈ C : |z − ζ| < ²}, Kreis um z mit Radius ²
E◦ Menge der inneren Punkte der Menge E
E Abschluß der Menge E
∂E Rand der Menge E
IntΓ Innengebiet der Jordan-Kurve Γ
ExtΓ Außengebiet der Jordan-Kurve Γ
dist(X, z) = inf{|z − ζ| : ζ ∈ X},
Abstand des Punktes z zur Menge X
Ω, Ω˜, Ω′ Gebiete in Ĉ , die ∞ enthalten
A ⊂ Ω, B ⊂ Ω Dirichlet- bzw. Neumann-Rand von Ω (S. 15)
M Minimalgebiet (S. 122)
G(z), R(z) Greensche bzw. Robinsche Funktion mit Pol in ∞
(S. 15)
G(z, ζ), R(z, ζ) Greensche bzw. Robinsche Funktion mit Pol in ζ
(S. 6 f.)
capA Logarithmische Kapazita¨t des Kompaktums A ⊂ C
ρ(A) Robinsche Kapazita¨t der abgeschlossenen
Teilmenge A des Randes von Ω (S. 16)
dΩ(X,Y ) Extremale Distanz der Mengen X und Y bezu¨glich
des Gebietes Ω (S. 105)
ω(z, B,Ω) Harmonisches Maß im Gebiet Ω bezu¨glich B ⊂ ∂Ω ,
ausgewertet in z ∈ Ω
µ(A) Gleichgewichtsmaß der Teilmenge A
des Randes eines Gebietes Ω
M konformer Modul eines Ringgebietes (S. 99)
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∂u
∂n
Ableitung von u in Normalenrichtung (S. 65)
∂u
∂t
Ableitung von u in tangentialer Richtung (S. 65)
∇R Gradient von R
∆R Laplace-Operator, angewendet auf R〈
(x1, x2)
>, (y1, y2)>
〉
= x1y1 + x2y2, Skalarprodukt der Vektoren
(x1, x2)
>, (y1, y2)> ∈ R2
ϑ1, ϑ2, ϑ3, ϑ4 Jacobische Theta-Funktionen
snz Sinus amplitudinis
cnz Cosinus amplitudinis
J(z) = 1
2
· (z + 1
z
)
, Joukowski-Funktion
Σ(Ω) Menge aller konformen Abbildungen f von Ω
mit f(z) = z +O(1) , z →∞
Σ Menge aller konformen Abbildungen f von ∆
mit f(z) = z +O(1) , z →∞
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