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Re´sume´
Dans cette the`se, nous nous inte´ressons a` l’estimation de la synchrone de consom-
mation e´lectrique (courbe moyenne). Etant donne´ que les variables e´tudie´es sont fonc-
tionnelles et que les capacite´s de stockage sont limite´es et les couˆts de transmission
e´leve´s, nous nous sommes inte´resse´s a` des me´thodes d’estimation par sondage, alterna-
tives inte´ressantes aux techniques de compression du signal. Nous e´tendons au cadre
fonctionnel des me´thodes d’estimation qui prennent en compte l’information auxiliaire
disponible afin d’ame´liorer la pre´cision de l’estimateur de Horvitz-Thompson de la
courbe moyenne de consommation e´lectrique. La premie`re me´thode fait intervenir l’in-
formation auxiliaire au niveau de l’estimation, la courbe moyenne est estime´e a` l’aide
d’un estimateur base´ sur un mode`le de re´gression fonctionnelle. La deuxie`me l’utilise au
niveau du plan de sondage, nous utilisons un plan a` probabilite´s ine´gales a` forte entro-
pie puis l’estimateur de Horvitz-Thompson fonctionnel. Une estimation de la fonction
de covariance est donne´e par l’extension au cadre fonctionnel de l’approximation de la
covariance donne´e par Ha´jek. Nous justifions de manie`re rigoureuse leur utilisation par
une e´tude asymptotique. Pour chacune de ces me´thodes, nous donnons, sous de faibles
hypothe`ses sur les probabilite´s d’inclusion et sur la re´gularite´ des trajectoires, les pro-
prie´te´s de convergence de l’estimateur de la courbe moyenne ainsi que de sa fonction
de covariance. Nous e´tablissons e´galement un the´ore`me central limite fonctionnel.
Afin de controˆler la qualite´ de nos estimateurs, nous comparons deux me´thodes
de construction de bande de confiance sur un jeu de donne´es de courbes de charge
re´elles. La premie`re repose sur la simulation de processus gaussiens. Une justification
asymptotique de cette me´thode sera donne´e pour chacun des estimateurs propose´s. La
deuxie`me utilise des techniques de bootstrap qui ont e´te´ adapte´es afin de tenir compte
du caracte`re fonctionnel des donne´es.
Mots cle´s : Approximation de Ha´jek, bande de confiance, bootstrap, donne´es fonc-
tionnelles, estimateur de Horvitz-Thompson, estimateur model-assisted, fonction de
covariance, mode`le line´aire fonctionnel, plan a` probabilite´s ine´gales sans remise, the´o-
re`me central limite fonctionnel, sondage.
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Abstract
In this thesis, we are interested in estimating the mean electricity consumption
curve. Since the study variable is functional and storage capacities are limited or trans-
mission cost are high survey sampling techniques are interesting alternatives to signal
compression techniques. We extend, in this functional framework, estimation methods
that take into account available auxiliary information and that can improve the ac-
curacy of the Horvitz-Thompson estimator of the mean trajectory. The first approach
uses the auxiliary information at the estimation stage, the mean curve is estimated
using model-assisted estimators with functional linear regression models. The second
method involves the auxiliary information at the sampling stage, considering pips (une-
qual probability) sampling designs and the functional Horvitz-Thompson estimator.
Under conditions on the entropy of the sampling design the covariance function of the
Horvitz-Thompson estimator can be estimated with the Ha´jek approximation extended
to the functional framework. For each method, we show, under weak hypotheses on
the sampling design and the regularity of the trajectories, some asymptotic properties
of the estimator of the mean curve and of its covariance function. We also establish a
functional central limit theorem.
Next, we compare two methods that can be used to build confidence bands. The
first one is based on simulations of Gaussian processes and is assessed rigorously. The
second one uses bootstrap techniques in a finite population framework which have been
adapted to take into account the functional nature of the data.
Keywords : Bootstrap, confidence band, covariance function, functional central li-
mit theorem, functional data, functional linear model, Ha´jek variance approximation,
Horvitz-Thompson estimator, model-assisted estimator, survey sampling, unequal pro-
bability sampling without replacement.
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Introduction
Afin de mieux inte´grer les e´nergies renouvelables intermittentes de´centralise´es et
d’ame´liorer la gestion du re´seau de distribution, l’ensemble des compteurs e´lectriques
vont eˆtre remplace´s dans les anne´es a` venir par des compteurs communicants. Ceux-ci
permettrons e´galement aux clients d’eˆtre acteurs de leur propre consommation. Elec-
tricite´ de France (EDF) aura alors la possibilite´ de mesurer la courbe de consommation
e´lectrique de chacun de ses clients a` des pas potentiellement tre`s fins (10 minutes, 1/2
heure, etc.). Cependant la mise en place de cette installation soule`ve de nouvelles pro-
ble´matiques informatiques et statistiques : comment rapatrier, stocker et analyser de
tre`s grandes bases de donne´es concernant des phe´nome`nes qui e´voluent au cours du
temps ? Des travaux de recherches sont actuellement en cours a` EDF afin d’e´laborer
un syste`me d’information permettant de ge´rer et d’utiliser au mieux ces informations
(techniques de re´sume´ et d’analyse de flux de donne´es, techniques d’e´chantillonnage et
d’estimation de´veloppe´es dans le cadre de la the´orie des sondages). Dans cette the`se,
nous allons plus particulie`rement nous inte´resser a` l’estimation de la courbe moyenne
de la consommation e´lectrique par sondage. Les pas de discre´tisation e´tant tre`s fins, les
unite´s statistiques e´tudie´es peuvent eˆtre conside´re´es comme des fonctions du temps.
Nous pouvons alors faire appel a` des outils d’analyse de donne´es fonctionnelles pour
de´crire les donne´es et construire des mode`les statistiques. Ces outils sont apparus dans
les anne´es 1970 (Deville (1974), Dauxois et Pousse (1976)) mais se sont re´ellement
de´veloppe´s au cours des anne´es 1990 avec l’augmentation des performances des ordi-
nateurs et des capacite´s de stockage. Les applications concernent diffe´rents domaines
tels que l’e´conomie, la me´decine ou encore la te´le´de´tection. Dans leur livre Ramsay et
Silverman (2005) pre´sentent un panorama des diffe´rentes techniques d’analyse fonc-
tionnelle : analyse en composantes principales fonctionnelle, mode`le de re´gression pour
des variables explicatives et/ou explique´es fonctionnelles, etc. Nous trouvons e´galement
dans cet ouvrage des me´thodes de lissage par splines, noyaux ou polynoˆmes locaux qui
permettent de prendre en compte le sche´ma de discre´tisation dans les me´thodes d’ana-
lyse fonctionnelle. Dans leur ouvrage, Ferraty et Vieu (2006) proposent e´galement des
me´thodes non-parame´triques.
Avec la mise en place des nouveaux compteurs, nous serons amene´s a` travailler
sur une base de donne´es tre`s grande : 140 Te´ra Octet seront ne´cessaires pour sto-
cker la consommation au pas 10 minutes pendant un an des 35 millions d’individus.
Il sera alors impossible de collecter, stocker et analyser l’ensemble de ces donne´es.
Chiky (2009) a montre´ que lorsqu’on s’inte´resse a` des indicateurs simples, tels que la
moyenne, les techniques de sondages sont une alternative inte´ressante aux techniques
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de compression du signal et qu’elles permettent d’obtenir des estimations pre´cises a` un
couˆt raisonnable.
Les travaux reliant analyse de donne´es fonctionnelles et the´orie des sondages sont
encore peu nombreux dans la litte´rature statistique. L’estimateur de Horvitz-Thompson
d’une courbe moyenne a e´te´ introduit par Cardot et al. (2010a) et ses proprie´te´s de
convergence uniforme ont e´te´ de´montre´es par Cardot et Josserand (2011). Lorsque le
the´ore`me central limite est satisfait et que l’on dispose d’un estimateur pre´cis de la
fonction de covariance, Cardot et al. (2012) ont donne´ une justification asymptotique
d’une me´thode de construction de bandes de confiance. Ils de´terminent a` l’aide de
simulations la loi du supremum d’un processus gaussien centre´ dont la fonction de
covariance est la fonction de covariance estime´e sur l’e´chantillon. Certaines me´thodes
ont e´galement e´te´ de´veloppe´es pour prendre en compte l’information auxiliaire dispo-
nible et ainsi ame´liorer la pre´cision de l’estimateur de Horvitz-Thompson. Cardot et
Josserand (2011) ont estime´ la courbe de consommation a` partir d’un sondage stratifie´
a` allocation optimale fonctionnelle. Cardot et al. (2010b) proposent e´galement une ap-
proche mode`le assiste´ semi-parame´trique base´e sur l’analyse en composante principale
fonctionnelle. L’estimation de la me´diane fonctionnelle par sondage a e´te´ e´tudie´e par
Chaouch et Goga (2012).
L’objectif de la pre´sente the`se est d’e´tendre au cadre fonctionnel des me´thodes
d’estimation qui prennent en compte l’information auxiliaire disponible pour ame´liorer
la pre´cision de l’estimateur de la courbe moyenne de consommation et de justifier de
manie`re rigoureuse leur utilisation par une e´tude asymptotique. La premie`re me´thode
mise en place est base´e sur un mode`le de re´gression fonctionnelle et la seconde utilise
un plan a` probabilite´s ine´gales a` forte entropie et l’estimateur de Horvitz-Thompson
fonctionnel. Afin de controˆler la qualite´ de ces estimations, nous avons compare´ deux
me´thodes de construction de bandes de confiance sur un jeu de donne´es de courbes de
charge de EDF. La premie`re a e´te´ propose´e par Cardot et al. (2012) et elle est base´e
sur la simulation de processus gaussien. La deuxie`me fait intervenir des techniques de
Bootstrap (Booth et al. (1994), Chauvet (2007)) qui ont e´te´ adapte´es afin de tenir
compte du caracte`re fonctionnel des donne´es. Ces me´thodes pourront par la suite
eˆtre utilise´es pour ame´liorer la connaissance par usage (chauffage, eau chaud sanitaire,
voiture e´lectrique, etc.) ou par segment de client (type de tarif, re´sidentiels, industriels)
afin de proposer de nouvelles offres tarifaires mieux adapte´es aux nouveaux usages.
Elles permettront enfin de mieux e´quilibrer l’offre et la demande en e´lectricite´.
Le chapitre 1 pre´sente quelques rappels sur la the´orie des sondages en population
finie. Nous de´crivons quelques me´thodes qui permettent de prendre en compte les va-
riables auxiliaires pour ame´liorer la pre´cision de l’estimateur de Horvitz-Thompson :
tirage a` probabilite´s ine´gales, post-stratification, calage, estimateur assiste´ par un mo-
de`le. Nous introduisons e´galement la notion d’asymptotique en the´orie des sondages.
Nous pre´sentons e´galement des me´thodes qui permettent d’estimer la pre´cision de
l’estimateur sans utiliser une formule analytique de la variance. Pour finir, nous intro-
duisons l’estimateur de Horvitz-Thompson d’une courbe moyenne et nous de´finissons
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les notions de convergence dans l’espace fonctionnel.
Dans le chapitre 2, nous proposons d’estimer la courbe moyenne a` l’aide d’un
estimateur base´ sur un mode`le de re´gression fonctionnelle (Faraway (1997), Ramsay
et Silverman (2005)). Celui-ci peut eˆtre vu comme une extension directe au cadre
fonctionnel de l’estimateur par la re´gression ge´ne´ralise´e (GREG) e´tudie´ par Robinson
et Sa¨rndal (1983) et Sa¨rndal et al. (1992). Sous des hypothe`ses classiques sur le plan
de sondage et sur la re´gularite´ des trajectoires, nous montrons la convergence uniforme
de notre estimateur ainsi que de celle de sa fonction de variance estime´e. Enfin, nous
de´montrons le the´ore`me central limite fonctionnel.
Dans le chapitre 3, nous proposons, pour les plans a` forte entropie, d’estimer la
fonction de covariance de l’estimateur de Horvitz-Thompson par l’extension au cadre
fonctionnel de l’approximation de Ha´jek (1964). L’inte´reˆt de cette approximation est
qu’elle ne fait intervenir que les probabilite´s d’inclusion d’ordre un. Nous montrons
que, sous certaines hypothe`ses sur les probabilite´s d’inclusion et sur la re´gularite´ des
trajectoires, l’estimateur de la fonction de variance converge uniforme´ment vers la fonc-
tion de variance de Horvitz-Thompson. Dans le cas d’un tirage re´jectif, nous donnons
e´galement sa vitesse de convergence. Enfin nous appliquons cette me´thode d’estimation
sur un jeu de donne´es de courbes de consommation.
Dans le chapitre 4, nous pre´sentons deux algorithmes de construction de bande de
confiance. Le premier est base´ sur la simulation de processus gaussien et s’inspire de
techniques base´es sur l’estimation de la fonction de covariance de l’estimateur (Cardot
et al. (2012)). Une justification asymptotique pour les plans a` forte entropie et pour
l’estimation base´e sur un mode`le de re´gression fonctionnelle est donne´e. Le deuxie`me
repose sur des techniques de Bootstrap adapte´es aux populations finies. Une compa-
raison des diffe´rentes strate´gies est faite a` partir de l’estimation des courbes de charge
d’EDF.
Dans l’annexe A, nous essayons d’apporter un de´but de re´ponse a` la question
suivante : Est-ce que l’utilisation de variables auxiliaires telles que la tempe´rature
exte´rieure permet d’ame´liorer la pre´cision de l’estimateur de la courbe moyenne de
consommation e´lectrique des particuliers ? Une description du mode`le d’estimation
mis en place sera donne´e. Nous comparerons ensuite sa pre´cision a` celles de plans plus
classiques. Pour des raisons de confidentialite´ certaines parties de l’e´tude ne sont pas
pre´sente´es dans ce document.
18 Introduction
Ces diffe´rents travaux ont fait l’objet de plusieurs rapports techniques
– H. Cardot, A. Dessertaine, C. Goga, E. Josserand et P. Lardin. Comparaison
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l’estimation de la moyenne de donne´es fonctionnelles : une illustration sur la
consommation e´lectrique. A paraitre dans Survey Methodology et disponible sur
http ://hal.archives-ouvertes.fr/docs/00/71/47/29/PDF/Rev1fCDGJL2012.pdf.
– H. Cardot, C. Goga et P. Lardin. Uniform convergence and asymptotic confidence
bands for model-assisted estimators of the mean of sampled functional data. En
re´vision dans Electronic Journal of Statistics et disponible sur arXiv
http ://arxiv.org/pdf/1204.6382.pdf.
– H. Cardot, C. Goga et P. Lardin. Variance estimation and asymptotic confidence
bands for the mean estimator of sampled functional data with high entropy une-
qual probability sampling designs. Soumis a` Scandinavian Journal of Statistics
et disponible sur http ://arxiv.org/pdf/1209.6503v2.pdf.
et de pre´sentations a` des confe´rences
– P. Lardin, H. Cardot, A. Dessertaine, C. Goga et E. Josserand. Estimation and
confidence bands for the mean electricity consumption curve : a comparison of
unequal probability sampling designs and model-assisted approaches. ISI, Dublin,
2011.
– P. Lardin, H. Cardot et C. Goga. Convergence uniforme de l’estimateur d’une
trajectoire moyenne assiste´e par un mode`le de re´gression line´aire fonctionnelle.
Journe´e de Statistiques, Bruxelles, 2012.
– P. Lardin, H. Cardot et C. Goga. The´ore`me centrale limite et bandes de confiance
asymptotiques pour l’estimation de la moyenne de donne´es fonctionnelles pour
des plans a` probabilite´s ine´gales. Colloque francophone sur les sondages, Rennes,
2012.
Chapitre 1
Quelques rappels sur les sondages
Dans ce chapitre, nous rappelons quelques e´le´ments de la the´orie des sondages qui
nous seront utiles dans les chapitres suivants. Nous pre´sentons quelques me´thodes d’es-
timation qui utilisent l’information auxiliaire afin d’ame´liorer la pre´cision de l’estima-
teur de Horvitz-Thompson : tirage a` probabilite´s ine´gales, post-stratification, calage,
estimateur assiste´ par un mode`le. Nous introduisons e´galement la notion d’asympto-
tique en the´orie des sondages. Nous pre´sentons ensuite des me´thodes qui permettent
d’estimer la pre´cision de l’estimateur sans utiliser une formule analytique de la variance.
Pour de plus amples de´tails, on pourra se re´fe´rer aux ouvrages suivants : Sa¨rndal et al.
(1992), Tille´ (2001) et Ardilly (2006). Pour finir, nous introduisons l’estimateur de
Horvitz-Thompson d’une courbe moyenne et nous de´finissons les notions de conver-
gence dans l’espace fonctionnel.
1.1 Notations
Conside´rons une population finie U compose´e de N e´le´ments
U = {u1, ..., uk, ..., uN} = {1, ..., k, ...,N},
ou` pour simplifier, nous identifions le k-e`me e´le´ment de U note´ uk par k. Dans la suite,
nous supposons que les individus k peuvent eˆtre identifie´s sans ambigu¨ıte´.
Soit Y une variable d’inte´reˆt de´finie pour chaque individu k de la population U . On
notera Yk la valeur de Y prise par l’individu k. L’objectif est d’estimer une fonction de
la variable d’inte´reˆt
θ = θ(Yk, k ∈ U)
que l’on appellera parame`tre d’inte´reˆt ou fonctionnelle et d’e´valuer la pre´cision de cette
estimation. Parmi les fonctionnelles les plus couramment e´tudie´es nous retrouvons :
– le total
tY = ∑
k∈U Yk,
– la moyenne
µY = 1
N
∑
k∈U Yk,
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– la variance
σ2Y = 1N ∑k∈U(Yk − µY )2.
On peut e´galement s’inte´resser a` des fonctionnelles plus complexes, telles que
– le ratio des totaux de deux variables Y et Z
R = tY
tZ
,
– le fractile fα d’ordre α de la variable Y
fα = Inf{x;F (x) ≥ α} ou` F (x) = 1N ∑k∈U 1{Yk≤x},
avec 1{Yk≤x} = 1 si Yk ≤ x, et 0 sinon.
Si nous effectuons un recensement de la population, il est the´oriquement possible
d’obtenir les valeurs des diffe´rentes fonctionnelles. Cependant dans la pratique, il est
difficile de mettre en place un recensement et ce pour diffe´rentes raisons :
– Ce type d’ope´ration est tre`s couˆteux (mise en place, collecte de l’information,
exploitation des donne´es, etc.).
– Cela ne permet pas d’obtenir des estimations rapides des fonctionnelles.
On se contente donc ge´ne´ralement de faire une enqueˆte par sondage. Cela permet,
notamment, d’obtenir des estimations beaucoup plus rapidement (moins de temps de
saisie et de controˆle), de diminuer les couˆts et d’approfondir certains domaines qui ne
peuvent eˆtre qu’eﬄeure´s lors des recensements (cf. Ardilly (2006), chapitre 1).
Nous supposerons que l’e´chantillon s de taille ns est tire´ selon un plan de sondage
p(s) sans remise, ou` p(.) est une loi de probabilite´ sur l’ensemble des parties S de U .
Le plan de sondage p ve´rifie
∀s ⊂ S p(s) ≥ 0 et ∑
s⊂S p(s) = 1.
Le plan de sondage p sera dit de taille fixe si la taille de l’e´chantillon est fixe´e. Dans
ce cas, on notera n la taille de l’e´chantillon. Par la suite nous e´tudierons principalement
des plans de sondage a` taille fixe.
On notera Ep(.) (respectivement Vp(.)) l’espe´rance (respectivement la variance)
sous le plan de sondage p. Pour un estimateur θˆ de θ, on a
Ep(θˆ) = ∑
s⊂S p(s)θˆ(s)
et
Vp(θˆ) = ∑
s⊂S p(s) (θˆ(s) −Ep(θˆ))2 .
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1.2 Estimateur de Horvitz-Thompson
Notons 1k = 1k∈s l’indicatrice d’appartenance de l’individu k a` l’e´chantillon s.
Pour un plan de sondage p(.), on appelle probabilite´ d’inclusion d’ordre un la pro-
babilite´ pik de l’individu k d’eˆtre se´lectionne´ dans un e´chantillon. Pour tout k ∈ U ,
pik = Pr(k ∈ s) =∑
s∋k p(s).
On appelle probabilite´ d’inclusion d’ordre deux la probabilite´ pikl que deux unite´s
distinctes k et l soient se´lectionne´es dans un e´chantillon. Pour tous k, l ∈ U
pikl = Pr(k ∈ s et l ∈ s) = ∑
s∋k&l p(s).
Par la suite, nous allons supposer que les probabilite´s d’inclusion pik et pikl sont
strictement positives pour tout k ≠ l ∈ U .
Nous pouvons facilement montrer les re´sultats suivants (cf. Tille´ (2001), chapitre
3).
Re´sultat 1.1. Pour un plan de sondage p(.) fixe´, la fonction 1k a les proprie´te´s
suivantes :
– Ep(1k) = pik ;
– Vp(1k) = pik(1 − pik) = ∆kk ;
– Covp(1k,1l) = pikl − pikpil = ∆kl, k ≠ l pour tous k, l ∈ U .
Re´sultat 1.2. Soit p un plan de taille fixe e´gale a` n. Alors :
– ∑
U
pik = n ;
– ∑
k≠l∑U pikl = n(n − 1) ;
– ∑
k≠l,l∈U pikl = (n − 1)pik.
The´ore`me 1.1. Horvitz et Thompson (1952)
Si pour toute unite´ k ∈ U on a pik > 0, alors
tˆY =∑
k∈s
Yk
pik
= ∑
k∈U
Yk
pik
1k
est un estimateur sans biais de tY .
Cet estimateur est appele´ estimateur de Horvitz-Thompson ou pi-estimateur du
total tY . On utilise e´galement le terme estimateur par les valeurs dilate´es puisqu’il
s’agit d’un estimateur ponde´re´ qui affecte un poids dk = 1/pik ≥ 1 a` chaque unite´ k
de l’e´chantillon. Ainsi, chaque unite´ k de l’e´chantillon repre´sente 1/pik unite´s de la
population dans l’estimation du total.
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Remarque 1.1.
1. L’estimateur de Horvitz-Thompson est le seul estimateur line´aire sans biais d’un
total de la forme ∑
k∈swkYk
, ou` les wk ne de´pendent pas de l’e´chantillon (cf. Ardilly (2006), chapitre 2).
2. La partie ale´atoire de l’estimateur repose uniquement sur la se´lection ou la non-
se´lection d’un individu dans l’e´chantillon.
La variance de l’estimateur de Horvitz-Thompson est donne´e par le the´ore`me sui-
vant :
The´ore`me 1.2. Horvitz et Thompson (1952)
L’estimateur de Horvitz-Thompson tˆY a pour variance
Vp(tˆY ) = ∑
k∈U∑l∈U Ykpik Ylpil (pikl − pikpil).
Si pikl > 0, ∀k, l ∈ U , alors un estimateur non biaise´ de cette variance est donne´ par
Vˆp(tˆY ) =∑
k∈s∑l∈s Ykpik Ylpil pikl − pikpilpikl .
Lorsque le plan est de taille fixe, Sen (1953) et Yates et Grundy (1953) ont montre´
qu’il est possible de reformuler la variance.
The´ore`me 1.3. Sen (1953) ; Yates et Grundy (1953)
Si le plan est de taille fixe, l’estimateur de Horvitz-Thompson tˆY a pour variance
Vp(tˆY ) = −1
2
∑
k∈U ∑l≠k∈U ∆kl (Ykpik − Ylpil )
2
, (1.1)
ou` ∆kl = pikl −pikpil et ∆kk = pik(1−pik). Cette variance peut eˆtre estime´e sans biais par
Vˆp(tˆY ) = −1
2
∑
k∈s ∑l≠k∈s ∆klpikl (Ykpik − Ylpil )
2
(1.2)
si pikl > 0 ∀k, l ∈ U . Cet estimateur est appele´ estimateur de Sen-Yates-Grundy.
Une condition suffisante pour que cet estimateur soit positif est que les conditions
de Sen-Yates-Grundy soient satisfaites, i.e.
pikpil − pikl ≥ 0 ∀k ≠ l ∈ U.
Nous verrons dans le chapitre 3 que ces conditions sont satisfaites asymptotique-
ment pour les plans a` forte entropie.
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Exemple : Sondage ale´atoire simple sans remise, note´ SRSWOR
Le sondage ale´atoire simple sans remise est tre`s utilise´ en pratique et a la proprie´te´
de ne ne´cessiter aucune information auxiliaire sur les individus lors de sa mise en œuvre.
Il est a` la base de plans de sondage plus complexes tels que le sondage stratifie´ et le
sondage a` plusieurs degre´s.
Le sondage ale´atoire simple sans remise consiste a` tirer un e´chantillon de taille n
parmi les N individus de la population sans faire intervenir d’information auxiliaire
et sans manipulation pre´alable sur les individus de la population. Un tirage ale´atoire
simple sans remise attribue a` tous les e´chantillons de meˆme taille n fixe´e, la meˆme pro-
babilite´ d’eˆtre tire´. Ainsi un e´chantillon s de taille n a une probabilite´ de se´lection p(s)
e´gale a` l’inverse du nombre d’e´chantillons distincts de taille n que l’on peut constituer
a` partir d’une population de taille N :
p(s) = ⎧⎪⎪⎨⎪⎪⎩
1
CnN
si #(s) = n
0 sinon
Les probabilite´s d’inclusion du premier et du second ordre peuvent eˆtre facilement
calcule´es,
pik = Cn−1N−1
CnN
= n
N
, k ∈ U,
pikl = Cn−2N−2
CnN
= n(n − 1)
N(N − 1) , k ≠ l ∈ U.
L’estimateur de Horvitz-Thompson µˆY de la moyenne µY devient simplement
µˆY = 1
n
∑
k∈sYk (1.3)
et sa variance est donne´e par
V (µˆY ) = ( 1
n
− 1
N
)S2Y,U (1.4)
avec S2Y,U = 1N−1∑
U
(Yk − µY )2.
Celle-ci peut eˆtre estime´e par
Vˆ (µˆY ) = ( 1
n
− 1
N
)S2Y,s
avec S2Y,s = 1n−1∑
s
(Yk − µˆY )2.
1.3 Prise en compte de l’information auxiliaire
Il est bien connu que la consommation e´lectrique des individus est fortement de´-
pendante de variables telles que leurs consommations passe´es, les caracte´ristiques ge´o-
graphiques ou me´te´orologiques. Celles-ci peuvent eˆtre prises en compte dans le plan
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de sondage. Une premie`re possibilite´ est d’utiliser ces variables auxiliaires au niveau
du tirage de l’e´chantillon : sondage stratifie´, sondage a` probabilite´s ine´gales, sondage
e´quilibre´, etc. Une autre possibilite´ est de faire intervenir cette information au niveau
de l’estimation : post-stratification, calage, approche assiste´e par un mode`le, etc. Dans
les sections suivantes, nous allons de´tailler quelques unes de ces me´thodes. Pour plus
de de´tails, on pourra se re´fe´rer a` Ardilly (2006), Tille´ (2001) et Sa¨rndal et al. (1992).
1.3.1 Au niveau du tirage de l’e´chantillon
Le sondage stratifie´, note´ STRAT
Nous supposons que la population U est partitionne´e en H strates, U1, ..., UH , de
taille N1, ...,NH connues. Les strates ve´rifient donc
H⋃
h=1Uh = U et Ui⋂Uj = ∅ pour i ≠ j
et
N1 + ... +NH = N.
Pour constituer notre e´chantillon, nous pre´levons inde´pendamment dans chaque strate
Uh un e´chantillon sh de taille nh, selon un plan de sondage quelconque. Ainsi l’estima-
teur de Horvitz-Thompson du total est de´fini par
tˆstrat = H∑
h=1 ∑k∈sh Ykpik =
H∑
h=1 tˆh,
ou` tˆh de´signe l’estimateur de Horvitz-Thompson du total de Y dans la strate Uh.
L’inde´pendance entre les tirages permet de calculer simplement sa variance par
V (tˆstrat) = H∑
h=1V (tˆh). (1.5)
Par exemple, si nous effectuons un sondage ale´atoire simple sans remise a` l’inte´rieur
de chaque strate nous obtenons,
tˆstrat = H∑
h=1
Nh
nh
∑
k∈sh Yk
et
V (tˆstrat) = H∑
h=1N2h ( 1nh − 1NH )S2Y,Uh .
L’estimateur du total et sa variance de´pendent alors directement de la taille nh de
l’e´chantillon sh dans la strate h. Diffe´rentes me´thodes ont e´te´ propose´es pour choisir
les tailles nh. Une premie`re possibilite´ est de conside´rer une allocation proportionnelle
nh
Nh
= n
N
, h = 1, ...,H. (1.6)
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Pour utiliser cette allocation, il suffit de connaitre la taille Nh de chaque strate h ou
bien Nh/N . En ge´ne´ral, en utilisant un plan stratifie´ avec allocation proportionnelle on
obtient de meilleurs re´sultats qu’avec un sondage ale´atoire simple sans remise. En effet,
en stratifiant, nous diminuons la variance entre les strates. Ainsi le gain est d’autant
plus grand que la dispersion inter strates est grande, c’est-a`-dire que les moyennes des
strates sont e´loigne´es les unes des autres.
Toutefois, l’allocation proportionnelle ne conduit ge´ne´ralement pas au meilleur plan
de sondage stratifie´. Si on souhaite estimer une moyenne ou un total, Neyman (1934)
a montre´ qu’il existe une allocation optimale des strates pour une taille d’e´chantillon
fixe´e. Il faut de´terminer les tailles nh des strates sh telles que la variance de l’esti-
mateur de Horvitz-Thompson soit minimale pour une taille d’e´chantillon et un couˆt
d’enqueˆte fixe´s. Lorsque le couˆt d’enqueˆte par strate est constant, on doit donc re´soudre
le proble`me suivant
min(n1,...,nH)V (tˆstrat) sous la contrainte H∑h=1nh = n et nh > 0, h = 1, ...,H
La solution est obtenue en introduisant un multiplicateur de Lagrange dans le
proble`me d’optimisation (cf. par exemple Cochran (1977)) et
nh = n NhSY,Uh∑Hj=1NjSY,Uj , h = 1, ...,H. (1.7)
La valeur des e´carts-types SY,Uh n’est jamais connue. Cependant, si nous disposons
d’une variable X connue sur l’ensemble de la population et tre`s corre´le´e a` notre variable
d’inte´reˆt, nous pouvons calculer les tailles des e´chantillons a` se´lectionner en substituant
les e´carts-types de la variable Y par ceux de la variable X. Ainsi la taille nh sera de´finie
par
nh = n NhSX,Uh∑Hj=1NjSX,Uj , h = 1, ...,H (1.8)
et on parle alors d’allocation X-optimale.
Le gain en pre´cision entre l’allocation optimale et l’allocation proportionnelle de´-
pend directement de la variance des e´carts-types des strates V (SY,Uh), h = 1, ...,H.
Plus l’ampleur des dispersions change en passant d’une strate a` l’autre, plus le gain duˆ
a` la stratification optimale est important (cf. Tille´ (2001)).
Plan de sondage e´quilibre´
Conside´rons maintenant p variables auxiliaires re´elles X1, ...,Xp observe´es pour
tous les individus de la population U . Soit xk = (x1k, ..., xpk)′ le vecteur des variables
auxiliaires observe´es pour le k-e`me individu.
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Un plan de sondage p(.) est dit e´quilibre´ sur les variables X1, ...,Xp si pour tout
e´chantillon s tel que p(s) > 0, on a
∑
k∈s
xkj
pik
= tXj ∀i = 1, ..., p, (1.9)
ou` tXj est le total de la variable Xj sur la population U .
Lorsqu’on effectue un tirage a` probabilite´s e´gales, l’e´quilibrage assure la repre´sen-
tativite´ du sondage selon les variables X1, ...,Xp.
Pour obtenir un e´chantillon e´quilibre´, nous pouvons utiliser l’algorithme du cube
de´veloppe´ par Deville et Tille´ (2004). Si nous e´quilibrons uniquement sur le vecteur
des probabilite´s d’inclusion pi = (pi1, ..., pik), nous obtenons un e´chantillon a` probabilite´s
ine´gales sans remise de taille fixe, puisque ∑k∈s pikpik = n et ∑k∈U pik = n (cf. Re´sultat 1.2).
Lorsque la taille de l’e´chantillon est ”grande”, nous pouvons approximer la variance
de tˆY par
V (tˆY ) ≃ N∑
k=1
1 − pik
pik
(Yk − x′kβ)2
avec β = (∑Nk=1 1−pikpik xkx′k)−1 (∑Nk=1 1−pikpik xkYk) (cf. Ardilly (2006), chapitre 2).
Ainsi, la variance de l’estimateur tˆY est faible lorsque les re´sidus ponde´re´s de la
re´gression line´aire des Yk sur le vecteur xk sont faibles.
Plan a` probabilite´s ine´gales sans remise
Soit X une variable auxiliaire observe´e sur l’ensemble de la population U . On
note xk la valeur de X pour l’individu k. Si le plan est de taille fixe, la variance de
l’estimateur de Horvitz-Thompson de la moyenne vaut (cf. The´ore`me 1.3)
Vp(µˆY ) = − 1
N2
1
2
∑
k∈U ∑l≠k∈U ∆kl (Ykpik − Ylpil )
2
.
On voit que si les probabilite´s d’inclusion pik sont proportionnelles aux valeurs xk et
que les xk sont approximativement proportionnelles aux Yk, alors Yk/pik sera ”presque”
constant et par conse´quent, la variance sera tre`s proche de ze´ro. L’usage des plans
a` probabilite´s ine´gales est particulie`rement inte´ressant lorsque les variables sont lie´es
par un effet de taille. Par exemple, dans notre application, nous voulons estimer la
consommation moyenne sur notre population et nous disposons pour chaque individu
de sa consommation ante´rieure. Cette variable est tre`s corre´le´e a` notre variable d’inte´reˆt
(cf. Figure 1.1), il sera donc inte´ressant de faire un e´chantillonnage a` probabilite´s
proportionnelles a` cette variable.
Supposons que la variable auxiliaire X est a` valeur positive et tre`s corre´le´e positi-
vement a` la variable d’inte´reˆt. Il est alors possible de de´finir les probabilite´s d’inclusion
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Figure 1.1 – Repre´sentation de la consommation a` un instant t en fonction de la
consommation moyenne de la semaine pre´ce´dente.
pik par
pik = n xk∑k∈U xk , k ∈ U. (1.10)
Les plans de sondage qui ve´rifient cette proprie´te´ seront appele´s plans de sondage pips.
Notons que si certaines valeurs xk sont tre`s e´leve´es et n est grand, cette me´thode
peut conduire a` des pik > 1. Dans ce cas, nous se´lectionnons automatiquement ces unite´s
et nous recalculons les probabilite´s d’inclusion pik sans les individus de´ja` se´lectionne´s.
Nous re´pe´tons cet algorithme jusqu’a` ce que toutes les valeurs de pik soient infe´rieures
ou e´gales a` 1 (cf. Tille´ (2001), chapitre 5). Nous utilisons l’estimateur de Horvitz-
Thompson avec pik de´finie par (1.10) pour estimer la moyenne µY .
Remarque 1.2. Si la variable auxiliaire X n’est pas lie´e a` la variable d’inte´reˆt ou
si elle est corre´le´e ne´gativement, un e´chantillonnage a` probabilite´s ine´gales avec l’es-
timateur de Horvitz-Thompson peut s’ave´rer catastrophique (cf. Tille´ (2001), chapitre
5).
Il existe, dans la litte´rature, de tre`s nombreux algorithmes d’e´chantillonnage a`
probabilite´s ine´gales qui ont e´te´ conc¸us pour ve´rifier le plus possible les 6 crite`res
suivants (Sa¨rndal et al. (1992), Brewer et Hanif (1983)) :
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a. La se´lection de l’e´chantillon doit eˆtre relativement simple.
b. La taille de l’e´chantillon est fixe´e.
c. Les probabilite´s d’inclusion d’ordre un sont strictement proportionnelles a` xk,
k = 1, ...,N.
d. Les probabilite´s d’inclusion d’ordre deux sont strictement positives (condition
ne´cessaire pour avoir un estimateur de la variance non-biaise´).
e. Les probabilite´s d’ordre deux doivent eˆtre facilement calculables.
f. Les probabilite´s d’inclusion d’ordre deux doivent ve´rifier les conditions de Sen-
Yates-Grundy : pikl − pikpil ≤ 0 ∀k ≠ l ∈ U .
Beaucoup de me´thodes ont de´ja` e´te´ propose´es (Tille´ (2006), Madow (1949)) mais
aucune ne posse`de toutes les proprie´te´s e´nonce´es. Dans cette partie, nous avons de´cide´
de de´tailler plus particulie`rement les plans a` forte entropie.
Plan de Poisson
Le plan de Poisson est la ge´ne´ralisation aux probabilite´s ine´gales du tirage de
Bernoulli. L’e´chantillon est compose´ de tous les e´le´ments k de U qui satisfont k < pik,
ou`, pour tout k ∈ U , les k sont des re´alisations inde´pendantes d’une variable ale´atoire
de distribution uniforme sur l’intervalle [0,1] et les pik sont les probabilite´s d’inclusion
du premier degre´. La taille ns de l’e´chantillon est ale´atoire.
Les unite´s sont se´lectionne´es inde´pendamment les unes des autres, on a donc pikl =
pikpil et ∆kl = 0 pour tous k ≠ l ∈ U . Le plan de sondage est donne´ par
p(s) =∏
k∈spik ∏k∈U−s(1 − pik).
L’inte´reˆt du plan de Poisson de´coule de son extreˆme simplicite´ de mise en œuvre,
mais aussi du fait qu’il maximise le crite`re d’entropie pour des probabilite´s d’inclusion
donne´es.
De´finition 1.1. L’entropie d’un plan est de´finie par
I(p) = −∑
s⊂S p(s) log(p(s)), (1.11)
ou` on suppose que 0 log(0) = 0
L’entropie permet de mesurer l’inde´pendance entre les tirages des individus, plus
elle sera e´leve´e plus les pikl seront proches de pikpil, pour k ≠ l. Le plan de Poisson est
donc le plan le plus ale´atoire possible (au sens de l’entropie) qui respecte des probabi-
lite´s d’inclusion d’ordre un fixe´es a` priori (cf. Ha´jek (1981), chapitre 3). L’inconve´nient
de ce plan est qu’il ne respecte pas la condition b. La taille de l’e´chantillon est ale´atoire
et il y a une probabilite´ non nulle de se´lectionner un e´chantillon vide ou l’ensemble de
la population.
Tirage re´jectif
Chen et al. (1994) et Ha´jek (1964) ont montre´ que, si les probabilite´s d’inclusion
pi = (pi1, .., piN) et la taille de l’e´chantillon sont fixe´es, le tirage re´jectif, note´ R(s), est le
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plan qui a la plus forte entropie. Ce plan peut eˆtre vu comme un tirage de Poisson de
probabilite´ d’inclusion p = (p1, .., pN) conditionne´ par la taille de l’e´chantillon ns = n
avec n = ∑k∈U pik. Par conse´quent le tirage re´jectif peut-eˆtre de´fini par
R(s) = { c∏k∈s pk∏k∈U∖s(1 − pk) si l’e´chantillon est de taille n
0 sinon
ou` la constante c est choisie de telle sorte que ∑s∈S R(s) = 1 avec S l’ensemble de tous
les e´chantillons possibles.
Diffe´rents algorithmes existent dans la litte´rature pour exprimer le vecteur p en
fonction des pi et vice-versa (cf. Tille´ (2006), Chen et al. (1994), Deville (2000)).
Sondage de Rao-Sampford
La premie`re unite´ est se´lectionne´e avec des probabilite´s de tirage pk = pik/n. Les
n− 1 unite´s restantes sont tire´es avec remise a` l’aide de probabilite´s proportionnelles a`
pik/(pik − 1).
Si toutes les unite´s se´lectionne´es sont diffe´rentes nous acceptons l’e´chantillon, si-
non nous le rejetons et nous recommenc¸ons l’algorithme de tirage. Les probabilite´s
d’inclusion d’ordre un sont e´gales a` pi1, ..., piN (Ha´jek (1981)).
Pour de nombreux plans a` probabilite´s ine´gales (tirage re´jectif, tirage successif),
l’estimation directe de la variance en utilisant (1.2) est impossible, car les probabilite´s
d’inclusion d’ordre deux ne sont pas connues exactement. Sa¨rndal et al. (1992) pro-
posent d’estimer la variance V (tˆY ) par la variance de l’estimateur de Hansen-Hurvitz
VHH(tˆY ) = 1
N2
1
n(n − 1)∑s (Ykpik − 1n∑s Ykpik )
2
obtenu dans le cas d’un plan avec remise (cf. Hansen et Hurvitz (1943)). L’inconve´nient
de cet estimateur est qu’il est ge´ne´ralement biaise´ (cf. Sa¨rndal et al. (1992)).
Pour les plans a` forte entropie, des formules d’approximation de la variance d’un
parame`tre univarie´ ne faisant pas intervenir les pikl ont e´te´ propose´es dans la litte´rature
(Ha´jek (1964), Deville et Tille´ (2005)). Dans le cas d’un tirage re´jectif, Ha´jek (1964)
a propose´ une approximation asymptotique de la variance qui ne fait intervenir que
les probabilite´s d’inclusion d’ordre un et qui est facile a` calculer. Cette approximation
est e´galement tre`s efficace quand le plan est proche de l’entropie maximale (cf. Berger
(1998a)).
Une formule ge´ne´rale de l’approximation de la variance, dans le cas d’un sondage
sans remise proche de l’entropie maximale, est donne´e par (cf. Deville et Tille´ (2005))
Vapprox(tˆY ) = ∑
k∈U
bk
pi2k
(Yk − Y ∗k )2 (1.12)
avec
Y ∗k = pik∑l∈U blYl/pil∑l∈U bl .
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Beaucoup de variantes du parame`tre bk ont e´te´ propose´es :
i. l’approximation propose´e par Ha´jek (1964) :
bk = pik(1 − pik) N
N − 1 .
ii. Approximation du point fixe. Deville et Tille´ (2005) ont propose´ de re´soudre le
syste`me suivant pour trouver une autre approximation de bk
bk − b2k∑l∈U bl = pik(1 − pik).
A partir de la formule (1.12), nous pouvons obtenir une approximation de la va-
riance estime´e (Tille´ (2001), Deville et Tille´ (2005)) :
Vˆapprox(tˆY ) =∑
k∈s
ck
pi2k
(Yk − Yˆ ∗k )2
avec
Yˆ ∗k = pik∑l∈s clYl/pil∑l∈s cl .
Diffe´rentes variantes pour le parame`tre ck ont e´te´ propose´es :
i. Deville (1993) propose
ck = (1 − pik) n
n − 1 .
ii. Berger (1998a) propose
ck = (1 − pik) ∑k∈s(1 − pik)∑k∈s pik(1 − pik) . (1.13)
iii. Approximation du point fixe. Deville et Tille´ (2005) ont propose´ de re´soudre le
syste`me suivant pour trouver une autre approximation de ck
ck − c2k∑l∈s cl = (1 − pik).
1.3.2 Au niveau de l’estimation
Dans cette section, nous allons pre´senter des me´thodes qui utilisent l’information
auxiliaire seulement au niveau de l’estimation. Elles permettent de redresser le poids
1/pik des individus de l’e´chantillon.
La post-stratification
Supposons qu’a` partir des valeurs d’une variable ou d’un croisement de variables
auxiliaires qualitatives, nous pouvons de´terminer H cate´gories, U1, ..., UH , appele´es
post-strates, de tailles N1, ...,NH telles que
H⋃
h=1Uh = U et Ui⋂Uj = ∅ pour i ≠ j
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et
N1 + ... +NH = N.
Les tailles Nh, h = 1, ...,H, des post-strates dans la population sont suppose´es
connues. Soit s un e´chantillon de taille fixe´e n, choisi ale´atoirement dans U selon un
plan de sondage p(⋅). Pour chaque individu k ∈ s, on de´termine a` quelle post-strate il
appartient. Soit sh = s ∩Uh, h = 1, ...,H, de taille ale´atoire nh connue seulement apre`s
avoir tire´ l’e´chantillon s.
Dans le cas du sondage ale´atoire simple, l’estimateur post-stratifie´ du total vaut :
tˆPOST = H∑
h=1Nh
1
nh
∑
k∈sh Yk.
Cet estimateur est approximativement sans biais par rapport au vrai total si nh>0
, h = 1, ...,H. La formule exacte de la variance est complique´e a` obtenir du fait que la
variable nh est ale´atoire. On peut toutefois obtenir une approximation de la variance.
Par exemple, pour le sondage SRSWOR, nous obtenons
V (tˆPOST ) ≃ N − n
n
H∑
h=1NhS2Y Uh + N
2(N − n)
n2(N − 1) H∑h=1(N −NhN )S2Y Uh= V (tˆPROP )[1 +O(n−1)],
ou` V (tˆPROP ) est la variance de l’estimateur de Horvitz-Thompson pour le sondage
stratifie´ avec allocation proportionnelle et les post-strates co¨ıncident avec les strates
(cf. Tille´ (2001), chapitre 10).
La stratification a priori permet d’obtenir une meilleur pre´cision. Cependant, ce
n’est pas toujours possible de la mettre en place, la poststratification est alors une
strate´gie d’estimation inte´ressante.
Comme le remarque Ardilly (2006), cette technique est bien adapte´e au traitement
des valeurs dites ”extreˆmes”, c’est-a`-dire particulie`rement faibles ou particulie`rement
e´leve´es. Plutoˆt que de supprimer ces individus, on pre´fe`re constituer des post-strates
isolant les individus atypiques. On leur donne ainsi un poids diffe´rent mais ils restent
dans notre e´chantillon (il n’y a pas d’e´limination abusive). Il est toutefois ne´cessaire
de connaitre la taille de notre post-strate dans la population.
Il est tout a` fait possible d’effectuer une post-stratification avec des plans de sondage
plus complexes a` probabilite´s e´gales ou ine´gales (cf. Ardilly (2006)).
Le calage
Soit xk = (xk1, ..., xkp)′ le vecteur contenant les valeurs des p variables auxiliaires
mesure´es sur le k-e`me individu. Supposons que le total tx = ∑U xk est connu et que le
couple (xk, Yk) est observe´ pour tout k ∈ s. Soit tˆY = ∑s Ykpik l’estimateur de Horvitz-
Thompson du total tY .
32 1. Quelques rappels sur les sondages
Le calage consiste a` chercher un nouvel ensemble de poids {ωks}k∈s tels que les
conditions suivantes soient ve´rifie´es
i. ωks doit eˆtre aussi proche que possible du poids de sondage dk = 1/pik au sens
d’une distance choisie par le statisticien.
ii. L’e´quation suivante doit eˆtre satisfaite :
tx =∑
U
xk =∑
k∈sωksxk.
Avec ces nouveaux poids, les estimateurs des totaux des variables auxiliaires sont
e´gaux aux totaux sur toute la population.
Pour re´soudre ce proble`me d’optimisation sous contrainte line´aire, Deville et Sa¨rn-
dal (1992) ont applique´ la me´thode des multiplicateurs de Lagrange.
Diffe´rents estimateurs de calage ont e´te´ obtenus a` partir de diffe´rentes distances
entre dk = 1/pik et ωks dont la me´thode line´aire, la me´thode exponentielle, la me´thode
logit et la me´thode line´aire tronque´e (cf. Deville et Sa¨rndal (1992)).
Le total tY est alors estime´ par
tˆY,ω =∑
k∈sωksYk.
Deville et Sa¨rndal (1992) montre que la variance asymptotique de l’estimateur par
calage tˆY,ω est donne´e par
AV (tˆY,ω) =∑
U
∑
U
(pikl − pikpil)(dkEk)(dlEl),
ou` Ek = Yk − x′kβ et β satisfait l’e´quation
(∑
U
qkxkx
′
k)β =∑
U
qkxkYk.
Les qk sont des coefficients de ponde´ration qui permettent de de´terminer l’importance
de chaque unite´ dans l’e´chantillon s.
L’estimateur par calage est d’autant plus efficace que les re´sidus Ek/pik, k = 1, ...,N ,
sont petits.
Cette me´thode est aussi utilise´e pour re´duire les erreurs de couverture et celles dues
a` la non-re´ponse (cf. Deville et Sa¨rndal (1992), Lundstro¨m et Sa¨rndal (1999)).
1.4 Pre´sentation de l’approche mode`le
Jusqu’a` pre´sent, nous nous sommes place´s dans l’approche traditionnelle : le design-
based. Dans celle-ci, le vecteur Y = (Y1, ..., YN) est une quantite´ non ale´atoire. Le seul
ale´a provient du plan de sondage p et les proprie´te´s des estimateurs reposent sur le
hasard engendre´ par la mise en œuvre du plan de sondage.
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Nous allons maintenant adopter un autre point de vue et conside´rer que Y =(Y1, ..., YN) est une re´alisation du vecteur de variable ale´atoire Y = (Y1, ...,YN)′ de
distribution ξ. Une telle distribution de probabilite´ ξ est appele´e mode`le de superpo-
pulation. Dans beaucoup de cas, la distribution de ξ est lie´e a` une variable auxiliaire
fixe´e X = (x1, ..., xN)′ ou` les e´le´ments sont suppose´s connus.
Dans le cadre du mode`le de superpopulation, nous sommes en pre´sence de deux
types d’ale´a : le premier est celui induit par le plan de sondage p(.), le second est
introduit par la variable Y dont la distribution de´pend de l’information auxiliaire X.
Nous avons donc besoin d’introduire quelques nouvelles notations et de´finitions.
Soit T = T (Y1, ...,YN) une fonction de Y1, ...,YN , on note Eξ(T ) l’espe´rance, Vξ(T )
la variance de T par rapport au mode`le ξ. Nous appelons statistique une fonction
T = T (D) ou` D = {(k,Yk) ∶ k ∈ S}, S e´tant une variable ale´atoire a` valeurs dans S,
l’ensemble de tous les e´chantillons possibles s.
La statistique T pour S = s utilisant l’infe´rence sur la population moyenne µY =
N−1∑U Yk est appele´e pre´dicteur et T pour Yk = Yk est appele´e un estimateur pour
µY = N−1∑U Yk (Cassel et al. (1976)).
De´finition 1.2.
i. T est dit sans biais par rapport au plan p (ou p-sans biais) pour la moyenne µY si
et seulement si, pour un plan p donne´, Ep(T (Y)) = µY pour tout Y = (Y1, ..., YN).
ii. T est dit sans biais par rapport au mode`le ξ (ou ξ-sans biais) pour la moyenne µY
si et seulement si, pour un mode`le ξ donne´, Eξ(T (µY) − µY) = 0 pour tout s ∈ S.
iii. T est dit sans biais par rapport au plan p et au mode`le ξ (ou pξ-sans biais)
pour la moyenne µY si et seulement si, pour un plan p et un mode`le ξ donne´s,
EξEp(T (µY) − µY) = 0.
De´finition 1.3. Un plan de sondage est dit non-informatif si et seulement si la se´-
lection de l’e´chantillon ne de´pend pas de la variable e´tudie´e Y apre`s avoir pris en
compte l’information auxiliaire. Sous un plan de sondage non-informatif Eξ et Ep sont
commutatives c’est-a`-dire que
EξEp(T ) = EpEξ(T ).
Conside´rons le mode`le de superpopulation suivant :
ξ ∶ Yk =m(xk) + k, (1.14)
ou` m(.) est inconnue et les k, k = 1, ..., n, sont des variables ale´atoires inde´pendantes
ve´rifiant Eξ(k) = 0 et Vξ(k) = σ2k.
34 1. Quelques rappels sur les sondages
Dans ce contexte, deux approches sont possibles pour estimer un total ou une
moyenne. La premie`re dite Model-based est pre´sente´e de manie`re de´taille´e dans Valliant
et al. (2000) : l’estimateur de tY est calcule´ a` partir de la valeur observe´e pour les
individus e´chantillonne´s et de la valeur pre´dite pour les individus non e´chantillonne´s.
Dans ce cas, l’estimateur du total a la forme suivante :
tˆY,MB = ∑
k∈U/s m˜(xk) +∑k∈sYk
ou` m˜ est l’estimation de la pre´diction pour les valeurs non-e´chantillonne´es de Y .
Remarque 1.3. L’estimateur tˆY,MB est asymptotiquement non biaise´ par rapport au
mode`le et efficace quand m(xk) et v(xk) sont correctement spe´cifie´s. Cependant, il peut
eˆtre biaise´ et meˆme non convergent si le mode`le est faux (Valliant et al. (2000)).
Dans la suite de ce document, nous n’allons pas de´velopper le Model-based approach.
Pour plus de de´tails, on pourra se re´fe´rer a` Royall (1970), Cassel et al. (1976) et Valliant
et al. (2000).
La deuxie`me approche, dite Model-assisted (cf. Sa¨rndal et al. (1992)), s’appuie
e´galement sur la pre´diction m(xk) sur toute la population. La diffe´rence provient du
fait qu’elle corrige le biais possible duˆ a` la pre´diction (Breidt et Opsomer (2009),
Sa¨rndal et al. (1992)). Ainsi l’estimateur de tY est de la forme :
tˆY,MA = ∑
k∈U mˆ(xk) +∑k∈s Yk − mˆ(xk)pik , (1.15)
ou` mˆ est l’estimateur de la pre´diction obtenue a` partir du mode`le ξ et de l’e´chantillon
s.
Conside´rons que nous disposons de p variables auxiliaires X1, ...,Xp et que les Yk, k =
1, ...,N sont inde´pendants. Soit xk = (x1k, ..., xpk)′ le vecteur des variables auxiliaires
observe´es pour le k-e`me individu.
L’objectif est d’estimer le total inconnu de Y , tY = ∑U Yk, a` partir des (Yk,xk)
observe´s pour k ∈ s et des xk connus pour k ∈ U/s ou des totaux des variables auxiliaires
tx = ∑U xk.
Lorsque la fonction m(.) est connue, Cassel et al. (1976) introduisent l’estimateur
par la diffe´rence ge´ne´ralise´e :
tˆY,diff = ∑
U
m(xk) +∑
s
Yk −m(xk)
pik= ∑
U
m(xk) +∑
s
Dˇk. (1.16)
Re´sultat 1.3. Cassel et al. (1976)
i. L’estimateur tˆY,diff est sans bais pour tY par rapport au plan p.
1.4. Pre´sentation de l’approche mode`le 35
ii. La variance de l’estimateur tˆY,diff sous le plan p est e´gale a`
Vp(tˆY,diff) =∑
U
∑
U
∆klDˇkDˇl. (1.17)
iii. L’estimateur non biaise´ de la variance Vp(tˆY,diff) est e´gal a`
Vˆp(tˆY,diff) =∑
s
∑
s
∆ˇklDˇkDˇl. (1.18)
Dans la pratique, la fonction m(.) n’est jamais connue. Des mode`les parame´triques
et non-parame´triques ont e´te´ propose´s dans la litte´rature pour l’estimer.
Mode`le line´aire ( Sa¨rndal et al. (1992))
Sa¨rndal et al. (1992) conside`rent le mode`le line´aire de superpopulation ξ suivant :
ξ ∶ { Eξ(Yk) = x′kβ = ∑Jj=1 βjxjk
Vξ(Yk) = σ2k (1.19)
ou` β = (β1, ..., βp)′ est inconnus et les σ2k sont connus a` une constante pre`s.
Si la matrice ∑U xkx′k/σ2k est inversible, il est possible, sous le mode`le ξ, d’estimer, a`
l’aide des moindres carre´s ordinaires, le vecteur β par β˜ = (∑U xkx′k/σ2k)−1∑k∈U xkYk/σ2k.
Les Yk ne sont connus que pour k ∈ s. Pour obtenir une estimation de β˜ sous
le plan de sondage p, nous remplac¸ons chaque somme dans β˜ par son estimateur de
Horvitz-Thompson. Ainsi, si la matrice ∑k∈s xkx′kpikσ2k est inversible, β˜ est estime´e par
β̂ = (∑
k∈s
xkx
′
k
pikσ
2
k
)−1∑
k∈s
xkYk
pikσ
2
k
.
Ainsi, pour tout k ∈ U , la pre´diction mˆ(xk) dans l’e´quation (1.15) devient dans le
cas du mode`le line´aire
mˆ(xk) = x′kβ̂
et le total ty est estime´ par
t̂Y = ∑
k∈U x′kβ̂ −∑k∈s x
′
kβ̂ − Yk
pik
. (1.20)
Cet estimateur est appele´ estimateur par la re´gression ge´ne´ralise´e (GREG).
En supposant que la fonction m(.) est de la forme ∑Jj=1 βjxj , Sa¨rndal et al. (1992)
se sont place´s dans un contexte parame´trique. D’une manie`re plus ge´ne´rale, il est
aussi possible de travailler avec des mode`les non-parame´triques, semi-parame´triques et
additifs (Breidt et Opsomer (2009)).
Le mode`le de superpopulation ξ dans le cadre non-parame´trique est de la forme :
ξ ∶ yk =m(xk) + k (1.21)
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ou` les k sont des variables ale´atoires inde´pendantes identiquement distribue´es d’espe´-
rance nulle et de variance σ2vk, X est une variable univarie´e et m(xk) est une fonction
inconnue sans forme parame´tre´e de´finie a priori qui posse`de certaines re´gularite´s (conti-
nuite´, de´rivabilite´, etc.). On pose YU = [Yk]k∈U et Ys = [Yk]k∈s.
Estimation non-parame´trique a` l’aide des polynoˆmes locaux (Breidt et Op-
somer (2000))
Breidt et Opsomer (2000) proposent d’estimer la fonction m(.) a` l’aide de po-
lynoˆmes locaux. Cette approche consiste a` effectuer en chaque point une re´gression
line´aire ponde´re´e, la ponde´ration e´tant controˆle´e par un noyau et une feneˆtre associe´e.
Soient K une fonction noyau continue, h la feneˆtre et x = (x1, ..., xN)′ une variable
auxiliaire.
Posons
XUk = [1, (xl − xk), ..., (xl − xk)q]l∈U , Xsk = [1, (xl − xk), ..., (xl − xk)q]l∈s ,
e1 = (1,0, ...,0)′, WUk = diag [1
h
K (xl − xk
h
)]
l∈U , Wskpi = diag [ 1hpilK (xl − xkh )]l∈s .
Ils proposent d’approximer la fonction m(xk) dans le mode`le de superpopulation
(1.21) par
mk =m(xk) ≈ e′1(X′UkWUkXUk)−1X′UkWUkYU .
Les Yk e´tant connus que pour k ∈ s, une estimation de mk est donne´e par
mˆk = mˆ(xk) = e′1(X′skWskpiXsk)−1X′skWskpiYs, k ∈ U.
Estimation non-parame´trique a` l’aide des splines pe´nalise´es (Breidt et al.
(2005))
Breidt et al. (2005) proposent d’estimer la fonction m(.) a` l’aide d’une de´compo-
sition de la fonction de re´gression dans une base de fonctions splines des polynoˆmes
tronque´s.
Soient p le degre´ de la spline et κ1, ..., κL un ensemble fixe´ de nœuds. Posons :
β = (β0, ..., βp+L)′, x′k = (1, xk, ..., xpk, (xk − κ1)p+, ..., (xk − κL)p+),
Xs = [x′k]k∈s, XU = [x′k]k∈U , Ws = diag(pik)k∈s, Aλ = diag(0, ...,0, λ, ..., λ).
Ils proposent d’approximer la fonction m(.) dans le mode`le de superpopulation
(1.21) par
m(x) ≈ β0 + β1x + ... + βpxp + L∑
l=1βp+l{(x − κl)+}p, (1.22)
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avec β inconnu.
Pour de´terminer l’estimateur de β sur le mode`le ξ, ils cherchent a` minimiser le
crite`re des moindres carre´s pe´nalise´s, suivant
∑
k∈U(yk −m(xk))2 + λ
L∑
l=1β2p+l,
ou` λ > 0.
Si toute la population U e´tait totalement observe´e, l’estimateur de β, pour λ fixe´,
serait :
β˜ = (X′UXU +Aλ)−1X′UYU (1.23)
et
m˜k = x′kβ˜ = x′k(X′UXU +Aλ)−1X′UYU . (1.24)
Dans la re´alite´, les m˜k ne peuvent pas eˆtre calcule´s, ils sont estime´s par l’estimateur
ponde´re´ :
mˆk = x′kβˆ = x′k(X′sW−1s Xs +Aλ)−1X′sW−1s Ys. (1.25)
Estimation non-parame´trique a` l’aide des B-splines (Goga (2005))
Goga (2005) se place dans le meˆme contexte que Breidt et al. (2005) mais son
approche repose sur une de´composition diffe´rente des splines : elle utilise la base des
B-splines. Cette base est connue pour eˆtre plus stable nume´riquement que la base P-
splines (Dierckx (1993)). Elle permet de construire un mode`le line´aire dont le nombre
de variables (les B-splines) n’est pas fixe´ a` l’avance.
Soit SK,m l’espace des fonctions splines d’ordre m (m ≥ 2) avec K nœuds inte´rieurs
0 = ξ0 < ξ1 < ... < ξK < ξK+1 = 1 et
SK,m = {u ∈ Cm−2[0,1] ∶ u(x) est un polynoˆme de degre´ m-1 sur (ξj , ξj+1)}.
L’espace SK,m est un espace line´aire de dimension q = K +m dont une base est
constitue´e des fonctions B-splines (Bj(.))qj=1 de´finies de la manie`re suivante :
Bj(x) = (ξj − ξj−m) m∑
l=0
(ξj−l − x)m−1+
Πmr=0,r≠l(ξj−l − ξj−r) .
Chaque fonctionBj pour j = 1, .., q a les nœuds ξj−m, ..., ξj avec ξr = ξmin(max(r,0),K+1)
pour r = j −m, ..., j (Zhou et al. (1998)) ce qui implique qu’elle a comme support un
nombre petit et fixe´ d’intervalles entre les nœuds. De plus, ces fonctions sont positives,
de somme 1, ∀x ∈ [0,1] ∑qj=1Bj(x) = 1.
Elle propose d’approximer la fonction m(xk) dans le mode`le de superpopulation
(1.21) par
m(xk) ≈ q∑
j=1 θjBj(xk), (1.26)
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avec θ = (θ1, .., θq)′ inconnu.
Si tous les e´le´ments de la population e´taient connus, on pourrait construire un
estimateur m˜ ∈ SK,m de la fonction m a` l’aide du crite`re des moindres carre´s, pour
tout k ∈ U :
m˜(xk) = q∑
j=1 θ˜jBj(xk), (1.27)
ou`
θ˜ = (∑
U
b(xk)b(xk)′)−1 (∑
U
b(xk)Yk) (1.28)
avec b(xk) = (B1(xk), ...,Bq(xk))′.
Les Yk ne sont connus que pour k ∈ s. Pour obtenir une estimation de β˜ sous le
plan de sondage p, elle remplace chaque somme dans θ˜ par son estimateur de Horvitz-
Thompson. Ainsi θ˜ est estime´ par
θˆ = (∑
s
b(xk)b′(xk)
pik
)−1 (∑
s
b(xk)Yk
pik
) (1.29)
et
mˆk = b′(xk)θˆ, k ∈ U. (1.30)
Pour mettre en place ces me´thodes non-parame´triques, il est ne´cessaire de connaitre
l’information auxiliaire pour tous les individus de la population. Leur ge´ne´ralisation au
cas multivarie´ est en principe possible, mais le nombre de variables rend cela imprati-
cable pour plus de deux ou trois dimensions. On parle alors du ”fle´au de la dimension”.
D’autres approches ont e´te´ propose´es pour prendre en compte l’ensemble des variables
auxiliaires (cf. Breidt et Opsomer (2009)) en conside´rant des classes de mode`le plus
restreintes (mode`le additif, mode`le semi-parame´trique, mode`le additif ge´ne´ralise´).
1.5 Asymptotique en the´orie des sondages
En ge´ne´ral dans les enqueˆtes par sondage, on ne se borne pas a` fournir exclusivement
la valeur de l’estimateur, on cherche e´galement a` mesurer sa qualite´ en construisant
des intervalles de confiance contenant la vraie valeur avec un niveau de confiance fixe´.
Pour construire de tels intervalles, il faut connaitre la distribution au moins asymp-
totique de l’estimateur. En the´orie des sondages, la taille de la population est finie.
On ne peut donc pas travailler avec la meˆme notion d’asymptotique qu’en statistique
infe´rentielle classique. Par ailleurs, quand la taille de l’e´chantillon est fixe´e, la se´lec-
tion des e´le´ments d’un e´chantillon se fait de fac¸on de´pendante (par exemple on peut
s’interdire de se´lectionner deux fois un meˆme individu). Il sera ne´cessaire d’introduire
des conditions sur la de´pendance via les probabilite´s d’inclusion pour de´montrer les
proprie´te´s asymptotiques.
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Les re´sultats asymptotiques ne´cessitent de travailler avec une suite croissante de
population telle que a` la fois n et N tendent vers l’infini.
Cadre asymptotique de superpopulation
Nous plac¸ons dans le cadre asymptotique de superpopulation introduit par Isaki
et Fuller (1982). Conside´rons une suite croissante de populations emboite´es U1 ⊂ ... ⊂
Uν ⊂ ... de tailles N1 < ... < Nν < .... Soit Fν = (Y1ν , ..., Yνν) le vecteur de la variable
d’inte´reˆt sur la population Uν .
Pour de´crire la suite {Fν}, il existe deux possibilite´s (cf. Fuller (2009a)). Soit on
conside`re que Fν est une suite de nombres qui ve´rifient certaines proprie´te´s (moyenne
qui converge vers une valeur finie, etc.). Soit on conside`re que les Yiν , i = 1, ..., ν,
sont des variables ale´atoires inde´pendantes dont la loi ve´rifie certaines proprie´te´s (ex :
espe´rance et variance finies).
Pour chaque population Uν = {1, ..., ν}, on conside`re le plan de sondage pν(.) qui
assigne une certaine probabilite´ pν(sν) a` chaque e´chantillon sν de Uν . On de´signe par
θν le parame`tre d’inte´reˆt que l’on souhaite estimer.
Soient pikν et piklν les probabilite´s d’inclusion d’ordre un et respectivement deux.
Nous supposons e´galement que la taille nν de l’e´chantillon sν n’est pas ale´atoire et que
n1 < n2 < .... Soient fν = nν/Nν le taux de sondage et SY ν l’e´cart-type de la variable
d’inte´reˆt sur la population Uν .
On note respectivement µY ν et µˆY ν la moyenne de la variable Y sur la population
Uν et son estimation sur l’e´chantillon sν . Pour simplifier les notations, on omet l’indice
ν lorsqu’il n’y a pas d’ambigu¨ıte´.
Convergence asymptotique
De´finition 1.4. Un estimateur θˆν de θν est asymptotiquement sans biais, si
lim
ν→∞[Epν(θˆν) − θν] = 0. (1.31)
De´finition 1.5. Un estimateur θˆν est dit convergent en probabilite´ pour θν si pour
tout  > 0
lim
ν→∞P(∣θˆν − θν ∣ > ) = 0. (1.32)
Sous certaines hypothe`ses sur les probabilite´s d’inclusion et sur les moments de
Y , Isaki et Fuller (1982) ont montre´ que l’estimateur de Horvitz-Thompson du total
est convergent. Robinson et Sa¨rndal (1983) ont e´galement e´tablit la convergence de
l’estimateur GREG de´fini par (1.20).
The´ore`me central limite
La normalite´ asymptotique de l’estimateur de Horvitz-Thompson n’a e´te´ montre´e
que pour certains plans de sondage. Ce re´sultat a d’abord e´te´ prouve´ par Erdo¨s et
Re´nyi (1959) et Ha`jek (1960) pour le sondage ale´atoire simple sans remise.
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The´ore`me 1.4. Ha`jek (1960)
Supposons que nν → ∞ et Nν − nν → ∞. Alors dans le cas d’un sondage ale´atoire
simple √
nν
µˆY ν − µY ν√
1 − fνSY ν → N (0,1) quand ν →∞
si et seulement si la suite (Ykν) ve´rifie la condition de Lindeberg-Ha´jek
lim
ν→∞ ∑
Tν(δ)
Ykν − µY ν(Nν − 1)S2Y ν = 0 quel que soit δ > 0,
ou` Tν(δ) de´signe l’ensemble des unite´s k de U pour lesquelles
∣Ykν − µY ν ∣/√1 − fνSY ν > δ√nν .
La normalite´ asymptotique de l’estimateur de Horvitz-Thompson a e´galement e´te´
e´tudie´e pour certains plans a` probabilite´s ine´gales. Par exemple, Ha´jek (1964) l’a de´-
montre´ pour le tirage re´jectif, Vı´ˇsek (1979) pour le tirage de Sampford et Bickel et
Freedman (1984), Krewski et Rao (1981) pour le sondage ale´atoire simple stratifie´ et
Berger (1998b) pour les plans a` forte entropie.
Intervalle de confiance
Un intervalle de confiance de niveau asymptotique 1 − α pour la moyenne µY est
donne´ par
IC(1 − α) = [µˆY − z1−α/2√Vˆ (µˆY ), µˆY + z1−α/2√Vˆ (µˆY )]
ou` z1−α/2 repre´sente le quantile d’ordre 1−α/2 d’une variable ale´atoire normale centre´e
re´duite.
1.6 Calcul de la pre´cision
La formule d’estimation de la variance pre´sente´e dans la section 1.2 ne peut s’ap-
pliquer qu’a` des fonctionnelles line´aires. On peut eˆtre dans l’incapacite´ de donner une
expression exacte de la variance lorsqu’on s’inte´resse a` des parame`tres d’inte´reˆt plus
complexes (ex : le ratio, le coefficient de corre´lation) ou lorsqu’on est en pre´sence de
non-re´ponse. Toutefois, diffe´rentes techniques base´es sur la line´arisation ou sur le re´-
e´chantillonnage ont e´te´ propose´es pour calculer la pre´cision d’un estimateur complexe
(Sa¨rndal et al. (1992), Shao et Tu (1995), Deville (1999), Rao et Wu (1985), Demnati
et Rao (2004)).
1.6.1 La technique de line´arisation
Cette me´thode utilise le de´veloppement de Taylor pour obtenir une estimation de la
variance d’une fonction f de totaux θ = f(tY1 , ..., tYp) suppose´e de´rivable (par exemple
un ratio). Un estimateur simple θˆ de θ est obtenu en substituant les totaux sur la
population par leurs estimateurs de Horvitz-Thompson :
θˆ = f(tˆY1 , ..., tˆYp).
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La me´thode consiste a` approximer l’estimateur non-line´aire θˆ par un estimateur line´aire
θˆ0 construit a` partir du de´veloppement de Taylor de la fonction f au point (tY1 , ..., tYp).
Ainsi, on peut e´crire
θˆ ≃ θˆ0 = θ + p∑
j=1aj(tˆYj − tYj),
ou` aj = ∂f∂tˆYj ∣(tˆY1 ,...,tˆYp)=(tY1 ,...,tYp). La variance de θˆ est alors approxime´e par celle de θˆ0
(cf. Sa¨rndal et al. (1992))
Vapprox(θˆ) =∑
U
∑
U
(pikl − pikpil)uk
pik
ul
pil
avec uk = ∑pj=1 ajYjk et un estimateur convergent de la variance est donne´ par
Vˆapprox(θˆ) =∑
s
∑
s
pikl − pikpil
pikl
uˆk
pik
uˆl
pil
ou` uˆk = ∑pj=1 aˆjYjk et aˆj est obtenu en remplac¸ant chaque total de aj par l’estimateur
de Horvitz-Thompson correspondant.
1.6.2 Le Jackknife
Cette me´thode a e´te´ introduite en statistique classique par Quenouille (1949) pour
l’estimation du biais d’une statistique puis reprise par Tuckey (1958) pour estimer la
pre´cision d’un estimateur θ. La me´thode consiste a` supprimer a` tour de roˆle chaque in-
dividu de l’e´chantillon et a` recalculer la statistique d’inte´reˆt sur les individus restants.
La dispersion des statistiques Jackknife est alors utilise´e comme estimateur de la va-
riance (Shao et Tu (1995)). Plus pre´cise´ment, soit θˆ l’estimateur de θ obtenu a` partir
de l’e´chantillon s. Pour j = 1, ..., n, on note θˆ(j) l’estimateur obtenu en supprimant
l’individu j. L’estimateur Jackknife de θ est e´gal a`
θˆ
∗ = 1
n
n∑
j=1 θˆ∗j
avec θˆ∗j = nθˆ − (n − 1)θˆ(j). La variance inconnue V (θˆ) est alors estime´e par
VˆJ(θˆ) = 1
n(n − 1) n∑j=1(θˆ∗j − θˆ∗)2.
Une pre´sentation plus de´taille´e de cette me´thode est donne´e dans Shao et Tu (1995).
D’un point de vue pratique, cette me´thode est tre`s gourmande en temps de calculs
(Rao et Wu (1985)) et elle ne´cessite une hypothe`se sur la loi de θˆ pour construire un
intervalle de confiance, en pratique c’est une loi normale (cf. Ardilly (2006), chapitre 5).
L’utilisation du Jackknife est complexe dans le cadre de population finie. Dans le cas
d’un sondage ale´atoire simple sans remise, l’estimateur θˆ
∗
est e´gal a` θˆ mais la variance
Jaccknife doit eˆtre ajuste´e car elle ne prend pas en compte la correction de population
finie (cf. (Ardilly, 2006)). Berger et Rao (2006) ont propose´ un estimateur Jackknife
dans le cas d’un plan a` probabilite´s ine´gales. Pour estimer la variance de quantiles,
nous pouvons utiliser le delete d-jackknife (Shao et Tu (1995)).
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1.6.3 Le bootstrap
C’est sans doute la me´thode par re´plication la plus ge´ne´rale. Elle a e´te´ introduite
par Efron (1979) dans le cadre d’une population infinie puis adapte´e dans un cadre
de population finie pour des plans plus ou moins complexes (cf. Shao et Tu (1995),
Davison et Hinkley (1997), Chauvet (2007)). Les me´thodes de bootstrap reposent sur le
principe du plug-in : la distribution de la statistique d’inte´reˆt est inconnue, et, plutoˆt
que de l’estimer graˆce a` une loi parame´trique, on va l’estimer par la loi empirique
constate´e sur les donne´es. En pratique, on tire un grand nombre B de re´e´chantillons
s∗ a` partir de l’e´chantillon s de de´part et on calcule l’estimateur θˆ∗ du parame`tre
d’inte´reˆt θ pour chacun de ces e´chantillons. Ces estimateurs bootstrape´s permettent
d’obtenir une approximation de la loi de l’estimateur du parame`tre d’inte´reˆt. On peut
alors estimer la variance par
Vˆ (θˆ) = 1
B − 1 B∑i=i(θˆ∗i − θˆ∗(.))2, (1.33)
ou` θˆ∗(.) = 1B ∑Bi=i θˆ∗i
Dans la suite de cette section, nous allons pre´senter trois des principales techniques
de bootstrap existantes dans le cas d’un sondage ale´atoire simple sans remise. La
plupart peuvent eˆtre ge´ne´ralise´es a` des plans de sondage plus complexes (Chauvet
(2007)). On de´signe par s l’e´chantillon de taille n tire´ par sondage ale´atoire simple
sans remise dans la population U . Soit µˆY l’estimateur de Horvitz-Thompson de la
moyenne µY et f = n/N le taux de couverture.
Rescaled boostrap (Rao et Wu (1988))
Le rescaled Bootstrap consiste a` tirer un e´chantillon s∗ de taille m dans s par
sondage ale´atoire simple avec remise. L’estimateur bootstrape´ de la moyenne est alors
de´fini par
µˆ∗Y = 1m∑s∗ Y˜k (1.34)
avec
Y˜k = µY + [m(1 − f)
n − 1 ]2 (Yk − µY ), k ∈ s∗.
Les valeurs re´ajuste´es Y˜k permettent de fournir une estimation sans biais de la
variance. Afin d’obtenir un estimateur sans biais du moment d’ordre 3, Rao et Wu
(1988) sugge`rent d’utiliser
m = 1 − f(1 − 2f)2 (n − 2)2n − 1 .
L’inconve´nient de cette me´thode est que le re´ajustement peut conduire a` des valeurs
incohe´rentes pour la statistique bootstrape´e (cf. Sitter (1992)).
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Le Mirror-Match Bootstrap (Sitter (1992))
L’ide´e de cet algorithme est de constituer le re´-e´chantillon s∗ a` partir de tirage
re´pe´ter dans l’e´chantillon s. Soit n′ un entier tel que 1 ≤ n′ < n. On pose f∗ = n′/n et
k′ = n(1−f∗)n′(1−f) . On suppose que k′ est entier. On se´lectionne k′ e´chantillons s∗1 , ..., s∗k′ de
taille n′ dans s par sondage ale´atoire simple sans remise. Le re´-e´chantillon est obtenu
en re´unissant s∗1 , ..., s∗k′ et l’estimateur bootstrape´ de la moyenne est e´gal a`
µˆ∗Y = 1k′n′ ∑s∗ Yk. (1.35)
Sitter (1992) sugge`re d’utiliser n′ = fn, c’est-a`-dire d’e´chantillonner avec le meˆme
taux de sondage qu’au de´part. Quand ce nombre est entier, ce choix permet d’obtenir
un re´e´chantillon s∗ de meˆme taille que s.
Le bootstrap sans remise (Gross (1980))
Cette me´thode consiste a` ge´ne´rer une pseudo population U∗ en re´pliquant chaque
e´le´ment de l’e´chantillon s l fois ou` l = 1/f . On se´lectionne alors un re´-e´chantillon s∗ de
taille n dans U∗ par sondage ale´atoire simple sans remise et l’estimateur bootstrape´
de la moyenne est e´gale a`
µˆ∗Y = 1n∑s∗ Yk. (1.36)
Diffe´rentes variantes de cette me´thode ont e´te´ propose´es pour tenir du compte du
fait que N/n n’est pas un entier (cf. Booth et al. (1994), Bickel et Freedman (1984)).
1.7 Sondage sur donne´es fonctionnelles
Nous allons maintenant nous inte´resser a` des observations Yk qui sont des courbes
(cf. Figure 1.2) et pre´senter l’estimateur de Horvitz-Thompson fonctionnel. Nous de´fi-
nissons ensuite les notions de convergence dans l’espace fonctionnel.
1.7.1 Estimateur de Horvitz-Thompson pour donne´es fonctionnelles
Nous supposons maintenant que, pour chaque e´le´ment k de la population U , nous
pouvons observer la courbe de´terministe Yk = (Yk(t))t∈[0,T ]. L’objectif est d’estimer la
courbe moyenne de la population qui est de´finie pour tout instant t ∈ [0, T ], par
µ(t) = 1
N
∑
k∈U Yk(t). (1.37)
La courbe moyenne µ est estime´e a` l’aide de l’estimateur de Horvitz-Thompson
(Cardot et al. (2010a)) comme suit
µˆ(t) = 1
N
∑
k∈s
Yk(t)
pik
= 1
N
∑
k∈U
Yk(t)
pik
1k∈s, t ∈ [0, T ], (1.38)
ou` 1k∈s est l’indicatrice d’appartenance de l’unite´ k a` l’e´chantillon s. Pour chaque
instant t ∈ [0, T ], l’estimateur µˆ(t) est sans biais pour µ(t), c’est a` dire Ep(µˆ(t)) = µ(t).
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Figure 1.2 – Echantillon de 10 courbes de consommation e´lectrique. La courbe
moyenne est trace´e en gras.
La fonction de covariance de type Horvitz-Thompson γp(r, t) = cov(µˆ(r), µˆ(t)) est
donne´e par
γp(r, t) = 1
N2
∑
k∈U∑l∈U ∆klYk(r)pik Yl(t)pil (1.39)
pour tout (r, t) ∈ [0, T ] × [0, T ] et ∆kl = pikl − pikpil. Si on suppose que les probabilite´s
d’inclusion d’ordre deux satisfont pikl > 0, un estimateur sans biais de γp(r, t) est donne´
par l’estimateur de la covariance de type Horvitz-Thompson,
γ̂p(r, t) = 1
N2
∑
k∈s∑l∈s ∆klpikl Yk(r)pik Yl(t)pil (1.40)
pour tout (r, t) ∈ [0, T ] × [0, T ].
Exemple : Sondage ale´atoire simple sans remise
On conside`re un sondage ale´atoire simple sans remise de taille n dans la population
U de taille N . Dans ce cas, l’estimateur de Horvitz-Thompson pour la courbe moyenne
µ de´fini dans (1.38) devient
µ̂srswor(t) = 1
n
∑
k∈sYk(t), t ∈ [0, T ]. (1.41)
1.7. Sondage sur donne´es fonctionnelles 45
L’estimateur de la fonction de covariance de´fini par (1.40) est alors
γ̂srswor(r, t) = ( 1
n
− 1
N
)SY (r)Y (t),s, r, t ∈ [0, T ], (1.42)
ou` SY (r)Y (t),s est la covariance entre Y (r) et Y (t) calcule´e dans l’e´chantillon s,
SY (r)Y (t),s = 1
n − 1 ∑k∈s (Yk(r) − µ̂srswor(r)) (Yk(t) − µ̂srswor(t))= 1
n − 1 (∑k∈sYk(r)Yk(t) − nµ̂srswor(r)µ̂srswor(t)) .
Pour r = t, on obtient l’estimateur de la fonction de variance,
γ̂srswor(t) = ( 1
n
− 1
N
)S2Y (t),s, (1.43)
ou`
S2Y (t),s = 1n − 1 ∑k∈s (Yk(t) − µ̂srswor(t))2
est la variance corrige´e dans l’e´chantillon s de la variable Y mesure´e a` l’instant t. 2
Pour les e´chantillons de taille fixe tire´s sans remise, il est possible de donner l’e´qui-
valent de la formule de Yates et Grundy (1953) et Sen (1953),
γp(r, t) = −1
2
1
N2
∑
k∈U ∑l∈U,l≠k(pikl − pikpil)(Yk(r)pik − Yl(r)pil )(Yk(t)pik − Yl(t)pil ) , (1.44)
(r, t) ∈ [0, T ] × [0, T ].
La formule indique clairement que si, pour tout t ∈ [0, T ] et k ∈ U , la probabilite´
d’inclusion du premier ordre est approximativement proportionnelle a` Yk(t), la variance
de l’estimateur µˆ sera faible.
1.7.2 Estimation a` partir de trajectoires discre´tise´es
Ge´ne´ralement les trajectoires Yk(t) ne sont pas observe´es continuˆment pour t ∈[0, T ] mais uniquement sur un ensemble de D instants de mesure 0 = t1 < t2 < ... < tD =
T. Une strate´gie classique en analyse des donne´es fonctionnelles consiste a` effectuer
une interpolation ou un lissage des trajectoires discre´tise´es afin d’obtenir des objets
qui sont re´ellement des fonctions (Ramsay et Silverman (2005)). Cela permet e´gale-
ment de traiter des courbes dont les instants de mesure ne sont pas identiques. Dans
le cadre des sondages, l’interpolation line´aire, lorsqu’il n’y a pas d’erreur de mesure
aux points discre´tise´s, a e´te´ e´tudie´e par Cardot et Josserand (2011) tandis que des
proce´dures de lissage sont propose´es dans Cardot et al. (2012). Si le nombre de points
de discre´tisation est suffisant et si les trajectoires sont assez re´gulie`res (mais pas ne´ces-
sairement de´rivables), alors l’erreur d’approximation due au lissage ou a` l’interpolation
est ne´gligeable face a` l’erreur d’e´chantillonnage.
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Par la suite, nous supposerons que pour chaque unite´ k dans l’e´chantillon la courbe
interpole´e est de´finie par
Yk,d(t) = Yk(ti) + Yk(ti+1) − Yk(ti)
ti+1 − ti (t − ti), t ∈ [ti, ti+1]. (1.45)
Il est alors possible de de´finir l’estimateur de Horvitz-Thompson de la courbe
moyenne base´ sur les trajectoires interpole´es
µˆd(t) = 1
N
∑
k∈s
Yk,d(t)
pik
, t ∈ [0, T ]. (1.46)
La covariance γp sera alors estime´e par
γ̂d(r, t) = 1
N2
∑
k∈s∑l∈s ∆klpikl Yk,d(r)pik Yl,d(t)pil (r, t) ∈ [0, T ] × [0, T ]. (1.47)
1.7.3 Quelques rappels de probabilite´
Pour construire une bande de confiance de niveau 1 − α de la forme
P(µ(t) ∈ [µ̂(t) ± cα σ̂(t)√
n
] , ∀t ∈ [0, T ]) = 1 − α, (1.48)
autour de notre courbe estime´e µˆd, nous devons comme dans le cadre univarie´ de´ter-
miner la loi asymptotique de notre estimateur. Pour cela, nous allons conside´rer le
cadre de superpopulation introduit par Isaki et Fuller (1982) (cf. section 1.5 pour plus
de de´tails). Lorsque nous travaillons avec des donne´es fonctionnelles, la convergence
ponctuelle ne suffit pas. Nous devons montrer dans un premier temps que l’estimateur
de la courbe moyenne est uniforme´ment convergent puis de´terminer sa convergence
en distribution dans l’espace des fonctions continues sur l’intervalle [0, T ] muni de la
norme sup, note´ C[0, T ].
De´finition 1.6. Un estimateur θˆ est dit uniforme´ment convergent en probabilite´ si
pour tout  > 0
P(supt∈[0,T ] ∣θˆ(t) − θ(t)∣ > )→ 0.
On peut e´galement de´finir la convergence en loi dans C[0, T ]
De´finition 1.7. Soient Xn et X des variables ale´atoires a` valeur dans C[0, T ], on dit
que la suite (Xn) converge en distribution vers X dans l’espace des fonctions continues
sur l’intervalle [0, T ] muni de norme sup, note´ C[0, T ], si pour toute fonctionnelle
φ ∶ C[0, T ]→ R borne´e et uniforme´ment continue
E(φ(Xn))→ E(φ(X)), quand n tend a` l’infini.
Pour de´montrer la convergence en distribution, il suffira de montrer que le vecteur(Xn(t1), ...,Xn(tp)) converge en distribution vers (X(t1), ...,X(tp)) et que la suite(Xn) est tendue (The´ore`me 8.1 p 54 Billingsley (1968)).
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De´finition 1.8. Une mesure de probabilite´ P sur (C[0, T ],C) est dite tendue si pour
tout re´el  strictement positif il existe un compact K tel que
P (K) > 1 − 
avec C ensemble des bore´liens de C[0, T ].
De´finition 1.9. Si Xn sont des e´le´ments ale´atoires de C[0, T ], on dit que la suite{Xn} est tendue quand {Pn} est tendue, ou` Pn repre´sente la distribution de Xn.
Dans la pratique ces de´finitions ne sont pas faciles a` manipuler. Pour ve´rifier le
crite`re de tension nous utiliserons le the´ore`me suivant.
The´ore`me 1.5. (The´ore`me 12.3, Billingsley (1968)). La suite {Xn} est tendue dans
C[0, T ] si elle satisfait les 2 conditions suivantes :
i. La suite {Xn(0)} est tendue.
ii. Il existe deux constantes ζ ≥ 0 et α > 1 et une fonction F continue et non
de´croissante sur [0, T ] telles que
P{∣Xn(t2) −Xn(t1)∣ ≥ λ} ≤ 1
λζ
∣F (t2) − F (t1)∣α (1.49)
pour tous t1, t2 et n et tout λ positif. La condition sur les moments
E{∣Xn(t2) −Xn(t1)∣ζ} ≤ ∣F (t1) − F (t2)∣α (1.50)
implique (1.49).
Pour montrer que la suite est tendue, on s’efforcera de ve´rifier l’ine´galite´ (1.50) en
prenant F (t) = t.
Remarque 1.4. Une technique simple pour montrer la convergence uniforme de Xn
vers X consistera a` montrer la convergence en loi de Xn −X vers 0.
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Chapitre 2
Estimation d’une trajectoire
moyenne a` l’aide d’un mode`le de
re´gression line´aire fonctionnelle
Lorsque nous travaillons avec des donne´es fonctionnelles, nous pouvons e´galement
utiliser l’information auxiliaire au niveau de l’estimation pour ame´liorer la pre´cision
de notre estimateur. Dans ce chapitre, nous proposons d’estimer la courbe moyenne a`
l’aide d’un estimateur base´ sur un mode`le de re´gression fonctionnelle (Faraway (1997),
Ramsay et Silverman (2005)). Celui-ci peut eˆtre vu comme une extension directe au
cadre fonctionnel de l’estimateur GREG e´tudie´ par Robinson et Sa¨rndal (1983) et
Sa¨rndal et al. (1992). L’objectif de ce chapitre est d’e´tablir les proprie´te´s asymptotiques
de l’estimateur de la courbe moyenne assiste´ par ce type de mode`le.
Dans la section 2.1, nous allons introduire les notations et sugge´rer une le´ge`re
modification de l’estimateur qui permettra de controˆler la variance des estimateurs
des coefficients de re´gression. Sous de faibles hypothe`ses sur le plan de sondage et la
re´gularite´ des trajectoires, nous montrons, dans la section 2.2, la convergence uniforme
de notre estimateur ainsi que celle de sa fonction de variance estime´e. Enfin, sous des
hypothe`ses supple´mentaires, nous de´montrons, dans la section 2.3, le the´ore`me central
limite fonctionnel. Les preuves sont regroupe´es dans la section 2.4.
2.1 Estimation de la courbe moyenne a` l’aide d’un mode`le
line´aire fonctionnel
Conside´rons, comme pre´ce´demment, une population finie U = {1, ...,N} de taille
N connue et supposons que, pour chaque e´le´ment k de la population U , nous pouvons
observer la courbe de´terministe Yk = (Yk(t))t∈[0,T ]. L’objectif est d’estimer la courbe
moyenne de la population qui est de´finie pour tout instant t ∈ [0, T ], par
µ(t) = 1
N
∑
k∈U Yk(t). (2.1)
Soit s un e´chantillon de taille fixe´e n, choisi ale´atoirement dans U selon un plan de
sondage p(⋅). Nous supposons que les probabilite´s d’inclusion du premier et du second
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ordre satisfont pik = P(k ∈ s) > 0, pour tout k ∈ U , et pikl = P(k&l ∈ s) > 0 pour tout
k, l ∈ U , k ≠ l.
Conside´rons p variables auxiliaires re´elles X1, ...,Xp observe´es pour tous les indivi-
dus k ∈ U et soit xkj la valeur de la variable Xj pour le k-e`me individu. Notons par
xk = (xk1, ..., xkp)′ le vecteur contenant les valeurs des p variables auxiliaires mesu-
re´es sur le k-e`me individu. Afin d’ame´liorer la pre´cision de l’estimateur de la courbe
moyenne µ, nous allons introduire un mode`le de re´gression base´ sur ces variables auxi-
liaires. Par analogie au cadre non-fonctionnel (Sa¨rndal et al. (1992)), nous supposons
que la relation entre la variable d’inte´reˆt fonctionnelle et les variables auxiliaires est
mode´lise´e par un mode`le de superpopulation ξ de´fini comme suit :
ξ ∶ Yk(t) = x′kβ(t) + kt, t ∈ [0, T ], (2.2)
ou` β(t) = (β1(t), . . . , βp(t))′ est le vecteur des coefficients de re´gression fonction-
nels, Eξ(k) = 0, les kt sont inde´pendants pour k ≠ l et de fonction de covariance
Covξ(kt, kr) = Γ(t, r) si k = l et 0 sinon, pour (t, r) ∈ [0, T ] × [0, T ]. Ce mode`le est
une extension directe a` plusieurs variables du mode`le line´aire fonctionnel propose´ par
Faraway (1997).
Si xk et Yk sont connus pour tous les individus k ∈ U et si la matrice G = 1N ∑U xkx′k
est inversible, il est possible d’estimer sous le mode`le ξ, a` l’aide des moindre carre´s
ordinaires, le vecteur β(t) par β˜(t) = G−1 1N ∑k∈U xkYk(t). La courbe moyenne µ(t)
peut alors eˆtre estime´e par l’estimateur de la diffe´rence (cf. e´quation (1.16)) propose´
par Cassel et al. (1976), pour tout t ∈ [0, T ],
µ˜(t) = 1
N
∑
k∈U x′kβ˜(t) − 1N ∑k∈s x
′
kβ˜(t) − Yk(t)
pik
(2.3)
= 1
N
∑
k∈U Y˜k(t) − 1N ∑k∈s Y˜k(t) − Yk(t)pik ,
ou` Y˜k(t) = x′kβ˜(t).
Dans la pratique, les couples (xk, Yk) ne sont connus que pour les individus k ∈ s.
Pour obtenir un estimateur de µ(t), nous remplac¸ons chaque somme dans β˜(t) par son
estimateur de Horvitz-Thompson. Ainsi, si la matrice Ĝ = 1N ∑k∈s xkx′kpik est inversible,
β˜(t) est estime´ sous le plan de sondage p par
β̂(t) = Ĝ−1 1
N
∑
k∈s
xkYk(t)
pik
, t ∈ [0, T ]. (2.4)
Nous obtenons finalement l’estimateur de µ(t) assiste´ par le mode`le ξ en remplac¸ant
β˜(t) par β̂(t) dans (2.3),
µ̂MA(t) = 1
N
∑
k∈U Ŷk(t) − 1N ∑k∈s Ŷk(t) − Yk(t)pik , t ∈ [0, T ], (2.5)
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ou` Ŷk(t) = x′kβ̂(t). Pour construire l’estimateur µ̂MA(t), il n’est pas ne´cessaire d’ob-
server le vecteur xk pour l’ensemble des individus k ∈ U . Etant donne´ que ∑k∈U Ŷk(t) =(∑k∈U xk)′ β̂(t), il suffit de connaitre xk et Yk(t) pour l’ensemble des individus k ∈ s
ainsi que le total de chaque variable auxiliaire sur l’ensemble de la population ∑k∈U xk.
Remarque 2.1. Si le vecteur des variables auxiliaires contient l’intercept, alors l’esti-
mateur de Horvitz-Thompson des re´sidus estime´s Ŷk(t)−Yk(t) est nul a` chaque instant
t ∈ [0, T ] (cf. Sa¨rndal (1980)). Dans ce cas, l’estimateur µ̂MA est la moyenne sur toute
la population U des valeurs estime´es Ŷk(t) par le mode`le
µ̂MA(t) = 1
N
∑
U
Ŷk(t), t ∈ [0, T ]. (2.6)
De plus, si l’intercept est l’unique variable auxiliaire utilise´e dans le mode`le, c’est-a`-
dire Yk(t) = β(t) + εkt pour tout k ∈ U, alors l’estimateur µˆMA est e´gal a` l’estimateur
de Ha´jek,
µ̂MA(t) = ∑s pi−1k Yk(t)∑s pi−1k , t ∈ [0, T ].
Lorsque la taille de l’e´chantillon est variable ou lorsque les Yk sont tre`s peu corre´le´s
aux pik, il peut eˆtre pre´fe´rable d’utiliser l’estimateur de Ha´jek plutoˆt que l’estimateur de
Horvitz-Thompson µˆ (pour plus de de´tails se re´fe´rer a` Sa¨rndal et al. (1992), Chapitre
5.7).
Remarque 2.2. L’estimateur µ̂MA peut e´galement eˆtre obtenu a` l’aide d’une approche
de type calage (Deville et Sa¨rndal (1992)). Par exemple, si nous conside´rons la distance
de type khi-2, nous obtenons les nouveaux poids suivants :
wks = 1
pik
− (∑
s
xl
pil
−∑
U
xl)′ (∑
s
xlx
′
l
pil
)−1 xk
pik
.
Dans ce cas, l’estimateur par calage ∑swksYk(t)/N de la moyenne µ(t) est e´gal a`
µ̂MA(t) de´fini dans l’e´quation (2.5).
D’autres distances ont e´te´ propose´es dans Deville et Sa¨rndal (1992). On peut mon-
trer que, pour certaines distances, l’estimateur par calage de la moyenne µ(t) est ponc-
tuellement asymptotiquement e´quivalent a` l’estimateur µ̂MA(t).
2.1.1 Un estimateur re´gularise´ pour le cadre asymptotique
La construction de l’estimateur µˆMA(t) repose sur l’hypothe`se que la matrice Ĝ
est inversible. Pour montrer la convergence uniforme, nous devons introduire une mo-
dification de Ĝ qui permettra de controˆler la norme de son inverse. Cette astuce a de´ja`
e´te´ utilise´e dans Bosq (2000) et Guillas (2001) pour l’estimation des processus autore´-
gressifs fonctionnels. La matrice Ĝ e´tant une matrice non ne´gative et syme´trique de
taille p × p, elle peut s’e´crire de la manie`re suivante
Ĝ = p∑
j=1λj,nvjnv′jn,
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ou` vjn est le vecteur propre orthonorme´ associe´ a` la j -e`me valeur propre λj,n, avec
λ1,n ≥ .. ≥ λp,n ≥ 0. Soit un re´el a > 0. L’estimateur re´gularise´ de G est de´fini par
Ĝa = p∑
j=1max(λj,n, a) vjnv′jn.
Remarque 2.3.
i. L’estimateur Ĝa est toujours inversible.
ii. Si λp,n ≥ a alors Ĝ = Ĝa.
iii.
∥Ĝ−1a ∥ ≤ a−1, (2.7)
ou` ∥.∥ de´signe la norme matricielle classique.
Si a > 0 est suffisamment petit, nous pouvons montrer que sous certaines conditions
sur les moments des variables X1, . . . ,Xp et sur les probabilite´s d’inclusion d’ordre un
et deux que P(λp,n ≤ a) = O(n−1) (cf. Lemme 2.1 dans la section 2.4.1).
Il est alors possible d’estimer la courbe µ(t) en remplac¸ant Ĝ par Ĝa dans la
formule (2.5). La courbe moyenne est alors estime´e par
µ̂MA,a(t) = 1
N
∑
k∈U Ŷk,a(t) − 1N ∑k∈s Ŷk,a(t) − Yk(t)pik , t ∈ [0, T ], (2.8)
ou` Ŷk,a(t) = x′kβ̂a(t) et β̂a(t) = Ĝ−1a 1N ∑s xkYk(t)pik .
2.1.2 Estimation a` l’aide de trajectoires discre´tise´es
Dans la pratique, les trajectoires Yk(t) ne sont pas observe´es continument pour
t ∈ [0, T ], mais uniquement sur un ensemble de D instants de mesure 0 = t1 ≤ ... ≤ tD =
T . Si on suppose que les trajectoires sont suffisamment re´gulie`res et qu’il n’y a pas
d’erreur de mesure, nous pouvons utiliser une interpolation line´aire pour approximer
les courbes a` chaque instant t (cf. section 1.7.1, Cardot et Josserand (2011) et Cardot
et al. (2012)). Pour chaque unite´ k de l’e´chantillon s, la courbe interpole´e est de´finie
par
Yk,d(t) = Yk(ti) + Yk(ti+1) − Yk(ti)
ti+1 − ti (t − ti), t ∈ [ti, ti+1], (2.9)
et l’estimateur β̂a,d(t) de β(t) base´ sur les courbes interpole´es est de´fini comme suit
β̂a,d(t) = Ĝ−1a 1N ∑s xkYk,d(t)
= β̂a(ti) + β̂a(ti+1) − β̂a(ti)ti+1 − ti (t − ti), t ∈ [ti, ti+1]. (2.10)
Dans ce cas, l’estimateur de la courbe moyenne base´ sur les observations discre´ti-
se´es est obtenu en faisant une interpolation line´aire entre les estimateurs µ̂MA,a(ti) et
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µ̂MA,a(ti+1),
µ̂MA,d(t) = µ̂MA,a(ti) + µ̂MA,a(ti+1) − µ̂MA,a(ti)
ti+1 − ti (t − ti)= 1
N
∑
k∈U Ŷk,d(t) − 1N ∑k∈s (Ŷk,d(t) − Yk,d(t))pik , (2.11)
ou` Ŷk,d(t) = x′kβ̂a,d(t) et t ∈ [ti, ti+1].
2.2 Proprie´te´s asymptotiques sous le plan de sondage
2.2.1 Hypothe`ses
Pour montrer les proprie´te´s asymptotiques, sous le plan de sondage p(.), de l’estima-
teur µ̂MA,d, nous devons supposer que la taille de l’e´chantilllon et celle de la population
deviennent tre`s larges. Nous nous plac¸ons alors dans le cadre asymptotique introduit
par Isaki et Fuller (1982) et de´crit dans la section 1.5. Nous avons e´galement besoin
des hypothe`ses suivantes
B1. Nous supposons que lim
N→∞ nN = pi ∈]0,1[.
B2. Nous supposons que min
k∈U pik ≥ λ > 0, mink≠l pikl ≥ λ∗ > 0 et qu’il existe une
constante C1 telle que
lim sup
N→∞ nmaxk≠l ∣pikl − pikpil∣ < C1 <∞.
B3. Il existe deux constantes positives C2 et C3 et β > 1/2 telles que, pour tout N
et pour tout (r, t) ∈ [0, T ] × [0, T ],
1
N
∑
k∈U Yk(0)2 < C2 et 1N ∑k∈U{Yk(t) − Yk(r)}2 < C3∣t − r∣2β.
B4. Il existe une constante positive C4 telle que pour tout k ∈ U, ∥xk∥2 < C4.
B5. Nous supposons que, pour N > N0, la matrice G est inversible et que le nombre
a choisi pre´ce´demment satisfait ∥G−1∥ < a−1.
Les hypothe`ses B1 et B2 ont de´ja` e´te´ introduites par Breidt et Opsomer (2000). La
premie`re suppose que la taille de l’e´chantillon et celle de la population augmentent a` la
meˆme vitesse. La seconde hypothe`se quantifie l’e´cart a` l’inde´pendance des probabilite´s
d’inclusion d’ordre deux et permet de donner la vitesse de convergence. Ces deux
hypothe`ses sont satisfaites pour quelques plans de sondage a` taille fixe (ex : sondage
ale´atoire simple sans remise, le tirage re´jectif). Pour de plus amples de´tails se re´fe´rer
a` Ha´jek (1981), Robinson et Sa¨rndal (1983) et Breidt et Opsomer (2000).
L’hypothe`se B3 est une condition minimale de re´gularite´ de´ja` introduite par Cardot
et Josserand (2011). Meˆme si la convergence ponctuelle, pour chaque valeur de t fixe´e,
peut eˆtre prouve´e sans condition sur le coefficient de Ho¨lder β, cette condition est
ne´cessaire pour obtenir la convergence uniforme de l’estimateur µ̂MA,d vers µ. Cette
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hypothe`se implique e´galement que les trajectoires des processus re´siduels kt, de´finis
dans l’e´quation (2.2), sont assez re´gulie`res mais pas ne´cessairement de´rivables.
L’hypothe`se B4 pourrait certainement eˆtre affaiblie mais cela serait au de´triment
de la longueur des de´monstrations.
L’hypothe`se B5 signifie que pour tout u ∈ Rp, avec u ≠ 0, nous avons u′Gu ≥ au′u.
Isaki et Fuller (1982) ont utilise´ le meˆme type d’hypothe`se pour montrer la convergence
en probabilite´ ponctuelle. Robinson et Sa¨rndal (1983) ont introduit une condition plus
forte (condition A7 dans leur article) lie´e a` la convergence quadratique de l’estimateur
du vecteur des coefficients de re´gression β.
2.2.2 Convergence uniforme
Sous des conditions supple´mentaires sur le sche´ma de discre´tisation, nous pouvons
montrer la convergence uniforme de l’estimateur β̂a,d(t) vers β˜(t).
Proposition 2.1. Supposons que les hypothe`ses B1-B5 sont ve´rifie´es. Si le sche´ma
de discre´tisation satisfait max
i={1,..,DN−1} ∣ti+1 − ti∣2β = o(n−1) alors il existe une constante
C > 0 telle que, pour tout n,
√
n Ep
⎧⎪⎪⎨⎪⎪⎩ supt∈[0,T ] ∥β̂a,d(t) − β˜(t)∥
⎫⎪⎪⎬⎪⎪⎭ ≤ C.
Nous pouvons e´galement donner une proprie´te´ similaire pour l’estimateur µ̂MA,d .
Proposition 2.2. Supposons que les hypothe`ses B1-B5 sont ve´rifie´es. Si le sche´ma
de discre´tisation satisfait max
i={1,..,DN−1} ∣ti+1 − ti∣2β = o(n−1) alors il existe une constante
C > 0 telle que, pour tout n,
√
n Ep
⎧⎪⎪⎨⎪⎪⎩ supt∈[0,T ] ∣ µ̂MA,d(t) − µ(t) ∣
⎫⎪⎪⎬⎪⎪⎭ ≤ C.
Nous de´duisons de la Proposition 2.2 que l’estimateur µ̂MA,d(t) et asymptotique-
ment non-biaise´ et convergent par rapport au plan de sondage. Nous pouvons e´galement
remarquer que, sous l’hypothe`se supple´mentaire sur les points de discre´tisation, l’er-
reur d’approximation est ne´gligeable par rapport a` celle due au plan de sondage. En
effet, pour chaque t ∈ [0, T ],
µ̂MA,a(t) − µ̃(t) = 1
N
∑
k∈U (1 − 1kpik )x′k (β̂a(t) − β̃(t)) , (2.12)
ainsi, nous pouvons facilement montrer en utilisant les hypothe`ses pre´ce´dentes et le
Lemme 2.4 que √
n (µ̂MA,d(t) − µ̃(t)) = op(1), t ∈ [0, T ]. (2.13)
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2.2.3 Estimation de la fonction de covariance sous le plan de sondage
Dans cette section, nous allons estimer la fonction de covariance, sous le plan de
sondage p(.), de l’estimateur µ̂MA,d puis nous donnerons ses proprie´te´s asymptotiques.
L’estimateur base´ sur le mode`le de re´gression µ̂MA,d peut e´galement s’e´crire sous
la forme d’une combinaison non line´aire d’estimateur de Horvitz-Thompson :
µ̂MA,d = 1
N
∑
s
Yk,d(t)
pik
+ ( 1
N
∑
U
x′k − 1N ∑s x
′
k
pik
) β̂a,d(t), t ∈ [0, T ]. (2.14)
Dans ce cas, nous ne pouvons plus utiliser la formule usuelle de la covariance de
Horvitz-Thompson (cf. e´quation (1.47)). Cependant l’erreur d’approximation e´tant ne´-
gligeable (cf. e´quation (2.13)), nous pouvons approximer la fonction de covariance de
l’estimateur µ̂MA,d entre deux instants r et t par la covariance de l’estimateur par la
diffe´rence Covp(µ˜(r), µ˜(t)) (cf Sa¨rndal et al. (1992)). Ainsi la covariance γMA de µ̂MA,d
est approxime´e par la covariance de Horvitz-Thompson applique´e aux re´sidus Yk − Y˜k
γMA(r, t) ≈ 1
N2
Covp (∑
k∈s
Yk(r) − Y˜k(r)
pik
,∑
k∈s
Yk(t) − Y˜k(t)
pik
)
= 1
N2
∑
k∈U∑l∈U(pikl − pikpil)Yk(r) − Y˜k(r)pik Yl(t) − Y˜l(t)pil , r, t ∈ [0, T ].
(2.15)
Remarque 2.4. Si les re´sidus Yk(t)−Y˜k(t) sont petits par rapport a` Yk(t), l’estimateur
assiste´ par le mode`le peut eˆtre plus performant que l’estimateur de Horvitz-Thompson.
La fonction de covariance γMA(r, t) est estime´e a` l’aide de l’estimateur de la cova-
riance de Horvitz-Thompson applique´ aux re´sidus estime´s Yk,d(t) − Ŷk,d(t),
γ̂MA,d(r, t) = 1
N2
∑
k,l∈s
pikl − pikpil
pikl
⋅ Yk,d(r) − Ŷk,d(r)
pik
⋅ Yl,d(t) − Ŷl,d(t)
pil
, r, t ∈ [0, T ],
(2.16)
ou` Ŷk,d(t) = x′kβ̂a,d(t).
Pour montrer la convergence de l’estimateur de la covariance γ̂MA,d(r, t), nous de-
vons introduire des hypothe`ses supple´mentaires sur les probabilite´s d’inclusion d’ordre
supe´rieur et sur les moments d’ordre 4 des trajectoires.
B6. Nous supposons que limN→∞ max(k,l,k′,l′)∈D4,n ∣E{(1kl − pikl)(1k′l′ − pik′l′)}∣ = 0
ou` Dt,N est l’ensemble de tous les t-tuples distincts (i1, ..., it) dans U .
B7. Il existe deux constantes positives C5 et C6 tel que
N−1∑
U
Yk(0)4 < C5 et N−1∑{Yk(t) − Yk(r)}4 < C6∣t − r∣4β,
pour tout (r, t) ∈ [0, T ]2.
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L’hypothe`se B6 a de´ja` e´te´ pose´e par Breidt et Opsomer (2000) pour un estima-
teur assiste´ par un mode`le non-parame´trique et par Cardot et Josserand (2011) pour
montrer la convergence de l’estimateur de la covariance de l’estimateur de Horvitz-
Thompson. Elle est ve´rifie´e pour des plans simples tels que le sondage ale´atoire simple
sans remise (SRSWOR), le sondage stratifie´ avec un SRSWOR a` l’inte´rieur de chaque
strate et le sondage re´jectif (Breidt et Opsomer (2000), Boistard et al. (2012)).
Proposition 2.3. Supposons que les hypothe`ses B1-B7 sont ve´rifie´es et que le sche´ma
de discre´tisation satisfait max
i={1,..,DN−1} ∣ti+1 − ti∣ = o(1). Alors, quand N tend a` l’infini,
nous avons pour tout (r, t) ∈ [0, T ]2,
n Ep {∣γ̂MA,d(r, t) − γMA(r, t)∣} → 0
et
n Ep
⎧⎪⎪⎨⎪⎪⎩ supt∈[0,T ] ∣γ̂MA,d(t, t) − γMA(t, t)∣
⎫⎪⎪⎬⎪⎪⎭ → 0.
Puisque nγMA(r, t) est borne´, nous de´duisons de la proposition pre´ce´dente que
l’estimateur de la covariance γ̂MA,d est ponctuellement convergent et la fonction de
variance estime´e est uniforme´ment convergente.
Remarque 2.5. Dans la Proposition 2.3, nous ne donnons pas les taux de conver-
gence, la condition sur le nombre de points de discre´tisation est donc plus faible que
dans la Proposition 2.2. Pour obtenir de tels taux, il faudrait ajouter des hypothe`ses
supple´mentaires sur le plan de sondage.
2.3 Normalite´ asymptotique
Pour montrer la normalite´ asymptotique de l’estimateur µˆMA,d dans l’espace des
fonctions continues, nous devons introduire une nouvelle hypothe`se.
B8. Supposons que pour chaque valeur de t fixe´e, t ∈ [0,1],
{γMA(t, t)}−1/2 (µ˜(t) − µ(t)) → N (0,1)
en distribution quand N tend a` l’infini.
Cette hypothe`se est satisfaite pour certains plans de sondage classiques (cf. e.g.
Fuller (2009a), Chapitre 2.2).
De la relation (2.13), nous de´duisons que pour chaque instant t fixe´, t ∈ [0, T ],
µ̂MA,d(t) − µ(t) = µ˜(t) − µ(t) + op(n−1/2),
Ainsi, si les conditions de la Proposition 2.2 sont ve´rifie´es,
√
n (µ̂MA,d(t) − µ(t)) est
e´galement ponctuellement asymptotiquement gaussien.
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Proposition 2.4. Supposons que les hypothe`ses B1-B5 et B8 sont ve´rifie´es. Si le
sche´ma de discre´tisation satisfait max
i={1,..,DN−1} ∣ti+1 − ti∣2β = o(n−1), nous avons quand n
tend a` l’infini √
n{µ̂MA,d − µ}→ Z en distribution dans C[0, T ] (2.17)
ou` Z est un processus gaussien a` valeur dans C[0, T ] de moyenne 0 et de fonction de
covariance γZ(r, t) = limn→+∞ nγMA(r, t).
2.4 Preuves
Tout au long des preuves, nous utiliserons la lettre C pour de´signer une constante
ge´ne´rique dont la valeur peut varier d’un endroit a` l’autre. De´finissons αk = 1kpik − 1,
∆kk = pik(1 − pik) et ∆kl = pikl − pikpil pour k, l ∈ U . La norme euclidienne d’un vecteur
v sera note´e ∥v∥ et la norme d’une matrice A sera note´e ∥A∥ = √tr(A′A).
2.4.1 Quelques lemmes utiles
Lemme 2.1. Supposons les hypothe`ses B1, B2, B4 et B5 ve´rifie´es. Alors, il existe
une constante C telle que
n Ep (∥Ĝ−1a −G−1∥2) ≤ C.
Ce re´sultat, parfois fixe´ comme hypothe`se (cf. Robinson et Sa¨rndal (1983)), nous
servira a` de´montrer la convergence de l’estimateur µˆMA,d.
De´monstration. La preuve suit les e´tapes de (Bosq (2000), The´ore`me 8.4) et (Cardot
et al. (2010a), Proposition 3.1). Selon l’hypothe`se A5 et l’ine´galite´ (2.7), nous avons
∥Ĝ−1a −G−1∥ ≤ ∥Ĝ−1a ∥.∥Ĝa −G∥.∥G−1∥≤ a−2∥Ĝa −G∥,
ce qui implique
Ep (∥Ĝ−1a −G−1∥2) ≤ a−4Ep (∥Ĝa −G∥2) . (2.18)
Pour borner Ep (∥Ĝa −G∥2) , nous utilisons la de´composition suivante.
Ep (∥Ĝa −G∥2) = Ep (∥Ĝa −G∥21{Ĝa=Ĝ}) +Ep (∥Ĝa −G∥21{Ĝa≠Ĝ})≤ Ep (∥Ĝ −G∥2) + 2Ep (∥Ĝa − Ĝ∥21{Ĝa≠Ĝ}) + 2Ep (∥Ĝ −G∥21{Ĝa≠Ĝ})≤ 3Ep(∥Ĝ −G∥2) + 2Ep (∥Ĝa − Ĝ∥21{Ĝa≠Ĝ}) . (2.19)
Ensuite nous montrons que (voir aussi la de´monstration de la Proposition 3.1 dans
Cardot et al. (2010a)),
Ep∥Ĝ −G∥2 = O(n−1). (2.20)
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Sous les hypothe`ses B1, B2 et B4,
Ep∥Ĝ −G∥2 = 1
N2
Ep (∑
U
∑
U
αkαltr[xkx′kxlx′l])
≤ 1
N2
1
λ
∑
U
tr[xkx′kxkx′k] +max
k≠l ∣∆kl∣ 1N2λ2 ∑k∈U∑l∈U tr[xkx′kxlx′l]≤ 1
N2
1
λ
∑
U
∥xkx′k∥2 +max
k≠l ∣∆kl∣ 1N2λ2 ∑k∈U∑l∈U ∥xk∥2∥xl∥2≤ 1
N2
1
λ
∑
U
∥xk∥4 +max
k≠l ∣∆kl∣ 1Nλ2 ∑U ∥xk∥4≤ 1
n
( n
N
1
λ
+ nmax
k≠l ∣∆kl∣ 1λ2)C24≤ C
n
.
De plus
Ep (∥Ĝa − Ĝ∥21{Ĝa≠Ĝ}) ≤ a2P(Ĝa ≠ Ĝ)
du fait que
∥Ĝa − Ĝ∥2 = XXXXXXXXXXX
p∑
j=1[max(λj,n, a) − λj,n]vjnv′jn
XXXXXXXXXXX
2
≤ sup
j=1,...,p ∣max(λj,n, a) − λj,n∣2≤ a2.
Etant donne´ que a < λp = ∥G−1∥−1, nous pouvons utiliser l’ine´galite´ de Chebychev
pour borner
P(Ĝa ≠ Ĝ) = P(λpn < a)
≤ P(∣λpn − λp∣ ≥ ∣λp − a∣
2
)
≤ 4(λp − a)2Ep (∣λpn − λp∣2) .
Or la fonction valeur propre est lipschitzienne pour les matrices syme´triques. Cela
signifie que pour deux matrices A et B, de valeurs propres respectives λ1(A) ≥ λ2(A) ≥⋯ ≥ λp(A) et λ1(B) ≥ ⋯ ≥ λp(B), nous avons
max
j∈{1,...,p} ∣λj(A) − λj(B)∣ ≤ ∥A −B∥ .
Ainsi
P(Ĝa ≠ Ĝ) ≤ 4(λp − a)2Ep (∥Ĝ −G∥2) .
Par conse´quent, pour une certaine constante C,
Ep (∥Ĝa −G∥2) ≤ 3Ep (∥Ĝ −G∥2) + 2a2P(Ĝa ≠ Ĝ)≤ C
n
. (2.21)
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Des e´quations (2.18) et (2.21), nous de´duisons le re´sultat annonce´. 2
Lemme 2.2. Sous les hypothe`ses B1, B2 et B4, il existe une constante C telle que,
pour tout n,
n Ep ∥ 1
N
∑
U
(1k
pik
− 1)xk∥2 ≤ C.
De´monstration. Sous les hypothe`ses B1, B2 et B4
nEp ∥ 1
N
∑
U
αkxk∥2 = nEp ( 1
N2
∑
k∈U∑l∈U αkαlx′kxl)≤ n
N2
∑
k∈U∑l∈U ∣ ∆klpikpil ∣x′kxl
≤ n
N2
⎛⎜⎜⎝ 1λ ∑k∈U ∥xk∥2 + maxk≠l ∣∆kl∣λ2 ∑k,l∈U
k≠l
∥xk∥∥xl∥⎞⎟⎟⎠
≤ [ n
N
1
λ
+ 1
λ2
nmax
k≠l ∣∆kl∣] 1N ∑k∈U ∥xk∥2≤ [ n
N
1
λ
+ 1
λ2
nmax
k≠l ∣∆kl∣]C4≤ C
pour une certaine constante C. 2
Lemme 2.3. Sous les hypothe`ses B2-B5, nous avons
i) ∥β˜(t) − β˜(r)∥2 ≤ a−2C3C4∣t − r∣2β.
ii) ∥β̂a(t) − β̂a(r)∥2 ≤ a−2λ2 C3C4∣t − r∣2β.
De´monstration.
i) Sous les hypothe`ses B3, B4 et B5,
∥β˜(t) − β˜(r)∥2 = ∥G−1 1
N
∑
U
xk(Yk(t) − Yk(r)∥2
≤ ∥G−1∥2 ( 1
N
∑
U
∥xk∥2)( 1
N
∑
U
(Yk(t) − Yk(r))2)
≤ a−2C4C3∣t − r∣2β.
ii) La preuve est similaire au point i) mais ne´cessite de faire une hypothe`se supple´-
mentaire pour minorer les probabilite´s d’inclusion d’ordre un (hypothe`se B2),
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∥β̂a(t) − β̂a(r)∥2 = ∥Ĝ−1a 1N ∑U 1kpik xk(Yk(t) − Yk(r)∥
2
≤ 1
λ2
∥Ĝ−1a ∥2 ( 1N ∑U ∥xk∥2)( 1N ∑U (Yk(t) − Yk(r))2)≤ a−2 1
λ2
C4C3∣t − r∣2β.
2
Le lemme suivant de´montre la convergence ponctuelle quadratique moyenne pour
toute valeur fixe de t ∈ [0, T ].
Lemme 2.4. Supposons que les hypothe`ses B1-B5 sont ve´rifie´es. Alors, il existe une
constante positive ζ1 telle que, pour tout t ∈ [0, T ],
nEp (∥β̂a(t) − β˜(t)∥2) ≤ ζ1.
De´monstration. La de´monstration est similaire a` celle du Lemme 2.5 et sera donc
omise. 2
Lemme 2.5. Supposons que les hypothe`ses B1-B5 sont ve´rifie´es. Alors, il existe une
constante positive ζ2 telle que,
nEp (∥β̂a(t) − β˜(t) − β̂a(r) + β˜(r)∥2) ≤ ζ2∣t − r∣2β.
De´monstration. Une de´composition directe conduit a`
n∥β̂a(t) − β˜(t) − β̂a(r) + β˜(r)∥2
= nXXXXXXXXXXX(Ĝ−1a −G−1) 1N ∑U 1kpik xk(Yk(t) − Yk(r)) +G−1 1N ∑U (1kpik − 1)xk(Yk(t) − Yk(r))
XXXXXXXXXXX
2
≤ 2n∥Ĝ−1a −G−1∥2∥ 1N ∑U 1kpik xk(Yk(t) − Yk(r))∥2+2n∥G−1∥2∥ 1
N
∑
U
αkxk(Yk(t) − Yk(r))∥2
∶= 2A21N + 2A22N , (2.22)
A partir des hypothe`ses B2-B4 et de l’ine´galite´ de Cauchy-Schwarz, nous obtenons
A21N ≤ n∥Ĝ−1a −G−1∥2 ( 1λ2 1N ∑U ∥xk∥2)( 1N ∑U (Yk(t) − Yk(r))2)≤ n∥Ĝ−1a −G−1∥2 1λ2C3C4∣t − r∣2β.
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Finalement, en utilisant le Lemme 2.1, nous obtenons
Ep(A21N) ≤ C ∣t − r∣2β, (2.23)
pour une certaine constante C.
Sous les hypothe`ses B1-B5 et en utilisant le meˆme de type de de´veloppement que
le Lemme 2.2, nous obtenons
Ep(A22N) ≤ n∥G−1∥2Ep ⎛⎝∥ 1N ∑U αkxk(Yk(t) − Yk(r))∥
2⎞⎠
≤ ( n
N
1
λ
+ nmaxk≠l ∣∆kl∣
λ2
)C3C4a−2∣t − r∣2β
≤ C ∣t − r∣2β (2.24)
pour une certaine constante C. Enfin, on combine (2.22), (2.23) et (2.24) pour obtenir
le re´sultat souhaite´.
2
Nous allons maintenant donner quelques lemmes utiles pour de´montrer la conver-
gence de la variance.
Lemme 2.6. Supposons les hypothe`ses B2-B5 et B7 ve´rifie´es. Il existe deux constantes
ζ4 et ζ5 telles que
i.
1
N
∑
U
e˜k(t)2e˜k(r)2 ≤ ζ4.
ii.
1
N2
∑
U
∑
U
e˜k(t)2e˜l(r)2 ≤ ζ5,
ou` e˜k(t) = Yk(t) − Y˜k(t).
De´monstration
i. Nous avons
1
N
∑
U
e˜2k(t)e˜2k(r) ≤ 4N ∑U (Y 2k (t)Y 2k (r) + Y˜ 2k (r)Y 2k (t) + Y˜ 2k (t)Y 2k (r) + Y˜ 2k (t)Y˜ 2k (r))
≤ 4⎡⎢⎢⎢⎢⎣( 1N ∑U Y 4k (t))
1/2 ( 1
N
∑
U
Y 4k (r))1/2 + ( 1N ∑U Y˜ 4k (t))
1/2 ( 1
N
∑
U
Y 4k (r))1/2
+ ( 1
N
∑
U
Y 4k (t))1/2 ( 1N ∑U Y˜ 4k (r))
1/2 + ( 1
N
∑
U
Y˜ 4k (t))1/2 ( 1N ∑U Y˜ 4k (r))
1/2⎤⎥⎥⎥⎥⎦
Or, nous pouvons de´duire des hypothe`ses B4, B5 et B7 qu’il existe une constante
C telle que
1
N
∑
U
Y 4k (t) < C
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et
1
N
∑
U
Y˜ 4k (r) < C.
Ainsi, pour une certaine constante ζ4,
1
N
∑
U
e˜k(t)2e˜k(r)2 ≤ ζ4.
ii. La preuve est similaire a` celle du point i.
2
Lemme 2.7. Supposons les hypothe`ses B2-B5 et B7 ve´rifie´es. Il existe deux constantes
ζ6 et ζ7 telles que
i.
Ep ( 1
N
∑
k
̂˜
φk,k(t, r)2) ≤ ζ6∣t − r∣2β.
ii.
Ep
⎛⎝ 1N2 ∑k,l ̂˜φk,l(t, r)⎞⎠
2 ≤ ζ7[∣t − r∣2β,
ou`
̂˜
φk,l(t, r) = ̂˜ek(t)̂˜el(t) − ̂˜ek(r)̂˜el(r) et ̂˜ek(t) = Y˜k(t) − Ŷk,a(t).
De´monstration
i. Nous avons
Ep ( 1
N
∑
k
̂˜
φ2k,k(t, r)) ≤ 2⎡⎢⎢⎢⎢⎣( 1N ∑U ∣Y˜k(t) − Y˜k(r)∣4)
1/2 +Ep ( 1
N
∑
U
∣Ŷk,a(t) − Ŷk,a(r)∣4)1/2⎤⎥⎥⎥⎥⎦
.Ep ( 1
N
∑
U
[∣Y˜k(t)∣ + ∣Y˜k(r)∣ + ∣Ŷk,a(t)∣ + ∣Ŷk,a(r)∣]4)1/2 .
(2.25)
En appliquant le Lemme 2.3, nous avons
Ep ( 1
N
∑
U
∣Ŷk,a(t) − Ŷk,a(r)∣4) ≤ C24 (a−2λ2 C3C4∣t − r∣2β)2 (2.26)
et
1
N
∑
U
∣Y˜k(t) − Y˜k(r)∣4 ≤ C24 (a−2C3C4∣t − r∣2β)2 . (2.27)
Par conse´quent, nous obtenons
Ep ( 1
N
∑
k
̂˜
φ2k,k(t, r)) ≤ ζ6∣t − r∣2β.
ii. La preuve est similaire a` celle du point i.
2
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Lemme 2.8. Supposons que les hypothe`ses B2-B5 et B7 sont ve´rifie´es. Il existe deux
constantes ζ8 et ζ9 telles que
1
N
∑
k
φ2k,k(t, r) ≤ ζ8∣t − r∣2β
et ⎛⎝ 1N2 ∑k,l φk,l(t, r)⎞⎠
2 ≤ ζ9∣t − r∣2β
ou` φk,l(t, r) = e˜k(t)e˜l(t) − e˜k(r)e˜l(r) and e˜k(t) = Yk(t) − Y˜k(t).
De´monstration. La preuve est similaire a` celle du Lemme 2.7 et sera donc omise. 2
Lemme 2.9. Supposons que les hypothe`ses B2-B5 et B7 sont ve´rifie´es. Il existe deux
constantes ζ10 et ζ11 telles que
Ep ( 1
N
∑
k
φ˜k,k(t, r)2) ≤ ζ10∣t − r∣2β
et
Ep
⎛⎝ 1N2 ∑k,l φ˜k,l(t, r)⎞⎠
2 ≤ ζ11∣t − r∣2β,
ou` φ˜k,l(t, r) = e˜k(t)̂˜el(t) − e˜k(r)̂˜el(r), e˜k(t) = Yk(t) − Y˜k(t) et ̂˜ek(t) = Y˜k(t) − Ŷk,a(t).
De´monstration. La preuve est similaire a` celle du Lemme 2.7 et sera donc omise. 2
2.4.2 Preuve de la Proposition 2.1 et de la Proposition 2.2
La preuve de la Proposition 2.1 est omise. Elle est analogue a` la preuve de la
Proposition 2.2, qui est donne´e ci-dessous. Les diffe´rentes e´tapes de la preuve sont
similaires a` celles de la Proposition 1 dans Cardot et Josserand (2011).
Conside´rons la de´composition suivante, pour t ∈ [0, T ],
sup
t∈[0,T ] ∣µ̂MA,d(t) − µ(t)∣ ≤ supt∈[0,T ] ∣µ̂MA,d(t) − µ̂MA,a(t)∣ + supt∈[0,T ] ∣µ̂MA,a(t) − µ(t)∣ (2.28)
et e´tudions se´pare´ment chaque terme a` droite de l’ine´galite´.
Etape 1. Erreur d’interpolation supt∈[0,T ] ∣µ̂MA,d(t) − µ̂MA,a(t)∣.
Supposons que t ∈ [ti, ti+1[. Dans ce cas, on a
∣µ̂MA,d(t) − µ̂MA,a(t)∣ ≤ ∣µ̂MA,a(ti) − µ̂MA,a(t)∣ + ∣µ̂MA,a(ti+1) − µ̂MA,a(ti)∣.
(2.29)
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En utilisant les hypothe`ses B2-B5 et le Lemme 2.3, ii), on a
∣µ̂MA,a(t) − µ̂MA,a(r)∣ ≤ ∣ 1
N
∑
U
αkx
′
k(β̂a(t) − β̂a(r))∣ + 1N ∑s ∣Yk(t) − Yk(r)∣pik
≤ (1 + 1
λ
)√C4∥β̂a(t) − β̂a(r)∥ + 1λ ( 1N ∑U (Yk(t) − Yk(r))2)
1/2
≤ ((1 + λ−1)C4a−1 + 1)λ−1√C3∣t − r∣β.
Ainsi, il existe une constante positive C telle que
∣µ̂MA,a(t) − µ̂MA,a(r)∣ ≤ C ∣t − r∣β
et par conse´quent,
∣µ̂MA,d(t) − µ̂MA,a(t)∣ ≤ C[∣ti − t∣β + ∣ti+1 − ti∣β]≤ 2C ∣ti+1 − ti∣β.
Par hypothe`se, maxi={1,...,DN−1} ∣ti+1 − ti∣β = o(n−1/2). Nous en de´duisons que
sup
t∈[0,T ]
√
n∣µ̂MA,d(t) − µ̂MA,a(t)∣ = o(1). (2.30)
Etape 2. Erreur d’estimation supt∈[0,T ] ∣µ̂MA,a(t) − µ(t)∣.
Nous utilisons la de´composition suivante :
sup
t∈[0,T ] ∣µ̂MA,a(t) − µ(t)∣ ≤ ∣µ̂MA,a(0) − µ(0)∣ + supr,t∈[0,T ] ∣µ̂MA,a(t) − µ(t) − µ̂MA,a(r) + µ(r)∣.
(2.31)
Conside´rons tout d’abord,
µ̂MA,a(0) − µ(0) = 1
N
∑
U
αkYk(0) − 1
N
∑
U
αkŶk(0)
= 1
N
∑
U
αkYk(0) − 1
N2
∑
U
αkx
′
kĜ
−1
a ∑
s
xlYl(0)
pil
.
En utilisant les hypothe`ses B1-B3 et le Lemme 2.2, nous obtenons directement
que, pour une certaine constante C,
Ep (µ̂MA,a(0) − µ(0))2 ≤ C
n
. (2.32)
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En effet,
Ep (µ̂MA,a(0) − µ(0))2 ≤ 2
n
( n
N
1
λ
+ 1
λ2
nmax
k≠l ∣∆kl∣) ( 1N ∑U Yk(0)2)
+2 1
λ2N2
∑
U
∥xl∥2∣Yl(0)∣2Ep ⎛⎝∥ 1N ∑U αkxk∥
2 ∥Gˆ−1a ∥2⎞⎠
≤ 2C2
n
( n
N
1
λ
+ 1
λ2
nmax
k≠l ∣∆kl∣) (1 + a−2λ2 C24)
∶= C
n
. (2.33)
Pour majorer le second terme de l’ine´galite´ (2.31), nous utilisons le corollaire 2.2.5 de
Van der Vaart et Wellner (2000), base´ sur les ine´galite´s maximales. Conside´rons la
norme d’Orlicz de´finie, pour une variable ale´atoire X, par
∣∣X ∣∣ψ = √Ep(ψ(X)).
Dans le cas particulier ou` ψ(u) = u2, la norme d’Orlicz est tout simplement e´gale
a` la norme L2, ∣∣X ∣∣ψ = √Ep(X2). Nous introduisons, pour tout (r, t) ∈ [0, T ]2, la
semi-me´trique d(r, t) de´finie par
d2(r, t) = ∥√n∣µ̂MA,a(t) − µ(t) − µ̂MA,a(r) − µ(r)∣∥2ψ= nEp (∣µ̂MA,a(t) − µ(t) − µ̂MA,a(r) + µ(r)∣2)
Nous conside´rons le packing number D(, d) de´fini comme e´tant le nombre maximum
de points dans [0, T ] dont la distance d entre chaque paire est strictement plus grande
que . D’apre`s le Corollaire 2.2.5 dans Van der Vaart et Wellner (2000), il existe une
constante K > 0 telle queRRRRRRRRRRR
RRRRRRRRRRR sup(r,t)∈[0,T ]2
√
n∣µ̂MA,a(t) − µ(t) − µ̂MA,a(r) − µ(r)∣RRRRRRRRRRR
RRRRRRRRRRRψ ≤ K ∫
T
0
ψ−1(D(, d))d.
(2.34)
Nous montrons ci-dessous qu’il existe une constante C telle que d2(r, t) ≤ C ∣t−r∣2β.
De ce re´sultat, nous pourrons de´duire que l’inte´grale a` droite de l’ine´galite´ (2.34) est
finie lorsque β > 1/2.
On a
d2(r, t) ≤ 2d21(r, t) + 2d22(r, t) (2.35)
ou`
d21(r, t) = nEp(∣µ̂MA,a(t) − µ˜(t) − µ̂MA,a(r) + µ˜(r)∣2) (2.36)
et
d22(r, t) = nEp(∣µ˜(t) − µ(t) − µ˜(r) + µ(r)∣2). (2.37)
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En utilisant les hypothe`ses B2-B4 ainsi que le Lemme 2.5, nous obtenons, pour
une certaine constante C,
d21(r, t) ≤ Ep ⎧⎪⎪⎨⎪⎪⎩n∥ 1N ∑U αkxk∥
2 ∥β̂a(t) − β˜(t) − β̂a(r) + β˜(r)∥2⎫⎪⎪⎬⎪⎪⎭≤ (1 + 1
λ
)2 1
N
∑
U
∥xk∥2Ep (n∥β̂a(t) − β˜(t) − β̂a(r) + β˜(r)∥2)
≤ (1 + 1
λ
)2C4ζ2∣t − r∣2β∶= C ∣t − r∣2β. (2.38)
Nous avons e´galement
d22(r, t) = nEp [ 1N ∑U αk [Yk(t) − Yk(r) − x′k(β˜(t) − β˜(r))]]
2
≤ 2Ep(A2N) + 2Ep(B2N) (2.39)
avec A2N = n ( 1N ∑U αk [Yk(t) − Yk(r)])2 et B2N = n ( 1N ∑U αkx′k(β˜(t) − β˜(r)))2 .
Sous les hypothe`ses B1-B3, nous montrons facilement qu’il existe une constante
positive C telle que
Ep(A2N) ≤ C ∣t − r∣2β (2.40)
et en appliquant le Lemme 2.2 et le Lemme 2.3, nous pouvons majorer
Ep(B2N) ≤ Ep ⎡⎢⎢⎢⎢⎣n∥ 1N ∑U αkxk∥
2⎤⎥⎥⎥⎥⎦ ∥β˜(t) − β˜(r)∥2≤ C ∣t − r∣2β. (2.41)
En combinant les ine´galite´s (2.40) et (2.41) avec (2.35) et (2.38), nous obtenons que
d2(r, t) ≤ C ∣t − r∣2β, (2.42)
pour une certaine constante C.
De l’e´quation (2.42), nous de´duisons que le Packing Number D(, d) = O(−1/β).
Par conse´quent,
∫ T
0
ψ−1(D(, d))d ≤ ∫ T
0

−1
2β <∞ quand β > 1/2 (2.43)
et ainsi, pour une certaine constante C,
Ep
⎛⎝√n supr,t∈[0,T ] ∣µ̂MA,a(t) − µ(t) − µ̂MA,a(r) + µ(r)∣⎞⎠ < C (2.44)
En inse´rant (2.32) et (2.44) dans (2.31), nous obtenons que√
nEp
⎛⎝ supt∈[0,T ] ∣µ̂MA,a(t) − µ(t)∣⎞⎠ < C. (2.45)
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2.4.3 Preuve de la convergence de la fonction de covariance
Tout d’abord nous de´montrons que pour tout (r, t) ∈ [0, T ]2, l’estimateur γ̂MA,d(r, t)
de la fonction de covariance converge vers γMA(r, t).
Ensuite, pour prouver la convergence uniforme de l’estimateur de la variance γ̂MA,d(t, t)
nous montrons que la variable ale´atoire n(γ̂MA,d(t, t)−γMA(t, t)) converge en distribu-
tion vers 0 dans l’espace des fonctions continues.
La preuve est de´compose´e en deux e´tapes (cf. Billingsley (1968)). Nous montrons
d’abord que le vecteur n (γ̂MA,a(t1, t1) − γMA(t1, t1), . . . , γ̂MA,a(tp, tp) − γMA(tp, tp))
converge en distribution vers 0 et ensuite nous montrons que la suite est tendue.
Etape 1. Convergence ponctuelle
Nous voulons prouver que, pour chaque (t, r) ∈ [0, T ]2, nous avons
nEp {∣ γ̂MA,d(r, t) − γMA(r, t) ∣}→ 0, quand N →∞.
Conside´rons la de´composition suivante
n(γ̂MA,d(r, t) − γMA(r, t)) = n(γ̂MA,d(r, t) − γ̂MA,a(r, t)) + n(γ̂MA,a(r, t) − γMA(r, t))
ou` γ̂MA,a(r, t) est de´finie par
γ̂MA,a(r, t) = 1
N2
∑
k,l∈s
∆kl
pikl
Yk(r) − Ŷk,a(r)
pik
⋅ Yl(t) − Ŷl,a(t)
pil
Nous e´tudions se´pare´ment les erreurs d’interpolation et d’estimation.
Erreur d’interpolation
Supposons que t ∈ [ti, ti+1[ et r ∈ [ti′ , ti′+1[. Nous avons
n(γ̂MA,d(r, t) − γ̂MA,a(r, t)) ≤ A +B,
avec
A = n
N2
∑
k,l∈U
∣∆kl∣
piklpikpil
∣(Yk,d(r) − Yk(r))(Yl,d(t) − Yl(t))
+(Yk,d(r) − Yk(r))(Yl(t) − Ŷl,d(t)) + (Yk(r) − Ŷk,d(r))(Yl,d(t) − Yl(t))∣
≤ ( n
N
1
λ2
+ nmax
k≠l ∣∆kl∣ 1λ∗λ2)
⎡⎢⎢⎢⎢⎣( 1N ∑k∈U(Yk,d(r) − Yk(r))2 1N ∑k∈U(Yk,d(t) − Yk(t))2)
1/2
+( 1
N
∑
k∈U(Yk,d(r) − Yk(r))2 1N ∑k∈U(Yk(t) − Ŷk,d(t))2)
1/2
+( 1
N
∑
k∈U(Yk(r) − Ŷk,d(r))2 1N ∑k∈U(Yk,d(t) − Yk(t))2)
1/2⎤⎥⎥⎥⎥⎦
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et
B = n
N2
∑
k,l∈U
∣∆kl∣
piklpikpil
RRRRRRRRRRR(Yk(r) − Ŷk,d(r)) (Yl(t) − Ŷl,d(t)) − (Yk(r) − Ŷk,a(r)) (Yl(t) − Ŷl,a(t))
RRRRRRRRRRR
= n
N2
∑
k,l∈U
∣∆kl∣
piklpikpil
RRRRRRRRRRR(Yk(r) − Ŷk,a(r))(Ŷl,a(t) − Ŷl,d(t)) + (Yl(t) − Ŷl,d(t))(Ŷk,a(r) − Ŷk,d(r))
RRRRRRRRRRR
≤ ( n
N
1
λ2
+ nmax
k≠l ∣∆kl∣ 1λ∗λ2)
⎡⎢⎢⎢⎢⎣( 1N ∑k∈U(Yk(r) − Ŷk,a(r))2 1N ∑k∈U(Ŷk,a(t) − Ŷk,d(t))2)
1/2
+ ( 1
N
∑
k∈U(Yk(t) − Ŷk,d(t))2 1N ∑k∈U(Ŷk,a(r) − Ŷk,d(r))2)
1/2⎤⎥⎥⎥⎥⎦.
Pour t ∈ [ti, ti+1], nous avons
∣Yl,d(t) − Yl(t)∣ ≤ ∣Yl(ti) − Yl(t)∣ + ∣Yl(ti+1) − Yl(ti)∣
et ∣Ŷl,a(t) − Ŷl,d(t)∣ ≤ ∣Ŷl,a(t) − Ŷl,a(ti)∣ + ∣Ŷl,a(ti+1) − Ŷl,a(ti)∣.
Or par hypothe`ses, nous avons 1N ∑U(Yl,d(t) − Yl(t))2 ≤ C[∣ti − t∣2β + ∣ti+1 − ti∣2β],
1
N ∑U(Yl(t) − Ŷl,d(t))2 = O(1) et 1N ∑U(Yl(t) − Ŷl,a(t))2 = O(1). Graˆce au Lemme 2.3,
nous obtenons la majoration suivante
∣Ŷl,a(ti) − Ŷl,a(t)∣ ≤ C4a−1 1
λ
C
1/2
3 ∣ti − t∣β ≤ C4a−1 1λC1/23 ∣ti+1 − ti∣β.
Par conse´quent, sous l’hypothe`se du sche´ma de discre´tisation, nous obtenons que
n∣γ̂MA,d(r, t) − γ̂MA,a(r, t)∣ = o(1).
Erreur d’estimation
Conside´rons maintenant,
n(γ̂MA,a(r, t) − γMA(r, t)) = n
N2
∑
k
∑
l
∆kl
pikpil
(1kl
pikl
− 1) [Yk(t) − Y˜k(t)][Yl(r) − Y˜l(r)]
+ n
N2
∑
k
∑
l
∆kl
pikpil
1kl
pikl
[Yk(t) − Y˜k(t)][Y˜l(r) − Ŷl,a(r)]
+ n
N2
∑
k
∑
l
∆kl
pikpil
1kl
pikl
[Y˜k(t) − Ŷk,a(t)][Yl(r) − Y˜l(r)]
+ n
N2
∑
k
∑
l
∆kl
pikpil
1kl
pikl
[Y˜k(t) − Ŷk,a(t)][Y˜l(r) − Ŷl,a(r)]
∶= A1(r, t) +A2(r, t) +A3(r, t) +A4(r, t). (2.46)
De´finissons e˜k(t) = Yk(t) − Y˜k(t) et montrons, dans un premier temps, que
Ep(A1(r, t)2)→ 0 quand N →∞.
2.4. Preuves 69
Ep(A1(r, t)2) = Ep ⎡⎢⎢⎢⎢⎣ n
2
N4
∑
k,l
∑
k′,l′
∆kl
pikpil
(1kl
pikl
− 1) ∆k′l′
pik′pil′ (1k′l′pik′l′ − 1) e˜k(t)e˜l(r)e˜k′(t)e˜l′(r)
⎤⎥⎥⎥⎥⎦= Ep [ n2
N4
∑
k
∑
k′
1 − pik
pik
(1k
pik
− 1) 1 − pik′
pik′ (1k′pik′ − 1) e˜k(t)e˜k(r)e˜k′(t)e˜k′(r)]
+ 2Ep ⎡⎢⎢⎢⎢⎢⎢⎣
n2
N4
∑
k
∑
k′,l′
k′≠l′
1 − pik
pik
(1k
pik
− 1) ∆k′l′
pik′pil′ (1k′l′pik′l′ − 1) e˜k(t)e˜k(r)e˜k′(t)e˜l′(r)
⎤⎥⎥⎥⎥⎥⎥⎦
+Ep ⎡⎢⎢⎢⎢⎢⎢⎣
n2
N4
∑
k,l
k≠l
∑
k′,l′
k′≠l′
∆kl
pikpil
(1kl
pikl
− 1) ∆k′l′
pik′pil′ (1k′l′pik′l′ − 1) e˜k(t)e˜l(r)e˜k′(t)e˜l′(r)
⎤⎥⎥⎥⎥⎥⎥⎦∶= a1 + a2 + a3. (2.47)
Les hypothe`ses sur les moments des probabilite´s d’inclusion et le Lemme 2.6 induisent
que
a1 ≤ ( n2
N3
1
λ3
+ n2
N2
maxk≠k′ ∣∆kk′ ∣
λ4
) ζ4
et
a3 ≤ C
N
+ (nmaxk≠l ∣∆kl∣)2
λ4λ∗2 max(k,l,k′,l′)∈D4,n ∣Ep{(1kl − pikl)(1k′l′ − pik′l′)}∣ζ5
ainsi a1 → 0 et a3 → 0 quand N → ∞. En appliquant l’ine´galite´ de Cauchy-Schwarz,
nous obtenons e´galement que a2 → 0 quand N → ∞, et finalement Ep(A1(r, t)2) → 0
quand N →∞.
Montrons maintenant que Ep(∣A4(r, t)∣)→ 0 quand N →∞. Posons ̂˜ek(t) = Y˜k(t)−
Ŷk,a(t) = x′k(β˜(t) − βˆa(t)). Avec le Lemme 2.4 et les hypothe`ses B1-B5, nous avons
Ep(∣A4(r, t)∣) ≤ nEp⎛⎝ 1N2 ∑k ∑l ∣∆kl∣pikpil 1pikl ∥xk∥∥xl∥∥β˜(t) − β̂a(t)∥∥β˜(r) − β̂a(r)∥⎞⎠
≤ 1
n
[ n
λ2N
+ nmaxk≠l ∣∆kl∣
λ2λ∗ ]C4ζ1
D’ou` Ep(∣A4(r, t)∣)→ 0 quand N →∞.
De la meˆme manie`re, nous pouvons borner Ep(∣A2(r, t)∣) comme suit,
Ep(∣A2(r, t)∣) ≤ n
N2
∑
k
∑
l
∣∆kl∣
pikpil
1
pikl
Ep∣e˜k(t)̂˜el(r)∣
≤ n
N2
∑
k
∑
l
∣∆kl∣
pikpil
∥xl∥
pikl
∣Yk(t) − Y˜k(t)∣ ⋅Ep(∥β˜(r) − β̂a(r)∥)
≤ ( √n
λ2N
+ √nmaxk≠l ∣∆kl∣
λ2λ∗ )C1/24 ζ1/21 1N ∑k ∣Yk(t) − Y˜k(t)∣.
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Ainsi, il existe une constante C telle que,
Ep(∣A2(r, t)∣) ≤ C√
n
et Ep(∣A2(r, t)∣) → 0 quand N → ∞. Nous pouvons montrer de la meˆme fac¸on que
Ep(∣A3(r, t)∣)→ 0 quand N →∞.
Finalement, nous avons que pour tout (r, t) ∈ [0, T ]2,
nEp {∣ γ̂MA,a(r, t) − γMA(r, t) ∣}→ 0, quand N →∞. (2.48)
D’ou`
nEp {∣ γ̂MA,d(r, t) − γMA(r, t) ∣}→ 0, quand N →∞. (2.49)
Etape 2. Convergence uniforme de l’estimateur de la variance
La convergence ponctuelle de la fonction de variance de´montre´e dans l’e´tape pre´-
ce´dente implique clairement la convergence en probabilite´ de toutes combinaisons
line´aires finies : pour tout p ∈ {1,2, ...}, pour tout (c1, ..., cp) ∈ Rp et pour tout(t1, ..., tp) ∈ [0, T ]p, nous avons
p∑`=1 c` n (γ̂MA,a(t`, t`) − γMA(t`, t`)) → 0 (2.50)
en probabilite´ quand N tend a` l’infini. D’apre`s le Lemme de Cramer-Wold, le vec-
teur n (γ̂MA,a(t1, t1) − γMA(t1, t1), . . . , γ̂MA,a(tp, tp) − γMA(tp, tp)) converge en distribu-
tion vers 0 (dans Rp).
Nous devons maintenant prouver que la suite de fonctions ale´atoires (n(γ̂MA,a(t, t)−
γMA(t, t)))N est tendue dans C[0, T ] en bornant les accroissements. Nous introduisons
la distance suivante,
d2γ(t, r) = n2Ep(∣γ̂MA,a(t, t) − γMA(t, t) − γ̂MA,a(r, r) + γMA(r, r)∣2).
Pour conclure, nous montrons dans ce qui suit que d2γ(t, r) ≤ C ∣t−r∣2β pour une certaine
constante C et tout (r, t) ∈ [0, T ]2. A partir de (2.46), nous pouvons de´composer la
distance en 4 parties.
Posons φk,l(t, r) = e˜k(t)e˜l(t)−e˜k(r)e˜l(r) et conside´rons d2A1 = Ep(∣A1(t, t)−A1(r, r)∣2).
Nous avons
d2A1 = Ep [ n2N4 ∑k ∑k′ 1 − pikpik (1kpik − 1) 1 − pik′pik′ (1k′pik′ − 1)φk,k(t, r)φk′,k′(t, r)]
+2Ep ⎡⎢⎢⎢⎢⎣ n
2
N4
∑
k
∑
k′,l′∶k′≠l′
1 − pik
pik
(1k
pik
− 1) ∆k′l′
pik′pil′ (1k′l′pik′l′ − 1)φk,k(t, r)φk′,l′(t, r)
⎤⎥⎥⎥⎥⎦
+Ep ⎡⎢⎢⎢⎢⎣ n
2
N4
∑
k,l∶k≠l ∑k′,l′∶k′≠l′ ∆klpikpil (1klpikl − 1) ∆k′l′pik′pil′ (1k′l′pik′l′ − 1)φk,l(t, r)φk′,l′(t, r)
⎤⎥⎥⎥⎥⎦∶= b1 + 2b2 + b3
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En appliquant le Lemme 2.8, nous obtenons
b1 ≤ ( n2
N3
1
λ3
+ n2
N2
maxk≠k′ ∣∆kk′ ∣
λ4
) 1
N
∑
k
∣φk,k(t, r)∣2
≤ C ∣t − r∣2β (2.51)
et
b3 ≤ (nmaxk≠l ∣∆kl∣)2
λ4λ∗2 max(k,l,k′,l′)∈D4,n ∣Ep{(1kl − pikl)(1k′l′ − pik′l′)}∣ ⎛⎝ 1N2 ∑k,l ∣φk,l(t, r)∣⎞⎠
2
+C ∣t − r∣2β
N≤ C ∣t − r∣2β. (2.52)
L’ine´galite´ de Cauchy-Schwarz applique´e a` b2 avec les majorations de b1 et b3 nous
permet d’obtenir b2 ≤ C ∣t − r∣2β. Ainsi
d2A1 ≤ C ∣t − r∣2β. (2.53)
Nous allons maintenant majorer d2A2 = d2A3 = Ep(∣A2(t, t) − A2(r, r)∣2). Pour cela
nous de´finissons φ˜k,l(t, r) = e˜k(t)̂˜el(t) − e˜k(r)̂˜el(r). En appliquant le Lemme 2.9, nous
obtenons
d2A2 ≤ 2n2N2λ4Ep ( 1N ∑k φ˜k,k(t, r))
2 + 2n2 maxk≠l ∣∆kl∣2
λ4λ∗2 Ep ⎛⎝ 1N2 ∑k,l ∣φ˜k,l(t, r)∣⎞⎠
2
≤ C ∣t − r∣2β. (2.54)
Etudions le dernier terme, d2A4 = Ep(∣A4(t, t) −A4(r, r)∣2) et de´finissons ̂˜φk,l(t, r) =̂˜ek(t)̂˜el(t) − ̂˜ek(r)̂˜el(r). En appliquant le Lemme 2.7, nous obtenons
d2A4 ≤ 2n2N2λ4Ep ( 1N ∑k ̂˜φk,k(t, r))
2 + 2n2 maxk≠l ∣∆kl∣2
λ4λ∗2 Ep ⎛⎝ 1N2 ∑k,l ∣̂˜φk,l(t, r)∣⎞⎠
2
≤ C ∣t − r∣2β. (2.55)
Finalement, nous pouvons de´duire des ine´galite´s (2.46), (2.53), (2.54) et (2.55), que
d2γ(t, r) = n2Ep(∣γ̂MA,a(t, t) − γMA(t, t) − γ̂MA,a(r, r) + γMA(r, r)∣2)≤ C ∣t − r∣2β. (2.56)
La fin de la preuve est une application directe du The´ore`me 12.3 de Billingsley
(1968). Puisque β > 1/2, la se´quence (n(γ̂MA,a(t, t) − γMA(t, t)))N est tendue dans
C([0, T ]).
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Le the´ore`me 8.1 de Billingsley (1968) permet de de´duire que n(γ̂MA,a(t, t)−γMA(t, t))
converge en distribution vers 0 dans C[0, T ]. Etant donne´ que n∣γ̂MA,d(r, t)−γ̂MA,a(r, t)∣ =
o(1), nous pouvons e´galement de´duire que n(γ̂MA,d(t, t) − γMA(t, t)) converge en dis-
tribution vers 0 dans C[0, T ] (cf. The´ore`me 4.1 de Billingsley (1968)).
Compte tenu du fait que la fonctionnelle φ(f) = supt ∣f(t)∣ est continue et borne´e
dans C[0, T ], nous appliquons la de´finition de la convergence en distribution pour
obtenir le re´sultat souhaite´, ainsi,
n Ep
⎧⎪⎪⎨⎪⎪⎩ supt∈[0,T ] ∣γ̂MA,d(t, t) − γMA(t, t)∣
⎫⎪⎪⎬⎪⎪⎭ → 0.
2
2.4.4 Preuve de la normalite´ asymptotique
Les e´tapes de la preuve de la Proposition 2.4 sont similaires a` celles de la preuve de
la Proposition 2.3. Nous examinons d’abord les combinaisons finies puis nous utilisons
le Lemme de Cramer-Wold. Ensuite nous montrons que la suite est tendue a` partir
d’une borne sur ces accroissements.
Comme nous l’avons vu dans (2.30), l’erreur d’interpolation est ne´gligeable sous les
hypothe`ses du sche´ma de discre´tisation.
Ensuite, en lien avec (2.12), le Lemme 2.2 et le Lemme 2.4, nous avons clairement
que, pour chaque valeur de t,√
n (µ̂MA,a(t) − µ̃(t)) = op(1),
et par conse´quent, quand n tend a` l’infini,√
n (µ̂MA,d(t) − µ(t)) → N (0, γZ(t, t)) en distribution,
ou` la fonction de covariance de µ̃, de´finie dans (2.15), satisfait limN→∞ nγMA = γZ .
Si nous conside´rons maintenant p instants de discre´tisation distincts 0 ≤ t1 < t2 . . . <
tp ≤ 1, nous avons imme´diatement que pour tout vecteur c ∈ Rp,√n (∑pj=1 cj(µ̃(tj) − µ(tj)))→N (0, σ2c ) ou`
σ2c = p∑
j=1
p∑`=1 cjc`γZ(tj , t`).
En effet, par line´arite´, il existe un vecteur de poids ale´atoires (w1, . . . ,wN) qui ne
de´pend pas de t tel que
µ̃(t) = ∑
k∈U wkYk(t),
et ∑pj=1 cjµ̃(tj) = ∑k∈U wk (∑pj=1 cjYk(tj)) satisfait un the´ore`me central limite, de va-
riance asymptotique σ2c , sous la condition de moment B7. Ainsi, toute combinaison
line´aire finie est asymptotiquement gaussienne et nous pouvons conclure que le vecteur
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n (µ̃(t1) − µ(t1), . . . , µ̃(tp) − µ(tp)) est asymptotiquement gaussien en appliquant le
Lemme de Cramer-Wold.
Il reste a` montrer que le processus fonctionnel est tendu. Ceci est une conse´quence
directe de (2.38). En effet, soit Zn(t) = √n (µ˜(t) − µ(t)) , il existe une constante C telle
que, pour tout (r, t) ∈ [0, T ]2,
Ep ([Zn(t) −Zn(r)]2) ≤ C ∣t − r∣2β ,
et, puisque β > 1/2, la se´quence Zn est tendue dans C[0, T ] (cf. The´ore`me 12.3 de
Billingsley (1968)) et, quand n tend a` l’infini,√
n{µ˜ − µ}→ Z en distribution dans C[0, T ] (2.57)
ou` Z est un processus gaussien a` valeur dans C[0, T ] de moyenne 0 et de fonction de
covariance γZ(r, t) = limn→+∞ nγMA(r, t).
Etant donne´ que
√
n (µ̂MA,d(t) − µ(t)) = √n (µ̃(t) − µ(t)) + op(1), nous pouvons
de´duire que √
n{µ̂MA,d − µ}→ Z en distribution dans C[0, T ] (2.58)
quand n tend a` l’infini (cf. The´ore`me 4.1 de Billingsley (1968))
2
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Chapitre 3
Estimation de la variance de
l’estimateur de la courbe
moyenne de donne´es
fonctionnelles pour des plans a`
probabilite´s ine´gales a` forte
entropie
Le calcul de la variance de l’estimateur de Horvitz-Thompson pour les plans a` pro-
babilite´s ine´gales peut eˆtre tre`s difficile car la formule d’estimation de la variance (cf.
e´quation (1.47)) fait intervenir les probabilite´s d’ordre deux qui ne sont pas toujours
connues. Dans le cas d’un tirage re´jectif, Ha´jek (1964) a propose´ une formule d’approxi-
mation qui ne fait intervenir que les probabilite´s d’inclusion d’ordre un et qui est facile
a` calculer. Ha´jek (1964) et Chen et al. (1994) ont montre´ que, lorsque les probabilite´s
d’ordre un sont fixe´es, le tirage re´jectif est le plan de sondage a` taille fixe qui a la plus
forte entropie. Matei et Tille´ (2005) et Deville et Tille´ (2005) ont propose´ des variantes
pour les plans a` forte entropie. Deville et Tille´ (2005) et Fuller (2009b) ont utilise´
des algorithmes d’e´chantillonnage e´quilibre´, ou approximativement e´quilibre´, sur les
probabilite´s d’inclusion pour obtenir un plan de taille fixe a` probabilite´s d’inclusions
fixe´es. Des arguments the´oriques reliant le plan e´quilibre´ au plan re´jectif sont donne´s
dans Deville et Tille´ (2005). Dans la suite de ce chapitre, nous proposons d’e´tendre
la formule d’approximation propose´e par Ha´jek (1964) au cas ou` nous estimons une
courbe moyenne a` l’aide d’un plan a` forte entropie.
Le chapitre est organise´ de la fac¸on suivante. Dans la section 3.1, nous pre´sentons,
pour les plans a` forte entropie, l’estimateur de la covariance de l’estimateur de Horvitz-
Thompson. Dans la section 3.2, nous montrons que, sous certaines hypothe`ses sur les
probabilite´s d’inclusion et sur la re´gularite´ des trajectoires, l’estimateur de la fonction
de variance converge uniforme´ment vers la fonction de variance de Horvitz-Thompson.
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Dans le cas d’un tirage re´jectif, nous donnerons e´galement sa vitesse de convergence.
Dans la section 3.3, nous appliquerons cette me´thode d’estimation sur un jeu de donne´es
de courbes de consommation. Les de´monstrations seront donne´es dans la section 3.4.
3.1 Estimation de la covariance pour les plans a` fortes
entropies
Conside´rons, comme pre´ce´demment, une population finie U = {1, ...,N} de taille N
et supposons que, pour chaque e´le´ment k de la population U , nous pouvons observer
la courbe de´terministe Yk = (Yk(t))t∈[0,T ]. Soit s un e´chantillon de taille fixe´e n, choisi
ale´atoirement dans U selon un plan de sondage p(⋅). Soient pik =Pr(k ∈ s) > 0 et
pikl =Pr(k&l ∈ s) les probabilite´s d’inclusion d’ordre un et respectivement deux.
Nous supposons que la courbe moyenne µ (cf. e´quation (1.37)) est estime´e par
l’estimateur de Horvitz-Thompson fonctionnel (cf. e´quation (1.38)).
La formule de la covariance de l’estimateur de Horvitz-Thompson (cf. e´quation
(1.44)) indique clairement que si, pour tout t ∈ [0, T ] et k ∈ U , la probabilite´ d’inclu-
sion du premier ordre est approximativement proportionnelle a` Yk(t), la variance de
l’estimateur µˆ sera faible. Par conse´quent, si nous disposons d’une variable auxiliaire
X suppose´e a` valeur positive et connue pour l’ensemble des individus de la population
et si X est corre´le´e a` notre variable d’inte´reˆt, il est inte´ressant de conside´rer un plan
de sondage ou` les probabilite´s d’inclusion sont donne´es par
pik = n xk∑U xk , ∀k ∈ U. (3.1)
Nous avons vu dans le chapitre pre´ce´dent diffe´rents plans de sondage qui permettent
de tirer un e´chantillon de taille fixe n et tels que les probabilite´s d’inclusion ve´rifient
l’e´quation (3.1). Dans la suite de ce chapitre, nous allons nous inte´resser aux plans
a` forte entropie (cf. De´finition 1.1). Chen et al. (1994) ont prouve´ que lorsque les
probabilite´s d’inclusion d’ordre un sont fixe´es, le tirage re´jectif est le plan a` taille fixe
qui a la plus forte entropie. Ce re´sultat cle´ est lie´ a` l’approximation uniforme des
probabilite´s d’inclusion d’ordre deux
pikl = pikpil {1 − (1 − pik)(1 − pil)
d(pi) [1 + o(1)]} , (3.2)
ou` d(pi) = ∑U pik(1−pik). Cette approximation est satisfaite pour le tirage re´jectif et le
tirage de Sampford-Durbin (Ha´jek (1981)) et s’ave`re eˆtre tre`s efficace quand la taille
de l’e´chantillon est grande (et par conse´quent quand d est grand) et que l’entropie du
plan de sondage est proche de l’entropie maximale.
En introduisant l’approximation (3.2) dans l’e´quation (1.44), nous obtenons l’ap-
proximation de Ha´jek γH(r, t) de la fonction de covariance γp(r, t) dans le cadre fonc-
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tionnel, pour tout (r, t) ∈ [0, T ] × [0, T ],
γH(r, t) = 1
N2
[∑
U
Yk(t)Yk(r)
pik
(1 − pik) − 1
d(pi)∑U ∑U (1 − pik)(1 − pil)Yk(t)Yl(r)] .
(3.3)
La variance γH(t, t) est toujours positive (Bondesson et al. (2006)) et un estimateur
de la covariance est donne´ par
γˆH(r, t) = 1
N2
dˆ(pi)
d(pi) [∑s 1 − pikpi2k Yk(t)Yk(r) − 1dˆ(pi)∑s ∑s 1 − pikpik 1 − pilpil Yk(t)Yl(r)]
(3.4)
ou` dˆ(pi) = ∑s(1−pik). C’est l’extension, au cas fonctionnel, de l’estimateur de la variance
propose´ par Berger (1998a) dans le cas re´el (cf. e´quation (1.13)).
Nous pouvons facilement montrer la proprie´te´ suivante.
Proposition 3.1. Si, pour tout t ∈ [0, T ], il existe une constante ct tel que Yk(t) = ctpik
alors γH(r, t) = 0 et γ̂H(r, t) = 0.
Lorsque nous travaillons sur un jeu de donne´es discre´tise´es, la covariance est estime´e
a` l’aide des courbes interpole´es Yk,d (cf. e´quation (1.45))
γˆH,d(r, t) = 1
N2
dˆ(pi)
d(pi) [∑s 1 − pikpi2k Yk,d(t)Yk,d(r) − 1dˆ(pi)∑s ∑s 1 − pikpik 1 − pilpil Yk,d(t)Yl,d(r)] ,
(3.5)(r, t) ∈ [0, T ] × [0, T ].
3.2 Proprie´te´s asymptotiques
3.2.1 Hypothe`ses
Pour de´montrer les proprie´te´s asymptotiques de l’estimateur de Horvitz-Thompson
pour les plans qui ve´rifient l’e´quation (3.2), nous nous plac¸ons dans le cadre de super-
population introduit par Isaki et Fuller (1982) (cf. section 1.5) et nous adoptons l’ap-
proche asymptotique propose´e par Ha´jek (1964), nous supposons que d(pi)→∞. Cette
hypothe`se implique que n→∞ et N − n→∞. Il est e´galement ne´cessaire d’introduire
les hypothe`ses suivantes.
A1. Nous supposons que lim
N→∞ nN = pi ∈]0,1[.
A2. Nous supposons que min
k∈U pik ≥ λ > 0, mink≠l pikl ≥ λ∗ > 0 et
pikl = pikpil {1 − (1 − pik)(1 − pil)
d(pi) [1 + o(1)]} .
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A3. Il existe deux constantes positives C1 et C2 et β > 1/2 telles que, pour tout N
et pour tout (r, t) ∈ [0, T ] × [0, T ],
1
N
∑
k∈U(Yk(0))2 < C1 et 1N ∑k∈U(Yk(t) − Yk(r))2 < C2∣t − r∣2β.
Les hypothe`ses A1 et A2 sont des hypothe`ses classiques en sondage et elles concernent
les probabilite´s d’inclusion d’ordre un et deux. De plus, elles sont satisfaites pour cer-
tains plans de sondage a` taille fixe (Ha´jek (1981)) et elles impliquent que cn ≤ d(pi) ≤ n
pour une certaine constante c strictement positive. L’hypothe`se A2 implique que
lim sup
N→∞ nmaxk≠l ∣pikl − pikpil∣ < C1 < ∞, et assure que pikl ≤ pikpil ainsi l’estimateur de la
variance propose´ par Sen (1953) et Yates et Grundy (1953) est toujours positif.
L’hypothe`se A3 a de´ja` e´te´ introduite dans Cardot et Josserand (2011). Meˆme si la
convergence ponctuelle peut eˆtre prouve´e sans aucune condition sur β, cette condition
de re´gularite´ est ne´cessaire pour obtenir la convergence uniforme de l’estimateur de
Horvitz-Thompson.
3.2.2 Convergence et proprie´te´s asymptotiques
Cardot et Josserand (2011) ont montre´ que, sous certaines hypothe`ses, l’estimateur
µˆd est asymptotiquement non biaise´ par rapport au plan et uniforme´ment convergent.
Proposition 3.2. Cardot et Josserand (2011)
Si les hypothe`ses A1-A3 sont ve´rifie´es et si le sche´ma de discre´tisation satisfait
max
i=1,...,DN−1 ∣ti+1 − ti∣2β = o(n−1) alors, il existe une constante C telle que√
nE
⎛⎝ supt∈[0,T ] ∣µˆd(t) − µ(t)∣⎞⎠ < C.
Le re´sultat ci-dessus montre que si la grille est assez fine, la vitesse de convergence
parame´trique peut-eˆtre obtenue de fac¸on uniforme. L’hypothe`se ajoute´e montre que
la grille doit eˆtre d’autant plus dense que β est petit. De plus, la condition β > 1/2
dans l’hypothe`se A3, qui exige que les trajectoires soient assez re´gulie`res (sans ne´-
cessairement eˆtre de´rivables), n’est pas forte puisque le cas β = 1/2 correspond a` des
trajectoires browniennes.
On souhaite maintenant obtenir la convergence de l’estimateur γˆH,d de la fonction
de covariance γp(r, t). Pour cela, il est ne´cessaire d’introduire de nouvelles hypothe`ses
sur les moments d’ordre 4 des trajectoires et sur les probabilite´s d’inclusion d’ordre
supe´rieur,
A4. Il existe deux constantes positives C3 et C4 telles que, pour tout N et pour
tout (r, t) ∈ [0, T ] × [0, T ],
1
N
∑
k∈U(Yk(0))4 < C3 et 1N ∑k∈U(Yk(t) − Yk(r))4 < C4∣t − r∣4β.
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A5. Nous supposons que
lim
N→∞ max(k1,l1,k2,l2)∈D4,N ∣Ep [(1k1l1 − pik1pil1)(1k2l2 − pik2pil2)] ∣→ 0
ou` Dt,N repre´sente l’ensemble de tous les t-tuples distincts (i1, ..., it) de U.
L’hypothe`se A5 est ve´rifie´e pour le sondage ale´atoire simple sans remise, le sondage
stratifie´ et plus ge´ne´ralement pour les plans a` forte entropie. Conside´rons la divergence
de Kullback-Leibler K(p, prej),
K(p, prej) =∑
s
p(s) ln( p(s)
prej(s)) . (3.6)
Celle-ci permet de mesurer la dissimilarite´ entre la distribution du plan p est celle du
plan a` entropie maximum c’est-a`-dire le tirage re´jectif prej . Nous remarquons que cette
divergence n’est pas syme´trique.
Proposition 3.3. Si d(pi)→∞, alors
max(k1,l1,k2,l2)∈D4,N ∣Ep [(1k1l1 − pik1pil1)(1k2l2 − pik2pil2)]∣ ≤ Cd(pi) +√K(p, prej)/2
pour une certaine constante C.
Une conse´quence directe de la Proposition 3.3 est que l’hypothe`se A5 est ve´rifie´e
pour le tirage re´jectif ainsi que pour le tirage de Sampford-Durbin, dont la divergence
de Kullback-Leibler, par rapport au tirage re´jectif, tend vers 0 quand la taille n de
l’e´chantillon tend a` l’infini (Berger (1998b)).
Proposition 3.4. Supposons que les hypothe`ses A1-A5 sont ve´rifie´es et que le sche´ma
de discre´tisation ve´rifie max
i={1,..,DN−1} ∣ti+1 − ti∣ = o(1). Quand N tend a` l’infini,
nEp {∣ γ̂H,d(r, t) − γp(r, t) ∣}→ 0
et
nEp
⎧⎪⎪⎨⎪⎪⎩ supt∈[0,T ] ∣ γ̂H,d(t, t) − γp(t, t) ∣
⎫⎪⎪⎬⎪⎪⎭→ 0.
L’estimateur γ̂H,d(r, t) de la covariance γp(r, t) est ponctuellement convergent pour
tout (r, t) ∈ [0, T ] × [0, T ] et l’estimateur fonctionnel de la variance γ̂H,d(t, t) est uni-
forme´ment convergent vers γp(t, t). Pour obtenir les taux de convergence, il faudrait
introduire de nouvelles hypothe`ses. La preuve est donne´e dans la section 3.4.
Pour le tirage re´jectif, Boistard et al. (2012) ont donne´ une approximation des
probabilite´s d’inclusion multiple qui nous permet d’obtenir le re´sultat suivant :
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Proposition 3.5. Supposons que l’e´chantillon s est se´lectionne´ a` l’aide d’un tirage
re´jectif. Supposons que les hypothe`ses A1-A4 sont ve´rifie´es et que le sche´ma de dis-
cre´tisation satisfait max
i={1,..,DN−1} ∣ti+1 − ti∣2β = O(n−1). Alors, pour tout (r, t) ∈ [0, T ]2,
n3 Ep [(γ̂H,d(r, t) − γp(r, t))2] ≤ C
pour certaine constante positive C.
On peut e´galement remarquer que l’erreur d’approximation de la variance γp par
la formule de Ha´jek γH est asymptotiquement ne´gligeable compare´e a` l’erreur d’e´chan-
tillonnage (cf. preuve de la Proposition 3.5).
Pour montrer que l’estimateur de Horvitz-Thompson µˆd satisfait un the´ore`me cen-
trale limite fonctionnelle Cardot et Josserand (2011) ont introduit une nouvelle hypo-
the`se.
A6. Il existe δ > 0, tel que N−1∑k∈U ∣Yk(t)∣2+δ < ∞ pour tout t ∈ [0, T ], et{γp(t, t)}−1/2 {µˆ(t) − µ(t)}→ N (0,1) en distribution quand N tend a` l’infini.
Proposition 3.6. Cardot et Josserand (2011)
Si les hypothe`ses A1-A3 et A6 sont ve´rifie´es et si le sche´ma de discre´tisation
satisfait max
i={1,..,DN−1} ∣ti+1 − ti∣2β = o(n−1), alors√
n(µˆd − µ)→ Z en distribution dans C[0, T ]
ou` Z est un processus gaussien prenant ses valeurs dans C[0, T ] de moyenne 0 et de
fonction de covariance γZ(r, t) = limN→∞ nγp(r, t).
Ce dernier re´sultat nous servira a` justifier la construction de la bande de confiance
par simulation de processus gaussien dans le chapitre 4.
3.3 Exemple : estimation de la variance de la courbe de
consommation e´lectrique
Lorsque l’e´chantillon est tire´ a` l’aide de l’algorithme du cube, Deville et Tille´ (2005)
sugge`rent d’utiliser des approximations de la variance de l’estimateur de Horvitz-
Thompson base´es sur les ide´es de Ha´jek. Dans cette section, nous allons calculer la
pre´cision de l’approximation de Ha´jek γˆH,d lorsqu’on dispose d’une grande population
de donne´es fonctionnelles.
Nous disposons ici d’une population de N = 15055 courbes de consommation e´lec-
trique mesure´es toutes les demi-heures pendant une semaine, soit d = 336 points de
discre´tisation. La consommation moyenne de la semaine pre´ce´dente X, connue pour
chaque individu k de la population U , est utilise´e comme variable auxiliaire. Cette va-
riable est tre`s corre´le´e a` la consommation d’e´lectricite´ mesure´e pendant notre semaine
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d’e´tude (la corre´lation ponctuelle est supe´rieure a` 0.80 cf. Figure 1.1). Notons que la
consommation totale passe´e sera facilement mesurable et transmise apre`s la mise en
place des nouveaux compteurs.
Nous supposons que l’e´chantillon s de taille n est tire´ a` l’aide de l’algorithme du
cube e´quilibre´ sur la variable pi = (pi1, ..., piN) avec pik = n xk∑U xk . Afin d’obtenir un plan
de sondage proche de l’entropie maximale, un tri ale´atoire de la population est effectue´
avant de tirer l’e´chantillon s (cf. Tille´ (2011)).
La courbe moyenne de consommation est estime´e a` l’aide de l’estimateur µˆd de´fini
par l’e´quation (1.46). Les probabilite´s d’inclusion d’ordre deux e´tant inconnues, une
estimation empirique de la covariance γp est obtenue a` partir de J = 10000 simulations
γemp(r, t) = 1
J − 1 J∑j=1(µˆd,j(t) − µˆd(t))(µˆd,j(r) − µˆd(r)) (3.7)
avec µˆd,j(t) = 1N ∑k∈sj Yk,d(t)pik , µˆd(t) = 1J ∑Jj=1 µˆd,j(t) et (r, t) ∈ [0, T ].
Afin d’e´valuer la performance de l’estimateur γˆH,d(t, t) de la fonction de variance
γp, nous conside´rons diffe´rentes tailles d’e´chantillon n = 250 (d(pi) = 241.2), n = 500
(d(pi) = 464.7) et n = 1500 (d(pi) = 1202.3). Pour chaque taille n d’e´chantillon, nous
tirons I = 10000 e´chantillons. La pre´cision de l’estimateur γˆH,d est e´value´e a` l’aide du
crite`re quadratique suivant :
R2(γˆH,d) = 1
336
336∑
i=1
∣γˆH,d(ti, ti) − γemp(ti, ti)∣2
γemp(ti, ti)2
≃ ∫ ∣γˆH,d(t, t) − γemp(t, t)∣2
γemp(t, t)2 dt
Nous conside´rons ensuite l’erreur quadratique moyenne relative
RMSE(γˆH,d) = 1
I − 1 I∑i=1R2,i(γˆH,d)= BR(γˆH,d)2 + V R(γˆH,d) (3.8)
ou`
BR(γˆH,d)2 = 1
336
336∑
i=1
⎛⎝ γˆH,d(t, t) − γemp(ti, ti)γemp(ti, ti) ⎞⎠
2
est le biais relatif de l’estimateur γˆH,d, V R(γˆH,d), sa variance relative et γˆH,d(t, t) =
1
I ∑Ii=1 γˆH,d,i(t, t).
Les erreurs d’estimation sont pre´sente´es dans le tableau 3.1 pour les 3 tailles
d’e´chantillons. L’erreur me´diane est faible et de´croˆıt logiquement avec la taille n de
l’e´chantillon. Cependant l’erreur moyenne est relativement e´leve´e. Les quantiles a` 95%
indiquent clairement que pour un tre`s petit nombre d’e´chantillons l’erreur d’estima-
tion de la variance est tre`s importante. On remarque e´galement que le biais relatif
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Taille de RMSE(γˆH,d) BR(γˆH,d)2 R2(γˆH,d(t, t))
l’e´chantillon Q5 Q25 me´diane Q75 Q95
250 0.9473 0.0004 0.0188 0.0298 0.0446 0.0748 0.4326
500 0.3428 0.0002 0.0121 0.0191 0.0278 0.0456 0.3510
1500 0.1406 0.0003 0.006 0.0097 0.0144 0.0272 0.0929
Table 3.1 – RMSE(γˆH,d), RB(γˆH,d)2 et l’erreur d’estimation R2(γˆH,d) pour diffe´-
rentes tailles d’e´chantillon, avec I = 10000 e´chantillons.
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Figure 3.1 – Courbe moyenne de la consommation sur la population et son estimation
obtenue a` l’aide de l’e´chantillon s′ de taille n = 1500
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Figure 3.2 – Variance empirique γemp, approximation de Ha´jek γH et la variance
estime´e γˆH,d obtenue a` l’aide de l’e´chantillon s
′ de taille n = 1500
est ne´gligeable par rapport a` la variance de l’estimateur (ce qui est en accord avec la
Proposition 3.5).
Sur la Figure 3.1, nous avons repre´sente´ la courbe moyenne de consommation ob-
serve´e sur la population U ainsi qu’une estimation obtenue a` l’aide d’un e´chantillon,
note´ s′, de taille n=1500 pour lequel l’erreur R2(γˆH,d) est proche de la valeur me´diane.
Sur la Figure 3.2, nous avons repre´sente´ la fonction de variance empirique γemp de l’es-
timateur µˆd, son approximation d’Ha´jek γH ainsi que son estimation γˆH,d obtenue a`
partir de l’e´chantillon s′. Sur la Figure 3.3, nous avons repre´sente´ l’erreur d’estimation
γemp(t, r)− γˆH,d(t, r) commise lorsqu’on estime la courbe moyenne a` partir de l’e´chan-
tillon s′ pour (t, r) ∈ [0, T ]x[0, T ]. Sur la Figure 3.4, nous avons repre´sente´ l’erreur
d’approximation γemp(t, r) − γH(t, r) commise lorsque les e´chantillons sont de taille
n = 1500 pour (t, r) ∈ [0, T ]x[0, T ]. L’erreur d’approximation est tre`s faible compare´e
a` l’erreur d’e´chantillonnage (cf. Figures 3.2 et 3.4). Nous sous-estimons la fonction de
covariance aux instants ou` nous avons les pics de consommation et nous la surestimons
le´ge`rement aux autres instants (cf. Figure 3.3).
L’erreur R2(γˆH,d) me´diane est tre`s faible (de l’ordre de 1.5% pour n = 1500) ce-
pendant nous constatons qu’en moyenne elle reste tre`s e´leve´e (14% pour n = 1500)
malgre´ l’augmentation de la taille de l’e´chantillon. Cela est duˆ a` la pre´sence dans notre
population d’e´tude d’individus qui ont a` la fois une faible probabilite´ d’inclusion pik
(cf. Figure 3.5) et une consommation Yk ponctuellement tre`s e´leve´e et inversement,
d’individus qui ont une forte probabilite´ d’inclusion pik et une faible consommation.
Par exemple, un individu qui revient de vacances durant notre semaine d’e´tude aura
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Figure 3.3 – Erreur d’estimation γemp(t, r)−γˆH,d(t, r) obtenue a` l’aide de l’e´chantillon
s′ de taille n = 1500
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Figure 3.4 – Erreur d’approximation γemp(t, r) − γH(t, r) pour n = 1500
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Figure 3.5 – Repre´sentation du logarithme des poids de sondage (log(1/pik)) pour les
diffe´rentes tailles d’e´chantillon
une valeur faible de pik et un niveau moyen de consommation tre`s diffe´rent de celui de
la semaine pre´ce´dente. La pre´sence de tels individus dans l’e´chantillon conduit alors a`
une mauvaise estimation de la courbe moyenne et cette erreur est de plus ”amplifie´e”
lors de l’estimation de la variance.
En augmentant la taille de l’e´chantillon, nous avons diminue´ le poids de ces indivi-
dus (cf. Figure 3.5) et par conse´quent nous avons diminue´ la variance de l’estimateur
γˆH,d mais cela n’est pas suffisant. Notre plan de sondage et notre estimateur ne sont pas
robustes. On pourrait sans doute obtenir des estimateurs de la variance plus stables
en utilisant des me´thodes permettant de corriger le poids de sondage des individus
influents (cf. par exemple Beaumont et Rivest (2009)).
3.4 Preuves
Tout au long des preuves, nous utiliserons la lettre C pour de´signer une constante
ge´ne´rique dont la valeur peut varier d’un endroit a` l’autre. Nous de´finissons ∆kl =
pikl − pikpil et ∆kk = pik(1 − pik).
3.4.1 Quelques lemmes utiles
Lemme 3.1. Si l’hypothe`se A4 est ve´rifie´e alors il existe une constante ζ1 telle que
1
N
∑
k∈U ∣φk,k(t, r)∣2 ≤ ζ1∣t − r∣2β
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ou` φk,k(t, r) = Yk(t)Yk(t) − Yk(r)Yk(r).
De´monstration. En utilisant l’ine´galite´ de Cauchy-Schwarz, nous obtenons
1
N
∑
k∈U ∣φk,k(t, r)∣2 ≤ 2N
⎧⎪⎪⎨⎪⎪⎩∑U ∣Yk(t) − Yk(r)∣2∣Yk(t)∣2 +∑U ∣Yk(t) − Yk(r)∣2∣Yk(r)∣2
⎫⎪⎪⎬⎪⎪⎭
≤ 2⎡⎢⎢⎢⎢⎣( 1N ∑U ∣Yk(t) − Yk(r)∣4)
1/2 ( 1
N
∑
U
∣Yk(t)∣4)1/2
+ ( 1
N
∑
U
∣Yk(t) − Yk(r)∣4)1/2 ( 1
N
∑
U
∣Yk(r)∣4)1/2⎤⎥⎥⎥⎥⎦.
Sous l’hypothe`se A4, nous obtenons que, pour une certaine constante ζ1,
1
N
∑
k∈U ∣φk,k(t, r)∣2 ≤ ζ1∣t − r∣2β.
2
Lemme 3.2. Si l’hypothe`se A3 est ve´rifie´e alors il existe une constante ζ2 telle que
( 1
N2
∑
k∈U∑l∈U ∣φk,l(t, r)∣)
2 ≤ ζ2∣t − r∣2β
ou` φkl(t, r) = Yk(t)Yl(t) − Yk(r)Yl(r).
De´monstration. La de´monstration est similaire a` celle du Lemme 3.1 et sera donc
omise. 2
Lemme 3.3. Supposons que les hypothe`ses A1 et A2 sont ve´rifie´es.
Ep((dˆ(pi) − d(pi))2) ≤ ( 1
λ
+ maxk≠l ∣∆kl∣
λ2
d(pi))d(pi).
De´monstration. Sous les hypothe`ses A1 et A2,
Ep((dˆ(pi) − d(pi))2) =∑
U
∑
U
pikl − pikpil
pikpil
pik(1 − pik)pil(1 − pil)
≤ 1
λ
∑
U
pi2k(1 − pik)2 + maxk≠l ∣∆kl∣λ2 (∑U pik(1 − pik))
2
≤ ( 1
λ
+ maxk≠l ∣∆kl∣
λ2
d(pi))d(pi).
2
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3.4.2 Preuve de la proposition 3.3
Conside´rons dans un premier temps le cas du tirage re´jectif prej(s) et montrons que
l’hypothe`se A5 est ve´rifie´e si d(pi) tend vers l’infini. D’apre`s le the´ore`me 1 de Boistard
et al. (2012) et l’hypothe`se A2, nous avons
Ep (1k1k2l1l2) − pik1pik2pil1pil2 = O(d(pi)−1)
uniforme´ment pour (k1, l1, k2, l2) ∈D4,N .
Comme pik1pik2 −pik1k2 = O(d(pi)−1) et pil1pil2 −pil1l2 = O(d(pi)−1) uniforme´ment pour(k1, l1, k2, l2) ∈D4,N , nous obtenons directement que, pour le tirage re´jectif,
max(k1,l1,k2,l2)∈D4,N ∣Ep [(1k1l1 − pik1pil1)(1k2l2 − pik2pil2)]∣ ≤ Cd(pi) ,
pour une certaine constante C.
Si nous conside´rons maintenant un autre plan de sondage pN(s), nous avons avec
l’ine´qualite´ de Pinsker (cf. The´ore`me 6.1 dans Kemperman (1969)) une majoration de
la distance de variation totale,
sup
A∈AN ∣pN(A) − prej(A)∣ ≤ √K(pN , prej)/2
ou` AN est l’ensemble de toutes les partitions de UN . En conside´rant le cas particulier
A = {(k1, l1, k2, l2) ∈ D4,N}, et en posant pik1k2l1l2 = pN(A) et pirejk1k2l1l2 = prej(A), nous
obtenons directement que
sup(k1,l1,k2,l2)∈D4,N ∣pik1k2l1l2 − pirejk1k2l1l2 ∣ ≤ √K(pN , prej)/2.
La preuve est termine´e.
3.4.3 Preuve de la proposition 3.4
Dans un premier temps, nous allons montrer que la variable ale´atoire n(γ̂H,d(t, t)−
γp(t, t)) converge en distribution vers ze´ro dans l’espace des fonctions continues muni
de la norme sup, note´ C[0, T ]. Etant donne´ que la fonctionnelle φ(f) = supt ∣f(t)∣ est
continue et borne´e dans C[0, T ], nous de´duirons de la de´finition de la convergence en
distribution dans C[0, T ] le re´sultat annonce´.
La preuve est de´compose´e en 2 e´tapes. Nous montrons d’abord la convergence
ponctuelle, en conside´rant la convergence de toutes les combinaisons line´aires finies, et
ensuite nous montrons que la suite est tendue.
Etape 1. Convergence ponctuelle
Nous voulons montrer, que pour chaque couple (t, r) ∈ [0, T ]2, nous avons
nEp {∣ γ̂H,d(r, t) − γp(r, t) ∣}→ 0, quand N →∞.
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De´composons
n(γ̂H,d(r, t) − γp(r, t)) = n(γ̂H,d(r, t) − γ̂H(r, t)) + n(γ̂H(r, t) − γp(r, t))
et e´tudions se´pare´ment les erreurs d’interpolation et d’estimation.
Erreur d’interpolation
Supposons que t ∈ [ti, ti+1[ et r ∈ [ti′ , ti′+1[.
n∣γˆH,d(r, t) − γˆH(r, t)∣ ≤ n
N2
dˆ(pi)
d(pi)∑U 1 − pikpi2k ∣Yk,d(t)Yk,d(r) − Yk(t)Yk(r)∣+ n
N2
1
d(pi)∑U ∑U 1 − pikpik 1 − pilpil ∣Yk,d(t)Yl,d(r) − Yk(t)Yl(r)∣.
Apre`s avoir remarque´ que dˆ(pi) ≤ 1λd(pi), 1d(pi) ≤ 1cn et
∣Yk,d(t)Yl,d(r) − Yk(t)Yl(r)∣ ≤ ∣Yk(ti) − Yk(t)∣∣Yl(ti′)∣ + ∣Yl(ti′) − Yl(r)∣∣Yk(t)∣+ ∣Yk(ti+1) − Yk(ti)∣ [∣Yl(ti′+1)∣ + 2∣Yl(ti′)∣]+ ∣Yk(ti)∣∣Yl(ti′+1) − Yl(ti′)∣
nous avons, sous les hypothe`ses A1-A4,
n∣γˆH,d(r, t) − γˆH(r, t)∣ ≤ ( n
N
1
λ
+ n
d(pi)) Cλ2 [∣ti − t∣β + ∣ti′ − r∣β + ∣ti′+1 − ti′ ∣β + 3∣ti+1 − ti∣β]
≤ 2( n
N
1
λ3
+ 1
c
) C
λ2
[2∣ti+1 − ti∣β + ∣ti′+1 − ti′ ∣β]. (3.9)
Ainsi, sous l’hypothe`se du sche´ma de discre´tisation,
n∣γˆH,d(r, t) − γˆH(r, t)∣ = o(1).
Conside´rons la de´composition suivante
∣ γˆH(r, t) − γp(r, t) ∣ ≤∣ γˆH(r, t) − γH(r, t) ∣ + ∣ γH(r, t) − γp(r, t) ∣ (3.10)
et e´tudions se´pare´ment ces 2 termes d’erreurs.
Erreur d’approximation
Nous montrons d’abord que, pour chaque (r, t) ∈ [0, T ]2,
n ∣ γH(r, t) − γp(r, t) ∣ = o(1).
En introduisant l’approximation (3.2)
pikl − pikpil = −pikpil (1 − pik)(1 − pil)
d(pi) + ckld(pi) (3.11)
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ou` maxk,l ∣ckl∣→ 0, dans la fonction de covariance (1.44), nous obtenons
γp(r, t) = 1
2
1
N2
∑
k∈U∑l∈U pikpil(1 − pik)(1 − pil) − ckld(pi) (Yk(r)pik − Yl(r)pil )(Yk(t)pik − Yl(t)pil )= γH(r, t) − 1
2
1
N2
∑
k∈U∑l∈U ckld(pi) (Yk(r)pik − Yl(r)pil )(Yk(t)pik − Yl(t)pil )
Finalement, nous de´duisons directement des hypothe`ses A1-A3 que
d(pi) ∣γH(r, t) − γp(r, t)∣ = o(1). (3.12)
et
n ∣γH(r, t) − γp(r, t)∣ = o(1). (3.13)
Erreur d’e´chantillonnage
Pour e´tablir la convergence en probabilite´ vers 0 de n(γˆH(r, t) − γH(r, t)) quand
N →∞ il suffit de montrer que, pour tout (r, t) ∈ [0, T ]2
n2Ep [(γˆH(r, t) − γH(r, t))2]→ 0, quand N →∞.
Apre`s avoir remarque´ que
n∣γˆH(r, t) − γH(r, t)∣ ≤ n
N2
∣∑
U
( dˆ(pi)
d(pi) − 1) 1kpi2k (1 − pik)Yk(t)Yk(r)∣+ n
N2
∣∑
U
(1k
pik
− 1) 1 − pik
pik
Yk(t)Yk(r)∣
+ n
N2
1
d(pi) ∣∑U ∑U ( 1klpikpil − 1) (1 − pik)(1 − pil)Yk(t)Yl(r)∣∶= B1(r, t) +B2(r, t) +B3(r, t) (3.14)
nous obtenons
n2Ep [(γˆH(r, t) − γH(r, t))2] ≤ 3Ep(B1(r, t)2) + 3Ep(B2(r, t)2) + 3Ep(B3(r, t)2).
(3.15)
Montrons maintenant que Ep(B1(r, t)2)→ 0 quand N →∞. En utilisant les hypo-
the`ses A1, A2 et A4, le Lemme 3.3 et l’ine´galite´ 1d(pi) ≤ 1Nλ(1−M) , nous avons
Ep(B1(r, t)2) ≤ n2
d(pi)2 1N2Ep
⎡⎢⎢⎢⎢⎣(dˆ(pi) − d(pi))2
⎤⎥⎥⎥⎥⎦ [ 1λ4N ∑U ∣Yk(t)∣2∣Yk(r)∣2]
≤ [ 1
N(1 −M) n2N2 + nmaxk≠l ∣∆kl∣ nN 1N ] 1λ6 ( 1N ∑U ∣Yk(t)∣4)
1/2 ( 1
N
∑
U
∣Yk(r)∣4)1/2
≤ 1
N
C
Ainsi Ep(B1(r, t)2)→ 0 quand N →∞.
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Sous les hypothe`ses A1, A2 et A4,
Ep(B2(r, t)2) ≤ n2
N4
∑
U
∑
U
∣∆kl∣
pikpil
1 − pik
pik
1 − pil
pil
∣Yk(t)Yk(r)Yl(t)Yl(r)∣
≤ 1
λ3
1
N
( n2
N2
+ n2 maxk≠l ∣∆kl∣
Nλ
)( 1
N
∑
U
∣Yk(t)∣4)1/2 ( 1
N
∑
U
∣Yk(r)∣4)1/2
≤ 1
N
C
D’ou` Ep(B2(r, t)2)→ 0 quand N →∞.
Ep(B3(r, t)2) = n2Ep⎡⎢⎢⎢⎢⎣ 1N4 1d(pi)2 ∑k,l∈U ∑k′,l′∈U ( 1klpikpil − 1)( 1k
′l′
pik′pil′ − 1)
.(1 − pik)(1 − pil)(1 − pik′)(1 − pil′)Yk(t)Yl(r)Yk′(t)Yl′(r)⎤⎥⎥⎥⎥⎦≤ n2
N4
1
d(pi)2 ∑k ∑k′ ∣Ep [(1kpi2k − 1)(1k′pi2k′ − 1)]∣ ∣Yk(t)∣∣Yk(r)∣∣Yk′(t)∣∣Yk′(r)∣+ 2n2
N4
1
d(pi)2 ∑k ∑k′≠l′ ∣Ep [(1kpi2k − 1)( 1k′l′pik′pil′ − 1)]∣ ∣Yk(t)∣∣Yk(r)∣∣Yk′(t)∣∣Yl′(r)∣+ n2
N4
1
d(pi)2 ∑k≠l ∑k′≠l′ ∣Ep [( 1klpikpil − 1)( 1k′l′pik′pil′ − 1)]∣ ∣Yk(t)∣∣Yl(r)∣∣Yk′(t)∣∣Yl′(r)∣∶= v1 + v2 + v3
En utilisant les hypothe`ses A1, A2 et A4, et l’ine´galite´ pikl ≤ pikpil, nous obtenons
v1 ≤ n2
N4
1
d(pi)2 ∑k ∣Ep [1kpi4k − 21kpi2k + 1]∣ ∣Yk(t)∣2∣Yk(r)∣2+ n2
N4
1
d(pi)2 ∑k ∑k′≠k ∣Ep [ 1kk′pi2kpi2k′ − 1kpi2k − 1k′pi2k′ + 1]∣ ∣Yk(t)∣∣Yk(r)∣∣Yk′(t)∣∣Yk′(r)∣
≤ n2
N2
1
d(pi)2 [ 1N ( 1λ3 + 2λ + 1) + ( 1λ2 + 2λ + 1)]( 1N ∑k Yk(t)4)
1/2 ( 1
N
∑
k
Yk(r)4)1/2 .
(3.16)
Depuis que d(pi)→∞ quand N →∞ nous avons v1 → 0. Sous les hypothe`ses A1, A2,
A4 et A5
v3 ≤ C
N
+ n2
N4
1
d(pi)2 1λ4 maxk≠l
k′≠l′
∣Ep [(1kl − pikpil) (1k′l′ − pik′pil′)]∣∑
k≠l ∑k′≠l′ ∣Yk(t)∣∣Yl(r)∣∣Yk′(t)∣∣Yl′(r)∣
≤ C
N
+ 1
d(pi)2 1λ4n2 maxk≠l,k′≠l′ ∣Ep [(1kl − pikpil) (1k′l′ − pik′pil′)]∣ ( 1N ∑k ∣Yk(t)∣2)( 1N ∑l ∣Yl(r)∣2)
(3.17)
Par conse´quent v3 → 0 quand N → ∞. En appliquant l’ine´galite´ de Cauchy-Schwarz,
nous obtenons v2 → 0 quand N →∞. Finalement, nous avons pour tout (r, t) ∈ [0, T ]2,
nEp(∣γˆH(r, t) − γH(r, t)∣)→ 0, quand N →∞. (3.18)
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et par conse´quent,
nEp {∣ γ̂H,d(r, t) − γp(r, t) ∣}→ 0, quand N →∞.
De la convergence en probabilite´ ponctuelle de la fonction de variance, nous de´dui-
sons la convergence en probabilite´ de toutes combinaisons line´aires finies : pour tout
p ∈ {1,2, ...}, pour tout (c1, ..., cp) ∈ Rp et pour tout (t1, ..., tp) ∈ [0, T ]p, nous avons
p∑
l=1 cln(γˆH(tl, tl) − γH(tl, tl))→ 0 (3.19)
en probabilite´ quand N tend a` l’infini. D’apre`s le Lemme de Cramer-Wold, le vecteur
n(γˆH(t1, t1)−γH(t1, t1), ..., γˆH(tp, tp)−γH(tp, tp)) converge en distribution vers 0 dans
Rp.
Etape 2. Suite tendue
Pour montrer que la suite (n(γˆH(t, t) − γH(t, t))N est tendue dans C[0, T ] nous
introduisons la pseudo-me´trique suivante
d2γ(t, r) = n2Ep(∣γ̂H(t, t) − γH(t, t) − γ̂H(r, r) + γH(r, r)∣2)
et nous montrons qu’il existe une constante C telle que
d2γ(t, r) ≤ C ∣t − r∣2β
pour tout (r, t) ∈ [0, T ]2. A l’aide de l’e´quation (3.14), nous de´composons cette distance
en 3 termes.
d2γ(r, t) ≤ 3(Ep ([B1(t, t) −B1(r, r)]2) +Ep ([B2(t, t) −B2(r, r)]2)+Ep ([B3(t, t) −B3(r, r)]2))∶= 3 (d2B1 + d2B2 + d2B3) .
A partir du Lemme 3.1 et des hypothe`ses A1 et A2, nous obtenons
d2B1 = n2N4Ep
⎡⎢⎢⎢⎢⎣(∑k dˆ(pi) − d(pi)d(pi) 1kpik 1 − pikpik φk,k(t, r))
2⎤⎥⎥⎥⎥⎦
≤ n2
N2
( 1
λ
− 1)2 1
λ4
Ep
⎡⎢⎢⎢⎢⎣( 1N ∑U φk,k(t, r))
2⎤⎥⎥⎥⎥⎦≤ n2
N2
( 1
λ
− 1)2 1
λ4
ζ1∣t − r∣2β≤ C ∣t − r∣2β. (3.20)
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D’apre`s les hypothe`ses A1, A2 et A6 et le lemme 3.1,
d2B2 ≤ 1λ3 ( n2N3 + n2 maxk≠l ∣∆kl∣N2λ ) 1N ∑U ∣φk,k(t, r)∣2≤ C ∣t − r∣2β (3.21)
et
d2B3 ≤ n2N4 1d(pi)2 ∑k ∑k′ ∣Ep [(1kpi2k − 1)(1k′pi2k′ − 1)]∣ ∣φk,k(t, r)∣∣φk′,k′(t, r)∣+ 2n2
N4
1
d(pi)2 ∑k ∑k′≠l′ ∣Ep [(1kpi2k − 1)( 1k′l′pik′pil′ − 1)]∣ ∣φk,k(t, r)∣∣φk′,l′(t, r)∣+ n2
N4
1
d(pi)2 ∑k≠l ∑k′≠l′ ∣Ep [( 1k,lpikpil − 1)( 1k′l′pik′pil′ − 1)]∣ ∣φk,l(t, r)∣∣φk′,l′(t, r)∣∶= b1 + b2 + b3.
Graˆce au Lemme 3.1 et aux hypothe`ses A1, A2 et A4, nous obtenons
b1 ≤ n2
N2
1
d(pi)2 [ 1N ( 1λ3 + 2λ + 1) + ( 1λ2 + 2λ + 1)] 1N ∑k ∣φk,k(t, r)∣2≤ C ∣t − r∣2β. (3.22)
D’apre`s les hypothe`ses A1, A2, A4 et A5 et le Lemme 3.2,
b3 ≤ C ∣t − r∣2β
N
+ 1
d(pi)2 1λ4n2 maxk≠l,k′≠l′ ∣Ep [(1kl − pikpil) (1k′l′ − pik′pil′)]∣ ⎛⎝ 1N2 ∑k,l ∣φk,l(t, r)∣⎞⎠
2
≤ C ∣t − r∣2β. (3.23)
En appliquant l’ine´galite´ de Cauchy-Schwarz, nous obtenons, a` partir de (3.22) et
(3.23), que b2 ≤ C ∣t − r∣2β Par conse´quent
d2B3 ≤ C ∣t − r∣2β. (3.24)
Finalement, nous de´duisons des ine´galite´s (3.20), (3.21) et (3.24) que
d2γ(r, t) ≤ C ∣t − r∣2β. (3.25)
Etant donne´ que β > 1/2, nous de´duisons du The´ore`me 12.3 de Billingsley (1968)
que la suite (n(γˆH(t, t) − γH(t, t)))N est tendue dans C[0, T ].
Finalement, d’apre`s le The´ore`me 8.1 de Billingsley (1968), n(γˆH(t, t) − γH(t, t))
converge en distribution vers 0 dans C[0, T ].
Etant donne´ que n∣γ̂H,d(r, t) − γp(r, t)∣ = n∣γ̂H(r, t) − γH(r, t)∣ + o(1), nous pou-
vons e´galement de´duire que n(γ̂H,d(t, t)−γp(t, t)) converge en distribution vers 0 dans
C[0, T ] (cf. The´ore`me 4.1 de Billingsley (1968)).
La fonctionnelle φ(f) = supt ∣f(t)∣ e´tant continue et borne´e dans C[0, T ], nous
de´duisons de la De´finition 1.7 de la convergence en distribution dans C[0, T ] le re´sultat
annonce´.
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3.4.4 Preuve de la Proposition 3.5
Nous remarquons tout d’abord que l’erreur d’interpolation, majore´e par (3.9), sa-
tisfait
n3/2∣γˆH,d(r, t) − γˆH(r, t)∣ = O(1) (3.26)
a` condition que max
i={1,..,DN−1} ∣ti+1 − ti∣2β = O(n−1). Nous utilisons ensuite le fait que pour
le tirage re´jectif (cf. The´ore`me 1 de Boistard et al. (2012)) ckl de´finit dans (3.11)
satisfait pour une certaine constante C,
max
k,l
∣ckl∣ ≤ Cd(pi)−1.
Ainsi, la limite (3.12) est maintenant e´gale a`
d(pi)2 ∣γH(r, t) − γp(r, t)∣ = O(1). (3.27)
Examinons maintenant l’erreur d’e´chantillonnage. Le seul terme de l’e´quation (3.15)
qui n’est pas d’ordre n−1 est le terme Ep(B3(r, t)2). Plus pre´cise´ment, en tenant compte
de la majoration (3.17) nous obtenons, graˆce a` la Proposition 3.3 que le terme b3
satisfait b3 = O(d(pi)−1). Ainsi Ep(B3(r, t)2) = O(d(pi)−1),
n2Ep [(γˆH(r, t) − γH(r, t))2] = O(n−1) +O(d(pi)−1)
et la preuve est termine´e.
Chapitre 4
Comparaison de deux me´thodes
de construction de bandes de
confiance
Pour mesurer la qualite´ d’un estimateur, il est courant, dans les enqueˆtes par son-
dage, de fournir un intervalle de confiance. Toutefois, lorsque nous travaillons avec des
donne´es fonctionnelles la question de la construction de bandes de confiance n’a e´te´
que peu aborde´e dans la litte´rature. Dans ce chapitre, nous allons proposer deux me´-
thodes de construction. La premie`re est base´e sur la simulation de processus gaussien
afin d’approcher la loi du supremum. Cette me´thode s’inspire de techniques base´es
sur l’estimation de la fonction de covariance de l’estimateur (Faraway (1997), Cuevas
et al. (2006) ou plus re´cemment Degras (2011)). Une justification asymptotique de la
validite´ de ces techniques, dans le cadre des populations finies, est donne´e dans Cardot
et al. (2012) lorsque les hypothe`ses du the´ore`me central limite sont ve´rifie´es et que l’on
dispose d’un estimateur pre´cis de la fonction de covariance. Une deuxie`me me´thode
de construction, qui repose sur les techniques de bootstrap, adapte´es aux populations
finies (Booth et al. (1994), Chauvet (2007)) est e´galement mise en œuvre.
Dans la premie`re section, nous allons de´finir la notion de bande de confiance d’une
courbe moyenne. Dans la section 4.2, nous pre´senterons la me´thode par simulation de
processus gaussien et nous donnerons une justification asymptotique pour les plans
a` forte entropie et pour l’estimateur base´ sur un mode`le de re´gression fonctionnelle.
Dans la section 4.3, nous de´taillerons les algorithmes Bootstrap pour diffe´rents plans
de sondage. La section 4.4 propose enfin une comparaison de ces diffe´rentes strate´gies,
en termes de pre´cision des estimateurs, de largeur et de couverture des bandes de
confiance et de temps de calcul, sur l’estimation des courbes de charge d’EDF.
4.1 Introduction
Conside´rons, comme pre´ce´demment, une population finie U = {1, ...,N} de taille N
et supposons que, pour chaque e´le´ment k de la population U , nous pouvons observer
la courbe de´terministe Yk = (Yk(t))t∈[0,T ]. Soit s un e´chantillon de taille fixe´e n, choisi
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ale´atoirement dans U selon un plan de sondage p(⋅). Soient pik =Pr(k ∈ s) > 0 et
pikl =Pr(k&l ∈ s) les probabilite´s d’inclusion d’ordre un et respectivement deux.
Supposons que la courbe moyenne µ(t) (cf. e´quation (1.37)) est estime´e par l’es-
timateur de Horvitz-Thompson fonctionnel (cf. e´quation (1.38)) et que sa fonction de
covariance γp(r, t) (cf. e´quation (1.39)) est estime´e par γˆp(r, t) (cf. e´quation (1.40)),
pour r, t ∈ [0, T ]x[0, T ].
Nous conside´rons, comme Faraway (1997) et Degras (2011), des bandes de confiance
pour la courbe moyenne µ qui sont de la forme suivante
P(µ(t) ∈ [µ̂(t) ± cα σ̂(t)√
n
] , ∀t ∈ [0, T ]) = 1 − α, (4.1)
ou` la valeur du cœfficient cα est inconnue, et de´pend du niveau de confiance 1 − α
souhaite´, et σ̂(t) = √nγˆp(t, t).
Le calcul de cα est base´ sur le fait que, sous certaines hypothe`ses (Cardot et al.
(2012)), le processus√
n{µ̂ − µ}→ Z en distribution dans C[0, T, ] (4.2)
ou` Z est un processus gaussien a` valeur dans l’espace des fonctions continues C[0, T ].
On a alors
P(sup
t∈T
√
n
∣µˆ(t) − µ(t))∣
σˆ(t) ≤ cα) = P(µ(t) ∈ [µ̂(t) ± cα σ̂(t)√n ] , ∀t ∈ [0, T ]) (4.3)
et il suffit donc de de´terminer cα, le quantile d’ordre 1−α de la variable ale´atoire re´elle
supt∈[0,T ] √n ∣µˆ(t)−µ(t)∣σˆ(t) pour construire comple`tement la bande de confiance. La distri-
bution du sup de processus gaussiens n’est connue explicitement que pour quelques cas
particuliers, le mouvement brownien par exemple.
Nous proposons deux approches pour de´terminer la valeur de cα. La premie`re repose
sur une estimation directe de l’e´cart-type et la simulation des processus gaussiens
ˆ˜Z(t) = √n µˆ(t)−µ(t)σˆ(t) . La seconde, qui ne ne´cessite pas de disposer d’estimateur de la
variance, repose sur des techniques de re´-e´chantillonnage ou` a` la fois l’e´cart-type σ˜(t) =√
γp(t, t) et la valeur de cα sont obtenus a` partir des re´plications bootstrap.
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4.2 Construction de bandes de confiance par simulations
de processus gaussiens
Construction de bandes de confiance par simulation de processus gaussien
Etape 1. Tirer l’e´chantillon s de taille n a` l’aide du plan de sondage p et calculer
l’estimateur µˆ ainsi que l’estimateur γ̂p(r, t) de la fonction de covariance γp(r, t),
r, t ∈ [0, T ].
Etape 2. Simuler M courbes ˆ˜Zm, m = 1 . . . ,M, de meˆme loi que ˆ˜Z ou` ˆ˜Z est un
processus gaussien d’espe´rance 0 et de fonction de covariance ρ, ou` ρ(r, t) =
γˆp(r, t)/(γˆp(t)γˆp(r))1/2, r, t ∈ [0, T ].
Etape 3. De´terminer cα, le quantile d’ordre 1 − α des variables,⎛⎝ supt∈[0,T ] ∣ ˆ˜Zm(t)∣⎞⎠
m=1,...,M .
Cet algorithme, tre`s rapide et facile a` mettre en œuvre, a de´ja` e´te´ propose´, dans le
cadre d’observations i.i.d. par Faraway (1997), Cuevas et al. (2006) et Degras (2011)
pour construire des bandes de confiance. Cardot et al. (2012) ont donne´ une justification
asymptotique de cette approche pour l’e´chantillonnage dans des populations finies de
courbes bruite´es.
Lorsqu’on estime la courbe moyenne a` l’aide de l’estimateur assiste´ par un mode`le
de re´gression fonctionnelle nous pouvons e´galement utiliser l’algorithme par simulation
de processus gaussiens pour construire une bande de confiance. Il suffit de remplacer
µˆ par µˆMA,d (cf. e´quation (2.11)) et γˆp par γˆMA,d (cf. e´quation (2.16)).
Proposition 4.1. Supposons que les hypothe`ses B1-B8 sont ve´rifie´es et que le sche´ma
de discre´tisation satisfait max
i={1,..,DN−1} ∣ti+1 − ti∣2β = o(n−1).
Soit Z un processus gaussien de moyenne 0 et de fonction de covariance γZ (comme
dans la Proposition 2.4). Soit (ẐN) une suite de processus telle que pour chaque N ,
conditionnellement a` l’estimateur γ̂MA,d de´fini dans (2.16), ẐN est un processus gaus-
sien de moyenne 0 et de covariance nγ̂MA,d. Supposons que γZ(t, t) est une fonction
continue et que inft γZ(t, t) > 0. Alors, quand N → ∞, la convergence suivante est
ve´rifie´e uniforme´ment en c,
P (∣ẐN(t)∣ ≤ c σ̂(t), ∀t ∈ [0, T ] ∣ γ̂MA,d)→ P (∣Z(t)∣ ≤ cσ(t), ∀t ∈ [0, T ]) ,
ou` σ̂(t) = √nγ̂MA,d(t, t) et σ(t) = √γZ(t, t).
Comme dans Cardot et al. (2012), nous de´duisons de la proposition pre´ce´dente que
la valeur choisie ĉα = cα(γ̂MA,d) fournit asymptotiquement la couverture souhaite´e car
elle satisfait
lim
N→∞P(µ(t) ∈ [µ̂MA,d(t) ± ĉα σ̂(t)√n ] , ∀t ∈ [0, T ]) = 1 − α.
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De´monstration.
La preuve consiste a` montrer la convergence faible de la suite de distribution (ẐN)
vers la loi de Z dans C([0, T ]).
Pour tout vecteur de p instants 0 ≤ t1 < . . . < tp ≤ T, la convergence en dimension
finie du vecteur de distribution gaussienne vers la distribution de (Z(t1), . . . , Z(tp))
est une conse´quence imme´diate de la convergence uniforme de la fonction de variance
vue dans la Proposition 2.3. Nous pouvons conclure avec le Lemme de Slutsky que
pour tout (c1, . . . , cp) ∈ Rp,
p∑
j=1
p∑`=1 cjc`γ̂MA,d(tj , t`) →
p∑
j=1
p∑`=1 cjc`γMA(tj , t`) en probabilite´. (4.4)
Maintenant, nous devons ve´rifier que la suite (ẐN)N est tendue dans C([0, T ]).
Etant donne´ γ̂MA,d, nous avons pour (r, t) ∈ [0, T ]2,
Ep [(ẐN(t) − ẐN(r))2 ∣ γ̂MA,d] = n (γ̂MA,d(t, t) − 2γ̂MA,d(r, t) + γ̂MA,d(r, r))
≤ n
N2
∑
k,l∈U
∆kl
pikpil
1kl
pikl
(Yk(t) − Ŷk,d(t) − Yk(r) + Ŷk,d(r))2
≤ C
N
∑
k∈U [(Yk(t) − Yk(r))2 + (Ŷk,d(t) − Ŷk,d(r))2]≤ CC3∣t − r∣2β + C
N
∑
k∈U (Ŷk,d(t) − Ŷk,d(r))2 (4.5)
sous les hypothe`ses B2 et B3. Le second terme a` droite de l’ine´galite´ (4.5) est traite´
avec des arguments similaires a` ceux de la preuve du Lemme 2.3, ainsi
1
N
∑
k∈U (Ŷk,d(t) − Ŷk,d(r))2 ≤ C ∣t − r∣2β.
Les trajectoires du processus gaussien sont continues puisque β > 0 (cf. The´o-
re`me 1.4.1 dans Adler et Taylor (2007)) et (ẐN) converge faiblement vers Z dans
C([0, T ]) e´quipe´ de la norme sup. En utilisant a` nouveau la Proposition 2.3, nous
avons, uniforme´ment en t, σ̂Z(t) = σZ(t) + op(1), ou` σ̂2Z(t) = nγ̂MA,d(t, t). Puisque
par hypothe`se σ2Z(t) = γZ(t, t) est une fonction continue et inft γZ(t, t) > 0, nous
obtenons avec le Lemme de Slutsky que (ẐN/σ̂Z) converge faiblement vers Z/σZ
dans C([0, T ]). Par la de´finition de la convergence faible dans C([0, T ]) et the conti-
nuous mapping theorem, nous pouvons e´galement en de´duire que la variable ale´atoire
M̂N = supt∈[0,T ] ∣ẐN(t)∣/σ̂Z(t) converge en distribution vers M = supt∈[0,T ] ∣Z(t)∣/σZ(t),
de manie`re que pour chaque c ≥ 0,
P
⎛⎝ supt∈[0,T ] ∣ẐN(t)∣/σ̂Z(t) ≤ c⎞⎠ → P⎛⎝ supt∈[0,T ] ∣Z(t)∣/σZ(t) ≤ c⎞⎠ .
Notons enfin, que sous les hypothe`ses pre´ce´dentes, la variable ale´atoire
M = sup
t∈[0,T ] (∣Z(t)∣/σZ(t))
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a une fonction de densite´ absolument continue et borne´e (cf. Pitt et Tran (1979)) de
sorte que la convergence est uniforme en c (cf. Lemme 2.11, Van der Vaart (1998)).
2
Lorsque nous utilisons un plan de sondage a` forte entropie et l’estimateur de
Horvitz-Thompson, il est e´galement possible de justifier de manie`re rigoureuse l’utilisa-
tion de cet algorithme pour construire une bande de confiance de notre courbe estime´e
µˆ de´finie par (1.38). Nous supposons, cette fois-ci, que la covariance est estime´e par
γˆH,d(r, t) (cf. e´quation (3.5)).
Proposition 4.2. Supposons que les hypothe`ses A1-A6 sont ve´rifie´es et que le sche´ma
de discre´tisation satisfait max
i={1,..,DN−1} ∣ti+1 − ti∣2β = o(n−1).
Soit Z un processus gaussien de moyenne 0 et de fonction de covariance γZ =
limn→∞ nγpN (r, t). Soit (ẐN) une suite de processus tel que pour tout N , condition-
nellement a` γ̂H,d de´fini dans (3.5), ẐN est un processus gaussien de moyenne 0 et de
fonction de covariance nγ̂H,d. Alors pour tout c > 0, quand N → ∞, la convergence
suivante est ve´rifie´e en probabilite´
P (∣ẐN(t)∣ ≤ c σ̂(t), ∀t ∈ [0, T ] ∣ γ̂H,d)→ P (∣Z(t)∣ ≤ cσ(t), ∀t ∈ [0, T ]) ,
ou` σ̂(t) = √nγ̂H,d(t, t) et σ(t) = √γZ(t, t).
De´monstration. La preuve est similaire a` celle de la proposition 4.1 et sera donc
omise. 2
4.3 Construction de bandes de confiance : algorithme ge´-
ne´ral du bootstrap
Dans ce travail, nous avons de´cide´ d’e´tendre au cadre fonctionnel le bootstrap sans
remise propose´ par Gross (1980). Cette me´thode utilise l’e´chantillon s pour construire
une population fictive U∗ dans laquelle nous se´lectionnons les e´chantillons bootstra-
pe´s s∗. Ces e´chantillons nous permettrons d’estimer la variance de l’estimateur de la
moyenne en chaque instant t puis le coefficient cα. Dans un premier temps, nous allons
donner un algorithme ge´ne´ral du bootstrap lorsque 1/pik est entier, pour tout k ∈ U .
Lorsque cette condition n’est pas ve´rifie´e, nous adaptons ensuite cette algorithme au
sondage ale´atoire simple sans remise a` l’aide de la variante de Booth et al. (1994) et
au plan stratifie´ et au plan pips a` l’aide des extensions propose´es par Chauvet (2007).
Dans les algorithmes qui vont suivre, nous supposons que les trajectoires sont ob-
serve´es en tout point de t ∈ [0, T ].
100 4. Construction de bandes de confiance
Construction de bande de confiance par bootstrap
Etape 1. Tirer un e´chantillon s de taille n a` l’aide du plan de sondage p et calculer
l’estimateur µˆ.
Etape 2. Dupliquer chaque individu k ∈ s, 1/pik fois pour construire une population
fictive U∗.
Etape 3. Tirer M e´chantillons s∗m, m = 1, . . . ,M , de taille n dans la population fictive
U∗ a` l’aide du plan de sondage p et calculer µˆ∗m(t) = 1N ∑k∈s∗m Yk(t)pik , t ∈ [0, T ].
Etape 4. Estimer la fonction σ˜(t) par l’e´cart type empirique corrige´ des µˆ∗m(t), m =
1, ...,M ,
σ˜2(t) = 1
M − 1 M∑m=1(µˆ∗m(t) − µˆ∗●(t))2,
ou` µˆ∗●(t) = 1M ∑Mm=1 µˆ∗m(t) et t ∈ [0, T ].
Etape 5. Choisir cα comme le quantile d’ordre 1 − α des variables⎛⎝ supt∈[0,T ] ∣ µˆ∗m(t) − µˆ(t) ∣σ˜(t) ⎞⎠
m=1,...,M .
Une technique similaire a e´te´ utilise´e par Bickel et Krieger (1989) pour construire
des bandes de confiance de la fonction de re´partition.
La mise en œuvre de la deuxie`me e´tape de cet algorithme peut poser quelques
proble`mes en pratique. En effet, 1/pik est rarement un nombre entier, il faut donc
adapter l’algorithme bootstrap pour obtenir une population fictive U∗ de la meˆme taille
que la population U . De nombreuses variantes ont e´te´ propose´es dans la litte´rature pour
tenir compte du cas ge´ne´ral ou` 1/pik n’est pas un entier. Nous avons de´cide´ d’adapter
celle propose´e par Booth et al. (1994).
Sondage ale´atoire simple sans remise (SRSWOR)
Algorithme du bootstrap adapte´ au plan SRSWOR
Etape 1. Tirer un e´chantillon s de taille n par sondage ale´atoire simple sans remise
et calculer l’estimateur µˆsrswor de´fini par (1.41).
Etape 2. Dupliquer chaque individu k ∈ s, [1/pik] fois, ou` [.] de´signe la partie entie`re.
On comple`te la population ainsi obtenue en se´lectionnant un e´chantillon ale´a-
toire simple sans remise dans s de taille N − n[N/n]. Nous obtenons ainsi une
population fictive U∗ de taille N .
Etape 3. Tirer l’e´chantillon s∗ de taille n dans la population fictive U∗ par sondage
ale´atoire simple sans remise et calculer µˆ∗(t) = 1n ∑k∈s∗ Yk(t), t ∈ [0, T ].
Etape 4. Re´pe´ter M fois les e´tapes 2 et 3 afin d’obtenir µˆ∗m(t), t ∈ [0, T ] et m =
1, ...,M .
Etape 5. Re´pe´ter les e´tapes 4 et 5 de l’algorithme ge´ne´ral du bootstrap.
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Sondage stratifie´ avec SRSWOR dans chaque strate (STRAT)
Supposons que la population U est stratifie´e en un nombre fixe´ H de strates
U1, ..., UH de tailles N1, . . . ,NH . A l’inte´rieur de chaque strate Uh, on tire un e´chantillon
sh de taille nh selon un plan SRSWOR.
Notons µh(t) = ∑k∈Uh Yk(t)/Nh, pour t ∈ [0, T ], la courbe moyenne dans chaque
strate et µˆh(t) = ∑k∈sh Yk(t)/nh, son estimation. L’estimateur de la courbe moyenne µ
est alors de´fini par
µ̂strat(t) = 1
N
H∑
h=1Nhµˆh(t) =
H∑
h=1
Nh
N
⎛⎝ 1nh ∑k∈sh Yk(t)⎞⎠ , t ∈ [0, T ]. (4.6)
L’estimateur de Horvitz-Thompson de la fonction de covariance est alors
γ̂strat(r, t) = 1
N2
H∑
h=1Nh
Nh − nh
nh
SY (r)Y (t),sh r, t ∈ [0, T ], (4.7)
ou` SY (r)Y (t),sh = 1nh−1 ∑k∈sh(Yk(r)−µˆh(r))(Yk(t)−µˆh(t)) est l’estimateur de la fonction
de covariance SY (r)Y (t),Uh dans la strate h. Pour r = t ∈ [0, T ], on obtient l’estimateur
de la fonction de variance comme suit
γ̂strat(r) = 1
N2
H∑
h=1Nh
Nh − nh
nh
S2Y (r),sh , (4.8)
ou` S2Y (r),sh = 1nh−1 ∑k∈sh(Yk(r) − µˆh(r))2 est l’estimateur de la variance S2Y (r),Uh dans
la strate h.
Le plan stratifie´ est d’autant plus efficace que les strates sont homoge`nes par rapport
a` la variable Y. Cardot et Josserand (2011) utilisent une me´thode de classification
non supervise´e de type k-means pour construire des strates homoge`nes par rapport a`
une variable de stratification fonctionnelle. Ils proposent e´galement une extension, au
cadre fonctionnel, de l’allocation optimale de Neyman. Les tailles nh des e´chantillons
sh ve´rifiant
nh = n Nh
√∫ T0 S2Y (r),Uhdr
∑Hh=1Nh√∫ T0 S2Y (r),Uhdr , h = 1, . . . ,H, (4.9)
permettent de rendre minimale la variance inte´gre´e de l’estimateur stratifie´, ∫ T0 γ̂strat(t)dt.
Cette allocation est similaire a` l’allocation obtenue dans le cadre multivarie´ par Co-
chran (1977).
La valeur des e´carts-types S2Y (r),Uh de la variable d’inte´reˆt est souvent indisponible.
Si nous disposons d’une variable X connue sur toute la population et tre`s corre´le´e a`
notre variable d’inte´reˆt nous pouvons utiliser l’allocation x-optimale pour de´terminer
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la taille nh des e´chantillons sh. Ainsi, lorsque la variable X est fonctionnelle nous
obtenons
nh = n Nh
√∫ T0 S2X(r),Uhdr
∑Hh=1Nh√∫ T0 S2X(r),Uhdr , h = 1, . . . ,H, (4.10)
et lorsque la variable X est univarie´e,
nh = n Nh
√
S2X,Uh∑Hh=1Nh√S2X,Uh , h = 1, . . . ,H. (4.11)
L’utilisation du bootstrap sans remise ne pose a` priori pas de difficulte´ pour un
e´chantillon stratifie´, il suffit d’appliquer, inde´pendamment sur chaque strate, l’algo-
rithme utilise´ pour le plan SRSWOR.
Algorithme du bootstrap adapte´ au plan STRAT
Etape 1. Tirer un e´chantillon s a` l’aide d’un sondage ale´atoire simple sans remise de
taille nh dans chaque strate Uh, h = 1, ...,H, et calculer l’estimateur µˆstrat.
Etape 2. Pour h = 1, ...,H, dupliquer chaque individu k ∈ sh, [Nh/nh] fois, ou` [.]
de´signe la partie entie`re. On comple`te les unite´s ainsi obtenues en se´lectionnant
un e´chantillon de taille Nh−nh[Nh/nh] dans sh par sondage ale´atoire simple sans
remise. Nous obtenons ainsi la population fictive de la strate U∗h de taille Nh. La
population fictive est U∗ = ⋃Hh=1U∗h de taille N .
Etape 3. Tirer l’e´chantillon s∗ de taille n dans la population fictive U∗ selon un plan
STRAT et calculer µˆ∗(t) = 1N ∑Hh=1∑k∈s∗h Nhnh Yk(t), t ∈ [0, T ].
Etape 4. Re´pe´ter M fois les e´tapes 2 et 3 afin d’obtenir µˆ∗m(t), t ∈ [0, T ] et m =
1, ...,M .
Etape 5. Re´pe´ter les e´tapes 4 et 5 de l’algorithme ge´ne´ral du bootstrap.
Plan a` probabilite´s ine´gales sans remise (pips)
Lorsqu’il existe une variable auxiliaire X a` valeur positive tre`s corre´le´e a` la variable
d’inte´reˆt nous pouvons utiliser un plan de sondage proportionnelle a` la taille pour
estimer la courbe moyenne µ. Dans ce cas, les probabilite´s d’inclusion d’ordre un sont
de´finies par
pik = n xk∑U xk , ∀k ∈ U. (4.12)
Les inverses de ces probabilite´s e´tant rarement des nombres entiers, nous avons
propose´ d’adapter l’algorithme 3.1 propose´ par Chauvet (2007).
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Algorithme du bootstrap adapte´ au plan pips
Etape 1. Tirer un e´chantillon s de taille n selon le plan de sondage p proportionnel
a` la taille avec les probabilite´s d’inclusion pik proportionnelles a` xk donne´es par
(4.12) et calculer l’estimateur µˆpips de´fini par (1.38).
Etape 2. Dupliquer chaque individu k ∈ s [1/pik] fois, ou` [.] de´signe la partie entie`re.
On comple`te les unite´s ainsi obtenues en se´lectionnant un e´chantillon a` l’aide du
plan de sondage p et en prenant comme probabilite´ d’inclusion αk = 1/pik−[1/pik],
dans s. On obtient ainsi la population fictive U∗ de taille N∗.
Etape 3. Tirer l’e´chantillon s∗ de taille n dans U∗ a` l’aide du plan de sondage pro-
portionnel a` la taille avec les probabilite´s d’inclusion
pi∗k = n xk∑k∈U∗ xk
et calculer µˆ∗(t) = 1N ∑k∈s∗ Yk(t)pi∗
k
, t ∈ [0, T ].
Etape 4. Re´pe´ter M fois les e´tapes 2 et 3 afin d’obtenir µˆ∗m(t), t ∈ [0, T ] et m =
1, ...,M .
Etape 5. Re´pe´ter les e´tapes 4 et 5 de l’algorithme ge´ne´ral du bootstrap.
Afin de respecter la contrainte de taille fixe lors du re´e´chantillonnage, nous avons
bootstrape´ le processus de calcul des probabilite´s d’inclusion. Ainsi, pour tirer l’e´chan-
tillon s∗ dans U∗ nous utilisons les probabilite´s d’inclusion pi∗k . L’algorithme bootstrap
que nous venons de proposer est d’autant plus efficace que le plan de sondage utilise´
est proche d’un plan a` entropie maximale (Chauvet (2007), Tille´ (2011)).
Remarque 4.1. Pour tirer des e´chantillons selon un plan pips, nous pouvons, par
exemple, utiliser l’algorithme du cube e´quilibre´ sur la variable pi = (pi1, ..., piN). Pour
obtenir un plan proche de l’entropie maximale, il est ne´cessaire de trier ale´atoirement
la population U (resp. U∗) avant d’effectuer le tirage de l’e´chantillon s (resp. s∗m)
(Chauvet (2007)). D’autres algorithmes de tirage ont e´te´ propose´s par Tille´ (2006).
Sondage ale´atoire simple sans remise avec l’estimateur assiste´ par un
mode`le de re´gression fonctionnelle
On conside`re le mode`le de superpopulation ξ pre´sente´ dans la section 2.1, c’est-a`-
dire
ξ ∶ Yk(t) = x′kβ(t) + kt, t ∈ [0, T ]
ou` β(t) = (β1(t), . . . , βp(t))′ est le vecteur des coefficients de re´gression fonctionnels,
kt sont inde´pendants, Eξ(k) = 0, de fonction de covariance Covξ(kt, kr) = Γ(t, r) si
k = l et 0 sinon, pour (t, r) ∈ [0, T ] × [0, T ].
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Il est e´galement possible d’adapter l’algorithme ge´ne´ral pour estimer la fonction de
variance de l’estimateur µˆMA de´fini par (2.5).
Algorithme du bootstrap avec l’estimateur assiste´ par un mode`le en infe´-
rant par rapport au plan
Etape 1. Tirer un e´chantillon s de taille n par sondage ale´atoire simple sans remise
et calculer l’estimateur µˆMA de´fini par (2.5).
Etape 2. Dupliquer chaque individu k ∈ s, [1/pik] fois, ou` [.] de´signe la partie entie`re.
On comple`te la population ainsi obtenue en se´lectionnant un e´chantillon ale´a-
toire simple sans remise dans s de taille N − n[N/n]. Nous obtenons ainsi une
population fictive U∗ de taille N .
Etape 3. Tirer l’e´chantillon s∗ de taille n dans la population fictive U∗ par sondage
ale´atoire simple sans remise et calculer
µˆ∗(t) = 1
N
∑
k∈s∗m
Y ∗k (t) − x∗k ′βˆ∗(t)
pik
+ 1
N
(∑
k∈U x′k) βˆ∗(t),
ou` βˆ
∗(t) = (∑s∗ x∗kx∗k ′)−1∑s∗ x∗kY ∗k (t) et x∗k et Y ∗k (t) sont les valeurs de xk et
Yk(t) dans la pseudo-population U∗.
Etape 4. Re´pe´ter M fois les e´tapes 2 et 3 afin d’obtenir µˆ∗m(t), t ∈ [0, T ] et m =
1, ...,M .
Etape 5. Re´pe´ter les e´tapes 4 et 5 de l’algorithme ge´ne´ral du bootstrap.
Comme le remarquent Canty et Davison (1999) le fait d’utiliser le total de la va-
riable xk sur la population U au lieu de celui sur la pseudo-population U
∗ conduit a` de
meilleurs re´sultats en particulier quand cette variable pre´sente des valeurs extreˆmes.
Dans l’algorithme pre´ce´dent, nous avons estime´ la variance en infe´rant uniquement
par rapport au plan de sondage. Nous allons maintenant proposer de l’estimer en
infe´rant a` la fois sur le plan de sondage et sur le mode`le.
Pour construire la bande de confiance par bootstrap, nous avons adapte´ le premier
algorithme de Helmers et Wegkamp (1998) a` notre cas. Il s’agˆıt d’un ”wild” bootstrap
a` deux degre´s qui repose sur le ”wild” bootstrap (Mammen (1993)) propose´ dans le cas
des mode`les line´aires he´te´rosce´dastiques de variance inconnue et un ”mirror” bootstrap
a` deux degre´s (Sitter (1992)).
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Algorithme du bootstrap avec l’estimateur assiste´ par un mode`le en infe´rant
par rapport au plan et au mode`le
Etape 1. Tirer un e´chantillon s de taille n selon un plan SRSWOR et calculer l’esti-
mateur du cœfficient de re´gression β̂(t) = (∑s xkx′k)−1∑s xkYk(t), ainsi que les
re´sidus estime´s ˆk(t) = Yk(t) − x′kβ̂(t), t ∈ [0, T ] et k ∈ s. La moyenne µ(t) est
estime´e par µˆMA(t) a` partir de (2.5).
Etape 2. Simuler n variables ale´atoires inde´pendantes et identiquement distribue´es
Z1, ..., Zn de moyenne 0 et de variance 1 et calculer, pour chaque individu k ∈ s,
les valeurs bootstrappe´es de Yk,
Y ∗k (t) = x′kβ̂(t) +Zk ̂k(t), t ∈ [0, T ].
Etape 3. Poser n′ = min{([n2/N]+1), n} et i = [n/n′]. L’e´chantillon bootstrap s∗ est
obtenu de la manie`re suivante
a. Tirer par sondage ale´atoire simple sans remise dans s un e´chantillon s∗1 de
taille n′.
b. Re´pe´ter i fois l’e´tape (a) de fac¸on inde´pendante afin de constituer l’e´chantillon
s∗ = s∗1 ∪ ... ∪ s∗i de taille n∗ = n′i.
Etape 4. Calculer βˆ
∗(t) = (∑s∗ xkx′k)−1∑s∗ xkY ∗k (t) et construire l’estimateur assiste´
par le mode`le dans l’e´chantillon s∗,
µˆ∗(t) = 1
N
∑
k∈U Yˆ ∗k (t) − 1N ∑k∈s∗ (Yˆ
∗
k (t) − Yk(t))
pik
, t ∈ [0, T ]
ou` Yˆ ∗k (t) = x′kβˆ∗(t) est la valeur bootstrappe´e de la pre´diction Yˆk(t).
Etape 5. Re´pe´ter M fois les e´tapes 2, 3 et 4 afin d’obtenir µˆ∗m(t), m = 1, ...,M.
Etape 6. Re´pe´ter les e´tapes 4 et 5 de l’algorithme ge´ne´ral du bootstrap.
Pour simuler les variables Zi lors de l’e´tape 2, nous avons utilise´ la strate´gie propo-
se´e par Mammen (1993) : Z = (δ1 +N1/√2)(δ2 +N2/√2)− δ1δ2 ou` N1 et N2 sont deux
variables ale´atoires normales centre´es re´duites inde´pendantes, δ1 = (3/4 +√17/12)1/2
et δ2 = (3/4 −√17/12)1/2. Il faut remarquer e´galement que lors de l’e´tape 2 de l’algo-
rithme, la covariable xk n’est pas re´plique´e car ce type de bootstrap essaie d’approcher
la re´partition des erreurs εk du mode`le ξ conditionnellement a` xk. L’e´tape 2 peut s’in-
terpre´ter comme un tirage inde´pendant de n termes d’erreur re´plique´es ε∗k(t) = Zk ̂k(t)
(Efron et Tibshirani (1993)) suivi du calcul des valeurs re´plique´es de Yk par
Y ∗k (t) = x′kβ̂(t) + ε∗k(t).
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4.4 Etude de la courbe de consommation moyenne d’e´lec-
tricite´
Nous disposons d’une population U compose´e de N = 15069 courbes de consom-
mation e´lectrique mesure´es toutes les demi-heures pendant deux semaines conse´cu-
tives. Nous avons D = 336 points de mesure pour chaque semaine et nous souhai-
tons estimer la courbe moyenne de consommation de la deuxie`me semaine. On note
Y′k = (Yk(t1), . . . , Yk(tD)), la consommation d’e´lectricite´ de l’individu k ∈ U mesure´e
la deuxie`me semaine et X′k = (Xk(t1), . . . ,Xk(tD)) sa consommation au cours de la
premie`re semaine. La consommation moyenne de chaque individu k durant la pre-
mie`re semaine, xk = ∑Dd=1Xk(td)/D, qui est une information simple et peu couˆteuse a`
transmettre, sera utilise´e comme information auxiliaire. Cette variable est e´galement
fortement lie´e a` la courbe de consommation courante (cf. Figure 4.1).
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Figure 4.1 – Repre´sentation de la consommation a` un instant t en fonction de la
consommation moyenne de la semaine pre´ce´dente.
4.4.1 Description des strate´gies utilise´es
Nous conside´rons des e´chantillons de taille fixe n = 1500 selon diffe´rents plans de
sondage.
1. Sondage SRSWOR et estimateur de Horvitz-Thompson. La mise en œuvre de
ce plan est simple, l’estimateur de Horvitz-Thompson de la courbe moyenne est
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donne´ par (1.41) et l’estimateur de sa variance par (1.43).
2. Sondage stratifie´ STRAT et estimateur de Horvitz-Thompson. Le plan stratifie´
est tre`s efficace si les strates sont homoge`nes par rapport a` la variable d’inte´reˆt.
Dans ce travail, nous avons utilise´ l’algorithme des k-means afin de constituer
les strates et nous avons conside´re´ H = 10 strates. Une premie`re stratification
(STRAT 1) a e´te´ effectue´e a` partir de la classification des trajectoires discre´tise´es
X ′k de la premie`re semaine. Une seconde stratification, qui utilise uniquement
l’information agre´ge´e xk a e´galement e´te´ conside´re´e. Elle est note´e STRAT 2.
Les tailles des strates Nh obtenues en utilisant la premie`re (resp. la deuxie`me)
stratification ainsi que les tailles nh optimales, selon (4.10) (resp. (4.11)), des
e´chantillons a` se´lectionner dans chaque strate sont donne´es dans le tableau 4.1
(resp. 4.2). Dans les deux cas, les strates sont nume´rote´es en ordre croissant
par rapport a` la consommation moyenne de chaque strate. Plus pre´cisement, la
strate 1 correspond aux faibles consommateurs et la strate 10 est compose´e des
10 plus gros consommateurs d’e´lectricite´. Il faut remarquer aussi que la premie`re
stratification exige plus d’information que la deuxie`me stratification car dans le
premier cas, il faut connaˆıtre la consommation d’e´lectricite´ a` chaque instant de
mesure t. La courbe moyenne est construite en utilisant (4.6) et sa variance est
estime´e par (4.8).
3. Sondage pips et estimateur de Horvitz-Thompson. Nous avons utilise´ l’algorithme
du cube propose´ par Deville et Tille´ (2004) et Chauvet et Tille´ (2006) ou` les
probabilite´s d’inclusion sont proportionnelles a` xk, k ∈ U. Afin d’avoir un plan
de sondage proche de l’entropie maximale, un tri ale´atoire de la population est
effectue´ avant le tirage de l’e´chantillon s. La covariance de l’estimateur de la
moyenne est estime´e a` l’aide de la formule (3.5). L’algorithme du cube est dispo-
nible sous dans le package sampling, fonction samplecube et une macro SAS
est disponible sur le site web de l’INSEE (Institut National de Statistique et des
Etudes Economiques).
4. Sondage SRSWOR et estimateur MA. L’estimateur µˆMA assiste´ par le mode`le ξ
est construit a` l’aide de l’information auxiliaire donne´e par x′k = (1, xk) ou` xk est
la consommation moyenne de la semaine pre´ce´dente. Dans ces conditions, µˆMA
est la somme sur toute la population U des valeurs pre´dites Yˆk par le mode`le (cf.
formule (2.6)). La covariance de l’estimateur de la moyenne est estime´e a` l’aide
de la formule (2.16).
h 1 2 3 4 5 6 7 8 9 10
Nh 3866 4769 623 2690 664 1251 806 328 62 10
nh 212 345 87 242 117 179 172 101 35 10
Table 4.1 – STRAT 1 : stratification a` partir des courbes. Les strates sont construites
a` partir des courbes de la semaine 1. L’allocation nh optimale est calcule´e a` partir des
courbes de la semaine 1.
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h 1 2 3 4 5 6 7 8 9 10
Nh 3257 4236 3139 1937 1189 731 415 125 30 10
nh 260 293 248 204 159 133 111 56 26 10
Table 4.2 – STRAT 2 : stratification a` partir de la consommation moyenne xk. L’al-
location optimale nh est calcule´e a` partir de la consommation moyenne de la semaine
1.
Ces strate´gies sont re´pe´te´es I fois afin d’e´valuer et de comparer les performances
des diffe´rentes approches envisage´es.
4.4.2 Erreur d’estimation de la courbe moyenne
L’erreur d’estimation de la courbe moyenne µ aux instants t1, . . . , t336, est e´value´e
selon les deux crite`res
R1(µˆ) = 1
336
336∑
i=1 ∣µˆ(ti) − µ(ti)∣ ≈ 1T ∫ T0 ∣µˆ(t) − µ(t)∣dt
et
R2(µˆ) = 1
336
336∑
i=1 (µˆ(ti) − µ(ti))2 ≈ 1T ∫ T0 (µˆ(t) − µ(t))2 dt.
Les re´sultats sont pre´sente´s dans les Tables 4.3 et 4.4 pour I = 10000 simulations
(re´plications). Ils montrent clairement que, pour cette e´tude, la prise en compte de
la consommation totale de la semaine pre´ce´dente permet d’ame´liorer de manie`re im-
portante la pre´cision de l’estimation de la moyenne par rapport au sondage ale´atoire
simple sans remise en divisant l’erreur moyenne absolue R1 par 5/2. Parmi les diffe´-
rentes strate´gies, les plus performantes semblent eˆtre celles qui prennent en compte
l’information auxiliaire via les probabilite´s d’inclusion (STRAT, pi-ps et syste´matique
proportionnel a` la taille).
Strate´gie moyenne 1er quartile me´diane 3eme quartile
SRSWOR 5.00 2.70 4.05 6.48
STRAT (1) 1.91 1.55 1.83 2.19
STRAT (2) 2.01 1.62 1.90 2.31
pips 2.04 1.60 1.90 2.33
pi-ps syste´matique 1.98 1.56 1.83 2.30
MA 2.29 1.85 2.17 2.61
Table 4.3 – Erreur R1 d’estimation de la moyenne µ, avec I = 10000 re´plications.
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Strate´gie moyenne 1er quartile me´diane 3eme quartile
SRSWOR 40.53 10.82 22.16 51.09
STRAT (1) 5.78 3.68 5.08 7.07
STRAT (2) 6.49 4.03 5.48 7.88
pips 7.06 3.99 5.52 8.16
pi-ps syste´matique 6.73 3.85 5.20 8.07
MA 8.29 5.24 7.14 10.06
Table 4.4 – Erreur quadratique R2 d’estimation de la moyenne µ, avec I = 10000
re´plications.
4.4.3 Taux de couverture et largeur des bandes de confiance
La construction des bandes de confiance de niveau 1 − α ne´cessite le calcul des
quantiles d’ordre 1 − α du supremum de processus.
Pour ne pas privile´gier une me´thode de construction de bande de confiance par
rapport a` l’autre, nous avons applique´ les 2 algorithmes sur un meˆme e´chantillon s
et nous avons conside´re´ le meˆme nombre M de processus. Ce nombre M varie d’un
estimateur a` l’autre en raison des temps de calculs ne´cessaires pour les approches de
type bootstrap (voir Section 4.4.4).
Le taux de couverture empirique est la proportion de fois, parmi les I = 2000 re´pli-
cations, ou` la vraie courbe moyenne µ se trouve, pour tous les instants t, a` l’inte´rieur
de la bande de confiance construite a` partir d’une estimation µˆ. Nous avons repre´sente´
sur la Figure 4.2 deux exemples de bandes de confiance (courbes grises continues)
construites a` partir des courbes estime´es (courbes grises pointille´es). Sur la Figure
4.2(a), nous constatons que la vraie courbe moyenne sur la population (courbe noir
continue) est a` l’inte´rieur de la bande de confiance a` chaque instant. A l’oppose´, sur la
Figure 4.2(b), nous constatons que la courbe moyenne de la population est en ge´ne´ral
surestime´e et qu’il existe quelques instants (indique´s par les fle`ches) ou` la courbe ob-
serve´e sort de la bande de confiance. Les taux de couverture empiriques sont pre´sente´s
dans la Table 4.5.
Pour construire la bande de confiance de l’estimateur µˆMA nous avons conside´re´
les 2 algorithmes bootstrap de´crits dans la section pre´ce´dente, on notera MA (1) le
bootstrap re´alise´ en infe´rant sur le plan et MA (2) celui re´alise´ en infe´rant a` la fois sur
le plan et sur le mode`le.
Les deux me´thodes de construction des bandes de confiance donnent des taux de
couverture similaires et assez proches des taux nominaux souhaite´s (95 % et 99 %).
Les re´sultats semblent cependant le´ge`rement moins satisfaisants pour les plans pips et
pour l’approche MA pour lesquelles la variance de l’estimateur est complexe et plus
difficile a` estimer pre´cise´ment.
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(a) La courbe moyenne observe´e appartient a` la bande de confiance
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(b) La courbe moyenne observe´e n’appartient pas a` la bande de confiance aux instants indique´s
par les fle`ches
Figure 4.2 – Exemples de bande de confiance
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Me´thodes Nombre M de Bootstrap Processus gaussien
processus α=0.05 α=0.01 α=0.05 α=0.01
SRSWOR 5000 94.95 98.85 94.80 98.70
STRAT (1) 5000 93.92 98.34 94.09 98.43
STRAT (2) 5000 94.3 98.45 94 98.55
pips 1000 94.73 98.77 93.87 98.61
MA (1) 5000 94.3 98.5 92.85 98.15
MA (2) 5000 94.4 99.05 93.15 98.70
Table 4.5 – Taux de couverture empirique (en %), pour I=2000 re´plications.
Un autre indicateur inte´ressant est la largeur moyenne de la bande de confiance,
1
336
336∑
i=1 2cασ˜(ti) ≈ 1T ∫ T0 2cασ˜(t)dt
dont les valeurs sont pre´sente´es dans la Table 4.6. Les deux me´thodes fournissent des
bandes de confiance dont les largeurs sont similaires. On note e´galement que l’utilisa-
tion de la variable auxiliaire permet de diminuer sensiblement la largeur moyenne des
bandes, celle-ci est divise´e par 2 si on conside`re un des plans stratifie´s plutoˆt qu’un
plan SRSWOR.
Me´thodes Nombre M de Bootstrap Processus gaussien
processus α=0.05 α=0.01 α=0.05 α=0.01
SRSWOR 5000 35.98 43.35 35.99 43.19
STRAT (1) 5000 16.64 18.92 16.62 18.88
STRAT (2) 5000 17.58 19.99 17.55 19.94
pips 1000 17.85 20.31 17.62 19.93
MA (1) 5000 19.88 22.65 19.75 22.44
MA (2) 5000 20.03 22.93 19.72 22.40
Table 4.6 – Largeur moyenne des bandes de confiance, pour I = 2000 re´plications.
Les Figures 4.3 et 4.4 pre´sentent les largeurs des bandes de confiance pour un niveau
α = 0.05, pour chaque instant, selon qu’elles soient ponctuelles (cα = 1.96), estime´es par
simulations de processus gaussiens ou bien obtenues en conside´rant l’approche base´e
sur l’ine´galite´ de Bonferroni applique´e en chaque point de mesure. On a alors, dans ce
dernier cas, cα = 3.793048, le quantile d’ordre 1 − 0.05/(336 × 2) d’une loi N(0,1). Les
bandes obtenues par Bonferroni sont conservatives et conside`rent en quelque sorte le
pire des cas en termes d’information, celui de l’inde´pendance des intervalles ponctuels.
On peut remarquer que l’approche par simulation permet de re´duire sensiblement la
largeur moyenne des bandes en comparaison avec Bonferroni lorsque le plan ne permet
pas de prendre en compte toute l’information temporelle des donne´es (Figure 4.3). A
l’oppose´, pour le plan stratifie´ (Figure 4.4) qui permet une estimation pre´cise de la
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courbe moyenne, la bande de confiance construite par simulation est proche de celle
de Bonferroni, ce qui s’interpre`te intuitivement comme le fait que quasiment toute
l’information a e´te´ capture´e par le plan de sondage.
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Figure 4.3 – Sondage ale´atoire simple sans remise. Largeur des bandes de confiance
ponctuelles, globales par simulations de processus et avec Bonferroni (α = 0.05).
4.4.4 Temps de calcul
Les temps de calcul avec la me´thode par bootstrap sont largement supe´rieurs, de
l’ordre d’un facteur de 1 a` 1000, a` ceux de la me´thode par simulations de processus
gaussiens (cf. Table 4.7). Cette diffe´rence importante provient du fait que les me´thodes
de bootstrap ne´cessitent de re´pe´ter tout le processus d’estimation pour chaque e´chan-
tillon bootstrape´ : construction de la population fictive, tirage d’un nouvel e´chantillon,
calcul de l’estimateur. On remarque e´galement que les plans qui font intervenir de
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Figure 4.4 – Sondage stratifie´ (STRAT 1). Largeur des bandes de confiance ponc-
tuelles, globales par simulations de processus et avec Bonferroni (avec α = 0.05).
l’information auxiliaire sont moins rapides que le plan SRSWOR meˆme si utilise´s in-
dividuellement leur temps de calcul reste tout a` fait raisonnable.
Strate´gie Bootstrap Processus gaussiens
SRSWOR 1170.6 1.0
STRAT 1839.5 1.4
pips 5020.0 7.3
MA(1) 3156 1.4
MA (2) 2423.4 1.4
Table 4.7 – Temps d’exe´cution d’une simulation en secondes pour M=5000 re´plica-
tions. Les strate´gies SRSWOR, MA et STRAT ont e´te´ programme´s avec et pips
avec SAS.
4.5 Conclusion
Nous avons, dans ce chapitre, mis en œuvre et compare´ diffe´rentes strate´gies per-
mettant de prendre en compte de l’information auxiliaire pour l’estimation, et la
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construction de bandes de confiance, de la moyenne de donne´es qui sont des courbes.
Cette information peut eˆtre prise en compte au moment de l’e´chantillonnage en consi-
de´rant des plans a` probabilite´s ine´gales ou bien lors de l’estimation avec un sondage
ale´atoire simple sans remise assiste´ par un mode`le de re´gression a` re´ponse fonction-
nelle. Il apparaˆıt clairement, sur notre exemple de courbes de charge d’e´lectricite´, que
la connaissance des consommations totales une semaine avant, permet d’ame´liorer de
manie`re importante la pre´cision des estimateurs de la moyenne par rapport a` un son-
dage de type SRSWOR.
Par ailleurs, dans ce contexte d’e´chantillons de taille importante et de donne´es de
grande dimension, il semble aussi possible de construire, pour ces diffe´rentes strate´gies,
des bandes de confiance qui ont des taux de couverture empiriques proches des taux
souhaite´s. Les performances des deux approches propose´es, estimation de la fonction
de covariance et simulation de processus gaussiens ou bootstrap, semblent comparables
en termes de largeur des bandes de confiance et la principale diffe´rence porte sur les
temps de calcul. Le bootstrap qui semble plus ge´ne´ral, puisqu’il ne ne´cessite pas de
disposer d’un estimateur performant de la fonction de covariance, se re´ve`le beaucoup
plus lent en pratique.
Conclusion et perspectives
Dans cette the`se, nous avons cherche´ a` ame´liorer la pre´cision de l’estimation de
la courbe moyenne en prenant en compte l’information auxiliaire disponible. Pour
cela, nous avons de´veloppe´ deux me´thodes d’estimation qui combinent les techniques
de sondage et la statistique fonctionnelle. La premie`re utilise un plan de sondage a`
probabilite´s ine´gales a` forte entropie et l’estimateur de Horvitz-Thompson fonctionnel.
La seconde est base´e sur un mode`le de re´gression fonctionnelle. Pour chacune de ces
me´thodes, nous avons de´montre´ la convergence uniforme de l’estimateur de la moyenne
et de sa fonction de covariance et nous avons e´galement e´tabli un the´ore`me central
limite fonctionnel. Dans le cas d’un tirage re´jectif, nous avons pu e´tablir la vitesse
de convergence de l’estimateur de la covariance de l’estimateur de Horvitz-Thompson.
Dans un deuxie`me temps, nous avons compare´ deux me´thodes de construction de bande
de confiance sur un jeu de donne´es de courbes de consommation e´lectrique. La premie`re
utilise la normalite´ asymptotique de nos estimateurs et repose sur la simulation du
processus gaussien limite en utilisant une estimation de sa variance. La seconde est
base´e sur des techniques de bootstrap en population finie. Celle-ci a l’avantage de ne
pas utiliser la fonction de covariance estime´e mais elle est beaucoup plus gourmande
en temps de calcul.
Dans notre e´tude, nous avons constate´ que notre variable auxiliaire permet d’ame´-
liorer significativement la pre´cision de notre estimateur et que les deux me´thodes de
construction de bandes de confiance donnent des taux de couverture proches des taux
nominaux souhaite´s. Cependant, pour le plan pips et l’estimateur assiste´ par le mode`le,
la variance est plus difficile a` estimer et les taux de couverture sont donc le´ge`rement
infe´rieurs.
Ces diffe´rents travaux pourraient eˆtre ame´liore´s et e´tendus dans de nombreuses
directions.
Dans notre e´tude, la liaison entre notre variable d’inte´reˆt et notre variable auxiliaire
e´tant clairement line´aire (cf. Figure 4.1), nous nous sommes focalise´s sur l’estimateur
base´ sur un mode`le de re´gression line´aire fonctionnelle avec une variable auxiliaire
re´elle. Une poursuite inte´ressante de ces travaux serait d’e´tendre le mode`le au cas
de variables auxiliaires fonctionnelles (par exemple inclure la courbe de tempe´rature).
Nous pourrions e´galement de´velopper une me´thode d’estimation base´e sur des mode`les
non-parame´triques. Ces derniers ne´cessiteraient de connaitre les variables auxiliaires
pour l’ensemble de la population.
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Le plan pips mis en place dans nos applications permet d’obtenir une bonne esti-
mation de la courbe moyenne de consommation et de sa covariance (cf. tableaux 3.1
et 4.3). Cependant, nous avons dans notre population certains individus dont la pro-
babilite´ d’inclusion est tre`s faible. Ces individus peuvent avoir une contribution tre`s
importante a` l’estimateur et conduire a` une mauvaise estimation a` la fois de la courbe
moyenne mais aussi de la variance de l’estimateur. Par exemple, un individu qui re-
vient de vacances durant notre semaine d’e´tude aura une valeur faible de pik et un
niveau moyen de consommation tre`s diffe´rent de celui de la semaine pre´ce´dente. Nous
pouvons e´galement eˆtre dans la situation contraire, c’est-a`-dire nous donnons un poids
trop faible aux individus qui ont une forte probabilite´ d’inclusion et une diminution
de leur consommation durant la semaine d’e´tude (exemple : de´part en vacances). Il
s’agit d’un proble`me de robustesse du plan de sondage et de l’estimateur par rapport
au parame`tre d’inte´reˆt e´tudie´. Nous pouvons envisager d’utiliser des me´thodes comme
celles de Beaumont et Rivest (2009), pour repe´rer de tels individus et corriger leur
poids.
Lorsqu’on travaille sur une longue pe´riode d’e´tude, notre plan de sondage repre´sente
bien notre population au de´but de la pe´riode mais il est probable que sa repre´sentativite´
varie au cours du temps (inclusion de nouveaux tarifs, nouveaux clients, etc.). Une
autre piste de recherche serait donc de faire e´voluer notre e´chantillon au cours du
temps. Un premier travail re´alise´ par Degras (2012) montre clairement que, dans le cas
du sondage stratifie´ et de l’estimateur de Horvitz-Thompson, la performance de notre
plan de sondage est ame´liore´e lorsque notre e´chantillon varie au cours du temps.
Dans toutes les e´tudes re´alise´es, nous avons e´te´ confronte´s a` la pre´sence de courbes
qui ne sont que partiellement observe´es dans notre population d’e´tude. Pour des raisons
de simplicite´, nous avons de´cide´ de les exclure de notre population. Or la non-prise en
compte de ces individus cre´e une erreur d’estimation en terme de biais et de variance
de notre courbe moyenne. Diffe´rents travaux ont e´te´ re´alise´s pour prendre en compte
la non-re´ponse quand le parame`tre a` estimer est univarie´ : reponde´ration (Brick et
Montequila (2009), Lundstro¨m et Sa¨rndal (1999), Sa¨rndal et Lundstro¨m (2005)), im-
putation (Haziza (2009)). Lorsqu’on travaille avec des donne´es de types courbes la
proble´matique est un peu diffe´rente. En effet, la consommation d’un individu a` un
instant t est fortement corre´le´e a` sa consommation aux instants pre´ce´dents et suivants.
Celle-ci de´pend e´galement d’autres variables auxiliaires telles que le type d’habitation,
les caracte´ristiques du client, etc. Pour reconstituer les trajectoires manquantes, nous
pouvons appliquer, instant par instant, les me´thodes classiques d’imputation. L’in-
conve´nient de ces me´thodes essentiellement univarie´es est qu’elles ne prennent pas en
compte l’historique de consommations des individus. Notons e´galement qu’une diffi-
culte´ supple´mentaire provient du fait que cet historique peut e´galement eˆtre entache´ par
la non-re´ponse. Une deuxie`me possibilite´ est d’appliquer des me´thodes d’interpolation
ou de lissage des trajectoires. Cette approche permet de reconstituer, inde´pendamment
des autres individus, les trajectoires individuelles en prenant uniquement en compte
leur historique de consommation. Il faut donc trouver une me´thode d’imputation qui
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permette d’imputer des morceaux de courbes en prenant en compte l’ensemble des
consommations observe´es sur notre e´chantillon ainsi que l’information auxiliaire. Pour
cela, nous avons envisage´ d’adapter au cadre sondage les travaux de Hall et al. (2006).
Dans ces travaux, les auteurs font appel a` des me´thodes de lissage et a` une estima-
tion de la matrice de covariance pour estimer la courbe moyenne de consommation a`
partir d’observations discre´tise´es. Nous allons pre´senter en quelques lignes l’ide´e de la
me´thode que nous envisageons.
Soit s un e´chantillon de taille fixe´e n, choisi ale´atoirement dans notre population
d’e´tude UN selon un plan de sondage p(⋅). Nous supposons que les probabilite´s d’inclu-
sion du premier ordre satisfont pik = P(k ∈ s) > 0, pour tout k ∈ U et que pour chaque
individu de l’e´chantillon s, nous avons observe´ la consommation Yk aux instants tkj ,
j = 1, ..., pk (cf. Hall et al. (2006)).
Conside´rons le mode`le de superpopulation suivant. Soit une variable ale´atoire X ={X(t), t ∈ [0,1]}, d’espe´ranceE(X(t)) = µ(t) et de fonction de covariance Cov(X(s),X(t)) =
γ(s, t). On conside`re une suite de re´alisations inde´pendantes X1, . . . ,XN , . . . de la va-
riable X. La population UN sera alors constitue´e des re´alisations X1, ...,XN . Nous sup-
posons e´galement que les observations Yk(tkj) satisfont pour tout k ∈ s et j = 1, ..., pk,
Yk(tkj) =Xk(tkj) + kj , k ∈ s, j = 1, . . . , pk.
ou` les kj sont i.i.d centre´s et de variances σ
2.
L’objectif est d’estimer la courbe moyenne de consommation µ(t) a` partir des
observations Yk(tkj), k ∈ s et j = 1, ..., pk et de reconstituer les trajectoires de chaque
individu de l’e´chantillon.
Etape 1 : estimation de la courbe moyenne µ(t)
Si nous disposons des consommations Yk pour l’ensemble des individus de notre
population UN , nous pouvons estimer la courbe moyenne par (cf. Staniswalis et Lee
(1998), Hall et al. (2006))
µ˜(t) = ∑Nk=1∑pkj=1K(t − tkj , h)Yk(tkj)∑Nk=1∑pkj=1K(t − tkj , h) , t ∈ [0,1]
ou` K est un noyau et h est la feneˆtre de lissage. Les consommations e´tant connues uni-
quement pour les individus de l’e´chantillon, nous pouvons estimer µ(t) en remplac¸ant
chaque somme dans µ˜(t) par son estimateur de Horvitz-Thompson
µ̂(t) = ∑k∈swk
pk∑
j=1K(t − tkj , h)Yk(tkj)
∑
k∈swk
pk∑
j=1K(t − tkj , h)
, t ∈ [0,1]
avec wk = pi−1k .
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Etape 2 : reconstitution des trajectoires a` l’aide du BLUP
Pour reconstituer les trajectoires Xk(t), nous faisons appel a` la formule du BLUP
(Best Linear Unbiased Prediction) : c’est l’espe´rance conditionnelle si la loi jointe est
gaussienne et c’est la meilleure approximation line´aire (au sens de l’erreur quadratique
moyenne) de l’espe´rance conditionnelle sinon. Elle peut s’e´crire
E (Xk(t)∣Yk) = µ(t) + pk∑
j=1αkj(t) (µ(tkj) − Yk(tkj))
ou` Yk = (Yk(tkj), j = 1, . . . , pk) ∈ Rpk et αk(t) = Cov(Xk(t),Yk) (Var(Yk))−1.
De nos hypothe`ses, nous de´duisons que
Cov(Xk(t),Yk) = (γ(t, tk1), . . . , γ(t, tkpk))
et
[Var(Yk)]`1`2 = Cov(Yk(tk`1), Yk(tk`2)) = γ(t`1 , t`2) + σ21{`1=`2}.
Pour estimer les trajectoires, il faut donc de´terminer un estimateur de la co-
variance γ(r, t) = E(X(t)X(r)) − µ(t)µ(r) et plus particulie`rement de la fonction(r, t) ↦ E(X(t)X(r)). Si les Yk(tkj) e´taient connus pour tous les individus de la po-
pulation, on utiliserait l’estimateur suivant
Ê(X(t)X(r)) =
N∑
k=1
pk∑
`,j,j≠` (Yk(tkj) − µ˜(tkj)) (Yk(tk`) − µ˜(tk`))K(t − tkj , h)K(r − tk`, h)
N∑
k=1
pk∑
`,j,j≠`K(t − tkj , h)K(r − tk`, h)
.
En tenant compte des probabilite´s d’inclusion, on peut proposer l’estimateur pon-
de´re´ suivant
Ês(X(t)X(r)) = ∑k∈swk
pk∑
`,j,j≠` (Yk(tkj) − µˆ(tkj)) (Yk(tk`) − µˆ(tk`))K(t − tkj , h)K(r − tk`, h)
∑
k∈swk
pk∑
`,j,j≠`K(t − tkj , h)K(r − tk`, h)
.
Ainsi la covariance γ(r, t) est estime´e pour tout (t, r) ∈ [0,1]x[0,1] par
γˆ(r, t) = Ês(X(t)X(r)) − µˆ(t)µˆ(r).
et la trajectoire Xk(t) sera alors estime´e par
Xˆk(t) = µˆ(t) + pk∑
j=1 αˆkj(t) (µˆ(tkj) − Yk(tkj)) , t ∈ [0,1]
ou` αk(t) = Ĉov(Xk(t),Yk) (V̂ar(Yk))−1.
Si la variance du bruit σ2 est nulle, la trajectoire estime´e passera par les points
observe´es Yk(tkj).
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Etape 3 : estimation de la courbe moyenne a` partir des trajectoires estime´es
Une fois que nous avons reconstitue´ nos trajectoires Xk(t), on peut envisager d’es-
timer la courbe moyenne par l’estimateur suivant
µˆXˆ = 1N ∑s Xˆk(t)pik , t ∈ [0,1] (4.13)
Certains points de cette me´thode sont encore a` de´velopper avant de pouvoir la
tester sur un jeu de donne´es (choix du noyaux et de la feneˆtre de lissage, inclusion des
variables auxiliaires dans l’e´tape de reconstruction des trajectoires, calcul du biais et
de la variance, etc.).
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Annexe A
Estimation de la courbe de
consommation des particuliers a`
l’aide de la tempe´rature
exte´rieure
Le profil de consommation des particuliers est fortement de´pendant de covariables
telles que la consommation passe´e, les caracte´ristiques me´te´orologiques ou ge´ogra-
phiques. Nous avons vu dans le chapitre 1 qu’il existe diffe´rentes me´thodes qui nous
permettent de prendre en compte ces informations et ainsi d’ame´liorer notre estima-
tion (diminution de la variance). Nous pouvons la faire intervenir soit au niveau du
tirage de l’e´chantillon (sondage a` probabilite´ ine´gales, e´quilibre´s, etc.) soit au niveau
de l’estimation (estimateur assiste´ par un mode`le, calage, etc.). Le choix de la me´thode
va de´pendre de notre information auxiliaire. Si celle-ci est disponible avant l’obtention
de l’e´chantillon nous pourrons la faire intervenir au niveau du plan de sondage et/ou
au niveau de l’estimation (consommations passe´es, coordonne´es ge´ographiques, etc.).
Par contre, si nous ne l’obtenons qu’au moment de l’e´chantillonnage nous ne pourrons
la faire intervenir qu’au niveau de l’estimation. Dans notre cas, la tempe´rature ne sera
pas connue avant le tirage. La seule manie`re de l’utiliser est d’estimer notre courbe de
consommation moyenne avec un estimateur assiste´ par un mode`le ou par calage.
Dans ce chapitre, nous allons apporter un de´but de re´ponse a` la question suivante :
est-ce que l’utilisation de variables auxiliaires telles que la tempe´rature exte´rieure per-
met d’ame´liorer la pre´cision de l’estimateur de la courbe moyenne de consommation
des particuliers ? Pour re´pondre a` cette question, nous avons cherche´ une me´thode
d’estimation de la courbe moyenne qui prenne en compte a` la fois l’information auxi-
liaire disponible et le fait que nous travaillons avec des donne´es qui peuvent eˆtre vues
comme des donne´es fonctionnelles. Plus pre´cise´ment, nous utiliserons le plan de son-
dage SRSWOR et l’estimateur assiste´ par un mode`le line´aire fonctionnel introduit dans
le chapitre 2 ainsi que l’estimateur assiste´ par un mode`le base´ sur l’ACP fonctionnelle
(Cardot et al. (2010b)) de´crit dans la section ci-dessous. Enfin, nous utiliserons l’in-
formation auxiliaire au niveau du plan d’e´chantillonnage. Nous comparerons plusieurs
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strate´gies (plan de sondage et estimateur) qui prennent en compte la tempe´rature pour
estimer la courbe moyenne.
Pour des raisons de confidentialite´, certains re´sultats de cette e´tude seront omis.
A.1 Estimateur assiste´ par un mode`le base´ sur l’ACP
fonctionnelle
Soit U = {1, ...,N} une population finie de taille N , dans laquelle un e´chantillon
s de taille n est se´lectionne´ a` l’aide d’un plan de sondage p(.). Nous supposons que
pik = Pr(k ∈ s) > 0 ∀k ∈ U et que pikl = Pr(k&l ∈ s) > 0 ∀k, l ∈ U , k ≠ l.
La courbe de consommation Yk = (Yk(t))t∈[0,T ] est suppose´e observable pour tout
individu k de la population U . L’objectif est d’estimer la courbe de consommation
moyenne de la population U
µ(t) = 1
N
∑
k∈U Yk(t), t ∈ [0, T ].
Soient X1, ...,Xp, p variables auxiliaires lie´es a` la variable Y et observe´es pour
chaque individu k de la population U . On note xk = (x1k, ..., xpk)′ le vecteur conte-
nant les p variables auxiliaires observe´es pour l’individu k. Conside´rons le mode`le de
superpopulation ξ introduit par Cardot et al. (2010b) de´fini comme suit
ξ ∶ Yk(t) = µ(t) + q∑
j=1 < Yk − µ, vj > vj(t) + ηk(t) (A.1)
avec vj(t) est la jme fonction propre de la matrice de covariance Γ des Yk.
Cardot et al. (2010b) supposent que les composantes cjk =< Yk − µ, vj >, j = 1, ..., q
peuvent eˆtre mode´lise´es a` partir de l’information auxiliaire xk, c’est-a`-dire qu’il existe
une fonction fj telle que cjk = fj(xk) + αjk, j = 1, ..., q. Le mode`le de superpopulation
peut alors s’e´crire de la fac¸on suivante
ξ ∶ Yk(t) = µ(t) + q∑
j=1 fj(xk)vj(t) + k(t) (A.2)
avec k(t) = ∑qj=1 αjkvj(t) + ηk(t).
Dans la re´alite´, Yk n’est connu que pour k ∈ s. Dans un premier temps, il faut
estimer l’ope´rateur de covariance Γ pour estimer les fonctions propres vj associe´es aux
q plus grandes valeurs propres. Une estimation de vj est donne´e par v˜j , fonction propre
de la matrice de covariance de Horvitz-Thompson :
Γˆ(r, t) = 1
N
∑
s
(Yk(t) − µˆ(t))(Yk(r) − µˆ(r))
pik
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A la fin de cette e´tape, nous avons, pour tout k ∈ s,
Y˜k(t) = µˆ(t) + q∑
j=1 c˜jkv˜j(t)
ou` c˜jk =< Yk − µˆ, v˜j(t) >.
Les c˜jk n’e´tant connus que pour k ∈ s, nous les mode´lisons a` l’aide de l’information
auxiliaire disponible. On obtient ainsi une estimation pour tout k ∈ U
ˆ˜cjk = fˆj(xk) = arg min
fj
∑
k∈s
1
pik
(c˜jk − fj(xk))2 , ∀k ∈ U et j = 1, ..., q.
Finalement, l’estimateur assiste´ par le mode`le base´ sur l’ACP fonctionnelle est
donne´ par
µˆMA(t) = 1
N
∑
k∈U Yˆk(t) − 1N ∑k∈s (Yˆk(t) − Yk(t))pik
avec Yˆk(t) = µˆ(t) +∑qj=1 fˆj(xk)v˜j(t), t ∈ [0, T ].
Remarque A.1. Cette approche permet de se´parer l’effet temporel de l’effet des co-
variables. De plus, lorsqu’on peut obtenir une bonne approximation dans un espace de
petite dimension, elle peut prendre en compte, de manie`re assez aise´e, des effets non
line´aires des covariables (cf. Chiou et al. (2003)).
A.2 Estimation de la courbe moyenne de consommation
des particuliers
Il est bien connu qu’il existe un lien entre la consommation e´lectrique et la tem-
pe´rature exte´rieure au moins pour les clients dits ”thermosensibles”. Ce lien est bien
visible sur la courbe de consommation annuelle des particuliers qui se chauffent au
chauffage e´lectrique. Leur consommation est e´leve´e pendant les pe´riodes froides et
diminue quand la tempe´rature exte´rieure augmente. Dans cette section, nous allons
regarder si la prise en compte de ce lien permet d’ame´liorer ou non l’estimation de
la courbe moyenne de consommation des particuliers. La tempe´rature n’e´tant connue
qu’au moment de l’e´chantillonnage, nous ne nous sommes inte´resse´s qu’aux me´thodes
d’estimation avec l’approche mode`le et plus particulie`rement a` l’estimateur base´ sur
la re´gression fonctionnelle et celui base´ sur l’ACP. Dans un premier temps, nous al-
lons utiliser la population U pour de´terminer une estimation de la fonction f de notre
mode`le de superpopulation
ξ ∶ Yk(t) = f(xk, t) + kt, k ∈ U et t ∈ [0, T ]
ou` les erreurs kt sont des variables ale´atoires, d’espe´rance nulle et de variance v(xk) =
vk. Dans un deuxie`me temps, nous comparerons diffe´rentes strate´gies de sondage.
Nous disposons d’une population U compose´e de N = 2272 courbes de consomma-
tion e´lectrique de particuliers mesure´es toutes les 10 minutes pendant une journe´e de
demi-saison, note´e J . L’ensemble des individus de notre population posse`de un contrat
de type ”Heure Creuse-Heure Pleine”. Nous disposons de 4 variables auxiliaires :
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– la consommation moyenne de la semaine pre´ce´dente.
– la tempe´rature moyenne de la semaine pre´ce´dente.
– la tempe´rature exte´rieure releve´e toutes les 3 heures les jours J , J − 1 et J − 2.
– l’indicatrice Heure Creuse pour chaque pas 10 minutes du jour J .
A chaque individu k, nous attribuons la tempe´rature releve´e a` la station me´te´oro-
logique la plus proche. Plusieurs individus auront ainsi la meˆme tempe´rature.
A.2.1 Recherche du mode`le de superpopulation
Avant de mettre en place un plan de sondage, nous allons mode´liser, a` partir de l’en-
semble des individus de la population, la fonction f dans le mode`le de superpopulation
ξ.
Mode´lisation a` l’aide de l’ACP fonctionnelle
Dans un premier temps, nous avons regarde´ la mode´lisation base´e sur l’ACP fonc-
tionnelle. Cette me´thode permet de prendre en compte le lien entre les instants lors
de la mode´lisation. Nous constatons que pour garder un maximum d’inertie (au moins
70%), il va falloir garder au moins 13 axes (cf Figure A.1) et chercher a` mode´liser
autant de composantes a` l’aide de l’information auxiliaire disponible.
l
l
l
ll
l lll llll llll lll llll llll lll llll llll l
0 10 20 30 40
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
Eboulie des valeurs propres
Composantes
Va
ria
nc
e 
ex
pl
iq
ué
e
Au moins 13 axes pour
garder 70% de l'inertie
0 5 10 15 20
0.
06
5
0.
07
5
0.
08
5
0.
09
5
Première fonction propre
Heure
0 5 10 15 20
−
0.
2
−
0.
1
0.
0
0.
1
Deuxième fonction propre
Temps
0 5 10 15 20
−
0.
1
0.
0
0.
1
0.
2
Troisième fonction propre
Temps
Figure A.1 – Sortie de l’ACP fonctionnelle du jour J
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Remarque A.2. Le comportement des particuliers est beaucoup plus he´te´roge`ne que
celui des entreprises ou` les deux premie`res composantes permettaient de capturer la
quasi totalite´ de l’inertie (cf. Cardot et al. (2010b)).
Re´gression de la premie`re composante
Nous avons cherche´ la meilleure re´gression line´aire pour mode´liser la premie`re com-
posante (cf Figure A.2). Les variables les plus significatives sont la consommation
moyenne de la semaine pre´ce´dente et la tempe´rature moyenne des jours J − 1 et J
(R2 ajuste´ : 0.54). La tempe´rature n’apporte pas grand chose, l’essentiel de la part
explique´e provient de la consommation ante´rieure (le R2 ajuste´ augmente seulement
de 0.01).
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Figure A.2 – Repre´sentation graphique entre la premie`re composante et (a) la consom-
mation moyenne de la semaine pre´ce´dente (b) la tempe´rature moyenne du jour J .
Mode´lisation de la deuxie`me composante
Nous avons repre´sente´ la deuxie`me composante en fonction de la tempe´rature et
de la consommation de la semaine pre´ce´dente (cf. Figure A.3). Aucune forme ne se
de´gage de ces nuages de points (meˆme avec des passages au log, a` l’exponentielle ou a`
la puissance). Ces 2 variables ne permettent pas d’expliquer cette composante.
Conclusion
Dans notre cas, il faut conserver e´norme´ment d’axes pour garder un maximum
d’inertie. Il va donc falloir trouver les variables auxiliaires qui nous permettent de les
mode´liser. Pour l’instant, nous pouvons mode´liser uniquement la premie`re composante
et nous ne disposons pas d’assez de variables pour construire un bon mode`le. La tem-
pe´rature n’intervient quasiment pas dans la mode´lisation. Nous avons teste´ diffe´rentes
fac¸ons de la faire intervenir (lissage de la tempe´rature, ACP fonctionnelle sur 3 jours,
interaction entre les variables tempe´ratures) et nous avons constate´ que c’est encore la
tempe´rature moyenne de la journe´e qui intervient le plus. Pour conclure, avec le peu
de donne´es dont nous disposons, il nous est impossible d’utiliser le mode`le base´ sur
l’ACP fonctionnelle et la tempe´rature n’intervient que tre`s le´ge`rement.
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Figure A.3 – Repre´sentation graphique entre la deuxie`me composante et (a) la
consommation moyenne de la semaine pre´ce´dente (b) la tempe´rature moyenne du jour
J .
Mode´lisation instant par instant
Voyant les re´sultats peu concluants avec l’ACP fonctionnelle, nous nous sommes
inte´resse´s a` la mode´lisation instant par instant pour rechercher d’e´ventuelles diffe´rences
de mode´lisation entre les instants de cette journe´e de mi-saison (re´action diffe´rente a` la
tempe´rature, l’influence du tarif Heure Creuse - Heure Pleine). Pour voir l’influence de
la tempe´rature dans l’estimation, nous avons de´cide´ de faire une classification a` partir
de leur historique mensuel de consommation (classification de WARD re´alise´e a` partir
des coordonne´es des individus sur les axes de l’AFC). Nous avons retenu 2 classes : les
non-thermosensibles (NNT = 951) et les thermosensibles (NT = 1321)
Les thermosensibles
Dans un premier temps, nous avons e´tudie´ l’instant tmax ou` la consommation est
la plus corre´le´e avec la tempe´rature exte´rieure moyenne de la journe´e (corre´lation
maximum = -0.238). En faisant, la re´gression consommation Y (tmax) en fonction de la
tempe´rature moyenne, de la consommation ante´rieure et de la variable Heure Creuse,
nous constatons la pre´sence de valeurs extreˆmes (cf. Figure A.4). Afin de re´duire leur
influence lors de la mode´lisation, nous avons transforme´ la variable consommation par
passage au log (cf. Figure A.5). La tempe´rature n’apporte pas grand chose, le R2
ajuste´ augmente que de 0.003 (R2 ajuste´ : 0.95). Les re´sultats sont a` prendre avec
pre´caution, nous ne faisons pas une re´gression directement sur la consommation mais
sur une transformation de celle-ci. Il faudra e´ventuellement envisager un mode`le non-
parame´trique base´ sur la variable Z = log(Y ) pour ame´liorer la pre´cision.
Dans un deuxie`me temps, on s’est inte´resse´ a` l’instant tmin le moins corre´le´ avec la
consommation (corre´lation minimum = -0.0381). Lorsqu’on re´alise la re´gression de la
variable Z = log(Y (tmin)) en fonction de la tempe´rature moyenne du jour J et du log
de la consommation ante´rieure, deux groupes se de´gagent du nuage de points valeurs
A.2. Estimation de la courbe moyenne de consommation des particuliers 129
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Figure A.4 – Thermosensibles : Re´gression de la consommation a` l’instant ou` la
tempe´rature est la plus corre´le´e avec la consommation
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
Normal Q−Q Plot
Theoretical Quantiles
Sa
m
pl
e 
Qu
an
tile
s
(a) Normalite´
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° ° °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°° °
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
° °°
°
°
°
°
°
°
°
°
°°
°
°
°
°
°
°°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
°
valeur prédite
ré
sid
us
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Figure A.5 – Thermosensibles : Re´gression du log de la consommation a` l’instant ou`
la tempe´rature est la plus corre´le´e avec la consommation
pre´dites en fonction des re´sidus (cf. Figure A.6). L’introduction de la variable Heure
Creuse nous a permis de les identifier et d’augmenter le´ge`rement le R2 ajuste´, e´gal a`
0.95 (cf. Figure A.7). Pour ame´liorer ce mode`le, il faudrait e´ventuellement introduire
une variable qui nous indique depuis quand l’individu est en Heure Creuse. Cette
nouvelle variable nous permettrait de prendre en compte l’appel de puissance duˆ au
de´clenchement du chauffe eau, a` la mise en route de la machine a` laver, etc.
Les non-thermosensibles
Comme nous nous y attendions, pour les clients non-thermosensibles la tempe´rature
n’intervient pas dans la mode´lisation de la consommation a` l’instant t (cf. Figure A.8).
Leur consommation est tre`s lie´e a` celle de la semaine pre´ce´dente.
Nous avons alors conside´re´ l’estimateur assiste´ par un mode`le sur la variable d’inte´-
reˆt transforme´e. Notons Yk(t) la consommation de l’individu k a` l’instant t, conso preck
la consommation moyenne de la semaine pre´ce´dente de l’individu k, mean tempk la
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(b) Homosce´dasticite´
Figure A.6 – Thermosensibles : Re´gression du log de la consommation a` l’instant ou`
la tempe´rature est la moins corre´le´e avec la consommation (sans Heure Creuse)
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(b) Homosce´dasticite´
Figure A.7 – Thermosensibles : Re´gression du log de la consommation a` l’instant ou`
la tempe´rature est la moins corre´le´e avec la consommation (avec Heure Creuse)
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Figure A.8 – Non-Thermosensibles : Re´gression a` l’instant ou` la tempe´rature est la
plus corre´le´e avec la consommation
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tempe´rature moyenne de la journe´e d’e´tude de l’individu k et HCk(t) l’indicatrice
Heure Creuse de l’individu k a` l’instant t.
On suppose que ∀k ∈ U et t ∈ [0, T ],
log(Yk(t)) = β1(t)log(conso preck) + β2(t)HCk(t) + β3(t)mean tempk + ηk,t (A.3)
ou` ηkt sont inde´pendants, Eξ(ηk) = 0, de fonction de covariance Covξ(ηkt, ηkr) = Γ(t, r)
si k = l et 0 sinon, pour (t, r) ∈ [0, T ] × [0, T ].
1. On tire l’e´chantillon s a` l’aide d’un sondage ale´atoire simple sans remise.
2. On estime le vecteur β(t) = (β1(t), β2(t), β3(t))′, pour tout t ∈ [0, T ], a` l’aide de
l’e´chantillon s.
βˆ(t) = (∑
s
xk(t)xk(t)′
pik
)−1∑
s
xk(t)log(Yk(t))
pik
, (A.4)
ou` xk(t) = (log(conso preck),HCk(t),mean tempk)′
3. On calcule, pour tout t ∈ [0, T ], Yˆk(t) = ex′k(t)βˆ(t).
4. La courbe moyenne µ est estime´e par
µˆMA(t) = 1
N
∑
k∈U Yˆk(t) − 1n∑k∈s(Yˆk(t) − Yk(t)), ∀t ∈ [0, T ]
A.2.2 Mise en place du plan de sondage
Dans cette section, nous allons comparer diffe´rentes strate´gies (plan de sondage avec
estimateur) qui prennent en compte la tempe´rature pour estimer la courbe moyenne
du jour J .
8 strate´gies ont e´te´ retenues :
– Strate´gie 1 : Sondage ale´atoire simple sans remise (SRSWOR) avec l’estimateur
de Horvitz-Thompson.
– Strate´gie 2 : Sondage a` probabilite´s ine´gales sans remise avec pik = n conso preck∑U conso preck
et avec l’estimateur de Horvitz-Thompson.
– Strate´gie 3 : Sondage SRSWOR avec l’estimateur assiste´ par le mode`le de re´-
gression line´aire suivant
Yk(t) = β1(t)conso preck + β2(t)HCk(t) + β3(t)mean tempk + ηkt
– Strate´gie 4 : Sondage SRSWOR avec l’estimateur assiste´ par le mode`le de re´-
gression line´aire suivant
Yk(t) = β1(t)conso preck + β2(t)HCk(t) + β3(t)temp splinek(t) + ηkt
– Strate´gie 5 : Sondage SRSWOR avec l’estimateur assiste´ par le mode`le de re´-
gression line´aire suivant
Yk(t) = β1(t)conso preck + β2(t)HCk(t) + ηkt
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– Strate´gie 6 : Sondage SRSWOR avec l’estimateur assiste´ par le mode`le sur la
variable d’inte´reˆt transforme´e suivant
log(Yk(t)) = β1(t)log(conso preck) + β2(t)HCk(t) + β3(t)mean tempk + ηkt
– Strate´gie 7 : Sondage SRSWOR avec l’estimateur assiste´ par le mode`le de re´-
gression line´aire suivant
Yk(t) = β0(t) + β1(t)mean tempk + ηkt
– Strate´gie 8 : Sondage SRSWOR avec l’estimateur obtenu par un calage sur la
base de B-spline de conso prec (d’ordre deux avec 3 nœuds)
µˆ(t) = 1
N
∑
s
ωbksYk(t)
avec wbks = dk [1 − qkb′(zk)Tˆ−1s (tˆb,d − tb)], b(zk) = (B1(zk), . . . ,B5(zk))′, Tˆs =∑s dkqkb(zk)b′(zk), tˆb,d = ∑s dkb(zk), tb = ∑U b(zk) et qk = 1.
La variable temp splinek(t) a e´te´ obtenue en appliquant un lissage B-spline sur les
tempe´ratures tri-horaire du jour J . Dans la strate´gie 2, nous avons tire´ notre e´chantillon
a` l’aide de l’algorithme du cube e´quilibre´ sur les pik. Le sondage pips syste´matique a
e´galement e´te´ teste´ mais celui-ci donne des re´sultats moins bons.
Nous avons estime´ se´pare´ment la courbe moyenne des clients thermosensibles (note´
T) et celle des clients non-thermosensibles (note´ NT). La taille de l’e´chantillon est
fixe´e a` nT = 150 (resp. nNT = 100) pour les clients thermosensibles (resp. les non-
thermosensibles). Dans les strate´gies 3, 4, 6 et 7, nous avons de´cide´ d’inclure la variable
tempe´rature pour tous les instants meˆme si pour certains nous savons qu’elle n’est pas
significative. Nous voulions garder un mode`le identique entre les instants.
Pour e´valuer la pre´cision de nos estimateurs µˆ, nous avons re´alise´ 10000 simulations
et nous avons compare´ l’erreur moyenne
R(µˆ) = ∫ T
0
∣µˆ(t) − µ(t)∣dt
Le passage au log (strate´gie 6) ne permet pas d’ame´liorer la pre´cision de l’estimation
de la courbe moyenne. Pour des raisons de simplicite´, il faut mieux utiliser le mode`le
base´ sur la re´gression.
L’utilisation de l’information auxiliaire a permis d’ame´liorer la pre´cision des esti-
mateurs des strate´gies 2 a` 6. Lorsqu’on compare les strate´gies 3 a` 5, nous constatons
que l’utilisation de la variable tempe´rature (strate´gie 3 et 4) permet d’ame´liorer tre`s
le´ge`rement la pre´cision de l’estimation des clients thermosensibles. De plus, il n’est pas
ne´cessaire d’utiliser la variable tempe´rature sous forme fonctionnelle (strate´gie 4), la
tempe´rature moyenne de la journe´e (strate´gie 3) est suffisante. Pour les clients non ther-
mosensibles, la tempe´rature n’apporte aucune ame´lioration. Si on souhaite travailler
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Moyenne 1e quantile me´diane 3e quantile
Strate´gie 1 12.48908 10.43878 11.86091 13.81739
Strate´gie 2 11.15794 9.76768 10.86895 12.23394
Strate´gie 3 11.18751 9.826591 10.929534 12.197746
Strate´gie 4 11.19351 9.790156 10.893169 12.304361
Strate´gie 5 11.18827 9.804525 10.898856 12.264005
Strate´gie 6 11.25619 9.89151 10.98851 12.32621
Strate´gie 7 12.37778 10.42652 11.78828 13.64685
Strate´gie 8 12.22762 10.422026 11.683725 13.319986
Table A.1 – Erreur moyenne des clients thermosensibles
Moyenne 1e quantile me´diane 3e quantile
Strate´gie 1 10.33943 8.93304 9.97682 11.31109
Strate´gie 2 7.26167 6.53261 7.13508 7.85494
Strate´gie 3 9.34171 8.38999 9.20619 10.12591
Strate´gie 4 9.34158 8.38346 9.21655 10.13778
Strate´gie 5 9.31090 8.37953 9.17886 10.08273
Strate´gie 6 9.48277 8.50125 9.33075 10.30681
Strate´gie 7 10.3718 8.97320 10.03747 11.36665
Strate´gie 8 10.49556 8.88109 9.89708 11.29610
Table A.2 – Erreur moyenne des clients non-thermosensibles
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Figure A.9 – Comparaison des erreurs moyennes d’estimation des clients thermosen-
sibles
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Figure A.10 – Comparaison des erreurs moyennes d’estimation des clients non-
thermosensibles
avec l’estimateur assiste´ par le mode`le de re´gression line´aire, il vaut mieux utiliser la
strate´gie 5 pour les non-thermosensibles et la strate´gie 3 pour les thermosensibles.
Avec le mode`le base´ uniquement sur la tempe´rature (strate´gie 7), on conside`re
que tous les individus qui ont la meˆme tempe´rature auront la meˆme consommation
pre´dite. Or nous savons tre`s bien que deux individus soumis aux meˆmes tempe´ratures
exte´rieures auront force´ment une consommation diffe´rente (isolation et installation
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e´lectrique diffe´rentes). Il nous parait donc normal que ce mode`le ne permette pas
d’ame´liorer l’estimation.
Le calage sur les fonctions B-splines de la consommation ante´rieure (strate´gie 8) ne
permet pas d’ame´liorer la pre´cision de l’estimateur. Ce re´sultat peut eˆtre duˆ au fait que
nous travaillons sur une pe´riode de mi-saison : il y a un changement de comportement
par rapport a` la semaine pre´ce´dente.
Pour les clients non-thermosensibles, le sondage a` probabilite´s ine´gales sans remise
ame´liore significativement la pre´cision de l’estimateur. Par contre, pour les clients ther-
mosensibles, le gain est moins e´leve´. Il est comparable a` celui obtenu avec les strate´gies
faisant appel a` l’estimateur assiste´ par le mode`le de re´gression line´aire. Le plan a` pro-
babilite´s ine´gales donne de meilleurs re´sultats pour les clients non-thermosensibles car
la corre´lation entre la consommation de la journe´e d’e´tude et la consommation de la
semaine pre´ce´dente est plus e´leve´e que sur les clients thermosensibles.
Les simulations effectue´es sur cette journe´e de mi-saison nous montrent que le
mode`le base´ sur la re´gression, mis en place pour prendre en compte la tempe´rature
exte´rieure, ne permet pas d’ame´liorer la pre´cision et que les meilleurs re´sultats sont
obtenus a` l’aide du plan a` probabilite´s ine´gales. Toutefois, il ne faut pas comple`tement
rejeter le mode`le propose´. Dans notre e´tude, nous avons constate´ que le mode`le est
e´quivalent en termes de pre´cision au sondage a` probabilite´s ine´gales pour les clients
thermosensibles. Si nous disposons de nouvelles variables auxiliaires, l’approche mode`le
pourrait donner de meilleurs re´sultats que le sondage a` probabilite´s ine´gales pour les
journe´es de mi-saison ou pour les journe´es ou` il y a une chute brutale des tempe´ra-
tures exte´rieures. Pour les journe´es d’hiver ou d’e´te´, le changement de comportement
individuel est moins marque´. La consommation de la journe´e est tre`s corre´le´e a` la
consommation de la semaine pre´ce´dente pour nos deux populations. Il est donc fort
probable que, pour ces journe´es, un sondage a` probabilite´s ine´gales suffise.
A.3 Conclusion des travaux
Dans cette e´tude, nous avons cherche´ a` prendre en compte la variable tempe´rature
exte´rieure dans un plan de sondage. Nos recherches nous ont amene´ a` construire un
mode`le d’estimation base´ sur la re´gression. Nous avons essaye´ d’introduire dans ce
mode`le la tempe´rature sous diffe´rentes formes (tempe´rature observe´e a` chaque instant,
tempe´rature moyenne de la veille, lissage, puissance de la tempe´rature moyenne de la
journe´e) et nous avons constate´ que c’est la tempe´rature moyenne de la journe´e qui est
la plus significative. L’ajout de cette variable dans notre mode`le n’a permis d’ame´liorer
que tre`s le´ge`rement l’estimation pour les clients thermosensibles. Ce tre`s faible apport
peut s’expliquer par le fait que la tempe´rature est en quelque sorte de´ja` prise en
compte dans la variable consommation de la semaine ante´rieure ou par son manque de
variabilite´. En effet, tous les individus qui sont relie´s a` la meˆme station me´te´orologique
auront la meˆme tempe´rature, or, dans la re´alite´, la tempe´rature des individus peut
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eˆtre diffe´rente de celle de la station me´te´orologique. La variable tempe´rature est donc
entache´e d’une erreur d’observation.
Dans un deuxie`me temps, nous avons compare´ l’estimateur base´ sur le mode`le
(strate´gie 3) au sondage ale´atoire simple (strate´gie 1) et au sondage a` probabilite´s
ine´gales (strate´gie 2). Sur notre jeu de donne´es, la strate´gie 3 nous permet d’avoir
une meilleure estimation que le sondage ale´atoire simple sans remise avec Horvitz-
Thompson (en moyenne l’erreur est diminue´e de 11.65% pour les thermosensibles et de
11.05% pour les non-thermosensibles). Par contre, nous constatons que cette strate´gie
est moins bonne pour les clients non-thermosensibles que le sondage a` probabilite´s
ine´gales et qu’elle est e´quivalente pour les clients thermosensibles (en moyenne l’erreur
de la strate´gie 2 par rapport a` celle de la strate´gie 1 est diminue´e de 11.92% pour les
thermosensibles et de 42.38% pour les non-thermosensibles). Les divers re´sultats nous
ont montre´ que c’est essentiellement la consommation de la semaine pre´ce´dente et la
variable Heure Creuse qui expliquent la consommation de la journe´e d’e´tude et que
la tempe´rature apporte tre`s peu d’ame´lioration. Nous avons e´galement constate´ qu’en
utilisant un mode`le qui prend en compte uniquement la tempe´rature pour estimer la
consommation nous obtenons de plus mauvais re´sultats qu’un sondage ale´atoire sans
remise avec Horvitz-Thompson. Donc sans apport de nouvelles variables auxiliaires,
il semble pre´fe´rable d’utiliser un plan a` probabilite´s ine´gales. De plus, pour ce plan
l’estimateur est sans biais et des approximations de la variance sont connues.
D’autres pistes de mode`le ont e´te´ envisage´es (mode`le base´ sur l’ACP fonctionnelle
et mode`le utilisant la de´composition en ondelettes) mais nous ne disposons pas d’assez
de variables auxiliaires pour pouvoir les appliquer. Nous avons e´galement envisage´
d’effectuer une post-stratification sur la variable station me´te´o mais nous disposions
de trop peu d’individus par station pour pouvoir l’appliquer.
Pour confirmer nos conclusions, il faudrait tester notre mode`le pour une journe´e
de mi-saison et une journe´e d’hiver sur un jeu de donne´es plus grand et avec e´ven-
tuellement de nouvelles variables auxiliaires. Pour faire ce test, il sera ne´cessaire de
connaitre l’historique de consommation mensuelle des individus pour pouvoir faire la
classification thermosensible.
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