The goodness-of-fit of the distribution of random effects in a generalized linear mixed model is assessed using a conditional simulation of the random effects conditional on the observations. Provided that the specified joint model for random effects and observations is correct, the marginal distribution of the simulated random effects coincides with the assumed random effects distribution. In practice the specified model depends on some unknown parameter which is replaced by an estimate. We obtain a correction for this by deriving the asymptotic distribution of the empirical distribution function obtained from the conditional sample of the random effects. The approach is illustrated by simulation studies and data examples.
Introduction
This paper is concerned with assessment of the distributional assumptions for the random effects in a generalized linear mixed model (GLMM). Since the random effects are not observed, one approach would be to consider random effects predictions like conditional expectations or modes. However, except for linear mixed models, the distributional properties of such predictions are unknown. It is thus difficult to judge whether a sample of random effects predictions is consistent with the assumed random effects distribution.
In this paper we pursue instead the following simple idea: consider a pair of random vectors (A, Y ) which is assumed to follow some fully specified distribution where A represents the unobserved random effects and Y the observations. If the specified joint model for (A, Y ) is correct then the observed data y is a realization from the marginal distribution of Y . Suppose next we generate a simulation A * from the conditional distribution of A given Y = y.
Then marginally, A * and A are identically distributed and correlated. We can thus base goodness-of-fit testing on the sample A * proceeding just as if
A had been observed itself.
The situation becomes more complicated when the joint distribution of (A, Y ) depends on some unknown parameter θ. If a proper prior is specified for θ in a Bayesian framework, one may consider a simulation (A * , θ * ) from the posterior of (A, θ) given Y . Again, the distribution of (A * , θ * ) coincides with the specified distribution of (A, θ) provided the assumed joint model for (θ, A, Y ) is correct. In practice, however, one often uses very vague or even improper priors which are not regarded as bona-fide components in a joint model for (θ, A, Y ).
In this paper we replace θ by a point estimateθ. Let P |y,θ denote the conditional distribution of A given Y = y and indexed by θ. We then base goodness-of-fit tests on a simulationÃ from P |y,θ . In this caseÃ only approximately follows the specified distribution for A due to the effect of replacing the unobserved θ withθ. Inspired by Ritz (2004) we derive the asymptotic distribution of the empirical distribution function obtained from the conditional sampleÃ of the random effects. This provides an asymptotic correction for the effect of replacing θ with an estimate. In Section 5 we comment briefly on the alternative of using a parametric bootstrap.
Our goodness-of-fit test is targeted at the random effects but a rejection could be due to a wrongly specified conditional distribution of Y given A. So the test should be accompanied by an assessment of the conditional distribution of the observations given the random effects. In Example 1 of Section 4.1 we briefly comment on the possibility of using simulated residuals.
When the objective is to estimate fixed effects in a GLMM one may argue that the assumptions concerning the shape of the random effects distribution are not critical. However, in many applications, e.g. in animal breeding, the random effects themselves and their distributional characteristics are the focal objects of the statistical analysis, see e.g. Sorensen & Waagepetersen (2003) . A thorough assessment of the goodness-of-fit of the random effects distribution then seems mandatory. Moreover, the approach in this paper is not confined to providing a p-value for a goodness-of-fit test. In the examples in Section 4, exploratory plots of the simulated random effects e.g. disclose patterns of heterogeneity or correlation among the individuals to which the random effects are associated. Such patterns should also be taken into account in an analysis of fixed effects.
In Section 2 we obtain the asymptotic distribution of the empirical distribution function for simulated random effects within the framework of GLMMs with iid normal random intercepts. Section 3 is concerned with the practical implementation of a goodness-of-fit test based on the asymptotic result. Simulation studies and applications are considered in Section 4. Section 5 contains a concluding discussion.
2 Convergence of the empirical distribution function for a conditional sample of ran-
dom effects
The asymptotic result in this section is derived within the set-up of generalized linear models (GLMs) with iid normal random intercepts. Maximum likelihood inference for such models is implemented in e.g. the SAS procedure nlmixed (Wolfinger, 1999) 
Set-up and notation
with associated covariates X i = (X i1 , . . . , X iN i ), X ij ∈ R p , p ≥ 1, and random
, are assumed to be independent where N i is integer valued, (N i , X i ) follows some unspecified distribution, and given (N i , X i ), A i is N (0, 1). The linear predictor for the observation Y ij is η ij = 
where φ > 0, b and c are certain functions, and ψ ij = h(η ij ) for some one-toone function h.
We assume that Y is generated under the joint distribution P θ 0 corresponding to a specific parameter value θ 0 ∈ Θ. Henceforth, probabilities, expectations, and variances are computed with respect to P θ 0 unless otherwise stated. With a slight abuse of notation let F i|y i ,θ denote the distribution function of A i given (N i , X i , Y i ) = (n i , x i , y i ) and letθ n denote an estimate of θ based on Y 1 , . . . , Y n . For each n, (Ã 1n , . . . ,Ã nn ) denotes a sample wherẽ A in is generated from F i|Y i ,θ n andÃ in , i = 1, . . . , n, are independent given Y , N = (N i ) i , and X = (X i ) i . The empirical distribution function based onÃ 1n , . . . ,Ã nn is denotedF n . For a finite index set I ⊆ R, the asymptotic distribution of (F n (t)) t∈I is given in the following Section 2.2.
Asymptotic result
Assume that h and c are continuously differentiable and (for sake of the second result (10) in the Appendix) assume that h is bounded, and that |h(A 1 )|, |b(h(A 1 ))| and |A 1 b (h(A 1 ))| have finite expectation. All these assumptions are valid for the common examples of GLMMs considered in Section 4. As-suming in addition thatθ n is asymptotically normal and efficient, we obtain Theorem 1. Under the above set-up and assumptions, (G n (t)) t∈I = ( √ n(F n (t)− Φ(t))) t∈I converges in distribution to a zero mean Gaussian vector (G(t)) t∈I with covariances given by
where
is the standard normal distribution function, and V (θ 0 ) is the asymptotic covariance matrix forθ n .
Proof. Without loss of generality we can assumeÃ
. . iid uniform on [0, 1] and independent of N , X, and Y . Similarly,
We now splitG n (t) as follows:
and
Note that, marginally, the A * i are independent standard normal variables. Hence, weak convergence of (G * n (t)) t∈R to a zero-mean Gaussian process with covariance function Φ(s ∧ t) − Φ(s)Φ(t) is a classical result, see e.g. Van der Vaart (1998) .
Consider now the term Z n (t) and let
Note that
Chebyshevs inequality,
It follows from (9) in Lemma 1 in the Appendix that the right hand side
where λ in is between θ 0 andθ n . Note that
where by (10) in Lemma 1, lim n→∞ E sup t∈I |g 1,t (θ 0 ) − g 1,t (λ 1n )| = 0 since λ 1n tends to θ 0 in probability.
We conclude that
and thus (G n (t)) t∈I and (V n (t)) t∈I = (G * n (t)+ √ n(θ n −θ 0 )h(t, θ 0 )) t∈I have the same weak limit. By Pierce (1982) , (V n (t)) t∈I and hence (G n (t)) t∈I converges to a zero mean Gaussian vector (G(t)) t∈I with covariances EG(s)G(t) given by (1) for s, t ∈ I.
Remark 1. Weak convergence of the process (G n (t)) t∈R essentially follows provided I in (3) can be replaced by R. The main obstacle here is to verify
. However, convergence of finite dimensional distributions suffices for our application, see Section 3.
3 Implementation of goodness-of-fit tests
In the subsequent simulation studies and applications our goodness-of-fit statistic T (F n ) is a discretized version of the Anderson-Darling statistic, i.e.
for any distribution function F ,
where v l = (l + 0.5)/m, l = 0, . . . , m − 1. As in Ritz (2004) we compute pvalues using simulation from the asymptotic distribution ofF n with h(t, θ 0 ) and V (θ 0 ) replaced by estimates obtained as follows.
Denote by f i (·; θ) the density of Y i given X i = x i and N i = n i , i.e.
and denote by u i (θ) and j i (θ) the score function and observed information based on f i (Y i ; θ). Let further E θ denote expectation under P θ . Then
which is approximated by
where the expectation is conditional on N i = n i and X i = x i . In the case of a linear mixed model, we can calculate the conditional expectations in (6) explicitly. For GLMMs in general, we first compute u i (θ) and f i (Y i ; θ) using adaptive Gaussian quadrature (see e.g. Pinheiro & Bates, 1995) and compute
using a Riemann sum. Secondly, the conditional expectation of
given N i = n i and X i = x i is in general computed using Monte Carlo simulations of Y i given N i = n i and X i = x i . In the special case where the Y ij are identically distributed, j = 1, . . . , n i , we can rewrite the conditional expectation in terms of first a conditional expectation with respect to the scalar
, and X i , and secondly an expectation with respect to A i . Thereby numerical integration becomes feasible.
Similarly, we approximate V (θ) by the inverse of
For linear mixed models we can again calculate the conditional expectation explicitly while we resort to Monte Carlo or numerical integration for GLMMs in general. Finally, we replace θ 0 by the maximum likelihood estimateθ n .
The simulationsÃ in are in general obtained using adaptive rejection sampling using a t-distribution centered at the mode and scaled by the hessian, respectively, for the conditional density of A i given (N i , X i , Y i ). In the case of linear mixed models,Ã in can be sampled directly since the conditional distribution of A i is normal with conditional expectation and variance given explicitly by
All computations are implemented in R (R Development Core Team, 2004) and c. Programs can be obtained from the author.
Simulation studies and applications
In the first part of this section we compare our approach to the one introduced by Ritz (2004) within the context of linear mixed models. We secondly turn to Poisson-log normal and binomial-logit normal GLMMs.
Linear mixed models
In the case of linear mixed models, the conditional distribution of A i given Y i is normal and known in closed form, see (8). Ritz (2004) base goodness-offit testing on the empirical distribution function for standardized estimated
We here repeat parts of the simulation study leading to Table 3 in Ritz (2004) . Briefly, n = 50, N i ∼ Poisson(5) + 1, treatments 0, 10, or 12 are assigned randomly to units, σ = 1, and the conditional variance φ is 1. The random effects distribution is either N (0, 1), 0.46t(2) or Γ(1, 1). In addition we consider also n = 100. Table 1 shows Monte Carlo estimates (based on 10000 synthetic data sets) of powers obtained using T (F n ) (see (4)) with m = 150, and rejecting when the bootstrap p-value is below the nominal levels α = 0.01, α = 0.05, or α = 0.10, respectively. The numbers in brackets are the powers obtained by Ritz (2004) .
[ Table 1 about here.]
The first row indicates that our test and the Ritz (2004) test are both rather close to the nominal levels. The next two rows show that within the setting of the simulation experiment we need about twice the number of random effects to achieve the power of the Ritz (2004) test. That the Ritz (2004) test is more powerful is not surprising in view of the following considerations:
Assuming for a moment that the variance of A i exists and is equal to one,
Hence we may expect that A i is more correlated withÂ i (θ n ) than withÃ in .
Example 1. To illustrate further we apply our test to the data from Example 2 in Ritz (2004) (602 observations in n = 56 groups of roughly the same size, see Damstrup & Nielsen, 2002) . We obtain MLEsσ = 0.047 andφ = 8.07
so the random effects only contribute with a very small proportion 2.7e-4 of the estimated total variance for an observation. The estimated correlation Corr(A * i , A i ) is smaller than 2.7e-3 so a low power of our goodness-of-fit test is to be expected. We obtain a p-value of 0.30 while Ritz (2004) 's test is highly significant (p < 0.005). A conditional simulation of the residuals is given by R * ij = y ij − x ij β T − σA * i and marginally, the R * ij s should then correspond to an iid sample from N (0, φ). In practice we again replace the unknown parameters with their estimates and considerR ij = y ij − x ijβ T −σÃ in . A qq-plot (not shown) of these simulated residuals displays a very heavy tailed distribution. This suggests that the small p-value for Ritz (2004)'s test is in fact due to non-normality of the conditional distribution of Y |A rather than failure of the assumption of normality for the random effects. 
Poisson regression
We now turn to an example of a non-normal and non-linear model. The observations Y ij are assumed to follow a Poisson-log normal model, i.e. conditional on A i = a i and X i = x i , Y ij is Poisson with expectation exp(x ij β T + σa i ).
In the following simulation study we consider for ease of computation (cf. Section 3) fixed N i = 6 and X ij = 1. We use the test statistic T (F n ) with m = 300 (the discretization used for the Riemann-approximation of (7)). [ Table 2 about here.]
The table indicates that the levels of our test is slightly too high for n = 50 and fairly close to the nominal levels when n = 100 (the estimated levels are based on 1000 synthetic data sets and are subject to Monte Carlo errors with standard deviations around 0.003, 0.007, and 0.009 for the three nominal levels considered).
The powers in Table 3 are estimated for 0.46t (2) [ Table 3 about here.] With N i = 2 and with standard normal random effects we obtain levels (not shown) similar to those in Table 2 . As might be expected, the powers for the non-normal alternatives decrease when N i is reduced to 2, see Table 4 .
[ Table 4 about here.] Example 3. Our first example of a Poisson regression with random intercept is Model II from Breslow & Clayton (1993) who considered the epileptic seizure data from Thall & Vail (1990) . For each of 59 subjects, the observation vector Y i consists of four counts of epileptic seizures during two week periods prior to each of four clinic visits. The covariates are log baseline count, treatment (placebo or a certain drug), log age, and an indicator for the fourth visit.
We obtainσ = 0.50 and a p-value of 0.69. Hence the goodness-of-fit test does not provide evidence against the assumption of normal subject specific random intercepts.
Conditional on the data, our p-value is subject to random variation mainly due to the conditional sampling of the random effects. Figure 2 (left) shows a histogram of p-values obtained for 100 independent repetitions of the goodness-of-fit test applied to the seizure data. The variation of the p-values is considerable but only a small fraction (3%) suggests evidence at the 5% level against the assumption of normal random effects.
[ Figure 
Logistic regression
We briefly comment on the case of a logistic regression with random effects.
The observations Y ij are conditionally Bernouilli with logit(E[Y ij |x i , a i ]) = β T + σa i and we consider fixed N i = 6, n = 50 or 100, β = 0 or 1, and σ = 0.5 or 1. In the case of standard normal random effects the levels (not shown) are close to the nominal levels. For the non-normal alternatives Γ(1, 1) and 0.46t (2) Our statistic T (F n ) may be viewed as an approximate simulated replicate of the unobserved statistic T (F n ) given by (4) with F equal to the empirical distribution function F n for A 1 ,. . . ,A n . We then compare T (F n ) with the asymptotic sampling distribution under the assumed joint model for
In a Bayesian framework, one might instead following Dey, Gelfand, Swartz & Vlachos (1998) 
A A technical lemma
The set-up, notation, and assumptions are as in Section 2.
Lemma 1. Assume that θ n is a sequence which tends to θ 0 in probability.
and lim
where g 1 (t, θ) = dF 1|Y 1 ,θ (t)/dθ.
Proof. Recall (5) and (7). It is a standard fact for GLMs that
is obtained by reparametrization in terms of the mean parameter µ 1j = b (ψ ij ). Sincef (y 1j |y 1j , φ) does not depend on a 1 it follows using dominated convergence that f 1 (y 1 ; θ) and F 1|y 1 ;θ (t) are continuous functions of (n 1 , x 1 , y 1 , θ) and (n 1 , x 1 , y 1 , θ, t), respectively. Consider now (9). Given > 0 we establish in the following that there is a n 1 so that
when n ≥ n 1 . Choose a closed ball B 0 centered at θ 0 and of positive radius and a compact set C such that
whenever n ≥ n 0 for some sufficiently large n 0 . Using (11) and continuity,
Consider n ≥ n 0 . We can now choose t 1 and t 2 so that
Moreover, for all η > 0 we can choose n 1 ≥ n 0 so that
provided η is small enough and (12) follows.
Regarding (10), one can check that for anyθ ∈ Θ there exists a neigh-bourhood U aroundθ so that
for θ ∈ U where M (a 1 )Φ (a 1 )da 1 < ∞. It follows that f 1 (y 1 ; θ) and F 1|Y 1 ,θ (t) are continuously differentiable with respect to θ and that interchange of the order of differentiation and integration is allowed. Thus (10) can be handled along the same lines as (9). 
