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Periodic Symplectic Cohomologies and
Obstructions to Exact Lagrangian Immersions
Jingyu Zhao
Given a Liouville manifold (M, θ), symplectic cohomology is defined as the Hamil-
tonian Floer homology for the symplectic action functional on the free loop space
LM := Maps(S1,M). In this thesis, we propose two versions of periodic S1-equivariant
homology or S1-equivariant Tate homology for the natural S1-action on the free loop
space LM . The first version, denoted as PSH∗(M), is called periodic symplectic co-
homology. We prove that there is a localization theorem or a fix point property for
PSH∗(M). The second version P̂SH∗(M) is called the completed periodic symplectic
cohomology which satisfies Goodwillie’s excision isomorphism.
Inspired by the work of Seidel and Solomon on the existence of dilations on sym-
plectic cohomology, we formulate the notion of Liouville manifolds admitting higher
dilations using Goodwillie’s excision isomorphism on the completed periodic symplec-
tic cohomology P̂SH∗(M). As an application, we derive obstructions to existence of
certain exact Lagrangian immersions in Liouville manifolds admitting higher dilations.
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Symplectic cohomology was introduced by Cieliebak–Floer–Hofer–Wysocki in a sequence of papers
[CFH1995, CFHW1996, FH1994, FHW1994]. There are several versions of the theory defined for
slightly different notions of open symplectic manifolds. In this thesis, we consider a specific class,
called Liouville manifolds, which are exact symplectic manifolds satisfying certain convexity condition.
Given a Liouville manifoldM , symplectic cohomology can be defined as an infinite-dimensional Morse
theory, or Floer theory, for an action functional on the free loop space LM := Maps(S1,M). There is
a natural S1-action on the LM by reparametrizations, which makes LM a topological S1-space. In
[Vit1999], S1-equivariant symplectic cohomology was introduced by Viterbo using S1-invariant action
functional on LM×ES1. As the Borel construction XBorel := LM×S1ES1 is a locally trivial fibration
over CP∞, Floer theory on XBorel can be seen as the Floer homology associated to a family of Morse
functions parametrized by CP∞ in the sense of [Hut2008] and [Sei2008a]. The later definition has
been reformulated by Bourgeois-Oancea and Ganatra [BO,Gan] using the notion of an S1-complex,
or a weak S1-action.
When the Liouville manifold M is the cotangent bundle T ∗Q of some closed smooth manifold Q,
under the assumption that Q is Spin, the work of [Vit1999,AS2006] shows that Viterbo’s isomorphism
gives rise to an isomorphism of algebras
SH∗(T ∗Q,Z) ∼= Hn−∗(LQ,Z), (1.1)
where Hn−∗(LQ,Z) is the homology of the free loop space equipped with the Chas-Sullivan product
[CS] and SH∗(T ∗Q,Z) is equipped with its pair-of-pants product. Given an S1-space, one can define
three versions of S1-equivariant homology theories, which are called S1-equivariant, negative S1-
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equivariant homology, periodic S1-equivariant homology or S1-equivariant Tate homology of an S1-
space. If the S1-space X has the homotopy type of a finite dimensional CW complex, and the periodic
S1-equivariant homology theory ĤS
1
∗ (X) satisfies the following axioms.
(1) (Weak homotopy equivalence) Given an S1-equivariant map f : X → Y which is an ordinary




∗ (Y ) is an isomorphism,
(2) (Localization or the fixed point property) If the S1-action is free on X, then ĤS
1
∗ (X,Q) = 0.
Equivalently, we have ĤS
1
∗ (X,Q) ∼= ĤS
1
∗ (X
S1 ,Q), where XS1 is the fixed point set.
One may ask if there is a corresponding periodic S1-equivariant homology for S1-action on the free
loop space of a Liouville manifold LM . Due to the infinite-dimensionality of LM , the answer to
this question is non-trivial. As it is shown in [AS2006,Abo2015] that the Viterbo’s isomorphism is
compatible with the S1-actions on LM and LQ, or the BV algebra structures. One may expect
that this question reduces to the study of S1-equivariant homology of LQ. In 1985, Goodwillie
[Goo1985] proved a remarkable theorem which implies that the usual periodic S1-equivariant homology
ĤS
1
∗ (X) does not satisfy the localization property. In 1990, Jones and Petrack constructed another
S1-equivariant homology theory in [JP1990] and proved that it has the fixed point property but it
violates the weak homotopy equivalence property. In fact, there is no homology theory satisfying the
above axioms simultaneously in infinite dimensions. This naturally leads to two different definitions
of periodic symplectic cohomology of a Liouville manifold in this thesis.
1.1 Main results
1.1.1 Periodic symplectic cohomologies and the localization Theorem
In the first part of the thesis, we construct two cohomology theories P̂SH∗(M) and PSH∗(M) for
a given Liouville manifold (M, θ) which are invariant under compactly supported exact symplecto-
morphisms of M . When M = T ∗Q for a closed Spin manifold Q, by appealing to the on-going
work of Cohen and Ganatra [CG], one has that the cohomology theory P̂SH∗(M) is the periodic
S1-equivariant homology of LQ and PSH∗(M) corresponds to the Jones-Petrack homology for LQ.
Let us elaborate on the constructions of PSH∗(M) and P̂SH∗(M) in the case whenM = T ∗Q for
some Spin manifold Q. We denote by CF ∗(M,Hτ ) the Floer cochain group of an admissible Hamil-
tonian Hτ which is linear of slope τ near the contact boundary ∂M . The generators of CF ∗(M,Hτ )
are in bijection with closed geodesics on Q of bounded length with respect to some generic choice
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of Riemannian metric on Q. Using a time-dependent Hamiltonian, one can define the BV operator
∆ on the symplectic cochain complex CF ∗(M). If the action of the BV operator on the symplec-
tic cochain complex is strict, then we expect that the data (CF ∗(M,Hτ ), d,∆) satisfy the relations
d2 = ∆2 = d∆ + ∆d = 0. However since one cannot in general find S1-invariant Hamiltonian and
almost complex structures to achieve transversality for the moduli space defining the BV operator,
it is not possible to ensure that ∆2 = 0 at the chain level. Instead, we have a chain homotopy δ2 of
degree −3 such that ∆2 = dδ2 + δ2d, which implies that ∆2 is only chain homotopic to the zero map.
This information of an S1-complex, or a weak S1-action at the chain level, is encoded in a sequence
of a maps δ = (d,∆, δ2, δ3, · · · ). Each map δi is a degree 1 − 2i operation on the symplectic cochain
complex CF ∗(M) and the collection of operations δi satisfies a compatibility condition at the chain
level. Given the S1-complex CF ∗(M,Hτ ), the periodic cyclic cochain complex of CF ∗(M,Hτ ) is
given by
PSC∗(M,Hτ ) := CF ∗(M,Hτ )((u)), ∂S
1
= δ0 + uδ1 + u
2δ2 + · · · ,
where u is a formal variable of degree 2 and elements of the cochain complex CF ∗(M,Hτ )((u)) are
formal 1 Laurent series with coefficients in CF ∗(M,Hτ ). For a fixed slope τ , one observes that
there are two filtrations on PSC∗(M,Hτ ). One is an increasing action filtration and the other




), where the direct limit is taken over a sequence of τi such that τi → ∞.
This amounts to first take the periodic S1-equivariant homology of the part of the loop space LrQ
containing geodesics of length bounded by some r and then take a direct limit with respect to the
length filtration. Alternatively, one can first take the homotopy colimit ĈF ∗(M) of a sequence of
cochain complexes {CF ∗(M,Hτi)}i≥1. This can be seen as a chain model for the approximation
to LQ by finite dimensional subspaces {LrQ}r. Then we define the completed periodic symplectic
cohomology P̂SH∗(M) to be the homology of the homotopy completion (ĈF ∗(M)((u)), δ̂S
1
).
One of the main results is a localization theorem for PSH∗(M) as follows.
Theorem 1.1.1. Given a Liouville manifold (M, θ), the natural inclusion ι : M ↪→ LM induces a
map ι∗ : H∗(M)((u))→ PSH∗(M) which is an isomorphism with Q-coefficients.
Remark 1.1.2. There are analogous definitions of periodic S1-equivariant homology for the Rabi-
nowitz action functional which are independently discovered by Albers, Cieliebak and Frauenfelder in
[ACF2014]. The corresponding localization theorem is also proved in that context.
Theorem 1.1.1 can be proved by considering autonomous Hamiltonian Hτ of slope τ . Since the
1See notation convention in Section 1.3 for further explanations.
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action functional AHτ for such autonomous Hamiltonian is Morse-Bott, one needs to perturb Hτ in
the neighborhood of each critical locus γ to obtain two non-degenerate orbits γ̂ and qγ. A computation
of the contributions of γ̂ and qγ to local Floer cohomology implies that the spectral sequence associated
to the action filtration on PSC∗(M,Hτ ) has E1p,q isomorphic to
Hi(BZ/k,Z)〈un〉 for some k depending on p and q = i+ 2n,
ff γ corresponds to a k-fold good Reeb orbit on ∂M . Over Q coefficients, the spectral sequence
degenerates and converges to H∗(M,Q)((u)) for each Hamiltonian Hτ of slope τ . After taking direct
limit, one obtains Theorem 1.1.1.
1.1.2 Liouville manifolds admitting higher dilations
In the second part of the thesis, we investigate the relations between the two cohomology theories
PSH∗(M) and P̂SH∗(M). Let us consider the inclusion of the space of constant loopsM into the free
loop space LM . We denote by C∗(M) the Morse cochain complex for some C2-small Morse function
in the interior of the Liouville domain M and denote by CF ∗(M) the symplectic cochain complex of
some admissible quadratic Hamiltonian. There is a PSS homomorphism
PSS : C∗(M)→ CF ∗(M), (1.2)
which is defined analogously as the classical PSS isomorphism introduced by Piunikhin-Salamon-
Schwarz in [PSS1996] for Hamiltonian Floer homology of a closed symplectic manifold. For a Li-
ouville manifold M , the PSS homomorphism is explicitly given by the inclusion of the subcomplex
CF ∗A≥ε(M)
∼= C∗(M) consisting of the constant loops whose energy is close to zero into the symplectic
cochain complex CF ∗(M). As the S1-action on the space of constant loops M is trivial, it can be
shown that the PSS homomorphism preserves the S1-complex structures on C∗(M) and CF ∗(M).
Consequently, one has an S1-equivariant lift of the PSS homomorphism
P̃SS : C∗(M)[[u]]→ CF ∗(M)[[u]], (1.3)
where elements of C∗(M)[[u]] and CF ∗(M)[[u]] are formal power series with coefficients in C∗(M)
and CF ∗(M) respectively. One can invert the formal variable u by passing to the localization with
respect to the multiplicative set generated by u, and then obtains an induced map in homology
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P̃SS : H∗(M)((u))→ P̂SH∗(M). It can be observed that the localization of the PSS homomorphism
factors as the composition of the following homomorphisms
H∗(M)((u))
i∗−→ PSH∗(M) c−→ P̂SH∗(M), (1.4)
where i∗ : H∗(M)((u))→ PSH∗(M) is considered in Theorem 1.1.1 and c : PSH∗(M)→ P̂SH∗(M)
is the canonical morphism induced by the inclusion of cochain complexes at the chain level. OverQ, the
map i∗ is an isomorphism by Theorem 4.4.13. Therefore the localization of the PSS homomorphism
agrees with the canonical homomorphism c over Q. It is shown in [ACF2014] that the canonical
homomorphism c is neither surjective nor injective. It is then intriguing to ask which elements in
PSH∗(M) lie in the kernel of c. Equivalently, one may ask if various homology classes in H∗(M) will
lie in the kernel of the localized PSS homomorphism over Q,
P̃SS : H∗(M,Q)((u))→ P̂SH∗(M,Q). (1.5)
We will answer this question for the unit in the cohomology ringH∗(M), which motivates the following
definition.
Definition 1.1.3. A Liouville manifold M admits a higher dilation if the unit e in H∗(M,Q) lies in
the kernel of the localized PSS homomorphism
P̃SS : H∗(M,Q)((u))→ P̂SH∗(M,Q). (1.6)
Remark 1.1.4. The definition of Liouville manifolds admitting higher dilations is equivalent to the
notion of Liouville manifolds satisfying the equivariant Weinstein conjecture (EWC) introduced by
Viterbo in [Vit1998]. However, we prefer this terminology as this notion mainly concerns the S1-action
on the free loop space LM of the Liouville manifold M , which is a much more restrictive property
than admitting Reeb orbits on the contact boundary. The origin of the terminology higher dilations
is motivated by the notion of dilations on symplectic cohomology defined by Seidel and Solomon in
[SS2012]. Their relation will be explained further in Section 4.2.
When the Liouville manifold (M, θ) is the cotangent bundle M = T ∗Q of a closed manifold, the
question whether or not the Liouville manifoldM admits a higher dilation can be answered as follows.
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where we have suppressed the presence of local coefficients and the notation ĤS
1
n−∗(LQ) denotes the
periodic S1-equivariant homology, or S1-equivariant Tate homology of the free loop space LQ. As
the unit in H∗(T ∗Q) is mapped to the fundamental class in Hn(Q) under the composition of the
Poincaré duality and Thom isomorphisms, the cotangent bundle M = T ∗Q admits a higher dilation
if the fundamental class [Q] lies in the kernel of ic : Hn−∗(Q,Q)((u))→ ĤS
1
n−∗(LQ,Q). In [Goo1985],
Goodwillie proved that the periodic S1-equivariant homology of the free loop space LQ only depends




∗ (LQ,Q) ∼= ĤS
1
∗ (LBπ1(Q),Q), (1.7)
where Bπ1(Q) is the classifying space of the fundamental group of Q. We observe that Goodwillie’s
excision isomorphism implies that for the map induced by the inclusion of the constant loops
ic : H∗(Q,Q)((u))→ ĤS
1
∗ (LQ,Q) (1.8)
factors as the composition of
H∗(Q,Q)((u))
f∗−→ H∗(Bπ1(Q),Q)((u)) ic−→ ĤS
1
∗ (LBπ1(Q),Q)
∼=−→ ĤS1∗ (LQ,Q). (1.9)
The first map is induced by the classifying map f : Q → Bπ1(Q) for the universal cover of Q. For
a K(G, 1) manifold L, the component of the free loop space LQ consisting of the constant loops is
homotopy equivalent to Q and the S1-action is trivial on Q. This implies that the contributions of
the constant loops to P̂SH∗(LQ) is in fact H∗(Q)((u)). Hence the second map ic : H∗(Q)((u)) →
P̂SH∗(LQ) is injective for all degrees. This observation implies that the unit e in Hn(Q) lies in the
kernel of the composition ic if and only if the unit e vanishes under the induced map in homology
f∗ : Hn(Q,Q)→ Hn(Bπ1(Q),Q).
This leads us to the following notion which was first introduced by Gromov in [Gro1983] in the
study of systolic inequalities and asymptotic invariants of the fundamental groups.
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Definition 1.1.5. Let X be a closed manifold and f : X → Bπ1(X) be the classifying space for its
universal cover. A manifold is called inessential if the induced map f∗ : Hn(X)→ Hn(Bπ1(X)) maps
the fundamental class [X] to zero. If the image f∗([X]) is non-zero, the manifold X is called essential.
Similarly, a manifold X is called rationally inessential if the fundamental class vanishes under the map
f∗ : Hn(X,Q)→ Hn(Bπ1(X),Q), and otherwise it is called rationally essential.
As the corollary of Goodwillie’s Theorem and the composition (1.9), we obtain the following
criterion for cotangent bundles admitting higher dilations.
Corollary 1.1.6. A cotangent bundle T ∗Q admits a higher dilation if and only if Q is rationally
inessential. Also, if Q is an inessential manifold, its cotangent bundle T ∗Q admits a higher dilation.
The notions of essential and inessential manifolds are well-studied. It is known that there are
several sufficient conditions for a given manifold to be essential: aspherical, non-zero simplicial volume
[Gro1982], enlargeablity [HKRS2008] and non-zero minimal volume entropy [Bru2008]. All of these
conditions, except the last one, also ensure rational essentialness. There are also analogous statements
for rationally inessential manifolds. The simplest example of a rationally inessential manifold is a
simply connected manifold for dimension n ≥ 1. This implies that cotangent bundles T ∗Q of simply
connected manifolds always admit higher dilations. We include a list of examples of Liouville manifolds
admitting higher dilations in Section 5.2.
For Liouville manifolds that are not cotangent bundles of smooth closed manifolds, we follow the
approach of Seidel-Solomon in studying the existence of dilations and prove the following Proposition
in Section 5.3.
Proposition 1.1.7. Given a Lefschetz fibration π : M2n → C with n > 1, if the regular fiber is a
Liouville manifold admitting a higher dilation, then the total space M2n also admits a higher dilation.
1.1.3 Obstructions to strongly exact Lagrangian immersions
Having formulated the notion of Liouville manifolds admitting higher dilations, we derive obstructions
to exact Lagrangian immersions into such Liouville manifolds as an application. An Lagrangian
immersion ι : L → M is exact if ι∗θ = dz for some function z : L → R. We will exhibit obstructions
to Lagrangian immersions for a special class of exact Lagrangian immersions defined as follows.
Definition 1.1.8. Let ι : L → (M, θ) be an exact Lagrangian immersion with ι∗θ = dz for some
function z : L → R. We say ι is a strongly exact Lagrangian immersion if either of the following
conditions is satisfied:
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(1) The self-intersections of ι(M) consist of only transverse double points p and z(p+) = z(p−) for
ι−1(p) = {p+, p−};
(2) The self-intersections of ι(M) are clean intersections (see Definition 4.4.1), then we require that
z(p+) = z(p−) for any (p+, p−) ∈ {(p, q) ∈ L× L | ι(p) = ι(q)}.
The first step in deriving obstructions to strongly exact Lagrangian immersions is to observe
that the Cieliebak-Latschev map considered in [CL2009] relating the symplectic cochain complex and
singular chains on the free loop space
CL : CF ∗(M)→ Cn−∗(LL, ν) (1.10)
can be defined for a strongly exact Lagrangian immersion ι : L → (M, θ). Here Cn−∗(LL, ν) denotes
a quotient of the normalized singular chains on the free loop space LL which is shown to admit
a strict S1-action, or a mixed complex structure in [CG], and the local system ν is chosen so that
SH∗(T ∗L,Z) ∼= H∗−n(LL, ν) as in [Abo2015]. Moreover, we will prove that there is an S1-morphism
between the S1-complex (CF ∗(M), δ0, δ1, δ2, · · · ) and the mixed complex (Cn−∗(LL, ν), d,∆LL), where
d is the boundary operator on the singular cochains and ∆LL is the BV operator on Cn−∗(LL, ν).




CLkuk : (CF ∗(M)[[u]], δS1)→ (Cn−∗(LL, ν)[[u]], d+ u∆LL). (1.11)
The next step is to show that the S1-equivariant Cieliebak-Latschev map C̃L is compatible with the
inclusion of constant loops in the following sense.
Theorem 1.1.9. Let ι : L → M be a strongly exact Lagrangian immersion. The following diagram









ic // Cn−∗(LL, ν)[[u]]
where P̃SS is an S1-equivariant lift of the PSS homomorphism PSS : C∗(M) → CF ∗(M) and
ic : Cn−∗(L, ν)→ Cn−∗(LL, ν) is induced by the inclusion of constant loops in LL.
Remark 1.1.10. This theorem has been proven by Cohen-Ganatra [CG] when the exact symplectic
manifoldM is the cotangent bundle T ∗Q of some closed manifoldQ and L is the zero section embedded
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in T ∗Q. For a strongly exact Lagrangian immersion ι : L → M , it can be ensured that there is no
non-constant pseudo-holomorphic disks with boundary along ι(L). Hence the moduli space defining
the S1-equivariant Cieliebak-Latschev map C̃L does not have disk bubbling in codimension one. Hence
the arguments in [CL2009] and [CG] can be generalized to strongly exact Lagrangian immersions.
Given the result of Theorem 1.1.9, one can invert the formal variable u and consider the induced












Over Q, the commutativity of the above diagram implies the following desired application.
Theorem 1.1.11. Given (M, θ) a Liouville manifold admitting a higher dilation, there are no strongly
exact Lagrangian immersions of a rationally essential manifold into (M, θ).
1.2 An outline of the contents
We end the introduction with an outline of the contents. In chapter 2, we recall the definition of
symplectic cohomology of admissible Hamiltonians and define the BV operator on the symplectic
cochain complex CF ∗(M,Ht). Section 2.2 contains a discussion of the algebraic formalism of S1-
complexes, or weak S1-action, following [BO] and the definition of various cyclic homologies of an
S1-complex which defines various S1-equivariant homology of an S1-space. We also prove that the
Floer cochain group CF ∗(M,Ht) of an admissible Hamiltonian Ht can be equipped with an S1-
structure {δi}i≥0, where δ0 = d is the usual Floer differential, δ1 = ∆ is the BV operator, δ2 is the
chain homotopy between ∆2 and the zero map and higher homotopies are encoded by the operations
δi for i ≥ 3.
In chapter 3, we provide the explicit definitions of the periodic symplectic cohomology PSH∗(M)
and the completed periodic symplectic cohomology P̂SH∗(M). In practice, to compute PSH∗(M)
one can use a specific class of admissible Hamiltonians Hτ of slope τ , described in Section 3.2.1.
Such autonomous Hamiltonians Hτ are convenient to work with, since non-constant 1-periodic orbits
of Hτ are in bijection with Reeb orbits of period less than τ on the contact manifold ∂M of the
Liouville domain M . Furthermore, if we define the Floer cochain complex using a carefully chosen
perturbation Hτετ of the autonomous Hamiltonian H
τ , then there is in fact a filtered S1- structure
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on CF ∗(M,Hτετ ). One can then deduce the localization theorem 1.1.1 by computing the local Floer
(co)homology contributions to the equivariant differential shown in Section 3.2.4. In Section 3.3, we
give two equivalent definitions of the completed periodic symplectic cohomology P̂SH∗(M). The first
definition of P̂SH∗(M) uses the homotopy colimit introduced in [AS2010, Section 3g] of symplectic
cochain complexes CF ∗(M,Hτit ) of linear Hamiltonians whose slope τi → ∞. The second definition
uses Hamiltonians which grows quadratically at infinity. It is shown in Section 5.3 that these two
definitions are in fact equivalent.
In chapter 4, we generalize the classical PSS homomorphism defined by Piunikhin, Salamon and
Schwartz [PSS1996] to an S1-equivariant chain map in Section 4.1. This allows us to formulate the
definition of Liouville manifolds admitting higher dilations in Section 4.2. The proof of Theorem 1.1.9
will be given in Section 4.3, where we define an S1-equivariant lift of the Cieliebak-Latschev map C̃L
and show that it is compatible with inclusions of the constant loops into LM and LL respectively.
Given Theorem 1.1.9, we prove that there exists obstructions to strongly exact Lagrangian immersions
by verifying the higher dilation condition for various Liouville manifolds in Section 5.1. In particular,
we show that there is no strongly exact immersion of L into a Liouville manifold admitting higher
dilations if L is an essential manifold as stated. We list various examples of Liouville manifolds which
admit or do not admit higher dilations in Section 5.2. In Section 5.3, we prove that if the fiber of a
Lefschetz fibration admits a higher dilation, so does the total space for n > 1, which provide more
examples of Liouville manifold admitting higher dilations beyond cotangent bundles.
Finally, we include explicit computations of PSH∗(M) and P̂SH∗(M) when M is the unit disk
D2 and the annulus A in C in Appendix A. Periodic cohomology PSH∗(D2) over Z of the unit disk
D2 is Q[u, u−1], which agrees with the localization theorem 1.1.1. Whereas the completed periodic
symplectic cohomology P̂SH∗(D2) vanishes. This shows that P̂SH∗(M) does not satisfy localization
as in the case of the usual periodic equivariant cohomology of the free loop space. In Appendix B, we
provide the construction of the quotient of the normalized singular chains in [CG] which is equipped
with a mixed complex structure. This is used crucially in the proof of Theorem 1.1.9. In Appendix C,
we record a proof of the Viterbo functoriality of both cohomology theories PSH∗(M) and P̂SH∗(M)
with respect to embeddings of Liouville subdomains.
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1.3 Notations
Let u be a formal variable of degree 2 and K be a fixed coefficient field which is taken to be either Z
or Q. We denote by K[[u]] the ring of formal power series in u and K((u)) the ring of formal Laurent
series in u.
Given a graded K-module M , we will denote by M [[u]] the completion of M [u] := M ⊗K K[u] in
the category of graded K[u]-modules with respect to the u-adic filtration F p = upM [u] for p ∈ N.
Elements in M [[u]] consist of formal power series in u with coefficients in M . Similarly, the notation
M((u)) denotes the completion of M [u, u−1] := M ⊗K K[u, u−1] with respect to the u-adic filtration.
In particular, if M is a Z-graded finite generated K-module, this completion has no effect.
Given a mixed complex (C∗, d,∆), that is, a cochain complex equipped with degree 1 and −1
operations d and ∆ such that d2 = ∆2 = d∆ + ∆d = 0, we denote by
(C∗[[u]], d+ u∆) (1.12)
the completion of (C∗⊗KK[u], d+u∆) in the category of graded cochain complexes with respect with








denotes the completion of the graded cochain complex
(
C∗ ⊗K K[u, u−1], d + u∆
)
with respect to
the exhaustive decreasing filtration
(
C∗ ⊗K upK[u, u−1], d + u∆
)
. Again, if C∗is a finitely generated
Z-graded cochain complex, the completion has no effect.
One is forced to consider the completions of K[u] modules with respect to u-adic filtrations here,
because the symplectic cochain complex CF ∗(M) of the Liouville manifoldM , seen as a Morse cochain
complex of the free loop space LM , is infinitely generated as a Z-module. Moreover, the Floer cochain
complex CF ∗(M) can only be equipped with a Z-grading if the Liouville manifold has 2c1(M) = 0.
In this thesis, all graded operations that we define are written in terms of a Z-grading. However, we
do not assume that 2c1(M) = 0. For general Liouville manifolds that have 2c1(M) 6= 0, the readers
should interpret the Z-grading implicitly as a Z/2-grading.
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Chapter 2
Circle action on the closed sector
2.1 Symplectic Cohomology
In this section, we define symplectic cohomology of the class of exact symplectic manifolds with
boundary that will be studied.
Definition 2.1.1. A Liouville domain is a compact manifold with boundary (M,∂M), together with
a 1-form θ such that:
(1) ω = dθ is a symplectic form on M ;
(2) The Liouville vector field Z defined by iZω = θ points strictly outwards along ∂M .
This definition implies that α := θ|∂M is a contact form on ∂M . Therefore a Liouville domain is
also called an exact symplectic manifold with contact type boundary.
Given such a Liouville domain (M, θ), the flow of the Liouville vector field φrZ for r ∈ (−∞, 0]
gives rise to a canonical collar neighborhood of ∂M
Ψ: (−∞, 0]× ∂M →M, (r, y) 7→ φrZ(y). (2.1)
It follows that Ψ∗θ = erα and Ψ∗Z = ∂r. One can then define the completion of the Liouville domain
to be the Liouville manifold
M = M ∪∂M ([0,∞)× ∂M), with θ|[0,∞)×∂M = erα, Z|[0,∞)×∂M = ∂r, ω = dθ. (2.2)
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We set R := er from now on. The completion of (M, θ) in this coordinate is given by
M = M ∪∂M ([1,∞)× ∂M), with θ|[1,∞)×∂M = Rα, Z|[1,∞)×∂M = R∂R, ω = dθ. (2.3)
Definition 2.1.2. Two Liouville domains M0 and M1 are Liouville isomorphic if there is a diffeo-
morphism φ : M0 → M1 satisfying φ∗θ1 = θ0 + df , where f is a compactly supported function on
M0.
We will be interested in studying the Liouville isomorphism type of the Liouville manifold (M, θ).
In the subsequent sections of this thesis, we will denote the Liouville domain by (M, θ) 1 which is a
compact subset of the Liouville completion M = M ∪∂M ([1,∞)× ∂M).
2.1.1 Floer cohomology of admissible Hamiltonians
Let (M, θ) be the completion of (M, θ) in (2.3). We know that (∂M,α) is a contact manifold. The
Reeb vector field Rα of α is defined by
iRαdα ≡ 0 and α(Rα) = 1. (2.4)
A Reeb orbit x : R/lZ→ ∂M is non-degenerate if the linearized return map dψlRα : ξx(0) → ξx(0) has
no eigenvalues equal to 1. For a generic choice of the contact form α on ∂M , all Reeb orbits of Rα
are non-degenerate and their periods form a discrete subset of R+, called the action spectrum,
S = {A(γ) =
∫
x
α | x is a Reeb orbit of Rα}. (2.5)
Given τ /∈ S, a time-dependent Hamiltonian Ht : M → R is admissible if it satisfies
Ht(r, y) = τR+ C for R 1, (2.6)
where τ is called the slope of Ht. We denoted by H(M) the space of admissible Hamiltonians on M
such that all 1-periodic orbits are non-degenerate. There is a preorder on H(M) defined by
Ht  Kt if the slope of Ht is less than or equal to the slope of Kt. (2.7)
1One should not confuse this with the closure M̄ of a manifold M or the compactification M of a moduli space M in
the later contexts.
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The Hamiltonian vector field XHt of Ht is defined by iXHt = −dHt. Critical points of AHt are
precisely the non-degenerate 1-periodic orbits of XHt , denoted by P(Ht). We consider the space of
time-dependent ω-compatible almost complex structures J such that Jt ∈ J satisfies
d(R) ◦ Jt = −θ for R 1. (2.9)
This implies that on T ([R0,∞)×∂M) ∼= (RZ⊕RRα)⊕ξ with R0  1, Jt is standard on RZ⊕RRα and
allowed to be any dα-compatible almost complex structure on ξ = ker(α). If Ht ∈ H(M) and Jt ∈ J,
then we will call (Ht, Jt) an admissible pair. Given an admissible pair (Ht, Jt), we let M̃(x0, x1, Ht, Jt)
be the moduli space of solutions to the Floer equation
∂su+ Jt(u)(∂tu−XHt(u)) = 0, (2.10)
with E(u) =
∫




u(s, t) = x0(t), lim
s→+∞
u(s, t) = x1(t), (2.11)
where x0, x1 are 1-periodic orbits of XHt such that E(u) = AHt(x0)−AHt(x1). It can be shown that
for fixed Ht ∈ H(M) and a generic choice of Jt ∈ J, the moduli space M(x0, x1) := M̃(x0, x1, Ht, Jt)/R
is a smooth manifold of dimension |x0| − |x1| − 1, where |x| = n− µCZ(x) for x ∈ P(Ht), and µCZ(x)
denotes the Conley–Zehnder index of non-degenerate 1-periodic orbit x.
Due to the openness of (M,ω), the usual Gromov-compactness argument fails for arbitrary Hamil-
tonians and ω-compatible almost complex structures on M . However for an admissible pair (Ht, Jt),
Floer trajectory u ∈ M̃(x0, x1, Ht, Jt) obeys a maximal principle, shown in [Oan2004, Lemma 1.4],
which implies that images of any sequence of Jt-holomorphic maps lie in M ∪∂M [1, R0] for some





where |ox| and the differential d : CF ∗(M,Ht)→ CF ∗+1(M,Ht) are defined in the following section.
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Remark 2.1.3. We have suppressed the dependence of CF ∗(M,Ht) on the almost complex structure
Jt as the homology of (CF ∗(M,Ht), d) is independent of the choice of Jt ∈ J.
2.1.2 Orientations
In order to define the periodic symplectic cohomologies, we need to define the Floer cochain complex
with Z-coefficients. This can be achieved by relatively orientating the moduli space M(x0, x1) for all
x0 and x1 in P(Ht) as follows.
Given a path Ψ(t) in Sp(2n) such that Ψ(0) = I and det(I − Ψ(1)) 6= 0, one can reparametrize
Ψ(t) and associate to it a loop of symmetric matrices S(t) that satisfies
Ψ̇(t) = J0S(t) ·Ψ(t). (2.13)
Such a loop S(t) will be called non-degenerate if det(I − Ψ(1)) 6= 0. For non-degenerate S(t), we
denote by O+(S) and O−(S) the spaces of all operators of the form
DΨ : W
1,p(C,R2n)→ Lp(C,R2n), p > 2 (2.14)
DΨ(X) = ∂sX + J0∂tX + S ·X, (2.15)
where S ∈ C0(C, gl(2n)) satisfies
S(es+2πit) = S(t) for s 0, if DΨ ∈ O+(S), (2.16)
S(e−s−2πit) = S(t) for s 0, if DΨ ∈ O−(S). (2.17)
Similarly, for loops of non-degenerate symmetric matrices S−(t) and S+(t) corresponding to paths
Ψ−(t) and Ψ+(t) in Sp(2n), we define O(S−, S+) to be the space of all operators
D : W 1,p(R× S1,R2n)→ Lp(R× S1,R2n), p > 2 (2.18)
D(X) : = ∂sX + J0∂tX + S ·X, (2.19)
with S ∈ C0(R× S1, gl(2n)) satisfying S(s, t) = S−(t) for s 0 and S(s, t) = S+(t) for s 0.
It can be shown that O+(S), O−(S) and O(S−, S+) consist of Fredholm operators. One can define
line bundles Det(O±(S)), Det(O(S−, S+)) over O±(S) and O(S−, S+) by declaring the fiber over D in
O±(S) or O(S−, S+) to be the determinant line bundle det(D) of the Fredholm operator D. If we fix
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the asymptotic data S(t) and S±(t), the spaces O±(S) and O(S−, S+) are contractible. This implies
that line bundles Det(O±(S)) and Det(O(S−, S+)) are trivial for fixed loops of symmetric matrices
S(t) and S±(t).
For non-degenerate asymptotic data S+(t), S−(t) and S(t), we consider Fredholm operators K
in O(S−, S) resp. O+(S) and L in O(S, S+) resp. O−(S). There is a gluing operation defined for
Fredholm operatorsK and L, which is denoted asK#ρL in O(S−, S+) resp. O±(S±). Let Z = R×S1.
One first forms the glued Riemann surfaces C#ρZ, Z#ρZ, and Z#ρC under the identifications given
by
[ρ, 2ρ]× S1 ⊂ [ρ,∞)× S1 → {z | eρ ≤ |z| ≤ e2ρ} ⊂ {z | |z| ≤ e2ρ} : (s, t) 7→ es+2πit; (2.20)
[−ρ, ρ]× S1 ⊂ (−∞, ρ]× S1 → [−ρ, ρ]× S1 ⊂ [−ρ,∞)× S1 : (s, t) 7→ (s, t);
[ρ, 2ρ]× S1 ⊂ (−∞, 2ρ]× S1 → {z | eρ ≤ |z| ≤ e2ρ} ⊂ {z | |z| ≤ e2ρ} : (s, t) 7→ e3ρ−s−2πit.
For ρ 0, the restrictions of the inhomogeneous terms of K and L to the glued regions coincide with
the value of S, we then obtain the glued operators K#ρL defined on C#ρZ, Z#ρZ and Z#ρC in
each case. With respect to the gluing operation, it is shown in [FH1993, Proposition 9] that there is
a canonical isomorphism
det(K#ρL) ∼= det(K)⊗ det(L) (2.21)
up to multiplication by a positive real number.
We now define the Floer differential on CF ∗(M,Ht) over Z. Let ψtH be the Hamiltonian flow
generated by the Hamiltonian vector field XHt . Each 1-periodic orbit yields a map x : S1 → M
such that ψtH(x(0)) = x(t). For any Jt ∈ J, the complex vector bundle (x∗TM, Jt) over S1 can be





Given x0 and x1 in P(Ht), we denote by S0(t) and S1(t) the loops of symmetric matrices which generate
Ψx0(t) and Ψx1(t), respectively. The construction in (2.15) yields operators DΨx0 and DΨx1 in O−(S0)
and O−(S1) respectively. We introduce the notation oxi := |det(DΨxi )| for i = 0, 1, which denotes the
Z-graded abelian group generated by the two orientations of det(DΨxi ) and modulo the relation that
the sum vanishes. Similarly for u ∈ M̃(x0, x1) we define ou := |det(Du)|, where Du ∈ O(S0, S1) is
the linearization of the Floer equation at u with respect to a trivialization of u∗(TM)→ R× S1 that
agree with the trivializations of x∗i (TM) → S1 as s → ±∞. For different choices of trivializations,
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Lemma 13 in [FH1993] and Proposition 1.4.10 in [Abo2015] show that the corresponding determinant
line bundles det(DΨxi ) and det(Du) are isomorphic. This implies that oxi and ou are well-defined for
i = 0, 1. By the gluing property (2.21), we have a canonical isomorphism
ou ⊗ ox1 ∼= ox0 . (2.23)
Together with the fact that ou ∼= |R∂s| ⊗ |M(x0, x1)|, we obtain an isomorphism
ox1
∼= |R∂s| ⊗ |M(x0, x1)| ⊗ ox0 , (2.24)
where R∂s is the 1-dimensional subspace of ker(Du) spanned by translation in positive s-direction.
For |x1| = |x0| + 1, we have that TM(x0, x1) is canonically trivial as M(x0, x1) is a 0-dimensional
manifold. By comparing the fixed orientations on both sides of (2.24), we obtain an isomorphism
du : ox1 → ox0 . (2.25)







2.1.3 Symplectic cohomology as a direct limit
Given admissible pairs (Ht, J+t ) and (Kt, J
−
t ) with Ht  Kt, one can choose a monotone homotopy
(Hs, Js) between (Ht, J+t ) and (Kt, J
−
t ). Precisely, this means that the family of Hamiltonians satisfy
Hs(r, y) = hs(R) and
∂h′s
∂s
≤ 0 for R 1, (2.27)
and the family of ω-compatible almost complex structures Js belongs to J for each s ∈ R. It is shown
in [Sei2008a, Section 3c] that there is a well-defined continuation map
κ : HF ∗(M,Ht)→ HF ∗(M,Kt) (2.28)
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associated to such a monotone homotopy. Furthermore, the continuation map κ is independent of the




which is the direct limit of all Floer cohomology groups of admissible Hamiltonians Ht with respect
to the continuation map (2.28).
2.1.4 The BV operator on SH∗(M)
Given an admissible Hamiltonian Ht ∈ H(M) of slope τ as in (2.6), we define a family of admissible
Hamiltonians Hθs,t : M → R parametrized by R× S1 by
Hθs,t = Ht if s 0, Hθs,t = Ht+θ if s 0, (2.30)
Hθs,t(r, y) = τR+ C for R 1. (2.31)
We also choose a family of almost complex structures Jθs,t ∈ J that agree with Jt if s 0 and Jt+θ if




s,t(∂tu−XHθs,t) = 0 (2.32)
lim
s→−∞
u(s, t+ θ) = x0(t+ θ), lim
s→+∞
u(s, t) = x1(t). (2.33)
The pair (θ, u) is said to be regular if for generic choices of Floer dataHθs,t and Jθs,t, the map TθS1 →
coker(Du) is surjective. For such generic Floer data, the dimension of M∆(x0, x1) is |x0| − |x1| + 1.
Given (θ, u) ∈M∆(x0, x1), there is a short exact sequence
0→ TuM∆(x0, x1)→ TθS1 ⊕ ker(Du)→ coker(Du)→ 0, (2.34)
which induces an isomorphism of determinant lines
det(TuM∆(x0, x1)) ∼= det(Du)⊗ det(TθS1), (2.35)
19
By the gluing described in (2.21), an orientation of det(Du) is determined by the isomorphism
|det(Du)| ⊗ ox1 ∼= ox0 . (2.36)
If one fixes the orientation of TθS1, then (2.35) yields an isomorphism
∆u : ox1 → ox0 . (2.37)







It is shown in [Abo2015, Section 2.2] that this in fact defines an operation ∆ on symplectic cohomology
SH∗(M) viewed as a direct limit lim−→HF
∗(M,Ht).
2.2 Algebraic S1-action and Cyclic homologies
The BV operator defined in the section does not provide a strict S1-action, that is, the conditions
d2 = ∆2 = d∆ + ∆d = 0 are not satisfied. Although the identifies d2 = d∆ + ∆d = 0 always hold,
the operation ∆2 is only chain homotopic to the zero map at the chain level. This leads us to the
following algebraic formalism of S1-complexes and cyclic homology theories of such an S1-complex
based on [Jon1987, Section 2] and [BO, Section 2.4] while using a cohomological convention.
Definition 2.2.1. Let (C∗, δ0) be a cochain complex over a ring K such that Ci is a free K-module
for all i. An S1-structure on (C∗, δ0) is given by a sequence of maps δ := (δ0, δ1, δ2, · · · ) with
δi : C
∗ → C∗+1−2i such that the relation
∑
i+j=k
δiδj = 0 (2.39)
is satisfied for every k ≥ 0. Such pair (C∗, δ) is called an (algebraic) S1-complex.
Remark 2.2.2. A mixed complex (C∗, b, B) is a cochain complex C∗ equipped with maps
b : C∗ → C∗+1, (2.40)
B : C∗ → C∗−1 (2.41)
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that satisfy the relations
b2 = 0, B2 = 0 and Bb = −bB. (2.42)
Cyclic homology of a mixed complex is studied in [Kas1987]. It is clear from above definitions that a
mixed complex is an S1-complex with
δ0 = b, δ1 = B and δi = 0 for all i ≥ 2. (2.43)
One should view an S1-complex as an ∞-mixed complex, which means that an S1-complex (C∗, δ)
satisfies (2.42) up to higher order homotopies.
There are also notions of chain maps and chain homotopies defined for S1-complexes.
Definition 2.2.3. Let (C∗, δ) and (D∗, ∂) be S1-complexes. An S1-equivariant chain map is a
sequence of maps κ := (κ0, κ1, · · · ) with κi : C∗ → D∗−2i such that the relation
∑
i+j=k
κiδj − ∂jκi = 0 (2.44)
is satisfied for every k ≥ 0. Similarly, given two S1-equivariant maps κ, κ′, an S1-equivariant chain
homotopy is a sequence of maps h := (h0, h1, · · · ) with hi : C∗ → D∗−2i−1 such that the relation
κk − κ′k =
∑
i+j=k
hiδj + ∂jhi (2.45)
is satisfied for all k ≥ 0.
To an S1-complex (C∗, δ), one can associate three cyclic homology theories.
Let u be a formal variable of degree 2. We define the following chain complexes
C− := C∗[[u]]; (2.46)
C∧ := u−1(C−) ∼= C∗((u)); (2.47)
C+ := C∧/uC−, (2.48)
where C∗[[u]] is the completed tensor product C∗⊗̂KK[u]. This means that arbitrary formal power




= δ0 + uδ1 + u
2δ2 + · · · , (2.49)
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and the relation (2.39) ensures that (δS
1
)2 = 0. We also denote the differentials induced in the
localization C∧ and the quotient C− by δS
1
. Then the cyclic homology of the S1-complex (C∗, δ),
denoted as HC∗(C∗), is defined to be H∗(C+, δS
1
). The periodic cyclic homology HĈ∗(C∗) of C∗ is
given by H∗(C∧, δS
1
), and the negative cyclic homology HC−∗ (C∗) of C∗ is defined to be H∗(C−, δS
1
).
All three cyclic homology theories satisfy the following invariance property.
Proposition 2.2.4. Let κ = (κ0, κ1, . . .) be a chain map between S1-complexes (C∗, δ) and (D∗, ∂).
If κ0 : (C∗, δ0)→ (D∗, ∂0) is a quasi-isomorphism, then κ induces isomorphisms
HC∗(C
∗) ∼= HC∗(D∗), (2.50)
HĈ∗(C
∗) ∼= HĈ∗(D∗), (2.51)
HC−∗ (C
∗) ∼= HC−∗ (D∗). (2.52)
The proof of this Proposition is similar to [Jon1987, Lemma 2.1] in the case of mixed complexes.
Proof. The isomorphism HC∗(C∗) ∼= HC∗(D∗) follows from applying the Comparison Theorem in
[Wei1994, 5.2.12] to the E1-pages of the spectral sequences associated to the bounded below u-adic
filtrations on C+ and D+. Then it suffices to show that HC−∗ (C∗) ∼= HC−∗ (D∗), as HĈ∗(C∗) ∼=
HĈ∗(D
∗) follows from the fact that HĈ∗(C∗) ∼= u−1HC−∗ (C∗). For fixed m,n ∈ Z with m ≥ n, we
consider the quotient complex
C〈m,n〉 := unC−/umC−. (2.53)
There is a finite filtration on C〈m,n〉 given by




i | ai ∈ C∗, p ≥ n}. (2.54)
The filtration F pD〈m,n〉 on D〈m,n〉 is defined similarly. The E1-pages of the associated spectral
sequences are given by
Ep,q1 = Hq−p(C
∗, δ0) and E
′p,q
1 = Hq−p(D
∗, ∂0) if n ≤ p ≤ m− 1, (2.55)
and Ep,q1 = E
′p,q





p, q. By Comparison Theorem we obtain an isomorphism





) for any m,n ∈ Z with m ≥ n. (2.56)
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By construction we have that
unC− = lim←−C〈m,n〉, (2.57)
where the inverse limit is taken as m → ∞. Again, the same statement holds for D−. By the lim 1























) // lim←−Hq(D〈m,n〉, ∂
S1) // 0
This implies that H∗(unC−, δS
1
) ∼= H∗(unD−, ∂S
1
) for all n ∈ Z. In particular, when n = 0 we have
that H∗(C−, δS
1
) ∼= H∗(D−, ∂S
1
), that is HC−∗ (C∗) ∼= HC−∗ (D∗).
If C∗ is acyclic, then the proof of Proposition 2.2.4 implies the following immediate consequence.
Corollary 2.2.5. If H∗(C∗, δ0) = 0, then HC∗(C∗) = HĈ∗(C∗) = HC−∗ (C∗) = 0.
2.3 The S1-Structure on the Symplectic Cochain Complex
In this section, we show that there is an S1-complex structure on the Floer cochain complex of any ad-
missible Hamiltonian Hτt . In order to prove this, we recall the definition of the equivariant differential
first appeared in the work of Seidel [Sei2008a] and Bourgeois-Oancea [BO]. The following exposition
of δS
1
is based on their work in [BO, Sections 2.2, 2.3] again using a cohomological convention. We
consider a sequence of Morse-Smale pairs (fN , gN ) on CPN where fN is the standard Morse function
fN ([z0 : · · · : zN ]) =
C
∑N
j=0(j + 1)|zj |2∑N
j=0 |zj |2
for some C > 0, (2.58)
and gN is the metric induced by the round metric on S2N+1. We denote the S1-invariant lift of fN
to S2N+1 by f̃N . Each critical point of fN on CPN gives rise to a critical S1-orbit of f̃ on S2N+1.
Given an admissible Hamiltonian Ht ∈ H(M) of slope τ on M , one can extend it to an S1-invariant
Hamiltonian HN on S1×M ×S2N+1 for each N . Fix a transverse local slice Uz0 at z0 for each critical
orbit S1 · z0 of f̃N . For z in Vz0 := S1 ·Uz0 , there is a unique element θz ∈ S1 such that θ−1z · z belongs
to Uz0 . On S1 ×M × Vz0 , we let H ′N (t, x, z) = Ht−θz (x). One can then smoothly extend H ′N to a
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Hamiltonian HN : S1 ×M × S2N+1 → R with constant slope at infinity by
HN (t, x, z) = β(z)H
′
N (t− θz, x) + (1− β(z))ρ(x)Ht(x), (2.59)
where β(z) is a S1-invariant cut-off function which is 1 near critical orbit S1 · z0 and 0 outside Vz0
for all z0 ∈ Crit(−fN ), and ρ(x) is a cut-off function which is 1 on [R0,∞) × ∂M for R0  0 and 0
in the region where Ht depends on time. The advantage of such HN is that for large enough C in
(2.58) the critical points of AHN+f̃N : LM ×S2N+1 → R are of the form tNj=1S1 · (P(Ht)×{Zj}) with
Zj ∈ Crit(fN ) of index 2j. Let CF ∗(M,Ht) be the Floer cochain complex of Ht. We have that the
cochain complex associated to AHN+f̃N has a particularly simple form
CF ∗(HN , fN , JN , gN ) ∼= CF ∗(M,Ht)⊗Z Z[u]/(uN+1) (2.60)
under the map S1 · (γ, Zj) 7→ uj · γ for γ ∈ P(Ht) and Zj ∈ Crit(fN ). The index of x = (γ, Z) in
Crit(AHN+f̃N ) is defined by
|x| = |γ| − IndM (Z), (2.61)
where IndM (Z) is the standard Morse index of the critical point Z with respect to fN .
We consider the set of S1-invariant ω-compatible almost complex structures on M parametrized
by S2N+1 which is denoted by
JN = {Jzt , t ∈ S1, z ∈ S2N+1 | Jθ·zt+θ = Jzt , Jz ∈ J, for all z ∈ S2N+1}. (2.62)
For each N we choose JN ∈ JN such that JzN is independent of z along the local slice Uz0 , and an
S1-invariant metric gN on S2N+1 such that ∇f̃N is tangent to Uz0 for each z0 ∈ Crit(fN ). The Floer
data (HN , JN , fN , gN ) chosen for M × S2N+1 and the Floer data (HN+1, JN+1, fN+1, gN+1) chosen
for M × S2N+3 need to satisfy the periodicity conditions in [BO, Section 2.3]. Let HzN := HN (·, ·, z)
be the Hamiltonian defined on M . For x0 = (γ0, Z0) and x1 = (γ1, Zi) in P(Ht) × Crit(fN ) with
IndM (Z0) = 0 and IndM (Zi) = 2i, we denote by M̃i(γ0, γ1) := M̃i(x0, x1, HN , fN , JN , gN ) the moduli




N (u)(∂tu−XHz(s)N (u)) = 0,






(u(s, ·), z(s)) ∈ S1 · x0, lim
s→∞
(u(s, ·), z(s)) ∈ S1 · x1, (2.64)
where S1 · xj is the S1-orbit of xj for j = 0, 1. There is a free R × S1-action on M̃i(γ0, γ1)
given by reparametrizations in the domain R × S1. We denote the quotient space by Mi(γ0, γ1) =
M̃i(γ0, γ1)/R×S1. For a generic choice of data (HN , JN , fN , gN ), it is shown in [BO, Section 2.1] that
the dimension of the moduli space Mi(γ0, γ1) is |γ0|− |γ1|−1+2i. In particular, if |γ0| = |γ1|+1−2i,
then the moduli space Mi(γ0, γ1) is zero dimensional. For each element u of Mi(γ0, γ1) one obtains
an isomorphism
δi,u : oγ1 → oγ0 (2.65)
by relatively orienting the parametrized moduli space Mi(γ0, γ1) as in the case of the BV operator.












iδi(γ) then defines a differential on CF ∗(M,Ht) ⊗Z Z[u]/(uN+1Z[u]).
The periodicity conditions for (HN , fN , JN , gN ) now imply that the differentials δS
1
N defined on
CF ∗(M,Ht)⊗ZZ[u]/(uN+1Z[u]) coincide asN →∞. Thus it gives rise to a well-defined S1-equivariant
differential on
CF ∗(M,Ht)[[u]] ∼= lim←−
N




= δ0 + uδ1 + u
2δ2 + · · · . (2.68)
It is shown in [BO, Section 2.2] that (δS
1
)2 = 0, which implies that δ = (δ0, δ1, δ2, · · · ) gives rise
to an S1-structure on CF ∗(M,Ht). The operations δ0 and δ1 agree with the usual differential d and
the BV operator ∆ defined on symplectic cohomology SH∗(M), respectively.
Given admissible pairs (Ht, J+t ) and (Kt, J
−
t ) with Ht  Kt, there is a map of S1-complexes be-
tween CF ∗(M,Ht) and CF ∗(M,Kt). We choose a monotone homotopy (Hs,t, Js,t) between (Ht, J+t )
and (Kt, J−t ). Using the same extension formula as in (2.59), we obtain a family of Hamiltonians
HN,s,t : R× S1 ×M × S2N+1 → R (2.69)
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such that HzN,s,t := HN,s,t(·, z) belongs to H(M) for all z ∈ S2N+1. One can also choose JN,s,t ∈ JN
for all s ∈ R such that JzN,s,t is independent of z and agrees with the chosen homotopy of almost
complex structures Js,t ∈ J along each local slice Uz0 . Given x− = (γ−, Z0) and x+ = (γ+, Zj) with
IndM (Z0) = 0 and IndM (Zj) = 2j, we denote by M̃κj (γ−, γ+) := M̃κj (γ−, γ+, HN,s, JN,s, fN , gN ) the










(u(s, ·), z(s)) ∈ S1 · x−, lim
s→∞
(u(s, ·), z(s)) ∈ S1 · x+. (2.71)
We set Mκj (γ−, γ+) := M̃κj (γ−, γ+)/S1. For generic choice of data (HN,s, JN,s), the dimension of
Mκj (γ−, γ+) is given by |γ−| − |γ+|+ 2j. For each u ∈Mκj (γ−, γ+) with |γ−| = |γ+| − 2j, there is an
isomorphism
κj,u : oγ+ → oγ− . (2.72)







By the definitions of δi and κj , one can verify that
∑
i+j=k
(κjδi − δiκj) = 0 for all k ≥ 0. (2.74)
Thus we obtain a chain map for admissible Hamiltonians Ht  Kt given by
κ : CF ∗(M,Ht)[[u]]→ CF ∗(M,Kt)[[u]], (2.75)
κ = κ0 + uκ1 + u
2κ2 + · · · . (2.76)




3.1 Periodic Symplectic Cohomology
The fact that the equivariant differential δS
1
= δ0 + uδ1 + u
2δ2 + · · · gives rise to a well-defined
differential on CF ∗(M,Ht) implies that the Floer cochain complex CF ∗(M,Ht) of any admissible
Hamiltonian Ht form an S1-complex with structure maps δ = (δ0, δ1, δ2, · · · ). Appealing to section
2.2, we define the periodic symplectic cohomology as follows.
For an admissible Hamiltonian Ht of slope τ /∈ S, the periodic symplectic cochain complex of Ht
is defined to be
PSC∗(M,Ht) := CF
∗(M,Ht)((u)). (3.1)
We denote by PSH∗(M,Ht) the homology of the cochain complex (PSC∗(M,Ht), δS
1
).
For any Ht  Kt, there is a chain map κ : PSC∗(M,Ht) → PSC∗(M,Kt) induced by (2.75) in
the localization. The induced map in the homology
κ∗ : PSH
∗(M,Ht)→ PSH∗(M,Kt) (3.2)
is well-defined and independent of the choice of the monotone homotopy between Ht and Kt. Then
the periodic symplectic cohomology is defined to be
PSH∗(M) := lim−→PSH
∗(M,Ht), (3.3)
where the direct limit is taken over the pre-ordered set of all admissible Hamiltonians Ht ∈ H(M)
with respect to (3.2). By definition, periodic symplectic cohomology PSH∗(M) is an invariant of the
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Liouville manifold M up to Liouville isomorphism. We denote PSH∗(M)⊗Z Q by PSH∗(M,Q). It
will be shown that PSH∗(M,Q) ∼= H∗(M)⊗Z Q((u)) in Section 3.2.4.
3.2 The Localization Theorem
3.2.1 A convenient class of admissible Hamiltonians
In this section, we restrict ourselves to a special class of admissible Hamiltonians which are autonomous
away from neighborhoods of its 1-periodic orbits. Explicitly, for τ /∈ S we consider an autonomous
Hamiltonian (shown in Figure 3.1) of the form
Ĥτ (x) =

f(x), if x ∈ Int(M)
(R−1)2
2 , if x = (r, y) ⊂ [1, τ + 1]× ∂M ;
τ(R− 1)− τ22 , if x = (r, y) ⊂ [τ + 1,∞)× ∂M,
(3.4)
where f(x) is a negative C2-small Morse function in the interior of M . To obtain a C∞ Hamiltonian,
we define the value of Ĥτ on the collar neighborhood [1− ε0, 1]× ∂M to be ρ(R)f(x), where ρ(R) is
a smooth cut-off function which equal to 1 at {1− ε0} × ∂M and zero at {1} × ∂M for ε0 sufficiently
small. One notices that Ĥτ is only C0 at R = τ + 1, so we need to modify the value of Ĥτ on





R− 1, if R ∈ [1, τ + 1];
g(R), if R ∈ [τ + 1, τ + 1 + ε0];
τ, if R ∈ [τ + 1 + ε0,∞),
(3.5)
where the values of g(R) agree with R − 1 and τ to all orders at R = τ + 1 and R = τ + 1 + ε0,
respectively. On [τ + 1, τ + 1 + ε0], the function g(R) satisfies
∫ τ+1+ε0
τ+1
g(R) = τ. (3.6)
We denote the resulting C∞ Hamiltonian by Hτ .
Since the Hamiltonian Hτ is autonomous on [1,∞) × ∂M , there is a non-trivial S1-action on its
1-periodic orbits by S1 × P(Hτ ) → P(Hτ ), (s, γ(t)) 7→ γ(t + s). We can break the S1-symmetry
by choosing small perturbations of the Hamiltonian Hτ in an isolated neighborhood N(γ) of each
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orbit γ. For fixed 1-periodic orbit γ of Hτ that corresponds to a Reeb orbit of multiplicity k, one
considers a Morse function h0 : S1 → [−1/2,−1] that has one minimum value −1 at 0 ∈ S1 and
one maximum value −1/2 at c0 for some small enough c0 ∈ S1. We define hγ : N(γ) → [0,−1] by
hγ(t, γ(s)) = h0(ks− kt) on γ(S1) and smoothly extend it to N(γ) such that hγ |∂N(γ) ≡ 0. Then the
time-dependent perturbation of Hτ is defined by




hγ(t) with hγ(t) = hγ ◦ φ−tHτ , (3.7)
for some small enough ε > 0. One observes that the perturbed Hamiltonian Hτε (t) has two 1-periodic
orbits in N(γ) for each γ ∈ P(Hτ ). They are given by




Proposition 2.2 in [CFHW1996] then implies that in fact γ̂(t) and qγ(t) are the only 1-periodic orbits
of Hτε (t) in N(γ) with indices satisfying
|γ̂| = |qγ|+ 1. (3.9)
In the subsequent discussions, the notation CF ∗(M,Hτε ) denotes the Floer cochain complex defined
by the time-dependent perturbation Hτε (t) of the autonomous Hamiltonian Hτ .
3.2.2 Relations with Reeb dynamics on ∂M
Given a Liouville domain (M, θ), we recall that (∂M, ξ = ker(θ|∂M )) is a contact manifold. Let ψtRα
be the flow of the Reeb vector field. Reeb orbits of period l are smooth maps x : R/lZ → ∂M such
that ψtRα(x(0)) = x(t). Such an orbit is simple if the map x is injective. We further assume that all
Liouville domains in consideration satisfy:







This is a generic condition which can be achieved by perturbing the contact form in the neighborhood
of each Reeb orbit as in Theorem 13 of [ABW2010].
Definition 3.2.1. Let x be a simple Reeb orbit. Then x is called hyperbolic if dψlRα : ξx(0) → ξx(0)
has no eigenvalues in the unit circle, otherwise it is called non-hyperbolic. If dψlRα has odd number
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of eigenvalues belongs to (−1, 0), then x is called a negative hyperbolic Reeb orbit.
Definition 3.2.2. Let x be a simple orbit that is negative hyperbolic. Its 2k-fold covers x2k are
called bad orbits. An orbit is called good if it is not a bad orbit.
Remark 3.2.3. There is another characterization of bad orbits appearing in [EGH2000] on symplectic
field theory, that is, a Reeb orbit x2k is called bad if it is a 2k-fold covers of some simple orbit x such
that µCZ(x2k)− µCZ(x) is odd.
For any autonomous Hamiltonian Hτ |[1,∞)×∂M = hτ (R) as in (3.4), we have
XHτ = h
τ ′(R) · Rα = (R− 1)Rα on [1,∞)× ∂M. (3.11)
This implies that Reeb orbits on ∂M of period l with l < τ correspond to non-constant 1-periodic
orbits of Hτ under the map x(t) 7→ γ(t) = (l + 1, x(lt)) belonging to {l + 1} × ∂M . It should be
observed that for 1-periodic orbit γ(t) = (l + 1, x(lt)) in [1,∞)× ∂M , the action of γ(t) has a simple
form
AHτ (γ(t)) = −
∫




In particular, the action of γ(t) = (l+ 1, x(lt)) is given by the y-intercept of the tangent line to hτ at





in the following discussion.
For the perturbed Hamiltonian Hτε , the actions of 1-periodic orbits γ̂ and qγ of period l are given
by
AHτε (γ̂) = AHτ (γ̂) + εh0(0) = al − ε, (3.14)
AHτε (qγ) = AHτ (qγ) + εh0(c0) = al − ε/2. (3.15)
This implies that for sufficiently small choices of ε > 0, the values of AHτε (γ̂) and AHτε (qγ) differ from





γ(t) = (l + 1, x(lt))
1 τ + 1l + 1
Figure 3.1: Action of 1-periodic orbits of an autonomous function.
3.2.3 The action filtration on the S1-complex CF ∗(M,Hτ )
In this section, we prove that the structure maps δi of the S1-complex CF ∗(M,Ht) preserves the
natural action filtration. This will be crucial in the proof of Theorem 1.1.1. Let S be the action
spectrum of the Reeb orbits associated to the contact form α defined in (2.5). One can list all the
elements of S in an increasing order 0 = l0 < l1 < l2 < · · · , where l1 corresponds to the minimum
period of a Reeb orbit. We choose τj /∈ S such that τj = lj+lj+12 . There is a natural action filtration
on CF ∗(M,Hτε ) defined by





The following lemma implies that for specific perturbations of Hτ defined using (3.7), the action
filtration is preserved by the S1-structure.
Lemma 3.2.4. For a fixed τ /∈ S, there is an ετ depending on τ such that
δiF
jCF ∗(M,Hτετ ) ⊂ F jCF ∗(M,Hτετ ) for all i, j.
Proof. Given a regular solution u ∈ M̃i(γ0, γ1) to (2.63) for any i ≥ 0 with oγ1 belonging to











N (u)dsdt ≥ 0, (3.17)
where zi is a flow line between θZ0 · Z0 and θZi · Zi on S2N+1 for some θZ0 , θZi ∈ S1 and N ≥ i. The
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s0 s0 + δ0 s1 s1 + δ1 sj sj + δj sj+1 sj+1 + δj+1 · · · s2k s2k + δ2k s2k+1 s2k+1 + δ2k+1· · ·
β(zi(s))
Hτε (t− θZ0, u) Hτε (t− θZi, u)
−∞ +∞
Figure 3.2: The value of β(zi(s)) and the support of ∂sβ(zi(s))Hτε (t− θzi(s), u).





N (t, u) = β(zi(s))H
τ
ε (t− θzi(s), u), (3.18)
where we have used the fact that ρ(u) = 0 in (2.59) as u(s, t) lie in the region [1, τ + 1) × ∂M by
the maximal principle. For the specific choice of metric gN on S2N+1 in (2.63), one notices that the
family of Hamiltonians Hzi(s)N (t, u) is equal to the constant family H
τ
ε (t − θZ0 , u) for s  0 and the




N (u)dsdt can be reduced to∫
[−R0,R0]×S1 ∂sH
zi(s)









τ (u))dsdt = 0. (3.19)



















ε (t− θzi(s), u)dsdt(3.21)
Let Ij be the interval [s2j−1, s2j + δ2j ] with δj > 0 and sj be the real number such that for
any s ∈ [sj , sj + δj ], we have that ∂sβ(zi(s)) 6= 0 and zi(s) lie in the closure of some S1-invariant
neighborhood V Z of some critical orbit S1 · Z. One notices that the values of
Hτε (t− θzi(s), u)−Hτ (u) and ∂sHτε (t− θzi(s), u) = ∂tHτε (t, u)(−∂sθzi(s)) (3.22)
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are only nonzero if there exists (γ, Z) in P(Hτε ) × Crit(fN ) such that (u(s0, t), zi(s0)) belongs to a
neighborhood of the critical orbit S1 · (γ, Z) for all s0 in Ij = [s2j−1, s2j + δ2j ]. As the number of
generators of the Floer cochain group CF ∗(M,Hτε ), denoted as Mτ , is finite, there exists at most Mτ














Hτε (t− θzi(s), u)−Hτ (u)
)
dsdt ≤ εMτC1, (3.24)
where C1 := supθ∈S1 |hγ(t− θ)− hγ(t)| and we have used the fact that k ≤Mτ . The second term in


















∂s|θzi(s)|ds ≤ εMτC2, (3.27)
where C2 := supt∈S1,x∈N(γ) ∂thγ(t, x). Combining the estimates in (3.24) and (3.27), one obtains that
AHτε (γ0) ≥ AHτε (γ1)− εMτC, (3.28)
where C = C1 +C2 is a constant that only depends on the fixed function hγ(t) defined in (3.7). Since
the constants Mτ and C are finite, one can choose sufficiently small ετ depending only on τ such
that δiF jCF ∗(M,Hτετ ) ⊂ F jCF ∗(M,Hτετ ) for all i, j by the discreteness of the action spectrum of
P(Hτε ).
We have shown that for fixed τ /∈ S, there is a well-defined action filtration (3.16) on CF ∗(M,Hτετ ).
For τ+ < τ−, we have ε+ > ε−. As hγ(t) ≤ 0 for all γ in (3.7), the two different perturbations Hτ+ε+
and Hτ+ε− satisfy H
τ+
ε+ ≤ Hτ+ε− . The continuation map κi : CF ∗(M,Hτ+ε+ ) → CF ∗−2i(M,Hτ−ε− ) can be
made to be a map of filtered S1-complexes by considering the composition
CF ∗(M,Hτ+ε+ )
η−→ CF ∗(M,Hτ+ε− )
κ′−→ CF ∗(M,Hτ−ε− ), (3.29)
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ε− and κ′ = (κ′0, κ′1, . . .) is the map of S1-complexes for the monotone homotopy Hs,t
between Hτ−ε− and H
τ+
ε− which satisfies that ∂∂sHs,t ≤ 0. The composition κ = (κ0, κ1, . . .) of maps of
S1-complexes with κi : CF ∗(M,H
τ+




κ′n ◦ ηm for all i ≥ 0. (3.30)
Lemma 3.2.5. Let κi : CF ∗(M,H
τ+
ε+ )→ CF ∗−2i(M,Hτ−ε− ) be defined as in (3.30). We have that
κiF
jCF ∗(M,Hτ+ε+ ) ⊂ F jCF ∗(M,Hτ−ε− ) for all i, j.
Proof. Let M̃κi (γ−, γ+) be the moduli space of solutions to (2.70) with Floer data (HN,s,t, JN,s,t),
where (HN,s,t, JN,s,t) is the extension of the monotone homotopy (Hs,t, Js,t) defined explicitly by
HzN,s,t(u) = β(z)Hs,t−θz (u), (3.31)
where again ρ(u) = 0 in (2.59) as solution u to the parametrized continuation equation (2.70) satisfies
the maximal principle shown in [Sei2008a]. For any generator oγ+ in F jCF ∗(M,H
τ+


















dsdt ≥ 0. (3.32)













(γ−) ≥ aτj − ε−Mτ−C. (3.34)
Since ε−Mτ−C was taken sufficiently small as in Lemma 3.2.4, by discreteness of the action spectrum,
we conclude that κ′iF jCF ∗(M,H
τ+
ε− ) ⊂ F jCF ∗(M,Hτ−ε− ) for all i, j. The same argument applies to








ε+ ) ⊂ F jCF ∗(M,Hτ+ε− ) for all i and j. Combining these results, we conclude that
κiF
jCF ∗(M,Hτ+ε+ ) ⊂ F jCF ∗(M,Hτ−ε− ) for all i, j (3.35)
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as desired.
For τi /∈ S and τi → ∞ as i → ∞, we choose a cofinal system of Hamiltonians Hτiεi := Hτiετi with





where the direct limit is taken with respect to the continuation maps
(κi,i+1)∗ : PSH
∗(M,Hτiεi )→ PSH∗(M,Hτi+1εi+1 ) for all i ≥ 0. (3.37)
The following Lemma then implies that one can instead use the cofinal system of Hamiltonians
{Hτiεi }i≥0 to compute PSH∗(M).




which induces an isomorphism.






PSH∗(M,Ht) induces a map of the
quotients i : lim−→PSH
∗(M,Hτiεi )→ PSH∗(M). i is surjective because for any admissible Hamiltonian
Ht there is a τi large enough such that Ht  Hτiεi , and we obtain a map via continuation
PSH∗(M,Ht)→ PSH∗(M,Hτiεi ). (3.38)
Similarly, i is an inclusion since for any admissible Hamiltonians Ht and Kt with Ht  Kt, there is an
autonomous Hamiltonian Hτjεj such that Ht  Kt  Hτjεj for some τj large enough. The appropriate








This implies that the natural map i : lim−→PSH
∗(M,Hτiεi )→ PSH∗(M) is an isomorphism.
We will use this formulation of PSH∗(M) in the next section.
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3.2.4 The proof of the localization Theorem
We prove Theorem 1.1.1 in this section, which can be seen as the localization theorem for PSH∗(M).
Theorem 3.2.7. Given a Liouville manifold (M, θ), the natural inclusion ι : M ↪→ LM induces a
map ι∗ : H∗(M)((u))→ PSH∗(M), which is an isomorphism with Q-coefficients.
In particular, Theorem 3.2.7 holds for the large class of Weinstein manifolds, which includes affine
varieties.
To prove Theorem 3.2.7, we first deal with autonomous Hamiltonian Hτ with perturbations Hτε
as in (3.7). For each γ ∈ P(Hτ ) there is an isolated neighborhood N(γ), which only contains two
1-periodic orbits γ̂, qγ of Hτε defined as in (3.8). One needs to compute the local Floer contributions
to the equivariant differential δS
1
between oγ̂ and oqγ , that is d0 := δS
1 |Z〈oγ̂ ,oqγ〉⊗ZZ((u)). Following the
original approach of Floer and Hofer in [FH1993], we choose a coherent orientation in the proof of
Proposition 3.2.8 below. This means that the trivializations of oγ̂ , oqγ are fixed for all γ ∈ P(Hτ ) and
they are compatible with the gluing operation in the sense of [FH1993, Definition 11]. We denote the
preferred generators of oγ̂ and oqγ by γ̂ and qγ, respectively. The advantage of this approach is that
the equivariant differential δS
1
can be expressed explicitly as follows.
Proposition 3.2.8. Let γ be a 1-periodic orbit of Hτ and d0 := δS
1 |Z〈oγ̂ ,oqγ〉⊗ZZ((u)). If γ corresponds
to a k-fold Reeb orbit, then we have
d0(qγ) = 0, d0(γ̂) = ±kuqγ
if the Reeb orbit is good, and
d0(qγ) = ±2γ̂, d0(γ̂) = 0
if the Reeb orbit is bad.
It is shown in [CFHW1996, Proposition 2.2] that there are only two solutions to the Floer equation
that are asymptotic to 1-periodic orbits γ̂ and qγ of Hτε at ±∞. We will prove that there are exactly
k solutions to the BV equation following [CFHW1996, Proposition 2.2] with Hτε = Hτ + εhγ replaced
by a family of Hamiltonians Hτ,θε = Hτ + εhθγ parametrized by S1.
Lemma 3.2.9. For each 1-periodic orbit γ ∈ P(Hτ ) that corresponds to a k-fold Reeb orbit, the zero
dimensional manifold M∆(qγ, γ̂) consists of k points.
Proof. γ(S1) is an isotropic submanifold inM . The isotropic Weinstein neighborhood Theorem implies
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that there is a diffeomorphism
ξ : N(γ)→ S1 × R2n−1 such that ξ∗(ω0) = ω and ξ(γ̂) = (kt, 0), ξ(qγ) = (kt+ c0, 0). (3.39)
Consider the Hamiltonian K : S1 × R2n−1 → R such that K(q1, p1, · · · ) = −kp1, the associated
Hamiltonian flow is given by ψtK(q1, y) = (q1 − kt, y). The Hamiltonian that generates ψtK ◦ ψtHτε is




K (x)) +K(x). After composing with the flow ψ
t
K , we have that
ψtK ◦ ξ(γ̂(t)) = (0, 0), ψtK ◦ ξ(qγ(t)) = (c0, 0). (3.40)
Now let H̃(t, x) = Hτ (t, ψ−tK (x)) + K(x) be the unperturbed Hamiltonian. We lift loops in S
1 ×
R2n−1 to the universal cover R2n and consider the operator
F : W 1,2(S1,R2n)→ L2(S1,R2n), F (x) = −J0(ẋ(t)−XH̃(x(t)). (3.41)
The kernel of F consists of constant solutions of the form xa(t) = (ka, 0) ∈ R×R2n−1. The linearized
operator DFxa : W 1,2(S1,R2n) → L2(S1,R2n) has the same kernel as F . We denote the kernel of F
given by {xa(t) = (ka, 0) | a ∈ R} by N , and its L2-orthogonal complement by N⊥.
Now let fθ : W 1,2(S1,R2n)→ L2(S1,R2n) be defined by
fθ(x)(t) =

∇hγ(x(t)), if s 0,
∇hγ(x(t− θ)), if s 0.
(3.42)
Each solution to the BV-equation yields u : R→W 1,2(S1,R2n) that satisfies
u′(s)− F (u(s)) + εfθ(u(s)) = 0 (3.43)
lim
s→−∞
u(s) = (c0 + kθ, 0), lim
s→+∞
u(s) = (0, 0). (3.44)
One can write u(s) = xa(s) + y(s) with xa(s) ∈ N and y(s) ∈ N⊥. The last estimate in the proof of
Proposition 2.2 in [CFHW1996] then applies with f := ∇h replaced by fθ, and we obtain
||x′a(s)− εfθ(xa(s))||2L2(R×S1) + (C2 − ε)||y(s)||2W 1,2(R×S1) ≤ 0 (3.45)
for some constant C and ε < C2. This implies that for fixed θ, all solutions u(s) = xa(s) + y(s) to the
37
BV-equation satisfy y(s) ≡ 0 and
x′a(s)− εfθ(xa(s)) = 0, (3.46)
lim
s→−∞
xa(s) = ε0 + kθ, lim
s→+∞
xa(s) = 0. (3.47)
We denote the solution to (3.46) when θi = i/k by xai(s) = (kai(s), 0) for i = 0, . . . , k− 1. Thus there
are exactly k solutions to the BV-equation which are given by
vi : R× S1 → S1 × R2n−1, i = 0, . . . , k − 1 (3.48)
vi(s, t) = ψ
−t
K (xai(s)) = (kai(s) + kt, 0). (3.49)
as claimed.
Next, for ui ∈M(γ̂, qγ), i = 1, 2 we compute dui defined in (2.25). Since we have chosen trivializa-
tions of oγ̂ and oqγ , the isomorphism dui is given by multiplication by ±1. It is worthwhile noticing
that the computation result for the Floer differential d in Lemma 3.2.10 below coincides with that of
Bourgeois and Oancea [BO] in the Morse-Bott homology setting.
The trivialization of the bundle γ∗TM → S1 in (3.39) can be chosen so that the linearized Hamil-
tonian flow Ψ(t) of the unperturbed Hamiltonian Hτ is a block diagonal matrix. We denote by








If the linearized return map Ψ(1) has eigenvalues θi, θ̄i ∈ S1, λ+i , 1/λ+i ∈ R+ and λ−i , 1/λ−i ∈ R−,
then Ψ(t) is of the block matrix form

















 , Ei(t) = Rθi(t), H+i (t) = Pai(t) (3.52)
for some C > 0, θi ∈ (0, 2π) and ai = ln(λ+i ), (3.53)










(1) . . . Rπ(1)︸ ︷︷ ︸
product of 2k matrices
with bi = ln(−λ−i ).
(3.54)
The resulting path, also denoted as H−i (t), is piece-wise smooth and continuous when t = j/2k for all
j = 1, 2 . . . , 2k − 1.
Proposition 2.2 in [CFHW1996] shows that the two Floer trajectories between γ̂ and qγ are
ui : R× S1 → S1 × R2n−1 (3.55)
ui(s, t) = (kαi(s) + kt, 0), (3.56)
where α1 and α2 are Morse flow lines of h0 : S1 → R (see Figure 3.3) such that
lim
s→−∞
αi(s) = 0, lim
s→∞
αi(s) = c0 for i = 1, 2. (3.57)
We denote by Ψiε(s, t), Ψi(s, t) and Φiε(s, t) the linearizations of the flows of the Hamiltonian vector
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fields XHτε , XHτ and Xεhγ on the image of ui(s, t) respectively. Simple computations show that
Ψi(s, t) = Ψ(t+ αi(s)) and Φiε(s, t) = e
εh′′0 (αi(s))tJ0B , (3.58)
where B = Diag(1, 0, · · · , 0). It is proved in Proposition 2.2 [CFHW1996] that for ε sufficiently small
Ψiε(s, t) and Ψi(s, t) · Φiε(s, t) are homotopic with end points via
L(r, s, t) = Ψirε(s, t)Φ
i
(1−r)ε(s, t) with (r, s, t) ∈ [0, 1]× R× [0, 1] for i = 0, 1. (3.59)
For Ψiε(s, t) in Sp(2n), one considers symmetric matrices Si(s, t) defined by
∂
∂s
Ψiε(s, t) = J0S
i(s, t)Ψiε(s, t). (3.60)
Lemma 7.2 in [RS1995] implies that the path of unbounded self-adjoint operators
s 7→ Ai(s) := J0
∂
∂t
+ Si(s, ·) on L2(S1,R2n) (3.61)
has the same crossings as the symplectic path s 7→ Ψiε(s, 1) and the crossing forms are isomorphic. A
crossing, s0 ∈ [0, 1] such that det(Ψiε(s0, 1) − I) = 0, is called a regular crossing if the crossing form
q(Ψiε(s, 1)) : ker(Ψ
i
ε(s0, 1)− I)→ R given by
q(Ψiε(s, 1))v = ω0(v,
∂
∂s
Ψiε(s, 1) · v) = 〈v, Si(s)v〉 (3.62)
is non-degenerate at s = s0, where Si(s) = Si(s, 1) is a path of symmetric matrices.
One can obtain the parallel transport map dui : oγ̂ → oqγ by computing the signs of the crossing
form at each crossing of Ψiε(s, 1), or equivalently Ψi(s, 1) · Φiε(s, 1). A detailed computation of the
signs of the crossing form is given in the following Lemma.
Lemma 3.2.10. For ui ∈ M(γ̂, qγ), i = 1, 2, we have du1 = −ε(γ)du2 , where ε(γ) is equal 1 if γ is
good and −1 if γ is bad.
Proof of Lemma 3.2.10. The matrix Ψi(s, 1) ·Φiε(s, 1) = Ψ(αi(s))eεh
′′
0 (αi(s))J0B is again of block diag-
onal form
Diag(Ã(αi(s)), E1(αi(s)), . . . , En1(αi(s)), H
+
















1 + Cαi(s)εh′′(αi(s)) Cαi(s)
εh′′(αi(s)) 1
 . (3.63)
After reparametrizing Ψi(s, 1) · Φiε(s, 1) as in Remark 3.2.11 below, one obtains loops of symmetric


















where SA(αi(s))) = −J0 ·
d
ds
Ã(αi(s)) · Ã(αi(s))−1 (3.64)
and the value of S−i (α2(s)) when α2(s) ∈ ( jk ,
2j+1





which is negative definite since α′2(s) < 0 for all s ∈ R. As Ψi(s, 1) · Φiε(s, 1) is in block diagonal
form, and generically one can choose the Morse function hγ : N(γ) → R such that all crossings of
Ψi(s, 1) · Φiε(s, 1) occur in different time. Thus it suffices to analyze the crossings for each block.
Given the flow line αi(s) of the Morse function h0, there exists si0 ∈ R such that h′′0(αi(si0)) = 0 so
that det(Ã(αi(si0))− I) = 0. This crossing is transverse and ker(Ψi(si0, 1) · Φiε(si0, 1)− I) = Span{e1}
with e1 = (1, 0, . . . , 0). By (3.64). One computes the (1, 1)-entry of SA(αi(s)) and observes that
q(Ψi(si0, 1) · Φiε(si0, 1))e1 = −εh′′′0 (αi(s)). (3.66)
Since sign(h′′′0 (α1(s10))) = −sign(h′′′0 (α2(s20))), we have that
sign(q(Ψ1(s10, 1) · Φ1ε(s10, 1))) = −sign(q(Ψ2(s20, 1) · Φ2ε(s20, 1))) (3.67)









Figure 3.3: Flow lines α1, α2 and the BV solutions from qγ(t+ ik ) and γ̂(t).
Φiε(s, 1), each block matrix H
−





(1) . . . Rπ(1)︸ ︷︷ ︸
product of 2j+1 matrices, j ≥ 1
)
= Tr





 = 2. (3.68)
For each 1 ≤ j ≤ k − 1, there is only one sj ∈ R such that (3.68) is satisfied, that is to say that
α2(sj) is the only crossing in ( jk ,
j+1
k ) for each j. The kernel of H
−
i (α2(sj)) − I is 1-dimensional.
Negative definiteness of S−i (α2(s)) in (3.65) now implies that sign(q(Ψ
2(sj , 1) · Φ2ε(sj , 1)) < 0 for all
j = 1, . . . , k − 1. Since there are n3 block matrices whose eigenvalues are negative in the linearized
return map Ψ(1), the total contributions of all the crossings provide us
du1 = (−1) · (−1)(k−1)n3du2 . (3.69)
One observes that (−1)(k−1)n3 = −1 if and only if both k − 1 and n3 are odd, which precisely corre-
sponds to the definition of bad Reeb orbits in (3.2.2). Therefore, we conclude that du1 = −ε(γ)du2 .
Remark 3.2.11. To obtain a loop of symmetric matrices in (3.64), one needs to reparametrize the path
of symplectic matrices as Ψi(χ(αi(s)), 1) · Φiε(χ(αi(s)), 1) where χ : [0, 1] → [0, 1] is a non-decreasing
such that χ′(0) = χ′(1) = 0. Also, the block matrix H−i (t) in Ψ(t) is only piece-wise smooth. In order
to obtain continuous loops S−i , we reparametrize H
−
i (t) to be H
−
i (χ(t)) with χ
′(t) = 0 when t = i2k ,
i = 1, . . . , 2k − 1. However the sign of the crossing form is independent of the parametrization, so we
have suppressed the reparametrization χ in the proof above.
It remains to compute ∆vi associated to each solution vi of the BV equation in the definition of
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∆. We recall that the solutions to the BV equation at θi = i/k for i = 0 . . . k − 1 are given by
vi : R× S1 → S1 × R2n−1 (3.70)
vi(s, t) = ψ
−t











vi(s, t) = γ̂(t). (3.72)
For fixed θi the linearization of the equation (2.32) at vi can be written as
Dvi : W
1,p(R× S1, S1 × R2n−1)→ Lp(R× S1, S1 × R2n−1) (3.73)
Dvi(X) = ∂s(X) + J0∂t(X) +
qS(t+ ai(s)) ·X (3.74)
lim
s→−∞





qS(t+ ai(s)) = Ŝ(t), i = 0, · · · , k − 1, (3.75)
where J0 qS and J0Ŝ in sp(2n) generates Ψqγ(t) and Ψγ̂(t) in Sp(2n) respectively. As defined in section
2.1.4, each vi ∈M∆(qγ, γ̂) induces a map ∆vi : oγ̂ → oqγ under
o
qγ ⊗ |TviM∆(qγ, γ̂)| ∼= det(Dvi)⊗ det(TθiS1)⊗ oγ̂ . (3.76)
If we fix the orientation of TθiS1 to be R〈 ∂∂θ 〉, then ker(Dvi) is spanned by
ε(vi)(fi(s), 0) with fi(s) :=
∂
∂s
ai(s) < 0, (3.77)
where ε(vi) is equal to ±1 if the isomorphism ∆vi : oγ̂ → oqγ is given by multiplication by ±1. The
value of ε(vi) is determined by comparing the chosen orientations of two sides of (3.76). The following
Lemma [BO2009, Lemma 4.27] is required to compute ε(vi).
Lemma 3.2.12. Given a loop of non-degenerate symmetric matrices S1(t), we define Sk(t) = S1(kt)
and assume that Sk(t) is also non-degenerate. Consider operators




with β : R → [0, 1] a smooth function such that lim
s→−∞
β(s) = 1, lim
s→+∞
β(s) = 0 and |β′(s)| < C for
some small enough constant C, there are actions on O := O−(Sk) or O(Sk, S) defined by
ΨTρ (D) := T#ρD, ρ 0. (3.79)
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The induced action of ΨTρ on Det(O) is orientation reversing if and only if k is even and the differences
of Conley–Zehnder indices µCZ(ΨSk)− µCZ(ΨS1) is odd.
Let T be the operator defined in (3.78). The i-th iterations of T is defined to be
T i = T#ρ · · ·#ρT︸ ︷︷ ︸
i
. (3.80)
Taking Sk(t) = qS(t) in Lemma 3.2.12, we have




where βiρ(s) : R→ [0, 1] is another smooth function depending on ρ and i such that
lim
s→−∞
βiρ(s) = 1, lim
s→+∞
βiρ(s) = 0 and |∂sβiρ(s)| < C. (3.82)
Lemma 3.2.13. For each γ ∈ P(Hτ ) which corresponds to a k-fold Reeb orbit, we have ∆vi =
(ε(γ))i−1∆v1 where ε(γ) is equal 1 if γ is good, and −1 if γ is bad.
Proof. For each (θi, vi) ∈M∆(γ̂, qγ), the stabilization of Dvi
Dvi : TθiS
1 ⊕W 1,p(R× S1, S1 × R2n−1)→ Lp(R× S1, S1 × R2n−1), (3.83)
Dvi(v,X) = v +Dvi(X) (3.84)
is a surjective operator. For ρ  0, the glued operator Di := T i−1#ρDv1 is also surjective with a
uniformly bounded inverse Qi. It is shown in [BM2004, Corollary 6] or [FH1993, Proposition 9] that
restriction of the projection
(I−Qi ◦Di)|ker(Dv1 ) : ker(Dv1)→ ker(T
i−1#ρDv1) (3.85)
is an isomorphism. Lemma 3.2.12 now implies that this isomorphism is explicitly given by
ε(v1)(f1(s), 0) 7→ ε(v1)(ε(γ))i−1(f#i (s), 0), (3.86)
where f#i (s) is the extension by zero of f1(s) in ker(Dv1) as the operator T
i−1 has trivial kernel. Since
the norm ||f#i − f1||W 1,p → 0 as ρ approaches ∞, we have f#i (s) < 0 as well. Then it suffices to show
that for each i there is a continuous path of surjective operators connecting Dvi and T i−1#ρDv1 in
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O( qS(t+ ik ), Ŝ(t)). We consider the path of stabilized operators
Dri : R⊕W 1,p(R× S1, S1 × R2n−1)→ Lp(R× S1, S1 × R2n−1), r ∈ [0, 1] (3.87)
Dri (v,X) = v + ∂s(X) + J0∂t(X) +
qS(t+ hri (s))(X), (3.88)











hri (s) = 0 for i = 0, . . . k − 1 and r ∈ [0, 1]. (3.89)
Let ker(Dri ) be spanned by (f
i(r, s), 0) with f i(0, s) = ε(vi) ·fi(s) and f i(1, s) = (ε(γ))i−1ε(v1) ·f#i (s).
By linearity of Dri , the sign of f
i(r, s) is constant sign for all r ∈ [0, 1] and for each i, that is
sign(ε(vi)fi(s)) = sign(ε(v1)(ε(γ))
i−1f#i (s)). (3.90)
Together with the fact that fi(s) < 0 and f
#
i (s) < 0, we conclude that ε(vi) = (ε(γ))
i−1ε(v1) or
∆vi = (ε(γ))
i−1∆v1 for i = 0, · · · , k − 1 as claimed.
Combining Lemma 3.2.10 and Lemma 3.2.13, one can deduce the result of Proposition 3.2.8.
Proof of Proposition 3.2.8. Given the result of Lemma 3.2.10, we compute
d(qγ) = du1 · γ̂ + du2 · γ̂ =

0, if γ corresponds to a good Reeb orbit;
±2γ̂, if γ corresponds to a bad Reeb orbit.
(3.91)
As k is even when γ corresponds to a bad Reeb orbit, by Lemma 3.2.13 the BV-operator is given by




∆vi · qγ =

±kqγ, if γ corresponds to a good Reeb orbit;
0, if γ corresponds to a bad Reeb orbit.
(3.93)
Since d0 := δS
1 |Z〈oγ̂ ,oqγ〉⊗ZZ((u)), we have that δi = 0 for i ≥ 2 by degree reasons, that is d0 = d+ u∆.
We conclude immediately that δS
1
(qγ) = 0 and δS
1
(γ̂) = ±kuqγ if γ corresponds to a good Reeb orbit,
otherwise δS
1
(qγ) = ±2γ̂ and δS1(γ̂) = 0.
Having computed the equivariant differential δS
1
between γ̂ and qγ, we now present the proof of
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Theorem 3.2.7.
Proof of Theorem 3.2.7. Given 0 = l0 < l1 < l2 < · · · with li ∈ S for i ≥ 1, we set τi = li+li+12 and
define PSH∗(M) ∼= lim−→PSH
∗(M,Hτiεi ) as in (3.36). By Lemma 3.2.4, for fixed τi there is a filtration
induced by (3.16) on PSC∗(M,Hτiεi ) given by
F pPSC∗(M,Hτiεi ) := F











and the associated graded complexes are defined by











The E0 page of the spectral sequence associated to this filtration is given by
Ep,q0 = G
pPSCp+q(M,Hτiεi ). (3.96)
Since we have assumed that all 1-periodic orbits γ have distinct action AHτiεi (γ) by condition (3.10),
the associated graded complexes are given by GpPSC∗(M,Hτiεi ) ∼= Z〈oγ̂ , oqγ〉 ⊗Z Z((u)). It suffices to








Proposition 3.2.8 implies that for all p 6= 0 and |γ̂| = |qγ|+ 1 = q, we have
· · · ±k−−→ Ep,q−10 ∼= Z〈qγ〉
0−→ Ep,q0 ∼= Z〈γ̂〉
±k−−→ Ep,q+10 ∼= Z〈uqγ〉
0−→ · · · , (3.98)
if γ corresponds to a good Reeb orbit on ∂M , or
· · · 0−→ Ep,q−10 ∼= Z〈qγ〉
±2−−→ Ep,q0 ∼= Z〈γ̂〉
0−→ Ep,q+10 ∼= Z〈uqγ〉
±2−−→ · · · , (3.99)
if γ corresponds to a bad Reeb orbit. When p = 0, as all 1-periodic orbits γ with AHτiεi (γ) = 0
are critical points of the Morse function Hτiεi |Int(M), there is no regular solutions to (2.63) for i ≥ 1.
So δi = 0 on E
0,q
0 for i ≥ 1 and all q. This implies that d0 : E0,q0 → E0,q+10 agrees with the Floer
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differential δ0 = d. Also, it is shown in [SZ1992, Theorem 7.3] that for C2-small Morse function
Hτiεi |Int(M) the differential δ0 agrees with the Morse differential dM . Together with (3.98) and (3.99),
one obtains that the E1-page of the spectral sequence associated to the corresponding filtration on
PSC∗(M,Hτiεi )⊗Z Q is given by
Ep.q1 = 0, p ≥ 1, (3.100)
E0.q1 = H
q(M)⊗Z Q((u)). (3.101)
We conclude that this spectral sequence degenerates at E1 page and converges to H∗(M) ⊗Z Q((u))
for each τi. Now for τi < τj , there is a natural inclusion of filtered cochain complexes by Lemma 3.2.5
ιi,j : PSC
∗(M,Hτiεi )⊗Z Q ↪→ PSC∗(M,Hτjεj )⊗Z Q, (3.102)
which induces identity maps between (Ep,q0 )
τi and (Ep,q0 )
τj if p ≤ i and zero maps otherwise. As
τi →∞,
{(Ep,qr )τi , (dr)τi}i≥0 (3.103)





converges to H∗(M)⊗ZQ((u)) for all τj , it follows that the direct limit is still H∗(M)⊗ZQ((u)). This
finishes proof.
3.3 Completed Periodic Symplectic Cohomology
3.3.1 The definition using admissible Hamiltonians
We define the completed periodic symplectic cohomology of a Liouville manifold P̂SH∗(M) in this
section. Given τi → ∞ with τi /∈ S, we choose a cofinal system of admissible Hamiltonians H =
{Hτit }i≥0 of slope τi. One considers a formal variable q of degree −1 satisfying q2 = 0 and set
CF ∗(M,Hτit )[q] := CF
∗(M,Hτit )⊕ qCF ∗(M,Hτit ) for all i. (3.104)
Elements of CF ∗(M,Hτit )[q] are of the form a+ bq for a ∈ CF ∗(M,Hτit ) and b ∈ CF ∗(M,Hτit ). The
telescope construction of {CF ∗(M,Hτit )}i≥1 introduced in [AS2010] is given by the following diagram
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where κ0 is the continuation map associated to the monotone homotopy between Hτit and H
τi+1
t .




CF ∗(M,Hτit )[q] (3.105)
with the total differential
δ̂0(a+ qb) = (−1)deg(a)d(a) + (−1)deg(b)(qd(b) + κ0(b)− b) (3.106)
for a + qb ∈ ĈF ∗(M,H). Similarly given δj with j ≥ 1 in the definition of δS
1
, we can extend it to
an operation δ̂i on ĈF ∗(M,H) by setting
δ̂j(a+ qb) = (−1)deg(a)δj(a) + (−1)deg(b)(qδj(b) + κj(b)), (3.107)
where κj : CF ∗(M,Hτit )→ CF ∗−2j(M,Hτi+1t ) are defined previously in (2.73). Using the facts
∑
i+j=k
δiδj = 0 and
∑
i+j=k
κiδj − δjκi = 0 for all k ≥ 0, (3.108)
it can be shown that
∑
i+j=k δ̂iδ̂j = 0. Thus we obtain an S
1-complex (ĈF ∗(M,H), {δ̂j}j≥0). The
completed periodic symplectic cohomology of the Liouville manifold M is then defined to be the
homology of the cochain complex
P̂SC∗(M,H) := ĈF ∗(M,H)((u)) (3.109)
with differential δ̂S1 = δ̂0 + uδ̂1 + u2δ̂2 + · · · . We denote the resulting cohomology groups by
P̂SH∗(M,H). The notation P̂SH∗ suggests that P̂SC∗(M,H) is the completed tensor product
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ĈF ∗(M,H)((u)), which is u-adically complete. In fact, the completed periodic symplectic cohomol-
ogy is independent of the choice of Hamiltonians H = {Hτit }i≥0 in the construction.
Proposition 3.3.1. The completed periodic symplectic cohomology P̂SH∗(M,H) is independent of
the choice of the sequence of admissible Hamiltonians H = {Hτit }i≥0 used in the definition.
Proof. Given another choice of the cofinal system of admissible Hamiltonians K = {Kσjt }j≥0, we need
to construct a map f = (f0, f1, . . .) of S1-complexes between ĈF ∗(M,H) and ĈF ∗(M,K). Let HtK
be the union of the confinal systems of Hamiltonians. There is a preorder on H tK by slopes of the
Hamiltonians. We call Kσj+mt is the m-th successor of H
τi




t in H tK satisfy




t  . . .  K
σj+m





for some nonnegative integers ni and mj . We will define the map f of S1-complexes on each summand





p(ai) + . . .+ η
mj
p (ai), (3.111)
where ηmp : CF ∗(M,H
τi
t )→ CF ∗−2p(M,K
σj+m
t ) is the p-th order continuation map associated to the
monotone homotopy between Hτit and K
σj+m
t for m = 1, . . . ,mj . To determine the value of fp on the
element qbi of qCF ∗(M,Hτit ) with ni ≥ 1 and m < mj in (3.110), we consider the following diagram
for each successor Kσj+mt of H
τi
t in K
















































where hm := (hm0 , hm1 , . . .) is the S1-equivariant chain homotopy, provided by Lemma 3.3.2 below,




Depending on the ordering of Hτit and K
σj+m















p (bi) if ni = 0.
(3.112)
The fact that hm is a S1-equivariant chain homotopy between the maps ηm+1 ◦ κ and κ′ ◦ ηm of
S1-complexes qCF ∗(M,Hτit ) and CF ∗(M,K
σj+m+1
t ) for all m ≤ mj implies that
∑
k+l=j
(fk δ̂l + δ̂lfk)(qbi) = 0 for all i, j. (3.113)
The same relations hold for all ai ∈ CF ∗(M,Hτit ). So f = (f0, f1, . . .) defines a map of S1-complexes
ĈF ∗(M,H) and ĈF ∗(M,K).
There is a natural filtration on ĈF ∗(M,H) defined by
F kĈF ∗(M,H) =
k−1⊕
i=1
CF ∗(M,Hτit )[q]⊕ CF ∗(M,Hτkt ). (3.114)
The natural inclusion ι : CF ∗(M,Hτkt ) → F kĈF ∗(M,H) induces a quasi-isomorphism. For k ≤ l,
there is a commutative diagram
CF ∗(M,Hτkt )
  ι //
κ





  ι // F lĈF ∗(M,K)
up to an chain homotopy. This implies that H∗(ĈF ∗(M,H), δ̂0) ∼= lim−→HF
∗(M,Hτit )
∼= SH∗(M)




∼= SH∗(M). As the restriction (f0|F i)∗ of the
induced map (f0)∗ in homology to F iĈF ∗(M,H) satisfies that
(f0|F i)∗ : HF ∗(M,Hτit )→ HF ∗(M,K
σj+mj
t ) (3.115)
and (f0|F i)∗ is compatible with the direct system for all i ≥ 0, the S1-equivariant chain map f yields
a quasi-isomorphism (f0)∗ : ĈF ∗(M,H)→ ĈF ∗(M,K). We can then conclude that P̂SH∗(M,H) ∼=
P̂SH∗(M,K) by appealing to Proposition 2.2.4.
Lemma 3.3.2. Given admissible Hamiltonians Ht and Kt with Ht  Kt, and continuation maps
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κ = (κ0, κ1, . . .) and κ′ = (κ′0, κ′1, . . .) associated to two different monotone homotopies (Hs,t, Js,t) and
(H ′s,t, J
′
s,t), there exists an S1-equivariant chain homotopy h = (h0, h1, · · · ) with hi : CF ∗(M,Ht) →
CF ∗−2i−1(M,Kt) such that the relation
κn − κ′n =
∑
i+j=n
hiδj + δjhi (3.116)
is satisfied for all n ≥ 0.
Proof. Given two monotone homotopies (Hs,t, Js,t) and (H ′s,t, J ′s,t) between (Kt, J0) and (Ht, J1), we
consider a family of admissible pairs (Hrs,t, Jrs,t) in H(M)× J parametrized by [0, 1]× R such that
Hrs,t =

Hs,t if r ∈ [0, δ]
H ′s,t if r ∈ [1− δ, 1],
Jrs,t =

Js,t if r ∈ [0, δ]
J ′s,t if r ∈ [1− δ, 1],
(3.117)
for some δ > 0 sufficiently small. Using the extension procedure described in (2.69), one obtains the
Floer data (HrN,s,t, J
r
N,s,t) defined on M × S2N+1 for each N . Let
M̃hi (γ0, γ1) := M̃
h




N,s,t, fN , gN )
be the moduli space of triples (r, u, z) where r ∈ [0, 1] and u : R×S1 →M, z : R→ S2N+1 are solutions




N,s,t (u)(∂tu−XHr,z(s)N,s,t (u)) = 0,





(u(s, ·), z(s)) ∈ S1 · (γ0, Z0), lim
s→∞
(u(s, ·), z(s)) ∈ S1 · (γ1, Zi). (3.119)
There is a free S1-action on the moduli space M̃hi (γ0, γ1), we denote by Mhi (γ0, γ1) the quotient
M̃hi (γ0, γ1)/S
1. The linearization of the first equation in (3.118) yields a linear map
D : R⊕ Tz(S1 ·Wu(Zi))⊕W 1,p(R× S1, u∗(TM))→ Lp(R× S1, u∗(TM)) with p > 2, (3.120)
where Wu(Zi) is the unstable or descending manifold of the critical point Zi of index 2i on CP 2N .
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The Floer data (HrN,s,t, J
r
N,s,t) is regular if the linear map (3.120) is surjective. This is equivalent to
surjectivity of the linear map
Tr[0, 1]⊕ Tz(S1 ·Wu(Zi))→ coker(Du), (3.121)
where Du is the linearized operator associated to an element (r, u, z) in M̃hi (γ0, γ1). For regular Floer
data (HrN,s,t, J
r
N,s,t), the dimension of the moduli space M
h
i (γ0, γ1) is |γ0| − |γ1| + 2i + 1. Similar to
the case of BV operator, there is an short exact sequence
0→ TuM̃hi (x0, x1)→ Tr[0, 1]⊕ Tz(S1 ·Wu(Zi))⊕ ker(Du)→ coker(Du)→ 0, (3.122)
which induces an isomorphism of determinant lines
det(TuM
h
i (γ0, γ1))⊗ det(TθS1) ∼= det(Du)⊗ det(Tr[0, 1])⊗ det(TθS1)⊗ det(Tz ·Wu(Zi)). (3.123)
There is another isomorphism given by gluing theory described in Section 2.1.2
|det(TuMhi (γ0, γ1))| ⊗ oγ1 ∼= oγ0 . (3.124)
We fix the orientation of Tr[0, 1] to be R〈 ∂∂r 〉 and choose a coherent orientation for each unstable
manifold Wu(Zi) of a critical point Zi on CPN . For |γ0| = |γ1| − 2i− 1, the moduli space Mhi (γ0, γ1)
is zero-dimensional and TuMhi (γ0, γ1) is canonically trivial. By comparing (3.123) and (3.124), one
obtains an isomorphism
hi,u : oγ1 → oγ0 (3.125)








After taking N → ∞, this defines the operation hi for all i ≥ 0. By applying the maximal principle
to the solutions to the parametrized Floer equation (3.118) with admissible choice of (Hrs,t, Jrs,t), we
obtain a compactification Mhn(γ0, γ1) of Mhn(γ0, γ1) given by the usual Gromov compactness Theorem
for all n ≥ 0. To see the relation (3.116), one needs to exam the boundary of the 1-dimensional manifold
Mhn(γ0, γ1) with |γ0| = |γ1| − 2n for each n. Let N be an integer such that N ≥ n. Appealing to the
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usual gluing argument, we have that the boundary is explicitly given by
∂Mhn(γ0, γ1) = M
κ













where the equality is to be understood with appropriate orientations. Therefore, we can conclude that
h = (h0, h1, . . .) is an S1-equivariant chain homotopy that satisfies
κn − κ′n =
∑
i+j=n
hiδj + δjhi (3.128)
This completes the proof.
Given Proposition 3.3.1, we can promote our notation of the completed periodic symplectic coho-
mology to P̂SH∗(M). This implies that P̂SH∗(M) is an invariant of the Liouville manifold M up to
Liouville isomorphism.
Remark 3.3.3. Proposition 3.3.1 shows that the periodic symplectic cohomologies P̂SH∗(M) is inde-
pendent of the choice of admissible Hamiltonians, so in practice it is convenient to define P̂SH∗(M)
using autonomous Hamiltonians Hτi with specific perturbationsH = {Hτiεi } described in Section 3.2.1.




CF ∗(M,Hτiεi )[q], (3.129)
P̂SC∗(M) := ĈF ∗(M)((u)). (3.130)
We equip P̂SC∗(M) with the differential δ̂S1 = δ̂0 + uδ̂1 + u2δ̂2 + · · · . The map δ̂j is defined by
δ̂j(a+ qb) = (−1)deg(a)δj(a) + (−1)deg(b)(qδj(b) + κj(b)), (3.131)
where κj : CF ∗(M,Hτiεi )→ CF ∗−2j(M,H
τi+1
εi+1 ) is now taken to be the action-preserving map κj as in
(3.29). There is a filtered S1-structure on ĈF ∗(M), and consequently a filtration on P̂SH∗(M) by
action. It will be convenient to use this formulation to compute P̂SH∗(M) in the next section.
3.3.2 The definition using quadratic Hamiltonians
Let (M, θ) be a Liouville manifold defined as in (2.3). In this section, we provide another definition of
the completed periodic symplectic cohomology using a quadratic Hamiltonian on M . We first specify
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the class of admissible Floer data that we consider.
Definition 3.3.4. A Floer data consists of a Hamiltonian Ht and an almost complex structure Jt.
Such a pair (Ht, Jt) is called admissible, or in H(M)× J(M), if it satisfies the following conditions
(1) The Hamiltonian Ht is of the form H + Ft for some autonomous Hamiltonian H : M → R that
is zero inside M and of the form
H|M\M (r, y) = R2 on [1,∞)× ∂M, where R = er. (3.132)
The function Ft is a time-dependent perturbation of H such that Ft equals to some negative
C2-small Morse function in the interior of ∂M and
Ft is only supported in a neighborhood of degenerate orbits of H.
(2) The almost complex structure Jt ∈ J(M) is of contact type, namely,
dR ◦ Jt = −θ.
Given a Liouville manifold (M, θ) and a pair of admissible Floer data (Ht, Jt), the symplectic





where P(Ht) is space of time-1 Hamiltonian orbits of the Hamiltonian vector field XHt of Ht.
We reformulate the definitions of the morphisms δi : CF ∗(M) → CF ∗+1−2i(M) for S1-complex
structure on CF ∗(M) following [CG] in order to appeal to Theorem 5.2.1 later. The following definition
of the structure morphisms of an S1-complex is due to Ganatra in [Gan].
Definition 3.3.5. A k-pointed angle-decorated (half) cylinder consists of a (half) cylinder C ⊂ R×S1
along with a collection of points p1, · · · , pk ∈ C satisfying
(p1)s ≤ · · · ≤ (pk)s,
where (pi)s is the value of the s-coordinate in R for i = 1, · · · , k.
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Given a k-point angle-decorated cylinder (C, p1, · · · , pk), we denote the s-coordinates and t-
coordinates of pi by
hi = (pi)s ≥ 0 and θi = (pi)t, i = 1, · · · , k, (3.134)
and call them heights and angles of pi respectively. The first angle η := θ1 will be called the cumulative
rotation and the i-th incremental angle is the difference
κi := θi − θi+1. (3.135)
We denote by Mk the moduli space of k-pointed angle-decorated cylinders (C := R× S1, p1, · · · , pk)
modulo translations in s-direction. For each representative (C, p1, · · · , pk) of element in Mk, we have
trivialization of its positive and negative ends
ε+ : C+ := [0,∞)→ C, (s, t) 7→ (s+ hk + δ, t) (3.136)
ε− : C− := (−∞, 0]→ C, (s, t) 7→ (s− (h1 − δ), t) (3.137)
for some fixed constant δ > 0. One notices that there is a distinguished representative for any element
in Mk given by a k-pointed angle-decorated cylinder C̃ := (C, p1, · · · , pk) such that hk = −hk. We
call it the standard representative.
For fixed k ∈ N, the moduli spaces Mk can be equipped with a structure of smooth manifolds with
corners non-canonically via
Mk ∼= (S1)k × [0,∞)k−1 (3.138)
C̃ = (C, p1, · · · , pk) 7→ (κ1, · · · , κk, h1, · · · , hk). (3.139)






Mj1 × · · · ×Mjk . (3.140)
The codimension-1 boundary of Mk has boundaries covered by charts
Mk−j ×Mj → ∂Mk 0 < j < k. (3.141)
M
i,i+1




k denotes the compactification of the locus M
i,i+1
k := {(C, p1, · · · , pk) ∈ Mk | hi = hi+1}




(C, p1, · · · , pi, pi+1, · · · , pk) 7→ (C, p1, · · · , pi, pi+2, · · · , pk), (3.143)
whose fiber is homeomorphic to S1. Having prescribing the moduli space of domains, we define the
domain-dependent Floer data on k-point angle-decorated cylinders.
Definition 3.3.6. A (domain-dependent) Floer data for a k-pointed angle-decorated cylinder C̃ =
(C, p1, · · · , pk) consists of the following data
(1) Choices of the positive and negative cylindrical ends ε± : C± → C,
(2) A domain-dependent Hamiltonian HC̃ : C → H(M) such that (ε±)∗HC̃ = Ht, where Ht is some
fixed admissible Hamiltonian in H(M).
(3) A domain-dependent almost complex structure JC̃ : C → J(M) such that (ε±)∗JC̃ = Jt, where
Jt is some fixed admissible almost complex structure in J(M).
It is shown in [Gan] that there is a universal and consistent choice of Floer data defining the
S1-structure on the symplectic cochain complex CF ∗(M) in the following sense.
Definition 3.3.7. A universal and consistent choice of Floer data defining the S1-structure is an
inductive choice of Floer data such that for each representative C̃ = (C, p1, · · · , pk) of Mk satisfies
the following conditions:
(1) On the boundary stratum (3.141), the Floer datum is the product of Floer data chosen on lower-
dimensional strata up to conformal equivalences. The Floer data vary smoothly with respect to
the gluing charts for the product Floer data.
(2) On the boundary stratum (3.142), the Floer datum for C̃ is conformally equivalent to the one
pulled back from the lower-dimensional stratum Mk−1 under πi for each i.
Fixing such a universal and consistent choice of Floer data for the S1-structure, for each x0, x1 in
P(HC̃), we define Mk(x0, x1) to be the moduli space of pairs
(S = (C, p1, · · · , pk), u : C →M) (3.144)
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satisfying the parametrized Floer equation




(ε−)∗u(s, ·) = x1 and lim
s→∞
(ε+)∗u(s, ·) = x0. (3.146)
For generic choice of domain-dependent almost complex structure as in Definition 3.3.6, the solutions
u : C → M can be shown to be regular by standard transversality argument. Also, the maximal
principle of Floer trajectories of admissible Hamiltonian Ht guarantees that the standard Gromov
compactness applies. There is a natural projection map Mk(x0, x1)→Mk given by
(S = (C, p1, · · · , pk), u : C →M) 7→ S. (3.147)
When analyzing the codimension-1 stratum of the Gromov compactification Mk(x0, x1), one obtains
boundary strata which corresponds to breaking occurring over the boundary strata of Mk
Mk−j(x0, y)×Mj(y, x1)→ ∂Mk(x0, x1), 0 < j < k, (3.148)
M
i,i+1
k (x0, x1)→ ∂Mk(x0, x1), 1 ≤ i < k, (3.149)
and also breaking occurring over the interior points of Mk
Mk(x0, y)×M(y, x1)→ ∂Mk(x0, x1), (3.150)
M(x0, y)×Mk(y, x1)→ ∂Mk(y, x1). (3.151)
For generic choices of Floer data as in Definition 3.3.6, the moduli space Mk(x0, x1) is a smooth and
compact manifold of dimension |x0| − |x1| + 2k − 1. For each regular element u of Mi(x0, x1) one
obtains an isomorphism
δk,u : ox1 → ox0 (3.152)
by relatively orienting the parametrized moduli space Mk(x0, x1). This yields an operation δk on
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When k = 1, it is shown in [Gan] that δ1 is in fact the BV operator defined as in [Abo2015]. Due
to the consistency condition (2) in Definition 3.3.2 of Floer data, the Floer data chosen for elements
in Mi,i+1k is the pull back under πi. As the forgetful map πi : M
i,i+1
k → Mk−1 has one dimensional
fibers, the moduli space Mi,i+1k (x0, x1) is not rigid. Hence it does not contribute to the counts of rigid
elements in ∂Mk(x0, x1) for fixed k and |x1| − |x0|+ 2k− 1. This implies the following Lemma, which
is proved in [Gan, Lemma 4].
Lemma 3.3.8. The sequence of operations δ = (δ0, δ1, δ2 · · · ) defines an S1-complex structure on
CF ∗(M), that is, we have ∑
i+j=k
δi ◦ δj = 0, ∀k. (3.154)
Let u be a formal variable of degree 2 and equip the symplectic cochain complex CF ∗(M) of a Li-





equipped with the differential δS
1
= δ0+uδ1+· · · . The negative S1-equivariant symplectic cohomology
SH∗S1,−(M) is defined to be the homology of (CF
∗(M)[[u]], δS
1
). The S1-equivariant symplectic co-
homology SH∗S1,+(M), or just SH
∗




The completed periodic symplectic cohomology, denoted as P̂SH∗(M) or SH∗S1,∧(M), is the homol-
ogy of (CF ∗(M)((u)), δS
1
). This definition of the periodic symplectic cohomology is indeed equivalent
to that defined in Section 3.3.1 using a homotopy colimit. The proof is provided in Section 5.3.
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Chapter 4
Inclusions of the constant loops
4.1 The PSS homomorphism
Following [Abo2011], we first recall the PSS homomorphism
PSS : C∗(M)→ CF ∗(M), (4.1)
where C∗(M) denotes the singular cochains of the Liouville manifold (M, θ).
Definition 4.1.1. Let C = R× S1 be the infinite cylinder. The Floer data defining the PSS homo-
morphism PSS : C∗(M)→ CF ∗(M) contains the following data
(1) A choice of one-form α on the cylinder C such that dα ≤ 0, and we require that α = 0 if s 0
and (ε−)∗α = dt if s 0;
(2) A choice of HC = H + Ft in H(M) such that H satisfies (3.132) and Ft is a time-dependent
perturbation Ft : C → C∞(S1 ×M,R) supported in neighborhood of degenerate time-1 orbits
of H, and Ft is a negative C2-small Morse function near s = 0.
(3) A domain-dependent almost complex structure JC ∈ J(M) such that (ε−)∗JC = Jt for s  0
and JC is independent of s and t for s 0.
Let N be a manifold with boundary and j : N →M be a map. We denote by M(y,N) the moduli
space of solutions to the perturbed Cauchy-Riemann equation





u(s, t) ∈ j(N), and lim
s→−∞
u(s, t) = y. (4.3)
For generic choice of almost complex structure Jpss satisfying condition (3) in Definition 4.1.1, the
moduli space M(y,N) is a smooth manifold of dimension codim(N)−|y|. There is a maximal principle
proved in [AS2010, Lemma 7.2] for solutions to the Cauchy-Riemann equation perturbed by 1-form α
which is sub-closed, i.e. dα ≤ 0. This implies that the Gromov compactification M(y,N) of M(y,N)




M(y, y0)×M(y0, N). (4.4)
For each regular element u ∈M(y,N), there are natural isomorphisms
det(Du)⊗ λ(TN) ∼= oy (4.5)
det(Du) ∼= λ(M(y,N))⊗ 〈∂s〉, (4.6)
where λ denotes the top exterior power of a vector space. Combining these isomorphisms, one obtains
λ(M(y,N))⊗ 〈∂s〉 ∼= oy ⊗ λ(TN)−1. (4.7)
By comparing the orientations ofM(y,N) relative to λ(TN) and oy, one obtains a natural isomorphism
PSSNu : λ(TN)→ oy. (4.8)







By examining the co-dimension one boundary (4.4) of M(y,N) when codim(N)− |y| = 1, it is shown
in [Abo2011] that the PSS homomorphism PSS : C∗(M)→ CF ∗(M) is a chain map.
In fact, as the S1-action in the interior of M is trivial for a C2-small Morse function, we have that
the PSS homomorphism extends automatically to an S1-morphism as follows.
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Proposition 4.1.2. There is an S1-morphism
P̃SS := PSS : (C∗(M), dM ,∆ = 0)→ (CF ∗(M), δ0, δ1, · · · ), (4.10)
where dM is the Morse differential associated to the C2-small Morse function HC |M on M .
Proof. It is shown in Lemma 3.2.4 that the structure morphisms δi of (CF ∗(M), δS
1
) preserve the





only contains generators which are critical points of the C2-small Hamiltonian HC |M . To prove
Proposition 4.1.2, it suffices to show that CF ∗≥−ε(M) is an S
1-subcomplex equipped with the S1-
structure δS
1
= (δ0 = d
M , 0, 0 · · · ). Precisely, this means that operations δi vanish for i ≥ 1 on the
subcomplex CF ∗≥−ε(M). One observes that for time-independent C
2-small Morse function HC |M ,
the moduli spaces Mi(x0, x1) in defining δi split as a product Mi(x0, x1) = Mi ×M(x0, x1). This
means that the solutions to the parametrized Floer equation (3.145) consist of pairs (S, u : S → M),
where S is allowed to vary in the moduli space Mi and u : S → M is a usual solution to the Floer
equation (2.10). Let Du denote the linearized operator for a solution u : S → M with fixed domain
S. Since the index of the Fredholm operator Du is ker(Du) − coker(Du) = |x0| − |x1| + 2i − 1 and
ker(Du) = 2i and |x0| − |x1| = 1, we conclude that coker(Du) = 0. This ensures that u : S → M is a
regular solution. As dim(Mi) = 2i, the moduli space Mi(x0, x1) = Mi ×M(x0, x1) is never rigid and
the operations δi vanishes on CF ∗≥−ε(M) fir i ≥ 1. This implies that the PSS homomorphism lifts to
an S1-homomorphism
P̃SS : (C∗(M), dM ,∆ = 0) ∼= (CF ∗≥−ε(M), dM ,∆ = 0)→ (CF ∗(M), δ0, δ1, · · · ), (4.12)
which is equivalent to the statement that P̃SS : (C∗(M)[[u]], dM ) → (CF ∗(M)[[u]], δS1) is a chain
map.
Given Proposition 4.1.2, the S1-morphism P̃SS induces maps between various cyclic homologies




where † = ∅,−,∧. As the S1-action on M is trivial, or equivalently the chain complex (C∗(M), dM , 0)
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In the subsequent sections, we specialize to the case that † = ∧ and consider the PSS map in the
localization P̃SS : H∗(M)((u))→ P̂SH∗(M).
4.2 Liouville manifolds admitting higher dilations
In this section, we define the notion of Liouville manifolds admitting higher dilations as follows.
Definition 4.2.1. Let (M, θ) be a Liouville manifold. We say that M admits higher dilations if the
unit in H∗(M,Q) lies in the kernel of the homomorphism
P̃SS∗ : H
∗(M,Q)((u))→ P̂SH∗(M,Q). (4.17)
Remark 4.2.2. The main reason for only considering the induced map P̃SS∗ over Q-coefficients is
that Goodwillie’s excision Theorem in [Goo1985] only holds when the characteristic of the ground
field is zero. Moreover, over Q, the completed periodic symplectic cohomology P̂SH∗(M,Q) is a
module over the ring of formal Laurent series Q((u)) with rational coefficients. By definition of
the S1-morphism, the homomorphism P̃SS∗ : H∗(M,Q)((u)) → P̂SH∗(M,Q) is a Q((u))-module
homomorphism. Hence the requirement that the unit e in H∗(M) lies in the kernel of P̃SS∗ is
equivalent to the fact that the power e · uk in H∗(M)((u)) lie in the kernel of P̃SS∗ for all k ∈ Z.
To motivate the terminology, we first explain its relation with Liouville manifolds admitting dila-
tions defined in [SS2012].
Definition 4.2.3. A Liouville manifold (M, θ) admits a dilation if there is a class b ∈ SH1(M) such
that
∆b = e, (4.18)
where e is the unit for symplectic cohomology SH∗(M) and ∆ is the BV operation defined in Section
2.1.4.
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We have the following two lemmas relating the notion of admitting dilations with admitting higher
dilations.
Lemma 4.2.4. If the Liouville manifold (M, θ) admits a dilation, then the unit e in H∗(M) lies in
the kernel of P̃SS : H∗S1(M) ∼= H∗(M)[u−1]→ SH∗S1(M).
Proof. It is shown in [SS2012] that the above definition of admitting dilation is equivalent to the
existence of a dilation element, that is, there is a cocycle b ∈ CF ∗(M) such that
[∆b] = [e] in SH∗(M). (4.19)
Equivalently, at chain level one has ∆b− e = dβ for some β ∈ CF ∗(M). This implies that
δS
1
(−β + u−1b) = e. (4.20)
Hence, the unit e lies in the kernel of H∗S1(M)→ SH∗S1(M).
Lemma 4.2.5. A Liouville manifold admits a higher dilation if and only if all powers u−k · e in
H∗S1(M) for all k ∈ N lie in the kernel of P̃SS : H∗S1(M,Q) ∼= H∗(M)[u−1]→ SH∗S1(M,Q).
Remark 4.2.6. Because the converse statement to Lemma 4.2.4 does not hold in general, one cannot
conclude that the existence of a higher dilation will imply the existence of a dilation. One the other
hand, it is defined in [Vit1998] that a Liouville manifold satisfies the equivariant Weinstein conjecture
(EWC) if all powers u−k · e in H∗S1(M) for k ∈ N lie in the kernel of P̃SS : H∗S1(M) → SH∗S1(M).
Hence Lemma 4.2.5 proves the conditions of having higher dilations and satisfying the equivariant
Weinstein conjecture are equivalent. We prefer the former terminology by the reasons explained
previously.
Proof of Lemma 4.2.5. Suppose the unit e lies in the kernel of P̃SS : H∗(M,Q)((u))→ P̂SH∗(M,Q),
then there is a (possibly infinite) sequence of elements (b0, b1, · · · ) in CF ∗(M,Q) such that the following

















= u−k · e for all k ∈ N. (4.22)
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= u−k · e, (4.23)
which implies that the class [u−k · e] in H∗(M)[u−1] lies in the kernel of P̃SS∗ for all k ∈ N.
Conversely, we assume that u−k · e lies in the kernel of P̃SS∗ : H∗S1(M,Q)→ SH∗S1(M,Q). First,








= e for some n ∈ Z≤0. (4.24)
We multiply the element
∑0
i≥N bi−nu











The fact that u−1 · e vanishes in P̂SH∗(M,Q) then implies that there is an element, denoted as bn+1,
in CF ∗(M) such that
δS
1
(bn+1) = δ0(bn+1) = −
∑
i+j=n+1
δi(bj) in CF ∗(M)((u))/u[[u]]. (4.26)
One may proceed by multiplying the element
∑1
i≥n bi−nu











Similarly, one can find an element bn+2 so that
δS
1











i) = e. (4.29)
Therefore, the Liouville manifold admits a higher dilation.
In view of Lemma 4.2.4 and 4.2.5, a Liouville manifold is said to admit higher dilations if (4.17).
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Here are some examples of Liouville manifolds admitting higher dilations. We defer the proofs to
Section 5.2.
Example 4.2.7. If symplectic cohomology SH∗(M) vanishes, then M admits higher dilations. The
known class of examples whose symplectic cohomology vanish are sub-flexible Weinstein manifolds
defined in [MS], which generalized the known class of flexible Weinstein manifolds whose symplectic
cohomology vanish. This follows from Corollary 2.2.5, if SH∗(M) = 0 then P̂SH∗(M) = 0.
Example 4.2.8. If the Liouville manifold M is the cotangent bundle T ∗Q of some simply con-
nected closed manifold Q, then Q admits higher dilations. This proof of this fact is based on a
theorem of Goodwillie [Goo1985] which states that if π1(L) vanishes, then the unit lies in the kernel
of P̃SS : H∗(M,Q)((u)) → P̂SH∗(M,Q). More generally, if a closed manifold Q = Q1 × Q2 is a
product of simply connected manifold Q1 and any other closed manifold Q2, or if the manifold Q′
admits a map of non-zero degree from such a product manifold Q = Q1 × Q2, then its cotangent
bundle M = T ∗Q as a Liouville manifold admits higher dilations.
Example 4.2.9. Milnor fiber of Am-type singularity admits a higher dilation if m ≥ 1 and n ≥ 3.
Moreover, it is proved in Section 5.3 that if the fiber of a Lefschetz fibration π : M2n → C admits a
higher dilation then so does the total space for n ≥ 1.
4.3 The S1-morphism C̃L on the closed sector
4.3.1 Mixed complex structure on the normalized singular chains of LL
Given a topological group G = S1, the singular chain complex C∗(S1) admits a structure of a differ-
ential graded algebra. The product on C∗(S1) is defined by the composition
C∗(S
1)⊗ C∗(S1) EZ−−→ C∗(S1 × S1)
m#−−→ C∗(S1), (4.30)
where EZ is the Eilenberg-Zilber map andm# is the chain map induced by the multiplicationm : S1×
S1 → S1 of the topological group S1. Similarly, since there is an S1 action on the free loop space LL,
the singular chains C∗(LL) inherits a structure of differential graded module over C∗(S1) via
C∗(S
1)⊗ C∗(LL) EZ−−→ C∗(S1 × LL)
ρ#−−→ C∗(LL), (4.31)
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where ρ# is the chain map induced by the S1-action ρ : S1 × LL → LL. As the differential graded
algebra C∗(S1) is formal, that is quasi-isomorphic to its homology H∗(S1) through a zig-zag of quasi-
isomorphisms of differential graded algebras, it is shown in Appendix A of [CG] that there is a mixed





such that d2 = 0, d∆LL + ∆LLd = 0, (4.32)
where d is the boundary operator in the normalized singular chains and ∆LL is the chain-level BV
operator. The precise definition of this convenient mixed complex structure is provided in Appendix B
of this thesis. We make use of this quotient of the normalized singular chain complex with coefficients
in a local system ν, denoted as, C∗(LL, ν). The explicit description of this local system is given in
[Abo2015] as follows.
Definition 4.3.1. Given an orientable manifold L, we can choose an oriented vector bundle E over L
such that we have w2(E) = w2(L). Let η be a local system on LL whose fiber ηx at the loop x ∈ LL
is the rank 1 abelian group generated by the two possible trivializations of x∗(E) for x ∈ LL modulo
the relation that their sum vanishes. Then ν is defined to be its inverse local system η−1.
Remark 4.3.2. For general L which is not necessarily orientable, the local system ν is defined to be
the tensor product of three local systems. Explicitly, its fiber at a loop x ∈ LL is





where σx is the abelian group generated by the two possible trivializations of x∗(TQ ⊗ det(TQ)⊗3)
modulo the relation that their sum vanishes. Here |Q| denotes the space of orientations of Q at x(0),
and the symbol [n] means shifting the degree of the local system |Q| down by n and w(x) assigns 0 for
orientable loop x and −1 for non-orientable loop x. In particular, this local system is trivial in degree
−n whenever L is Spin. It is first pointed out by Kragh [Kra] that the presence of the local system ν
is necessary in comparing the symplectic cohomology SH∗(T ∗L,Z) and the free loop space homology
H∗(LL,Z) when L is not Spin. The local system in (4.33) is chosen so that for an embedded exact
Lagrangian L, one has an isomorphism
SH∗(T ∗L,Z) ∼= H∗(LL, ν). (4.34)
In the subsequent sections, we work with the orientable manifold L and consider the local system ν
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defined in Definition 4.3.1. However, all the arguments also hold for not necessarily orientable L with
the local system replace by the one defined in (4.33).
4.4 The Cieliebak-Latschev map
4.4.1 Construction of the S1-morphism C̃L
In this section, we will define the S1-equivariant Cieliebak-Latschev map for strongly exact Lagrangian
immersion ι : L → M . We recall that a Lagrangian immersion ι : L → (M, θ) is exact if there is a
function z : L → R such that ι∗θ = dz. We allow the self-intersections of the exact Lagrangian
immersions to be either transverse double points or clean intersections.
Definition 4.4.1. An exact Lagrangian immersion has clean self-intersections if
(1) The preimage of ι(L) consists of one or two points.
(2) The set R = {x ∈ ι(L) | ι−1(x) = 2} is a closed submanifold of M .
(3) For (p, q) ∈ {(p, q) ∈ L×L | ι(p) = ι(q) = x and p 6= q}, we have that ι∗(TpL)∩ ι∗(TqL) = TxR.
One notices that these conditions ensure that the preimage ι−1R is a closed submanifold in L.
Given such an exact Lagrangian immersion, we derive obstructions to exact Lagrangian immersions
for a special class defined as follows.
Definition 4.4.2. Let ι : L → (M, θ) be an exact Lagrangian immersion with ι∗θ = dz for some
function z : L → R. We say ι is a strongly exact Lagrangian immersion if either of the following
conditions is satisfied
(1) The self-intersections of ι(M) consist of only transverse double points p and we have z(p+) =
z(p−) for ι−1(p) = {p+, p−};
(2) The exact Lagrangian immersion ι(M) has clean intersections, then we require that z(p+) =
z(p−) for any (p+, p−) ∈ {(p, q) ∈ L× L | ι(p) = ι(q)}.
Remark 4.4.3. In fact, we can allow a general definition of clean intersections as considered by Alston-
Bao [AB2014] for which condition (1) in Definition 4.4.1 need not be satisfied. The more general
definition only requires that the fiber product L ×ι(L) L := {(p, q) | ι(p) = ι(q)} is a submanifold in
L× L such that
ι∗(T(p,q)L×ι(L) L) = ι∗TpL ∩ ι∗TqL, for all (p, q) ∈ L×ι(L) L. (4.35)
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In particular, this definition allows the immersion to be a d-to-1 cover L→ ι(L) instead of only 2-to-1
cover. Our results also hold for this general definition of clean intersections.
Remark 4.4.4. We have restricted ourselves to the case that the self-intersections are transverse double
points or clean intersections since the Gromov compactness for J-holomorphic curves with boundary
on immersed Lagrangians have been proved for these cases in [IS2002] and [BW2015,CEL2010]. We
expect our theorem to also hold for any real analytic exact Lagrangians. It suffices for one to prove the
corresponding Gromov compactness theorem for this class of Lagrangians, and Definition 4.4.2 will
extend to all real analytic exact Lagrangian by requiring z(p) = z(q) for any p, q ∈ L and ι(p) = ι(q).
Given a strongly exact immersion of L into a Liouville manifoldM , we construct an S1-equivariant




CLiui : (CF ∗(M)[[u]], δS1)→ (Cn−∗(LL, ν)[[u]], d+ u∆LL), (4.36)
where (Cn−∗(LL, ν), d,∆LL) is the mixed complex structure on the normalized singular chains of
LL defined in the previous section. When M is the cotangent bundle T ∗L, the zeroth order map
CL0 : CF ∗(M) → Cn−∗(LL, ν) and its higher order analogues CLi have been considered in the work
of Abouzaid [Abo2011] and Cohen and Ganatra [CG] respectively. We generalize their constructions
to the case when L is an strongly exact immersion into M .
Following [Abo2011], we first define the zeroth order Cieliebak-Latschev map CL0 : CF ∗(M) →
Cn−∗(LL, ν).
Definition 4.4.5. Let C+ = [0,∞)× S1 denote the positive half cylinder. The Floer data (HC+ , Jt)
defining the morphism CL0 consist of
(1) A domain-dependent autonomous Hamiltonian H : C+ → H(M) such that HC+ is independent
of s for s 0, and near a sufficient small neighborhood of ι(L) where s = 0 we require H = 0;
(2) A time-dependent perturbation Ft : C+ → C∞(M × S1,R) such that it only supports in neigh-
borhood of degenerate time-1 orbits of HC+ and Ft is a C2-small Morse function near s = 0;
(3) A time-dependent almost complex structure Jt ∈ J which is independent of s for s 0.
We set HC+ := H + Ft and denote by R1(y) the moduli space of solutions u : C+ → M to the
perturbed Cauchy-Riemann equation
(du−XHC+ ⊗ dt)





u(s, ·) = y, (4.38)
u(0, t) = ι(γ) for some γ ∈ LL and ι : L→M. (4.39)
For generic choice of Jt, the moduli space R1(y) is a smooth manifold of dimension n− |y|. There is
an evaluation map
ev : R1(y)→ Lι(L), [u] 7→ u(0, t). (4.40)
Here u(s, t) is a representative of [u] ∈ R1(y), and u(0, t) is chosen to be the arc length parametrization
with respect to a fixed Riemannian metric on M so that there are no ambiguities in the definition of
the evaluation map. To obtain a well-defined evaluation map to LL, one needs to show that every
γ := u(0, ·) : S1 → ι(L) extends to a continuous map γ̄ : S1 → L. This requirement can only fail at the
self-intersection points R of ι(L). For each point p ∈ R, its preimage ι−1(p) = {p+, p−} are contained
in two disjoint open sets U+ and U− of L respectively. We call ι(U+) and ι(U−) the two sheets near
p in R.
Lemma 4.4.6. For a strongly exact immersion ι : L → M , the Gromov compactification R1(y) of








M(y, z1)×M(z1, z2)× · · · × R1(zk). (4.41)
The evaluation map extends to a continuous map on R
1
(y).
Proof. Given a sequence ui ∈ R1(y), we want to prove that it converges to u∞ = (v0, v1, · · · , vk)
where each vi is a representative of elements
v̄0 ∈M(y, z1), v̄i ∈M(zi, zi+1) and v̄k ∈ R1(zk) (4.42)
for some time-1 Hamiltonian orbit zi ∈ P(HC+) with |y| ≥ |z1| ≥ · · · ≥ |zk|. There is no sphere
bubbles occurring in the limit of ui as M is an exact symplectic manifold. When the self-intersection
points of the Lagrangian immersion has only transverse double points or clean intersections, the
Gromov compactness arguments proved in [IS2002] and [BW2015, CEL2010] respectively implies it
is only possible for the loop u∞(0, t) on ι(L) to switch sheets at the self-intersection points of ι(L)
finitely many times and hence develop Jt-holomorphic disk bubbles v : (D2, ∂D2)→ (M, ι(L)) in the
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codimension one boundary of R
1
(y). This phenomenon can be excluded for strongly exact immersions
ι : L→M . If the loop ∂v(D2) on i(L) switches sheets at self-intersection points p0, · · · , pj , we denote
by p+k and p
−
k the two preimages of pk in ∂D
2 ⊂ L for each k = 1, · · · , j. One computes the energy


















z(p+k )− z(p−k )
)
= 0. (4.43)
This contradicts to that fact that the energy of non-constant Jt-holomorphic disk is positive. This
completes the proof.
We conclude from the proof of Lemma 4.4.6 that the codimension one boundary strata of R
1
(y)




Lemma 4.4.7. One can choose fundamental chains for R
1






(−1)n+|y0|[R1(y0)]× [M(y0, y)], (4.45)
Proof. The existence of fundamental chains in (twisted) singular homology relies on the relative ori-
entability of the moduli space R
1
(y). Following [Abo2011, Appendix A], we explain the method to
relatively orient the moduli space R
1
(y). For each regular element u : C+ → M in R1(y), we denote
by Du the linearization of the perturbed Cauchy-Riemann equation (4.37) and denote by λ the top
exterior power of a vector space. There is a natural isomorphisms associated to the determinant line
of Du







(y)) ∼= λ(L)⊗ (oy ⊗ νu(0,t))−1. (4.48)
On the boundary stratum, we let (v0, v1) be the representatives of an element in R1(y0) ×M(y0, y)
and compare the orientation induced by ∂R
1





(y0)) ∼= λ(L)⊗ (oy0 ⊗ νv1(0,t))−1 (4.49)
〈∂s〉 ⊗ λ(M(y0, y)) ∼= oy0 ⊗ o−1y . (4.50)
Tensoring these two isomorphisms produces
λ(R
1
(y0))⊗ 〈∂s〉 ⊗ λ(M(y0, y)) ∼= λ(L)⊗ (oy ⊗ νv1(0,t))−1. (4.51)
The boundary strata R1(y0)×M(y0, y) inherits an orientation from λ(R
1
(y0)) so that at the element
(v0, v1) the orientation line bundle has fiber 〈∂s〉⊗λ(R
1
(y0))⊗λ(M(y0, y)), where ∂s is the translations
in the s-direction for each solution u to the equation (4.37) and 〈∂s〉 corresponds to the outward
pointing vector field along ∂R
1
(y). As a sequence ui of solutions to the equation (4.37) converges in




(y0))⊗ 〈∂s〉 ⊗ λ(M(y0, y)) and 〈∂s〉 ⊗ λ(R
1
(y0))⊗ λ(M(y0, y)) (4.52)





(y0)] × [M(y0, y)] by a Koszul sign (−1)n+|y0|. This yields the desired relation (4.45) for the the
fundamental chains for R
1
(y) and M(y0, y) in singular homology.




where ev∗ is the map induced by (4.40) in Cn−∗(LL, ν).
Proposition 4.4.8. CL0 : CF ∗(M)→ Cn−∗(LL, ν) is a chain map of degree n.










(y0)]× [M(y0, y)]. (4.54)
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The evaluation map on [R
1
(y0)]× [M(y0, y)] factor as
[R
1
(y0)]× [M(y0, y)] π−→ [R
1
(y0)]× {pt} ev∗−−→ CLn−∗(LL). (4.55)
We claim that the term ev∗([R
1
(y0)]× [M(y0, y)]) vanishes unless the moduli space M(y0, y) is rigid.
This is because by (4.55), we have
ev∗(EZ([R
1
(y0)]× [M(y0, y)]) = ev∗(EZ([R
1
(y0)]× π∗[M(y0, y)]), (4.56)
Now it suffices to observe that π∗[M(y0, y)] is zero unless [M(y0, y1)] is a zero-chain, as the normalized








(y0)]) = CL0(dy), (4.57)
where d is the differential of Cn−∗(LL, ν). This completes the proof.
To define the higher order morphisms CLi for the S1-map C̃L = ∑i CLiui, we first recall that there
is a notion of k-pointed angle-decorated half-cylinders S+ := (C+, p1, · · · , pk) given in Definition 3.3.5.
We denote by Hk the corresponding moduli space of k-pointed angle-decorated positive half-cylinders.
Unlike the case for Mk, there is no free R action on Hk. We can associate each element in Hk with a
positive cylindrical end
ε+ : [0,∞)× S1 → C+, (s, t) 7→ (s+ (pk)s + η, t), η > 0. (4.58)






Hj1 ×Mj2 × · · · ×Mjk . (4.59)
The codimension 1 boundary of Hk can be covered by charts
Hj ×Mk−j → ∂Hk, 0 ≤ j < k (4.60)
H
i,i+1
k → ∂Hk, 1 ≤ i < k (4.61)
H0k → ∂Hk, (4.62)
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where Hi,i+1k = {(C+, p1, · · · , pk) |hi = hi+1} is the locus where the i-th and i+1st height coordinates




k−1 → Hk, (C+, p1, · · · , pk) 7→ (C+, p1, · · · , pi, pi+2, · · · , pk), (4.63)
π0 : H
0
k → Hk−1, (C+, p1, · · · , pk) 7→ (C+, p2, · · · , pk), (4.64)
The forgetful map is compatible with the positive cylindrical trivialization (4.58), so it extends to
πi : H
i,i+1
k → Hk−1 and π0 : H
0
k → Hk−1. In fact, there are isomorphisms
(θi+1, πi) : H
i,i+1
k
∼−→ S1 ×Hk−1, (4.65)
(κ0, π0) : H
0
k
∼−→ S1 ×Hk−1. (4.66)
There are also S1-action maps in the reverse directions
ρi : S




θ, (C+, p1, · · · , pk−1),
)
7→ (C+, p1, · · · , pi, p′i, · · · , pk−1), (4.67)




i)t + θ. (4.68)
ρ0 : S





+, p1, · · · , pk−1)
)
7→ (C+, p0, p1, · · · , pk−1), (4.69)
where (p0)s = 0 and (p0)t = (p1)tκ0, (4.70)
where κ0 is the zeroth incremental angle defined previously.
Having specified the domains in defining CLk, we define the type of Floer data that we consider.
Definition 4.4.9. A (domain-dependent) Floer data for an k-pointed angle-decorated half-cylinder
S+ = (C, p1, · · · , pk) consists of the following data
(1) A choice of the positive cylindrical end ε+ : [0,∞)× S1 → C+,
(2) A domain-dependent Hamiltonian HS+ : C → H(M) such that (ε+)∗HS+ = Ht, where Ht is
some fixed admissible Hamiltonian in H(M).
(3) A domain-dependent almost complex structure JS+ : C+ → J(M) such that (ε±)∗JS+ = Jt,
where Jt is some fixed admissible almost complex structure in J(M).
It is shown in [Gan] that there is a universal and consistent choice of Floer data for all k in the
following sense.
73
Definition 4.4.10. A universal and consistent choice of Floer data, for each k and each k-pointed
angle-decorated half-cylinder (C+, p1, · · · , pk), satisfies the following conditions
(1) Near s = 0, the Hamiltonian HS+ is zero in a sufficient small neighborhood of ι(L);
(2) Near the boundary stratum (4.60), the Floer datum is the product of Floer data chosen on lower-
dimensional strata up to conformal equivalences. The Floer data vary smoothly with respect to
the gluing charts for the product Floer data.
(3) Near the boundary strata (4.61) and (4.62), the Floer data for S+ is conformally equivalent to
the one which is pulled back from Hr−1 via the forgetful maps πi for i = 0, · · · k.
Fixing such a universal and consistent choice of Floer data, for each y ∈ P(HS+), we define Hk(y)
to be the moduli space of pairs
(S+ = (C+, p1, · · · , pk), u : C+ →M) (4.71)
that satisfy the parametrized Floer equation
(du−XHS+ ⊗ dt)




ε+u(s, ·) = y (4.73)
u(0, t) = i(γ) for some γ ∈ LL. (4.74)
For generic choice of domain-dependent almost complex structure as in Definition 3.3.6, the solutions
u : C+ →M can be shown to be regular by standard transversality argument.
There is a natural projection map Hk(y)→ Hk given by
(S+ = (C+, p1, · · · , pk), u : C+ →M) 7→ C+. (4.75)
When analyzing the codimension-1 stratum of the Gromov compactificationHk(y), one obtains bound-
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ary strata which correspond to breaking occurring over the boundary points of Hk
Hk−j(y0)×Mj(y, y0)→ ∂Hk(y), 0 ≤ j < k. (4.76)
H
i,i+1
k (y)→ ∂Hk(y), (4.77)
H0k(y)→ ∂Hk(y), (4.78)
where M0(y, y0) := M(y, y0), and there are also breaking occurring over the interior points of Mk
M(y, x0)×Hk(x0)→ ∂Hk(y), (4.79)
The evaluation map
ev : Hk(y)→ LQ, u 7→ u(0, t+ θ0) (4.80)
is defined as the arc length parametrization of u(0, t + θ0) with respect to some fixed Riemannian
metric on L. On the codimension one boundary strata (4.76) and (4.77) of Hk(y), the evaluation map
extends trivially. Whereas on the boundary stratum (4.78), the evaluation is defined as
ev : Hk
0
(y) ∼= S1 ×Hk−1 → LL, (κ, u) 7→ u(0, t+ θ0 + κ). (4.81)
For generic choices of Floer data as in Definition 3.3.6, the moduli space Hk(x0, x1) is a smooth and
compact manifold of dimension n− |y|+ 2k.













[Hi,i+1k (y)] + [H
0
k(y)]. (4.82)
Proof. When k = 0, that is, when the half-cylinder is NOT decorated, we have shown in Lemma 4.4.7
that there are fundamental chains [R
1






(−1)n+|y0|[R1(y0)]× [M(y0, y)], (4.83)
which is the case of (4.82) when k = 0 if we set [H0(y)] := [R
1
(y0)] and [M0(y0, y)] := [M(y0, y)].
Suppose by induction that we have chosen fundamental chains [Hi(y)] and [Mj(y0, y)] for all i+ j ≤
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k − 1 such that (4.82) holds. Then one may first set
[Hi,i+1k (y)] = ρi ◦ EZ([S1]× [Hk−1(y)]) and [H0(y)] = ρ0 ◦ EZ([S1]× [Hk−1(y)]). (4.84)
It remains to choose fundamental chains [Hk(y)] and [Mk(y0, y)]. For each u ∈ Hk(y), there are
natural isomorphisms associated to the determinant line of Du
det(Du)⊗ oy ⊗ νu(0,t) ∼= λ(L), (4.85)
det(Du) ∼= λ(Hk(y)), (4.86)
which implies that
λ(Hk(y)) ∼= λ(L)⊗ (oy ⊗ νu(0,t))−1. (4.87)
For representatives (v0, v1) of elements in the boundary stratum Hk−j(y0) × Mj(y, y0), there are
natural isomorphisms
λ(Hk−j(y0)) ∼= λ(L)⊗ (oy0 ⊗ νv(0,t))−1, (4.88)
〈∂s〉 ⊗ λ(Mj(y0, y)) ∼= oy0 ⊗ o−1y . (4.89)
Tensoring these two isomorphisms produces
λ(Hk−j(y0))⊗ 〈∂s〉 ⊗ λ(Mj(y0, y)) ∼= λ(L)⊗ (oy ⊗ νv(0,t))−1. (4.90)
Translations in the direction of ∂s for each representative of some element in Mj(y0, y) corresponds to
outward pointing vector field along the boundary ∂Hk−j(y). This implies that one may choose funda-










to the chain ∂[Hk(y)] as desired.
There is an operation of degree n+ 2k defined by
CLk : CF ∗(M)→ CLn+2k−∗(LL, νb), CLk([y]) = (−1)|y|ev∗([Hk(y)]), (4.91)
where ev∗ is the map induced by (4.40) in the normalized singular chains.
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1)→ (Cn−∗(LL, ν), d+ u∆LL). (4.92)
where d and ∆LL are the differential and BV operator of Cn−∗(LL, ν) respectively.





















Again, the evaluation map on [Hk−j(y0)] × [Mj(y0, y)] factor through the projection to the first
factor
[Hk−j(y0)]× [Mj(y0, y)] π−→ [Hk−j(y0)]× {pt}. (4.94)
The term ev∗([Hk−j(y0)] × [Mj(y0, y)]) vanishes unless the moduli space Mj(y0, y) is rigid as in the
proof of Proposition 4.4.8. Similarly, the evaluation map on [Hi,i+1k (y)] ∼= [S1] × [Hk−1(y)] factors
through projection to [Hk−1(y)], hence [H
i,i+1




= 0. It remains
to compute ev∗[H0k(y)]. One observes that the evaluation map defined in (4.80) does depend on the
S1 factor in [S1]× [Hk−1(y)]. One has the following diagram
S1 ×Hk−1(y)
id×evk−1










By the commutativity of the diagram, we conclude that
(evk)∗[H
0










where the last equality holds by definition of CLk−1 and ∆LL. As a conclusion, we have
∑
i+j=k
CLi ◦ δj − dCLk −∆LLCLk−1 = 0 for all k ∈ N. (4.97)
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δkuk and Cn−∗(LL, ν)[[u]], d+ u∆LL, (4.98)
which completes the proof.
4.4.2 The compatibility of Cieliebak-Latschev map with the inclusion of
constant loops
In this section, we provide the proof of Theorem 1.1.9.












where PD ◦ ι∗ is the composition of the pull-back map ι∗ : H∗(M) → H∗(L) and Poincaré duality
isomorphism PD : H∗(L) → Hn−∗(L, ν), and ic : Hn−∗(L, ν)((u)) → ĤS
1
n−∗(LL) is induced by the
inclusion of constant loops in LL.
Remark 4.4.14. One immediate observation is that Theorem 1.1.9 still holds if L is an exact Lagrangian
embedding into M . So the main Theorem 5.1.1 also applies to exact embedding of Lagrangian sub-
manifolds which are K(G, 1). This result was obtained by Viterbo previously in [Vit1998].




Hkuk : (C∗(M)[[u]], dM )→ (CLn−∗−1(LL, ν)[[u]], d+ u∆LL) (4.99)









ic // Cn−∗(LL, ν)[[u]]
,
The zero-th order term H0 was constructed by Abouzaid in [Abo2011] when M = T ∗L, we again
generalize this construction for a strongly exact immersion ι : L→M as follows.
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Definition 4.4.15. Let C+r = [0,+∞) × C+ denote the product of [0,∞)r with the positive half-
cylinder C+. The Floer data defining H0 : C∗(M)→ Cn−∗(LL, ν) contains the following data
(1) A family of one-forms βr on C+ parametrized by r ∈ [0,+∞) such that dβr ≤ 0, and β0 ≡ 0
and βr(s, t) = β(s− r, t) if r  0 for some fixed β(s, t).
(2) A choice of HC = H +Ft in H(M), where H satisfies (3.132) and Ft : C+ → C∞(M × S1,R) is
a time-dependent perturbation such that it only supports in neighborhood of degenerate time-1
orbits of H and Ft is a C2-small Morse function near s = 0.
(3) A family of domain-dependent almost complex structures JC+r ∈ J(M) such that when r  0
the almost complex structure is obtain by gluing of the almost complex structures JC+ and Jpss
using β(s, t). Here JC+ and Jpss are the almost complex structures chosen previously to define
CL0 and PSS homomorphisms.
Given fixed Floer data defining H0 as above and a smooth manifold N with boundary equipped
with a map j : N →M , we denote by R1[0,+∞)(N) the moduli space of pairs (r, u), where r ∈ [0,+∞)
and u : C+ →M is the solution to the perturbed Cauchy-Riemann equation
(du−XHC+ ⊗ β




u(s, t) ∈ j(N), (4.101)
u(0, t) = i(γ) for some γ ∈ LL and ι : L→M. (4.102)
For generic choice of JC+r , the moduli space R
1
[0,+∞)(N) is a smooth manifold of dimension codim(N)−
|y|+ 1. There is no disk bubbles occurring in codimension one of R1[0,∞)(N) along the immersed La-
grangian i(L), due to the fact that ι : L→M is a strongly Lagrangian immersion. Maximum principle
for sub-closed form βr then ensures that the Gromov compactification R
1
[0,+∞)(N) of R1[0,+∞)(N) has








Lemma 4.4.16. One can choose fundamental chains [R
1
[0,∞)(N)] and [R[0,∞)(∂N)] such that
∂[R
1
[0,∞)(N)] = −[R0(y)] +
∑
y
(−1)n+|y|[R1(y)]× [M(y,N)] + [R[0,∞)(∂N)]. (4.106)
Proof. Given N and y ∈ P(Ht) such that codim(N)− |y| = 0, each regular element u in the interior
of the moduli space R
1
[0,∞)(N) yields an isomorphism








∼= λ(L)⊗ νu(0,t) ⊗ λ(N)−1. (4.109)
where ∂r is an inward pointing vector field along ∂R
1
[0,∞)(N). On the boundary of the top stratum of
R
1
[0,∞)(N), one has isomorphisms induced by the three types of boundary strata in (4.103),
〈∂r〉 ⊗ λ(R0(N)) ∼= λ(L)⊗ νu(0,t) ⊗ λ(N)−1 (4.110)
λ(R
1
(y)) ∼= λ(L)⊗ (oy ⊗ νw0(0,t))−1 and 〈∂s〉 ⊗ λ(M(y,N)) ∼= oy ⊗ λ(N). (4.111)
λ(R1[0,∞)(∂N))
∼= λ(L)⊗ νu(0,t) ⊗ λ(∂N)−1. (4.112)
Comparing these isomorphisms with (4.109), one conclude that
∂[R
1
[0,∞)(N)] = −[R0(y)] +
∑
y
(−1)n+|y|[R1(y)]× [M(y,N)] + [R[0,∞)(∂N)], (4.113)
where the minus sign in front of the term [R0(y)] is due to the fact that ∂r is an inward pointing
vector field, which is the opposite from the orientation induced from that of R0(y).




Proposition 4.4.17. The zeroth order map H0 defines a chain homotopy such that
δ0H0 −H0d = CL0 ◦ PSS − ic ◦ ι∗. (4.115)
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Proof. One applies the evaluation map in homology and obtains













[M(y,N)] defines the composition CL0 ◦ PSS by definition. Similarly, the term ev∗[R[0,∞)(∂N)]
corresponds to the operation H0 ◦ d. It suffices to compute ev∗[R0(y)]. When r = 0, we have
βr(s, t) ≡ 0. So the perturbed Cauchy Riemann equation becomes du0,1 = 0. One notices that all
solutions to du0,1 = 0 with prescribed boundary conditions (4.101) and (4.101) are constant maps.
Hence ev∗[R0(y)] consists of homology classes generated by intersections of N with the space of
constant loop L in LL. Via Poincaré duality map for L, we conclude that ev∗[R0(y)] defines the same
operation as the composition ic ◦ PD ◦ ι∗ : C∗(M)→ Cn−∗(LL, ν) as desired.
We prove next that the zero-th order homotopy H0 lifts to a S1-chain homotopy between the
S1-complexes C∗(M)[[u]]→ Cn−∗(LL, ν)[[u]] automatically.
Proof of Theorem 4.4.13. We will prove that the homotopy H0 lift to a S1-homotopy (H0, 0, 0, · · · )
between the S1-morphisms ιc ◦ i∗ and C̃L◦ P̃SS. As shown in Proposition 4.1.2, the image of the PSS
homomorphism P̃SS = PSS lies in the subcomplex CF ∗≥−ε(M) of CF
∗(M) defined by (4.11). One
observes that the composition of S1-morphisms P̃SS and C̃L
CLk ◦ PSS : C∗(M)→ Cn−∗−2k(LL, ν) (4.117)
factors through the S1-subcomplex CF ∗≥−ε(M). To prove H0 lifts to an S1-equivariant homotopy, it
suffices to show that the higher order maps CLk vanishes on the S1-subcomplex CF ∗≥−ε(M) for all
k ≥ 1. One may take a time-independent Hamiltonian Hε0 : M → R such that in the interior of M it
is C2-small Morse function. For such a time-independent Hamiltonian Hε0 , the compactified moduli
space Hk(y) splits space Hk × R
1
(y) for all k ≥ 1. As shown in (4.59) that Hk is a 2k-dimensional
smooth manifold with corners. The evaluation map factors through the projection onto R
1
(y). Since
[Hk] is not zero-dimensional for k ≥ 1, the map CLk : CF ∗≥−ε(M) → Cn−∗(LL, ν) is zero for k ≥ 1.
Therefore all compositions CLk ◦ PSS vanish for k ≥ 1 and the zeroth order homotopy H0 is an
S1-homotopy ∑
k




Obstructions to Strongly Exact
Lagrangian Immersions
5.1 Obstructions to Exact Lagrangian Immersions
Having proven Theorem 1.1.9, we can apply it to the case whereM is a Liouville manifold that admits
higher dilations and L is a K(G, 1) manifold. As a consequence, one obtains the following theorem.
Proposition 5.1.1. Let L be a K(G, 1) manifold. There is no strongly exact Lagrangian immersions
of L into a Liouville manifold that admits higher dilations.
Proof. By Theorem 1.1.9, it suffices to show that for a BG := K(G, 1) manifold L, the unit in H∗(L)
does not vanish under c : H∗(L,Q)→ ĤS1n−∗(LL,Q). As a CW complex, the free loop space of BG is
homotopy equivalent to the Borel construction Gad×G EG where G acts by conjugations on Gad and








where C(g) denotes the centralizer of the element g in G. The component consisting of constant loops
in LBG corresponds to the component (id)×GEG where id is the identity in the group G. One notices
that when (id)×G EG is BG itself. So the component of constant loops contributes H∗(BG,Q)((u))
to the periodic S1-equivariant homology P̂SH∗(BG,Q). In particular, the identity e in Hn(BG,Q)
survives under the map induced by the inclusion.
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5.2 Goodwillie’s Excision Theorem and rationally inessential
manifolds
In this section, we study the question that which Liouville manifold that is a cotangent bundle T ∗Q
of a closed smooth manifold Q admits a higher dilation. By appealing to the work of Cohen-Ganatra,
we first reformulate this question in terms of periodic S1-equivariant homology of the free loop space
LQ as follows.
Theorem 5.2.1. [CG, Section 3.3.5] If the Liouville manifold (M, θ) is the cotangent bundleM = T ∗Q














n−∗(LQ, ν) denotes the periodic S1-equivariant homology, or S1-equivariant Tate homology
of the free loop space LQ.
As the unit in H∗(T ∗Q) is mapped to the fundamental class in Hn(Q) under the isomorphism
given by the Poincaré duality and Thom isomorphisms on the left hand side of the diagram, the
cotangent bundle M = T ∗Q admits a higher dilation if the fundamental class [Q] lies in the kernel
of ic : Hn−∗(Q,Q)((u)) → ĤS
1
n−∗(LQ,Q). As we are interested in computing P̂SH∗(M), it suffices
to compute ĤS
1
n−∗(LQ). In this case of cotangent bundles, there is a celebrated theorem proved by
Goodwillie [Goo1985] which states that over a field of characteristic zero the periodic S1-equivariant
homology of the free loop space LQ depends only on the fundamental group of Q.
Theorem 5.2.2. [Goo1985, Theorem IV.2.1, Theorem V.1.1] Over a field K of characteristic zero,
there is an isomorphism between periodic S1-equivariant homology of the free loop space LQ and the
periodic cyclic homology of the singular chains on the Moore loop space C−∗(ΩQ),
ĤS
1
∗ (LQ,K) ∼= HC∧∗ (C−∗(ΩQ),K). (5.2)
Furthermore, there is an excision isomorphism
HC∧∗ (C−∗(ΩQ),K) ∼= HC∧∗ (K[π1(Q)]), (5.3)
83
where K[π1(Q)] is the group ring of the fundamental group π1(Q).
Equivalently, Theorem 5.2.2 implies that there is an isomorphism
ĤS
1
∗ (LQ,Q) ∼= ĤS
1
∗ (LBπ1(Q).Q). (5.4)
One immediate consequence of Theorem 5.2.1 and 5.2.2 is the following.
Corollary 5.2.3. If Q is a simply connected manifold of dimension n ≥ 1, then the cotangent bundle
T ∗Q admits a higher dilation as a Liouville manifold.
Proof. By Theorem 5.2.1, for cotangent bundle M = T ∗Q it suffices to show that the unit e vanishes
under the map induced by inclusion of the constant loops ic : H∗(Q,Q) → SH∗S1,∧(LQ,Q). If Q is
simply connected, the homology HS
1,∧
∗ (LQ,Q) has only contributions from the identity element 1 in
π1(Q), which is given by H∗(B{1},Q)((u)) ∼= H0({pt},Q)((u)) = Q((u)). Therefore if n ≥ 1, the unit
e is mapped to zero under
ic : H
0(Q)((u)) ∼= Hn(Q)((u))→ HS
1,∧
n (LQ,Q) ∼= H0({pt},Q)((u)) (5.5)
by degree reasons. This completes the proof.
In fact, Goodwillie’s Theorem implies that for the map induced by the inclusion of the constant
loops
ic : H∗(Q,Q)((u))→ ĤS
1
∗ (LQ,Q) (5.6)
factors as the composition of
H∗(Q,Q)((u))
f∗−→ H∗(BG,Q)((u)) i∗−→ ĤS
1
∗ (LBG,Q)
∼=−→ ĤS1∗ (LQ,Q), (5.7)
where G is the fundamental group π1(Q). The first map is induced by the classifying map f : Q →
Bπ1(Q) for the universal cover of Q. As it is shown in the proof of Theorem 5.1.1 that the second
map i∗ is injective for all degrees, one can conclude that the unit e in Hn(Q) lies in the kernel of the
composition ic if and only if the unit e vanishes under the induced map in homology f∗ : Hn(Q,Q)→
Hn(Bπ1(Q),Q).
This observation leads us to the definition of rationally inessential manifolds in the study of macro-
scopic dimension of the fundamental group introduced by Gromov in [Gro1983] and recently studied
by Dranishnikov in [Dra2011].
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Definition 5.2.4. Let X be a closed manifold and f : X → Bπ1(X) be the classifying space for
its universal cover. A manifold is called rationally inessential if the induced map f∗ : Hn(X,Q) →
Hn(Bπ1(X),Q) maps the fundamental class [X] to zero. If the image f∗([X]) is non-zero, the manifold
X is called rationally essential.
From the factorization (5.7), one obtains an immediate corollary.
Corollary 5.2.5. If the symplectic manifold is the cotangent bundle M = T ∗Q of a closed manifold
Q, then M admits a higher dilation if and only if Q is rationally inessential.
We include a list of rationally inessential manifolds whose cotangent bundles admit higher dilations.
Example 5.2.6. If the fundamental group of Q is a finite group and dim(Q) ≥ 1, then Q is rationally
inessential. This is because by the Universal Coefficient Theorem for group homology, one has a short
exact sequence
0→ Hi(G,Z)⊗Q→ Hi(G,Q)→ Tor(Hi−1(G,Z),Q)→ 0. (5.8)
For a given finite group G := π1(Q), the group homology Hi(G,Z) is a finite group for all i ≥ 1. One
deduces that the group homology of G with rational coefficients vanishes for i ≥ 1. This implies that
Hn(Q,Q)→ Hn(BG,Q) is the zero map if n ≥ 1.
Example 5.2.7. Let Q be a product manifold Q = M ×N , where M is a closed manifold and N is
a simply connected manifold. The classifying map f : Q→ BG factors through M
f : Q→M → BG, with G = π1(Q) ∼= π1(M). (5.9)
This implies that Q = M ×N is rationally inessential since by Corollary 5.2.3 N is rationally inessen-
tial. Similarly, if Q′ admits map of non-zero degree from such a product manifold Q to Q′. By








f ′∗ // Hn(Bπ1(Q
′),Q),
the cotangent bundle T ∗Q′ admits a higher dilation too.
Having illustrated the relevance of rationally inessential manifold to Liouville manifolds admitting
higher dilations, one can directly derive a generalization of Proposition 5.1.1 using Theorem 1.1.9 and
Corollary 5.2.5.
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Theorem 5.2.8. Given (M, θ) a Liouville manifold admitting a higher dilation, there are no strongly
exact Lagrangian immersions of a rationally essential manifold into (M, θ).
By definition, a K(G, 1) manifold is automatically a rationally essential manifold. The following
examples shows that there are rationally essential manifolds which are not necessarily K(G, 1) mani-
folds. Therefore, Theorem 5.2.8 is a strict generalization of Proposition 5.1.1.
Let L be a closed manifold and f : L → Bπ1(L) be the classifying map of its universal cover.
One may ask when the manifold L is rationally essential but not necessarily a K(G, 1) manifold. A
cohomology class α in Hm(Bπ1(L),Q) is called aspherical if α = f∗(a) for some a ∈ Hm(Bπ(L),Q).
It is shown in [Kut2012, Proposition 3.3] that a closed orientable manifold Q of dimension km is
rationally essential if there is some aspherical cohomology class a in Hm(L,Q) such that ak 6= 0.
Example 5.2.9. A symplectic manifold (L2n, ω) is symplectically aspherical if
∫
S2
u∗ω = 0 for all smooth map u : S2 →M. (5.10)
Every aspherical symplectic manifold (L, ω) is rationally essential since the cohomology class [ω] of
the symplectic form is aspherical and [ω]n 6= 0.
Example 5.2.10. If the manifold Qn is a connected sum Mn#Nn of closed manifolds M and N
with n ≥ 3, then Q is rationally essential if and only if one of the factor is rationally essential. For
n ≥ 3, the fundamental group of the connected sum obeys π1(Q) = π1(M) ∗ π1(N) by the Seifert-van
Kampen Theorem. There is a Mayer-Vietoris type sequence shown in [Bro1994, Corollary 7.7] for the
group homology of the free product G = G1 ∗Z G2
· · · → Hn(Z)→ Hn(G1)⊕Hn(G2)→ Hn(G)→ Hn−1(Z)→ · · · . (5.11)
This implies that Hn(π1(Q),Q) ∼= Hn(Bπ1(M),Q)⊕Hn(Bπ1(N),Q) for n ≥ 3. So the fundamental
class [Q] in Hn(Q,Q) vanishes under Hn(Q,Q) → Hn(Bπ1(M),Q) ⊕ Hn(Bπ1(N),Q) if and only if
both M and N are rationally inessential.
5.3 The case of Lefschetz fibrations
In [SS2012], Seidel and Solomon proved that for a Lefschetz fibration of dimension greater than 2,
if the fiber of the Lefschetz fibration admits a dilation, then so does the total space. Following the
same approach, we prove a similar statement for the existence of higher dilations on the total space
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of Lefschetz fibrations.
Let B := C be the complex plane. We equip it with its standard Liouville form θB := i4 (zdz̄− z̄dz)
and the standard complex structure IB := i. The fiber of a Lefschetz fibration is a (2n−2)-dimensional
Liouville manifold (F, θF ) which is of the form F = F ∪∂F (R+ × ∂F ) for some compact manifold F
with boundary. We equip F with some admissible almost complex structure IF . Let µ be an exact
symplectomorphism of F which is identity outside F . This means that µ∗θF − θF = dG for some
compactly supported function G : F → R. The mapping torus of µ is defined by
T := (R× F )
/
(t, x) ∼ (t− 1, µ(x)), θT := θ + d(tG). (5.12)
One can glue R+×T with the trivial fibration π1 : C×R+×∂F → C via the identification φ(s, t, x, y) =
(e2π(s+it), x, y) along the region R+ × S1 × R+ × ∂F . We denote the result of gluing by
M̃ := (R+ × T ) ∪φ (C× R+ × ∂F ). (5.13)
It admits a well-defined projection map π̃ : M̃ → C defined by π̃(s, t, x) = e2π(s+it) and π̃(z, x, y) = z
on the two regions. There is also a Liouville structure given by θT + π̃∗θB on M̃ . We also choose
almost complex structure on M̃ which are adapted to the structure of the fibration. Precisely, the
complex structure is taken to be the product IB×IF over the part of the fibration π̃ : C×R+×F → C
which is trivial. On R+×T , we choose a family of almost complex structures Is on the mapping torus
T given by a smooth map from S1 to the space of dθF -compatible almost complex structures. Then
there is a unique extension Ĩs of Is such that the almost complex structure Ĩs is standard on the first
two directions of the tangent space to R+ × T .
Definition 5.3.1. A Lefschetz fibration π : M2n → C over C with outer monodromy µ is an exact
symplectic manifold (M,dθM ) with almost complex structure IM satisfying the following conditions
(1) The map π is (IM , IB)-holomorphic and has finitely many isolated critical points,
(2) There is a relative open subset Min of M such that the complement is identified with M̃ defined
in (5.13),
(3) There is a chosen trivialization of the canonical bundle KM which defines a trivialization of the
canonical bundle KF of the fiber F .
Proposition 5.3.2. Given a Lefschetz fibration π : M2n → C with n > 1, if the regular fiber F :=
π−1(b0) is a Liouville manifold admitting a higher dilation, then the total space M2n also admits a
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higher dilation.
Using Proposition 5.3.2, we first show that Am-Milnor fibers admit higher dilations if m ≥ 1 and
n ≥ 3.
Example 5.3.3. Fix m ≥ 1 and n ≥ 3, we consider the Milnor fiber of Am type singularity defined
by
M := {z ∈ Cn+1 | zm+11 + z21 + · · ·+ z2n = 1}. (5.14)
There is a Lefschetz fibration π : M → C defined by projection to the z1-coordinate. The critical values
of π are exactly the m-th root of unity lying on C. The fiber over a regular value of the projection
π is symplectomorphic to T ∗Sn−1. One notices that the canonical bundle KM is not trivial. Since
H1(M) = H2(M) = 0 by Lefschetz Hyperplane Theorem, one can deform the symplectic form and
almost complex structure on M such that the triviality of KM is achieved. By Corollary 5.2.3 we
know that the fiber of this Lefschetz fibration admits a higher dilation when n ≥ 3. This implies that
the total space M also admits a higher dilation.
Example 5.3.4. Let p : Cn+1 → C be a holomorphic function with isolated singularity at the origin
of Cn+1. It is shown in [Sei2014, Example 3.12] that there is a Lefschetz fibration whose total space
M is the Milnor fiber of the isolated singularity defined by p, and whose fiber is the intersection of
the hypersurface S := {p(z1, · · · , zn+1) = 0} ⊂ Cn+1 with a generic hyperplane H := {a1z1 + · · · +
an+1zn+1 = 0 | ai ∈ C}. For such a generic choice of ai ∈ C, if the Hessian D2p|z=0 of p is of rank
n, then the intersection S ∩ H ⊂ H also has a non-degenerate singularity at the origin. Thus the
fiber F := S ∩H is symplectomorphic to the cotangent bundle T ∗Sn−1. One can conclude that the
hypersurface S := {p(z1, · · · , zn+1) = 0} ⊂ Cn+1 admits a higher dilation if rank(D2p|z=0) = n and
n ≥ 3.
Given a Lefschetz fibration π : M → C, we prove Proposition 5.3.2 using a class of Hamiltonians
which is adapted to M considered in [McL2009]. Denote by RB and RF the radial coordinates on C
and on [1,∞)× ∂F of the fiber. These radial coordinates are uniquely determined by the conditions
eRB |∂D2 = 1, RF |∂F = 1 and ZB ·RB = RB , ZF ·RF = RF , (5.15)
where ZB and ZF are Liouville vector field defined by θB and θF . An admissible Hamiltonian HB on
C is of slope b if HB |[R,∞)×∂D2 = bRB +C for some constant C and R 0. Similarly, an admissible
Hamiltonian HF of slope a on the fiber F is defined to be a C2-small time-independent Hamiltonian
in the interior of F and HF |[R,∞)×∂F = aRF + C for some R 0.
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Definition 5.3.5. A Hamiltonian Hab : M → R is called Lefschetz admissible (of slope (a, b)) if it is





∗HbB for some admissible function H
a
F (of slope a) on F and admissible
function HbB (of slope b) on C.
Remark 5.3.6. We will sometimes suppress the superscripts of HaF and H
b
B when the slopes of the
Hamiltonians are immaterial.
For a bi-direct system of Lefschetz admissible Hamiltonians Haibj = {H
ai
bj
}i,j∈N with ai /∈ S(F ),
bj /∈ S(D2) and ai → ∞, bj → ∞, we first reformulate the definition of the completed periodic
symplectic cohomology using Lefschetz admissible Hamiltonians. Let q be a formal variable of degree
−1 satisfying q2 = 0 and ε be some small enough positive number such that ε < minS(D2). The
homotopy colimits of the collections of chain complexes {CF ∗(Haiε )}i∈N and {CF ∗(Haibj )}i,j∈N are
defined in Section 3.3.1 as
ĈF ∗(Haiε ) :=
∞⊕
i=1
CF ∗(M,Haiε )[q]; (5.16)
ĈF ∗(Haibj ) :=
∞⊕
i,j∈1
CF ∗(M,Haibj )[q], (5.17)
where CF ∗(M,Haiε )[q] := CF ∗(M,Haiε )⊕ qCF ∗(M,Haiε ) for all i and similarly for CF ∗(M,Haibj )[q].
The differential on ĈF ∗(Haiε ) is given by
δ̂0(a+ qb) = (−1)deg(a)d(a) + (−1)deg(b)(qd(b) + κ0(b)− b). (5.18)
Let δj be the higher structure map for the S1-complexes CF ∗(M,Haiε ) defined as in (2.66) using
Lefschetz admissible Hamiltonians. One can equip the homotopy colimit ĈF ∗(Haiε ) with an S1-
complex structure by setting
δ̂j(a+ qb) = (−1)deg(a)δj(a) + (−1)deg(b)(qδj(b) + κj(b)), (5.19)
where κj : CF ∗(M,Haiε )→ CF ∗−2j(M,Hai+1ε ) are higher order continuation maps for the monotone
homotopy Hs defined in 2.3. Let P̂SH∗(Haiε ) denote the (completed) periodic cyclic homology, which
is the homology of the chain complex
ĈF ∗(Haiε )((u)), δ̂
S1 = δ̂0 + uδ̂1 + u
2δ̂2 + · · · . (5.20)
For the bi-directed system of admissible Hamiltonians Haibj := {H
ai
bj
}i,j≥0, its homotopy colimit
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ĈF ∗(Haibj ) is defined as in (5.17). There is an S
1-complex structure on ĈF ∗(Haibj ) defined analo-
gously. We denote by P̂SH∗(Haibi ) the (completed) periodic cyclic homology of ĈF
∗(Haibj ). It is shown





Following the strategies of [McL2009,Oan2006], we prove the following Lemma which states that
the reformulation of the completed periodic symplectic cohomology agrees with the one defined in
Section 3.3.2.
Lemma 5.3.7. The completed periodic symplectic cohomology P̂SH∗(Haibi ) defined by the cofinal
system of Lefschetz admissible Hamiltonians Haibj = {H
ai
bj
}i,j≥0 is isomorphic to P̂SH∗(M) defined
using quadratic Hamiltonians defined in (3.132).
Proof. Given a Lefschetz fibration π : M → C, the complement of M̃ in M agrees with the relatively
open setMin in Definition 5.3.1. By construction, its closureM in is a manifold with corners. We first
smooth out the corners of M in as in [McL2009, Theorem 5.5] to obtain a compact manifold Ms with
boundary. Its Liouville completion Ms := Ms ∪∂Ms [1,∞) × ∂Ms is symplectomorphic to the total
space M of the Lefschetz fibration. Let RM be the radial coordinate on the conical end [1,∞)× ∂Ms
and let S(M) be the period spectrum of Reeb orbits on the boundary ∂Ms. An admissible Hamiltonian
Hw onM of slope w is of the form wRM +C on the conical end [R,∞)×∂Ms for some w /∈ S(M) and
R 1. For a fixed cofinal system of admissible HamiltoniansHw := {Hwi}i∈N, the completed periodic
symplectic cohomology of the smoothing of M in is defined by the homology of (ĈF ∗(Hw)((u)), δ̂S
1
).





w) and a sequence of almost complex structures Jw such that for sufficiently large w,
one has that Kw tends to zero in the interior of M in in the C2-norm, and the periodic orbits of Kw of
negative action are in 1-1 correspondence with the periodic orbits of the Hamiltonian Hw having slope
w. The indices of these orbits also coincide. Moreover, the integrated maximum principle proved in
[AS2010, Lemma 7.2] ensures that there is a bijection between Floer trajectories connecting periodic
orbits of Kw of negative action and Floer trajectories connecting the corresponding orbits of Hw. As
a result, there is an isomorphism of Floer cochain complexes
CF ∗≤0(Kw)
∼= CF ∗(Hw) for w  0. (5.21)
We relabel the cofinal system of Lefschetz Hamiltonians Kw so that the first Hamiltonian Hw1 has
sufficiently large slope and (5.21) holds for Hw1 . We denote by ĈF ∗(Kw) the homotopy colimit of the
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chain complexes {CF ∗(Kw)}w. The action of a generator in ĈF ∗(Kw) is taken to be minw AKw(γw)
for x =
∑
w γw with γw in CF
∗
≤0(Kw). For any w ≤ w′, the integrated maximum principle also applies
to the solutions of the Floer equation for a monotone homotopy between Kw and Kw′ . This ensures
that there is an isomorphism between moduli spaces defining the continuation maps
κ : CF ∗≤0(Kw)→ CF ∗≤0(Kw′) and κ : CF ∗(Hw)→ CF ∗(Hw′). (5.22)
As both the differentials and the continuation maps agree on the chain complexes {CF ∗≤0(Kw)}w and
{CF ∗(Hw)}w, we have an isomorphism of their homotopy colimits
ĈF ∗≤0(Kw) ∼= ĈF ∗(Hw). (5.23)
For the solutions of the parametrized Floer equation (2.66), the integrated maximum principle still
holds for monotone homotopy as explained in [Rit2013, Remark 19.4(2)]. This implies the structure
maps δi of the S1-complexes ĈF ∗(Hw) and ĈF ∗≤0(Kw) also agree. Hence the isomorphism (5.23)
can be promoted to an isomorphism of S1-complexes. Given any Lefschetz fibration M , we can find
another cofinal system of Hamiltonians Gw = {Gw} as in [McL2009] such that Gw is a negative Morse
function which tends to zero in C2-norm as w → ∞ and the non-constant 1-periodic orbits of Gw
all have negative action. As the completed periodic symplectic cohomology does not depend on the
defining Hamiltonians, one has an isomorphism
ŜH∗S1,≤0(Kw) ∼= P̂SH∗(Gw). (5.24)
Together with the isomorphism (5.23) of S1-complexes, one obtains
P̂SH∗(Hw) ∼= P̂SH∗(Gw), (5.25)
where P̂SH∗(Gw) is defined by Lefschetz admissible Hamiltonians and P̂SH∗(Kw) is defined by
admissible Hamiltonians on the Liouville completion Ms.
Following [Rit2013, Lemma 18.1], the next step is to prove that the completed periodic symplectic
cohomology defined by linear Hamiltonians is the same as that defined by Floer data (Ht, Jt) in
Definition 3.3.4, where Ht is a time-dependent perturbation of the quadratic Hamiltonian
H|[1,∞)×∂Min(r, x) = R
2 with R = er, (5.26)
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and Jt is an almost complex structure of contact type on Ms. For a fixed slope w /∈ S(M), there is
an isomorphism of chain complexes
CF ∗(Hw) ∼= CF ∗≥A(Rw)(H,J) (5.27)
for some Rw satisfying h′(Rw) = w and A(Rw) = −Rwh′(Rw) + h(Rw). Here the admissible Hamil-
tonian Hw is obtained from the quadratic Hamiltonian Ht by modifying Ht to be linear of slope w
on the region {r ≥ Rw}. This isomorphism is obtained by considering the monotone homotopy Hs
between Hw and the quadratic Hamiltonian H. If solutions u : S → M to the continuation equation
escapes from the region MRw := M in ∪∂Min {1 ≤ r ≤ Rw}, we denote by v : S′ →M the map defined
by Im(u) ∩ {r ≤ Rw} = Im(v). It is shown in [Rit2013, Lemma 19.5] that if the value of the action
functional A(Rw) = −Rwh′(Rw) + h(Rw) is negative when r = Rw, then the integrated maximum
principle holds for solutions to the Floer equation (du − X ⊗ HS)0,1 = 0. As the Hamiltonians Hw
and Ht agree on MRw , the monotone homotopy Hs is independent of s near {r = Rw}. Lemma
19.5 in [Rit2013] can be applied without change for solutions to the parametrized Floer equation.
Moreover, this inclusion of subcomplex CF ∗(Hw) in CF ∗(Ht, Jt) is compatible with the continuation
maps κw,w′ defined by the monotone homotopy between Hw and Hw′ whenever w ≤ w′, that is, there








The inclusion map ψw and ψw′ , considered as S1-morphisms, do not have higher order terms. So
this diagram of S1-complexes is in fact commutative. This implies that there is a well-defined chain
map from the homotopy colimit ĈF ∗(Hw) to CF ∗(Ht, Jt), which is an isomorphism of S1-complexes.




. We obtain an isomorphism
P̂SH∗(M,Hw) and P̂SH∗(M). This completes the proof.
To prove Proposition 5.3.2, we need the following Lemma regarding Lefschetz admissible Hamil-




∗HB for some fixed a /∈ S(F ), (5.28)
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where the Hamiltonian HB can be taken to be the norm function HB(z) = ε|z−b0| with F = π−1(b0),
and the Hamiltonian HF is an admissible Hamiltonian of slope a on the fiber F .
Lemma 5.3.8. Let HM be a Lefschetz admissible Hamiltonian of slope (a, ε) and let HSM be the family
of domain-dependent Hamiltonians defined as in (3.145). The solutions u : S = (C, p1, · · · , pk) → M






(ε±)∗u(s, ·) = x± ∈ F
lies entirely in the fiber F = π−1(b0).
Proof. Suppose by contradiction that for some 1-periodic orbits x0(t) and x1(t) in the fiber F , there is
a pair (S = (C, p1, · · · , pk), u) ∈Mk(x0, x1) which does not entirely lie in the fiber F . This implies for
the fixed domain S, one has a non-trivial JM -holomorphic curve u : S →M which is asymptotic to 1-
periodic orbits x0(t) and x1(t) in F . As the projection π is holomorphic, the composition π◦u : S → C
satisfies the equation

(du−XHB ⊗ dt)0,1 = 0, with XHB = εi(z − b0)
lim
s→±∞
π ◦ u(s, ·) = b0 ∈ C.
Fix a neighborhood of b ∈ C which contains the image of v := π ◦ u. One can take an area form
ω ∈ Ω2(B) that is of the form ω = ρ(x, y)dx∧dy in local coordinates on C, where ρ is a positive bump
function that attains its maximum at b and has its support inside the neighborhood of b. We further
assume that ω is invariant under the flow of XB so that there exists a function H : C→ R satisfying
ω(·, XB) = dH. For the solution v := π ◦ u : S → C with the fixed domain S = (C, p1, · · · , pk), we
compute ∫
R×S1
ω(∂sv, ∂tv −Xb)ds ∧ dt =
∫
R×S1
v∗ω − dH(∂sv)ds ∧ dt. (5.29)
By assumption, the integrand ω(∂sv, ∂tv − Xb) = ω(∂sv, i∂sv) is non-negative. On the other hand,
As v∗ω is a closed form on R × S1 and v(s, t) = b as s → ±∞, the right hand side of (5.29) is zero
identically by Stoke’s Theorem. This implies that ∂sv is zero in the region where Im(v) lies in the
support of ω. This is only possible if v(s, t) is the constant map to b ∈ C. Therefore, we have that
the image of the original solution u : S →M has to remain in the fiber F as desired.
Lemma 5.3.9. Given a Lefschetz admissible Hamiltonian HM : M → R of slope (a, ε) for some
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sufficiently small ε > 0 and a /∈ S(F ), there is a short exact sequence of S1-complexes
0→ CF ∗(π∗HεB)→ CF ∗(HM )→ CF ∗(HaF )→ 0. (5.30)
Proof. The Hamiltonian HM on the total space M is of the form π∗HεB +H
a
F . This implies that the
generators of CF ∗(HM ) consist of the following kinds:
(1) critical points of HF in the interior of F . These generators have small negative action, as HF is
a time-independent negative C2-small Morse function Ft in the interior of F .
(2) non-constant 1-periodic orbits of HF on the conical end ∂F × [1,∞) of F . Their action is equals
to hF (RF )−RFh′F (RF ) < 0 and r satisfies that h′F (RF ) = l for some period l of a Reeb orbits
on the boundary of F .
(3) constant 1-periodic orbits near critical points of π∗HB whose Conley-Zehnder index are equal
to −n. One can choose the C2-small Morse function Ft in the interior of F sufficiently small
so that the action of the generators are ε|π(x) − b0|2 + HF (x) > 0 after the time-dependent
perturbation.
By Lemma 3.2.4, the S1-structure maps respect the action filtration on the Floer cochain complex
CF ∗(Haε ) if sufficiently small time-dependent perturbation Ft is chosen. This implies that generators
of positive action form an S1 subcomplex CF ∗(π∗HB). The quotient subcomplex can be identified
by CF ∗(HF ) due to Lemma 5.3.8 above. This yields the short exact sequence of S1-complexes (5.30)
as desired.
Given Lemma 5.3.9, we prove Proposition 5.3.2 as follows.
Proof of Proposition 5.3.2. Given a Lefschetz fibration π : M2n → C with fiber F = π−1(b0) admitting
a higher dilation, we first choose a bi-direct system of Lefschetz admissible Hamiltonians Haibj =
{Haibj }i,j∈N. In particular, each Hamiltonian H
ai
bJ






where the Hamiltonian HaF equals to a C
2-small Morse function on the interior of F , a time-dependent
perturbation of the quadratic Hamiltonian R2F on the region [1, Ra]× ∂F and becomes linear of slope
a on the conical end [Ra,∞) × F . Here Ra is uniquely determined by the condition h′F (Ra) = a.
The Hamiltonian HbB is defined analogously. Let ε be a sufficiently small positive number such that
ε < minS(D2). For any slope ai > minS(F ), there are chain maps ιai : C∗(M) → CF ∗(Haiε )
and ιaiF : C
∗(F ) → CF ∗(HaiF ) defined similarly to the PSS homomorphism in (4.2) for the Lefschetz
admissible Hamiltonians Haiε on M and H
ai
F on the fiber F . The proof of Proposition 4.1.2 implies
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that these chain maps lift to homomorphisms between S1-complexes, and equivalently we have chain
maps
ιai : C
∗(M)((u))→ CF ∗(Haiε )((u)) and ιaiF : C∗(F )((u))→ CF ∗(HaiF )((u)). (5.31)
For the particular choice of the cofinal system of Lefschetz admissible Hamiltonians Haiε = {Haiε }i∈N
and HaiF = {HaiF }i∈N , the chain maps ιai and ιaiF induce well-defined chain maps to the homotopy
colimits
ι̃a : C
∗(M)((u))→ ĈF ∗(Haiε )((u)) and ι̃F : C∗(F )((u))→ ĈF ∗(HaiF )((u)). (5.32)
Applying Lemma 5.3.9 to each direct summand of the homotopy colimits ĈF ∗(Haiε ) and ĈF ∗(H
ai
F ),












0 // QCrit(HB)[−n]((u)) // ĈF ∗(Ha1ε )
qF // ĈF ∗(Ha1F ) // 0.
For Lefschetz fibration with n > 1, we know that the map j∗F : C
0(M)→ C0(F ) is an isomorphism in













i can be lifted to an element in ĈF ∗(Haiε ). Lemma 5.3.8 implies that ĈF ∗(H
ai
F ) is





i) = eM in
ĈF ∗(Haiε ), and the unit eM lies in the kernel of the induced map ι̃a in homology.
For the total space M of a Lefschetz fibration, the PSS homomorphism defined in Section 4.1
can be reformulated using Lefschetz admissible Hamiltonians as follows. For any Hamiltonian Haibj of
slope (ai, bj) in the bi-direct system, one has an S1-homomorphism ιaibj : C
∗(M)→ CF ∗(Haibj ) defined
analogously to ιai . This induces a well-defined chain map ι̃M : CF ∗(M)((u)) → ĈF ∗(Haibj )((u)).
Using Lemma 5.3.7, one can deduce that the induced map (ι̃M )∗ in homology agrees with the PSS
homomorphism defined previously. To prove that M admits a higher dilation, it suffices to observe
that the S1-equivariant lift of the PSS homomorphism factors as the following compositions
P̃SS : H∗(M)((u))
ι̃a−→ P̂SH∗(Haiε )
κ̃−→ P̂SH∗(Haibj ) ∼= P̂SH∗(M), (5.33)
where the first map ι̃a is constructed above and the second map κ is induced by the continuation maps
κaibj between S
1-complexes CF ∗(Haiε ) and CF ∗(H
ai
bi
) for all pairs (ai, bj) in the bi-directed system.
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This is because on the chain level whenever ε ≤ a1 ≤ a2 and ε ≤ b1 ≤ b2, we have a commutative
diagram of S1-complexes for the special choice of bi-directed system of Hamiltonians Haibj














As eM vanishes under the map H∗(M)((u))→ P̂SH∗(Ha1ε ), we deduce that the identity eM in H∗(M)
lies in the kernel of
P̃SS : H∗(M)((u))→ P̂SH∗(Haibi ), (5.34)
This implies that the total space of the Lefschetz fibration also admits higher dilations if n > 1.
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Appendix A
Computations for the disc and the
annulus
A.1 The disk
We consider C with a primitive of ω = dx ∧ dy given by θ = 12 (xdy − ydx). If we denote (r, θ) as
the polar coordinates on C, the Liouville vector field is given by Z = r2∂r. Since in our convention
(2.3) the Liouville vector field is of the form R∂R using the cylindrical coordinate on [1,∞)×S1, this
implies that r2 = R so that R∂R = r2∂r. Similarly, the Reeb vector field Rα on the contact manifold
S1 = {z ∈ C | |z| = 1} is given by 2∂θ. The periods of Reeb orbits on S1 are kπ for k ∈ Z+. We
choose a cofinal system of Hamiltonians Hkπ+1 : C → R, k ≥ 0 defined in Section 3.2.1 such that




2 , if R− 1 ∈ [0, kπ + 1];
(kπ + 1)(R− 1) + C, if R− 1 ∈ [kπ + 1,∞).
(A.1)
The contact manifold S1 consists only good Reeb orbits which are maps γi : S1 → S1 ⊂ C of degree i
for all i ∈ Z+. The Reeb orbit γi of degree i corresponds to the 1-periodic orbit γi when R− 1 = iπ.
One can perturb Hkπ+1 locally in a neighborhood of each non-constant 1-periodic orbit γi. Using
the explicit perturbation Hkπ+1εk := H
kπ+1 +
∑
i≥1 εkπ+1fγi , each γi gives rise to two non-degenerate
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1-periodic orbits γ̂i, qγi of Hkπ+1εk . Their indices are
|qγi| = −2i, |γ̂i| = −2i+ 1, i ≥ 1. (A.2)
Also, the origin x0 := (0, 0) in C is a critical point of Hkπ+1εk for all k ≥ 0. The index of x0 is the
Morse index, that is |x0| = 0. For simplicity, we denote the generator of CF ∗(D2, Hkπ+1εk ) of index i
by xi. Then we have
CF ∗(D2, Hkπ+1εk ) = Z〈x0, x−1, . . . x−2k+1, x−2k〉. (A.3)
Since δi preserve the action filtration on CF ∗(D2, Hkπ+1εk ) defined in (3.16), we have that δi = 0 for
all i ≥ 2. Then Proposition 3.2.8 implies that for j = 1, . . . , k
d(x−2j) = 0, ∆(x−2j+1) = jx−2j . (A.4)
Also, we see that ∆(x−2j) = 0 as ∆ preserves the action filtration on CF ∗(M,Hkπ+1εk ) in (3.16).
There is precisely one solution to the Floer equation with asymptotics x−2j+1 and x−2j+2 at ±∞.
This implies that d(x−2j+1) = x−2j+2. Thus we have
PSC∗(D2, Hkπ+1εk )
∼= Z((u))〈x0, x−1, . . . x−2k+1, x−2k〉, (A.5)
δS
1
(x−2j) = 0, δ
S1(x−2j+1) = x−2j+2 + ujx−2j for j = 1, . . . , k. (A.6)
The homology of this cochain complex is
PSH∗(D2, Hkπ+1εk )
∼= Z((u))〈[x−2k]〉. (A.7)
To determine the homomorphism (κk,k+1)∗ : PSH∗(D2, Hkπ+1εk ) → PSH∗(D2, H
(k+1)π+1
εk+1 ), we con-
sider the continuation map κk,k+1 induced by the monotone homotopy betweenHkπ+1εk andH
(k+1)π+1
εk+1 .
By Lemma 3.2.5, κk,k+1 respects action filtration. So κk,k+1 = κ0 + uκ1 + · · · agrees with the usual
continuation map κ0 = κ′0 ◦ η0 defined in (3.29). The cochain complex CF ∗(D2, Hkπ+1εk+1 ) have the
same generators as those of CF ∗(D2, Hkπ+1εk+1 ), which we also denote by xi for i = 0, . . . ,−2k. For
1-periodic orbit γ̂ of Hkπ+1εk and H
kπ+1
εk+1
, there is precisely one regular solution to the continuation
equation given by
u : R× S1 → N(γ), u(s, t) 7→ γ̂(t). (A.8)
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So the continuation map η0 is the identity. As the values of the Hamiltonians Hkπ+1εk+1 and H
(k+1)π+1
εk+1
agree on M ∪ [1, kπ + 2] × ∂M , the continuation map κ′0 : CF ∗(D2, Hkπ+1εk+1 ) → CF ∗(D2, H
(k+1)π+1
εk+1 )
is given by the natural inclusion. This implies that κk,k+1 = κ0 is also the natural inclusion
κk,k+1 : PSC
∗(D2, Hkπ+1εk )→ PSC∗(D2, H(k+1)π+1εk+1 ), ujxi 7→ ujxi. (A.9)
After passing to homology, we have that
(κk,k+1)∗([x−2k]) = −(k + 1)u[x−2k−2]. (A.10)
The direct limit with respect to (κk,k+1)∗ : PSH∗(D2, Hkπ+1εk )→ PSH∗(D2, H
(k+1)π+1








// · · · .
(A.11)
Under the homomorphism φk : Z((u))〈[x−2k]〉 → Q((u))〈x0〉, a 7→ a/(−1)kk!uk, we conclude that
PSH∗(D2) : = lim−→PSH
∗(D2, Hk) ∼= Q((u))〈[x0]〉 ∼= Q[u, u−1], (A.12)
which verifies Theorem 3.2.7 in the case of D2 ⊂ C.
To compute the completed periodic symplectic cohomology, we apply the telescope construction




CF ∗(D2, Hkπ1εk )[q]. (A.13)
As shown in Section 3.3, the sequence of operations (δ̂0, δ̂1, . . .) gives rise to a S1-structure on ĈF ∗(D2).
One notices that H∗(ĈF ∗, δ̂0) = SH∗(D2). By Corollary 2.2.5, we conclude that P̂SH∗(D2) = 0 as
SH∗(D2) = 0.
A.2 The annulus
Let A ∼= [−1, 1] × S1 be the annulus with coordinate (r, θ) in R × S1 ∼= T ∗S1. There is a biholo-
morphism ι : T ∗S1 → C∗, (r, θ) 7→ er+iθ which embeds T ∗S1 into C. We equip A with the Liouville
structure induced by ι∗θ, where θ = 12 (xdy− ydx) on C. We consider a cofinal system of autonomous
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2 , if R− 1 ∈ [0, iπ + 1];
(iπ + 1)(R− 1) + C, if R− 1 ∈ [iπ + 1,∞).
(A.14)
andHiπ+1|Int(A) is a negative C2-small Morse function, which has a minimum at (0, 0) and a maximum
at (0, 12 ) in A = [−1, 1]× S1. We denote by γ̂0, qγ0 the minimum and the maximum of Hiπ+1|Int(ι(A)),
respectively. For each Hiπ+1, there are 2i non-constant 1-periodic orbits denoted by γk and γ−k with
k = 1, . . . , i, where γk and γ−k correspond to Reeb orbits of multiplicity k on the two components of
∂A = S1 t S1 with opposite orientations. After perturbing Hiπ+1 to Hiπ+1εi as before, we obtain that
two non-degenerate 1-periodic orbits γ̂k, qγk for each γk with indices
|qγk| = 0 and |γ̂k| = 1 for k = −i, . . . , i. (A.15)
with respect to the trivialization of TT ∗S1 given by ι∗α, where α = dzz is the standard holomorphic
form defined on C∗. The Floer cochain complex of Hiπ+1εi is given by
CF ∗(A,Hiπ+1εi ) = Z〈γ̂−i, qγ−i, γ̂−i+1, qγ−i+1 . . . , γ̂i−1, qγi−1, γ̂i, qγi〉. (A.16)
For j, k 6= 0, the generators qγj and γ̂k are in different free homotopy class if j 6= k. So we have that
d(qγk) = 0 if j 6= k. Together with that fact d(qγk) = 0 · γ̂k = 0 by Proposition 3.2.8, one obtains
δS
1
(qγk) = 0 for all k 6= 0. Proposition 3.2.8 also implies that δS
1
(γ̂k) = 0 + kuqγk = kuqγk for all k 6= 0
as γk corresponds to a good orbit of multiplicity k on ∂A = S1 t S1. For k = 0, we have δS
1
(γ̂0) = 0
by degree reasons, and δS
1
(qγ0) = 0 since the Floer differential d agrees with the Morse differential
between γ̂0 and qγ0 and there is no regular solution to the BV operator in this case. This implies that
the homology of (PSC∗(A,Hiπ+1εi ), δ





Z/kZ((u)) and PSHodd(M,Hiπ+1εi ) ∼= Z((u)), (A.17)




For Hiπ+1εi  H
(i+1)π+1
εi+1 , higher order continuation maps κi vanish for all i ≥ 1 by Lemma 3.2.5.
Similar to the case of D2 in C, the continuation map κi,i+1 : PSC∗(A,Hiπ+1εi )→ PSC∗(A,H
(i+1)π+1
εi+1 )
is induced by the natural inclusion of CF ∗(M,Hiπ+1εi ) into CF
∗(M,H
(i+1)π+1




∗(A,Hiπ+1εi )→ PSH∗(A,H(i+1)π+1εi+1 ), (A.19)
we conclude that
PSH∗(A) = lim−→PSH




This confirms that PSH∗(A,Q) ∼= H∗(A) ⊗Z Q((u)) ∼= H∗(S1) ⊗Z Q((u)). Next we compute the
completed periodic symplectic cohomology of the annulus. The telescope construction of the chain




Z〈γ̂−1, qγ−1, γ̂0, qγ0, γ̂1, qγ1〉
d



















By degree reasons, δi = 0 for i ≥ 2 and κj = 0 for j ≥ 1 in the definition of δ̂S1 . This implies that
δ̂S1(γ̂0) = δ̂S
1(qγ0) = 0, δ̂S
1(qγ̂0) = −(κ0(γ̂0)− γ̂0), δ̂S1(qqγ0) = κ0(qγ0)− qγ0, (A.21)
δ̂S1(qγk) = 0, δ̂S
1(qqγk) = κ0(qγk)− qγk for all k ∈ Z, (A.22)
δ̂S1(γ̂k) = kuqγk, δ̂S
1(qγ̂k) = −(qkuqγk + κ0(γ̂k)− γ̂k) for all k ∈ Z. (A.23)











The mixed complex structure on the
normalized singular chains
Following Appendix A in [CG], we define the H∗(S1)-module structure, or equivalently a mixed
complex structure, on a quotient complex of the normalized singular chains C∗(LL, ν), called the
(twisted) normalized singular chains. A similar construction of a quotient of the normalized cubical
chains was first introduced by Abouzaid in [Abo2011]. In this Appendix, we work with any topological
S1-space X and do not restrict ourselves to the free loop space LL.
Let ∆n be the standard simplex defined by
∆n = {(t0, · · · , tn) | ti ≥ 0,
∑
ti = 1}. (B.1)
The ith vertex of the standard simplex are given by
ei = (0, · · · , 0, 1, 0, · · ·
ith−position
, 0). (B.2)
We call the zero-th vertex e0 the based point of ∆n. Given a standard simplex ∆n, there are co-face
maps δi : ∆n−1 → ∆n for i = 0, · · · , n
δi : (t0, · · · , tn−1)→ (t0, · · · , ti, 0, ti+1, · · · tn−1). (B.3)
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and co-degeneracy maps σi : ∆n+1 → ∆n for i = 0, · · · , n
σi : (t0, · · · , tn+1)→ (t0, · · · , ti + ti+1, · · · , tn+1). (B.4)
Then the singular chain complex C∗(X) has a natural simplicial complex structure Cn(X)n≥0 with face
maps di : Cn(X)→ Cn−1(X) and degeneracy maps si : Cn(X)→ Cn+1(X) induced by pre-composing
with the structure map δi and σi of the co-simplicial set {∆n}n≥0. A singular chain α : ∆n → X is
called degenerate if α ∈ Im(si) for some degeneracy map si. The normalized chain complex is then
defined by
Ck(X) := Z[ singular k-chains]
/
Z[ degenerate singular k-chains ]. (B.5)
Given a local system η on X, we first recall the definition of singular chain complex with coefficient
in η. We denote by Cn(X, η) the free abelian group generated for formal finite sum Σiaiσi such that
(1) σi is a singular n-chain, i.e. σ ∈ Cn(X).
(2) ai ∈ ησi(e0), where ησi(e0) is an abelian group determined by the fiber of the local system at the
point σi(e0).
To define the differential of the twisted singular chain complex C∗(X, η), one first notices that the
co-face maps preserve the based point e0 if i > 0, that is, δi(e0) = e0. However, when i = 0, one has
δ0(e0) = e1. There is a standard path γ : [0, 1] → ∆n given by a linear homotopy connecting e0 and
e1
(t, 1− t, 0, · · · , 0). (B.6)
As η is a local system, there is a well-defined parallel transport map induced by σ ◦ γ(t)
γσ : ησ(γ(0)) → ησ(γ(1)) (B.7)
for any singular chain σ ∈ C∗(X). Then the twisted differential d : Cn(X, η)→ Cn−1(X, η) is defined
by
a · σ 7→ γσ(a) · (σ ◦ δ0) +
n∑
i=1
a · (σ ◦ δi). (B.8)
Since for the co-degeneracy maps σi always preserve the based point of the standard simplex, that is,
σi(e0) = e0 for all i = 0, · · · , n, the degenerate singular chains form a subcomplex of C∗(X, η) with
respect to (B.8). Hence the normalized singular chain complex with coefficients in η is well-defined.
By abuse of notation, we will still denote the normalized chain complex by C∗(X, η).
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Definition B.0.1. A product singular chain in X is a map
σ : ∆i1 × · · · ×∆ik → X. (B.9)
The singularization of a product singular chain is an element in Ci1+···+ik(X) that is defined by
sing(σ) = σ#(EZ(ηi1 ⊗ · · · ⊗ ηik)), (B.10)
where ηk : ∆→ ∆ is given by the identity map.
Definition B.0.2. A singular generalized prism in X is a map
σ : ∆i1 × · · · ×∆ik × I → X. (B.11)
Given two singular generalized prisms σ1 and σ2 with the same domain ∆i1 × · · · ×∆ik × I, we say
σ1 and σ2 fit together if for all s ∈ ∆i1 × · · · ×∆ik , one has
σ1(s, 1) = σ(s, 0). (B.12)
Given two singular generalized prisms σ1 and σ2 that fit together, and a map f : ∆i1×· · ·×∆ik → I
such that
f−1(i) ⊂ {s ∈ ∆i1 × · · · ×∆ik | σi(s, t) is indepedent of t} for i = 0, 1. (B.13)
There is an operation, called f -gluing, defined by
σ1#fσ2 : ∆
i1 × · · · ×∆ik → X. (B.14)
σ1#fσ2(s, t) =

σ1(s, t/f(s)), if t ≤ f(s),
σ2(s, (t− f(s))/(1− f(s)), otherwise .
(B.15)
Definition B.0.3. Given a singular generalized prism σ : ∆i1 × · · · ×∆ik × I → X, we defined the
last-factor reversal of σ by
σ̄ : ∆i1 × · · · ×∆ik × I → X, (s, t)→ σ(s, 1− t). (B.16)
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Now we are ready to define the convenient quotient of the normalized singular chain complex
C∗(X, ν) that is denoted as CL∗ (X, ν)
Definition B.0.4. Let C∗(X, ν) be the normalized singular chains of X with coefficient in the local
system η, then CL∗ (X, ν) is defined as the quotient of C∗(X, ν) by subcomplexes
D1∗(X) = ⊕sing(σ1) + sing(σ2)− sing(σ1#fσ2), (B.17)
D2∗(X) = ⊕sing(σ) + sing(σ̄) (B.18)
D3∗(X) = ⊕⊕τ∈Sk sing(σ) + sing(σ ◦ τ), (B.19)
where the first direct sum ⊕ is taken over all pairs of singular generalized prisms that fit together and
the direct sum ⊕ in (B.18) and (B.19) is taken over all singular generalized prisms, and the direct
sum ⊕τ∈Sk in (B.19) is taking over all elements in the symmetric group Sk where the indices of the
standard simplex ∆k is permuted when pre-composing with a k-chain σ.
Lemma B.0.5. The quotient complex CL∗ (X) is well-defined, that is, each Di∗(X) for i = 1, 2, 3 form
a contractible subcomplex of the normalized singular chain complex C∗(X).
Proposition B.0.6. Given an S1-action on X, the subcomplex Di∗(X) are preserved under the C∗(S1)
action on C∗(X). Equivalently, the BV operator ∆: C∗(X) → C∗+1(X) descends to the quotient
CL∗ (X).
Let C∗(X) be a C∗(S1)-module. To construct the H∗(S1)-module structure on CL∗ (X), we consider
its quotient complex CL∗ (S1) for X = S1. There is a map
ψ : H∗(S
1) ∼= Z[ε]/(ε2)→ CL∗ (S1), (B.20)
1 7→ α : ∆0 → 0 mod 1
ε 7→ β : t ∈ ∆1 → t mod 1.
Proposition B.0.7 (Lemma A.9 [CG]). The map ψ is a morphism of differential graded algebras.













Given an S1-space X, the above equivalence (B.22) implies that the differential graded module struc-
tures on CL∗ (X) over the dga H∗(S1) and C∗(S1) are equivalent. Explicitly, one has the following
corollary of Proposition B.0.7.
Corollary B.0.8 (Corollary A.1 [CG]). There is a H∗(S1)-module structure on the normalized sin-
gular chains CL∗ (X, ν) of the free loop space. Equivalently, the operator ∆: CL∗ (X) → CL∗+1(X) of
degree 1 satisfying ∆2 = 0 and d∆ + ∆d = 0.
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Appendix C
Viterbo’s functoriality as an
S1-morphism
Given a Liouville domain (M, θM ) and a Liouville subdomain (W, θW ), we prove that both PSH∗(M)
and P̂SH∗(M) satisfy Viterbo’s functoriality and fit into a commutative diagram as follows.
Proposition C.0.9. Given a Liouville subdomainW ⊂M , there is an S1-equivariant Viterbo transfer
morphism V = ∑ki=0 Vkuk induces homomorphisms
[V] : PSH∗(M)→ PSH∗(W ) and [V] : P̂SH∗(M)→ P̂SH∗(W ). (C.1)







H∗(W,Q)((u)) P̃SS // P̂SH∗(W )
,
Proof. One consider the Hamiltonian Hw,m that defines the transfer map as in Figure C.1.
We take a small perturbation of the step shaped Hamiltonian Hw,m, the Hamiltonian orbits of
Hw,m can be categorized as follow
(1) Critical points of a C2-small time-dependent perturbation of Hw,m in W\{rw ≤ c},
(2) Hamiltonian orbits near rw = c whose action is in (−wc, δc),
(3) Hamiltonian orbits near rw = 1 + ε whose action is in (wc,w(1 + ε− c)),
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Figure C.1: The Hamiltonian defining Viterbo transfer map
(4) Critical points of a C2-small time-dependent perturbation of Hw,m in M1+ε\W 1+ε,
(5) Hamiltonian orbits near RM = 1 + ε whose action is sufficiently positive (depending on w > 0).
Now if one takes the slopes w and m of the step shaped function Hw,m to be w  m and wc  1.
Since for sufficiently small δa > 0, the orbits of type (3) has action equals to δa(1 + ε) − wc, by
requiring w  m and wc 1 it is guaranteed that the Hamiltonian orbits in W have negative actions
and orbits outside W have positive actions.
In fact, as the operations δi preserves the action filtration by Lemma 3.2.4 and no solutions of
equation escape W proved in [AS2010, Lemma 7.2], we have a short exact sequence of S1-complexes
0→ CF ∗≥0(M,Hw,m)→ CF ∗(M,Hw,m)
qw,m−−−→ CF ∗≤0(M,Hw,m)→ 0. (C.2)
For each fixed w  m > 0, we have the following S1-morphisms of degree −2i
Vw,mk : CF k(M,Hm) ∼= CF k(M,Hw,m)
qw,m−−−→ CF k≤0(M,Hw,m)
κwk−−→ CF k≤0(M,Hw) ∼= CF k(W,Hw),
where κwk is the higher order continuation map of degree −2k for the monotone homotopy Hs from
Hw to Hw,m. Here Hw is the Hamiltonian which is C2-small in W and linear of slope w outside W ,
and similarly Hw is the Hamiltonian which is C2-small in M and linear of slope m outside M .











Vi // CF ∗(W,Hwj )((u))
Passing to homology and taking direct limit with respect to wi  mi →∞, it immediately yields
[V] : PSH∗(M)→ PSH∗(W ). (C.3)
Analogously, we have a morphism between the corresponding homotopy colimits ĈF ∗(M) and
ĈF ∗(W ) of {CF ∗(M,Hmi)}i≥0 and {CF ∗(W,Hwi)}i≥0 respectively
















































Vkuk : ĈF ∗(M)((u))→ ĈF ∗(W )((u)) (C.4)
Passing to homology of δS
1
, we obtain the desired S1-equivariant Viterbo transfer map homology
[V] : P̂SH∗(M)→ P̂SH∗(W ). (C.5)
Finally, the commutativity of the diagram follows from the construction of V.
