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Abstract
The majority of current object detectors lack context:
class predictions are made independently from other detec-
tions. We propose to incorporate context in object detec-
tion by post-processing the output of an arbitrary detector
to rescore the confidences of its detections. Rescoring is
done by conditioning on contextual information from the en-
tire set of detections: their confidences, predicted classes,
and positions. We show that AP can be improved by sim-
ply reassigning the detection confidence values such that
true positives that survive longer (i.e., those with the cor-
rect class and large IoU) are scored higher than false pos-
itives or detections with small IoU. In this setting, we use
a bidirectional RNN with attention for contextual rescor-
ing and introduce a training target that uses the IoU with
ground truth to maximize AP for the given set of detections.
The fact that our approach does not require access to visual
features makes it computationally inexpensive and agnos-
tic to the detection architecture. In spite of this simplicity,
our model consistently improves AP over strong pre-trained
baselines (Cascade R-CNN and Faster R-CNN with sev-
eral backbones), particularly by reducing the confidence of
duplicate detections (a learned form of non-maximum sup-
pression) and removing out-of-context objects by condition-
ing on the confidences, classes, positions, and sizes of the
co-occurrent detections (e.g., a high-confidence detection of
bird makes a detection of sports ball less likely).
1. Introduction
The convolutional backbone of current object detectors
processes the whole image to generate object proposals.
However, these proposals are then classified independently,
ignoring strong co-occurrence relationships between object
classes. By contrast, humans use a broad range of con-
textual cues to recognize objects [12], such as class co-
occurrence statistics and relative object locations and sizes.
This observation motivates our work, where we exploit con-
Figure 1: Detection confidences before (left) and after
(right) contextual rescoring. High-confidence detections in-
form the topic of the image. False positives have their con-
fidences reduced (only suitcase and the umbrella are in the
ground truth). The line thickness of a bounding box is pro-
portional to its confidence.
textual information from the whole set of detections to in-
form which detections to keep.
Through an error analysis, we observe that current ob-
ject detectors make errors that can be mitigated by the use
of context. Errors can be ascribed to two types of problems:
non-maximum suppression failing to remove duplicate de-
tections (Figure 3); and local methods making insufficient
use of context, e.g., when the object is visually similar to
some class but the its context makes it unlikely (Figure 4).
We first study how to improve AP by rescoring detec-
tions while keeping the same locations and classes (Sec-
tion 4.1). The insight is that detections with higher IoU
count as true positives for more IoU thresholds and there-
fore should be scored higher. These scores are induced with
the knowledge of the ground truth labels and lead to im-
provements of up to 15 AP on MS COCO val2017 for de-
tections produced by high-performance two-stage detectors
1
ar
X
iv
:1
91
2.
12
29
0v
1 
 [c
s.C
V]
  2
7 D
ec
 20
19
Detector
[0.99; person; xywh1]
[0.90; tennis racket; xywh3]
[0.70; sports ball; xywh4]
RNN
RNN
RNN
S
e
lf
-a
tt
e
n
ti
o
n
R
e
g
re
s
s
o
r
0.99
0.20
0.80
1. Input 
image
2. Detect objects 3. Extract feature vector 
and build sequence
4. Propagate through 
RNN + self-attention
5. Predict new 
confidence score
[0.75; person; xywh2] RNN
0.92
Figure 2: Overview of the contextual rescoring approach. 1-2. A set of detections is collected by an object detector. 3. A
feature vector is extracted for each detection (by concatenating its confidence, predicted class, and coordinates). 4. Detections
are processed by an RNN with self-attention. 5. A regressor predicts a new confidence for each detection.
(see Table 1). Given a fixed matching between predicted
and ground truth detections, to maximize AP, it is optimal
to assign score equal to the IoU with the ground truth to
each matched predicted detection. Unmatched detections
have a score of zero.
In this paper, we propose a model to rescore detections
of a previous detector using context from all detections in
the image (see Figure 2). Each detection is represented by
a feature vector with the original confidence, the predicted
class, and the bounding box coordinates. While the baseline
detectors use only visual information, our model exploits
non-visual high-level context, such as class co-occurrences,
and object positions and sizes. We use recurrent neural net-
works (RNNs) with self-attention to induce the contextual
representation for rescoring detections. We train with a loss
that pushes the model towards producing scores that maxi-
mize AP for the set of detections being rescored. Our ap-
proach is widely applicable as it does not use visual or other
detector-specific features.
Results on MS COCO 2017 [21] (see Table 2) show
that the proposed model improves AP by 0.5 to 1 across
strong region-based baseline detectors (Faster R-CNN [26]
and Cascade R-CNN [5]) and different backbone networks
(ResNet-101 and ResNet-50 [16]). An analysis of the
rescored detections (Section 5) shows that the model de-
creases the confidence for out-of-context and duplicate de-
tections, while maintaining it for correct detections. Fig-
ure 1 illustrates this behavior: false positives (sports ball,
potted plant and umbrella) have their confidences reduced,
while keeping high confidences for true positives (suitcase
and umbrella). We present additional examples picked sys-
tematically, i.e., those with the largest changes in scores ac-
cording to the cosine distance (see Appendix C).
We identify the following contributions of this work:
• A rescoring algorithm that aims to maximize AP given
fixed sets of predicted and ground truth bounding
boxes. We show that for detections produced by cur-
rent two-stage object detectors, there is an improve-
ment of approximately 15 AP.
• A contextual rescoring approach that generates a new
confidence for each detection by conditioning on the
confidences, classes, and positions of all detections.
Our model uses RNNs with self-attention to generate
a contextual representation for each detection and it is
trained to regress the values for AP maximization (i.e.,
IoU of the bounding box with the ground truth).
2. Related work
Two-stage detectors State-of-the-art object detectors [15,
14, 26, 5] rely on a two-stage approach: select image re-
gions likely to contain objects (e.g., using fixed region pro-
posal algorithms [15, 14] or a region proposal network [26])
and then classify each region independently. These ap-
proaches do not use non-visual contextual information.
Object detection with context Existing methods include
context either in post-processing (as a rescoring or refine-
ment step) [13, 8, 10, 11, 29, 12, 1] or in the detection
pipeline [24, 3, 22, 20, 7, 25]. Existing work has incor-
porated context through multiple approaches such as logis-
tic regression [12], deformable parts-based models [13, 24],
latent SVMs [29], binary trees [10], graphical models [22],
spatial recurrent neural networks [7, 25, 3] and skip-layer
connections [3]. There has been work that captures context
by using RNNs to process visual feature maps [20, 7, 25, 3].
Recently, [2] explored the utility of context by rescoring
detections using non-visual context inferred from ground
truths. They consider how to improve AP by rescoring de-
tections and propose a heuristic rescoring rule based on the
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ratio of true and false positives. Their approach does not
provide a rescoring model as they condition on knowledge
of ground truths. To the best of our knowledge, we are
the first to use a deep learning model that conditions on
non-visual features (confidence, predicted class, and bound-
ing box location) to rescore predictions. Furthermore, our
model is trained with a loss for AP maximization, which is
developed based on the insight that better localized detec-
tions should be scored higher.
Non-maximum suppression Non-maximum suppression
(NMS) is a crucial component for removing duplicate de-
tections. In addition to traditional NMS, Soft-NMS [4] re-
duces confidence proportionally to the IoU overlap, while
learned NMS [19, 18] learns the NMS rule from data. Both
learned NMS approaches use the same matching strategy
used in evaluation and use a weighted logistic loss for
rescoring (i.e., keep or remove a detection). This loss does
not encode preference for detections with better localiza-
tion. NMS approaches do not remove duplicate detections
with different classes (Figure 3 right). By contrast, our ap-
proach conditions on all the predicted classes, confidences,
and positions and therefore, our model can learn class, con-
fidence and position-dependent suppression rules. Further-
more, we formulate a regression problem where the target
is the IoU with ground truth such that better localized de-
tections should be given a higher score. In Section 4.1,
we compare our rescoring approach (matching and targets)
with learned NMS approaches and show that there is large
margin for improvement (Table 1).
3. Error analysis
We analyze the errors made by two strong detectors. For
this analysis, we use the detections generated by MMDetec-
tion’s [6] implementation of Faster R-CNN [26] and Cas-
cade R-CNN [5] with a ResNet-101 [16] backbone. The
backbone is pre-trained for ImageNet [27] classification and
fine-tuned for object detection on COCO train20171.
Unless mentioned otherwise, all future analyses and exam-
ples will use results and examples from COCO val2017
with Cascade R-CNN and a ResNet-101 backbone.
3.1. Detection errors
Localization errors and duplicate detections Localiza-
tion errors occur when the predicted bounding box has the
correct class but low IoU with the its corresponding ground
truth. Localization errors also include duplicate detections,
which have multiple bounding boxes for the same object.
NMS removes detections whose confidence is lower than
any other detection with the same object class and IoU
1For more information, please refer to the project’s GitHub page
https://github.com/open-mmlab/mmdetection/
Figure 3: Duplicate detections illustrating failure cases of
NMS. Left: Two high confidence detections of tie with low
IoU. Right: Overlapping detections of horse and zebra.
Figure 4: Failure cases of local non-contextual detection.
Left: Banana and umbrella detected in a clock. Right:
Sports ball detected in the tree background.
above a threshold (typically 0.7, e.g., in [26]). Unfortu-
nately, NMS fails to remove duplicate detections with low
IoU or with different classes, e.g., in Figure 3, a man with
two ties (left) and overlapping detections of zebra and horse
(right). A learned contextual NMS procedure should sup-
press these false positives as it is unlikely for a person to
have two ties and for detections of horse and zebra to over-
lap completely.
Confusions with background and dissimilar class Lo-
cal visual features may lead to confusions. In Figure 4,
the detector finds unexpected objects such as an umbrella
and a banana in a clock (left), and a sports ball in a tree
(right). A learned rescoring model should be able suppress
these false positives due their low probability in their con-
text, e.g., by capturing class co-occurrences. Figure 5 illus-
trates class co-occurrences for the ground truth objects in
COCO val2017. Each cell represents the expected num-
ber of instances of the co-occurrent class to be encountered
in an image given that an instance from the observed class is
already present. Using context, we can leverage the knowl-
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Figure 5: Co-occurrences for a subset of classes in COCO
train2017. Each cell represents the expected number
of instances of the co-occurrent class in an image that has
at least one instance from the observed class. Related ob-
jects frequently co-occur: skis and snowboard; baseball bat,
baseball glove and sports ball; cutlery. Rare co-occurrences
are clear: sports objects and food rarely co-occur, bed and
toilet appear with few other objects. There are strong diag-
onal co-occurrences: multiple classes frequently co-occur
with themselves. Among these diagonal co-occurrences,
toilet, bed and dining table are relatively weak.
edge of these co-occurrences and decrease confidence for
unexpected objects and increase it for detections that are
likely correct. The figure with all class co-occurrence statis-
tics can be found in Appendix A.
3.2. Statistical error analysis
Current object detectors place a significant amount of
confidence on false positive detections (Figure 6). Similarly
to [17], we split detections into five types:
• Correct: correct class and location (IoU ≥ 0.5).
• Localization error: correct class but the wrong loca-
tion (0.1 ≤ IoU < 0.5); or correct location (IoU ≥
0.5), but the ground truth has already been matched
(duplicate detection).
• Confusion with similar class: similar class (same
COCO supercategory) and IoU ≥ 0.1.
• Confusion with dissimilar class: dissimilar class
(different COCO supercategory) and IoU ≥ 0.1.
• Confusion with background: the remaining false
positives (IoU < 0.1).
Correct41.4%
Localisation
18.8%
Similar
5.2%Dissimilar
8.8%
Background
25.8%
(a) Faster R-CNN.
Correct48.3%
Localisation
16.5%Similar
4.3%Dissimilar
6.6%
Background
24.2%
(b) Cascade R-CNN.
Figure 6: Accumulated confidence distribution of Faster
R-CNN and Cascade R-CNN (ResNet-101 backbone) on
val2017.
We iterated over detections in order of decreasing confi-
dence and matched them with the ground truth with highest
overlap, regardless of their class (by contrast, AP matches
each class separately). In Figure 6, we accumulate the to-
tal confidence placed on each type of detection (i.e., higher
confidence detections have higher weight). Both Faster and
Cascade R-CNN detectors place the majority of confidence
on false positives. In Section 5.2 we compare the same con-
fidence distribution after rescoring and show that our rescor-
ing model reduces the fraction of confidence placed on false
positives (Figure 7) and increases AP (Table 2).
4. Proposed approach: contextual rescoring
We consider a simple post-processing strategy: maintain
the classes and positions of the predicted bounding boxes
and change only their confidences. Detections can be re-
moved by driving their confidences to zero. We show that
given a set of ground truth annotations and a set of detec-
tions generated by an object detector, we can rescore detec-
tions such that AP is greatly improved (Table 1).
4.1. Rescoring target
AP computation AP is computed for each class sepa-
rately at various IoU thresholds (0.5, 0.55, . . . , 0.95). In-
creasing IoU thresholds reward better localization by requir-
ing a detection to be closer to a ground truth to be consid-
ered true positive. For computing AP, we first determine
true and false positives by matching each detection with a
ground truth. COCO’s matching strategy sorts detections
by descending confidence order. Following this order, each
detection is matched with the ground truth with the highest
IoU if the following conditions are met: they have the same
class, their IoU is greater or equal than the IoU threshold,
and the ground truth was not yet matched. If no match is
found, the detection is a false positive.
Then, the interpolated precision-recall curve is com-
puted. Starting from the highest confidence detections, the
curve p(r) is traced by filling in the point that corresponds
to the precision p at the current recall r for the running set
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of detections. This curve is then made monotonically de-
creasing by re-assigning the precision at each recall as the
maximum precision at higher recalls:
pinterp(r) = max
r˜≥r
p(r˜). (1)
AP approximates the area under the interpolated precision-
recall curve by averaging the interpolated precision at 101
equally spaced recall levels. For a given class c and IoU
threshold t, AP is given by
APct =
1
101
∑
r∈{0,0.01,...,1}
pinterp(r, c, t). (2)
The final metric for Average Precision is the average AP
across the 80 object classes and at 10 different IoU levels,
AP =
1
10
∑
t∈{0.5,0.55,...,0.95}
1
80
∑
c∈classes
APct . (3)
Greedy maximization of AP Given a set of detections
and a set of ground truths, we aim to find the confidences
that maximize AP, while keeping the predicted locations
and classes fixed. AP is a function of the ordering induced
by the confidences but not their absolute values. Improve-
ments achieved through rescoring must reorder detections
by assigning higher confidences to true positives than to
false positives. We divide the maximization into two steps:
matching detections with ground truths and selecting the
optimal confidence score for each detection.
Matching detections with ground truths Matching a de-
tection with a ground truth is non-trivial because several
detections can refer to the same ground truth. COCO’s
AP evaluation computes a different matching for each IoU
threshold (0.5, 0.55, . . . , 0.95). For our rescoring approach,
a single matching must be found.
A matching strategy that prioritizes detections by their
confidence (as in learned NMS [19, 18]) is penalized by AP
when the highest confidence detection is not the best local-
ized one. A high-confidence detection may be a true posi-
tive for lower IoU thresholds but become a false positive for
higher thresholds. We propose an heuristic algorithm that
prioritizes IoU with ground truth (i.e., better localization)
over confidence (Algorithm 1). Starting from the highest
IoU threshold and gradually reducing it (Line 4), the algo-
rithm iterates over all ground truths (Line 5) and matches
each ground truth with the detection with the highest over-
lap (Line 9) from the set of unmatched detections from the
same class and with IoU above the threshold (Line 7). We
denote the sets of already-matched predicted detections and
ground truth detections as Bˆ(M) = {bˆ | (bˆ, b∗) ∈ M} and
B∗(M) = {b∗ | (bˆ, b∗) ∈M}, respectively.
Algorithm 1 Greedy matching by ground truth overlap
1: Input: Predicted detections Bˆ, Ground truth B∗
2: Output: Matching M ⊆ Bˆ ×B∗
3: M ← ∅
4: for t ∈ {0.95, 0.9, . . . , 0.5} do
5: for b∗ ∈ B∗ do
6: if b∗ 6∈ B∗(M) then
7: Bˆt,b∗ ← {bˆ ∈ Bˆ | class(bˆ) = class(b∗), bˆ 6∈
Bˆ(M), IoU(bˆ, b∗) ≥ t}
8: if Bˆt,b∗ 6= ∅ then
9: b← arg max
bˆ∈Bˆt,b∗
IoU(bˆ, b∗)
10: M ←M ∪ {(b, b∗)}
matching target C-101 C-50 F-101 F-50
baseline 42.1 41.1 39.4 36.4
COCO binary 47.8 46.9 44.8 42.9IoU 55.4 54.5 52.8 51.0
Algorithm 1 binary 48.6 47.6 45.8 44.1IoU 55.8 54.9 53.4 51.7
Table 1: Average Precision for the target rescored values
on val2017. C: Cascade R-CNN, F: Faster R-CNN, 101:
ResNet-101, 50: ResNet-50.
Optimal confidence values For a matching, optimal
rescoring orders detections such that those with higher IoUs
have higher confidences. This ordering ensures that better
localized detections have higher priority in AP’s matching
algorithm. Our proposed target confidence y∗ is the IoU
with the matched ground truth for true positives and zero
for false positives:
y∗
bˆ
=
{
IoU(bˆ, b∗) if bˆ ∈ Bˆ(M),
0 otherwise,
(4)
for bˆ ∈ Gˆ and b∗ is such that (bˆ, b∗) ∈M .
Target AP Table 1 compares the baseline AP obtained
by Faster and Cascade R-CNN architectures (using ResNet-
101 and ResNet-50 backbones) with the AP obtained if the
detections are rescored using the proposed matching algo-
rithms and target confidences Our matching strategy shows
an improvement (ranging from 0.5 to 1.5) over a COCO-
like matching (with fixed IoU threshold of 0.5) that prior-
itizes detection confidence. Our target rescoring is around
8 AP better than the training target used by learned NMS
approaches [19, 18] and shows that large improvements (up
to 15 AP) are possible by just rescoring detections. In the
5
following section, we train a rescoring model that uses con-
textual information to predict these target confidences.
4.2. Model architecture
We incorporate context to rescore detections produced
by an earlier object detector (see Figure 2). The set of de-
tections is mapped to a sequence of features x ∈ RL×N that
is fed to our model, that returns the rescored confidences
yˆ ∈ RL. Each rescored confidence in yˆi is generated by
conditioning on x (i.e., the whole set of detections).
Feature extraction A feature vector containing the orig-
inal predicted confidence, class and location, is extracted
for each detection in the image (see Equation 5). Together,
they form a contextual representation for the set of detec-
tions. For MS COCO, the extracted feature vector is a 85-
dimensional (i.e., N = 85) for detection i is given by
xi = [scorei]⊕ [one hot (classi)]⊕
[
xi
W
,
yi
H
,
wi
W
,
hi
H
]
,
(5)
where ⊕ denotes vector concatenation, xi, yi are the coor-
dinates of the top left corner of the detection bounding box,
wi, hi are its width and height, andW, H are the width and
height of the image. Features scorei and classi are the de-
tection confidence score and object class. Function one hot
creates a one-hot vector encoding for the object class. De-
tections are grouped by image and mapped to a sequence
by sorting them by descending confidence. Sequences are
padded to length 100 (the maximum number of detections
often outputted by a detector).
Recurrent neural networks The proposed model uses a
bidirectional stacked GRU [9] to compute two hidden states−→
ht and
←−
ht of size nh, corresponding to the forward and
backward sequences, that are concatenated to produce the
state vector ht of size 2nh. We stack nr GRU layers to pro-
duce a deeper model. The bidirectional model allows the
representation of each detection to be a function of past and
future objects in the sequence.
Self-attention We use self-attention [28] to handle long
range dependencies between detections which are difficult
to capture solely with RNNs. For each element i, self-
attention summarizes the whole sequence into a context
vector ci, given by the average of all the hidden vectors in
the sequence, weighted by an alignment score:
ci =
L∑
j=1
αijhj , (6)
whereL is the length of the sequence length before padding,
hj is the hidden vector of element j, and αij measures the
alignment between i and j. The weights αij are computed
by a softmax over the alignment scores:
αij =
exp(score(hi,hj))
L∑
k=1
exp(score(hi,hk))
, (7)
where score(hi,hj) is a scoring function that measures the
alignment between hi and hj . We use the scaled dot-
product [28] function as a measure of alignment:
score(hi,hj) =
h>i hj√
L
. (8)
Regressor Our model uses a multi-layer perceptron
(MLP) to predict a value for the rescored confidence for
each detection. The regressor input is the concatenation
of the GRU’s hidden vector h and the self-attention’s con-
text vector c. Our proposed architecture consists of a linear
layer of size 4nh × 80 with ReLU activation, followed by a
linear layer of size 80× 1 with a sigmoid activation layer to
produce an score between 0 and 1.
Loss function We formulate rescoring as regression for
the target motivated by AP maximization (Section 4.1). We
use squared error:
L(y,y∗) =
L∑
i=1
(yi − y∗i )2 , (9)
where y are the rescored confidences, y∗ is the target se-
quence computed by Algorithm 1 and Equation 4.
5. Experimental results
5.1. Implementation details
We ran existing detectors on MS COCO 2017 [21] to
generate detections for train2017 (118k images) for
training, val2017 (5k images) for model selection, and
test-dev2017 (20k images) for evaluation. As baseline
detectors, we used MMDetection’s [6] implementations of
Cascade R-CNN [5] and Faster R-CNN [26] with ResNet-
101 and ResNet-50 [16] backbones.
Model hyperparameters The best hyperparameters
found have hidden size nh = 256 and number of stacked
GRUs nr = 3. We present model ablations in Appendix B.
Shuffling detections When a model is trained with input
sequences ordered by descending confidence, it is biased
into predicting the rescored confidences in the same de-
creasing order, yielding no changes to AP. We shuffle the
input sequences during training with probability 0.75.
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Base model
(backbone) rescored
val2017 (5k) test-dev2017 (20k)
AP AP50 AP75 APS APM APL AP AP50 AP75 APS APM APL
Faster R-CNN
(ResNet-50)
36.4 58.4 39.1 21.6 40.1 46.6 36.7 58.8 39.6 21.6 39.8 44.9
3 37.4 60.0 40.1 21.8 40.7 48.7 37.4 60.2 40.3 21.8 40.4 46.1
Faster R-CNN
(ResNet-101)
39.4 60.7 43.0 22.1 43.6 52.0 39.7 61.4 43.2 22.1 43.1 50.2
3 39.9 61.6 43.5 22.4 43.8 53.0 40.1 62.2 43.5 22.1 43.4 50.8
Cascade R-CNN
(ResNet-50)
41.1 59.3 44.8 22.6 44.5 54.8 41.5 60.0 45.2 23.3 44.0 53.1
3 41.8 60.2 45.3 23.1 45.1 56.0 42.0 60.7 45.5 23.5 44.7 54.2
Cascade R-CNN
(ResNet-101)
42.1 60.3 45.9 23.2 46.0 56.3 42.4 61.2 46.2 23.7 45.5 54.1
3 42.8 61.5 46.5 23.9 46.7 57.5 42.9 62.1 46.6 23.9 46.1 55.3
Table 2: Performance results before and after rescoring. APS , APM and APL refer to small, medium and large objects.
top positives top negatives
class ∆AP class ∆AP
toaster + 3.2 wine glass - 0.4
couch + 1.7 person - 0.3
hot dog + 1.6 banana - 0.3
frisbee + 1.4 elephant - 0.3
microwave + 1.4 clock - 0.3
baseball bat + 1.4 zebra - 0.2
apple + 1.3 tennis racket - 0.2
sandwich + 1.2 bicycle - 0.1
pizza + 1.1 bus - 0.1
cake + 1.1 giraffe - 0.1
orange + 1.1 boat 0.0
vase + 1.0 traffic light 0.0
carrot + 1.0 keyboard 0.0
donut + 0.9 book 0.0
Table 3: Classes with highest changes in AP after rescoring.
Training We use Adam with batch size 256 and initial
learning rate 0.003. When AP on the plateaus for more than
4 epochs on val2017 (i.e., the patience hyperparameter),
the learning rate is multiplied by 0.2 and the model parame-
ters are reverted to those of the epoch that achieved the best
AP. The first epoch after a learning rate reduction does not
count for the patience. Training is stopped if validation AP
does not improve for 20 consecutive epochs.
AP improvements Table 2 compares detection perfor-
mance before and after rescoring across different baseline
detectors. Rescored detections perform better with consis-
tent improvements ranging from 0.4 to 1 AP. The model
produces larger improvements for larger objects (∆APL >
∆APM > ∆APS). Poorly localized detections have larger
AP improvements (∆AP50 > ∆AP75).
Correct53.2%
Localisation
15.2%
Similar 4.6%
Dissimilar 7.2%
Background
19.9%
(a) Faster R-CNN.
Correct55.6%
Localisation
14.8%
Similar 4.2%
Dissimilar 6.0%
Background
19.4%
(b) Cascade R-CNN.
Figure 7: Accumulated confidence distribution on
val2017 after rescoring (compare to Figure 6).
5.2. Comparison with baselines
In Figure 7, we compare the total accumulated confi-
dence for each error type, obtained by adding the confidence
for all detections in val2017 before and after rescoring
(see Section 3.2). Correct detections have an increased
share of the total confidence. Background and localization
errors have a substantial drop in confidence.
Class AP COCO dataset provides metrics for the class-
wise Average Precision. Table 3 shows the classes with the
largest positive and negative change in AP for Cascade R-
CNN with a ResNet-101 backbone. Most classes show a
significant and consistent AP increase. The table for other
baseline detectors can be found in Appendix B.
Generalization across architectures and backbones
Different architectures have different error profiles (e.g.,
Cascade R-CNN produces more background detections). A
rescoring model trained for one detector should hopefully
generalize for other detectors. Table 4 compares the AP in-
crease obtained by using a model trained on one detector
and evaluated on a different one. Although AP improve-
ments are not as large when tested with different baselines,
all models still show consistent improvements.
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trained on evaluated on (val2017)
train2017 F-50 F-101 C-50 C-101
F-50 + 1.0 + 0.6 + 0.6 + 0.5
F-101 + 0.8 + 0.5 + 0.5 + 0.5
C-50 + 0.5 + 0.1 + 0.6 + 0.6
C-101 + 0.5 + 0.3 + 0.5 + 0.7
Table 4: AP increase for models trained with different de-
tectors (Faster R-CNN and Cascade R-CNN) and different
backbones (ResNet-101 and ResNet-50). Lines refer to the
detector where the model was trained and columns refer to
the detector where the model was evaluated. C: Cascade R-
CNN, F: Faster R-CNN, 101: ResNet-101, 50: ResNet-50.
5.3. Ablations
Training target Table 5 compares the AP achieved by our
model when trained with a binary target and our proposed
IoU target. The difference in AP confirms that using the IoU
with the ground truth better aligns with AP and produces
higher improvements, as expected from Table 1.
target C-101 C-50 F-101 F-50
baseline 42.1 41.1 39.4 36.4
binary 42.5 41.6 39.6 37.3
IoU 42.8 41.8 39.8 37.4
Table 5: Average Precision on COCO val2017 for binary
and IoU training targets. C: Cascade R-CNN, F: Faster R-
CNN, 101: ResNet-101, 50: ResNet-50.
Feature importance Table 6 explores feature importance
by training the models with subsets of all the features. The
most important feature is the original confidence, while the
least important ones are the bounding box coordinates. Not
using the original confidence degrades AP by 2.2.
conf. class coord. val2017 AP
baseline 42.1
all features 3 3 3 42.8
no coordinates 3 3 42.4
no class 3 3 42.3
no confidence 3 3 39.9
just confidence 3 42.2
Table 6: Feature importance. The original confidence con-
tributes the most to performance.
Figure 8: Detections after rescoring. Duplicate detections
are suppressed (compare to Figure 3).
Figure 9: Detections after rescoring. False positives have
been substantially suppressed (compare to Figure 4).
6. Conclusions
Current detectors make suboptimal use of context, e.g.,
in a two-stage object detector, a region is classified inde-
pendently of other regions. Furthermore, NMS is an heuris-
tic algorithm that fails to remove duplicate proposals with
low IoU or different classes. We observe that, to optimize
AP, detections with high overlap with the ground truth (i.e.,
better localization) must be scored higher than those with
lower IoU or false positives. Large increases in AP can be
obtained solely by rescoring detections produced by strong
detectors. We train a simple contextual rescoring model,
consisting of a bidirectional GRU with self-attention fol-
lowed by a regressor, with this AP maximization target on
MS COCO. The experiments show that, across different
baseline detectors, the model improves AP and reduces the
amount of confidence placed on false positives. Our pro-
posed model improves performance by 0.5 to 1 AP by ex-
ploiting solely non-visual context such as the confidences,
classes, positions, and sizes of all detections in an image.
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A. Co-occurrence matrix
Figure 10 illustrates all class co-occurrence statistics for
the ground truth objects in COCO train2017. Each
entry represents the expected number of instances of the
co-occurrent class given that there is at least one object
from the observed class. If the co-occurrent and observed
classes are the same, the entry represents how many co-
occurrent instances of that class will be observed in addition
to the observed one. Mathematically, for the set of classes
C = {c1, . . . , ck}, entry (i, j) ∈ [k]× [k] is computed as∑
q∈Si |cj(G∗q)|
|Si| − 1{ci = cj}, (10)
where Si is the set of images containing at least one object
of class ci, i.e., Si = {q ∈ [n] | |ci(G∗q)| ≥ 1}. Row
i iterates over observed classes, column j iterates over co-
occurrent classes, G∗q is the set of ground truth bounding
boxes for image q ∈ [n], where n is the number of available
images to compute the statistics (in this case, the number
of images in train2017). c(G∗q) ⊆ G∗q is the subset of
bounding boxes in G∗q with class c ∈ C, and 1{·} is the
indicator function.
B. Additional ablations and results
Model comparison Table 7 compares improvements ob-
tained by using a bidirectional model and self-attention.
The base model is an unidirectional RNN with nr = 3
stacked layers and a hidden state of size nh = 256 trained
with shuffling instance with probability 0.75. We compare
the performance improvement of a bidirectional model and
the addition of self-attention both with a GRU and a LSTM.
To compare to a model that does not use RNNs, we re-
place the RNN with a fully-connected layer (Linear(85,128)
+ ReLU) followed by self-attention (using “general” atten-
tion from [23]) and the regressor (Linear(256,128) + ReLU
+ Linear(128,80) + ReLU + Linear(80,1) + Sigmoid).
The choice of LSTM or GRU has little impact on per-
formance. GRU achieves higher performances with smaller
models. Predictions made with an attention module or a
bidirectional RNN conditions on the whole set of detec-
tions. The results using a linear layer with self-attention
demonstrate the attention mechanism’s ability to capture
context with fewer parameters.
Class AP improvements In Table 8 we aggregate the im-
provements on the per-class AP for the tested baseline archi-
tectures on COCO test-dev2017. Our rescoring model
produces consistent improvements for most classes, while
few have a small decrease in AP. The mean of each column
is the improvement on the final AP metric for the model as-
sociated to that column. Faster R-CNN with a ResNet-50
backbone has the largest improvement
RNN attention bidirectional # params AP
baseline 42.1
Linear 3 0.1 M 42.6
LSTM 1.4 M 42.6
LSTM 3 3.9 M 42.8
LSTM 3 1.5 M 42.6
LSTM 3 3 4.0 M 42.7
GRU 1.1 M 42.6
GRU 3 2.9 M 42.8
GRU 3 1.2 M 42.7
GRU 3 3 3.0 M 42.8
Table 7: Ablation study of model components comparison.
‘Linear’ replaces the RNN by a fully-connected layer.
C. Rescored examples
To systematically explore the results of rescoring, we
compare, for each image, the vectors of confidences for the
detections before and after rescoring. We sort images in de-
creasing order of the change in confidences, as measured
by the cosine distance between the vectors of confidences
before and after rescoring, i.e., for image q ∈ [n],
d(vq, v
′
q) = 1−
vTq v
′
q
||vq||2||v′q||2
, (11)
where vq, v′q ∈ R|Gˆq| are the vectors of confidences before
and after rescoring, respectively, and Gˆq is the set of de-
tections being rescored. This analysis uses the detections
produced by Cascade R-CNN with a ResNet-101 backbone
on val2017.
We present the top 16 images according to this metric in
two different ways. In Figure 11 we only consider images
that have at most 4 detections (i.e., q ∈ [n] | |Gˆq| ≤ 4})
as their detections and changes in confidence can be visual-
ized clearly. In Figure 12, we consider all images but only
show detections that have confidence above 0.2. An image
is shown three times annotated with, left to right, predicted
bounding boxes and their confidences before rescoring, pre-
dicted bounding boxes and their confidences after rescoring,
and ground truth bounding boxes. The bounding box line
width is proportional to its confidence. Images are ordered
left to right, top to bottom.
In Figure 11, we see mostly successful suppressions: a
rock classified as a sheep in an image with a zebra (left,
row 1); duplicate tie detections (left, row 4 and right, row
6); duplicate toilet detections (left, row 2); duplicate train
detections (left, row 8); duplicate kite detections (right, row
8); superimposed horse and zebra (right, row 2); duplicate
bed detections (left, row 5); the moon classified as a frisbee
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Figure 10: Co-occurrence matrix for COCO train2017 annotations. See Equation 10 to see how these co-occurrences
were computed.
(right, row 4); a sink and a toilet near a horse (right, row 5);
bird and umbrella in the zebra’s reflection (right, row 7).
In Figure 12, we have examples with many detections:
either for small background objects (left, rows 2, 5 and
8; right, row 4), or multiple duplicate detections of skate-
board (right, row 3), banana (right, row 6), and scissors
(left, rows 4 and 7). While for most cases we have observed,
the model suppresses detections, on the left, on row 3, the
model has increased the confidence of its most central ob-
ject (scissors). In this instance, all original confidences are
low (smaller than 0.7) compared to what happens in most
images where there is at least a detection which has more
than 0.85 confidence.
The behavior of the model shown here can be explained
from the point of view of AP computation — suppressing
detections might be useful if we are not confident on their
location or existence in the ground truth. This is frequently
observed in images containing many (often small) objects
of the same class (e.g., apples, bananas, cars, books, and
people). The ground truth annotations often do not con-
tain many of the instances in the image. For example, in
Figure 12 (left, row 8), an airplane flies over a parking lot
containing hundreds of cars and trucks, out of which only
15 are in the ground truth annotations. The set of detections
contains many of these cars with medium confidence (most
ranging from 0.3 to 0.7). After rescoring these detections
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class C-101 C-50 F-101 F-50 Mean
couch +1.7 +1.4 +1.9 +2.5 +1.88
toaster +3.2 +0.9 +1.2 +1.5 +1.70
frisbee +1.4 +0.3 +1.4 +3.1 +1.55
cake +1.1 +1.4 +1.3 +1.7 +1.38
pizza +1.1 +1.0 +1.9 +1.3 +1.32
donut +0.9 +1.1 +1.1 +1.8 +1.22
sandwich +1.2 +1.2 +1.0 +1.1 +1.13
orange +1.1 +1.3 +0.4 +1.7 +1.13
toilet +0.6 +0.7 +1.4 +1.7 +1.10
bed +0.4 +0.3 +1.7 +2.0 +1.10
refrigerator +0.6 +0.8 +1.1 +1.9 +1.10
microwave +1.4 +1.0 +0.7 +0.9 +1.00
vase +1.0 +0.7 +1.4 +0.9 +1.00
hair drier +0.1 +0.2 +2.9 +0.7 +0.98
laptop +0.6 +1.0 +1.0 +0.8 +0.85
carrot +1.0 +1.0 +0.5 +0.9 +0.85
mouse +0.8 +0.8 +0.6 +1.2 +0.85
cow +0.8 +0.8 +0.5 +1.2 +0.83
surfboard +0.6 +0.9 +0.5 +1.3 +0.83
baseball glove +0.8 +0.5 +0.9 +1.1 +0.83
snowboard +0.4 +0.7 +0.6 +1.6 +0.83
cell phone +0.8 +0.6 +0.9 +0.9 +0.80
dining table +0.4 +0.3 +0.6 +1.9 +0.80
baseball bat +1.4 +0.6 -0.2 +1.3 +0.78
cat +0.2 +0.3 +0.8 +1.7 +0.75
fork +0.6 +0.8 +0.3 +1.3 +0.75
backpack +0.6 +0.5 +0.7 +1.0 +0.70
broccoli +0.8 +0.4 +0.4 +1.2 +0.70
toothbrush +0.6 +1.2 +0.4 +0.6 +0.70
bench +0.5 +0.6 +0.8 +0.8 +0.68
suitcase +0.4 +0.7 +0.3 +1.2 +0.65
oven +0.3 +1.1 +0.3 +0.8 +0.63
remote +0.7 +0.8 +0.3 +0.6 +0.60
kite +0.5 +0.3 +0.4 +1.1 +0.58
apple +1.3 +0.5 +0.6 -0.2 +0.55
knife +0.6 +0.7 +0.3 +0.6 +0.55
teddy bear +0.7 +1.1 -0.1 +0.5 +0.55
scissors +0.3 +1.1 -0.3 +1.0 +0.53
skis +0.4 +0.6 +0.1 +0.9 +0.50
hot dog +1.6 +0.3 +0.3 -0.2 +0.50
truck +0.3 +0.2 -0.1 +1.4 +0.45
class C-101 C-50 F-101 F-50 Mean
horse +0.4 +0.4 +0.0 +1.0 +0.45
umbrella +0.4 +0.4 +0.5 +0.5 +0.45
skateboard +0.4 +0.2 +0.3 +0.8 +0.43
spoon +0.7 +0.2 +0.4 +0.4 +0.43
chair +0.4 +0.4 +0.3 +0.5 +0.40
parking meter +0.4 +0.8 -0.6 +1.0 +0.40
train +0.1 +0.5 +0.0 +1.0 +0.40
cup +0.3 +0.4 +0.3 +0.5 +0.38
bear +0.6 +0.4 +0.0 +0.4 +0.35
tv +0.4 +0.1 +0.1 +0.7 +0.33
car +0.3 +0.1 +0.3 +0.5 +0.30
bowl +0.3 +0.4 +0.3 +0.1 +0.28
fire hydrant +0.1 +0.5 +0.0 +0.5 +0.28
airplane +0.1 +0.3 -0.1 +0.6 +0.23
dog +0.8 +0.2 -0.1 -0.1 +0.20
sports ball +0.3 +0.3 -0.1 +0.2 +0.18
sheep +0.2 +0.1 +0.2 +0.2 +0.18
keyboard +0.0 +0.6 -0.3 +0.3 +0.15
handbag +0.1 +0.2 +0.1 +0.0 +0.10
bottle +0.1 +0.0 +0.4 -0.1 +0.10
tie +0.6 +0.0 -0.1 -0.2 +0.08
banana -0.3 +0.4 -0.2 +0.3 +0.05
stop sign +0.1 +0.3 -0.3 +0.1 +0.05
book +0.0 +0.0 +0.1 +0.0 +0.03
potted plant +0.1 -0.1 -0.4 +0.5 +0.03
bus -0.1 -0.1 -0.2 +0.5 +0.03
boat +0.0 -0.2 +0.1 +0.1 +0.00
bird +0.1 -0.3 -0.1 +0.3 +0.00
motorcycle +0.1 -0.1 -0.2 +0.1 -0.03
tennis racket -0.2 +0.1 -0.5 +0.4 -0.05
traffic light +0.0 +0.0 -0.3 -0.1 -0.10
zebra -0.2 -0.2 -0.2 +0.2 -0.10
sink +0.2 +0.2 -0.4 -0.7 -0.18
bicycle -0.1 -0.3 -0.4 +0.0 -0.20
person -0.3 -0.3 -0.2 +0.0 -0.20
wine glass -0.4 -0.2 -0.2 +0.0 -0.20
giraffe -0.1 -0.4 -0.7 -0.1 -0.33
elephant -0.3 -0.3 -0.8 -0.4 -0.45
clock -0.3 -0.5 -0.8 -0.3 -0.48
Mean +0.5 +0.5 +0.4 +0.7 +0.53
Table 8: Per-class AP improvement on test-dev2017. C: Cascade R-CNN, F: Faster R-CNN, 101: ResNet-101, 50:
ResNet-50.
have been mostly suppressed (lower than 0.2 confidence).
The reason for this omission in the ground truth anno-
tations is two-fold: perceptually, the exact number of cars
is not important and annotating these many cars would be
tedious. Due to this, suppressing them during rescoring
should lead to improvements as most of these would be con-
sidered false positives. The same motivation is valid for the
images with books (left, row 5) and bananas (right, row 6).
Our approach successfully captures the risk associated to
detections being false positives.
12
Figure 11: Top 16 images with at most 4 detections which had the largest change in confidences as a result of rescoring. For
each image, left to right: detections with initial confidences, detections with rescored confidences, and ground truth bounding
boxes.
13
Figure 12: Top 16 images on which had the largest change in confidences as a result of rescoring. Detections with confidence
lower than 0.2 are omitted. For each image, left to right: detections with initial confidences, detections with rescored
confidences, and ground truth bounding boxes.
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