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Abstract
We describe the coupling of a three-dimensional ocean circulation model, with explicit ther-
modynamic seaice and ocean carbon cycle representations, to a two-dimensional atmospheric/land
model. This coupled system has been developed as an efficient and flexible tool with which to
investigate future climate change scenarios. The setup is sufficiently fast for large ensemble simu-
lations that address uncertainties in future climate modelling. However, the ocean component is
detailed enough to provide a tool for looking at the mechanisms and feedbacks that are essential
for understanding the future changes in the ocean system.
Here we show results from a single example simulation: a spin-up to pre-industrial steady
state, changes to ocean physical and biogeochemical states for the 20th century (where changes
in greenhouse gases and aerosol concentrations are taken from observations) and predictions of
further changes for the 21st century in response to increased greenhouse gas and aerosol emissions.
We plan, in future studies to use this model to investigate processes important to the heat uptake
of the oceans, changes to the ocean circulation and mechanisms of carbon uptake and how these
will change in future climate scenarios.
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1 INTRODUCTION
What will happen to the future climate of our world? Man-induced increases in greenhouses
gases (the most important of which is carbon dioxide) is leading to changes in the amount
of sun energy that is trapped in the earth system and therefore to changes in the earth’s
climate itself. Predictions of these changes are hard as the various inter-related mechanisms
of heat storage, carbon storage, cloud processes, effects of additional pollutants and the
feedback between the different components are not well known and are not easily modelled.
Large three-dimensional earth system models, including representations of the atmo-
sphere, land and ocean processes, are attempting to model future changes. These models
are extremely computationally expensive to run, and even with tremendous computer re-
sources still have to parameterize key processes that occur on scales smaller than the models
can resolve. Such parameterizations lead to large uncertainties in model-based future pre-
dictions of climate change. Moreover, because of the computational cost, such models are
fairly inflexible in studying the implications of these uncertainties.
In the late 1990s the Joint Program for the Science and Policy of Global Change at
MIT established the “Integrated Global System Model” (hereafter referred to as IGSM1) to
examine various aspects of climate change (Prinn et al., 1999). This model included both
representations of the climate system (land-atmosphere-ocean) as well as emissions predic-
tions. Unlike the expensive 3-D climate models, this model system included an efficient
climate model of intermediate complexity (Sokolov and Stone, 1998) with a 2-D representa-
tion of the atmosphere and the ocean. Because of this efficiency, the IGSM1 has been able
to be used for ensemble simulations where some of the least well modelled parameters (e.g.
cloud feedbacks, ocean heat uptake, future predictions of emissions) could be varied and es-
timates of the model uncertainties (e.g. Forest et al., 2002) and future change uncertainties
(e.g. Webster et al., 2003) could be established.
However, this model in its 2-D setup, is unable to capture the modulation of the ocean
circulation in climate change scenarios, and how these circulation changes would affect ocean
heat and carbon uptake. The consequences of these missing aspects become particularly
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problematic for longer simulations (i.e. simulations past 2100). In order to examine these
aspects it is essential to have a 3-D ocean circulation model. Several recent studies (e.g.
Kamenkovich et al., 2002; Huang et al., 2003; Dalan et al., 2005) have used 3-D ocean
models coupled to the 2-D atmospheric component of the IGSM1 to consider the heat
uptake problem. Although these studies have elucidated aspects of the ocean heat uptake,
they have not included either interactive seaice or any representation of the carbon cycle.
A new “Integrated Global System Model” (IGSM2) has recently been developed (Sokolov
et al., 2005). There have been many improvements to the old model – higher horizontal and
vertical resolution in the 2-D atmospheric model, changes to the Emissions Prediction and
Policy Analysis (EPPA) model, to the terrestrial component (CLM/TEM/NEM), and the
inclusion of the 3-D ocean model with explicit seaice and ocean carbon cycle. This ocean
component is discussed in detail in this report.
While the individual ocean/seaice/carbon cycle model components are not new, their
coupling together is unique. Here we first discuss each component (Section 2), then describe
the techniques used to couple the components to each other and specifically to the 2-D at-
mospheric component of the IGSM2 (Section 3). This setup (2-D atmosphere/3-D ocean)
is still flexible and efficient and will be used in various studies of uncertainty and in atmo-
spheric CO2 stabilization scenarios, as well as mechanistic studies of heat and carbon uptake.
Our goal in this report is to provide detailed information of the ocean-seaice-carbon cycle
components and their coupling for future reference. As an illustration of the coupled setup,
we will show detailed results of the ocean-seaice-carbon components from a full spin-up to
pre-industrial steady-state, 20th century modulations, and 21st century climate change in
response to “business-as-usual” emissions predictions (Section 4).
2 MODEL COMPONENTS
In this section we provide brief descriptions and references for the atmospheric/land/economic
model components of the IGSM2 and the new 3-D ocean model. We provide a more com-
plete overview of the seaice and carbon models as these are not described in detail, as
implemented here, elsewhere in the literature.
2.1 The IGSM2 Atmosphere/Terrestrial/Economic Components
2.1.1 Zonally Averaged Atmosphere
The atmospheric model has been developed from the GISS GCM Model II (Hansen et al.,
1983) and has been used extensively for climate change studies (e.g. Sokolov and Stone,
1998; Sokolov et al., 2003). The model solves zonally averaged primitive equations. In
this coupled model setup there are 11 vertical layers. In the horizontal there are 4o zonal
bands, except near the poles where there is 2o resolution. A representation of the land-ocean
surface boundary condition horizontal grid for the example simulation described in Section
4 is shown in Figure 1(a).
Each zonal band can consist of land, land ice, ocean and seaice. Surface temperature,
turbulent and radiative fluxes and their derivatives are calculated over each type of surface.
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Figure 1: (a) Representation of atmospheric grid with land/ocean distribution; (b) ocean model
grid with land/ocean distribution for the example simulation discussed in Section 4. White regions
indicate land in both figures. Atmosphere zonal bands can be further sub-divided into open ocean
and seaice, and ice-free land and land ice.
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While calculating flux derivatives, we take into account that surface air temperatures adjust
to changes in fluxes (see Kamenkovich et al., 2002 for more details). The main physical
processes in the atmosphere are parameterized, as well as the transport of heat, moisture and
momentum by eddies. There are complete moisture and momentum cycles which reproduces
most of the non-linear interactions and feedbacks simulated by 3-D atmospheric general
circulation models. The radiation code includes several greenhouse gases (CO2, CH4, N2O)
and several types of aerosols (SO2, black carbon). More details can be found in Sokolov and
Stone (1998).
The above physical model is a key component of the climate model, and is used in all
parts of the simulations. In simulations where greenhouse gases and aerosol concentrations
are predicted (rather than provided by other data sources), there is also an atmospheric
chemistry component (Wang et al., 1998; Wang and Prinn, 1999) that considers the chemical
fate of various greenhouse gases and aerosols (e.g. CO2, NH4, N2O, SO2, black carbon).
2.1.2 Terrestrial and Economic Model Components
The terrestrial hydrography can be provided by a simple, computationally efficient, “bucket”
model (Sokolov and Stone, 1998). The IGSM2, though, also has a much more sophisticated
terrestrial model which addresses both the surface-heat fluxes and hydrological processes:
the Community Land Model (CLM, Bonan et al., 2002) which is based upon the Common
Land Model (Zeng et al., 2002) that was derived from a multi-institutional collaboration of
land models, and carefully tested (Dai et al., 2003).
In climate prediction simulations, it is also important to consider the storage and emis-
sions of greenhouse gases by the the terrestrial system. In prediction mode, CLM is dynami-
cally linked to the Terrestrial Ecosystems Model (TEM) of the Marine Biological Laboratory
(Melillo et al., 1993; Xiao et al., 1997; Zhaung et al., 2004) which simulates the carbon dy-
namics of terrestrial ecosystems. Further, methane and nitrogen exchange are considered
through the Natural Emissions Model (NEM, Liu, 1996), which is driven by dynamic inputs
from both TEM and CLM. This version also incorporates the influence of ozone on plant
productivity (Feltzer et al., 2004) and the influence of soil thermal regimes on terrestrial
carbon and nitrogen dynamics (Zhaung et al., 2003). The coupled CLM/TEM/NEM model
system represents the geographical distribution of global land cover and plant diversity
through a mosaic approach, in which all major land cover types and plant functional types
are considered over given domain (i.e. model grid box), and are area-weighted to obtain
aggregate fluxes and storages.
For simulations into the future, the IGSM2 uses the Emissions Prediction and Pol-
icy Analysis (EPPA) model to predict emissions of greenhouse gases from nations around
the world through estimations of population and economic growth. EPPA is a recursive-
dynamical 16-region equilibrium model of the world economy, built on the GTAP dataset
(which is maintained by Purdue University). The version used in IGSM2 is updated from
Babiker et al. (2001)(see Sokolov et al., 2005 for more details).
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2.2 The New 3-D Ocean-Seaice-Carbon Model
2.2.1 Ocean
The ocean model is based on the MIT ocean general circulation model (Marshall et al.,
1997a,b; http://mitgcm.org/sealion/home page/frontpage.html). This finite difference model
solves the primitive equations for momentum and the advection and diffusion of temperature
and salt. The model makes hydrostatic and Boussinesq assumptions.
The horizontal and vertical resolution of the ocean model is flexible. In the example
simulation discussed in Section 4, we use a latitudinal resolution of 4o, except at the poles,
where there is 6o latitudinal resolution (see Fig. 1). In that simulation, the longitudinal
resolution is 4o and there are 15 vertical depth levels: 50m at the surface and increasing to
600m at the bottom.
Since the model is run on a spherical grid, the zonal resolution becomes very small near
the poles. Such small grid cells require either very small time-steps (which make the model
computationally very expensive) or the use of a filter to reduce the tendency changes. In
the example simulation discussed in Section 4, a Fast Fourier Transform (FFT) filter is used
in momentum, temperature and salt poleward of 82o.
The ocean bathymetry can be simple geometry (e.g. rectangular basins as was used in
Kamenkovich et al., 2002), or more realistic as used in the example simulation (Section 4).
That bathymetry is shown in Figure 2, and is crudely realistic, except for an idealized arctic
basin (necessary for the FFT filter).
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Figure 2: Ocean model bathymetry (m) used in the example simulation discussed in Section 4.
Contour interval is 500m.
The coarse horizontal resolution means that we do not explicitly capture the mixing
induced by eddy motions. A GM mixing scheme (Gent and McWilliams, 1990) can be
implemented to parameterize the effect of mesoscale eddies mixing that are not explicitly
resolved. In the example simulation in Section 4, the isopycnal diffusivity and isopycnal
thickness diffusivity coefficients are both 1×103 m2 s−1, with tapering occurring using the
Gerdes et al. (1991) method with maximum slope of 0.01.
For numerical stability, as well as to parameterize mixing that occurs across isopycnals,
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the model has a implicit diffusion of salt and temperature in the vertical. In the example
simulation in Section 4, we use a vertical diffusion of 4×10−4 m2 s−1. In that run the diffusion
is increased ten-times in the two layers nearest the bottom (below 1000m) to represent the
increased mixing found near the bottom of the ocean. In that run we also use mixing
coefficients of 1×104 and 1×10−2 m2 s−1 for horizontal and vertical viscosity.
In the example simulation (Section 4), we use a simple diffusive convective adjustment
procedure implicitly when static instabilities occur. In that run there is no explicit param-
eterization of mixed layer dynamics, however the ocean model does have the provision for
using the K-profile parameterization (KPP) scheme of Large et al. (1994).
The time-step is chosen to meet numerical requirements. In the case of the example
simulation (Section 4), the time-stepping is asynchronous, with momentum time-step of
900s and a tracer time-step of 12 hours. The advection scheme for salt and temperature is
center-difference. In that run there are no-slip conditions for horizontal velocities at lateral
walls, and free-slip conditions are used at the bottom. Additionally that run has a linear
free surface.
2.2.2 Seaice
Embedded in the ocean model is a thermodynamic seaice model based on the 3-layer model of
Winton (2000) and the energy-conserving LANL CICE model (Bitz and Lipscombe, 1999).
The model considers two equally thick ice layers; the upper layer has a variable specific
heat resulting from brine pockets, the lower layer has a fixed heat capacity. A zero heat
capacity snow layer lies above the ice. The ice model is purely thermodynamics – there is
no parameterization of ice dynamics. Parameter symbols used (and the values used in the
example simulation) are given in Table 1.
Initial Ice Forming: Initial ice forms when open ocean water temperature drops below
freezing, Tf = µSo, where µ is the ratio of freezing temperature to salinity of brine and So
is sea surface salinity. The freezing potential of the ocean model surface layer of water is:
Pfrz = (Tf − To)(cswρsw∆z)
where To is ocean surface temperature, csw is seawater heat capacity, ρsw is the seawater
density, ∆z is the ocean model upper layer thickness. In order to keep track of the energy
in the ice model, we calculate the enthalpy of the ice layers. Enthalpy is defined here as the
energy required to melt a unit mass of seaice (and depends on its temperature). For any
new ice formed, the enthalpy of the two layers (the upper layer with brine pockets and the
lower fresh layer) is calculated as:
q1 = −cfTmlt + ci(Tmlt − Tf ) + Li(1−
Tmlt
Tf
)
q2 = −ciTf + Li
where cf is specific heat of fresh water, ci is the specific heat of fresh ice, Li is latent heat
of freezing, ρi is density of ice and Tmlt is melting temperature of ice with salinity of 1. The
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parameter symbol value units
ratio of freezing temperature to salinity of brine µ 0.054 K/ppt
specific heat of fresh water cf 3994 J/kg/K
specific heat of fresh ice ci 2106 J/kg/K
density of ice ρi 900 kg/m
3
density of snow ρs 330 kg/m
3
density of fresh water ρf 1000 kg/m
3
density of seawater ρsw 1026 kg/m
3
latent heat of freezing Li 3.34×10
5 J/kg
thermal conductivity of seaice Ki 2.03 W/m/K
thermal conductivity of snow Ks 0.3 W/m/K
heat transfer coefficient γ 0.006
ice salinity Si 4 psu
reference salinity S∗ 35 psu
minimum ice thickness himin 0.2 m
maximum ice thickness himax 5. m
maximum snow thickness hsmax 1. m
minimum ice fraction ifmin 0.1
maximum ice fration ifmax 1.
height where all freezing occurs over open water hfrac 2.5 m
fraction energy to melting height or extent fextent 0.4
Table 1: Seaice model parameter symbols and the values used in the example simulation (Section
4).
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height of a new layer of ice, determined from the freezing potential and the ice enthalpies,
is:
hinew =
Pfrz
ρiqav
where qav = −
1
2
(q1 + q2). The surface skin temperature Ts and ice temperatures T1, T2 and
the sea surface temperature (To) are all set to Tf when new ice is formed.
An ocean grid cell does not need to be either open water or seaice. Fractional ice
is implemented by allowing only a portion of the ocean grid cell to freeze. This is done
by having a minimum ice thickness, himin , so that the fraction of the cell cover in ice is
hinew/himin . There is a minimum ice fraction, ifmin , and a maximum ice fraction, ifmax .
When a cell already has ice in it, new ice that forms must have ice thickness the same as
the ice already in that cell:
if = (1− iˆf )
hinew
hi
where iˆf is ice fraction from previous time-step and hi is current ice height. Snow is redis-
tributed over the new ice fraction.
Growth/Melting of Ice: After initial forming, ice can grow or melt, and have snow
deposited on top of it. Heat fluxes at the top and bottom surfaces are used to calculate the
change in ice and snow layer thickness.
This model follows the procedure of Winton (2000) (see equations 3 to 21 of that paper)
to calculate the surface (Ts) and internal ice temperatures (T1, T2). The surface temperature
is found from the balance of the flux at the surface Qs, the shortwave heat flux absorbed
by the ice, and the upward conduction of heat through the snow and/or ice, Qu. Qs is
linearized about the surface temperature as:
Qs(Ts) = Qs(Tˆs) +
∂Qs(Tˆs)
∂Ts
(Ts − Tˆs)
where Qs(Tˆs) and
∂Qs(Tˆs)
∂Ts
are the surface heat flux and its derivative with regard to surface
temperature at the previous time-step, Tˆs. These are provided by the atmospheric model.
The conductive flux to the surface is:
Qu = K1/2(T1 − Ts)
where K1/2 is the effective conductive coupling of the snow-ice layer between the surface and
the mid-point of the upper layer of ice K1/2 =
4KiKs
Kshi+4Kihs
. Ki and Ks are constant thermal
conductivities of seaice and snow.
New temperatures are calculated at each time-step. The surface temperature is not
allowed to be greater than zero. The new enthalpies of the seaice layers are calculated
based on their new temperatures:
q1 = −cfTf + ci(Tf − T1) + Li(1−
Tf
T1
)
q2 = −ciT2 + Li.
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The energy flux at the surface available for melting (if Ts=0) and the energy at the ocean-
ice interface for either melting or freezing are calculated from the new ice temperatures:
Etop = (Qs −K1/2(Ts − T1))∆t
Ebot = (
4Ki(T2 − Tf )
hi
−Qb)∆t
where Qb is the heat flux at the ice bottom due to the sea surface temperature variations
from freezing, and ∆t is the time-step. If To is above freezing, Qb = cswρswγ(To − Tf )u
∗, γ
is the heat transfer coefficient and u∗ is frictional velocity between ice and water. If To is
below freezing, Qb = (Tf − To)cfρf∆z/∆t (where ρf is density of fresh water). After Qb is
calculated, the ocean temperature is set to Tf .
If Etop > 0, snow melts from the surface, if all the snow is melted and there is energy left,
ice melts. If the ice is all gone and there is still energy left, this energy is applied to heating
the ocean model upper layer (see Winton, 2000 equations 27-29). Similarly if Ebot > 0, ice
melts from the bottom. If all the ice is melted, the snow is melted (with energy from the
ocean model upper layer if necessary). If Ebot < 0, ice grows at the bottom as:
∆hi =
−Ebot
(qbotρi)
where qbot = −ciTf +Li is the enthalpy of the new ice. The enthalpy of the second ice layer,
q2 needs to be modified:
q2 =
hˆi/2qˆ2 +∆hiqbot
hˆi/2 + ∆hi
If there is an ice layer and the overlying air temperature is below 0oC then any precipi-
tation, P joins the snow layer:
∆hs = −P
ρf
ρs
∆t,
ρf and ρs are the fresh water and snow densities. Any evaporation, similarly, removes snow
or ice from the surface.
For practical reasons there is a maximum ice height, himax , and maximum snow height,
hsmax . Ice and/or snow above these limits are converted back to water, maintaining the salt
balance. Note however, that heat is not conserved in this conversion; sea surface temper-
atures below the ice are not recalculated. If the snow/ice interface is below the waterline,
snow is converted to ice (see Winton, 2000, equations 35 and 36). Ice is repartitioned into
equal thickness layers while conserving energy.
Heat and fresh water fluxes from the seaice model affect the ocean model surface layer
temperature and salinity. The heat flux:
qnet = qsw −Qb −
Esurp
∆t
(1)
is composed of the shortwave flux that has passed through the ice layer, qsw and is absorbed
by the water, the ocean flux to the ice Qb, and the surplus energy left over from the melting,
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Esurp. The fresh water flux is determined from the amount of fresh water and salt in the
ice/snow system before and after the time-step (excluding any newly accumulated snow):
fnet =
ρs(hs − hˆs) + ρi(hi − hˆi)
∆t
− P |Ta=0 −
ρiSi(hi − hˆi)
S∗∆t
(2)
where the ˆrefers to the quantity at the previous time-step. Si is the ice salinity, and S∗ is a
reference salinity. From this equation we see that when ice freezes there is a brine rejection
which will increase surface ocean salinity, and when ice melts there is a flux of fresh water
which decreases the surface ocean salinity.
If ice height is above a certain height, hfrac, then all energy from freezing at sea surface
is used only in the open water parts of the cell (i.e. Qb will only have the conduction term).
The melt energy is partitioned, fextent, between melting ice height and ice extent. However,
once ice height drops below the minimum height, himin , then all energy melts ice extent.
2.2.3 Ocean Carbon
The ocean carbon model considers the movement of total dissolved inorganic carbon (DIC)
within the ocean and the exchange of carbon with the atmosphere. Total dissolved carbon is
made up of carbon dioxide and carbonic acid ([CO∗2] = [CO2]+ [H2CO3], which are difficult
to distinguish analytically) and other carbonate species:
DIC = [CO∗2] + [HCO3] + [CO3].
The physical ocean model velocity and diffusivities are used to redistribute DIC within the
ocean. Additional redistribution of DIC comes from the “biological pump”, the fluxing of
carbon from surface waters to depth as sinking organic matter. However, since carbon is
rarely a limiting nutrient in biological production we must follow the fate of some other
limiting macro-nutrient. Here we chose to use phosphorus as the currency of biological
productivity in the model. We, therefore, follow 4 biogeochemical tracers in this component
of the model: DIC, Alkalinity (ALK), phosphate (PO4) and dissolved organic phosphorus
(DOP). For any of these tracers, A, the prognostic equation of the model is:
∂A
∂t
= −∇ · ( ~u∗A) +∇ · (K∇A) + SA
where ~u∗ is the transformed Eulerian mean circulation (which includes Eulerian and eddy-
induced advection),K is the mixing tensor, and SA are the sources and sinks due to biological
and chemical processes. The ocean model provides the advective and diffusive parts of this
equation, and the “SuperBee” second order flux limiter advection scheme (Roe, 1985) is used
so as to limit spurious negatives. Here we describe more completely the source/sink terms,
SA (see Table 2 for symbols, parameter values are those used in the example simulation,
Section 4):
SDIC = FCO2 + VCO2 + rC:PSPO4 + JCa (3)
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SALK = VALK − rN :PSPO4 + 2JCa (4)
SPO4 = −fDOPJprod −
∂FP
∂z
+ κremin[DOP ] (5)
SDOP = fDOPJprod − κremin[DOP ]. (6)
FCO2 is the flux of CO2 from the ocean to the atmosphere:
FCO2 = kw([CO2]− [CO2]sat).
where kw is the gas transfer velocity, [CO2] is sea surface concentration of carbon dioxide
and [CO2]sat is the partial pressure of CO2 in the water if it were fully saturated. The gas
transfer coefficient is parametrized following Wanninkhof (1992) and is a function of the
wind speed (provided by atmospheric model), and Schmidt number (a function of surface sea
temperature). Surface ocean [CO2] is determined from local DIC, alkalinity, temperature,
salinity, boron, phosphate and silicon concentrations. Total boron is parameterized as a
function of salinity, and total silicon is assumed constant. The remaining variables are
carried as tracers in the model. [CO2]sat is determined as a function of partial pressures
of CO2 in the air, atmospheric pressure, sea surface temperature, and salinity. There is
no air-sea flux of CO2 where there is seaice. All coefficients of the air-sea flux calculations
are determined using the algorithms used in the ocean carbon modeling inter-comparison
project (OCMIP) (Najjar and Orr, 1998; Matsumoto et al., 2004). More detail can be found
in Millero (1995) and DOE Handbook (1994).
Our ocean model does not take into account the changes to tracer concentrations due
to the surface freshwater fluxes. Such changes are of negligible importance for most of the
tracers, but does impact the CO2 chemistry sufficiently that we need to take this “virtual
flux” into account (see Najjar and Orr, 1998):
VCO2 =
DICs
So
S∗F
∆z
,
where DICs and So are the global surface mean DIC and salinity concentrations, F is the
local freshwater flux, S∗ = 35psu is a reference salinity, and ∆z is upper layer thickness.
The remainder of the terms in Eq. 3 are defined by the parameterization of the biological
pump. We calculate biological production (the net community productivity) as a function
of light, I and nutrient (phosphate, PO4) availability (similar to McKinley et al., 2004):
Jprod = α
I
I + κI
PO4
PO4 + κPO4
where κI and κPO4 are half-saturation values typical of ocean biology. The format of this
light and phosphate limitation follows Michaelis-Menten kinetics. The parameter α is the
maximum community production rate. Light, here, is that portion of the short wave radi-
ation that is photo-synthetically available, and that has not been attenuated as it travels
through the water column:
I = fPARQswe
−kz.
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parameter symbol value units
light half saturation κI 25 W/m
2
phosphate half saturation κPO4 5×10
−4 mol/m3
light attenuation k 0.02 1/m
PAR fraction fPAR 0.4
maximum community production α 3×10−3 mol/m3/y
fraction new production going to DOP fDOP 0.67
DOP remineralization rate κremin 2 1/y
power law remineralization coefficient aremin 0.9
ratio carbon to phosphorus rC:P 117
ratio nitrogen to phosphorus rC:P 16
rain ratio R 0.07
scale depth for CaCO3 remineralization dCa 3500 m
Table 2: Ocean carbon cycle model parameter symbols and the values used in the example simula-
tion (Section 4).
Most of the biological production occurs in the upper layers of the ocean model. Qsw is
supplied by the atmospheric model.
A portion (almost 70%, Yamanaka and Tajika, 1997) of the biological production (fDOPJprod)
in the upper layer of the ocean remains suspended in the water column as dissolved organic
phosphorus, which remineralizes back to phosphate with a rate κremin. The remainder of
the biological production becomes particulate organic phosphorus (POP) which sinks to
depths, and is parameterized as instantly remineralizing to phosphate. The flux decreases
with depth due to remineralization following a power law relationship (following OCMIP,
Najjar and Orr, 1998):
Fp = (1− fDOP )Jprod∆z(
z
zc
)−aremin
where zc is depth of base of each layer (with thickness ∆z) where production occurs and
aremin is chosen to provide remineralization length scales of a few hundred meters (Sarmiento
et al., 1990, Yamanaka and Tajika, 1997).
The fate of DIC is tied to that of phosphorus through the Redfield ratio rC:P (see Eq.
3). However carbon is also exported to depth in the calcium carbonate shells that some
plankton form. This is accounted for by the final term, JCa, in Eq. 3. Here we follow the
parameterization of Yamanaka and Tajika (1996), where the calcium carbonate formation
is proportional to the particulate organic phosphorus produced in the surface waters by the
“rain-ratio” (R, the ratio of hard and soft tissue produced). The term:
JCa = RrC:P (1− fDOP )Jprod −
∂Fca
∂z
also includes the accumulation of the downward flux of CaCO3, FCa, which is assumed to
decrease exponentially with a depth scale of dCa:
FCa = RrC:P (1− fDOP )Jprod∆ze
−(z−zc)/dCa .
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Alkalinity cycling, which is important in determining ocean [CO2] concentrations, is
linked to the phosphate cycle (through ratio of nitrogen to phosphorus, rN :P ) and through
the calcium cycle following Najjar and Orr (1998) (see Eq. 4). The effect of freshwater
fluxes on alkalinity concentrations are also taken into account, similar to that of CO2:
VALK =
ALKs
So
S∗F
∆z
,
where ALKs is global surface mean alkalinity.
3 COUPLING PROCEDURE
3.1 Model Dialog
Typically the atmospheric model uses a significantly shorter time-step than the ocean model.
The standard format used in this coupled system is to pass information between atmosphere
and ocean models every 24 hours (although the setup is flexible enough for other timings).
As an example, in the simulation discussed in Section 4, the atmospheric model runs for
24 hours using zonally averaged sea surface and ice surface temperatures, the fraction of
ocean covered by seaice, and air-sea CO2 fluxes (Table 3). The atmospheric model, in
its turn, supplies the ocean-ice-carbon model with zonal mean heat flux, evaporation, and
their derivatives with respect to surface temperature; as well as precipitation, runoff from
the land, wind stress, sea-surface atmospheric pressure, incident short-wave radiation and
atmospheric CO2 content (Table 4). In the next few sections we describe several methods
by which 2-D fields used to force an ocean model are produced from the atmospheric model
outputs.
To zonally averaged sea surface temperature
Ti zonally averaged seaice skin temperature
fi fraction of latitude band covered in ice
FCO2 zonally averaged air-sea CO2 flux
Table 3: Quantities passed from 3-D ocean/seaice/carbon cycle model to 2-D atmsopheric model.
For completeness, we also include tables with the connections between the ocean module
and the seaice module and between the ocean/seaice modules and the ocean carbon cycle
module (Table 5). The seaice and carbon models have the same time-step as the salt and
temperature tracers in the ocean model. The connections between these components and
the atmospheric model are schematically represented in Figure 3.
3.2 Zonal Variations for Atmospheric Fluxes
3.2.1 Heat and Evaporation
Here we use the derivatives of the heat flux and evaporation with respect to surface tem-
perature (provided by the atmospheric model) to produce zonal variations in the fluxes as
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for ocean
Qo heat flux to open ocean
Eo evaporation to open ocean
∂Qo/∂T derivative of heat flux with respect to surface temperature
∂Eo/∂T derivative of evaporation with respect to surface temperature
P precipitation
R runoff
τx zonal wind stress
τy meridional wind stress
for seaice
Qi heat flux over seaice
Ei evaporation over seaice
∂Qi/∂T derivative of heat flux with respect to surface temperature
∂Ei/∂T derivative of evaporation with respect to surface temperature
P precipitation
Ta surface air temperature
Qsw short-wave radiation
for carbon model
ws wind speed
Pa atmospheric pressure at sea surface
Qsw short-wave radiation
pCO2 atmospheric partial pressure of CO2
Table 4: Quantities passed from 2-D atmospheric model to 3-D ocean/seaice/carbon cycle model.
from ocean to ice
To local sea surface temperature (SST)
So local sea surface salinity (SSS)
~V local ocean current velocity
from ice to ocean
if fraction of grid cell covered in ice
qnet heat flux
fnet freshwater flux
from ocean/seaice to carbon cycle
To local sea surface temperature
So local sea surface salinity
if fraction of grid cell covered in ice
Table 5: Quantities passed between 3-D ocean, seaice and carbon cycle models.
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CARBON 
CYCLE
ocean surface 
temperature, 
salinity, velocity
ice fraction,  
heat and 
freshwater 
fluxes from ice
ocean surface 
temperature, 
salinity
OCEAN
ice fraction
heat and 
freshwater fluxes 
to top of ice, 
air temperature, 
shortwave 
radiation
ice 
temperature, 
ice fraction
air-sea 
CO2 flux
wind speed, 
air pressure, 
shortwave 
radiation, 
atmospheric 
pCO2
heat, freshwater 
and momentum 
fluxes
ocean 
temperature
ATMOSPHERE/TERRESTRIAL
SEA-ICE
Figure 3: Schematic of connections between different components of the ocean/seaice/carbon cycle
model and their connections to the atmospheric model.
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in Kamenkovich et al. (2002):
Q(x, y) = Qz(y) + (
∂Q
∂T
)z(Ts(x, y)− Tz(y)) (7)
E(x, y) = Ez(y) + (
∂E
∂T
)z(Ts(x, y)− Tz(y)) (8)
where subscript z refers to zonal mean values provided by the atmospheric model, and
subscript s refers to surface values (either for seaice or open ocean).
3.2.2 Runoff
Zonal integrated runoff calculated by the land model is converted into fresh water flux to the
ocean using a weighting function. As an example of the use of this runoff weighting function,
we describe the system used in the example simulation of Section 4. In that simulation, we
use the river outflow data from Perry et al. (1996), adapted to the ocean grid (Figure 4).
The IPCC Report (2001) suggests values of runoff and iceberg-production from Greenland
of 525×1012 kg y−1 and from Antarctica of 2246 ×1012 kg y−1. These discharges have been
distributed about the respective land masses. The values in this figure are donated as the
observational runoff Rdata(x, y). The data is then divided into five zonal bands denoted by
the heavy lines in Figure 4. Each grid cell is then give a weighting:
W (x, y) =
Rdata(x, y)∑
band Rdata(x, y)
.
Land runoff (Rz(y)) in each band is summed (
∑
band Rz(y)), and this is distributed following
the weighting function given above, so that runoff information received by the ocean model
is:
R(x, y) = W (x, y)
∑
band
Rz(y). (9)
The ocean model therefore has freshwater input at locations where there are significant
rivers.
The locations of the bands can be easily moved as necessary. This procedure could be
used for different model configurations. The weighting function is also flexible, and a more
idealized representation Rdata(x, y) can be provided.
3.3 Other Modifications to Fluxes
The coupled model setup described this far can be run as an effective climate model. How-
ever, often the resulting circulations of atmosphere and ocean are not similar to that of
the present day climate. Parameterization problems, resolution problems, problems with
conversion from 1-D fields to 2-D forcing fields, and other mismatches in the different com-
ponents lead to a solution which has drifted far from present day. Models frequently use
flux adjustments in order to prevent their simulations from drifting away from the current
climate (McAvaney et al., 2001). Since here we are interested in future climate scenarios,
it is crucial that we produce a credible present day climate in our model spin-up. We are
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Figure 4: River runoff (104 m3 s−1) used as part of the weighting function for the conversion from
atmospheric to ocean model runoff in the example simulation (Section 4). Data comes from Perry
et al. (1996), with smoothing of each river output to the surrounding closest ocean points. Values
for ocean points around Greenland and Antarctica ice melt are taken from IPCC Report (2001).
therefore forced to make some modification to the forcing fields applied to the ocean. For
instance for a surface flux, A, the flux to the ocean is:
Ao(x, y) = Aatm − Aadj(x, y).
We discuss some of the possible ways to adjust these fluxes next.
3.3.1 Anomaly Coupling
A technique often employed in coupled models (e.g. Voss et al., 1998) is to take the mean
present day value of some flux (e.g. wind stress to the ocean) from observations and the
anomalies from the atmospheric model. In this anomaly coupling procedure a flux Ao(x, y)
provided to the ocean model is deduced from the atmospheric instantaneous value, Aatm,
with model climatological value, Aatm
t
, subtracted out and the observed climatological value,
Aobs(x, y) added back:
Ao(x, y) = Aatm − Aatm
t
+ Aobs(x, y). (10)
Atmospheric values may be 2-D fields constructed as described in Section 3.2.1 or zonal
means. In the case where Aatm is only a zonal mean, this procedure also provides a way for
the ocean model to be forced with a 2-D field. In this case Aadj = Aatm
t
− Aobs(x, y).
3.3.2 Flux Adjustment to Surface Values
Models of both the atmosphere and ocean have inherent flaws, mainly arising from sub-
gridscale parameterizations. Even an ocean circulation model that is forced by the best
available observations of atmospheric fluxes, will not provide completely realistic circula-
tions. Similarly, an atmospheric model provided with exact sea surface temperatures (SST)
will also drift away from observed behavior. Although these drifts may be small, they lead
to problems with the coupled model results over long periods.
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Some of these problems can be compensated for by an additional term to the fluxes
provided to the ocean, calculated at each time-step to bring the model surface fields back
into consistency with observations. In this case the Aadj(x, y) is a damped term bringing
a surface value back to an observed value. For instance, for heat flux, Q and freshwater
fluxes, F these additional terms would be:
Qadj(x, y) = λT (To(x, y)− Tobs(x, y)) (11)
Fadj(x, y) = λS(So(x, y)− Sobs(x, y)). (12)
These terms can be thought of as the fluxes necessary to adjust for the shortcomings of
the model itself. Using them has the virtue that there are important climate feedbacks that
are very sensitive to surface temperatures, e.g., water vapor and ice-albedo feedbacks, and
using flux adjustments to obtain realistic temperatures in the current climate ensures that
these feedbacks are simulated accurately for modest climate changes (Shackley et al., 1999).
In a study of climate change, however, this procedure becomes a problem – it does not
allow for a predictive quality in the coupled system, but constrains the model to present
day observations. In this coupled model, we provide the possibility of spinning up with the
relaxation term, and then using an average of this term later as a “fixed flux adjustment”.
3.3.3 Flux Adjustment to Observed Fluxes
Sometimes it is desirable to run in a spin-up mode with fluxes taken directly from observa-
tions. In this procedure the ocean model is spun to steady state with the observed flux (for
instance freshwater fluxes, Fobs). To allow the model to then be used in predictive capacity
for a changing climate, the difference between the atmospheric freshwater forcing and the
observations is calculated over some climatological timescale:
Fadj(x, y) = (E(x, y)− P (y)−R(x, y))− Fobs(x, y)
where E(x,y) comes from Eq. 8, R(x,y) from Eq. 9 and P(y) is precipitation (all provided
by the atmospheric model). This term can then be applied as a fixed adjustment to the
fluxes in the continuation of the model simulation. This procedure is in essence, but not in
implementation, almost identical to anomaly coupling. We do not use this procedure in the
example simulation of Section 4, but will use it in some simulations in future studies.
The coupled model described here is quite versatile in the techniques of the coupling.
It can be run with no additional modifications to the atmospheric fluxes, or with anomaly
coupling and/or flux adjustments and/or observed fluxes. In the next section we discuss
one combination of coupling procedure and the results from that “example” simulation.
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4 EXAMPLE SIMULATION: PRESENT DAY AND
FUTURE CLIMATE
As an example of the coupled system, we provided detailed results from a simulation of the
20th and 21st century. However, it is important to keep in mind that this represents just
one set of model parameters, coupling procedures and future emission scenarios. Chang-
ing model parameters (e.g. vertical diffusion, viscosities, GM-values, biological community
uptake rates) will have differing impacts on the results. The coupling procedure and flux
adjustments also will impact the results and behavior of the model to changes. A more
comprehensive look over a wide range of parameter choices will provide a better sense of
the model uncertainties.
The simulation described in this section is carried out in four phases. Seaice and carbon
model parameters are provided in Tables 1 and 2. In all phases the atmosphere model runs
for 24 hours; the final values of heat, freshwater, and momentum fluxes are then used to
force the ocean model forward for 24 hours (with a time-step of 12 hours). As described in
more detail below, the momentum forcing is done through anomaly coupling and heat and
freshwater fluxes have adjustments to maintain SST and sea surface salinity (SSS) close to
modern observations for spin-up of the late 20th century.
4.1 Simulation Setup
Phase 1: In the first phase the atmospheric model runs with fixed greenhouse gases and
forcing for 1980 conditions. We run with only atmosphere physics, ocean, seaice and land
hydrology. The ocean carbon cycle is neglected during this phase.
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Figure 5: Annual average (a) zonal wind stress (N m−2); (b) meridional wind stress (N m−2);
(c) wind speed (m/s). Solid line is from Trenberth et al. (1989); dashed line is from atmospheric
model.
Figure 5 compares the components of the annual wind stress from the atmospheric model
(solid line) to that from Trenberth et al. (1989). Although these are reasonably matched
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in the tropics, the model strongly underestimates winds in the mid-to-high latitudes, espe-
cially in the southern hemisphere. This leads the ocean model to have a very weak Antarctic
Circumpolar Current (ACC) – a serious problem as the Southern Ocean circulation is very
important in producing water masses that affect the distribution of salt, temperature, and
DIC. We employ the technique of “anomaly” coupling for the wind stress and wind speeds
in our model. Here we take a 24-hour wind value, subtract out the atmospheric model
climatological value for steady state and replace it with the climatological value from obser-
vations (Trenberth et al., 1989, Fig. 6). The atmospheric model climatological values are
calculated as monthly mean values for 100 years at steady-state. These are then linearly
interpolated to the exact time-step. Similarly, the Trenberth et al. (1989) climatological
monthly values are interpolated to each time-step.
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Figure 6: Annual average climatology of wind stress (N m−2) from Trenberth et al. (1989): (a)
zonal, (b) meridional. Zero contour is white, and contour interval is 0.05 N m−2.
Without any correction, SST and SSS drift from current day values. We therefore find it
necessary to adjust the heat and freshwater fluxes. This flux adjustment is done by relaxing
SST and SSS toward the monthly climatological means of Levitus and Boyer (1994) and
Levitus et al. (1994).
We spin the model up for 1500 years with the following forcing over the ocean:
τx(x, y) = τxz(y)− τxz(y)
t
+ τxtren(x, y) (13)
τy(x, y) = τyz(y)− τyz(y)
t
+ τytren(x, y) (14)
QT (x, y) = Qo(x, y)−Qadj(x, y) (15)
FT (x, y) = Eo(x, y)− P (y)−R(x, y)− Fadj(x, y) (16)
where τxz(y)
t
and τyz(y)
t
are interpolated from 100 year monthly averages. These are up-
dated every few hundred years of this phase of the spin-up. Qo(x, y) and Eo(x, y) are as
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given in Eq. 7 and Eq. 8 (including meridional variations derived from the derivative with
respect to surface temperature), R(x, y) is from Eq. 9. Relaxation terms, Qadj(x, y) and
Fadj(x, y), are from Eq. 11 and Eq. 12. Since there are problems associated with the re-
laxation terms Qadj(x, y) and Fadj(x, y) near to and under the seaice, we use a relaxation
timescale that is latitude dependent. At the equator λ is 30 days, but drops off so that it is
zero poleward of 60o.
The ocean under the ice is provided with fluxes:
τx(x, y) = 0
τy(x, y) = 0
QT (x, y) = qnet(x, y)
FT (x, y) = fnet(x, y)− P (y)|Ta 6=0 −R(x, y).
The ocean is not affected by wind forcing under the ice, the heat flux is that found from the
ice model, qnet (Eq. 1). The freshwater flux is a combination of that from the ice model fnet
(Eq. 2), from any precipitation (when the air temperature is above 0oC) and from runoff,
R(x, y) from Eq. 9. In grid cells where there is ice and open water, the fluxes passed to
the ocean are an average of the fluxes for open ocean and for below ice, weighted by the ice
fraction.
The model is started from rest, with initial temperature and salinity fields taken from
Levitus and Boyer (1994) and Levitus et al. (1994). After 1500 years the model is approach-
ing a steady-state for the forcing of 1980. Figures 7 and 8 show the zonal atmospheric fluxes
(a), the addition of the derivative term (Eq. 7 and Eq. 8) and effects of seaice (b), and the
final fluxes used by the ocean model, that includes the Qadj(x, y) and Fadj(x, y) terms (c).
Flux adjustments are used in many coupled atmosphere-ocean GCMs in order to prevent
their simulations from drifting away from the current climate (McAvaney et al., 2001). The
procedure can be rigorously justified if the adjustments are small compared to the model
generated fluxes (Sausen et al., 1988), but unfortunately they frequently are not (McAvaney
et al., 2001). The problem is compounded in a model like ours, where the zonal variations in
surface fluxes must be parameterized. In fact the flux adjustments we use are of order one,
i.e. the global root mean square (rms) of Qadj is 35 W m
−2 compared to rms of the total
heat flux, 34W m−2, and for the freshwater adjustment, 3.13×10−8 compared to 2.92×10−8.
Using such flux adjustments is undesirable because it means that heat and moisture are no
longer being conserved at the surface. Nevertheless using them has the virtue that there
are important climate feedbacks whose strength depends on surface conditions, and which
will not be simulated accurately in our model without these flux adjustments.
In this phase the atmosphere (with no chemistry), ocean with seaice (but no carbon cycle)
and CLM components are used. On a 3 GHz Pentium 4 chip, each year of model integration
takes 10 minutes (3 in atmosphere, 4 in the land hydrography, and 3 in ocean/seaice).
Phase 2: The flux adjustment terms Qadj(x, y) and Fadj(x, y) are averaged (monthly)
over the last 100 years of phase 1. The second phase of the spin-up then uses these fields
(linearly interpolated between months for each time-step), as fixed flux adjustment, and
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Figure 7: Heat Flux (W m−2) at end of phase 1: (a) from zonal atmospheric model to open
ocean (note here that seaice has not been taken into account); (b) including also zonal variations
provided by the atmospheric model derivatives with respect to surface temperature (Eq. 7) and
including ice effects (Eq. 1); and (c) with the addition of the term needed to maintain SST near
that of observations (Eq. 11). Contour interval is 25 W m−2, and the zero contour is white.
Positive values (dark shading) indicate loss of heat from the ocean.
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Figure 8: Freshwater Flux (10−8 m s−1) at end of phase 1: (a) from zonal atmospheric model
to open ocean; (b) with the addition of the zonal variations provided by the atmospheric model
derivatives with respect to surface temperature to the evaporation (Eq. 8), variations of runoff (Eq.
9), and including ice effects (Eq. 2); and (c) with the addition of the term needed to maintain SSS
near that of observations (Eq. 12). Contour interval is 1 × 10−8 m s−1 and the zero contour is
white. Positive values (dark shading) indicates a net loss of freshwater.
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there is no more active relaxing to SST and SSS. We also use the final update of τxz(y)
t
and
τyz(y)
t
in this second phase.
The real ocean state of 1980 and its carbon inventory are not in steady-state, but have
been perturbed by the increase in greenhouse gases since pre-industrial times. A more
reasonable steady-state would be one spun-up using pre-industrial greenhouse gas concen-
trations. Thus we run this second phase with the atmospheric radiative forcing for 1860
(e.g. atmospheric CO2 of 286.4 ppmv). We run for 2000 years to allow the physical and
carbon model to reach equilibrium. The air-sea flux of CO2 is only one way – with the ocean
carbon content allowed to change, but the atmospheric content kept constant. During this
phase of the spin-up the long term average of air-sea flux of the carbon tends toward zero, so
that the ocean is in steady-state with the pre-industrial carbon concentrations. The ocean
heat content and circulation, and the feedbacks to and from the atmosphere also change to
a pre-industrial steady-state.
In this phase, using a 3 GHz Pentium 4 chip, each year of model integration takes 14
minutes (the 4 additional minutes come from the ocean carbon cycle).
Phase 3: Once the model is in steady-state with the 1860 forcing, we start the third
phase of the simulation. Here we force the model with observed changes in greenhouse gas
concentrations (Hansen et al., 2002), tropospheric ozone (Wang and Jacob, 1998), solar con-
stant (Lean, 2000), sulfate (Smith et al., 2004), and volcanic (Sato et al., 1993) aerosols from
1860 to 1990. Natural emissions of methane and nitrogen are provided by Natural Emis-
sions Model (NEM) and land uptake of carbon is determined by the Terrestrial Ecosystems
Model (TEM).
The ocean is allowed to take up carbon, the atmospheric concentrations are however kept
at the observed values (i.e. the ocean uptake does not affect the atmospheric CO2 values).
Although the ocean uptake is close to expected, the uptake by the land is somewhat less. We
calculate the mismatch uptake to the expected 4.1 GtC y−1 for the 1980s. This mismatch
is then used as a fixed correction for phase 4. The ocean circulation and carbon content
changes to accommodate the additional radiative forcing as the greenhouse gas contents
rise.
In this phase, using a 3 GHz Pentium 4 chip, each year of model integration takes 15
minutes (the additional minute comes from TEM/NEM).
Phase 4: After 1990, the model runs in fully coupled mode with all concentrations of
gases and aerosols calculated by the atmospheric chemistry model. Ocean (and terrestrial)
uptake does affect the atmospheric concentration. From 1990 to 1997, historical emissions
are used, and after 1997 gases emissions are provided by the Emissions Prediction and Policy
Analysis (EPPA) component of the IGSM2. The scenario described here is one of “business-
as-usual” where there are no policy restrictions on emissions and EPPA uses predictions of
population and economic growth to calculate future emissions.
The atmospheric chemistry and transport model leads to an additional 6 minutes per
year of integration (on a 3 GHz Pentium 4 chip), so that in fully coupled mode the model
takes 21 minutes per year.
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4.2 Current Climate Results
How well does our coupled model perform? The model surface air temperature changes over
the period 1860 to 2002 compare extremely well with the observations of Jones et al. (1999)
(Fig. 9). Here we consider more fully the ocean/seaice/carbon model results from the later
part of the 20th century and compare to observations. In general the model results compare
favorably. We discuss the discrepancies more fully in the following sections.
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Figure 9: Surface air temperature change from 1860 to 2002. Solid line is yearly averages from
model with mean from period removed, dashed lines are observations (Jones et al., 1999) also with
mean for the period removed.
4.2.1 Ocean and Seaice Models
The 3-D ocean circulation model provides a reasonable circulation. The patterns of gyres
and strong western boundary currents are apparent in the horizontal circulation (Fig. 10).
The Antarctic Circumpolar Current (ACC) has maximum values of 100Sv, within the ob-
served range of 100-120 Sv (Pickard and Emery, 1990; Nowlin and Klinck, 1986). Gyre
circulations compare well to the 30-50 Sv found from observations (Leetmaa and Bunker,
1978). However, the North Atlantic surface flow does not go far enough north (in this ex-
ample run there is no flux adjustments poleward of 60o). This leads to surface temperatures
in the North Atlantic being too low (Fig. 11a,b). Too much deep water formation in the
Antarctic leads to deep temperatures also being too low (Fig. 11c,d). The deep Arctic is
too warm, suggesting an Arctic circulation that is too sluggish. However, over all there is
good agreement between the model temperature fields and observations. In particular the
thermocline depths across the ocean (Fig. 11c,d) compare well with observations. Zonally
integrated meridional heat transports (Fig. 12a), ρswcp
∫ ∫ 0
−H v(x, y, z)θo(x, y, z)dzdx, show
the general trend anticipated by the box-inverse model of hydrographic WOCE sections
(Ganachaud and Wunsch, 2003). The northern transport at 20oN may not be large enough
and the southern transport at 20oS may be too large, but the model results are still generally
within the uncertainties of the inversion study. Not enough northward heat transport north
of 40oN is consistent with the problems with the ocean circulation in the northern North
Atlantic.
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Figure 10: Ocean model: (a) barotropic Stream Function (Sv); and (b) horizontal velocity (m s−1)
vectors at 85m. Model data is averaged over the years 1950 to 1990. Contour interval in (a) is 25
Sv.
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Figure 11: Annual mean temperature (oC) of surface layer (0-50m) of ocean (a) model, (b) ob-
servation. Global zonally averaged ocean temperature (oC) transect of (c) model, (d) observation.
Model results are from 1950 to 1990 and observations are from Levitus and Boyer (1994). Contour
intervals are 4oC.
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Figure 12: Modelled zonally integrated meridional transport of: (a) heat (PW), and (b) freshwater
(Sv), averaged from 1950 to 1990. In (a) circles are from Ganachaud and Wunsch (2003), with
vertical line indicating uncertainty estimates; in (b) circles are from MacDonald and Wunsch
(1996) and crosses from Wijffels et al. (1992).
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How well does the model capture changes to the observed ocean temperature over the
last half of the 20th century? Levitus et al. (2005) observe a 0.037oC change in ocean
temperature (averaged from 0 to 3000m) between 1955 and 1998. Our coupled model finds
0.055oC change. Levitus et al. (2005) find that most of the heat content increase occurs
in the top 700 m. This is consistent with our model (Fig. 13). Our model trend matched
the observations well through the early 1990s (albeit with a lower inter-annual variability),
after which the model heat content change is slightly too large. Here heat content is defined
as:
ρswcp
∫ ∫ ∫
V
θo(x, y, z)dxdydz.
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Figure 13: Ocean heat content (1022 J) for the year 1955 to 2003: (a) 0-300 m; (b) 0-700 m; and
(c) 0-3000 m. Solid line shows annual mean model data (with mean from the period removed),
dashed line show observations (Levitus et al., 2005) and standard error (dotted line), also with
mean for period removed. Observational data are annual means for (a) and (b) and five year
averages for (c).
The model salinity (Fig. 14) compare fairly well with observations. Some discrepancies,
as with temperature, arise especially in the northern North Atlantic and Arctic oceans. Fresh
water from river inflow in the Arctic is not dissipated enough, leading to low surface salinities
in these parts. Some of this is probably due to the sluggish Arctic circulation and not enough
influx of Atlantic water, but problems also arise from the runoff weighting function putting
too much freshwater into the Arctic rivers. The deep Arctic becomes too salty. The zonally
integrated meridional freshwater transport (Fig. 12b), ρsw
∫ ∫ 0
−H v(x, y, z)(1−
So(x,y,z)
S∗
)dzdx,
follows the trends found by MacDonald and Wunsch (1996) and Wijffels et al. (1992),
although the maximum transport at 10oS may be too low, and the northward transport
poleward of 60oN is not captured.
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Figure 14: Annual mean salinity (psu) of surface layer (0-50m) of ocean (a) model, (b) observa-
tion. Global zonally averaged ocean salinity (psu) transect of (c) model, (d) observation. Model
results are from 1950 to 1990 and observations are from Levitus et al. (1994). Contour intervals
are 1 psu for surfaces plots and 0.2 psu for transects.
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The meridional overturning circulation is also in good agreement with estimations from
observations. Figure 15a shows the effective (“residual”) zonally averaged overturning.
This overturning includes contributions from the Eulerian transport and that due to the
eddy parameterization. The upper (positive) overturning cell in the Southern Ocean has a
maximum of 20 Sv, higher than 14 Sv inferred from transient tracers by Ito et al. (2004).
The Atlantic effective overturning is plotted in Figure 15b. The maximum overturning in
the North Atlantic is 15 Sv (13 Sv is the purely Eulerian part), in good agreement with that
inferred from the inverse model of Ganachaud and Wunsch (2000)(15±2 Sv).
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Figure 15: Ocean model effective (including both Eulerian and eddy parts) overturning stream
function (Sv) for: (a) Global, and (b) Atlantic. Dark shading denotes positive values, contour
interval in 5Sv and zero contour is white. Model results are averaged over 1950 to 1990.
The low sea surface temperatures in the North Atlantic allows too much seaice coverage
in the Norwegian and Greenland seas (Fig. 16a,b). While seaice extent (defined as the
total area of each grid cell with at least 20% covered by seaice) compares well, especially
in the northern hemisphere, to observations obtained from passive microwave, the actual
area of seaice is too large (Fig. 17). This suggests that the fractioning between seaice and
open ocean in each grid cell is not captured well by the seaice model. In the northern
hemisphere, the model seasonal cycle is reasonable, although there is too much ice (mostly
in the Norwegian and Greenland seas). In the southern hemisphere, seaice area is reasonable
in the winter, but does not melt enough in the summer. Ice heights are reasonable: average
height in the Southern hemisphere is 3.3 m and 2.5 m in the Northern hemisphere.
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Figure 16: Seaice coverage for 1980 (given as a fraction of the ocean grid) in (a) March; (b)
September.
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Figure 17: Monthly averaged extent of ocean covered by seaice (million km2) for the (a) northern
hemisphere, (b) southern hemisphere; and area of ocean covered by seaice (million km2) for the
(c) northern hemisphere; and (d) southern hemisphere. Solid line indicates the model results
and dashed line indicates those from NASA passive microwave observations (Cavalieri, 1992).
Observations and model results from the 1980s.
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Figure 18: Annual mean phosphate (µM) of surface layer (0-50m) of ocean (a) model, (b) ob-
servation. Global zonally averaged ocean phosphate (µM) transect of (c) model, (d) observation.
Model results are averaged from 1950 to 2000 and observations are from Conkright et al. (2002).
contour interval is 0.25 µM for (a) and 0.5 µM for (b).
4.2.2 Ocean Carbon
The carbon model captures both the biological and solubility pumps of carbon into the
ocean. The biological production parameterization accomplishes a reasonable pattern of
export production, with elevated productivity in the upwelling regions of the ocean. The
surface pattern of phosphate that emerges (Fig. 18a) compares favorably to that of obser-
vations (Fig. 18b). The slightly lower values in the equatorial and northern Pacific than
in the observations are probably caused by the lack of iron limitation in our parameteriza-
tion. Low iron in these regions tends to retard productivity and the uptake of nutrients,
so observed phosphate is higher in these regions than might otherwise be expected. Since
we do not model the effects of iron, we do not expect to be able to capture the distinction
between these areas and other upwelling regions. The model nutricline also compares well
to observations (Fig. 18c,d). However the upper Southern Ocean has too little phosphate,
maybe indicative of problems with the deep Antarctic circulation.
The combination of the biological sinking of carbon and the air-sea exchange of CO2
combine to provide the sea surface total dissolved organic carbon (Fig. 19a,b). The pattern
of low values in tropical waters and higher values in ice-free higher latitude waters is captured
by the model. Warm waters can hold less carbon, and tropical waters tend to out-gas to the
atmosphere (Fig 20). Colder waters tend to uptake carbon. In our current climate (1990-
2000), observations show that most of the higher latitudes are taking up CO2, and this is
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Figure 19: Annual mean total dissolved carbon (mol m3) of surface layer (0-50m) of ocean (a)
model, (b) observation. Global zonally averaged ocean total dissolved carbon (mol m3) transect of
(c) model, (d) observation. Model results are averaged from 1990 to 2000 and observations are
from Key et al. (2004). The observational data set does not have data in the Arctic. Contour
intervals are 0.05 mol m3 for (a) and 0.02 mol m3 for (b).
indeed captured in our model (Fig 20). However the model results tend to be smoother than
the observations (indicative of the low resolution) and some of the very strong out-gassing
observed in the equatorial regions is not captured. Our model biological production in the
equatorial regions is too strong, owing to the lack of iron limitation, leading to excessive
sinking of carbon, and thus a air-sea disequilibrium of CO2 that is too low.
The deep ocean tends to sequester carbon. Sinking organic matter takes carbon away
from the surface, enhancing the vertical gradient of carbon and modifying the air-sea fluxes.
The sinking material leads to higher carbon concentrations at depth. This process is cap-
tured by our model (Fig. 19c,d). Our model has an ocean carbon content increase of 3%
from pre-industrial through the 20th century – in good agreement with the estimates from
observations (Key et al., 2004).
4.3 Future Climate Scenario
Our model does a reasonable job of capturing the modern day ocean properties and 20th
century changes. How will this model respond to future changes to the atmospheric increase
in greenhouse gases?
The transient response of the coupled model to a given forcing is, to large extent, defined
by the model “climate sensitivity” and the rate of heat uptake by the deep ocean. Climate
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Figure 20: Annual mean air-sea flux of CO2 (mol C m−2 y−1) for (a) model and (b) observations.
Model results are from 1990 to 2000, the same time average for the observations (Takahashi et al.,
2002). Dark shading indicates out-gassing, contour interval is 1 mol C m−2 y−1. The Takahashi
et al. (2002) observations has no data in the Arctic.
sensitivity is usually defined as the equilibrium surface warming simulated by an atmospheric
model coupled to a mixed layer ocean model in response to the doubling of atmospheric
CO2 concentrations. However a number of studies (e.g. Raper et al., 2002; Sokolov et al.,
2003) have shown that transient climate change simulated by coupled atmosphere/ocean
models is better described by an effective climate sensitivity (Seff , which can determined
from the results of transient runs, see for example Sokolov et al., 2003). It was also shown
by Sokolov et al. (2003) that results produced by coupled AOGCMs can be matched by a
version of the IGSM which includes a diffusive mixed layer ocean model (rather than the
3D model discussed in this report). The “effective diffusion coefficient” (Kv) for ocean heat
anomalies from the diffusive model can then be used as a measure of the heat uptake by
the 3D ocean models. The Seff of our coupled model estimated from a simulation with
1% per year increase in CO2 concentration is 2
oC. Long term simulations carried out for
IPCC AR4 showed that equilibrium sensitivity of our model is also 2oC. The Kv required
by the diffusive mixed layer ocean model to match the transient surface warming and sea
level rise due to thermal expansion of the deep ocean simulated in the 3D model was 4 cm2
s−1. Both Seff and Kv are near the low end of the ranges obtained for coupled AOGCMs
used in CMIP2 simulations (Sokolov et al., 2003).
The 4th phase of this model simulation uses predictions of anthropogenic emissions
through the 21st century. The changes in the radiative forcing work to increase the surface
temperatures and decrease seaice cover. Higher atmospheric CO2 and changes to ocean
biological production and circulation lead to changes in the ocean carbon inventories. We
stress here that this is just one model result, with one set of parameters. A fuller investiga-
tion of the uncertainties in the model parameters (e.g. vertical diffusion, cloud feedback),
the uncertainties imposed by the model structure and coupling mechanisms, as well as the
uncertainties in future emission predictions need to be addressed before we can ascertain
a likelihood of the following scenario occurring. However, to give a full description of the
current example simulation, we discuss further some of the results from phase 4.
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In fully coupled mode, the model predicts that in a world where there are no new policies
on emissions, and with projected population and economic growth, the atmospheric CO2
concentrations will increase from 352 ppmv in 1990 to 956 ppmv in 2100 (Fig. 21a). The
climate system responds with an increase in surface air temperatures of about 4oC (between
1990 and 2100) and the global sea surface temperature increases by 2.7oC (Fig. 21b,c). The
increase in sea surface is not uniform, but more pronounced in the northern hemisphere
(Fig. 22). In areas where there is still ice coverage much of the year in 2100, there is very
little change in sea temperature. The ocean takes up 2.8 ×1024 J of heat between 1990 and
2100 (Fig. 21d). The increase in the ocean temperatures leads to a sea level rise of 32 cm
between 1990 and 2100 (Fig. 21e). This rise is only from thermal expansion (the effects of
land ice melt are not taken into account).
Increased air and sea surface temperatures lead to a melting of some of the seaice. The
coupled model predicts a 25% decrease in the maximum seaice extent between 1990 and
2100 (Fig. 21f), a 30% decrease in the annual average seaice area and 44% decrease in
annual average seaice mass. (Here, “extent” refers to the area of all grid cells with 20% or
greater ice fraction; “area” refers to the exact area of ocean covered with seaice; “mass” is
ice area multiplied by ice height, divided by density of ice). This means that everywhere the
seaice height will decrease, and in many areas it will disappear completely. Loss of seaice
area will lead to a decrease in the surface albedo, producing a positive feedback to warming.
A warming, freshening North Atlantic leads to a slowing down of the meridional over-
turning circulation: the maximum decreases from 14.9 Sv in 1990 to 8.1 by 2100 (Fig. 21g).
This will decrease the rate with which the ocean can take up excess heat, and therefore is
also a positive feedback to warming.
With anthropogenic perturbation, the ocean begins to take up carbon dioxide (Fig.
23a). The average ocean carbon uptake in the model between 1990 and 2000 1.88 GtC
y−1, slightly higher than the value (1.7 GtC y−1) estimated by the IPCC Report (2001) for
this period. Over the course of the first part of the 21st century, the model predicts that
the ocean will increase its uptake of CO2 almost linearly. However, after 2050, the ocean
uptake levels off. It is still taking up carbon dioxide, but at a fairly constant rate of 5.2
GtC y−1. Why this maximum uptake? Figure 24 shows four different 10-year averages of
air-sea flux of CO2. It is interesting to note how different today (1990-2000) ocean uptake is
from pre-industrial times. In pre-industrial times, the Southern Ocean actually out-gassed
carbon dioxide. Water with high carbon content upwells into this region (see Fig. 19), and
with atmospheric concentrations of 286.4 ppmv, the dis-equilibrium drove CO2 back into
the atmosphere. By the end of last century, we had already altered this pattern. With 350
ppmv in the atmosphere, the southern ocean, even with its high DIC concentrations became
a sink for carbon. Over the course of the 21st century, more portions of the surface ocean
become sinks. By the end of the century almost all of the surface ocean is a carbon sink.
Most of the increase in uptake seen in the first half of the 21st century came from regions
switching from out-gassing to sinks. Once most of the ocean surface is a sink, the uptake
levels off. The ocean inventory of carbon still continues to rise with this constant uptake
(Fig. 23b), so that the ocean has 435 Gt more carbon in it by the year 2100 than there
was in 1990. The anthropogenic CO2 is diffused and advected into the deeper ocean. In
addition a portion sinks to depth as biological matter.
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Figure 21: Model global: (a) atmospheric pCO2 (ppmv); (b) surface air temperature (oC); (c) sea
surface temperature (oC); (d) ocean heat content (1024 J); (e) sea level rise (m) relative to 1860; (f)
sea ice extent (million km2); (g) maximum North Atlantic overturning (Sv). Atmospheric pCO2
is provided by observed values from 1860 to 1997; and are predicted by full IGSM2 from 1998 to
2100. Sea level rise is due only to thermal expansion of the ocean water, and does not include rise
due to the melting of ice. Dotted lines give values at 1990.
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Figure 22: Difference in SST (oC) between decades 1990 to 2000 and 2090 to 2100. Contour
interval is 0.5oC.
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Figure 23: Model global: (a) air-sea flux of CO2 (GtC y−1); (b) ocean inventory of carbon (103
GtC).
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Figure 24: Ten year averages of air-sea flux of CO2 (mol C m−2 y−1): (a) 1860 to 1870; (b) 1990
to 2000; (c) 2040 to 2050; (d) 2090 to 2100. Positive values (dark shading) indicate out-gassing
of CO2 from the ocean to the atmosphere.
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Figure 25: Ten year averages of sea surface pH: (a) 1860 to 1870; (b) 1990 to 2000; (c) 2040
to 2050; (d) 2090 to 2100. Contour interval is 0.02, white contours indicate values 8 or greater,
black contours indicate less than 8.
The additional carbon in the ocean leads to a more acidic ocean. In fact the pH of
the surface ocean has changed, and will change even more dramatically over the course of
this century (Fig. 25). On average the pH will decrease by 0.3 by 2100. This will cause
problems for some marine organisms (e.g. coccolithophores) which form calcium carbonate
shells. Such shells will actually “dissolve” in more acidic water. This change to the biological
productivity of the ocean is not addressed in this model, and should be the direction of future
research.
We have seen above, that the solubility pump changes dramatically. How does our
model biological productivity change in this simulation? How about the biological pump?
We find that there is 14% decrease in the export production in the model between 1990
and 2100. The decrease occurs over much of the ocean, except in the regions where seaice
coverage decreases (Fig. 26). Seaice prevents sunlight from reaching the surface waters. In
regions where there is less seaice in 2100, productivity increases. However over most of the
ocean, increased stratification leads to a decrease in the amount of macro-nutrients that
reach the surface and productivity decreases. It is not clear, however, whether this will
lead to a decrease in the biological pump, as the efficiency of the pump is dictated by both
productivity and the rate at which deep carbon is ventilated to the surface (Parekh et al.,
2005). An investigation of this will continue in future studies.
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Figure 26: Change in export production (gC m−2 y−1) through 50 m between 2100 and 1990. Light
shading shows negative values where export decreases between 1900 and 2100, dark shading shows
positive values where export increases. Contour interval is 1 gC m−2 y−1.
5 SUMMARY AND FUTURE PLANS
We have described the coupling of the two-dimensional atmospheric model to a three-
dimensional ocean model. The ocean model has explicit representations of seaice and the
carbon cycle. These additions make this coupled model an effective tool with which to
investigate future climate scenarios and uncertainties.
The model is fairly efficient to run: on a Pentium 4, 3 GHz CPU and in the example
run (Section 4) the fully coupled setup takes 21 minutes per year of integration (3 minutes
for atmosphere, 4 in land hydrography, 3 in ocean/seaice, 4 in ocean carbon cycle, 1 in
NEM/TEM, 6 in atmospheric chemistry). With this speed many 20th and 21st century
simulations can be accomplished. These simulations can be used to ascertain model uncer-
tainties. However, the coupled system is flexible and various components can be turned on
and off. As a very efficient climate model neglecting chemistry, the coupled model can be
run with only atmosphere and ocean/seaice physics at 6 minutes a year of integration (on
a 3 GHz Pentium 4 chip).
An example simulation shows that the coupled model can provide a realistic looking
ocean, seaice and ocean carbon cycle. Changes to the model surface air temperature, heat
content, and carbon content over the 20th century compare well to observations. This
example simulation, therefore, is a credible platform with which to look at future predictions
of climate change. In a single scenario, where anthropogenic emissions of greenhouse gases
increase with population and economic growth, and are unchecked by policies, the coupled
model predicts air temperature changes of 4oC over the 21st century. The ocean works as a
heat and carbon sink, reducing some of the impact on the terrestrial system. However, ocean
circulation does change in response, as does the carbon uptake both by solubility and biology.
The feedbacks from these changes need to be examined in more detail. Such modifications
can not be captured in our earlier 2-D ocean, hence this system is an improvement over
the IGSM1. In particular, simulations past the end of the 21st century (e.g. atmospheric
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pCO2 stabilization scenarios) can not be accomplished with that 2-D ocean, as the ocean
feedbacks become important (Sokolov et al., 2005). The model described here is being used
in several such stabilization simulations.
There are still uncertainties involved with the specific coupling mechanisms between the
ocean and the 2-D atmosphere that need to be examined in more detail. The setup described
in this report is flexible and a series of studies of different combinations of coupling is under
investigation. Specifically we are addressing the uncertainties behind the freshwater fluxes,
and the impact of either using the best observations or constraining the model to have
reasonable sea surface salinities.
We plan to use this model to investigate the sensitivity of results to changes in vertical
diffusion – a parameterization that likely dominates the uptake of heat by the ocean. How-
ever, the rate of the meridional overturning will also affect uptake and we will consider the
impact of these two processes in future studies.
We are investigating the changes to the ocean circulation (for instance the North Atlantic
overturning) for various emission scenarios. Specifically we are interested in the probabilities
of an abrupt shut down of the overturning that could lead to even more drastic changes to
the climate.
Further studies are planned for investigating the changes to the ocean carbon cycle. We
plan to tease apart the impacts of climate change on the solubility and biological pumps.
How important is the predicted decrease in ocean biological productivity on the ocean ability
to store carbon?
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