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Abstract
Moving platforms, such as wearable and robotic cameras, need to recognise the same place
observed from different viewpoints in order to collaboratively reconstruct a 3D scene and to sup-
port augmented reality or autonomous navigation. However, matching views is challenging for
independently moving cameras that directly interact with each other due to severe geometric and
photometric differences, such as viewpoint, scale, and illumination changes, can considerably
decrease the matching performance. This thesis proposes novel, compact, local features that can
cope with with scale and viewpoint variations. We extract and describe an image patch at differ-
ent scales of an image pyramid by comparing intensity values between learnt pixel pairs (binary
test), and employ a cross-scale distance when matching these features. We capture, at multiple
scales, the temporal changes of a 3D point, as observed in the image sequence of a camera, by
tracking local binary descriptors. After validating the feature-point trajectories through 3D re-
construction, we reduce, for each scale, the sequence of binary features to a compact, fixed-length
descriptor that identifies the most frequent and the most stable binary tests over time. We then
propose XC-PR, a cross-camera place recognition approach that stores locally, for each uncali-
brated camera, spatio-temporal descriptors, extracted at a single scale, in a tree that is selectively
updated, as the camera moves. Cameras exchange descriptors selected from previous frames
within an adaptive temporal window and with the highest number of local features correspond-
ing to the descriptors. The other camera locally searches and matches the received descriptors to
identify and geometrically validate a previously seen place. Experiments on different scenarios
show the improved matching accuracy of the joint multi-scale extraction and temporal reduc-
tion through comparisons of different temporal reduction strategies, as well as the cross-camera
matching strategy based on Bag of Binary Words, and the application to several binary descrip-
tors. We also show that XC-PR achieves similar accuracy but faster, on average, than a baseline
consisting of an incremental list of spatio-temporal descriptors. Moreover, XC-PR achieves sim-
ilar accuracy of a frame-based Bag of Binary Words approach adapted to our approach, while
avoiding to match features that cannot be informative, e.g. for 3D reconstruction.
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Chapter 1
Introduction
1.1 Motivation
In recent years, the number of devices with low cost and integrated cameras, such as micro
aerial vehicles, ground-vehicles, robots, smartphones, and head-mounted displays, has increased.
These devices can connect directly to each other and exchange information extracted from im-
ages and video streams acquired by the cameras to perform high-level visual tasks, such as the
understanding and analysis of the environment that the devices are sensing [78] (see Figure 1.1).
Independently moving cameras can be deployed in unknown environments, where GPS mea-
surements might be unavailable or are inaccurate, such as indoor or urban environments, or
for applications that cannot be handled by a single device, such as surveillance [2], search and
rescue [19, 32, 82], large 3D reconstruction via Structure from Motion or Collaborative Visual
Simultaneous Localisation and Mapping (SLAM) [19, 32, 74, 82, 83, 110, 121], autonomous
navigation [28, 68] and augmented reality [46]. In this context, cameras can observe the scene
from different distances or viewpoints, making the matching of the content extracted from the
visual stream of one camera with the content obtained by another camera (view matching) very
challenging. This problem can limit the collaboration between the cameras and success of the
task to perform. Existing vision methods extract either local or global information for each im-
age, or temporal information from the visual stream.
Local methods describe the neighbourhood (or patch) of a localised interest point with a dis-
tinctive signature (descriptor), assuming that the scene contains enough texture [12, 17, 50, 55,
17
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Figure 1.1: Multiple cameras freely moving in an environment (top-down view). The limited
field of view and the unconstrained motions make the view matching challenging as the cameras
can observe the scene from different distances and viewpoints at different instances.
77]. These local image features should be repeatable, distinctive, accurate, efficient, robust to
image deformations, and invariant to geometric transformations [103]. Global methods, instead,
represent the whole image with a compact representation either by directly extracting a feature
vector from the image, or by aggregating the local image descriptors into a global feature vec-
tor [8, 33, 70, 90]. For example, in image retrieval [90] and visual place recognition [56], a query
image is matched to an image in a large set using global methods that can cope with illumination,
appearance, seasonal, and day-night changes [7]. This can then enable applications, such as Vi-
sual Localisation [18] or 3D reconstruction via Structure from Motion [83], that aim to localise
the camera associated to the query image with respect to a previously stored map, consisting of
the large set of images with corresponding reconstructed 3D scene points.
In addition to this, approaches that jointly and incrementally estimate the ego-motion (i.e. the
camera poses over time) of a single moving device and reconstruct the surrounding 3D scene
using only images as input (Visual SLAM [34, 68]) are prone to drift errors, i.e. the error be-
tween the estimated and the real trajectory increases over time. To self-correct inaccurate es-
timations, reducing temporally accumulated drifts and reconstruction inconsistencies, these ap-
proaches match the current image against the previous frames in the image sequence. As SLAM
approaches are usually deployed in pre-defined paths, e.g. a road, camera-equipped platforms can
return on the same path that was previously visited, forming a loop. Therefore, these approaches
adopt a strategy that geometrically verifies candidate frames identified by visual place recogni-
tion to avoid false detections (loop closure detection). To finally correct the drift in loop, SLAM
proceeds with a merging and optimisation stage.
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To handle geometric variations, most of the existing loop closure detection strategies rely
on local image features aggregated in compact representations for each image or in incremental
structures of the sequence [33, 36, 69, 102]. While the global representation helps to determine
the most similar images of a previously seen place as first step, local features are then matched
between two images to geometrically validate the candidate place, e.g. using the epipolar con-
straint [38]. However, the feature similarity normally decreases with the increase of the geomet-
ric or photometric transformation, and matching ambiguities can arise when features visible in
one view may be occluded in another view. This can easily occur when independently moving
cameras observe the scene from different distances and viewpoints. Collaborative SLAM meth-
ods [19, 32, 82, 74, 118, 121] build on existing monocular SLAM approaches, applying the same
loop closure detection strategies that, however, may be too restrictive in this context to effec-
tively and efficiently enable the completion of a collaborative task. Therefore, an important open
problem for cross-camera view matching is how to design a descriptor that is robust to severe
changes in viewpoint and scale, while preserving the efficiency that is required for the real-time
processing and the data to exchange due to the limited bandwidth for the communication.
Alternatively, local features can benefit from temporally accumulated information to improve
their descriptiveness and robustness [99, 105]. Local spatio-temporal features can be extracted
within a (fixed) temporal window [105], or online by tracking local image features [68, 99].
The former approach uses spatio-temporal feature detectors to localise interest points in spatial,
temporal, and scale domains [48, 105] and then employs spatio-temporal descriptors to encode
appearance, motion (e.g. optical flow), and statistics (e.g. image gradients) of the spatial and
temporal neighbours of the interest points [105]. As the local temporal structure depends on the
camera viewpoint, these features are mainly designed for in-camera tasks, such as human action
recognition [35, 105], and are unsuitable for cross-camera matching with considerable geometric
changes [99]. Online approaches use tracking instead to obtain the spatio-temporal features.
However, in the context of multiple moving cameras, the potential of spatio-temporal features is
under-investigated and the challenge is a trade-off between the descriptiveness and efficiency of
the local temporal descriptor within the camera for tracking, and the repeatability and invariance
to geometric differences, such as scale and viewpoint, with another view [35, 99].
In this thesis, we tackle this challenging problem of view matching between pairs of inde-
pendently moving cameras. We propose generic frameworks for obtaining and matching local
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features, exploiting multi-scale and temporal extraction, while preserving efficiency. We also
propose to embed the spatio-temporal features in a novel approach to identify previously seen
places between cameras over time (cross-camera place recognition).
1.2 Research problem
Let two cameras moving independently in an unknown environment. For each frame k, each
camera acquires image Ik. We define view matching as the problem of matching the content
from the image sequence of one camera with the content from the image sequence of another
camera. We do not require the image sequences of the two cameras to be synchronised, and we
assume that the camera poses and calibration data are available, if needed. We also assume that
the environment contains enough texture or objects such that local features can be localised in
the images.
If the cameras look at the environment from different distances at time k, corners on objects
lying in the scene are observed in each image with different scales, depending also on the object-
to-camera distance. The problem that arises is how to localise and describe the local image
neighbourhood of each corner to improve the feature matching between the two views. Our
research objective is to investigate this problem from a multi-scale description approach with
compact representation (e.g. binary) to preserve efficiency for moving cameras, as opposed to
multi-scale localisation approaches and/or less efficient representations (e.g. histogram-based).
When the cameras are moving, the representation of each corner can be enriched with more
distinctive but also redundant or unnecessary information, which is not all available in advance
but is obtained frame-by-frame. Our second objective is to investigate how to encode the tempo-
ral information for compact representations associated with corners in 3D to increase the match-
ing accuracy between cameras. In addition to this, the joint multi-scale representation and the
temporal encoding will be investigated to handle viewpoint and scale differences during the mo-
tion of the cameras.
The more the cameras move around the environment, the more the number of local (temporal)
features to match between the cameras, hence increasing the amount of time required to match
across cameras. Our third research objective is to investigate a strategy to organise the temporal
features so that searching and matching can be performed in a more efficient way, as well as to
select when and what to share between the cameras, enabling a continuous and online approach
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to retrieve similar views across the cameras.
1.3 Contributions
Given two cameras that independently move in non-planar scenes, acquire image sequences and
directly interact to each other, our aim is to design compact local features that can cope with
challenges, such as scale and viewpoint differences, while improving the accuracy to match the
features and identify previously seen places. We propose, in this thesis, methods under two cases:
uncalibrated and unsychronised cameras, and calibrated cameras to leverage the 3D information
for validation of the features. We evaluate the accuracy of feature matching between image pairs
or across cameras that acquire short image sequences (e.g. 100 frames), whereas we assess the
accuracy of recognising previously seen places across cameras that acquire longer sequences
(e.g. >300 frames).
The main contributions of the thesis are the following:
1. An image-based multi-scale binary descriptor to cope with large scale variations between
images acquired at different distances. The descriptor describes an image patch at different
scales of an image pyramid using an oriented sampling pattern of intensity comparisons in
a pre-defined set of pixel pairs. A scale-aware Hamming distance computed between de-
scriptors of each view allows the identification of the best matches at descriptor scales that
may differ from the scale where the local feature was initially localised. This improves the
matching accuracy compared to existing binary features that describe local image features
only at the detection scale. [C1]
2. A local spatio-temporal binary feature to cope with viewpoint changes between short vi-
sual streams acquired by uncalibrated and unsynchronised moving cameras. The feature
accumulates temporal information by tracking a local image feature within each view and
extracting a sequence of binary vectors that encode the intensity comparison of pixel pairs
for each image patch. The sequence of vectors is then reduced to a compact fixed-length
representation by selecting the temporally dominant binary values. This representation is
also complemented by a second vector that identifies intensity comparisons that are tempo-
rally unstable, and acts as a selector for the first vector to ignore the corresponding binary
values when matching the features between views. A selective weighted Hamming dis-
tance computed between feature pairs allows the estimation of the best matches increasing
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the number of correct matches. [C2]
3. A multi-scale temporal feature that captures appearance variations of a 3D scene point as
observed by a calibrated moving camera to cope with severe scale and viewpoint changes
in non-planar scenes. This feature builds on the multi-scale binary descriptor and the lo-
cal spatio-temporal feature of previous contributions. To obtain feature point trajectories,
localised interest points are tracked with a pyramidal local search, to increase the lifespan,
and then validated through 3D reconstruction. The localisation is augmented with a sup-
pression strategy that increases the scale-invariance and leads to a more desirable feature
distribution. The appearance variations are thus encoded with binary vectors extracted at
multiple scales of an image pyramid, and then temporally reduced into a multi-scale de-
scriptor that identifies the most frequent and stable binary values over time for each scale.
To find correspondences between views, a scale-aware weighted Hamming distance is com-
puted between descriptors of each view. To validate spatio-temporal features across views,
we contribute an evaluation method that extends that of local image features and uses multi-
view geometry. The multi-scale temporal feature is generic for several image-based binary
descriptors and improves the matching performance compared to alternative temporal re-
ductions. [J1]
4. A novel cross-camera place recognition approach that selects distinctive descriptors from
binary features observed in multiple frames and effectively identifies informative features to
share across cameras. This approach forms, for each camera independently, stable tracked
words that are obtained by associating binary features and temporally compressing their
accumulated descriptors to a fixed-length representation. As the previous contribution,
this representation preserves the most persistent values, which are more robust to temporal
changes occurring while a local feature is tracked. However, features are extracted and
reduced at a single scale, and the cameras are uncalibrated. Therefore, this approach does
not validate features through 3D reconstruction. As the number of tracked words grows
over time, matching them across cameras with a linear search may become computation-
ally intractable. To enable efficient searching and matching, we insert tracked words from
automatically selected frames into a hierarchical structure, an adaptive tree of stable tracked
words. We formulate the structure as a search tree that adapts over time through the inser-
tion of new tracked words and the removal of short tracked words. When the number of
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tracked binary features is reduced due to the view change caused by the camera motion,
a camera localises new binary features and updates the hierarchical structure. The camera
then shares a subset of tracked words along with the image coordinates selected from the
frame with the largest number of corresponding binary features, within an adaptive tem-
poral window. The approach finally recognises a place within the camera that receives the
query tracked words by identifying and geometrically validating a previous frame with the
largest number of matched tracked words.
1.4 Organisation of the thesis
This thesis is organised as follows.
Chapter 1: we introduce and formulate the view matching problem between pairs of cameras
that independently move in an unknown environment, and we list the contributions.
Chapter 2: we review the literature of local image features, such as histogram-based, binary and
deep learning based methods, and we discuss methods that handle scale variations as well
as spatio-temporal features for viewpoint differences. We then review previous works on
visual place recognition and loop closure detection, and conclude the chapter by discussing
datasets and performance measures used for local image features and loop closure detection.
Chapter 3: we present three features: a novel multi-scale binary descriptor for handling scale
differences between images, a spatio-temporal feature for improving matching accuracy un-
der viewpoint differences, and a novel multi-scale temporal feature with 3D reconstruction
to cope with both scale and viewpoint differences in non-planar scenes. For each feature,
we introduce a corresponding distance for the matching strategy and we conclude by dis-
cussing the methods compared to the literature.
Chapter 4: we present the novel cross-camera place recognition framework, illustrating the on-
line formation of the binary tracked words and their organisation in an incremental and
adaptive tree. We then introduce the selection and sharing of tracked words between views
to identify a previously seen place via tracked words search and matching within the tree,
followed by a geometric verification.
Chapter 5: we evaluate the three proposed compact features and the cross-camera place recog-
nition framework. We evaluate the proposed multi-scale binary descriptor on standard im-
age matching datasets. We also evaluate spatio-temporal and multi-scale temporal features
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on collected and annotated scenarios using short image sequences. We introduce a per-
formance evaluation for the spatio-temporal features that extends the evaluation used for
local image features. We also show that the proposed features are generic for different local
image binary descriptors. We then evaluate the accuracy and speed of the proposed cross-
camera place recognition framework by comparing different strategies to organise features
within each camera.
Chapter 6: we summarise the methods and the achievements presented in this thesis, and we
discuss the future work.
Appendix A: we present our dataset that consists of four scenarios with natural and man-made
environments where multiple hand-held cameras are deployed, while independently moving
around, for cross-camera place recognition. We also present the annotation procedure of
the dataset and the performance measures to evaluate the cross-camera place recognition.
Appendix B: we present alternative investigated strategies and their validation for matching
multi-scale binary descriptors across scales.
Appendix C: we present an approach to reduce the multi-scale temporal binary descriptor across
scales based on the principle of the accumulated stability voting, and we evaluate and dis-
cuss five variants in comparison with the original descriptor without reduction.
Chapter 2
Literature review
2.1 Introduction
In this chapter, we review the literature on local image features, spatio-temporal features and
visual place recognition for addressing the problem of view matching. In Section 2.2, local image
features are categorised into histogram-based, binary, and deep learning based approaches. While
most of the features are designed to be invariant to several geometric transformations between
images, we discuss, in detail, how scale variations have recently been handled. In Section 2.3, we
introduce and categorise spatio-temporal features according to their extraction approach, such as
those based on local volume and those obtained by tracking local image features online. Visual
place recognition is discussed in Section 2.4, focusing on different ways to represent a place
and on different loop closure detection strategies. We then review the datasets (Section 2.5) and
performance measures (Section 2.6) commonly used in the literature for image matching.
2.2 Local image features
Descriptive local image features are fundamental for a number of applications, including Struc-
ture from Motion [83, 91], Visual SLAM [46, 68], Object Retrieval [55], Image Stitching [16]
and Image Retrieval. A local feature describes the neighbour of a interest point (e.g. a corner)
that is localised by a detector, such as Harris’ [37] or Difference of Gaussians [55]. The interest
point can be localised at the resolution of the original image scale or at a coarser scale using an
image pyramid [103]. To localise interest points in an image, response functions that determine,
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for example, the cornerness [37, 55, 59, 76, 77] or spatial constraints can be applied to retain only
valid candidates (non-maxima suppression strategies). A comprehensive review of local image
features can be found in Csurka et al. [22], while Tuytelaars and Mikolajczyk [103] provide a
detailed review of local image detectors. Local image features may be described using histogram
representations of gradients or intensities of local patches (histogram-based features); binary de-
scriptors; or Convolutional Neural Networks (CNN) operating on patches or on the whole frame
(i.e. deep learning based features). Table 2.1 summarises the approaches discussed in this section
and Section 2.3.
2.2.1 Histogram-based features
Histogram-based features include Scale Invariant Feature Transform (SIFT) [55] and its vari-
ants [8, 13, 14, 44, 61], Speeded Up Robust Features (SURF) [12], Daisy [98], Local Intensity
Order Pattern (LIOP) [107], Overall Intensity Order Pattern (OIOP) [106] and Mixed Intensity
Order Pattern (MIOP) [106]. SIFT [55] and its variants [8, 13, 26, 113] describe statistics of
the patch and accumulate gradient orientation information. To account for in-plane rotations,
SIFT computes the dominant orientation of the patch using the gradient orientation information,
and extracts the descriptor after applying the transformation. After observing that the Hellinger
distance is less sensitive to large bin values than the Euclidean distance (or L2-norm) when
comparing histograms, RootSIFT [8] transforms the SIFT descriptor in such a way that com-
puting the Euclidean distance between two RootSIFT descriptors is equivalent to computing the
Hellinger distance between two SIFT descriptors. This transformation is valid and generic for
all histogram-based descriptors. SURF [12] approximates the gradient with responses of Haar
wavelets to increase the computational efficiency during the feature extraction. Daisy [98] esti-
mates convolutional oriented maps for each pixel with Gaussian filters, and has a similar invari-
ance to SIFT but a better efficiency for dense matching. LIOP [107], OIOP [106] and MIOP [106]
rank pixels in a patch according to their intensity value, which is assigned to an intensity bin (or-
dinal cluster). This design makes the three features rotationally invariant, that means there is no
need to compute the dominant orientation as extra step before describing the patch. LIOP [107]
encodes the local ordinal information of each pixel by mapping the quantised intensities of cor-
responding neighbouring sampling points to a decimal code via a look-up table. OIOP [106],
instead, encodes the overall ordinal information by linearly combining the quantised values. The
normalised histogram of the LIOP and OIOP codes are then computed for each ordinal cluster
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Table 2.1: Local image and spatio-temporal features. Gray cells denote properties not handled by
the method. Methods proposed in this thesis and corresponding properties are also shown at the
end of the table. KEY – Ref: reference; Rot: rotation; Dist: distance used for matching descrip-
tors; Uns: unsupervised; MS: multi-scale; SI: scale invariant; V: space-time volume; T: tracking;
CNN: convolutional neural network; concat.: concatenation; L: learnt; E: Euclidean; H: Ham-
ming; W: weighted Hamming; DOG: difference of Gaussians; GP: Gaussian pyramid; FED: fast
explicti diffusion; RI: rotation invariant; IC: intensity centroid; LG: local gradient; DD: data
dependent; F: floating point; B: binary; ×: descriptor dimension resulting from a concatena-
tion operation or a set representation; STIP: spatio-temporal interest point [48]; Ran.: random.
NN: nearest neighbour; PCA: principal component analysis.
Detection Description
Ref Method App. Scale Approach Rot Scale Time Dimension Stor Dist Uns
MS SI MS V T
[117] DeepCompare CNN with pairs of labelled patches DD 256 F L
[88] DeepDesc CNN with pairs of labelled patches DD 128 F E
[10] TFeat CNN with triplets of labelled patches DD 128 F E
[64] MR CNN CNN with scaled patches (3 layers) DD X 128 F E
[96] L2-Net CNN with NN in a batch of patches DD 128 F E
[62] HardNet maxim. of nearest pos. and neg. dist. in L2-Net DD 128 F E
[41] DOAP listwise ranking-based optimis. in L2-Net DD 128 F E
[57] GeoDesc perspective geometric constraints in L2-Net DD 128 F E
[97] SOSNet second order similarity constraint in L2-Net DD 128 F E
[6] FCRN-PDN L X Scale branches det. + labelled patch triplets DD 128/256 F E
[116] LIFT L X CNN with quadruplets of patches L 128 F E
[72] LF-Net L X CNN with pair of images + depth L 256 F E
[86] RF-Net L X Receptive feature maps for LF-Net L 128 F E
[24] SuperPoint L X CNN with homographic adaptation DD 256 F E X
[27] D2-Net L X joint detector/descriptor with L2-Net DD 512 F E
[73] R2D2 L X Repeatable and reliable feature maps for joint
det./desc. with modified L2-Net
DD 128 F E X
[55] SIFT DoG X gradient orientations in a regular grid LG 128 F E X
[98] Daisy Dense convolved orientation maps 200 F E X
[107] LIOP local ordinal intensities RI 144 F E X
[106] OIOP overall ordinal intensities RI 256 F E X
[106] MIOP concat. of LIOP with OIOP + PCA RI 128 F E X
[39] SLS DoG X linear subspace of SIFTs LG X 8256 F E X
[26] DSP-SIFT DoG X pooling of SIFTs across scales LG X 128 F E X
[113] ASV DoG X SIFTs/LIOPs stability across scales LG X 128/144 F E X
[85] 3D-SIFT Ran. 3D gradient orientations LG X 256/2048 F E X
[105] HOG3D STIP X 3D-SIFT with polyhedrons LG X 960 F E X
[99] Daisy-3D Dense X concat. of Daisys with optical flow X 7×136 F E X
[17] BRIEF random set of pixel pairs 128/256/512 B H X
[77] ORB GP X learnt set of pixel pairs IC 256 B H X
[50] BRISK GP X deterministic set of pixel pairs LG 512 B H X
[114] LDB learnt set of sub-patch pairs IC 256 B H
[5] A-KAZE FED X Scale-based sub-sampling of the LDB grids RI 265 B H
[51] LATCH learnt set of sub-patch triplets IC 128/256/512 B H
[101] D-BRIEF linear comb. of box/Gaussian filters DD 32 B H
[100] BinBoost learnt set of hash functions (boosting) DD 64 B H
[29] RFD selected receptive fields + learnt thresholds DD 293/598 B H
[11] BOLD online selection of stability bits 512 B W X
[53] DeepBit CNN with min quantis. + max entropy loss RI 256 B H X
[115] CDBin lightweight CNN with triplet loss RI 256 B H
[95] GCNv2 L X Lightweight CNN for motion estimation 256 B H
[68] LMED ORB selection over time IC X 256 B H X
[52] STB optical flow and temporal gradients encoding IC X X 188 B H X
[C1] MORB GP X set of ORBs across scales IC X 8×256 B H X
[C2] T-DS temporally reduced ORBs (centroid + stability) IC X 512 B W X
[J1] MST GP X set of temporally reduced ORBs across scales IC X X 5×512 B W X
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and concatenated to form the descriptor. MIOP [106] exploits the complementary information
between the two descriptors at a reduced dimensionality (128 vs. 144/256 bytes) by applying
principal component analysis to the concatenation of LIOP and OIOP. LIOP, OIOP and MIOP
outperform SIFT and Daisy [106], with MIOP being the best performing [106]. Histogram-based
features are vectors whose dimensionality usually varies between 128 and 256 but can be even
larger (e.g. 8256 in case of Scale-Less SIFT (SLS) [39], see Table 2.1). Each element is stored
as a floating value (bytes) to cover the high possible range of values or the real values when
normalised. Histogram-based features are thus matched using the L2-norm as distance metric;
however, for applications with time constrained and low storage requirements, these features may
not be sufficiently compact and computing the L2-norm may not be so efficient, especially when
the number of features to match increase.
2.2.2 Binary features
Binary features aim to describe the local image area of a detected interest point with a com-
pact vector of binary values for low-storage and high efficiency requirements, maintaining good
performance in terms of robustness to geometric and photometric transformations, as opposed
to other descriptors, such as SIFT [55] or SURF [12]. Most of the existing binary features use
corner detectors, such as Features from Accelerated Segment Test (FAST) [76] or Adaptive and
Generic Accelerated Segment Test (AGAST) [59], specifically designed to be both repeatable
and efficient for real-time applications, and propose descriptors that result from hash or projec-
tion functions followed by thresholding [29, 92, 100, 101], or from tests on pre-defined sampling
patterns that are defined deterministically [50] or probabilistically [17], or learnt [3, 51, 77, 114].
Moreover, feature matching becomes more efficient with binary features, as the binary vectors
can be compared using the low-level XOR bitwise operator and the L2-norm can be replaced by
the Hamming distance.
Examples of binary features generated from comparisons of intensity values of pre-defined
pixels pairs in a sampling pattern are Binary Robust Invariant Elementary Features (BRIEF) [17],
Oriented FAST and Rotated BRIEF (ORB) [77], Fast REtinA Keypoint (FREAK) [3] or Binary
Robust Invariant Scale Key-point (BRISK) [50]. Distinctiveness can be increased by extending
comparisons to statistics of small window pairs [114] or triplets (with one small window acting as
anchor) [51]. BRIEF [17] randomly samples the tests from a Gaussian distribution. BRISK [50]
uses a deterministic sampling pattern, where the points lie on appropriately scaled concentric cir-
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cles. FREAK [3] is inspired by the human retina, and uses a circular pattern with higher density
near the centre, i.e. the location of the corner point in the image. ORB and FREAK learn the
sampling pattern in an unsupervised way, with a variance-correlation bit selection strategy. To
perform a faster matching, FREAK also exploits the coarse-to-fine structure of the descriptor by
simulating the saccadic search of the humay eye movements and using a cascade of comparisons.
Unlike previous methods, Local Difference Binary (LDB) [114] and Learned Arrangements of
Three patCH codes (LATCH) [51] minimise the distance between pre-annotated matching inter-
est points. A-KAZE [5] modifies the LDB descriptor by sub-sampling its grids as a function of
the scale where each feature point is localised, making the descriptor robust to changes in scales.
Unlike LDB, A-KAZE provides rotation-invariance and exploits the novel non-linear scale-space
based on the fast explicit diffusion (FED) scheme to speed up the feature localisation. However,
the efficiency gained with these binary comparisons comes at the cost of a reduced matching
accuracy and robustness to geometric transformations and photometric variations. For example,
Binary Online Learned Descriptor (BOLD) [11] shows that binary values can change (instabil-
ity) when extracting the descriptor under small geometric variations (e.g. scale or affine), and
addresses this problem by selecting the most discriminative tests, after quantifying their stability.
The stability flag for each binary test is encoded as an additional binary vector.
Examples of binary descriptors based on hash or projection functions are LDA-Hash [92],
D-BRIEF [101], Binboost [100], and Receptive Field Descriptor (RFD) [29]. To obtain the bi-
nary representation, LDA-Hash [92] applies discriminative hash functions to SIFT descriptors
followed by a threshold. D-BRIEF [101] projects the patch intensities to a compact binary rep-
resentation using a linear combination of box or Gaussian filters. Binboost [100] learns a set of
hash functions that are the binary response of a boosting strong classifier built as a linear combi-
nation of weak classifiers. RFD [29] learns a binary descriptor by first selecting the set of most
discriminative receptive fields, defined as the aggregation of low-level filter responses within a
patch, and then binarising the responses with learnt thresholds for each receptive field.
These representations can outperform even histogram-based features (e.g. SIFT) in image
or patch matching problems, but are less efficient than early binary features, and unsuitable for
matching in time-constrained applications.
Finally, DeepBit [53] is a CNN-based approach that learns a binary descriptor in an unsu-
pervised manner: an image patch and its geometrically transformed version are given as input
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to a Siamese network to learn a set of projection functions to provide invariance to the transfor-
mations; enforce minimal quantisation error between the real-valued deep feature and the binary
code to increase the descriptiveness (quantisation loss); and evenly distribute the binary code to
maximise the information capacity (entropy) for each bin (even-distribution loss). CDbin [115],
instead, uses a lightweight CNN to reduce the number of parameters and increase the efficiency
of training and testing, outperforming other state-of-the-art binary descriptors. In addition to
quantisation and even-distribution loss, CDbin uses a supervised triplet loss to increase the dis-
criminative power and a correlation loss to reduce the correlation among different bits.
2.2.3 Deep learning based features
After the success of deep learning in tasks such as image classification [47], recent methods
adopt CNNs for learning discriminative local features, and aim to achieve the same performance,
or outperform, histogram-based and binary features.
Patch-based CNN features learn to discriminate correct and incorrect matches with super-
vised training. Examples include DeepDesc [88], DeepCompare [117], TFeat [10], Multi-resolution
CNN (MR-CNN) [64], L2-Net [96], HardNet [62], GeoDesc [57], Descriptor Optimised for Av-
erage Precision (DOAP) [41], and Second Order Similarity Network (SOSNet) [97].
DeepDesc [88] and DeepCompare [117] train a Siamese network with pairs of annotated
patches to push away incorrect patches and to move corresponding patches closer on a distance
metric, such as Euclidean, Hamming, or learnt. To reduce overfitting, TFeat [10] extends this
network to triplets (anchor, positive sample, negative sample) and uses hard negative mining with
anchor and positive samples swap to increase the distinctiveness of the resulting descriptor. To
improve scale invariance, MR-CNN [64] learns a descriptor using image patches scaled at three
resolutions as input to a three-stream Siamese network. However, TFeat outperforms MR-CNN
in patch and image matching, as well as in efficiency.
L2-Net [96] goes beyond the pairwise or triplet samples for training and optimises the relative
Euclidean distance among many descriptors in a batch of patches to better resemble the nearest
neighbour search without caring about the magnitude of the distance. A progressive sampling
strategy allows L2-Net to efficiently access a large number of patch pairs and thus to learn a de-
scriptor that outperforms previous approaches on patch and image matching tasks. HardNet [62]
learns a more discriminative descriptor by simplifying the optimisation function of L2-Net and
maximising the distance between the closest positive and the closest negative sample pairs in the
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batch (inspired by the Lowe’s ratio test for SIFT [55]). GeoDesc [57] enforces geometric con-
straints, such as patch similarity and image similarity, that measure the difficulty with respect to
perspective changes of data obtained with multi-view reconstructions. These constraints allows
GeoDesc [57] to construct batches of patches with in-batch hard samples during training, with the
advantage of avoiding overfitting and sampling training data that is more consistent with realistic
and complex testing scenarios. SOSNet [97], instead, extends the optimisation function with a
regularisation term that uses second order similarity between pairs within a batch of patches to
capture more structural information, while being robust to deformations and distortions. Differ-
ently, DOAP [41] optimises the nearest neighbour matching stage with a performance measure,
i.e. the Average Precision, commonly used for ranking-based retrieval problems, and thus moving
from a pairwise to a listwise ranking formulation.
To improve the matching performance of all these approaches, data augmentation can be used
to increase the volume and include more changes between viewpoints that may not be captured
in the available training data, also helping to reduce overfitting. Data augmentation consists of
transformations, such as flip, rotation, crop, translation, scale, or additive Gaussian noise, applied
to the training data, offline or on-the-fly in a mini batch.
Image-based CNN features learn to localise and describe interest points on the whole im-
age. Examples include Fully Convolutional Recursive Network - Patch Descriptor Network
(FCRN-PDN) [6], Learned Invariant Feature Transform (LIFT) [116], Local Feature Network
(LF-Net) [72], Receptive Field Network (RF-Net) [86] Superpoint [24], Joint Detector and De-
scriptor Network (D2-Net) [27], Repeatable and Reliable Detector and Descriptor (R2D2) [73],
and Global Correspondence Network (GCN) [95].
FCRN-PDN [6] learns to detect scale-invariant keypoints using a multi-scale branching mech-
anism within a fully convolutional recursive network. To assign a descriptor to the extracted
patches, a second CNN is used that, similarly to TFeat, is trained with a triplet loss. Each net-
work is trained independently in a self-supervised manner with data collected through Structure
from Motion with aerial images at different scales. LIFT [116] uses an end-to-end network to
replicate the SIFT pipeline by learning detector, orientation estimator and descriptor in cascade,
starting from the descriptor stage. For learning the descriptor, LIFT extends TFeat to quadru-
plets, including an image patch with non distinctive information. The training is based on corre-
sponding patches extracted using SIFT features within a Structure-from-Motion framework, and,
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therefore, LIFT cannot learn where SIFT fails [72]. Instead of relying on supervised labelled
data, LF-Net [72] uses ground-truth camera poses and depth images to improve the learning of
the end-to-end feature extraction pipeline. RF-Net [86] improves LF-Net using receptive fea-
ture maps for estimating scales-space, orientation, and score maps, and proposing a modified
loss function. RF-Net localises a pre-defined number of interest points by retaining those with
the highest score, resulting from the three maps. During training, the modified loss function ac-
counts for the error between the score map of an input image and a warped score map of a second
image with geometric or photometric variations with respect to the input image. Moreover, both
orientation and scale maps are considered in the loss function to select patches that allows to
minimise the distance from the estimated descriptors. Then, RF-Net uses L2-Net for learning the
descriptor for each extracted patch, and modified the hard loss of HardNet [62] by masking those
in-batch matching pairs that lead to ambiguities.
Unlike previous approaches that separate the learning of detector and descriptors under the
detect-then-describe paradigm [27], Superpoint, D2-Net and R2D2 jointly learn detector and de-
scriptor, showing the advantage of localising interest points that are more suitable for matching
in addition to be repeatable. Superpoint [24] is a self-supervised approach that estimates inter-
est point locations and associated descriptors directly on raw input images, assuming that the
model is a homography. However, training on synthetic images or real images with affine trans-
formations does not guarantee the applicability of SuperPoint to image pairs with wide-baseline.
D2-Net [27] shows how the feature maps extracted by a CNN can be simultaneously interpreted
as local descriptors and detection maps, to postpone the decision of the locations of the interest
points. To jointly optimise both description and detection, D2-Net thus modifies the triplet mar-
gin rank loss with a weighted average that accounts for the detection scores. R2D2 [73] uses a
L2-Net network with one output containing the dense descriptor for each pixel of an image, and
two outputs for obtaining a confidence map on the repeatability and a confidence map on the re-
liability (i.e. the distinctiveness) for each pixel of an image. While the repeatability map is learnt
as a self-supervised task, where positions of the local maxima are enforced to be covariant to
viewpoint and illumination changes between two images, the reliability map exploits the advan-
tage of training the network by optimising a global measure, e.g. a differentiable approximation
of the Average Precision, with a ranking list within a group of pairs of image patches [41].
Learning both detector and descriptor shows to perform comparably well, or even better, than
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disjoint methods, where either the detector or descriptors are learnt, or both, under challeng-
ing conditions, such as geometric and photometric changes. Moreover, the extraction time is
reduced compared to only learned descriptors based methods, which require the processing of
each patch independently and sequentially. However, the efficiency is still limited compared to,
for example, binary descriptors, and the localisation of the interest points is less accurate than
SIFT-like methods [27]. To achieve efficient feature extraction, GCNv2 [95]), a lightweight
version of Global Correspondence Network (GCN) that, similarly to Superpoint, detects and de-
scribes interests points for camera motion estimation, provides an efficient approach to extract
binary features, aiming to replace the ORB features in ORB-SLAM [68], while still running
in real-time on an embedded device (e.g. 20 Hz on Jetson TX2). Even though this approach
achieves higher accuracy than classical methods, the capability to handle severe geometric and
photometric differences has not yet been validated.
Despite the fact that CNN-based features were initially found to improve performance with
respect to SIFT or other hand-crafted features [10, 89, 116, 117], recent evaluations and bench-
marks show that there is still no clear evidence indicating that learnt features outperform hand-
crafted features, for example in 3D reconstruction [9, 11, 84]. Moreover, rankings of the meth-
ods are inconsistent across benchmarks, as evaluations highly depend upon the applications
and the performance measures used [9]. For example, CNN-based descriptors outperform both
histogram-based and binary descriptors on standard patch verification, image matching, or patch
retrieval datasets [9, 61, 111]. However, CNN-based descriptors require large training data that
can limit the generalisation across datasets and applications, whereas advanced histogram-based
methods, such as RootSIFT [8], are still preferable for their robustness to geometric challenges
and can be applied without requiring any training or re-training [83, 84, 22]. The computation
time of extracting and matching both CNN-based and histogram-based descriptors, however,
makes them less suitable for time-constrained applications, unless GPU accelerations are used
(e.g. GPU-SIFT [112] or TFeat [10]). CNN-based binary features, such as the Binary L2-Net,
DeepBit, or GCNv2, can also be extracted to obtain the same matching efficiency as standard
binary features, however an efficient extraction still depends on the number of parameters of the
network and the availability of GPU acceleration.
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2.2.4 On handling scale variations
To address scale differences between images, histogram-based and binary features usually lo-
calise interest points or blobs at multiple scales of an image pyramid (e.g. Gaussian pyramid,
Difference of Gaussians, Non-linear diffusion) [5, 50, 55, 60, 77, 103].
Descriptors of multi-scale approaches, extracted at the scale where the interest point is lo-
calised, can be inaccurate when matching across images with severe scale variations [50, 55, 77,
113]. Moreover, redundancies and ambiguities may arise if interest points are localised indepen-
dently for each scale (e.g. ORB [77]), and can be avoided by suppressing non-maxima across
scales [103] (e.g. SIFT [54] or BRISK [50]).
Descriptors can also be extracted at multiple scales of a Gaussian pyramid to capture multi-
scale information of an interest point [26, 39, 113]. Coarser levels allow one to distinguish locally
repeated patterns, whereas finer levels capture subtle changes, helping to discriminate nearby
points [64]. The Scale-less SIFT (SLS) descriptor [39] approximates SIFT descriptors sampled
at multiple scales with a linear subspace. Domain-Size Pooling SIFT (DSP-SIFT) [26] aggregates
SIFT descriptors by pooling the values of each bin across scales. Accumulated Stability Voting
(ASV) [113] thresholds the absolute difference between SIFT/LIOP descriptors of any pair of
scales and accumulates the relative stability values into a compact representation. ASV selects
one or multiple thresholds based on the principle of maximum entropy. In a second stage, ASV
uses a further threshold to obtain a binary representation. However, SLS, DSP-SIFT, and ASV
inherit the same limitations of the histogram-based descriptors, and are inadequate under severe
viewpoint changes.
As the patches of localised interest points are provided in advance, most of patch-based CNN
features can use two-stream architectures, where the input of the second stream is obtained by
cropping and resizing the central part of original patches, to handle scale variations [10, 96, 117].
Multi-resolution CNN [64] down-samples and resizes the patch with bilinear interpolation twice
to extract and then concatenate learned feature vectors at three resolutions. Image-based CNN
features, instead, mostly handle the scale differences as traditional approaches [55, 60, 77] and
localise interest points in scale-space adopting an image pyramid directly in testing phase, i.e. sin-
gle feed-forward of the network when processing a single image, or embedding the scale-space
detection in the network during training. LIFT [116] applies the detector independently to each
scale of an image pyramid to obtain score maps at multiple resolutions and then a non-maxima
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suppression strategy across scales [55] retains a set of feature locations. After re-sampling the
image at half and double resolutions, D2-Net [27], instead, localises and describes features in
a coarse-to-fine way across the scales of the image pyramid and propagates features between
scales to avoid duplicates by masking. Unlike LIFT and D2-Net, LF-Net [72], embeds the scale-
invariant detection of the interest points directly in the network and during the training phase.
Rather than obtaining score-maps from the original image, LF-Net applies independent filters to
multiple resized versions of the feature map generated by the first convolutional network block.
Non-maxima suppression is thus performed independently for each score map and then to the
aggregation of the resulting maps after resizing, so that a final scale-space score map is obtained
and a set of interest points is retained. SuperPoint [24] does not use a scale-space formulation
but, during training, applies the detector network to multiple instances of the original image after
different homographic transformations that can also include the scaling operation. Score maps
are then un-warped and aggregated to retain the location of the interest points with highest scores.
2.3 Spatio-temporal features
To improve the descriptiveness and robustness, local features can benefit from temporally ac-
cumulated information [99, 105]. In this section, we briefly overview spatio-temporal features
that can be extracted within a (fixed) temporal window [105] or by tracking local image fea-
tures [68, 99].
2.3.1 Local volume based features
Local spatio-temporal features are used for object and scene recognition, human action recogni-
tion [35, 105], video matching and retrieval [4], and wide baseline reconstruction [99].
Spatio-temporal feature detectors localise interest points in spatial, temporal, and scale do-
mains [48, 105]. Examples include Harris3D [48], Cuboid [25], Hessian [109], and dense sam-
pling [105]. These detectors find space-time interest points given by local maxima of a response
function, such as the Harris response [37] for Harris3D, the Gabor filters-based response for
Cuboid, and the Hessian saliency measures for Hessian. Harris3D and Hessian are an extension
of the space-time domain of the Harris [37] and SURF [12] detectors. Dense sampling does not
search for local maxima of a response function and, instead, defines the location of the interest
points in a regular 5-dimensional grid, which accounts for space, time, spatial scale and temporal
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scale, with a 50% overlap between sampled 3D patches [105].
Spatio-temporal descriptors encode appearance, motion (e.g. optical flow), and statistics
(e.g. image gradients) of the 3D patches surrounding an interest point [105]. Examples include
Cuboid [25], HOG/HOF [49], HOG3D [45], Extended SURF (eSURF) [109], and 3D-SIFT [85].
Cuboid computes the gradient for each pixel followed by principal component analysis to reduce
the dimension of the feature vector. After dividing the 3D patch into smaller volumetric cells,
HOG/HOF computes, for each cell, normalised histograms of spatial gradient (HOG) and nor-
malised histograms of optical flow (HOF), each with a fixed number of bins, and concatenates
them to form a single feature vector. 3D-SIFT and HOG3D extend to the spatio-temporal domain
the quantisation of the histogram of gradients used in SIFT. 3D-SIFT represents the gradients
in polar coordinates and quantises them in histograms by meridians and parallels. This solu-
tion leads to singularity problems near the poles [45]. HOG3D overcomes this issue by using
polyhedrons and projections of the gradient vectors onto the axes that connect the centre of the
polyhedron to the centre of each face of the polyhedron. eSURF extends the SURF descriptor by
representing each cell of the 3D patch with a weighted sum of uniformly sampled responses of
Haar wavelets.
As the local temporal structure depends on the camera view, these volume-based features
are mainly designed for in-camera tasks and are unsuitable for matching across cameras with
considerable viewpoint changes [99].
2.3.2 Online tracking based features
In applications such as Visual SLAM [68], Collaborative SLAM [32, 74, 81], Structure from
Motion [83] or stereo reconstruction [99], local features are extracted independently for each
image and matched/tracked in multiple views. Binary features, such as ORB [77], are preferred
for real-time applications because these features are more compact, faster to extract and match,
and can achieve a good accuracy in image feature matching benchmarks compared to the more
complex SIFT features [42, 68].
Daisy-3D [99] is a spatio-temporal description for dense 3D reconstruction with a wide base-
line stereo camera in the presence of non-rigid objects and occlusions. Daisy-3D captures the
temporal evolution of the spatial structure of an interest point by tracking dense 2D Daisy fea-
tures [98] with optical flow priors, and concatenates the temporal descriptors. Spatio-temporal
features are then matched between cameras by computing an average distance of sub-descriptors
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within a small window, followed by a global optimisation to enforce spatio-temporal consistency
for depth estimation. The dimension of the temporal descriptors is large and therefore the match-
ing of Daisy-3D features is computationally expensive. Moreover, to deal with dynamic objects
in the scene, Daisy-3D assumes that the cameras are synchronised.
Online approaches such as ORB-SLAM [68] and STB [52], instead, obtain spatio-temporal
features by tracking local binary features (e.g. ORB [77]). ORB-SLAM reduces the spatio-
temporal feature to a compact representation by selecting the ORB descriptor from the sequence
of descriptors with the least median Hamming distance from all the other ORB descriptors.
Moreover, ORB-SLAM uses Bag of (Binary) Words [33] to match instances of ORB descrip-
tors without exploiting information from the spatio-temporal feature. STB [52] encodes as bi-
nary representation the trajectory information as well as the horizontal and vertical components
of the temporal gradient of a local spatio-temporal volume. Dense viewpoint- and illumination-
invariant descriptors from models obtained with dense SLAM systems can be learned from RGB-
D data [80] for indoor or well-structured scenes. However, the underlying SLAM system may
fail outdoors due to inaccurate or incomplete depth information. Nevertheless, their performance
decreases under severe geometric changes, such as scale and viewpoint, which typically occur
when multiple cameras move freely.
2.4 Visual place recognition
Visual place recognition approaches can be adopted for loop closure detection in single mov-
ing cameras, for multi-session mapping and visual localisation when an existing map of recon-
structed 3D points and corresponding views are already available, and for cross-camera local-
isation in collaborative system with multiple moving cameras. While the main challenges for
loop closure detection and collaborative systems are viewpoint and scale differences, illumi-
nation changes and dynamic environments (i.e. presence of moving objects), for multi-session
mapping and visual localisation, seasonal changes and day/night differences also become impor-
tant. Moreover, collaborative systems are highly affected by severe geometric differences due
to the unconstrained and simultaneous motions of the cameras, while loop closure detection ap-
proaches imposes similar viewpoints, assuming that the camera returns on a previous portion of
the trajectory, e.g. on a road.
We briefly review and compare existing visual place recognition approaches that can be used
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Table 2.2: Comparison of visual place recognition approaches and their characteristics as applied
in loop closure detection for a single moving camera and in collaborative system with multi-
ple moving cameras. KEY– Ref.: reference; Desc.: descriptor; Bin.: binary; Temp.: temporal;
Collab.: collaborative; BoW: Bag of Visual Words; Hierar.: hierarchical; Assign.: assignment;
Decent.: decentralised; VPR: visual place recognition; TWs: tracked words.
Ref. Method Approach Collab. Local desc. Bin. Global desc. Tree Online Temp.
[33] DBoW Tree of bin. words with hierar. clustering BRIEF [17] X BoW X
[68] DBoW-O Tree of bin. words with hierar. clustering ORB [77] X BoW X
[36] iBoW-LCD Adaptive tree of bin. words with hierar. clustering ORB [77] X BoW X X
[79] HBST Incremental and balanced bin. search tree ORB [77] X X X
[102] BoTW Incremental list of TWs SURF [12] X X
[21] DVPR Decent. pre-defined assign. of visual words X ORB [77] X BoW X
[19] DSLAM Decent. pre-defined assign. of feature vector clusters X ORB [77] X NetVLAD [7]
XC-PR Decent. VPR with adaptive trees of stable TWs X ORB [77] X X X X
in loop closure detection or Collaborative Visual SLAM.
To identify previously seen places, approaches for loop closure detection extract discrimina-
tive and compact representations of the images using global descriptors as the result of a direct
transformation of the input images or the aggregation of local image features in a compact fea-
ture vector (e.g. BoW) [56]. Then, these approaches search a set of candidate places by matching
global representations, followed by a validation step of the local features with a geometric model
(e.g. epipolar constraint).
Examples of direct global descriptors are the handcrafted GIST [71] and histogram of gra-
dients (HOG) [23], or the learning based NetVLAD [7] and DeepBit [53]. When using global
descriptors, visual place recognition can also be seen as stand-alone image retrieval problem to
support methods, such as deep learning frameworks, that can cope with illumination, appearance,
seasonal, and day-night changes [7, 108]. NetVLAD is based on Convolutional Neural Networks
and has been shown to be partially invariant to viewpoint and illumination changes, tolerant to
partial occlusions, and to handle seasonal changes. NetVLAD aggregates the first order statis-
tics of mid-level convolutional features, as residuals in different parts of the descriptors space
weighted by a soft assignment, into a fixed-length representation. This aggregation can be used
as last layer in any Convolutional Neural Network. DeepBit [53] also uses Convolutional Neural
Networks to describe a whole image with a feature vector consisting of binary values for effi-
cient and accurate image retrieval. While minimising the quantisation effects, DeepBit aims at
preserving distinctiveness of the original image and being invariant to geometric variations.
BoW recursively quantises the descriptor space of local features, such as SIFT [55] or
ORB [77], in a pre-defined number of clusters (visual words), for example using k-means, to
form a (vocabulary) tree [33, 90, 70, 67]. Then, the histogram of visual word occurrences defines
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the global descriptor. Exploiting the term frequency, indirect document frequency concept from
information retrieval, BoW approaches adopt an indirect index to efficiently retrieve images as-
sociated to a word in the tree. While linear search and match over all possible features becomes
expensive with a large number of features, the tree representation allows to efficiently match a
query descriptor with a limited number of local features, i.e. those belonging to the correspond-
ing word. To achieve real-time performance, DBoW [33] adopts binary features, coupled with
the FAST detector, and keeps another index to relate images with the features in the visual words
(direct index). To avoid consecutive images to compete with each other, DBoW [33] groups
the retrieved images that are most similar to the current query image by matching BoW vectors.
After verifying the temporal consistency of the current matched group with previous matches,
DBoW selects and validates the image with the highest score by matching the binary features.
Mur-Artal et al. [69] replace BRIEF features [17] with the rotation-invariant and scale-aware
ORB features [77] to make DBoW more robust to geometric changes. For simplicity, we refer to
this method as DBoW-O. Because of the oriented descriptor, DBoW-O adds a further orientation
verification to make the descriptor matching faster and more robust. Exploiting 3D information,
DBoW-O then uses similarity transformation, fusion of duplicate points, and graph optimisation
to close the loop. However, to learn the vocabulary, BoW approaches [33, 69, 70] require a pre-
training phase that may be time-consuming and dependent on the chosen dataset. This makes
BoW approaches less adaptable to new and unknown scenes, requiring a priori knowledge of
the environment. Moreover, more extensive computation would be necessary if considering to
re-train the model, which cannot be feasible for on-the-fly applications.
To overcome this problem, other approaches learn the vocabulary while processing new
frames of an image sequence (online) [102, 36, 79]. Inspired by the hierarchical structure pro-
posed in Muja and Lowe’s work [67] to index and match binary features, iBoW-LCD [36] uses
an incremental and adaptive version of the tree based on an update policy. This update policy
merges matching descriptors from the current image to the previous image, inserts new visual
words if current descriptors are not matched with any previous descriptors, and removes tem-
porarily new words that are not observed for a pre-defined number of times in a temporal win-
dow. iBoW-LCD [36] then dynamically groups past images with respect to the current query
image by retaining only those images that are older than an adaptive window and whose score is
higher than a pre-defined threshold. To increase efficiency, iBoW-LCD gives priority to a group
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with lower score but that overlaps with the best group of the previous query, rather than esti-
mating and selecting the best candidate. Instead of constructing a tree via hierarchical clustering,
HBST [79] arranges binary features in the nodes of a binary search tree using as splitting criterion
the binary value at indexes computed as optimal partitioning. This approximates the exhaustive
search allowing efficient descriptor insertion and matching in logarithmic time. While binary
features from new incoming images are accumulated within the binary search tree, HBST limits
the growing depth of the tree by splitting a node into two leaves only if a maximum number of
stored features is reached. While these approaches rely on a hierarchical structure to organise
the local features, BoTW [102] forms an incremental list of tracked words that are obtained by
tracking and averaging SURF features [12]. Also, each tracked word is paired with its length
and the list of all the images where the local feature was observed (indirect index). BoTW then
matches SURF features at the current frame against tracked words older than the most active
tracked feature via a nearest neighbour strategy. A voting strategy selects the image with the
majority of matched and visible tracked words as the best candidate to be validated for loop
closure detection. As independent of the “term frequency” scoring technique, both HBST and
BoTW can directly match local features using the indirect index. However, the main limitation
of BoTW is that the matching of tracked words becomes computationally expensive over time.
Indeed, the computational matching cost increases proportionally to the the number of tracked
words inserted in the list, which grows linearly over time [79].
DSLAM [19], a decentralised and collaborative approach, assigns words of a pre-computed
vocabulary to specific cameras (distributed inverted index). Given a query feature vector from a
camera, the other cameras compute only a partial score as a response to the first camera. Then,
the first camera determines which of the other cameras is the most likely to have seen a similar
place. This approach scales similarly to a centralised method and avoids either to query all the
other cameras or only cameras in a range [21]. While the authors initially relied on DBoW-
O, they then showed that a direct global descriptor, such as NetVLAD [7], can be clustered as
well and allows DSLAM to achieve higher performance [20]. However, binary features are still
computed and matched across cameras for the geometric validation step. Moreover, not all binary
features have a 3D correspondence in each camera, resulting in matches not useful or relevant
for the global 3D reconstruction and/or relative localisation.
Table 2.2 summarises the most relevant works. For an in-depth analysis, we refer readers to
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Lowry et al.’s survey [56].
Most of these loop closure detection strategies rely on vocabularies [19, 21, 33, 68, 69] or
direct global descriptors [7, 20] that are trained offline, requiring expensive training phases, and
are not easy to generalise to new and unknown scenes. Online approaches [36, 79, 102] can
overcome these two limitations, but only BoTW [102] exploits temporal information to make the
visual place recognition more robust to severe geometric differences. All the other approaches
are based on image retrieval concepts with the goal of finding the most similar image despite
appearance changes. However, the similarity considerably decreases when the same place of a
scene is observed from different viewpoints, as in the case of collaborative systems. Even though
temporal information is exploited, BoTW [102] lacks the efficiency of other approaches as visual
words are organised in an incremental list instead of a tree.
2.5 Datasets
We discuss, in this section, datasets and benchmarks used in the literature for evaluating local
image features.
The evaluation of local image features has been investigated, revisited and improved over
years. Datasets for local image features can be categorised as planar versus non-planar based,
and image versus patch based. Table 2.3 summarises the datasets, giving their relative properties
and challenges.
Examples of image and planar based datasets are Oxford Affine Covariance Regions Dataset
(ACRD) [61], Heinly’s image matching [42], Fisher’s synthetic [30], Viewpoints [65], Web-
cam [104], and EdgeFoci [120]. The ACRD dataset [61] consists of eight sequences of six im-
ages under five different conditions: image blur (bikes and trees), illumination changes (leuven),
in-plane rotation changes and scale changes (bark and boat), viewpoint changes (graf and wall)
and JPEG compression (ubc). Heinly et al. [42] extended ACRD with other five sequences under
more severe transformations: pure rotation (ceiling, rome and semper), pure scaling (venice), and
illumination changes (day night). Figure 2.1 shows samples of sets from ACRD and Heinly’s im-
age matching. EdgeFoci [120] included five more sets that capture non-linear illumination vari-
ations and changes in background clutter to address more extreme cases, while Viewpoints [65]
addresses the specific case of only extreme viewpoint variations with in-plane rotations up to
45 degrees, and Webcam [104] addresses extreme illumination, day/night or seasonal changes.
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Table 2.3: Summary of existing image matching datasets. KEY – Ref.: reference. # Seq: number
of sequences. # Img: number of images. Pl.: planar. N-pl.: non-planar. Illum.: illumination
changes. Rot.: in-plane rotation changes. Viewp.: viewpoint. DayN: day/night changes. N-LN:
non-linear changes. Seas.: seasonal changes.
Ref. Dataset # Seq # Img Categories Transformations
Pl. N-Pl. Img Patch Rot. Scale Viewp. Illum. DayN Seas. Blur JPEG N-LN
[61] ACRD 8 48 X X X X X X X X
[120] EdgeFoci 5 38 X X X X X
[42] Heinly’s 5 42 X X X X X X
[30] Synthetic 24 624 X X X X X X X X
[104] Webcam 6 120 X X X X X
[65] Viewpoints 5 30 X X X X
[9] HPatches 116 696 X X X X X X X
[1] DTU 60 7140 X X X X X
[93] Strecha’s MVS 2 19 X X X
[111] Phototourism 3 * X X X X X X
[63] PhotoSynth 30 7287 X X X X X X X
[84] ETH Bench 19 ∼16400 X X X X X X X X X X
WISW 50 179 X X X X X X X X
IMW 26 29796 X X X X X X X X
Unlike previous datasets, Synthetic [30] provided sets of images obtained by synthetic transfor-
mations applied to an original image for each set. However, the synthetic generation process
does not model all of the noises that are captured by a real camera, making the dataset less chal-
lenging [9]. Figure 2.2 shows samples of sets from these additional image and planar based
datasets.
Most of these images are acquired with respect to a planar scene and thus image pairs can
be related by a homography transformation, or if images are acquired far away from the scene,
the transformation between image pairs can be approximated to a homography. Because of this,
Mikolajczyk et al. [61] proposed a semi-automatic method to compute and refine the homog-
raphy between image pairs to use as ground-truth annotation along with the dataset. Therefore,
ground-truth correspondences between interest points, detected for each image pair, can be found
by transforming all the points from the reference image into the candidate image and, then, com-
puting either the Euclidean distance in pixels (a maximum of 1.5 pixels was suggested in [61],
while [42] used 2.5 pixels) or the amount of overlap between the ellipses, if the points were
detected with an affine region detector [61] (a threshold of 50% is suggested).
Examples of image- and non-planar based datasets are the Multi-View Stereo (Strecha’s
MVS) [93] and DTU [1] datasets. Strecha’s MVS [93] contains two sequences, Fountain (11
images) and HerzJesu (8 images), acquired with increasing variation of the viewpoint around the
3D scene. The dataset also provides 3D LIDAR-based geometry and camera poses. DTU [1] con-
tains 60 sequences acquired in a controlled environment with a pre-defined lighting setting was
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Figure 2.1: Sample of image and planar based sets from ACRD [61] (boat, graffiti and leuven)
and Heinly’s image matching [42] (venice) with corresponding challenges. Target images are
related to reference images via homography transformations provided as ground-truth with the
datasets.
Figure 2.2: Sample of images from planar datasets. From left to right: Mexico from Web-
cam [104], Mario from Viewpoints [65], Small palace from Synthetic [30], Obama from Edge-
Foci [120], London Bridge and Underground from Hpatches [9]. For each original image on the
top, we show two corresponding images under different transformations on the bottom.
used for 119 selected viewpoints with known camera poses. The sequences contain objects with
varying material types and reflectance properties, and their 3D surface model is also provided.
In addition to homography-based sets, Heinly’s image matching [42] complements the Strecha’s
MVS with two additional sets of non-planar landmarks, such as Reichstag, and Berliner-Dom.
Examples of patch-based datasets are HPatches [9], Phototourism [111], and PhotoSynth [63]
(see Figure 2.3). HPatches [9] contains 116 sequences of planar images - one reference image and
five target images for each sequence - split into two groups: one whose main challenge is given
by photometric changes, such as illumination variations; and the other whose main challenge is
given by geometric transformations due to viewpoint changes. Some of the sequences are taken
from existing datasets [1, 61]. Patches are extracted from reference images using common de-
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Figure 2.3: Sample of images from non-planar datasets. From left to right: Fountain and Herz-
Jesu from Strecha’s MVS [93], Reichstag from Heinly’s Image Matching [42], and blankets and
houses from DTU [1]. For each set, images go under different geometric and photometric trans-
formations, such as viewpoint and illumination changes (from top to bottom).
tectors [55, 60] and ground-truth correspondences are obtained by projecting the patches – after
applying random transformations of three levels of increasing noise – from the reference image
to the target images using the known homography transformations. The dataset aims to increase
the diversity and the quantity of data as well as the reproducibility of the evaluation in three dif-
ferent tasks, such as patch verification, image matching and patch retrieval. Phototourism [111]
contains a large number of annotated matching pairs of patches extracted from three photo col-
lections of real world scenes (non-planar), namely Liberty, Yosemite, and Notre-Dame, using
Structure from Motion. To increase the diversity in terms of scene content, illumination, and
geometric variations, PhotoSynth [63] instead provides 30 scenes of 200 images on average and
for each scene, patches and ground-truth correspondences are obtained through Structure from
Motion (e.g. using COLMAP [83]).
Recently, several benchmarks have been proposed to evaluate local image features in large,
diverse, and challenging conditions by exploiting existing datasets, introducing some new se-
quences, and proposing further performance measures. The ETH Local Features Benchmark [84]1
evaluates learned and histogram-based descriptors on the Heinly’s image matching datasets and
on several datasets for the 3D reconstruction task, included Strecha’s MVS. The Which is which?
evaluation benchmark (WISW)2 provides patches extracted from 148 image pairs taken from
existing datasets [1, 61, 65] or newly collected in both planar and non-planar scenes with cor-
1https://github.com/ahojnnes/local-feature-evaluation
2http://cvg.dsi.unifi.it/cvg/index.php?id=caip-2019-contest
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responding evaluations. The Image Matching CVPR Workshop 2019 Challenge3, instead, pro-
vides 26 photo-tourism image collections of popular landmarks from the Yahoo Flickr Creative
Commons 100M (YFCC) dataset4 and Reconstructing the world in six days [43]. The number
of images varies for each set from 75 images to almost 4000. The dataset relates image pairs
with ground-truth data, such as calibration data, camera poses and depth maps, obtained with a
Structure-fro-Motion pipeline (e.g. COLMAP [84]). In addition to wide-baseline stereo match-
ing, the dataset allows to evaluate local image feature in the task of 3D reconstruction.
2.6 Performance measures
The evaluation of local image features for image matching uses repeatability for assessing the
detector performance, and mainly precision and recall as performance measures for the descrip-
tor [61]. The repeatability score is the number of ground-truth correspondences over the number
of features in common between an image pair. The number of features in common is given by
the minimum between the number of features detected in the target image and the number of fea-
tures that are transformed from the reference to the target image and lie within the target image
boundaries. Precision (P) is the number of correct matches (or true positives, TP) over the total
number of matches (true positives + false positives). Recall (R) is the number of correct matches
over the number of ground-truth correspondences. From these measures, additional measures
can be computed, such as the matching score and the putative match ratio [42], or the F1 score.
Matching score (MS) is the ratio between the correct matches and the number of features in com-
mon. The putative match ratio quantifies the selectivity of the local image descriptor as the ratio
between the number of matches and the number of common features. F1 score (or F1 measure) is
the harmonic mean between precision and recall: F1 = 2 PRP+R .
Matching features are determined by the matching strategy, such as threshold-based, nearest
neighbour and nearest neighbour with Lowe’s ratio test [55, 61]. Threshold-based matching
strategy determines the number of matches by setting a threshold on the descriptor distance and,
therefore, a feature in the reference image can be matched with many features in the target image.
The nearest neighbour matching strategy finds only one correspondence for each feature. If a
feature is matched with multiple features in the second image, only the correspondence with the
lowest distance is preserved as valid, while the other feature remains unmatched, unless a mutual
3https://image-matching-workshop.github.io/challenge/
4https://webscope.sandbox.yahoo.com/catalog.php?datatype=i&did=67
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match is enforced. The Lowe’s ratio test compares the distance of the first with the second best
match and, if the ratio between the two distances is higher than a threshold, then the match is
discarded. This condition attempts to remove possible ambiguities and false positives in the
evaluation.
To compare methods independently of tuned parameters, or the threshold on the descrip-
tor distance, precision-recall curves (e.g. the recall vs 1-precision curve [61]) can be generated
by varying these parameters. The curve can be summarised in a single number by computing
the Average Precision, i.e. the area under the curve, and then the methods are ranked accord-
ingly [9, 26, 51, 116]. The mean Average Precision (mAP) instead aggregates the Average Preci-
sion results across multiple sets. Alternatively, for patch-based datasets, the relationship between
precision and recall is captured by the Receiver Operating Characteristics curves. However, these
curves are usually less representative for unbalanced data, and benchmarks prefer to rank meth-
ods using the false positive rate at 95% of true positive recall (FPR95) or the mAP [9, 111]. To
better capture the overall performance, depending on the dataset, benchmarks can report multiple
measures. However, there is no consistency in the chosen measures among the evaluations in the
literature, leading to multiple inconsistencies when also ranking the methods. Therefore, recent
benchmarks, such as HPatches [9] or the Image Matching CVPR Workshop 2019 Challenge, are
attempting to overcome these issues by providing large datasets, multi-tasks, and corresponding
performance measures to compare existing and new approaches. For example, IMW compares
the performance of many local features when matching image pairs obtained from SfM recon-
structions of selected landmarks (26), using matching score or mAP up to different thresholds
on the estimated poses; or when performing Strucure from Motion from small subsets of the
landmarks, using the previous, large reconstructions as reference annotation. Also HPatches
adopts mAP as the main performance measure to rank and compare the methods, denoting the
convergence of the community towards this metric as currently the most representative one.
2.7 Summary
In this chapter, we summarised and discussed existing local image features, spatio-temporal fea-
tures, and methods to recognise images of previously seen places, usually adopted for loop clo-
sure detection in a single moving camera, but also applied to multiple moving cameras.
Local image features have been widely investigated and improved to achieve invariance to
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different geometric transformations, robustness to photometric variations and image artefacts,
and to be compact for efficient matching. These challenges prompted the design of methods
that exploit local information, such image statistics and intensities (e.g. histogram-based descrip-
tors), and more recent methods based on the learning from large datasets using CNNs (deep
learning based features), either at the patch level or on the whole image along with the localisa-
tion of the features. Despite achievements and advancements in tasks, such as patch retrieval or
patch verification, deep learning based features have not totally proved to outperform advanced
handcrafted features, which are still widely used, for example, for 3D reconstruction (e.g. Root-
SIFT [8] or DSP-SIFT [26]) [84], or to be a practical alternative to the efficient binary features
for real-time applications, such as navigation [19, 34, 68]. Moreover, the expensive training on
existing datasets does not guarantee that deep learning features can generalise and adapt to new
and unknown scenes, which can be crucial for applications in which people cannot intervene.
Moreover, binary features were introduced to satisfy efficiency and compactness requirements,
for example in object tracking or Simultaneous Localisation and Mapping, using supervised or
unsupervised approaches to learn sampling patterns or projection functions offline. However, the
matching accuracy and invariance to geometric differences are reduced for these binary features.
Therefore, designing features that are both efficient and invariant to severe geometric differences
is still very challenging.
We then reviewed local spatio-temporal features that can be extracted either in a fixed volume
or online by tracking local image features. Temporal information could be exploited to increase
the invariance to viewpoint variations; however, these features were mainly designed for in-
camera tasks and, therefore, are unsuitable for matching across cameras with severe geometric
differences. Moreover, most of the existing spatio-temporal features build on histogram-based
features and cannot satisfy efficiency and compactness requirements when two moving cameras
interact with each other.
As efficient and continuous matching can be achieved by aggregating local image features or
using a global descriptor, we reviewed the task of visual place recognition, particularly when used
within loop closure detection algorithms in a moving camera, and also extended to collaborative
scenarios. While early methods relied on Bag of visual Words approaches, whose vocabulary
tree was learned offline and cannot generalise to new scenes, most of the recent approaches build
the tree online and incrementally, achieving higher performance. However, all these approaches
Chapter 2: Literature review 48
cluster features extracted for each image, and the temporal information is not considered, except
for Bag of Tracked Words [102], which does not exploit the efficiency of the tree structure since
the visual words are organised in a incremental list.
Finally, we discussed datasets, benchmarks, and performance measures for the evaluation
of local image features. As spatio-temporal features are designed for in-camera tasks, such as
human action recognition, the literature lacks datasets of multiple sequences recorded with in-
dependent moving cameras, and procedures to annotate and evaluate these features. For visual
place recognition, existing datasets are proposed and annotated for either loop closure detection
or image retrieval; however, there are no datasets with visual place recognition annotation across
independent cameras that simultaneously move in the scene.
Chapter 3
Matching multi-scale and spatio-temporal features
under geometric variations
3.1 Introduction
In this chapter, we investigate the challenging problem of view matching across independently
moving cameras that observe the scene from different viewpoints and distances (see Figure 3.1).
Local image features play an important role in matching images under different geometric and
photometric transformations. However, the feature similarity normally decreases with the in-
crease in viewpoint, scale, and illumination changes, also affecting considerably the matching
performance. Moreover, features visible in one view may be occluded in another view, thus lead-
ing to matching ambiguities. In addition to this, when the camera is moving, efficiency should be
taken into account for real-time applications or resource-constrained devices when extracting and
matching local features. Therefore, we consider binary descriptors that can be encoded ten times
faster than histogram-based features, and their representation are typically stored with only 32
bytes, whereas SIFT uses 128 bytes [13, 17, 51, 55, 77]. However, binary features are less robust
to geometric variations than other features that are histogram-based [8, 12, 55, 61, 98, 106] or
CNN-based [10, 27, 57, 62, 72, 96, 97].
In the first part of the chapter, we introduce novel descriptors to address the scale and view-
point differences. We first address the scale difference problem and we propose MORB, a multi-
scale binary descriptor that is based on ORB [77] and that can cope with large scale-variations
between views to improve the accuracy of feature matching under scale changes. We then tackle
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Figure 3.1: Example of two cameras observing a non-planar outdoor scene from different view-
points and distances. The goal is to estimate independently for each camera a set of local features,
either image-based or spatio-temporal, that can cope with the large geometric differences when
matching the two views.
the viewpoint difference problem, and we propose to extract and match spatio-temporal descrip-
tors for feature trajectories (or feature tracks) that capture the temporal changes of an interest
point with uncalibrated and unsynchronised cameras. The proposed spatio-temporal features
extract a sequence of ORB descriptors [77] and temporally pool the sequence to a compact fixed-
length vector that encodes the most frequent values (dominant values) over time. We also extract
a second vector that discriminates temporally unstable binary tests and acts as a selector of the
first vector for feature matching. As last, we consider both scale and viewpoint changes in non-
planar scenes and we propose a multi-scale temporal binary descriptor, named MST, that encodes
the varying appearance of selected 3D points tracked by a moving camera.
In the second part of the chapter, we propose dissimilarity measures suitable for the proposed
descriptors within a chosen matching strategy. For multi-scale descriptors, we propose the scale-
aware Hamming distance to estimate the cross-scale match between MORB or MST descriptors
across views to identify the best match and the scale difference of the features among images.
We show that correct matches can be identified at descriptor scales that differ from the scale of
the interest point. For the spatio-temporal descriptors, included MST, we propose a selective
weighted Hamming distance to consider the unstability of the binary tests over time. For the
multi-scale temporal descriptor, the two dissimilarity measures are combined together in a scale-
aware weighted Hamming distance.
The rest of the chapter is organised as follows. Section 3.2 introduces the multi-scale binary
descriptor. Section 3.3 describes the localisation, description and tracking of the spatio-temporal
features and the temporal reduction for the proposed descriptor. Section 3.4 presents the pro-
posed multi-scale temporal binary descriptor with its localisation, temporal reconstruction and
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Figure 3.2: The multi-scale binary descriptor, MORB, and its cross-scale matching. Once an
interest point is localised at a scale s ( ), MORB samples its location ( ) for each layer of an
image pyramid, Is, and determines the patch orientation, ϕs. A descriptor based on a rotated
sampling pattern for binary derivatives, Sϕs , is extracted for each scale s, keeping the G×G patch
size fixed, and then contributes to the MORB descriptor. The matching across scales between
MORBs from different viewpoints determines the scale difference ( is the best match).
reduction. Section 3.5 describes the dissimilarity measures suitable for each descriptor and cor-
responding matching strategies. Section 3.6 discusses the proposed descriptors with respect to
the state of the art. The evaluation of the proposed methods will be in Chapter 5.
3.2 Multi-scale binary descriptor
We propose MORB, a novel multi-scale binary descriptor that is based on ORB and that can
cope with large scale variations between views. MORB describes an image patch at different
scales using an oriented sampling pattern of intensity comparisons in a predefined set of pixel
pairs. Descriptors extracted at different scales are appropriately rotated to adapt to the varying
content within a patch and then concatenated to form a unique descriptor. How to match MORB
descriptors across images using a cross-scale matching strategy based on a set-to-set minimum
distance (set2set mindist) will be discussed in Section 3.5. Figure 3.2 illustrates the extraction
of the MORB descriptor for interest points localised at different scales of image pyramids of
two different images, as well as the cross-scale matching between these two descriptors, with the
matched scales highlighted with a red line.
Let I = {Is}S−1s=0 be a Gaussian pyramid of image I, where each layer Is is recursively down-
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sampled by a factor λ , up to scale S− 1. We apply in each Is independently and adaptively
the FAST detector [76] and retain only the F features across scales with the highest Harris1
response [37]:
Fs =

⌈
1−λ−1
1−λ−S F
⌉
if s = 0
dλ−1Fs−1e if 0 < s < S−1
max
(
F−∑S−2q=0 Fq,0
)
if s = S−1,
(3.1)
where the resulting coefficients sum to 1 and Fs is the number of features for each scale s.
After smoothing each layer Is with a 2D Gaussian filter with size W and standard deviation
σ , we extract the descriptor d f ,s using the rotated ORB sampling pattern on a G×G patch
p = ψ(Is,x f ,s,G) centred at each feature location:
d f ,s = [d f ,s(u1), ...,d f ,s(ud), ...,d f ,s(uD)], (3.2)
where ud = (ud,1,ud,2) are the positions of each pixel pair defined by the sampling pattern S,
with d = 1, ...,D (e.g. D = 256 for the ORB sampling pattern [77]), and f = 1, . . . ,F is the index
of the f -th feature.
The binary test on the intensity values p(ud,1) and p(ud,2) in patch p, at scale s, of each pixel
pair ud of the sampling pattern is:
d f ,s(ud) =

1 if p(ud,1)< p(ud,2),
0 otherwise.
(3.3)
The pattern S consists of learnt pixel pairs with high variance and low correlation in their
binary derivative [77]:
S = {ud = (ud,1,ud,2)}Dd=1. (3.4)
As scale variation is already contained in the Gaussian pyramid, we keep the patch size fixed
across scales. This changes the portion of the scene captured by the patch at different scales. We
also re-compute the orientation angle ϕs for each scale s. The angle ϕs is calculated with respect
1The Harris score is preferable to the FAST score as cornerness measure [77].
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15◦ 30◦ 44◦ 63◦ 93◦ 101◦ 110◦ 105◦
153◦ 151◦ 160◦ 176◦ 168◦ 164◦ 174◦ 159◦
Figure 3.3: Sample patch orientation changes along the scales (from left to right) and across
views (top row: view 1; bottom row: view 2) for the proposed MORB descriptor. For each patch,
we show its orientation in degrees and 3 sample rods (red, cyan, yellow) from the ORB sampling
pattern.
to the centre of mass of the patch defined by the intensity centroid [75]. Each d f ,s is extracted
using the rotated pattern S̃s, after the rotation Rϕs ∈ SO(2) is applied to each pixel in S:
S̃s = {(Rϕsud,1,Rϕsud,2)|(ud,1,ud,2) ∈ S}, (3.5)
where SO(2) is the special orthogonal group in R2 and consists of all orthogonal matrices of
determinant 1 [58]. Figure 3.3 is an example of the rotated pattern at different scales.
The MORB descriptor d f extracted at patch p of the f -th feature point concatenates the patch
descriptors extracted at all layers of the image pyramid:
d f = [d f ,0, . . . ,d f ,S−1] (3.6)
and can support feature matching across views with significant scale change.
However, to extract the multi-scale descriptor for each interest point, MORB scales its image
coordinates for each layer s and approximates them by rounding. This can result in interest
points whose distances to the image border at the coarsest scale of the Gaussian pyramid after
scaling are smaller than half of the patch size G and thus inhibits the extraction of the multi-scale
descriptor. We therefore discard these interest points that are too close to the borders. We also
remove duplicates by discarding one interest point from every pair of interest points that are at
most 2 pixels from each other when up-sampled to the original image scale.
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3.3 Spatio-temporal binary descriptor
We propose the localisation and extraction of a novel single-scale spatio-temporal binary fea-
ture in an online way within image sequence as acquired by an uncalibrated moving camera.
We accumulate temporal information by tracking local binary features, which encode intensity
comparisons of pixel pairs in an image patch (e.g. ORB features [77]). We then encode the
spatio-temporal features into fixed-length binary descriptors by selecting temporally dominant
binary values. We then complement the descriptor with a binary vector that identifies intensity
comparisons that are temporally stable.
3.3.1 Localisation and description
Let Ik be a (gray-scale) frame at time k captured by an uncalibrated and moving camera with
unknown poses. We apply the FAST corner detector [76] in each Ik and retain the F features
with the highest Harris response [37], which are at feature locations x1,k, . . . ,x f ,k, . . . ,xF,k.
After smoothing Ik with a 2D Gaussian filter of size W and standard deviation σ , we extract
a descriptor d f ,k for each feature location using the ORB [77] sampling pattern, S, on a G×G
patch p = ψ(Ik,x f ,k,G) centred at each feature location x f ,k, d f ,k (see Eq. 3.2 and Eq. 3.3, but
using only the scale of the original image). To account for in-plane rotations, we compute the
orientation angle ϕ f ,k of the patch with respect to its centre of mass as defined by the intensity
centroid method [75]. The descriptor d f ,k is then extracted, after applying the rotation R(ϕ f ,k) ∈
SO(2) to the sampling pattern S using Eq. 3.5.
3.3.2 Tracking and reduction
We track the features between frame Ik and Ik−1 by matching their descriptors with a nearest
neighbour approach followed by a validation strategy to allow only one-to-one matches. For each
feature from frame k we select the three closest features in frame k−1 by using as dissimilarity
measure the Hamming distance: 〈d f ,k⊕dg,k−1,1〉, where⊕ is the bit-wise XOR operator. Select-
ing the three closest features allows us to increase the number of matches and reduce the number
of features unmatched, while avoiding addressing all possible combinations. After ranking all
candidate matches according to their Hamming distances, we discard matches whose features in
Ik are outside a gate of radius r of the features in Ik−1. We also discard matches with a feature
with higher similarity in another match.
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138◦ 147◦ 155◦ 163◦ 174◦ 168◦ 183◦
127◦ 130◦ 127◦ 137◦ 140◦ 145◦ 156◦ 166◦ 174◦ 169◦ 173◦ 183◦
Figure 3.4: On top, sample patch orientation changes from frame 7 to frame 20 (from left to
right) for the tracked ORB descriptor in one camera (first row) and the corresponding tracked
ORB descriptor in an another camera (second row). For each patch, we show its orientation in
degrees and 3 sample rods (red, cyan, yellow) from the ORB sampling pattern. At the bottom,
the corresponding temporal ORB descriptors (differently from the patches, time is in a top-down
representation), where we can see that some binary tests remain mostly stable on the vertical
signals (black is a 0 and white is a 1).
The resulting trajectory, or feature track, of the binary feature i, localised in frame ti and
tracked over consecutive frames, until frame ki is Ti = {xi,ti , . . . ,xi,ki} (see Figure 3.4). The
length of Ti is Li = ki− ti +1. The spatio-temporal descriptor, Di = {di,ti , . . . ,di,ki} is the set of
descriptors accumulated over time and associated to Ti.
We temporally reduce each Di to a compact, fixed-length representation that captures the
most frequent and the most stable binary values over time. We reduce Di to a fixed-length vector
zi ∈ {0,1}D by identifying the dominant (most frequent) binary values as
zi,d =

1 if 〈di,d ,1〉> Li/2,
0 otherwise,
(3.7)
where di,d = [di,ti(d), . . . ,di,ki(d)] ∈ {0,1}
Li is the vector containing the temporal values of the
element d, 〈·, ·〉 is the (logical) dot product.
A binary test outcome should always output the same value, either 0 or 1, to be stable.
However, to account for errors during the temporal matching due to photometric and/or geometric
changes, we allow some variations in the binary test outcome, at a rate lower than 20% of the
length of the feature track. We then compute a second set of descriptors that captures the temporal
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changes, i.e. instability, of the binary tests in Di via a bit-wise XOR (⊕) of two consecutive
binary descriptors: D′i = {di,k−1⊕di,k | ti < k ≤ ki}. Similar to zi, we reduce D′i to mi ∈ {0,1}
D,
the vector of the most stable binary values, as:
mi,d =

1 if 〈d′i,d ,1〉 ≤ 0.2(Li−1),
0 otherwise.
(3.8)
We refer to zi and mi as the vector of temporally dominant bits and vector of temporally stable
bits, respectively. Therefore, zi represents the Temporally Dominant (T-D) descriptor, while
wi = [zi,mi] ∈ {0,1}D×2 (3.9)
is the Temporally Dominant-Stability (T-DS) descriptor.
3.4 Multi-scale temporal binary descriptor
We present a generic framework for binary descriptors that exploits the movement of a camera
to selectively accumulate and encode temporal information about the appearance of a 3D point
in a compact representation at multiple scales. To enable multi-scale extraction, unlike the pre-
viously proposed MORB descriptor that simply applies a cross-scale geometric verification to
remove ambiguities, we design a feature suppression strategy that simultaneously enforces scale-
invariance and favours a spatially uniform distribution during localisation. While the efficiency
in the extraction of the descriptor at multiple scales decreases with the number of scales (a lim-
itation common across SLS [39], DSP-SIFT [26], ASV [113], MORB (see Section 3.2), and
our descriptor), using binary descriptors can mitigate this effect. Moreover, unlike the spatio-
temporal binary descriptor, we use a pyramidal local search for feature point tracking [15] with
respect to the feature point location at the highest resolution in the previous frame to increase
the lifespan of feature tracks and to better capture appearance variations of the corresponding 3D
points, and we also validate the feature tracks through 3D reconstruction.
3.4.1 Localisation
Let a local image feature represent the patch around image location x∈R2 with a D-dimensional
descriptor d ∈ {0,1}D. The number and spatial distribution of interest points over an image typ-
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(a) (b)
Figure 3.5: Sample results from two interest points suppression approaches. (a) Using only the
cornerness response results in a few dense regions; whereas (b) using a regular grid and the
cornerness response leads to a more uniform feature point distribution that is desirable when
matching across very different viewpoints and scales. Legend: localised interest points and
survived to the suppression approach.
ically depends on a decision on the corner response [76, 77]. However, using only the corner
response can result in an undesirable concentration of interest points, thus reducing opportunities
for matches from different viewpoints and scales (see Figure 3.5(a)). Moreover, when interest
points are localised independently for each scale, redundancies can occur that generate ambigu-
ities in the extracted descriptor [103]. To retain a maximum number of interest points without
tuning the threshold of the corner response, we propose a suppression approach that simultane-
ously considers the corner response function to select the strongest points across nearby scales
over a Gaussian pyramid (scale-invariance [50, 55]), and a regular grid to enforce uniformity in
the interest point distribution over the image [68] (see Figure 3.5 (b)).
Let Ik be the frame at time k and Ik = {Is,k}S−1s=0 be its (scale) pyramid [55, 77], where each
layer Is,k is recursively smoothed with a Gaussian convolutional kernel and down-sampled by a
factor λ , up to scale S−1:
Is,k(λ−1) = g(Is−1,k,λ−1). (3.10)
To allow the extraction of descriptors at multiple scales, we divide each Is,k in a grid of w×w
cells considering a scale-adaptive margin Bs = λ S−s−1G from the image borders, where G×G
is the area around an interest point. We localise interest points with a good compromise between
repeatability and extraction time [76, 77, 103]. Next, we suppress non-maxima points across
scales by comparing the response with the eight neighbours at the same scale and with the nine
neighbours in each of the nearest scales [50, 55].
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(a) (b)
Figure 3.6: Feature suppression based on quadtree subdivision (blue cross: suppressed features).
(a) Grid of cells superimposed on the image. (b) Cells with more than one interest point are split
into four sub-cells (green blocks for each cell) and interest points ( ) are accordingly assigned
to each sub-cell. For each iteration, if the number of cells corresponds to the desired number of
features, the interest points with higher Harris response [37] are retained in cells containing more
than one interest point. Cells without points are not counted for the desired number of features.
As we obtain the Gaussian pyramid by using the terms of a geometric series as coefficients
of proportionality based on the scale factor, λ , we proportionally distribute a number of localised
interest points across scales, Fs, to determine the maximum number of features, F , using Eq. 3.1.
Therefore we retain only Fs interest points for each scale s in an iterative way [68]. For each
iteration, we sort the cells based on their feature density in an ascending order (cells without
points are not considered). We then subdivide the cells that contain more than one interest point
into four sub-cells and interest points are assigned to each sub-cell based on their location. The
iterative procedure ends when the number of (sub-)cells is equal or greater than Fs or all cells
contain only one interest point. When a cell contains more than one interest point, we retain only
the interest point with the highest corner response. Figure 3.6 illustrates the procedure for the
retention of features based on their spatial distribution.
After localisation, we extract a descriptor for each interest point and then track the features.
As our approach represents a 3D point associated to the trajectory of a feature, we will present
our multi-scale spatio-temporal descriptor in Section 3.4.3 and we now focus on how to form a
feature track and reconstruct its 3D point.
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3.4.2 Temporal reconstruction
Once the feature points are localised and described, we estimate their trajectories over time. We
use an iterative coarse-to-fine, local search by patch correlation through the scales of the image
pyramid [15, 87]. While we observed that frame-to-frame matching, as used during the initial-
isation of ORB-SLAM [68], is subject to high-intermittent feature tracks2, the pyramidal local
search allows feature tracks to survive longer. We reduce the risks of early termination by com-
paring the descriptor of the candidate features at the current frame with a reference descriptor
selected adaptively as the one with the shortest median distance from all the descriptors in the
feature track. We thus terminate the trajectory if the distance of the descriptors is larger than a
threshold γ , which represents the typical separation matching and non-matching feature distri-
butions in the space of the Hamming distances, e.g. γ = 50 [17, 68]. As the camera moves, the
number of visible features decreases over time and we detect new interest points every n frames
over a masked version of the frame where all the pixels around the locations of existing trajecto-
ries are set to zero, and hence not considered. Then we initialise a new feature track for all the
new interest points that are successfully tracked in the next frame.
Let us define the feature track as Ti = {xi,ti , . . . ,xi,ki}, whose length is Li = ki− ti +1, where
ti and ki are the indices of the first and last frame of the trajectory, respectively. Given the camera
calibration information (e.g. obtained with the Zhang’s method [119]), we derive from Ti the
position of Xi by N-view triangulation with singular value decomposition [38]:
Xi = τ(xi,ti , . . . ,xi,ki ,Cti , . . . ,Cki ,θ), (3.11)
where τ(·) is the triangulation function, Cti , . . . ,Cki are the relative camera poses (i.e. position and
orientation, which we assume to be available through an Inertial Measurement Unit, Odometry,
or Structure from Motion), and θ contains the intrinsic camera parameters, such as focal length,
principal point, and distortion coefficients.
To account for uncertainties in the feature point localisation, feature point tracking and trian-
gulation steps, we validate the reconstructed 3D point with a maximum re-projection error of 5
pixels [68, 83] and by constraining the depth to be positive [38, 68].
Figure 3.7 illustrates the process of obtaining the binary spatio-temporal descriptor from a
2Frame-to-frame matching relies on the localisation strategy that selects different interest points for each frame
and the matching is not constrained to a local area around each interest point in the previous frame.
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Figure 3.7: Illustration of the accumulation of binary descriptors of a tracked feature point xi,k
( ) representing a 3D point Xi. The green arrow shows the direction of the time/trajectory.
feature point xi tracked over consecutive frames (Ti), and representing the corresponding 3D
point, Xi.
3.4.3 Multi-scale temporal descriptor
The feature tracking and associated 3D local reconstruction produce valid spatio-temporal fea-
tures that we temporally reduce into a fixed-length descriptor considering the most frequent and
stable binary tests.
We sample a patch around each point xi of Ti at multiple scales with a pre-computed pattern
S centred at xi,s,k with s = 1, . . . ,S and k ∈ [ti,ki]. To account for the rotation of the camera with
respect to the 3D point, we rotate the patch towards the dominant orientation by ϕi,s,k with respect
to the centre of mass of the patch as defined by the intensity centroid [75]. We keep the size of
the patch G×G fixed for each scale s of Ik and define the sampling pattern using Eq. 3.4. where
ud,1 and ud,2 are pixel locations within the patch. After sampling using the rotated pattern:
S̃i,s,k = {R(ϕi,s,k)u : u ∈ S,R ∈ SO(2)}, (3.12)
we generate the descriptor di,s,k ∈ {0,1}D, whose elements are resulted from the binary test
between the pixel in pairs in S̃i,s,k (see Eq. 3.3) [3, 17, 50, 77].
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The descriptor Di thus represents a set of patch descriptors at multiple scales and over time:
Di = {di,0,ti , . . . ,di,S−1,ti , . . . ,di,0,ki , . . . ,di,S−1,ki} . (3.13)
We propose to represent the interest point with a more compact and fixed-length representa-
tion that captures the most representative tests of each 3D point as seen by a calibrated moving
camera (see Figure 3.8).
For each scale s, we reduce the subset Di,s to a fixed-length vector zi,s ∈ {0,1}D by accumu-
lating the binary test values over time and identifying the dominant binary value using Eq. 3.7;
and we then compute a second set, D′i,s ∈ {0,1}
(Li−1)×D, that captures the temporal changes,
i.e. instability, of the binary tests in Di,s via a bit-wise XOR of two consecutive binary descrip-
tors using Eq. 3.8.
The dimensionality of the MST descriptor, 2×D× S, depends on the chosen number of
scales, S, the length of the vector of temporally dominant bits and the vector of temporally stable
bits, 2×D. Note that D depends on the dimensionality of the specific employed image-based
binary descriptor. Moreover, the total number of binary tests performed by MST depends on the
length, Li, of the feature trajectory. For example, considering 5 scales, a binary descriptor such
as ORB (D = 256), and a maximum length of 50 frames, the minimum number of binary tests is
6400 (the maximum is 64000), and the dimensionality of MST is 2560 bits.
3.5 Descriptor matching
We aim to find a set of matches across cameras using the most suitable dissimilarity measures
for each proposed descriptor.
As the scale at which multi-scale features, such as MORB and MST, should be matched is
unknown, we cannot directly apply for matching nearest neighbour [61] or bag of words [33].
For this reason, we propose to estimate the minimum cross-scale distance between feature pairs
(scale-aware Hamming distance). We discuss and validate alternative but worse performing
scale-aware matching strategies in Appendix B. For the spatio-temporal features, including MST,
we propose a selective weighted Hamming distance that uses the additional vector to ignore the
corresponding binary values in the fixed-length binary descriptor when matching the features
across cameras.
The set of putative matches is therefore determined by estimating the dissimilarity measure
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Figure 3.8: Extraction of the temporal binary descriptor at a single scale. The location of the in-
terest point in the first frame is tracked in successive frames. For each frame the rotated sampling
pattern is extracted forming a set of binary vectors (purple). We then compute the derivative
(XOR operation) between consecutive binary vectors to estimate a second set of binary vectors
(magenta) containing the frame-to-frame stability. For each set, we sum the vectors followed by
threshold to obtain a vector of the most frequent binary values and a vector of the most stable
tests over time, respectively.
between feature pairs within a similarity matching strategy such as threshold-based or nearest
neighbour [61]. The ratio test between the distance of the first and second nearest neighbours can
also be computed to remove possible ambiguities [55].
We now introduce the dissimilarity measure for each descriptor and the associated matching
strategy.
3.5.1 Scale-aware Hamming distance
Let d f and dg be the multi-scale descriptors of an interest point f in one view and an interest
point g in another view, respectively.
We first compute an all-to-all single descriptor distance across scales between each d f ,s and
d f ,l , and then we take the minimum of the computed distances as the cross-scale distance between
the interest points:
h f ,g(s∗, l∗) = min
s,l
〈d f ,s⊕d f ,l,1〉, (3.14)
where ⊕ is the XOR operator and 〈d f ,s⊕d f ,l,1〉 is the Hamming distance between two single
descriptors across scales. The scales where the minimum match is found, s∗ and l∗, determine
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Figure 3.9: Hamming distance matrices across scales (S = 8) for a sample of four pairs of MORB
descriptors. Green boxes denote the scales where interest points are localised. Orange boxes
denote the scales of the minimum Hamming distance (of correct multi-view matches). Note the
difference between the scales where the interest points are localised and where the descriptors
are matched. Scales for the MORB descriptor from one view are on the y-axis (top-to-bottom),
while scales for the MORB descriptor from another view are on the x-axis (left-to-right).
the scale offset between the two interest points (|s∗− l∗|).
Figure 3.9 shows examples of four cross-scale Hamming distance matrices between matched
MORB descriptors. Figure 3.10 shows an example of cross-scale matching, where the match
occurs at scales that are different from the localisation scales.
The set of putative matches V is estimated using nearest neighbour [61] and with a threshold
γ on the descriptor distance to separate true positive and false positive putative matches. While
the distribution of false positives can lie on high descriptor distances, the distribution of correct
matches covers the low ones [17]. We obtain a set of matches between two views as
N =
{
( f ∗,g) | f ∗ = argmin
f∈F
h f ,g,g ∈ F ,h f ,g ≤ γ
}
, (3.15)
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s = 0 s = 1 s = 2 s = 3 s = 4 s = 5 s = 6 s = 7
Figure 3.10: Sample corresponding patches at multiple scales (s = 0, . . . ,7) across views with
considerable scale variation (top row: view 1; bottom row: view 2). Note the difference between
the scales where the interest points are localised (green squares) and where the MORB descriptors
are matched (orange squares). This case is related to the top-left matrix in Figure 3.9.
where F = {1, . . . ,F}. Similarly, we obtain the set of reverse matches as
M=
{
( f ,g∗) | g∗ = argmin
g∈F
h f ,g, f ∈ F ,h f ,g ≤ γ
}
. (3.16)
The set of valid matches is then V = N ∩M. We analyse the impact of the threshold on the
effectiveness of our approach in Chapter 5.
3.5.2 Selective weighted Hamming distance
Let i be the index of a T-DS descriptor wi in one view and q the index of a query T-DS descriptor
wq in another view.
We first remove temporally unstable bits of zi and zq (see Figure 3.11) by applying in turn
the additional descriptors mi and mq to the XOR operation between zi and zq through the
weighted Hamming distance [11]. Let the masked Hamming distance using only mi be defined
as 〈mi,zi⊕ zq〉, where ⊕ is the XOR operator. Let the number of stable binary tests for zi be
defined as Mi = 〈mi,1〉 and, similarly, Mq for zq.
We then compute the final dissimilarity measure between two descriptors as a weighted linear
combination of two masked Hamming distances:
hi,q =
Mi〈mi,zi⊕ zq〉+Mq〈mq,zi⊕ zq〉
Mi +Mq
. (3.17)
Chapter 3: Matching multi-scale and spatio-temporal features under geometric variations 65
XOR
1 1 0 1 0 0 0 01 1
0 0 0 0 011111
0 1 1 1 0 1 0 0 0 1
1 0 0 1 1 0 1 1 0 0
1 0 1 0 0 1 0 1 0 0
0 0 0 1 0 1 0 00 0 1 0 0 0 0 1 0 00 0
AND AND
Figure 3.11: Graphical representation of the descriptor matching using the temporally dominant
and temporally stable vectors at a single scale between descriptors of two different cameras.
After selecting the stable bits of the resulting difference vector between the temporally dominant
vectors, the weighted Hamming distance is applied (see Eq.3.17). Legend: unstable bits.
3.5.3 Scale-aware weighted Hamming distance
To handle the unknown scale difference between multi-scale temporal descriptors, we use the
cross-scale matching strategy of MORB with the selective weighted Hamming distance of the
spatio-temporal descriptor.
For each pair of MST descriptors, we first compute the selective weighted Hamming distance
across scales, hi,q(s, l), as:
hi,q(s, l) =
Mi,s〈mi,s,zi,s⊕ zq,l〉+Mq,l〈mq,l,zi,s⊕ zq,l〉
Mi,s +Mq,l
, (3.18)
and we then identify the minimum across scales as
hi,q(s∗, l∗) = min
s,l
hi,q(s, l). (3.19)
The scales where the minimum match is found, s∗ and l∗, determine the scale offset between the
two interest points (|s∗− l∗|).
To remove possible ambiguities, we determine the final set of matches through nearest neigh-
bour followed by the Lowe’s ratio test that validates a match only if the similarity distance of the
closest neighbour is smaller than the distance from the second nearest neighbour [55, 61].
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3.6 Discussion
In this chapter, we proposed novel descriptors and associated dissimilarity measures for matching
features between cameras with different viewpoint and scale variations.
To handle scale variations between images, state-of-the-art approaches localise and describe
interest points at multiple scales of an image pyramid. However, descriptors extracted at the
scale where the interest point is localised [50, 55, 77] can be inaccurate when matching across
images with severe scale variations [113]. Moreover, redundancies and ambiguities may arise if
interest points are localised independently for each scale (e.g. ORB [77]), and can be avoided by
suppressing non-maxima across scales [103] (e.g. SIFT [54] or BRISK [50]). Descriptors can
also be extracted at multiple scales of a Gaussian pyramid to capture multi-scale information of
an interest point [26, 39, 113]. Coarser levels allow one to distinguish locally repeated patterns,
whereas finer levels capture subtle changes thus helping to discriminate nearby points [64].
While histogram-based features can reduce the multi-scale extraction to a compact fixed-
length descriptor, the extraction time depends on the chosen underlying feature and inevitably
becomes proportional to the number of scales. We therefore investigated and designed a novel
generic framework to extract a multi-scale descriptor using the efficient binary features, such as
ORB. The proposed multi-scale binary descriptor, MORB, is coupled with a scale-aware near-
est neighbour matching strategy that estimates the minimum cross-scale distance between two
MORB descriptors and, as a by-product, can infer the scale offset between pairs of local fea-
tures. The matched scales tend to differ from the scales where the interest points were localised.
However, unlike histogram-based approaches, it is not straightforward to reduce the multi-scale
binary descriptor to a compact representation and the bottleneck of the computational time is
moved to the matching phase. Nevertheless, all the multi-scale descriptors are inadequate under
severe viewpoint changes.
To handle this problem, we then investigated the problem of matching spatio-temporal fea-
tures extracted from image sequences acquired by independently moving cameras. We proposed
a spatio-temporal descriptor obtained by tracking and accumulating binary features [77]. As
matching the high-dimensional descriptors is computationally expensive, we reduced the set of
descriptors associated to a feature track into a fixed-length binary descriptor by selecting the
temporally dominant values. We also complemented this descriptor with an additional vector
that encodes the temporal stability of each binary test and ignores those binary values in the first
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descriptor using a selective weighted Hamming distance when matching features.
To handle both scale and viewpoint differences, we proposed MST, a novel multi-scale tem-
poral descriptor that captures appearance variations of a 3D scene point as observed by a moving
camera. This compact descriptor selectively encodes the temporal information associated with
the 3D point to improve robustness to view differences. In particular, as for the spatio-temporal
features, we proposed a temporal reduction approach to encode the most frequent and stable bi-
nary values, so that the descriptor identifies temporally dominant values and the most stable tests
over time. Moreover, to handle scale variations, the proposed descriptor relies on a multi-scale
feature extraction and representation associated with a cross-scale matching strategy using the
selective weighted Hamming distance as the dissimilarity measure. We will show in Chapter 5
that the proposed descriptor is generic for a range of binary descriptors. We show in Figure 3.12
a qualitative example of matching results with MST compared to ORB features [77] on a sam-
ple of image pairs with a similar viewpoint, different scale, and different viewpoint from the
gate scenario used in Chapter 5. Note that the number of ORB matches can be even lower if an
interest point is associated with a reconstructed 3D point as our approach does.
As our approach encodes the temporal information of feature tracks in a compact descrip-
tor, MST differs from Daisy-3D [99], which concatenates tracked 2D Daisy features in a fixed
window thus limiting the amount of information and variations captured by the spatio-temporal
feature and requiring an expensive matching approach between cameras. MST also differs from
LMED [68], which uses the ORB binary descriptor and selects the single descriptor over time
with the least median distance with respect to all the tracked ORB descriptors within the fea-
ture track. While the chosen descriptor can reduce drifts in the feature tracks, this descriptor
may not be suitable when matching features across cameras. Unlike STB [52], which describes
the trajectory and temporal gradients of a fixed-size spatio-temporal volume, we obtain varying-
length spatio-temporal features by directly accumulating image-based binary features, followed
by a reduction to a compact, fixed-size representation. Moreover, MST handles scale differences
when matching different views through multi-scale extraction and representation. Finally, unlike
BOLD [11], which computes the stability vector with small geometric variations of the sampling
pattern, we determine the stability by exploiting the temporal variations within a feature track.
The stability is thus used as a selector when computing the distance between MST descriptors.
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ORB
MST
(a) Similar (b) Scale difference (c) Viewpoint difference
Figure 3.12: Matching performance of MST versus ORB [77] on gate (an outdoor scenario of
collected sequences, see Appendix A). Green lines denote correct matches. When increasing the
difference in scale (b) and viewpoint (c), the performance of ORB considerably decreases, while
MST can handle the geometric variation. ORB features are matched using the nearest neighbour
strategy with the distance ratio test [55], and a descriptor distance threshold. MST matches are
based on the re-projection of the reconstructed 3D points in the selected frames and those that
contains occluded points on the image are manually removed.
Chapter 4
Cross-camera place recognition
4.1 Introduction
In this chapter, we investigate the problem of view matching across two uncalibrated cameras
that independently move in an unknown environment to identify previously seen places over
time. While we do not make any assumption on the motion of the cameras, the problem re-
quires us to design an approach that selects distinctive and compact descriptors from features
observed in multiple frames, effectively identifies informative features to share across cameras,
and recognises previously seen places within a camera while efficiently matching query descrip-
tors received from another camera.
Recognising previously seen places is usually addressed within a single moving camera
to support the self-correction of camera ego-motion estimations for reducing temporally ac-
cumulated drifts and reconstruction inconsistencies through loop closure detection in Visual
SLAM [33, 34, 36, 68, 69, 102]. However, loop closure detection constrains viewpoint dif-
ferences to be small (< 30◦) [79], by assuming the platform (e.g. an autonomous vehicle) to
move in a structured environment (e.g. a road), and observing previously seen areas from the
same direction.
For other applications, such as collaborative augmented reality and gaming, people freely
move in the environment wearing or holding cameras that observe portions of the scene from
different angles and positions (viewpoint difference) and at different distances (scale difference).
However, existing approaches extend monocular SLAM (e.g. PTAM [46], ORB-SLAM [68]) and
69
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loop closure detection to operate across cameras for collaborative SLAM [19, 32, 74, 82, 121].
CoSLAM [121] and C2TAM [74] extend PTAM and use specific mechanisms to recognise simi-
lar places, as PTAM does not use loop closure detection. CoSLAM estimates the visual overlap
between the area spanned by a minimum number of 3D points projected in the view of an-
other camera and the image area, and requires a large visual overlap (> 70%). C2TAM, instead,
matches global descriptors obtained as a down-sampled and filtered version of the original im-
age, followed by a search of correspondences between projected 3D points. CCM-SLAM [82]
and DSLAM [19] extend ORB-SLAM and uses its BoW-based loop closure detection [69] to
retrieve similar places across local maps of reconstructed 3D points. CoSLAM, C2TAM, and
CCM-SLAM are centralised approaches that perform map merging for global and consistent 3D
reconstruction, whereas DSLAM decentralises both VPR and relative camera-pose estimation.
Approaches such as CCM-SLAM [82] and DSLAM [19] adopt binary features for their com-
pactness and efficiency in extraction and matching [17, 77]; however, binary features are less
robust to large perspective differences [11]. Moreover, these approaches enforce high similarity
between images when matching global descriptors due to the limited invariance to increasing
viewpoint differences [7, 53], and validate only places whose binary features are associated to
reconstructed 3D points [19, 68, 82]. Therefore, this considerably reduces the number of usable
binary features.
To address these limitations, we present in this chapter XC-PR, a novel Cross-Camera Place
Recognition approach that selects distinctive descriptors from binary features observed in mul-
tiple frames and effectively identifies informative features to share across cameras. XC-PR im-
proves the matching accuracy by forming, for each camera independently, stable tracked words
(TWs) that are obtained by associating binary features and temporally compressing their ac-
cumulated descriptors to a fixed-length representation. This representation preserves the most
persistent values, which are more robust to temporal changes occurring while a local feature
is tracked. This formulation of the TWs was previously presented in Chapter 3 and we briefly
review it in Section 4.2 with some additional details for XC-PR.
As the number of TWs grows over time, matching them across cameras with a linear search
may become computationally intractable. To enable efficient searching and matching, we in-
sert TWs from automatically selected frames into a hierarchical structure, an Adaptive Tree of
Stable Tracked Words (ATST). In Section 4.3, we formulate ATST as a search tree that adapts
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over time through the insertion of new TWs and the removal of short TWs. Unlike BoW-based
approaches [33, 70], ATST operates directly on the original descriptors instead of counting the
frequency of quantised descriptor clusters that original descriptors may be associated with. When
the number of tracked binary features is reduced due to the view change caused by the camera
motion, a camera localises new binary features and updates ATST. In Section 4.4, we then
present how the camera then shares a subset of TWs along with the image coordinates selected
from the frame with the largest number of corresponding binary features, within an adaptive tem-
poral window. XC-PR finally recognises a place within the camera that receives the query TWs
by identifying and geometrically validating a previous frame with the largest number of matched
TWs. The evaluation of the proposed XC-PR will be in Chapter 5.
4.2 Computing stable tracked words
Let a local feature comprise an image location (an interest point) x ∈ R2 and a D-dimensional
descriptor d∈ {0,1}D of the patch around x. The descriptor may encode the result of binary tests
(intensity comparisons) of pixel pairs within the patch [17, 77]. We refer to a local feature as
binary feature, as its descriptor consists of binary values.
Let Ti = {xi,ti , . . . ,xi,ki} be the trajectory, or feature track, of binary feature i, localised in
frame ti and tracked over consecutive frames, until frame ki. The length of Ti is Li = ki− ti +1.
The larger Li, the more comprehensive the description of the surrounding of the corresponding
3D point, and therefore the more likely a matching is from another view, in the absence of oc-
clusions. We compute each feature track Ti with an iterative coarse-to-fine, local search by patch
correlation to handle large camera motions between consecutive frames [15]. Despite surviv-
ing longer, this frame-to-frame tracking strategy may result in a feature track drifting towards a
different implicit 3D point. Alternatively, tracking can be performed between the current frame
and a reference frame, e.g. the first frame where the feature is localised, but in this case the fea-
ture track may terminate too early due to changes in the appearance of neighbourhood pixels.
Therefore, we choose to adopt a hybrid option between the two techniques.
For each frame k, we compute the descriptor di,k corresponding to the tracked location xi,k
and we compare di,k with a reference descriptor adaptively selected within Ti to reduce the risk
of early termination [68]. The reference descriptor is selected as the one with the shortest median
distance from all the descriptors currently in the feature track, except the current descriptor. If
Chapter 4: Cross-camera place recognition 72
the distance between the current and reference descriptors is larger than a pre-defined threshold
γ , then the trajectory terminates. This threshold is selected in such a way that matching and
non-matching feature distributions are separated in the space of the Hamming distances [17].
Figure 4.1 shows the distribution of the TWs in the sequences of two testing scenarios with
respect to their length. The distribution decreases exponentially with most of the TWs having a
length between 10 and 50, and a few surviving a large number of frames. Given the observed
distribution, feature trajectories may be terminated around 50 frames to avoid drifts of the tracked
interest point with respect to the implicit associated point in the 3D world1.
Let the set of descriptors accumulated over time and associated to Ti be Di = {di,ti , . . . ,di,ki}.
We temporally reduce eachDi to a compact, fixed-length representation, wi = [zi,mi] ∈ {0,1}D×2
(stable TW), that captures the most frequent and the most stable binary values over time (see
Eq. 3.9). We reduce Di to a fixed-length vector zi ∈ {0,1}D by identifying the most frequent
binary values using Eq. 3.8. We then compute a second set of descriptors to capture the temporal
changes, i.e. instability, of the binary tests in Di using a bit-wise XOR (⊕) of two consecutive
binary descriptors,D′i = {di,k−1⊕di,k | ti < k ≤ ki}, and we reduceD′i to mi ∈ {0,1}
D, the vector
of the most stable binary values, using Eq. 3.8. Note that mi may degenerate into all zero val-
ues, e.g. using frame-to-frame tracking. However, we show in Figure 4.1 that our hybrid tracking
strategy prevents this case (see distribution of the number of stable binary values across all TWs).
When a camera moves, the number of its active TWs (its visible feature tracks), T̂k, decreases
over time. We localise new binary features when their number is lower than a threshold χ with
respect to the maximum number of features, F , localised and/or tracked, in a frame: T̂k < χF .
To keep at most F active TWs, we limit the localisation outside a mask that eliminates the pixels
in a small window centred at the current location xi,k of a feature track. A new feature track
is initialised for each new interest point that is successfully tracked in the next frame. We then
update the representation of all active TWs with Eq. 3.7 and Eq. 3.8 only at frames with new
binary features localised, instead of each frame, in order to avoid redundant computations.
4.3 Growing an adaptive tree
As the number of stable TWs increases over time, so does the computational cost for searching
and matching stable TWs, for example via nearest neighbour search. To reduce these costs, we
1Note that feature tracks are not terminated in the current implementation.
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Figure 4.1: Distribution of the stable tracked words (TWs) based on their length (top) and dis-
tribution of the number of stable binary values across all TWs (bottom) for each sequence in the
testing scenarios office and courtyard. The total number of stable TWs for office is 18376, 18247,
44829, for seq1, seq2, seq3, respectively; and for courtyard is 78574, 82470, 92401, 88500, for
seq1, seq2, seq3, seq4, respectively. Note that there are stable TWs with length greater than
150 and up to 800 in courtyard, but we show only up to 150 for visualisation and comparison
purposes. Note also that in the experiment we set the minimum length of the TWs, ρ , to be 10.
We also include the distribution of the number of stable binary values across 10,000 TWs whose
associated binary features are randomly generated from a Bernouilli distribution and lengths are
randomly generated from a uniformly distribution in the range [10,100] ( ). Legend: seq1,
seq2, seq3, seq4.
organise stable TWs in a Adaptive search Tree of Stable TWs (ATST). However, a tree structure
may find a set of feasible matches that is not as close as to the set of all feasible matches obtained
without the tree structure (completeness) [79].
To achieve a trade-off between efficiency and completeness, we limit the depth of the tree by
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List of tracked words
0 0 0 111 1 1 0 1
1 0 1 1 0 1 1 1 11
1 1 100 1 1 11 0
1 0 0 0 1 1 1 10 0
0 1 1 00 1 1 11 0
1 0 1 10 1 1 100
1 1 10 1 1 11 00
0 0 0 0 1 1 1 110
1 0 0 1 0 0 0 01 0
1 10 10 1 11 0 0
0 0 0 111 1 1 0 1
1 0 0 1 0 0 0 01 0
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Figure 4.2: Ternary assignment of stable tracked words (TWs) with the optimal partitioning index
(d) estimation for a balanced tree. Each parent node assigns a TW to one of the three child nodes
(either a node with a condition, i.e. circle, or a leaf node, i.e. grey rectangle) based on the value at
the estimated optimal partitioning index of the stability vector, m (in orange), and of the vector
with the most frequent values over time, z (in blue). The procedure is recursively done until each
TW is assigned and stored into a leaf node. In this example, a leaf node can store a maximum of
three TWs, otherwise it is converted into a parent node and TWs are assigned to the new three
child nodes (second level).
allowing a maximum number of TWs, N, to be stored in the leaf nodes, i.e. nodes that do not
have any other node depending on them. When the number of stable TWs in a leaf node exceeds
N, we convert the node into a parent node with three child nodes (new leaf nodes), where the
parent node contains the splitting condition to assign stable TWs to any of the child nodes and
the child nodes contain subsets of the stable TWs. Aiming to build a balance tree (i.e. stable
TWs are evenly assigned to the child nodes), we adopt a bit selection strategy that accounts for
the stability vector, mi, to estimate the optimal partitioning index [79]. We compute the optimal
partitioning index, d?j , at the j-th leaf node, which contains N j stable TWs, as
d?j = argmin
d
∣∣∣∣∣23 −
N j
∑
j=1
m j,d
N j
∣∣∣∣∣+
∣∣∣∣∣13 −
N j
∑
j=1
m j,d ∧ z j,d
N j
∣∣∣∣∣ , (4.1)
where ∧ is the logical AND operator. The bit selection strategy considers the binary value at
index d in both zi and mi: if mi,d = 0, the i-th TW is assigned to the first child node, if mi,d =
1∧ zi,d = 0, the TW is assigned to the second child node, and if mi,d = 1∧ zi,d = 1, the TW is
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Figure 4.3: Identification of candidate stability-vector values as optimal partitioning index for
achieving a balanced ternary tree (relative frequency close to 0.66, dashed grey line), in sampled
sequences of three testing scenarios: office (seq1), gate (seq2), courtyard (seq4). The total
number of TWs for each sequence are 18376, 11286, and 88500, respectively.
assigned to the third child node. Figure 4.2 shows an example of the ternary assignment for a set
of stable TWs in a tree with a 2-level depth using the optimal partitioning index strategy. If mi
followed the Bernouilli distribution with probability 0.5, then about half of the TWs would be
assigned to the first child node, while the other half would be almost equally split between the
other two child nodes. Figure 4.3 shows that in practice the distribution of the stable values for
all the TWs in sampled sequences from three different testing scenarios is not close to 0.5. While
the first binary tests are the most stable, i.e. a normalised frequency to be 1 higher than 0.8, some
tests around the element 100 are lower than 0.2 and most of the remaining binary values vary
between 0.2. and 0.8. Note that the same pattern was observed in other testing sequences.
At every frame with a localisation of new binary features, the tree is adaptively updated by
inserting new TWs, removing short TWs (Li < ρ , where ρ is the minimum length of a feature
track) and re-assigning TWs whose representations changed since the last frame with the locali-
sation of new binary features.
For a query TW, wq, the camera efficiently searches for the leaf node j∗ exploiting the optimal
partitioning index for each level of the tree. To account for the stability information, we match wq,
with each TW, wi, in the leaf j∗ using the selective weighted Hamming distance (see Eq. 3.17).
Figure 4.4 shows an example of searching and matching a query TW in a 2-level tree.
To limit erroneous matches, we first consider only those matches whose distances are smaller
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than a dynamic threshold γ̂i,q that accounts for the stability of the two TWs. We first define the
normalised stability length of a TW i as pi = Mi/D (likewise pq for a TW q to be matched),
where D is the vector dimensionality, and then we compute
γ̂i,q = min(pi, pq)γ. (4.2)
The value of γ is usually defined by the separation of matching and non-matching point distribu-
tions when there is no stability information (see Section 4.3).
To avoid degenerative cases where Mi→ 0, i.e. the descriptor is bearing too little information
losing its discriminative capability, we do not compute the distance between the two TWs if
min(pi, pq)< 0.125, e.g. min(Mi,Mq)< 32 when D = 2562.
To avoid ambiguities, we then discard matches whose distance ratio between the closest and
the second closest TWs given a query TW is lower than δ (Lowe’s ratio test [55, 61], usually
0.6 ≤ δ ≤ 0.8). Moreover, we discard matches whose either TW was already retained with a
smaller distance to enforce only unique matches.
Unlike exhaustive (brute-force) or linear (nearest neighbour) search approaches, whose com-
putational costs grow proportionally with the number of TWs, this hierarchical searching and
matching strategy limits the domain of TWs that can be matched. Figure 4.5 shows how the
number of TWs and the height of the tree grow over time, and compares the matching speed
of using the tree to simply using an incremental list during place recognition at frames when
ATST is updated. We compare the growth of the tree over time when using either a binary or a
ternary search tree and with different maximum numbers of stable TWs stored in the leaf nodes,
e.g. N ∈ {50,100,250}. Note that the tree rapidly increases in the first 100 frames and then
remains stable for long periods before increasing again, while the growth is less frequent when
increasing N. As expected, the matching time of the list of TWs increases proportionally with
the number of TWs, for example reaching about 10 seconds when the number of TWs is about
12,000, whereas the matching time of our tree is in the order of 100ms on average and lower than
0.5 seconds most of the time.
However, when searching and matching a query TW within the tree, finding the correct match
is highly affected by the partitioning index for each tree level, i.e. this may lead to a leaf node
that does not contain the best match. Another match with a similar TWs may be found, resulting
2D-BRIEF [101] is the shortest binary descriptor, with D = 32.
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Figure 4.4: Searching and matching a query tracked word in a ternary search tree with a 2-level
depth. The third positions (green dot) of the vector of the most stable binary values (orange) and
of the vector of the most frequent binary values (blue) are used to search at which leaf node of
the first tree level the query word should be redirected to find a match. In the retrieved leaf node
after the search, the query word is matched against all the tracked words within the leaf node
using the selective weighted Hamming distance (see Eq. 3.17). The best match is denoted with a
green rectangle (the distance is 1 in this example).
in a geometrically incorrect match and leading to successive wrong estimations. XC-PR adopts
a geometric verification step to further filter out possible erroneous matches, as discussed next.
4.4 View selection and place recognition
Let two cameras move independently in an unknown environment, while exchanging their TWs
to identify previously seen places. Each camera operates independently and initialises its tree
before sharing TWs. The initialisation lasts at least η frames, defined as
η = max
(
3ρ,(K̄/3 > 1)k̄
)
, (4.3)
where K̄ is the number of frames with new localised binary features, k̄ is the index of the last of
these frames, and ρ is the minimum length of a feature track.
After the initialisation, a camera shares a subset of TWs along with the interest points of
corresponding binary features from a selected frame to query the previously seen places of the
other camera. XC-PR uses an adaptive temporal window, [t?, t], to select the frame k? with the
highest number of binary features from corresponding stable TWs that are no longer active in the
current frame t. The length of the temporal window is a trade-off between the longest active TW
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Figure 4.5: Analysis of the growing number of stable TWs (top-left), tree height (top-right,
bottom-right), and comparison of the matching time (bottom-left) for the first 500 frames on
courtyard seq1 when using ATST as a binary search tree ( ), ATST as a ternary search tree ( ),
and an incremental list ( ). Note that the increasing number of TWs is the same for ATST and
the incremental list (top-left). Also note how the height of the tree increases when varying the
maximum number of TWs store in each leaf node: 50, 100, 250.
at the current frame t and a maximum number of frames, Λ:
L? = min
(
argmax
Li
{Li|∀i,ki = t},Λ
)
, (4.4)
with t? = t−L?+1.
Therefore, letWt = {wi|t? < ki < t} be the subset of non-active stable TWs whose last frames
ki are within the adaptive temporal window, and νi,k ∈ {0,1} the visibility of the i-th stable TW
in frame k. The camera selects the frame with highest number of visible TWs as
k? = argmax
k
∑
i∈Mt
νi,k, t? < k < t, (4.5)
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and then shares the subset of TWs along with the corresponding interest points,
Qt = {(wi,xi,k?)|νi,k? = 1}. (4.6)
A camera shares this information for frames when the number of feature tracks is substan-
tially reduced (see Section 4.3).
To recognise a previously seen place, the other camera searches and matches the query TWs
locally in its tree (see Section 4.3), and selects the candidate view with the highest number of
binary features from corresponding matched TWs. To select this previous view, XC-PR uses
Eq. 4.5 with the condition: ∀k < t, as there are no temporal relations between the cameras. We
then geometrically validate the epipolar constraint between the interest points of matched TWs
from the selected view and those of the received TWs from the other camera. We estimate the
fundamental matrix, subject to a minimum of eight matched TWs [38], and we discard outliers
through random sample consensus [31]. For each received subset Qt , the camera then acknowl-
edges with the recognised place, k?. Figure 4.6 shows examples of matches between the interest
points of query TWs from a selected view in one camera and interest points of TWs from the
correctly recognised place.
4.5 Summary
In this chapter, we presented XC-PR, a novel Cross-Camera Place Recognition approach that
identifies previously seen places across cameras, while the cameras move independently in an
unknown environment. Each camera forms locally distinctive and compact descriptors, referred
to as stable tracked words, that preserve the most persistent values from accumulated binary
descriptors of local features as observed in multiple frames. At automatically selected frames,
each camera independently exchanges selected descriptors to recognise previously seen places in
another camera. To efficiently search and match query descriptors, each camera independently
organises the descriptors in an Adaptive Tree of Stable Tracked Words that is selectively updated
while the camera moves. XC-PR recognises a place by geometrically validating the previous
frame with the highest number of binary features corresponding to matched descriptors.
While the proposed approach is designed for a pair of cameras, XC-PR might be applied to a
scenario with more than two cameras, in a pairwise way. However, XC-PR may not easily scale
to a high number of cameras (e.g. > 5), and substantial re-designs might be necessary, borrowing
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Figure 4.6: Sample of matches ( inliers) between the interest points ( ) of corresponding
query tracked words from a selected view in one cameras (left) and the interest points of cor-
responding tracked words found in a previous place of the other camera (right). From top to
bottom: courtyard 1|2, backyard 1|4, gate 1|4, and office 1|2.
concepts from alternative distributed approaches [19].
Chapter 5
Experimental validation
5.1 Introduction
In this chapter, we evaluate and analyse the performance of the local image and spatio-temporal
features introduced in Chapter 3, and the cross-camera place recognition (XC-PR) approach
introduced in Chapter 4.
In Section 5.2, we evaluate the proposed multi-scale binary descriptor, MORB, against other
local image binary features on standard image matching benchmarks. In Section 5.3, we propose
a novel evaluation of the spatio-temporal features that recalls the evaluation of local image fea-
tures but matching the features across short image sequences instead of single images. We show
the performance of MST, the spatio-temporal multi-scale descriptor, against the spatio-temporal
features and the bag of visual words approach. As these features are generic for different under-
line local image descriptors, we also compare the spatio-temporal features using different binary
descriptors. In Section 5.4, we evaluate the place recognition accuracy and speed of XC-PR when
using two variants of the proposed Adaptive Tree of Stable Tracked Words (ATST), namely bi-
nary search tree and ternary search tree, compared to using an incremental list of tracked words
and a frame-based bag of binary words approach adapted to our framework.
5.2 Image matching
We compare MORB with ORB [77] and with LATCH [51] using interest points detected with
MORB. In this case, we refer to ORB and LATCH as cORB and oLATCH, respectively. As
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LATCH was paired with SIFT in [51], we also report the results of LATCH applied on interest
points detected with SIFT (sLATCH). Furthermore, we report the results of ORB with its own
detections and we test an all-to-all matching of independent ORB descriptors extracted for all
scales (ORB-ALL).
In the detection phase, MORB uses the same settings (OpenCV 3.3 implementation) as ORB:
the FAST threshold is 20, the patch size is G = 31, the number of scales is S = 8, the scale factor
is λ = 1.2, and the kernel size W = 7 with σ = 2. We analysed the performance of MORB and
ORB by varying F from 500 to 1500 with step 250, but we report only the results for F = 1000,
similarly to LIFT [116], LDB [114], and SuperPoint [24], as we did not observe any significant
performance changes1.
As we propose a scale-aware nearest neighbour matching strategy for MORB, we evaluate
ORB and LATCH with the nearest neighbour approach as similarity matching [61] on the Ox-
ford Affine Covariance Regions Dataset (ACRD) [61], and on the venice set from Heinly’s image
matching [42] to consider only scale variations. We define a correspondence (as well as a correct
match) as the pair of interest points with the lowest distance below 2.5 pixels after homography
transformation (homographies are provided as ground-truth along with the dataset), with all in-
terest points scaled up to the original scale, as suggested in Heinly’s image matching [42]. To
analyse the impact of the descriptor threshold, we vary γ from 0 to 128, (i.e. half of the size of
the descriptor) and we then compute the number of matches V and the corresponding number of
correct matches to generate precision and recall curves. To rank and compare methods, the area
under the curve is also used recent evaluations [9, 26, 51].
Precision and recall can be analysed together through recall vs 1-precision curves [61] or
the F1-score. Here, we propose to evaluate the methods with the area under the F1-score curve
as we observed that computing the area under the recall vs. 1-precision curves with the nearest
neighbour matching strategy can lead to a method ranking that is inconsistent with the ranking
obtained with the more detailed area under the precision or recall curves (see Figure 5.1). In
the recall vs 1-precision curve, a good method should not significantly decrease in precision and
should keep a high recall, or keep a high recall even if the precision tends to zero. However, good
methods in precision and recall may cover a smaller area than methods decreasing in precision
and having a lower recall, thus resulting in lower performance. On the other hand, the F1-score
1The default maximum number of features for each image is F = 500 in ORB implementation.
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Performance measure Methods
ORB sLATCH MORB
Area under Precision curve .76 .63 .75
Area under Recall curve .53 .35 .63
Area under Recall vs 1-precision curve .15 .19 .13
Area under F1-score curve .58 .36 .66
Figure 5.1: Precision, recall, recall vs 1-precision, and F1-score curves for the image pair boat 1
– 2. It can be noted in the table that using area under the recall vs 1-precision curve can lead to in-
consistent ranking. Area under the F1-score curve better preserves precision and recall behaviour
as it is computed from their harmonic mean. Legend: ORB, sLATCH, MORB.
can preserve the performance of precision and recall for evaluating the methods. We therefore
refer to the area under the F1-score curve as Nearest Neighbour Average F1 score (NN-AF).
While NN-AF evaluates the distinctiveness of the descriptor, we also compute the matching score
(MS), i.e. the number of correct matches over the minimum number of features in common after
homography transformation, with γ = 128, to measure the overall performance of the interest
point detector and descriptor combined [24, 42, 57, 116].
Table 5.1 shows the NN-AF and MS results for each image pair in venice and in each set
of the ACRD dataset. MORB outperforms the other descriptors in the three sets with either
only scale variations (venice) or in-plane rotations and scale variations (bark and boat) as well
as in other sets under other geometric and photometric transformations, except for illumination
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changes (leuven). In the illumination case, sLATCH is the best performing method. As oLATCH
performs similarly to cORB in leuven, the good performance of sLATCH are related to the in-
terest points detected by SIFT [55] that is more invariant to illumination changes. Nevertheless,
LATCH is sensitive to scale changes both with the ORB and the SIFT detector. Most of the NN–
AF performance are supported by a similar or higher MS, showing the capability of MORB to
find more correct matches than the other descriptors. We can also observe that cORB performs
worse than ORB due to the discarded interest points that could be relevant for the matching.
We proved the effectiveness of our cross-scale matching over ORB-ALL showing that the inde-
pendence assumption of single descriptors across scales for each feature decreases the matching
performance.
Figure 5.2 shows the area under the precision curves and the area under the recall curves
in relation to the scale ratio between the image pairs in venice, boat and bark. While all ORB
variants and MORB have similar precision performance, MORB outperforms in recall, thus es-
timating more correct matches than the other descriptors. As mentioned earlier, sLATCH and
oLATCH perform poorly except when the scale change is small (scale ratio close to 1) where
their performance is closer to that of ORB.
Table 5.2 shows the average running time (and standard deviation) for detection, description
and matching of MORB features across all the testing image pairs. While the running time for
detection and description at multiple scales is around 80 ms on average, the main bottleneck is
the running time for matching MORB features between two images (about 2.5 secs on average),
as the set2set min dist is quadratic with the number of scales, S2.
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Figure 5.2: Area under the precision curves (left) and area under the recall curves (right) when
increasing the scale ratio between image pairs in venice (top), bark (middle) and boat (bottom).
While venice shows an increasing zoom in, bark and boat shows an increasing zoom out of the
target images with respect to the reference image. Legend: ORB, sLATCH, cORB,
oLATCH, ORB-ALL, MORB.
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Table 5.1: Nearest Neighbour Average F1 score (NN-AF) and Matching score (MS) for each
image pair for each set of images. Best results in bold.
NN–AF MS
O
R
B
sL
A
T
C
H
cO
R
B
oL
A
T
C
H
O
R
B
-A
L
L
M
O
R
B
O
R
B
sL
A
T
C
H
cO
R
B
oL
A
T
C
H
O
R
B
-A
L
L
M
O
R
B
ve
ni
ce
1 – 2 .70 .42 .57 .35 .62 .73 .57 .45 .46 .41 .43 .51
1 – 3 .61 .04 .45 .05 .49 .69 .45 .05 .33 .06 .30 .44
1 – 4 .41 .00 .31 .00 .28 .56 .20 .00 .16 .00 .12 .25
1 – 5 .35 .00 .25 .00 .17 .38 .12 .00 .09 .00 .05 .14
1 – 6 .12 .00 .14 .00 .05 .14 .03 .00 .04 .00 .01 .05
1 – 7 .01 .00 .02 .00 .02 .09 .00 .00 .01 .00 .00 .03
ba
rk
1 – 2 .28 .14 .22 .12 .25 .33 .11 .12 .09 .08 .09 .12
1 – 3 .09 .00 .09 .00 .08 .15 .03 .00 .02 .00 .02 .04
1 – 4 .18 .00 .13 .00 .16 .37 .04 .00 .03 .00 .04 .10
1 – 5 .13 .00 .11 .00 .12 .37 .03 .00 .03 .00 .03 .10
1 – 6 .04 .00 .04 .00 .02 .09 .01 .00 .01 .00 .00 .02
bo
at
1 – 2 .58 .36 .50 .40 .50 .66 .46 .31 .41 .41 .36 .48
1 – 3 .53 .06 .46 .11 .44 .66 .39 .06 .34 .14 .28 .43
1 – 4 .36 .00 .32 .00 .28 .51 .22 .00 .20 .00 .15 .30
1 – 5 .27 .00 .28 .00 .19 .46 .15 .00 .15 .00 .09 .24
1 – 6 .08 .00 .09 .00 .05 .16 .04 .00 .04 .00 .02 .07
gr
af
fit
i
1 – 2 .55 .43 .49 .33 .48 .64 .46 .39 .39 .33 .34 .45
1 – 3 .27 .09 .21 .12 .21 .33 .20 .09 .16 .12 .14 .23
1 – 4 .11 .02 .10 .03 .08 .12 .08 .02 .07 .04 .05 .08
1 – 5 .02 .00 .02 .00 .01 .01 .02 .00 .02 .00 .01 .01
1 – 6 .00 .00 .01 .01 .00 .00 .00 .00 .01 .01 .00 .00
w
al
l
1 – 2 .48 .50 .44 .34 .46 .65 .36 .50 .33 .31 .32 .45
1 – 3 .44 .35 .38 .26 .39 .61 .34 .34 .30 .26 .29 .44
1 – 4 .23 .16 .22 .13 .21 .36 .14 .14 .14 .11 .12 .21
1 – 5 .08 .04 .08 .04 .07 .13 .04 .04 .04 .03 .03 .07
1 – 6 .01 .00 .00 .01 .01 .01 .00 .00 .00 .00 .00 .01
bi
ke
s
1 – 2 .71 .66 .62 .62 .66 .76 .61 .50 .51 .53 .49 .55
1 – 3 .65 .63 .56 .58 .61 .73 .54 .52 .45 .47 .44 .50
1 – 4 .53 .55 .44 .45 .55 .67 .38 .46 .31 .35 .35 .41
1 – 5 .43 .51 .32 .34 .46 .57 .28 .44 .22 .26 .28 .34
1 – 6 .35 .41 .25 .26 .37 .48 .20 .36 .15 .18 .20 .25
tr
ee
s
1 – 2 .49 .30 .39 .36 .47 .59 .32 .21 .25 .26 .28 .34
1 – 3 .41 .24 .33 .30 .40 .55 .22 .18 .18 .18 .21 .27
1 – 4 .27 .15 .21 .23 .25 .35 .12 .10 .10 .13 .11 .15
1 – 5 .21 .12 .16 .16 .23 .30 .09 .09 .07 .09 .09 .11
1 – 6 .13 .07 .11 .13 .15 .22 .04 .06 .04 .06 .05 .08
le
uv
en
1 – 2 .67 .77 .61 .59 .57 .70 .48 .59 .43 .42 .37 .44
1 – 3 .60 .73 .54 .54 .52 .63 .38 .55 .36 .36 .31 .37
1 – 4 .55 .68 .47 .51 .48 .62 .33 .52 .29 .31 .26 .34
1 – 5 .51 .64 .41 .47 .45 .57 .28 .48 .24 .26 .23 .30
1 – 6 .46 .58 .41 .44 .42 .53 .26 .43 .24 .26 .22 .28
ub
c
1 – 2 .93 .76 .90 .88 .91 .89 .90 .57 .86 .86 .84 .77
1 – 3 .90 .64 .86 .83 .87 .89 .84 .48 .79 .79 .77 .74
1 – 4 .84 .50 .77 .74 .82 .87 .78 .35 .71 .72 .71 .71
1 – 5 .70 .35 .63 .58 .69 .79 .63 .20 .57 .58 .58 .63
1 – 6 .57 .26 .50 .45 .56 .66 .51 .17 .45 .46 .44 .48
ACRD avg. .39 .29 .34 .28 .36 .47 .28 .23 .25 .23 .24 .30
Total avg. .39 .27 .34 .26 .35 .47 .28 .21 .24 .21 .23 .29
Chapter 5: Experimental validation 87
Table 5.2: Average running times (seconds) for extracting and matching approximately 1000
keypoint per image for both ORB [77] and MORB over 100 runs on boat 1|2 (standard deviation
in bracket). Note that detection for MORB includes removal of points too close at the borders
at the lowest resolution of the image pyramid, the re-sampling at all scales, and the removal
of duplicates. The orientation assignment is computed during the detection for both ORB and
MORB.
Method Detection Description Matching
ORB 0.019 (0.004) 0.011 (0.003) 0.068 (0.002)
MORB 0.050 (0.093) 0.029 (0.004) 2.530 (0.106)
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5.3 Matching spatio-temporal features
We analyse and evaluate the performance of the spatio-temporal descriptors introduced in Chap-
ter 3, namely T-D, T-DS, and MST. We first introduce a way to evaluate the matching of spatio-
temporal features that extends the standard evaluation of local image features [61].
We compare our proposed multi-scale spatio-temporal descriptor, MST, against (i) SetDesc,
the set of image-based binary descriptors of a feature track without reduction; (ii) T-D, extracted
at a single scale with a reduction of the set of binary descriptors with only the temporally dom-
inant bit approach (Section 3.3); (iii) T-DS, which complements T-D with a vector that contains
the temporally stable bits (Section 3.3), (iv) LMED, which selects the single binary descriptor
from SetDesc that has the least median distance compared to all other descriptors within the fea-
ture track [68]; and also (v) MST-S, which corresponds to our spatio-temporal descriptor without
the stability vectors. Even if LMED was proposed for tracking binary features with a single
camera, we analyse here its performance for cross-view matching.
To fairly compare all the descriptors, we obtain feature tracks with our approach and we then
compute the corresponding descriptors. We set the parameters using values from related works
or corresponding implementations: the FAST threshold is 25 [76], the block size for the grid is
w = 30 [68]. To extract the multi-scale descriptor, we consider a pyramid of S = 5 scales [77]
with a scale factor λ = 1.15. The patch size depends on the chosen image-based binary descriptor
(e.g. G = 31 for ORB [77]). Features are tracked with the pyramidal Kanade-Lucas-Tomasi
tracker [15] available in OpenCV using a window size of 21 pixels, 5 scales and maximum 30
iterations. We discard tracked features whose distance from the image boundaries at the coarsest
level is less than half of G, which ensures the extraction of the descriptors at multiple scales. To
reduce uncertainty in the triangulation, we enforce the feature track to be at least 5 frames long
assuming that there is enough camera motion (translation) [38]. In addition to this, we set the
radius of the non-maxima suppression for the grid-based detection to 3 pixels; and we detect new
interest points every n = 5 frames2 using a 7× 7 masking window around the location of each
existing feature track, for consistency with the radius of the grid.
Then, we compare MST against the method based on ORB-SLAM [68] for the processing of
each sequence (feature track extraction and descriptor reduction) and a matching with the Bag
of Binary Words (e.g. DBoW2 [33]). As last experiment, we show that the discussed spatio-
2We aim to reproduce the automatic keyframe selection strategy of Visual SLAM/Odometry methods (around
5-10 keyframes per second) [68, 28]
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temporal features are generic and we compare them with a range of binary descriptors.
For all experiments, we use the most suitable dissimilarity measure for each descriptor when
matching features. For SetDesc, we compute the minimum Hamming distance between all possi-
ble pairs of single descriptors between the sets of descriptors belonging to two different sequences
(set2set min dist [40]). However, as finding the minimum across both scales and time is compu-
tationally expensive, we extract and match the sets only at the original scale. Note that we expect
SetDesc extracted also at multiple scales to achieve higher matching performance than without
scale. For T-D and LMED, we use the standard Hamming distance as dissimilarity measure,
while we use the weighted Hamming distance (Eq. 3.17) for T-DS and MST as their descriptors
contain the additional stability vector. Finally, we consider the cross-scale matching approach
between single-scale descriptor pairs for MST-S and MST.
5.3.1 Evaluating spatio-temporal features
In Chapter 2, we reviewed the evaluation of local image features for the image matching prob-
lem. Precision and recall measures are generally used for features between image pairs with
known ground-truth homographies [9, 42, 61]. Inspired by [61], we propose to extend the same
evaluation to the matching of spatio-temporal features between short video streams.
As performance measures, we thus quantify the number of correct matches over the number
of estimated matches (precision, P); the number of correct matches over the number of anno-
tated reference correspondences (recall, R); and their harmonic mean (F1-score). In addition, we
can also determine the matching score (MS) and the average matching time per descriptor pair to
evaluate the different spatio-temporal approaches. Therefore to compute P and R for feature point
tracks, we consider two approaches to annotate reference correspondences: one exploits depth
images when available with a given dataset, and the other uses multi-view geometry [38]. Both
approaches assume the camera poses and calibration data are available with the dataset, e.g. pro-
vided by a motion capture system or by a Structure-from-Motion pipeline (e.g. COLMAP [83]).
When depth images are available for a pair of sequences acquired with an RGB-D camera,
we relate each RGB pixel to its corresponding depth pixel. Using projective geometry [38], we
reconstruct the 3D structure of the scene in a common reference system. We can then determine
spatio-temporal features for each video stream as well as reference correspondences3. For each
3If the RGB and depth streams are acquired with different sampling rates, we consider the same depth image for
two RGB images that are temporarily the closest to the depth image.
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desk office courtyard gate
Figure 5.3: A sample frame for each sequence of the four sets. Note the differences in viewpoint
and/or scale between sequences within the same set.
spatio-temporal feature, we compute a 3D location as the median of the set of 3D points estimated
from the back-projection of the image locations and properly scale them using the associated
values in the depth images. The median helps to remove false 3D estimations caused by noise or
errors in the tracking of the spatio-temporal features. After obtaining a set of reconstructed 3D
points for each video stream, we apply a brute force approach between the two sets and we then
define the reference correspondences as the set of all 3D point pairs whose Euclidean distance is
lower than 3 cm.
When depth images are not available, we reconstruct the 3D point associated to each feature
track of one image sequence using multi-view geometry [38] given the absolute camera poses.
We then geometrically verify that the projection of the point into the second view is within the
image borders for at least five frames. Then, we compute the root mean square residual between
feature track pairs from the two views and validate only pairs whose root mean square residual is
smaller than 5 pixels. We determine the number of unique correspondences (i.e. one feature track
cannot be paired with more than one in another view) using the nearest neighbour approach.
To evaluate spatio-temporal features, we use pairs of sequences, captured with hand-held
cameras, from publicly available datasets: TUM-RGB-D SLAM [94]; courtyard4 [121]; and
gate, a dataset we collected and make available to the research community. Figure 5.3 shows
sample frames for each sequence pair. TUM-RGB-D provides calibration data, camera poses
obtained with a motion capture system, and RGB and depth streams. courtyard and gate, instead,
contain only RGB streams and calibration data, therefore we obtain their cameras poses with
COLMAP [83].
From TUM-RGB-D SLAM we use two clips of 50 frames (640×480 pixels) with sufficient
4drone.sjtu.edu.cn/dpzou/project/coslam.php, accessed: March 2018
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overlap from desk (with similar motion) and office (cameras move in opposite directions)5. We
select these two sequences because they contain enough texture for detecting and tracking fea-
tures, and loop closures or different camera motions around the same scene. The two clips are
selected in such a way that they simulate the motion of two cameras looking at the same portion
of the scene from different viewpoints. From the first and fourth video of courtyard, we select
the first 50 frames (800×450 pixels) after sub-sampling the videos from 50 to 25 fps. We select
the first 100 frames (1280×720 pixels) of the four sequences of gate after down-sampling the
video to 10 fps from 30 fps. We pair the first sequence with each of the other three sequences
and we refer to each pair as gate-1, gate-2, gate-3, respectively.
5.3.2 Multi-scale temporal feature versus spatio-temporal features
In this experiment, we analyse MST and compare it against the spatio-temporal features SetDesc
and LMED, and the previously proposed T-D and T-DS.
Figure 5.4 shows the percentage of survived trajectories, feature tracks that are discarded
because of the short length, and feature tracks discarded by geometric tests as processed by MST
for each sequence pair. The total number of feature tracks is ∼135,000. The high number of
feature tracks denotes the frequent re-localisation of many interest points. Because of the short
length, the method discards more than 50% of the feature tracks in most of the sequences except
desk where the camera moves slowly. In gate-3, the geometric tests invalidate ∼25% of the
feature tracks due to camera shaking.
Figure 5.5 compares the matching performance of MST with MST-S and the spatio-temporal
features when varying F to quantify the impact of the number of feature points localised in
the first frame or during the re-detection. For courtyard, office, and gate-3, MST outperforms
other descriptors independently of the number of localised features. In desk, where the scene
has low texture and small geometric variations, SetDesc achieves the best performance. When
F = 500, the performance of MST-S and MST is close to SetDesc, while when increasing F the
performance of MST converges to that of T-DS showing that the multi-scale is not important
in this scenario. We can also observe that, unlike the behaviour of the other approaches, the
performance of SetDesc increases when F = 1000 in gate-2 and gate-1. In gate-2 SetDesc
achieves the highest F1-score. Overall, we can observe that increasing the maximum number
5From office, we select the frames from 114 to 163 and from 2,305 to 2,354. From desk, we select the frames
from 97 to 147 and from 390 to 340.
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Figure 5.4: Percentage of surviving feature tracks ( ) after discarding tracks whose length is
shorter than five frames ( ) or geometric tests ( ). Note that the number of feature tracks invali-
dated by the geometric tests are less than 0.1% for most of the sequences.
of features localised or re-detected does not result in an increase of the performance, but on
the contrary the performance tends to decrease in most of the sequence pairs for most of the
approaches. For fair comparison, we do not fine-tune the number of features and we set F = 2000
across all sequences for the last comparison results.
Table 5.3 compares the matching performance of spatio-temporal descriptors extracted from
the feature tracks. The number of reference correspondences is 1280 for desk, 2623 for office,
3448 for courtyard, 2427 for gate-1, 1357 for gate-2, 2378 for gate-3. We can observe that
the additional stability vector of T-DS and MST leads to higher recall but lower precision than
T-D and MST-S. Moreover, the multi-scale representation, MST-S and MST, allows to improve
the performance of the proposed temporal reduction, i.e. T-D and T-DS. MST outperforms other
approaches in terms of recall across all sequence pairs except desk that contains sequences with
limited motion in the same direction and similar viewpoint in an indoor environment with low
texture. The higher recall also influences the performance of the F1-score except for gate-2 where
the stability vector allows to estimate almost twice the number of matches with several false
positives (85/584 for MST vs 60/319 for MST-S), considerably decreasing the precision. We can
observe that due to the severe change in viewpoint between the cameras, office and gate-2 are the
most challenging sequence pairs with recall lower than 12% for all approaches.
We now evaluate the spatio-temporal features without the geometric tests, but still filtering
out short feature tracks (see Figure 5.4). Table 5.4 shows, for each spatio-temporal feature and
for each sequence pair, the difference between the F1-score with and without geometric tests. We
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Figure 5.5: Accuracy (F1-score) by varying the maximum number of features per frame using
ORB [77]. The number of features per frame depends on the localisation in the first frame and
re-detection. Note the different y-axis scales. Legend: SetDesc, LMED, T-D, T-DS,
MST-S, MST.
can observe that adopting the geometric tests has a minimal impact on the accuracy for SetDesc,
LMED, T-D, and MST across all sequence pairs, while T-DS and MST-S are the most sensitive
to this step as their accuracy decreases up to 6% and less than 3% in F1-score, respectively.
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Table 5.3: Matching results with the nearest neighbour strategy and Lowe’s ratio test using ORB
features. Best results in bold, second best in italic.
Sequence Method Performance measures
Number of matches Precision Recall F1-score
desk
SetDesc 444 54.28 18.84 27.97
LMED 321 47.04 11.81 18.87
T-D 328 46.65 11.96 19.04
T-DS 481 44.28 16.65 24.20
MST-S 388 44.85 13.60 20.88
MST 533 42.40 17.67 24.94
office
SetDesc 560 38.21 8.16 13.45
LMED 453 27.37 4.73 8.06
T-D 454 33.48 5.79 9.88
T-DS 692 26.45 6.98 11.04
MST-S 541 43.44 8.96 14.85
MST 834 36.57 11.63 17.65
courtyard
SetDesc 853 73.27 18.13 29.06
LMED 632 57.44 10.53 17.79
T-D 671 63.64 12.38 20.73
T-DS 1021 50.93 15.08 23.27
MST-S 1214 85.17 29.99 44.36
MST 1610 74.91 34.98 47.69
gate-1
SetDesc 895 57.21 21.10 30.82
LMED 693 46.18 13.19 20.51
T-D 700 50.00 14.42 22.39
T-DS 1036 41.89 17.88 25.06
MST-S 892 56.50 20.77 30.37
MST 1293 48.18 25.67 33.49
gate-2
SetDesc 338 19.23 4.79 7.67
LMED 282 14.18 2.95 4.88
T-D 265 16.23 3.17 5.30
T-DS 508 11.42 4.27 6.22
MST-S 319 18.81 4.42 7.16
MST 584 14.55 6.26 8.76
gate-3
SetDesc 880 52.05 19.26 28.12
LMED 668 43.41 12.20 19.04
T-D 741 45.34 14.13 21.55
T-DS 1112 36.33 16.99 23.15
MST-S 1095 55.07 25.36 34.73
MST 1562 46.09 30.28 36.55
Figure 5.6 shows correct matches obtained with MST. Reconstructed 3D points are re-
projected in pairs of selected frames for gate-1, gate-2, and gate-3 with changes in both scale
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Table 5.4: Difference between the F1-score (%) of spatio-temporal features when extracting fea-
ture trajectories with and without 3D geometric tests.
Method Sequence pair
desk office courtyard gate-1 gate-2 gate-3
SetDesc .00 -.12 -.01 .00 -.03 .10
LMED -.02 -.01 -.08 -.01 -.01 -.16
T-D .00 .00 .00 .00 .00 .00
T-DS -4.80 -3.00 -3.10 -3.90 -5.20 -6.60
MST-S -1.70 -.89 -.75 -1.40 -1.50 -2.60
MST -.21 -.01 -.15 -.16 -.09 -.26
Figure 5.6: Correct matches (green lines) with MST by re-projecting the 3D points (red dots) in a
selected pairs of frames. Top: scale difference in gate-3; bottom: viewpoint and scale difference
in gate-1.
and viewpoint. Figure 5.7 quantifies the maximum viewpoint angle for MST features when esti-
mated within each sequence and when correctly matched across cameras, for all sequence pairs.
The viewpoint angle is computed using the cosine formula between the reconstructed 3D point
and two camera locations, where the 3D point is observed. For each MST feature, we estimate
the angle between each pair of views where the corresponding 3D point is visible, and we then
find the view pair with the maximum angle. Most trajectories can handle up to 10 degrees of
viewpoint difference, while there are features that can handle differences of up to 30 degrees. As
feature tracking is performed with a validation strategy based on the image-based binary descrip-
tor, the maximum viewpoint variation is constrained by the limitation in the geometric variations
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Figure 5.7: Distribution of the maximum viewpoint angle (in degrees) for MST features within
each camera for all testing sequences (on the left, intracamera), and for correct matching MST
features between cameras for all sequence pairs (on the right, intercamera). The maximum view-
point angle corresponds to the angle of the pair of views that is maximum across all the possible
view pairs where the 3D point corresponding to the spatio-temporal feature is visible. Note the
different scale of the y-axis. The total number of estimated MST features is 50791. The total
number of correct matches is 3165.
of the descriptor itself (e.g. ORB is not robust to viewpoint differences). The distribution of the
maximum viewpoint angle for correctly matched MST features across cameras shows that the
proposed approach can handle differences of up to 40 degrees.
Finally, Figure 5.8 shows the average F1-scores and matching times, while Table 5.5 shows
the total time to match the descriptors for each sequence pair. The total matching time depends on
the number of feature trajectories in each sequence. Set representations such as SetDesc, MST-
S, and MST have a higher F1-score but, as expected, are slower than LMED, T-D, and T-DS,
because of the set2set min dist strategy. The computational cost of MST-S and MST is quadratic
with respect to the number of scales, O(S2), whereas the computational cost of SetDesc depends
on the length of the trajectories, thus resulting in a large (temporal) standard deviation. On
average, the matching performance of these approaches is higher than LMED, T-D, and T-DS,
but with a larger deviation. Note that the additional stability vector in T-DS and MST associated
with the weighted Hamming distance (Eq. 3.17) doubles the matching time with respect to their
counterparts, T-D and MST-S. As a reference for a histogram-based descriptor, we also report
the total matching when applying SetDesc and T-D to SIFT. However, the timing between the
two employed image-based descriptors are not comparable as the number of feature trajectories,
as well as their length, differs from each other.
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Table 5.5: Total matching time for each sequence pair and for each spatio-temporal feature (in
seconds). Note that SIFT and ORB are not comparable due to the different number of feature
trajectories for each sequence. Observe the comparison between spatio-temporal features for
each row. Legend – Seq.: sequence; Desc.: descriptor; #FT: number of feature trajectories.
Seq. pair Desc. #FT Total matching time (s)
Seq1 Seq2 SetDesc LMED T-D T-DS MST-S MST
desk
SIFT 1486 658 46 10
ORB 1198 1005 55 13 14 14 16 23
office
SIFT 2402 726 45 17
ORB 2305 2566 115 55 56 64 71 104
courtyard
SIFT 3214 3830 939 151
ORB 4416 4950 331 186 188 216 241 358
gate-1
SIFT 2673 465 35 11
ORB 7806 7000 1288 492 486 558 625 904
gate-2
SIFT 2673 1763 186 47
ORB 7806 7185 1575 519 515 587 657 942
gate-3
SIFT 2673 1788 216 53
ORB 7806 7211 1633 522 519 596 664 947
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Figure 5.8: Accuracy and efficiency averaged across all the sequence pairs. The number of
initial localised ORB features set to 2000. Note the large standard deviation in the efficiency
for SetDesc due to the varying length of the sets. Legend: LMED, T-D, T-DS, MST-S,
MST, SetDesc.
5.3.3 Comparison of multi-scale temporal feature with bag of visual words
Figure 5.9 compares the F1-score of our proposed method, MST, against BoW, the cross-camera
matching based on ORB-SLAM and the Bag of Visual Binary Words [33, 68]. We consider
three variants of BoW: all the keyframes of camera 1 are compared against all the keyframes of
the second camera 2 (BoW-A1A2); the last keyframe of camera 1 is compared against all the
keyframes of camera 2 (BoW-L1A2); and the last keyframe of camera 2 is compared against all
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Figure 5.9: F1-score comparison between MST and the BoW approach. For each sequence
pair, we show three cases for BoW. BoW-A1A2: the best image match is estimated among all
keyframes of both cameras. BoW-L2A1: the best image match is estimated between the last
keyframe of the second camera against all the keyframes of the first camera; BoW-L1A2: the best
image match is estimated between the last keyframe of the first camera against all the keyframes
of the second camera. BoW-based matching results are obtained by running ORB-SLAM [68]
over 30 runs for both camera sequences simultaneously.
the keyframes of camera 1 (BoW-L2A1). The last two variants recall scenarios where only one
keyframe (usually the last) is sent/received by each camera [32, 81]. To account for the non-
deterministic nature of ORB-SLAM, we run ORB-SLAM 30 times for each sequence using the
same settings of our approach. While BoW creates a feature vector using all the local features
of a frame, the matching within ORB-SLAM limits the valid matches to features with a corre-
sponding 3D point, similar to our MST. MST outperforms BoW on all sequence pairs. In desk
where geometric variations are small, MST slightly outperforms BoW, while the benefit of our
approach is clearly visible in courtyard, gate-1 and gate-3 where geometric differences are more
challenging. In the most severe viewpoint differences of office and gate-2, MST outperforms
BoW by more than 10% and 5%, respectively. Note that in gate-2 the two cameras approach the
same point of the scene from different viewpoints.
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5.3.4 Comparison of binary descriptors
The proposed spatio-temporal approaches are generic and can be applied to different image-
based binary descriptors. As we model feature track extraction and spatio-temporal descriptor
considering binary descriptors based on sampling patterns and dominant orientation, we anal-
yse and compare the spatio-temporal approaches using BRIEF [17], ORB [77], LDB [114], and
LATCH [51] as baselines. Note that we steer all binary reference descriptors according to the
estimated orientation using the intensity centroid method [75]. We integrate the OpenCV imple-
mentation of BRIEF, ORB, and LATCH, and the author’s implementation of LDB6 in our own
implementation.
While BRIEF and ORB compares intensity values of pixel pairs, LDB compares the mean
intensity and the directional gradients of regular sub-windows within the patch with a multi-grid
approach; and LATCH compares the norm of the difference between two sub-windows using
a triplet of sampling points within the patch, with one point acting as anchor. It is noteworthy
that most of the binary descriptors smooth the image (or scale level in an image pyramid) to
reduce the sensitivity to noise in the intensity values [17, 77, 114], unless small windows are
used (e.g. LATCH [51]).
We also include DeepBit [53] in the comparison, as a learnt CNN-based but non sampling-
pattern based descriptor, and RFD [29] (both RFDR and RFDG), as a binary descriptor based
on receptive fields followed by thresholding. Note that the dimensionality of previous descrip-
tors is 256 bits, while the dimensionality of RFDR is 293 and that of RFDG is 4057. Unlike
previous descriptors, DeepBit cannot directly be employed within the full method, such as fea-
ture point tracking, and therefore we applied DeepBit on the patches belonging to feature tracks
extracted using ORB features. We consider the 256 bit version trained on the Liberty (DB-L),
NotreDame (DB-N), and Yosemite (DB-Y) landmarks of the UBC Phototourism dataset [111]. To
also compare with a histogram-based descriptor, we provide results of SetDesc and T-D applied
to SIFT [55].
Figure 5.10 shows the F1-score performance averaged across all sequence pairs using F =
2000. We can observe that RFD is a better choice for any of the spatio-temporal approaches
given its higher accuracy, while DeepBit is the worst, followed by LATCH. The performance
6http://lbmedia.ece.ucsb.edu/research/binaryDescriptor/web_home/web_home/
index.html, accessed: Dec 2018
7http://www.nlpr.ia.ac.cn/fanbin/rfd.htm
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Figure 5.10: Average F1-score and standard deviation across all sequence pairs, targeting a max-
imum of 2000 local features per frame during localisation. Comparison between binary (ORB),
histogram-based (SIFT), and CNN-based (DeepBit) descriptors. Note that for SIFT, we com-
pute only the set of SIFTs over time (SetDesc) and the average within the set as reduction (T-D).
Legend: SIFT, DeepBit (Yosemite), DeepBit (Notre-Dame), DeepBit (Liberty), RFDR,
RFDG, LATCH, LDB, BRIEF, ORB.
of LATCH and DeepBit shows how learning on a specific dataset (Phototourism) makes gen-
eralisation to other scenarios still a challenge. When using our multi-scale approach, MST,
ORB, LATCH, and LDB become other valid alternatives to RFD. Note that selecting stable bits
marginally improves the average performance of MST over MST-S.
Table 5.6 compares the timings8 to extract the spatio-temporal features when employing the
different image-based descriptor on three testing sequences (desk, courtyard, and gate-1) with
varying image resolutions and content. We compare the impact of SIFT, ORB, BRIEF, LDB,
LATCH, RFD on the overall extraction of the (multi-scale) spatio-temporal features in terms of
detection time per image feature, the multi-scale description time per image feature, the tracking
8All the experiments are performed using a machine with Intel ®Core i7-4790S CPU @ 3.20GHz × 8, 15.6 GBi
RAM, and running Ubuntu 18.04
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Table 5.6: Efficiency analysis on three testing sequences with different resolutions. Note
that SIFT is not described at multiple scales. Legend – DET: detection time per fea-
ture; DESC: (multi-scale) description time per feature; TRACK: tracking time per feature;
FRAME: average time to process a frame; VAL: timing for 3D geometric tests; RED: timing
for temporal reduction; #FT: number of feature trajectories.
Frame timings Post-processing timings
DET DESC TRACK FRAME #FT VAL RED #FT
(µs/feat) (µs/feat) (µs/feat) (s) before (s) (s) after
de
sk
SIFT∗ 11.75 25.98 50.95 0.04 3431 1.38 0.01 1486
ORB 16.82 60.63 842.73 0.42 1751 1.08 1.19 1198
BRIEF 10.17 173.92 988.33 0.21 514 0.49 0.50 423
LDB 10.91 177.04 889.67 0.16 638 0.33 0.45 486
LATCH 9.51 301.16 932.19 0.16 755 0.25 0.41 525
RFDR 10.12 1645.10 2492.61 1.25 4159 0.95 1.11 992
RFDG 9.90 14474.67 15066.39 7.46 5215 0.49 1.02 1055
co
ur
ty
ar
d
SIFT∗ 15.61 16.79 37.39 0.07 7001 3.61 0.03 3214
ORB 11.73 30.90 318.05 0.37 12055 0.56 2.00 4416
BRIEF 9.10 67.63 391.47 0.20 3751 0.31 1.10 2225
LDB 8.74 111.65 386.26 0.15 4716 0.18 0.75 1887
LATCH 9.18 257.21 494.12 0.17 5782 0.09 0.42 1262
RFDR 23.36 1642.86 1946.34 1.86 15512 0.34 1.18 2346
RFDG 23.82 14546.47 14463.49 13.93 17512 0.17 0.78 1624
ga
te
SIFT∗ 13.12 28.41 57.01 0.10 8373 11.22 0.02 2673
ORB 13.36 30.54 726.64 1.09 19713 6.38 6.64 7806
BRIEF 8.91 45.59 1248.11 1.86 12035 14.69 8.08 6316
LDB 9.33 74.26 737.62 0.91 15365 4.89 5.60 6818
LATCH 8.82 202.29 726.02 0.80 18403 2.86 4.54 6438
RFDR 23.83 1623.85 2293.06 2.64 27017 3.71 4.02 4560
RFDG 23.88 14429.77 14690.71 15.61 31392 1.41 2.84 3632
time per image feature (including both Kanade-Lucas-Tomasi tracker, descriptor extraction, and
descriptor validation), the average time per frame, and the post-processing time consisting of the
3D geometric tests and temporal reductions. To make the comparison fair, all the binary descrip-
tors are integrated within the same implementation, except DeepBit that extracts the descriptors
from the patches of the final feature trajectories obtained with ORB. We refer the reader to the
analysis of the running times provided by [53], which shows that the processing of the patches
in batches makes the extraction slow and not comparable with other binary descriptors in our
application. As SIFT is also integrated and adapted in the framework, we report its results as
reference.
We can observe that even though RFD is the most accurate in Figure 5.10, the average frame
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processing time is highly affected, especially due to the high extraction time of the descriptor
at multiple scales9. Even if ORB is the fastest among the sampling-pattern based approaches
in describing each feature at multiple scales, LDB and LATCH require less time, on average,
to process each frame. The single scale extraction of the SIFT descriptor achieves the fastest
processing of a frame, on average. Then, it is important to note how each image-based descriptor
affects the number of estimated feature trajectories before the 3D geometric tests and temporal
reduction, and that this number largely varies. Moreover, each feature trajectory varies in length
affecting the final timing to validate in 3D, which is more noticeable in sequence 1 of gate that
contains 100 frames instead of 50 and has a higher resolution (1280×720 pixels). Note that
ORB has the highest number of feature trajectories after the 3D geometric tests across all the
sequences, except desk where SIFT obtains a higher number. The temporal reduction is done for
all validated trajectories and for LMED, T-D, T-DS, MST-S, and MST, all in once. Again, this
timing is affected by both the number of feature trajectories and their varying length. SIFT is the
fastest because the temporal reduction is performed only for T-D.
5.4 Cross-camera place recognition
5.4.1 Experimental setup
To validate XC-PR, we consider two variants for ATST: binary search tree (BTST) and ternary
search tree (TTST); and two alternatives: an incremental list of TWs (LiST) and the adapted
loop closure detection approach with the frame-based DBoW [33, 69]. LiST aims to reproduce
BoTW [102] with binary features, but without guided matching and feature point detection for
each frame. LiST is also adaptive as ATST.
DBoW [33, 69] describes each frame with binary features stored in a vocabulary tree, which
is trained offline. To adapt DBoW to XC-PR, we remove the temporal consistency check as
this condition cannot be applied across cameras. Since ATST and LiST do not share data every
frame, we share binary descriptors for the adapted DBoW at regular intervals, e.g. every 5 frames,
similarly to the observed average rate for localising new binary features in XC-PR. Because of
the pre-trained vocabulary and the need to share all the descriptors for the geometric verification,
DBoW reconstructs the BoW vector at the receiving camera to find the most similar image.
For all methods, we extract F = 1000 ORB descriptors [77] at a single scale with a thresh-
9Slow extraction time was also observed in [13].
Chapter 5: Experimental validation 103
Table 5.7: Parameter settings for DBoW, LiST and ATST (BTST and TTST). *The initialisation
of LiST and ATST is not fixed (see Eq. 4.3).
Parameter DBoW LiST ATST
Max. # of features/frame F 1000 1000 1000
Initialisation (min. # of frames) η 30 * *
Ratio for min. # active TWs/frame χ – 0.6 0.6
Min. length of TWs ρ – 10 10
Max. # of frames for view selection Λ – 50 50
Max. # of TWs/node N – – 50
Threshold for Lowe’s ratio test δ 0.8 0.8 0.8
Max. Hamming distance γ 50 50 50
old of the FAST detector set to 25 [76], and with a grid-based suppression to favour a spatially
uniform distribution (see Chapter 3.4). We track interest points using the OpenCV implementa-
tion of the pyramidal Kanade-Lucas-Tomasi tracker with a window size of 21×21 pixels and 5
scales [15, 87]. The minimum length of a TW is ρ = 10 frames to limit the growing number of
TWs. To trigger a new localisation, we set χ = 0.6. For view selection, we set the maximum
number of frames within the adaptive temporal window to Λ = 50. When matching TWs, we set
the maximum Hamming distance to γ = 50 as threshold to validate a match (typical separation
of matching and non-matching feature distributions in the space of the Hamming distances for
binary descriptors with D = 256 [17, 68]), while the threshold for Lowe’s ratio test (or nearest
neighbour distance ratio, NNDR) [55] to δ = 0.8. For BTST and TTST, we initially set the
maximum number of TWs for each node to N = 50, similarly to HBST [79], but we analyse
the performance of both methods when varying N. Moreover, we set the minimum number of
frames before sharing visual words for DBoW to η = 30. This allows DBoW to populate an ini-
tial database of BoW to be comparable to the ρ-dependant initialisation period of LiST, BTST,
and TTST. Table 5.7 lists the value of the parameters used in the experiments.
We implement the decentralised approach using ZeroMQ10 distributed messaging with the
request-reply strategy, i.e. after sending a message, the camera waits for a reply from another
camera before processing the new frame, affecting the speed. As the frame processing and place
recognition are performed in parallel in two different threads, the two cameras operate asyn-
chronously, and their start and end times might differ. This means more places are included in
the validation.
We use pairs of sequences of different scenarios captured with multiple hand-held cam-
10http://zeromq.org/
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eras, from publicly available datasets: TUM-RGB-D SLAM [94]; the scenario courtyard11 from
CoSLAM [121]; and sequences we collected and make available to the research community.
From TUM-RGB-D SLAM we use the sequences fr1 desk, fr1 desk2, and fr1 room to form the
office scenario. The scenario courtyard consists of 4 sequences whose length varies between 3 to
4 mins acquired around an outdoor university courtyard area, starting and ending approximately
at the same positions. For annotation purposes, we sub-sample the sequences from 50 to 25
fps. For our own dataset, we collected the gate and backyard scenarios, each consisting of 4
sequences (1280×720 pixels) at 30 fps with varying duration, in different outdoor scenarios with
both hand-held and chest-mounted cameras. As for courtyard, we sub-sample backyard from
30 to 10 fps due to the high number of frames and for annotation purposes. All the sequences
together results in a total of∼28,000 frames and a duration of approximately 25 mins. Table A.1
summarises the characteristics of each scenario in terms of number of frames, duration, frame-
rate, resolution, and platform. See Appendix A for details about the dataset and its annotation.
For simplicity, we refer to sequence pairs with an abbreviation, e.g. gate 1|2 as G1|2, or courtyard
2|4 as C2|4 in the rest of the section.
As performance measures, we compute place recognition accuracy and speed to evaluate the
methods. Place recognition accuracy assesses the capability of a method to correctly recognise a
previously seen place in a camera for each query from another camera, compared to the annota-
tion provided with the dataset. Similarly to the evaluation of loop closure detection, we compute
precision, recall, and F1-score. Precision is the number of correctly recognised places over the
total number of recognised places. Recall is the number of correctly recognised places over the
total number of annotated view correspondences. F1-score is the harmonic mean between pre-
cision and recall. Because of the pairwise approach, we compute precision and recall for each
camera and we then average the F1-scores between the two cameras. We use the average F1-score
to compare the methods. Moreover, we quantify the average speed of frame processing and place
recognition for all methods, and feature tracking for LiST and ATST.
5.4.2 Results
Figure 5.11 compares precision and recall of BTST, TTST, LiST, and DBoW when varying the
visual overlap threshold up to 75% on the sequence pair G1|4 as example. All methods obtain
maximum precision when the threshold is lower than 30%, while curves tend to decrease for one
11http://drone.sjtu.edu.cn/dpzou/project/coslam.php, accessed: March 2018
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Figure 5.11: Precision and recall when varying the threshold of the visual overlap (percentage)
on gate 1|4 for a camera (solid lines) and the other camera (dashed lines). Image pairs are a valid
correspondence if their visual overlap is greater than the threshold. Legend: DBoW, LiST
BTST TTST.
camera, reaching 60% precision when the threshold is at 75%. Precision for LiST, BTST, and
TTST decreases in similar way, while DBoW maintains higher precision. Also for recall, the
results for one camera are stable, with LiST and BTST at 100%, while DBoW is the worst at
45.76%. For the second camera, LiST outperforms the other methods, while BTST is the second
best performing. As for precision, recall curves decrease of about 30% for LiST and BTST, and
of about 10% for TTST when increasing the threshold from 30% to 75%. Recall of DBoW,
instead, increases of about 30%, achieving similar performance of LiST at 75%.
Table 5.8 compares the place recognition accuracy of all methods on G1|2, G1|4, and O1|2
with different matching strategies to reduce ambiguities and avoid erroneous matches. We con-
sider a matching strategy with no threshold, while we use γ ∈ {30,50} as maximum Hamming
distance for the strategies based only on the threshold. For LiST and BTST, we also consider a
variant where the stability vector is not used during matching (LiST* and BTST*). For LiST,
BTST, and TTST, weevaluate the proposed dynamic threshold using the stability vector and fix-
ing γ = 50 (see Eq. 4.2). For NNDR [55], we consider δ ∈ {0.6,0.8}. When δ = 0.6, the
matching strategy is more restrictive, enforcing a larger distance between the first two closest
neighbours and resulting in fewer matches; whereas possible erroneous matches can be present
when δ = 0.8. The last strategy is the proposed one (see Chapter 4.3) that combines NNDR with
δ = 0.8 with the dynamic threshold for LiST, BTST, and TTST, or γ = 50 for DBoW, LiST*,
and BTST*. When no threshold is used, all methods achieve high F1-score, meaning that places
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Figure 5.12: Example of correctly recognised place but with wrong matches ( inliers) between
interest points ( ) of corresponding tracked words in gate 1|4 (BTST with fixed threshold γ =
50). Note in bracket the high visual overlap, low angular distance, but large Euclidean distance
(different scale).
are correctly recognised when validating the geometric model despite the presence of mostly
outliers (see Figure 5.12). When using γ = 30 or NNDR, accuracy decreases for all methods, as
expected. Moreover, the accuracy of LiST* and BTST* is worse than LiST and BTST, showing
how the stability information benefits for recognising correct places across cameras. We can
also observe how the dynamic threshold balances between a restrictive threshold (γ = 30) or a
permissive threshold (γ = 50). The combination of the dynamic threshold with NNRD allows to
remove further ambiguities, reducing the accuracy compared to only thresholding or improving
the accuracy compared to use only NNRD. For example, BTST achieved 58.92% F1-score with
the dynamic threshold, 28.85% with NNRD (δ = 0.8), and 30.99% with the combination of the
two strategies on O1|2. Using the combined strategy, it is worthy to note that LiST achieves the
highest accuracy in G1|2 and G1|4, BTST outperforms TTST of almost twice F1-score on all se-
quence pairs, and DBoW achieves the highest accuracy in O1|2. For the rest of the experiments,
we discard LiST* and BTST* and we use only the proposed combined strategy for all methods.
Figure 5.13 shows the accuracy of BTST and TTST when varying the maximum number
of stable TWs per node, N. While fixing the visual overlap threshold at 20%, we consider the
following scheduling, N ∈ {25,50,75,100,150,200,250}, on some sequence pairs for each sce-
nario. As it is not possible to reproduce the exact results for each method due to asynchronous
exchange of data between cameras, we perform 5 runs for each N and report the average F1-
score and standard deviation. When N increases, both BTST and TTST can find more matches,
which results in an increase place recognition accuracy with small standard deviation across
runs for most of the cases. BTST achieves 81.81%, 93.95%, 72.04%, and 67.82% F1-score for
G1|2, G1|4, B1|4, and B2|3, respectively. In G1|4, O1|2, and O1|3, the accuracy of BTST be-
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Table 5.8: Comparison of the place recognition accuracy (F1-score) on three testing sequence
pairs with different strategies to remove outliers when matching descriptors: no threshold,
fixed threshold (γ = 30 and γ = 50), dynamic threshold (Dyn), nearest neighbour distance ra-
tio (NNDR) with values 0.6 and 0.8, and the combination (Comb) of NNDR (0.8) with dynamic
threshold. For DBoW, comb uses NNDR (0.8) and fixed threshold (γ = 50). Note that LIST*
and BTST* do not use the stability information when matching tracked words.
Sequence pair Method Matching strategies
Threshold NNDR Comb
No 30 50 Dyn 0.6 0.8
gate 1|2
DBoW 92.50 92.67 93.67 – 91.65 94.97 92.50
LiST∗ 100.00 25.53 95.84 – 23.08 47.82 79.90
LiST 100.00 82.37 100.00 100.00 36.36 76.29 96.94
BTST∗ 100.00 12.50 37.67 – 15.66 45.74 24.73
BTST 100.00 26.32 100.00 84.35 17.65 79.00 61.89
TTST 100.00 22.22 100.00 55.69 14.63 69.26 37.04
gate 1|4
DBoW 62.08 60.56 62.08 – 59.66 63.10 58.27
LiST∗ 100.00 13.33 95.37 – 13.33 28.94 78.41
LiST 100.00 85.83 100.00 100.00 23.53 80.62 98.28
BTST∗ 98.28 3.70 23.53 – 13.33 58.33 23.53
BTST 98.28 18.75 95.61 80.85 16.13 84.44 59.66
TTST 100.00 10.34 99.02 50.85 13.33 92.44 46.61
office 1|2
DBoW 81.88 80.70 78.55 – 79.08 75.27 78.03
LiST∗ 69.62 22.46 58.34 – 9.05 24.53 33.15
LiST 71.27 40.34 70.63 67.80 16.60 35.05 38.22
BTST∗ 66.92 3.49 45.25 – .45 16.90 22.15
BTST 69.70 34.11 65.89 58.92 6.36 27.85 30.99
TTST 62.12 9.05 54.39 40.87 .00 18.70 19.71
comes comparable to LiST, showing the advantage of using the proposed hierarchical structure
to achieve higher speed at similar accuracy (see also Figure 5.14). For challenging sequence
pairs, such as G2|3 or in office and courtyard, the accuracy of BTST, TTST, and LiST is lower
than 50% F1-score. Moreover, TTST achieves similar accuracy of BTST on G1|2, G2|3, C1|2,
and C1|3 when N = 250. The improvement from N = 25 to N = 250 for both BTST and TTST
is higher than 40% F1-score in G1|2 and G1|4, and between 10% and 30% F1-score for other
sequence pairs due to different degrees of geometric differences in each scenario.
Table 5.9 shows the complete evaluation of the place recognition accuracy averaged over 5
runs for BTST and TTST (N = 250) compared to DBoW and LiST on all sequence pairs. We also
include the comparison among all the four methods on the first 500 frames for all sequence pairs
in courtyard. BTST achieves high accuracy (F1-score > 75%) in G1|2 and G1|4 due to the limited
viewpoint differences, and outperforms DBoW on B1|4 and B2|3. We do not report the results
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Figure 5.13: Average F1 score and standard deviation over 5 runs when varying the maximum
number of tracked words per node (# of TWs/node) using BTST ( ) and TTST ( ). Note that
we report F1-score for LiST as reference (dashed black line) on gate 1|2, gate 1|4, gate 2|3, office
1|2, and office 1|3, while LiST was not run on the other sequences due to the high computational
time (see Figure 4.5).
of the other sequence pairs in backyard as the accuracy is lower than 10% due to the challenging
viewpoint differences. B1|4 and B2|3 contain sequences acquired with a chest-mounted and a
hand-held camera from the same walking person, resulting in limited viewpoints differences. On
courtyard, BTST achieves comparable accuracy with DBoW (about 20% and 30% F1-score on
average) on sequence pairs C1|3 and C1|4, while accuracy is half F1-score for C2|3 (30.60%),
C2|4 (22.26%), and C3|4 (28.27%). Overall, all methods obtain a standard deviation lower than
2% F1-score, except for the scenario gate where variations can be higher, e.g. up to 6.36% for
DBoW (G1|3) and 16.40% for LiST (G1|4). These variations are mainly resulting from different
recall values across runs with precision often at 100%; however, precision lower than 100% in
some runs affects the final F1-score. For example, LiST achieved 15% recall in one camera for
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Table 5.9: Comparisons of F1-score results averaged over 5 runs for each sequence pair of all
testing scenarios, when the threshold on overlap ratio of the visual hull is 20%. Note also the
results for each sequence pair in courtyard using the first 500 frames. Standard deviations in
brackets.
Scenario Pair Method
DBoW LiST BTST TTST
gate
1|2 93.85 (1.13) 97.76 ( 1.33) 81.81 ( .22) 75.04 ( .00)
1|3 68.56 (6.63) 80.31 ( 2.41) 65.90 ( .65) 45.59 ( .00)
1|4 61.77 (1.56) 92.67 (16.40) 93.95 (3.37) 82.26 (5.41)
2|3 58.95 (1.51) 38.57 ( .69) 21.96 ( .13) 15.54 (1.06)
2|4 38.61 (1.26) 72.19 ( .26) 29.68 (3.13) 18.92 (1.08)
3|4 31.87 (4.32) 54.66 ( 2.08) 23.54 ( .00) 11.24 (1.50)
office
1|2 78.78 (1.37) 38.52 (2.79) 38.70 ( .76) 28.51 (1.77)
1|3 47.13 (2.68) 42.96 (1.48) 37.19 ( .34) 26.01 (1.17)
2|3 49.71 (1.61) 26.05 (1.83) 14.98 ( .94) 5.80 ( .44)
backyard
1|4 47.35 (3.97) – 72.04 ( .61) 55.80 ( .65)
2|3 54.36 (3.20) – 67.82 ( .67) 49.09 (1.52)
courtyard
1|2 31.76 ( .93) – 23.91 ( .87) 17.29 ( .57)
1|3 30.82 (1.43) – 32.08 (1.26) 30.63 ( .65)
1|4 22.84 (1.28) – 17.15 ( .11) 5.95 (1.04)
2|3 57.86 (1.81) – 30.60 ( .62) 10.20 ( .27)
2|4 34.11 (1.55) – 22.26 ( .71) 11.35 ( .44)
3|4 43.09 ( .89) – 28.27 ( .54) 6.91 ( .38)
courtyard
(500)
1|2 55.60 (4.05) 73.18 ( .44) 51.72 (2.15) 42.80 (1.72)
1|3 62.53 ( .47) 61.45 ( .73) 31.25 (2.48) 31.32 (1.51)
1|4 46.27 (2.75) 68.08 ( .43) 59.09 ( .86) 32.77 (7.09)
2|3 70.32 (3.43) 69.95 ( .46) 42.25 (1.23) 17.02 ( .24)
2|4 61.06 (1.10) 67.39 ( .24) 44.18 ( .43) 35.71 ( .42)
3|4 89.42 (1.27) 77.05 (3.03) 82.43 (1.93) 19.24 ( .00)
one run and 100% for other runs in G1|4; or BTST obtained 66.67% precision and 7.65% recall
for some runs in G1|3. It is also worth noting that the accuracy of TTST is lower than BTST in
all sequence pairs. When limiting the sequences in courtyard to the first 500 frames, LiST and
DBoW achieve the highest accuracy between 60% and 80% F1-score, with DBoW being the best
in C3|4 (89.42% F1-score).
Finally, we compare in Figure 5.14 the average speed of XC-PR when using BTST, TTST,
LiST, or DBoW across all frames and cameras on one sequence pair, e.g. G1|2. Note that the
speed for place recognition is averaged only across frames that request to perform place recog-
nition in another camera. The lack of temporal information makes DBoW the fastest in terms of
frame processing and place recognition, but at the cost of less informative features. As expected,
the hierarchical organisation of the stable TWs allows BTST and TTST to be faster than LiST
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Figure 5.14: Comparison of the average speeds across frames and cameras on gate 1|2 (one run).
We also report 5th and 95th percentiles. Note that we limit y-axis to 800ms, as the processing
is near 1 frame/sec (fps). The average place recognition time for LiST is about 4.5 seconds.
Legend: DBoW, LiST, BTST, TTST.
in frame processing and place recognition, on average. BTST and TTST run place recognition
at 5-10 fps, on average. LiST, BTST, and TTST can process frames up to 30 fps, except for
frames where the camera updates the tree, localises new binary features, and waits for the reply
of the other camera after performing place recognition, in the current implementation. Indeed,
processing these frames is the most time-consuming operation for BTST and TTST, on average
between 400ms and 600ms. However, a number of TWs to share that is lower than the minimum
allowed for the geometric validation avoids XC-PR to perform place recognition in the other
camera and wait for a reply, or a number of matched Tws that is lower than the same minimum
makes terminate the place recognition earlier. These conditions therefore cause large variations
in speed for processing corresponding frames.
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5.5 Summary
In this chapter, we evaluated the proposed descriptors, namely the multi-scale binary descriptor
(MORB), the spatio-temporal descriptors T-D and T-DS, and the multi-scale temporal descriptor
(MST); and the proposed cross-camera place recognition (XC-PR) approach.
For the image matching problem, we showed that MORB outperforms other binary descrip-
tors, whose extraction is performed at the detection scale, under increasing scale difference be-
tween image pairs, and under different geometric and photometric variations. While the proposed
multi-scale descriptor is based on ORB [77], the overall pipeline is modular and can be gener-
alised to other (binary) interest point descriptors.
We then proposed a novel procedure for evaluating the matching of local spatio-temporal
features in short image sequences acquired by independently moving cameras. The proposed
evaluation is based on projective geometry [38] and extends the evaluation of local image features
for image matching. We showed that the compact representation based on the most frequent and
most stable binary values over time, T-DS, increases the number of correct matches compared
to a high-dimensional descriptor represented by the set of binary descriptors, and the reduction
strategy proposed within ORB-SLAM [68].
We also proved that MST outperforms all the previous spatio-temporal features and, even
though the efficiency is reduced due to the high-dimensional multi-scale descriptor, MST im-
proves the matching performance with respect to the efficient Bag of Binary Words approach,
when validating the features through local 3D reconstruction. Moreover, we showed that the
proposed spatio-temporal features are generic for a range of (image-based) binary descriptors.
Last, we validate XC-PR on annotated multi-camera scenarios, showing that organising com-
pact spatio-temporal descriptors in an adaptive hierarchical structure (ATST), e.g. a binary search
tree, allows to achieve similar accuracy but at higher speed than using an incremental list of
tracked words. Moreover, the accuracy of XC-PR when using ATST is comparable to the accu-
racy of XC-PR when using the frame-based bag of binary words (DBoW [33]), while retaining
only informative local features.
Chapter 6
Conclusion
6.1 Summary of achievements
In this thesis, we addressed two main problems regarding the view matching between cameras
that move independently within unknown environments. The first problem involved the design
of compact local features that can cope with severe scale and/or viewpoint differences. We pre-
sented three local features with binary descriptors, namely MORB, T-DS, and MST, and corre-
sponding dissimilarity measures for view matching under scale and viewpoint differences, when
cameras move independently in non-planar scenes (Chapter 3). The second problem involved
the visual recognition of previously seen portions of a scene across two moving cameras. We
introduced XC-PR, a novel cross-camera place recognition approach that identifies previously
seen places across cameras, while exchanging over time selected compact spatio-temporal de-
scriptors extracted locally for each camera. To efficiently search and match query descriptors,
XC-PR organises for each camera the descriptors in a hierarchical structure that is updated while
the camera moves and named Adaptive Tree of Stable Tracked words (ATST) (Chapter 4). In ad-
dition to the design of the proposed features and the proposed XC-PR framework, we summarise
other achievements that we obtained in this thesis.
MORB is a binary descriptor that uses multiple scales of a Gaussian pyramid to increase the
matching accuracy under scale changes. We also proposed a scale-aware neighbour matching
strategy that estimates the minimum cross-scale distance between two MORB descriptors and,
as a by-product, can infer the scale ratio between pairs of local features. We showed that the
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proposed multi-scale descriptor, MORB, outperforms other local image-based binary features
(e.g. LATCH [51], ORB [77], and their variants) whose descriptors are extracted at the detection
scale, but the efficiency is reduced due to the feature matching process that compares all the
scales between descriptor pairs. We also showed that the matched scales tend to differ from the
scales where the interest points were localised, leading to an increase in the number of correct
matches. While the proposed feature is based on ORB [77], the overall pipeline is modular and
can be generalised to other (binary) local image descriptors.
Moreover, we observed that, when using the nearest neighbour strategy and by varying the
threshold to determine valid matches, the area under the recall vs 1-precision curve does not
preserve the ranking consistency with respect to the area under the precision curve and the area
under the recall curve for comparing the approaches. Therefore, we proposed to compute, as
performance measure, the nearest neighbour average F1 score, which computes the area under
the F1 score curve and preserves the ranking consistency.
T-DS is a spatio-temporal binary descriptor obtained by tracking ORB [77] features and
concatenating their descriptors for investigating the problem of matching spatio-temporal fea-
tures extracted from videos acquired by independently moving cameras. As matching the high-
dimensional descriptors is computationally expensive, we accumulated the spatio-temporal fea-
tures into fixed-length binary descriptors, by pooling and selecting the temporally dominant val-
ues. We also complemented this descriptor with an additional binary descriptor that encodes the
temporal stability of each binary test, and is used to ignore binary values in the first descriptor at
corresponding element locations, when matching features across cameras.
MST is a novel multi-scale temporal binary descriptor that accounts for both viewpoint and
scale variations across moving cameras in non-planar scenes. The proposed descriptor encodes,
at multiple scales, temporal dominant and stable binary values of the neighbourhood of a 3D
point, as observed in the image sequence of a camera and obtained by tracking the corresponding
image-based binary feature. The similarity matching strategy uses a scale-aware weighted Ham-
ming distance to handle scale variations and to account for the instability of the binary values.
Experiments showed the advantage of the proposed approach, in terms of accuracy, over alterna-
tive approaches for reducing the temporal descriptors and the bag of visual word approach be-
tween two cameras performing visual SLAM. In terms of efficiency, MST outperforms a simple
approach without reduction; however, the matching of these multi-scale temporal features is still
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computationally expensive due to the cross-scale distance computation. We also showed that the
framework is generic for a range of binary features, such as BRIEF [17], ORB [77], LDB [114],
LATCH [51], and DeepBit [53]. In addition to this, we proposed a procedure to annotate refer-
ence correspondences using multi-view geometry [38], and to evaluate spatio-temporal features.
Finally, we presented XC-PR, a novel Cross-Camera Place Recognition approach that, for
each camera, locally describes and reduces tracked binary features into compact and informative
spatio-temporal descriptors, encoding the most persistent values over time. At automatically se-
lected frames, each camera independently exchanges selected descriptors to recognise previously
seen places in another camera. To efficiently search and match query descriptors, each camera
independently organises the descriptors in an Adaptive Tree of Stable Tracked words (ATST) that
is selectively updated while the camera moves. XC-PR recognises a place by geometrically val-
idating the previous frame with the highest number of binary features corresponding to matched
descriptors. We demonstrated the proposed XC-PR on four different scenarios with multiple
cameras moving independently in non-planar scenes. Experiments show that using ATST with a
binary search tree allows XC-PR similar cross-camera place recognition accuracy but faster, on
average, than a baseline consisting of an incremental list of spatio-temporal descriptors. More-
over, XC-PR with ATST achieves similar accuracy of a frame-based bag of binary words ap-
proach (e.g. DBoW [33]) adapted to our approach, while avoiding to match features that cannot
be informative, e.g. for 3D reconstruction. While two scenarios were taken from existing public
sequences, we collected other two new outdoor scenarios and we provided an annotation for all
scenarios, including those from public sources (Appendix A).
6.2 Future work
How to design compact and efficient features, which can be applied to collaborative systems with
independently moving cameras while coping with severe geometric differences, is still an open
challenge. Therefore, we provide future directions for our work to encourage research in this
area.
Multi-scale binary descriptors discussed in this thesis, such as MORB and MST, are not
as compact as single-scale descriptors, and their efficiency is highly compromised during the
matching stage to find the best scales. How to provide an efficient matching strategy, which can
infer the scale difference between single features in non-planar scenes, or how to design an ef-
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fective reduction approach that makes the binary descriptor scale-invariant and compact are still
open challenges. In Appendix C, we investigated possible scale reductions of the MST descriptor
based on the principle proposed by Accumulated Stability Voting (ASV) [113]; however, the per-
formance is still inferior with respect to MST. A possible direction could be to exploit the recent
advances made in local features learned with CNN, especially at the image level as opposed to
patch-based (e.g. see the recent GCNv2 [95] that learns binary local features to replace ORB in
a SLAM framework).
The proposed cross-camera place recognition approach could become the core of a larger
framework for a fully asynchronous and decentralised Collaborative Visual SLAM. While the
current method addresses only the pairwise case, how to handle more than two cameras si-
multaneously within Collaborative SLAM requires further investigation, for example similarly
to DSLAM [19]. Moreover, the framework should be systematically evaluated and compared
against existing centralised and decentralised approaches [19, 74, 82, 118, 121], as the litera-
ture lacks a clear comparison and performance evaluation on datasets and scenarios recorded
in situations that are more challenging than simple loop closure trajectories split into multiple
sub-sequences [19], or top-down view with large overlaps between the cameras [82].
For the proposed spatio-temporal features and the cross-camera place recogntion, we as-
sumed that the cameras are moving in a static environment, where objects cannot move and no
people are present. However, most of the realistic scenarios for visual place recognition, as well
as Visual SLAM, may contain motion in the scenes, which makes the view matching problem
even more challenging. A common assumption is to treat features lying on moving objects as
outliers and, therefore, to discard these features. It would be worth investigating how to retain
these features within the framework and thus enhance the tracking of 3D objects (e.g. as done by
CoSLAM [121] but in the more challenging case of the decentralised approach), which requires
the synchronisation of the sequences as further challenge to address.
Appendix A
Dataset
We describe a set of scenarios consisting of multiple sequences that are acquired with hand-held
and chest-mounted cameras (Section A.1), and we use for the evaluation of the local spatio-
temporal features and the Cross-Camera Place Recognition. We use a Structure-from-Motion
pipeline to obtain camera poses and calibration data, when not available a priori. While camera
poses are necessary and sufficient for the proposed evaluation of the spatio-temporal features
introduced in Chapter 5.3, we present here an automatic procedure that we adopt to annotate
common places between sequence pairs using multi-view geometry [38] (Section A.2), as well
as performance measures for evaluating XC-PR (Section A.3).
A.1 Scenarios
The dataset consists of different scenarios from publicly available datasets: TUM-RGB-D SLAM [94];
the scenario courtyard1 from CoSLAM [121]; and two scenarios that we collected, gate and
backyard.
From TUM-RGB-D SLAM, we use the sequences fr1 desk, fr1 desk2, and fr1 room to form
the office scenario. Sequences were recorded at 30 fps, with a resolution of 640×480 pixels and
short duration (19s, 21s, and 45s, respectively), by moving the camera slowly around a cluttered
office room with different paths.
The scenario courtyard consists of 4 sequences (800×480 pixels), whose length varies be-
tween 3 to 4 mins, acquired around a university courtyard, starting and ending approximately
1drone.sjtu.edu.cn/dpzou/project/coslam.php, accessed: March 2018
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Figure A.1: Sparse reconstruction of courtyard using COLMAP [83]. A sample frame for each
camera sequence is shown below the sparse reconstruction.
at the same positions in front of a panel, and moving the camera around the area with different
paths. While the sequences were initially recorded at 50 fps, we sub-sample them to 25 fps for
annotation purposes. Figure A.1 shows a sample frame for each sequence and the 3D sparse
reconstruction of the scene obtained with a Structure-from-Motion pipeline, e.g. COLMAP [83].
Both gate and backyard consist of 4 sequences (1280×720 pixels) at 30 fps with varying du-
ration, acquired in different outdoor scenarios with both hand-held and chest-mounted cameras.
As for courtyard, we sub-sample backyard from 30 to 10 fps due to the high number of frames
and for annotation purposes. All the sequences together results in a total of ∼28,000 frames and
a duration of about 25 mins. Figure A.2 and Figure A.3 shows a sample frame for each sequence,
and corresponding 3D reconstruction, for gate and backyard, respectively.
Table A.1 summarises the characteristics of each scenario in terms of number of frames,
duration, annotation, frame-rate, resolution, environment and platform.
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Figure A.2: Sparse reconstruction of gate using COLMAP [83]. A sample frame for each camera
sequence is shown below the sparse reconstruction.
Table A.1: Dataset description. key – # frames: number of frames; fps: frame per second;
res.: resolution; px: pixels.
Scenario Seq. # Frames Duration fps Res. (px) Platform
office
seq1 573 00:19
30 640x480 Hand-heldseq2 612 00:21
seq3 1352 00:45
courtyard
seq1 2849 03:10
25 800x450 Hand-held
seq2 3118 03:28
seq3 3528 03:55
seq4 3454 03:50
gate
seq1 330 00:11
30 1280x720 Hand-held
seq2 450 00:15
seq3 480 00:16
seq4 375 00:13
backyard
seq1 1217 02:02
10 1280x720 Hand-held/
Wearable
seq2 1213 02:01
seq3 1233 02:03
seq4 1235 02:03
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Figure A.3: Sparse reconstruction of backyard using COLMAP [83]. A sample frame for each
camera sequence is shown below the sparse reconstruction.
A.2 Annotation
We automatically annotate views in correspondence by exploiting camera poses and calibration
parameters estimated with COLMAP [83], a Structure-from-Motion pipeline, for gate, courtyard,
and backyard, whereas these data are already available for office. When the frustum between
two views intersects under free space assumption [66], we compute the viewpoint difference
as the angular distance between the optical axes, the Euclidean distance between the camera
positions, and the visual overlap as the ratio between the area spanned by projected 3D points
within the image boundaries and the image area. For office, we localise a set of interest points
(e.g. SIFT [55]) in the first view and we back-project the points in 3D by exploiting the depth
value at the corresponding location, while we re-project the 3D points associated to the interest
points of a frame in the first view onto the second view by using the estimated camera poses
for the other scenarios. When annotating corresponding views, we can define a threshold on
the visual overlap, i.e. image pairs are a valid correspondence if their visual overlap is greater
than the threshold. Note that a large overlap does not imply that the viewpoint is very similar as
the angular and/or Euclidean distances can be large. Moreover, we compute the total number of
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Reference image Target image 1 Target image 2
(88.16%,83.91◦,1.32m) (26.22%,70.55◦,2.01m)
Figure A.4: Annotation of a common place (e.g. one side of cluttered desk) between a reference
image and two target images on office. For each target image, we report on the bottom the
overlap ratio (%), the angular distance (◦) and the Euclidean distance (m) with respect to the
reference image. Note the difference between the two target images. interest points detected in
the reference image (red + green) are back-projected in 3D and then projected in the target image
where the visual hull ( ) is computed.
annotated views as the number of frames with at least one annotated view, i.e. a frame with more
than one annotated view counts as one.
Figure A.5 shows visual overlap, angular distance and Euclidean distance between all frames
in gate 1|2, courtyard 1|2, and office 1|2. Note that there are limited areas with highly similar
viewpoints and overlap ratios. Figure A.4 shows an example of the visual hull estimated from
a reference image to two target images with high (∼90%) and low (∼25%) overlap ratios, but
large difference in the viewpoint (> 70◦).
A.3 Performance measures
We compute place recognition accuracy and speed to evaluate the methods for XC-PR. Place
recognition accuracy assesses the capability of a method to correctly recognise a previously seen
place in a camera for each query from another camera, compared to the annotation provided with
the dataset. Similarly to the evaluation of loop closure detection, we compute precision, recall,
and F1-score. Precision is the number of correctly recognised places over the total number of
recognised places. Recall is the number of correctly recognised places over the total number of
annotated view correspondences. F1-score is the harmonic mean between precision and recall.
Because of the pairwise approach, we compute precision and recall for each camera and we then
average the F1-scores between the two cameras. We use the average F1-score to compare the
methods. Moreover, we quantify the average speed of frame processing and place recognition
for all methods.
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Figure A.5: Annotation heatmaps of visual overlap (ratio of the area spanned by the visual hull of
re-projected 3D points and the image area) in percentage (left), angular distance between optical
axes (center), and Euclidean distance between camera locations (right) in the testing sequence
pairs gate 1|2, courtyard 1|2, and office 1|2 (top-to-bottom). Note that the Euclidean distance
is adimensional as the image-based 3D reconstruction is done up to an unknown scale factor,
except office. Note also that we use different colormaps for the three measures and we denote
image pairs whose frustums do not intersect with .
Appendix B
Scale-aware matching strategies for multi-scale
binary descriptors
In this appendix, we discuss and analyse different scale-aware matching strategies for the multi-
scale binary descriptor introduced in Chapter 3.2. We present the cross-correlation based match-
ing strategy and variants based on varying window lengths. While these variants will take into
account the detection scale, we also investigate another variant that discards the detection scale
information. Experiments show that the scale-aware Hamming distance based on the set2set
mindist, proposed in Chapter 3, leads to the best performance among these matching strategies.
B.1 Cross-correlation based distance
Let d f and dg be multi-scale binary descriptors of an interest point f extracted in one image and
an interest point g extracted in another image, respectively. We expect the Hamming distance
across scales between d f and dg to be similar and small for correct matches at a scale offset µ∗.
Therefore, we compute as distance the cross-correlation between the two descriptors:
h( f ,g) = min
µ∈{−(S−1),...,(S−1)}
1
S−|µ|
S−|µ|
∑
s=|µ+1|
d f ,s⊕dg,s−µ , (B.1)
where ⊕ is the XOR operator and d f ,s⊕dg,s−µ is the Hamming distance between two ORB de-
scriptors. Figure B.1 shows an example of the cross-correlation between the descriptors extracted
from the mulit-scale patches of matching points in two different images, when the scale offset is
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Figure B.1: Example of cross-correlation based distance estimation between two multi-scale
binary descriptors using an offset µ =+3. The XOR operation is computed between two single
scale binary descriptors. The detection scale is denoted in blue, while the matching scale in
green.
µ =+3.
The formulation of Eq. B.1 discards the information about the scale where each feature was
initially localised, thus leading to comparisons of descriptors at finer or coarser resolutions that
might completely differ, or describe uniform areas, resulting in less distinctiveness. To take into
account the detection scale, let ŝ and l̂ be the detection scales of feature f and g, respectively, and
we re-write Eq. B.1 as follows:
h(i, j) =

minc ∑Ωs=0 αs
[
d f (l̂ + s+ c)⊕dg(l̂ + s)
]
, if c = S− l̂,
minc ∑Ωs=−Ω αs
[
d f (l̂ + s+ c)⊕dg(l̂ + s)
]
, if 0≤ c < S− l̂,
minc ∑Ωs=−Ω αs [d f (ŝ+ s)⊕dg(ŝ+ s− c)] , if − (S− ŝ)< c < 0,
minc ∑0s=−Ω αs [d f (ŝ+ s)⊕dg(ŝ+ s− c)] , if c =−(S− ŝ),
(B.2)
where 2Ω+ 1 is the size of the window centred at either of the two detection scales, and αs is
the weight for each scale. We introduce the weights in the formulation so that different relevance
can be given finer and/or coarser scales during the alignment, however we will consider only the
case of equiprobable weights in the experiments, simplifying the Eq. B.2 to a simple average
instead of a weighted average. Therefore, we refer to this matching strategy based on a window
cross-correlation distances as XCORR-Ω. Note that under this formulation, the matching of
single descriptors extracted only at the detection scale is a special case with µ = ŝ− l̂ and Ω = 0.
Moreover, as by product we can compute the scale offset as µ∗ = ŝ− l̂ + c.
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Figure B.2: Matching accuracy using the Nearest Neighbour Average F1 score (NN-AF), when
the scale ratio between image pairs increases (i.e. zoom in) in venice [42]. Legend: XCORR,
XCORR0, XCORR1, XCORR2, XCORR7, S2SMD.
B.2 Validation
We compare the cross-correlation based matching strategies with the set2set mindist (S2SMD)
approach used in Chapter 3. For the cross-correlation based strategies, we consider two variants:
i) XCORR performs the standard correlation operation without taking into consideration the
detection scale for each feature; and ii) XCORR-Ω computes the correlations with a window
of size 2Ω+ 1 centred at the detection scale of each feature. We vary the window length as
Ω = {0,1,2,7}, and refer to the strategies as XCORR0, XCORR1, XCORR2, and XCORR7,
respectively. For all strategies, we first localise ORB corner points [77] and we then describe the
features with the MORB descriptor. We compute the cross-scale distances for each descriptor
pair between two images, followed by the nearest neighbour matching strategy to find the final
one-to-one matches.
Following the validation in Chapter 5, we evaluate the cross-scale matching strategies on all
the image sets in the Oxford Affine Covariance Regions Dataset (ACRD) [61] and on the venice
set from [42]. We then compute the Nearest Neighbour Average F1 score (NN-AF) and the
Matching score (MS) as performance measures. Note that for all images we localise a maximum
of 1000 ORB features1.
Figure B.2 shows that the accuracy (NN-AF) of the cross-scale matching strategies when
1After updating OpenCV from 3.3 to 4.1, the detected ORB features are slightly different, leading to some small
variations in the reported results w.r.t. Chapter 5.
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increasing the scale ratio (zoom in) between image pairs in the venice set [42]. Approaches follow
a similar behaviour with comparable performance that considerably decreases after a scale ratio
of 2.5. While S2SMD performs better than other approaches at ratios smaller than 2.5, XCORR2
and XCORR7 can slightly handle better extreme scale ratios (3 and 3.5). As it is not clear what is
the impact on the performance of these matching strategies only on the venice set, we analyse the
results on the ACRD dataset where both geometric and photometric variations are considered, as
well as combination of the scale changes with in-plane rotations (bark and boat sets).
Table B.1 shows the results on the ACRD dataset. SS2MD achieves overall the best perfor-
mance in terms of NN-AF and almost for each image pair in all sets. MS instead is overall similar
between all the strategies. In some image pairs, XCORR and variants achieve performance com-
parable to or higher than S2SMD, such as the bikes and ubc sets that are affected by illumination
changes and JPEG artefacts, respectively. Under in-plane rotation and scale changes (bark and
boat sets), S2SMD achieves the best performance; however, under severe changes (image pair 1
– 6), the performance drastically drops down and is comparable to the performance of XCORR
and variants. All strategies are not robust to viewpoint changes, as the performance considerably
decreases with the increase in the transformation.
In conclusion, we observed that our initial hypothesis to compute the distance between two
multi-scale binary descriptors using cross-correlation performs, overall, worse of more than 0.05
NN-AF than using a set2set mindist approach on different geometric and photometric transforma-
tion. Because of this observation, we chose the set2set mindist approach to validate the MORB
descriptor in Chapter 5.
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Table B.1: Nearest Neighbour Average F-score (NN–AF) and Matching Score (MS) for each
image pair for each set of images in the ACRD dataset using different cross-scale matching
strategies. For each image, a maximum number of 1000 ORB features are detected and then
MORB descriptors are extracted. Best results in bold.
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Appendix C
Reducing the multi-scale temporal descriptor
across scales
In this appendix, we tackle the problem to reduce the multi-scale temporal feature, MST, pro-
posed in Chapter 3, to a more compact descriptor, which aims to be scale-invariant and whose
dimensionality is represented with only 32 bytes, as if the descriptor was extracted at a single
scale. Similarly to the Accumulated Stability Voting (ASV) approach [113], we propose to re-
duce the MST descriptor by comparing all the single binary descriptors across scale. Then, we
accumulate and threshold the results to obtain a final vector of stable binary tests across scales.
We applied this principle in five different variants to the MST descriptor either a frame-level or
after temporal reduction. Using a scale-invariant descriptor, therefore, avoids us to compute the
expensive scale-aware Hamming distance (Eq. 3.14 in Chapter 3) between feature pairs, making
the matching as efficient as matching two single-scale descriptors. However, experiments show
that the proposed reductions decrease the matching accuracy, hence decreasing the distinctive-
ness of the descriptor.
C.1 Binary accumulated stability voting
Let d ∈ {0,1}D×S be the D-dimensional descriptor of an interest point x extracted at multiple
scales of an pyramid I = {Is}S−1s=0 , where S is the number of scales. We determine the stability of
each binary test across scales by computing the residual of two descriptors between any pair of
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scales, (s, l), as:
rs,l = ds⊕dl, ∀s, l ∈ {0, . . . ,S−1}∧ s 6= l. (C.1)
The total number of estimated residuals is R = (S−1)S/2, as rs,l = rl,s. We then re-index rs,l as
rm, with m= {0, . . . ,R−1} and reduce all the residuals to the fixed-length and compact descriptor
b = [b1, . . . ,bD] using the following binary test for each element d:
bd =

1, if
(
∑
R−1
m=0 rd,m
)
< β
0, otherwise,
(C.2)
where
β = med
(
R−1
∑
m=0
r1,m, . . . ,
R−1
∑
m=0
rD,m
)
, (C.3)
is the locally determined threshold.
C.2 Discussion
The principle of this reduction is similar to ASV [113] that compares histogram-based descrip-
tors, such as SIFT [55], at multiple scales by computing the absolute value of the difference
between descriptors pairs. For each descriptor pair, then, a quantisation is performed based on a
relative threshold determined by the principle of maximum entropy for each element of the result-
ing vector (the optimal threshold for each scale pair is given by the median of all elements [113]).
The binary vectors are summed together for obtaining the final descriptor. Unlike ASV [113], the
proposed reduction applies directly to the binary descriptor instead of histogram-based descrip-
tors, and, therefore, we avoid the quantisation step before accumulating all the binary differences
given by the XOR operation. ASV [113] provides a second-stage thresholding to quantise the
resulting descriptor in a binary vector, using either one or multiple thresholds. We instead adopt
the same principle of maximum entropy and apply the median to obtain the final binary descrip-
tor that preserves the dimensionality of the descriptor as extracted at a single scale. Moreover,
ASV-SIFT [113] was proposed for image matching, but here we consider the proposed reduction
for MST features and their matching in short image sequences.
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C.3 Validation
We apply the proposed reduction to MST with different five variants: i) ASV-MST direclty re-
duces MST across scales considering only the dominant part and discarding the stability vectors
computed over time; ii) TASV-S first reduces MST for each frame after having accumulated the
descriptors and then performs the temporal reduction based only on the most frequent binary
tests; iii) TASV complements TASV-S with the most stable binary tests over time; iv) TASV-S*
reduces online the multi-scale descriptor extracted for each frame and then tracks the reduced
features before performing the temporal reduction of the most frequent binary tests; and v) com-
plements TASV-S* with the most stable binary tests over time. We also compare the reduction
variants with the baseline MST-S and MST.
We use the pairs of sequences from office, desk, courtyard, and gate as done for the validation
of MST. We therefore consider precision, recall and F1 score as performance measures.
Table C.1 reports the matching performance of each method for each sequence, while Fig-
ure C.1 shows the F1-score aggregated across all the sequence pairs. We can observe that overall
MST-S and MST outperform the variants based on the proposed reduction in terms of F1-score.
Even though most of the reduction-based variants achieve a higher precision than MST, recall
is worse as the number of retrieved matches is much lower than MST-S and MST. Among the
reduction-based variants, we can observe that reducing the multi-scale temporal feature after
tracking a feature point is a better choice than reducing the descriptor across scales and then
tracking. Moreover, even in this experiment, it is confirmed that using the additional vector of
the most stable binary tests over time slightly boost the performance (F1-score), even if more
false positives are found, for both MST, TASV, and TASV*. Finally, TASV outperforms all
the reducing-based variants suggesting that performing the scale reduction before the temporal
reduction is a better choice.
In conclusion, the reduction approaches allow to obtain a matching time per descriptor pair
as efficient as ORB [77] features, but the performance are worse of 10% F1-score than MST.
How to determine a scale-invariant temporal descriptor for efficient binary features still remains
an open challenge.
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Table C.1: Matching results with the nearest neighbour strategy and Lowe’s ratio test using ORB
features. Best results in bold, second best in italic.
Sequence Method Performance measures
Number of matches Precision Recall F1-score
desk
MST-S 388 44.85 13.60 20.88
MST 533 42.40 17.67 24.94
ASV-TDS 163 54.60 6.96 12.34
TASV-S 183 56.28 8.05 14.09
TASV 292 51.03 11.65 18.97
TASV-S* 106 58.49 5.17 9.49
TASV* 166 53.61 7.42 13.03
office
MST-S 541 43.44 8.96 14.85
MST 834 36.57 11.63 17.65
ASV-TDS 175 48.00 3.20 6.00
TASV-S 195 46.67 3.47 6.46
TASV 419 40.33 6.44 11.11
TASV-S* 44 45.45 1.18 2.30
TASV* 97 32.99 1.89 3.57
courtyard
MST-S 1214 85.17 29.99 44.36
MST 1610 74.91 34.98 47.69
ASV-TDS 454 86.34 11.37 20.09
TASV-S 491 85.13 12.12 21.22
TASV 723 74.97 15.72 25.99
TASV-S* 199 81.41 7.23 13.28
TASV* 335 72.54 10.84 18.87
gate-1
MST-S 892 56.50 20.77 30.37
MST 1293 48.18 25.67 33.49
ASV-TDS 397 69.77 11.41 19.62
TASV-S 422 68.25 11.87 20.22
TASV 705 57.73 16.77 25.99
TASV-S* 225 72.89 9.44 16.71
TASV* 361 60.11 12.49 20.68
gate-2
MST-S 319 18.81 4.42 7.16
MST 584 14.55 6.26 8.76
ASV-TDS 69 24.64 1.25 2.38
TASV-S 92 22.83 1.55 2.90
TASV 203 18.23 2.73 4.74
TASV-S* 56 14.29 0.68 1.30
TASV* 131 12.98 1.45 2.61
gate-3
MST-S 1095 55.07 25.36 34.73
MST 1562 46.09 30.28 36.55
ASV-TDS 357 71.99 10.81 18.79
TASV-S 425 69.65 12.45 21.12
TASV 671 53.80 15.18 23.68
TASV-S* 202 73.27 8.41 15.09
TASV* 341 54.84 10.62 17.80
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Figure C.1: Aggregated F1-score results across all scenarios.
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[7] R. Arandjelović, P. Gronat, A. Torii, T. Pajdla, and J. Sivic. NetVLAD: CNN architecture for
weakly supervised place recognition. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 40(6):1437–1451, June 2018.
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