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ABSTRACT
We present a framework to simultaneously constrain the values and uncertainties of the strength of convective
core overshooting, metallicity, extinction, distance, and age in stellar populations. We then apply the framework to
archival Hubble Space Telescope observations of six stellar clusters in the Large Magellanic Cloud that have reported
ages between ∼ 1−2.5 Gyr. Assuming a canonical value of the strength of core convective overshooting, we recover the
well-known age-metallicity correlation, and additional correlations between metallicity and extinction and metallicity
and distance. If we allow the strength of core overshooting to vary, we find that for intermediate-aged stellar clusters,
the measured values of distance and extinction are negligibly effected by uncertainties of core overshooting strength.
However, cluster age and metallicity may have disconcertingly large systematic shifts when Λc is allowed to vary by
more than ± 0.05 Hp. Using the six stellar clusters, we combine their posterior distribution functions to obtain the
most probable core overshooting value, 0.500+0.016−0.134Hp, which is in line with canonical values.
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1. INTRODUCTION
Stellar evolution models are fundamental to nearly all
studies in astrophysics. They play an important role
in understanding the initial mass function (IMF) (e.g.,
Chabrier 2003), in determining line-of-sight extinction
(e.g., Schlafly & Finkbeiner 2011), in measuring dis-
tances (e.g., via brightness of the tip of the red giant
branch) (e.g., Salaris & Cassisi 1997), in deriving super-
novae rates and progenitor masses (e.g., Smartt 2015),
and in measuring the cosmic star formation history (e.g.,
Madau & Dickinson 2014). Unfortunately, some im-
portant aspects of stellar evolution remain poorly con-
strained and can impact the interpretation of galaxy ob-
servations (e.g, McQuinn et al. 2010; Melbourne et al.
2012). These aspects, such as mixing due to rotation
or convection, are too complex to be derived from first
principles and can only be constrained by observations.
The strongest observational constraints on stellar evo-
lution models come from resolving individual stars in
stellar clusters (e.g., Gallart et al. 2005). Star clusters
are excellent stellar physics laboratories because individ-
ually, they fill a narrow parameter space in metallicity,
abundance, and age, allowing the calibration of aspects
of physical models. within the Galaxy, stellar model
constraints benefit from precise measurements of sur-
face quantities and abundances of many member stars,
and in some cases the possibility of independent mea-
surement techniques from asteroseismology, and reliable
parallaxes (e.g., Torres et al. 2010; Overbeek et al. 2017).
However, there are not many nearby clusters that are
both easily observable and young or intermediate-aged.
Nearby Galactic clusters also tend to have near-Solar
metallicities, and derived model constraints must then
be extrapolated for use in stellar populations elsewhere.
This limitation can be partially ameliorated by studying
extragalactic star clusters. The Large and Small Mag-
ellanic Clouds (LMC, SMC) contain resolvable stellar
clusters that are useful for accessing sub-Solar metal-
licities typical of nearby dwarf galaxies and galaxies in
the distant universe. The MCs provide a rich sample
of stellar clusters over a broad range in cluster mass
and age. The MCs are also close enough to resolve stel-
lar cluster members several magnitudes below the main
sequence turn off (MSTO), either using ground-based
telescopes for more massive clusters or using the Hubble
Space Telescope (HST) for clusters in the denser regions
of the MCs.
To assess stellar models, researchers fit isochrones or
synthetic stellar populations to their observations (e.g,
Milone et al. 2009; Girardi et al. 2009; Goudfrooij et al.
2011). Unfortunately, uncertainties from both models
and observations are not always accounted for, and sel-
dom are degeneracies between sources of uncertainty
modeled or discussed (with the strong exception of the
robust Bayesian analyses led by von Hippel et al. 2006).
Figure 1 shows a schematic of how theoretical and obser-
vational parameters can shift (1) the morphology of an
isochrone on an optical color magnitude diagram (CMD)
and (2) the (number density of a) luminosity function
of a single intermediate-aged (∼ 1.5 Gyr) stellar popu-
lation. Certain combinations of parameters, for exam-
ple, distance modulus, µ0, and extinction, AV , could
be construed as different age and metallicity, Z, of the
cluster. One can choose other combinations of parame-
ters in Figure 1 and create similar narratives, and each
one would highlight the importance of simultaneously
fitting all uncertain quantities to obtain stellar model
constraints.
In this study, we focus on the strength of convec-
tive overshooting of the stellar core (Λc), i.e., the dis-
tance in pressure scale heights (Hp) a convective ele-
ment may pass beyond the convective zone. Core con-
vective overshooting is an important and uncertain pro-
cess that effects the central H fusion lifetimes of stars
∼ 1.5 − 2.5M, a fundamental quantity in stellar evo-
lution. Increasing the strength of core overshooting in-
creases the main sequence luminosity for a given stellar
mass, hence partially mimicking the effect of a younger
cluster age in models with weaker core overshooting.
This is the first in a series of papers from an HST
archival program (AR-13901) to re-reduce and analyze
∼ 150 MC stellar clusters to obtain new constraints on
stellar evolution models. Here we introduce a framework
for using CMD-fitting to find the most probable stel-
lar evolution model by simultaneously fitting 5 observa-
tional and model parameters while taking into account
observational uncertainties and completeness. As a first
exploration, we apply our framework to 6 LMC clusters
with MSTO stars that are expected to have convective
cores, therefore strong CMD signatures as a function of
core overshooting strength. Our approach differs from
typical isochrone fitting because we are able to use the
posterior distribution functions (PDFs) to quantify the
constraints on each parameter, as well as see any corre-
lations between parameters, whether they are observa-
tionally or theoretically uncertain.
In Section 1.1 we discuss theory and existing measure-
ments of core convective overshooting in stars. In Sec-
tion 2 we discuss cluster selection, followed by Section
3 where we briefly describe the data acquisition, reduc-
tion, photometry, and artificial star tests. In Section
4 we describe the stellar evolution model grid we built,
the CMD fitting software MATCH, our prior distributions,
and results from CMD fitting using the model grid and
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Figure 1. Schematic optical color-magnitude diagram
(CMD; left) and luminosity function (right) showing how ob-
servational and theoretical uncertain parameters can change
the morphology of an intermediate age isochrone or synthetic
stellar population drawn from isochrones and an IMF. Each
arrow direction denotes approximate change with an increase
in that parameter. An increase in photometric uncertainty
and binary fraction will spread stars location on the CMD,
while the other shown parameters will shift the location of
the isochrone. A probabilistic approach is needed to disen-
tangle these effects.
mock data. In Section 5, we discuss the derived clus-
ter parameters when holding Λc at its canonical value
and varying it. Finally, we conclude in Section 6. All
magnitudes follow the VEGAMAG system.
1.1. Previous Observational Constraints on Core
Overshooting Strength
The treatment of convection in the stellar interior af-
fects the effective temperature, luminosity, and age of
the MSTO in low-mass stars and the hot extension of the
blue loop in intermediate-mass He-burning stars. Core
overshooting affects different parts of a CMD differently,
depending on the age of the stellar population. Con-
straining core overshooting is important in astrophysics
beyond the goal of precision stellar evolution models be-
cause uncertainties in core overshooting strength can be
of order 5% MS lifetime (τMS) for low mass stars. At MC
metallicities, 5% of a MS lifetime is a significant portion
of subsequent evolutionary phases like the He-burning
phase (∼ 20% τMS) and thermally pulsating AGB phase
(TP-AGB; . 1% τMS). It is therefore a critical goal for
those who study or use HB and TP-AGB models to push
uncertainties in MS lifetimes smaller than the duration
of the short-lived evolutionary phases after the MSTO.
Convection in stars is a complex, 3-dimensional time
dependent process, and while efforts are underway to ap-
ply 3- and 2D models of convection to 1D stellar models
(e.g., Arnett et al. 2015), these techniques are still too
computationally expensive to be applied across all stel-
lar ages and masses needed to synthesize stellar pop-
ulations. Instead, convective energy transport in 1D
stellar models typically follows the mixing length for-
malism (MLT, Bo¨hm-Vitense 1958), which defines the
mixing length parameter αMLT , as the mean distance a
convective element travels before being reabsorbed into
its surrounding medium. The Sun is the main target for
calibrating αMLT (e.g., Basu et al. 2009).
The formalism to describe convective overshooting dif-
fers between stellar modeling groups. The main two
varieties continue the formalism of MLT and parame-
terize the strength of convective overshooting in units of
pressure scale height (Hp). The PARSEC models (Bres-
san et al. 2012, 2013) define the parameter Λc across
the Schwarzschild boundary (Bressan et al. 1981), while
other groups adopt the parameter αov measured from
above the Schwarzschild boundary. Whichever the pref-
erence, they can be compared following the relation,
αov ∼ Λc2 Hp.
Observational constraints on core overshooting for
masses M . 3M historically come from by-eye fit-
ting of isochrones to MSTO morphology of open clus-
ters, after determining or adopting values for distance,
reddening, and membership. The range of overshooting
parameters fill in the range 0 . Λc . 0.5, but are most
commonly found to be 0.4 (e.g., Demarque et al. 1994;
Kozhurina-Platais et al. 1997; Sarajedini et al. 1999;
Woo & Demarque 2001). Bressan et al. (1993) suggested
Λc was not one value for all masses, and used Λc = 0.25
for 1 − 1.5M and Λc=0.5 for masses, M≥ 1.5M. A
more gradual increase of the overshooting efficiency with
mass was introduced by Demarque et al. (2004).
In the early 2000’s, “by-eye” isochrone fitting was
gradually supplemented with more robust analyses
based on the comparison with synthetic CMDs and
luminosity functions (e.g. Woo et al. 2003; Bertelli et al.
2003). This change in methods was enabled by the
better photometric quality in the MCs with large tele-
scopes and later with HST. These improvements were
particularly important for studying MC clusters, which
are in general more populated than their Galactic coun-
terparts, and are often projected over sparely populated
Galactic fields, hence reducing uncertainties related to
low stellar counts and unknown membership probabili-
ties.
Woo et al. (2003), using Yale isochrones (Yi et al.
2001), found the overshooting strength of Λc ∼ 0.4 Hp
to best-fit the CMDs of the intermediate-age LMC clus-
ters NGC 2173, SL 556, and NGC 2155 (cluster ages
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∼ 1.5− 3 Gyr; which would correspond to MSTO stars
∼ 1.4 − 1.8 M according to PARSEC models). Simi-
lar results were obtained also for NGC 2173 (Mucciarelli
et al. 2007). Girardi et al. (2009) was able to simultane-
ously fit the dual red clump and MSTO in the center of
the SMC cluster NGC 419 by adopting Λc = 0.47
+0.14
−0.04
and log Age=1.35+0.11−0.04 Gyr (corresponding to a MSTO
mass ∼ 1.8 M) and assuming uncertainties dominated
by random errors. At higher masses, the young LMC
cluster NGC 1866 has produced independent evidence
of moderate core overshooting (Barmina et al. 2002),
although the findings have been challenged (see e.g. Bro-
cato et al. 2003).
Eclipsing binaries have also been used to measure core
overshooting, through core overshooting’s effect on stel-
lar radius (e.g., Schroder et al. 1997; Ribas et al. 2000).
The range in overshooting strength was found to be
0.48 . Λc . 0.64 and increasing with increasing mass
between 2.5 − 6.5M. Claret & Torres (2016) found
contradictory results from reanalyzing a well measured
set of 33 double-lined eclipsing binaries in the Milky
Way, LMC, and SMC. They found Λc is independent
of metallicity but depends on mass, such that Λc rises
approximately linearly from 0 to 0.4 over the interval
1.2M ≤M ≤ 2.0M and remains roughly constant for
higher masses with a dispersion of ∼ 0.06 (their sample
reaches 4.4 M).
With the burst of asteroseismology observations, new
avenues for observational constraints have found some
of the most extreme non-zero values of core overshoot-
ing, (Deheuvels et al. 2010, Λc = 0.34 ± 0.06Hp for a
Solar metallicity star with mass M = 0.95M) and the
highest (Guenther et al. 2014, Λc = 2− 2.5 for Procyon,
M ∼ 1.5M).
In summary, studies that are focused on individual
stars are converging on convective core overshooting in-
creasing with increasing mass at least up to masses of
6.5 M, while constraints from stellar populations find
Λcvalues between 0.4-0.5Hp. Reported uncertainties or
dispersions of core overshooting strength are typically
around the 15− 20% level or 0.06 Hp.
2. CLUSTER SELECTION
Clusters in our main program are described in detail
in Fouesneau et al., (in prep). Briefly, we selected ∼ 150
clusters by cross matching MC cluster catalogs (Bica
et al. 2008; Baumgardt et al. 2013; Glatt et al. 2010)
with the HST photometric archive (i.e., observations
taken with ACS, WFC3, and WFPC2 in at least two op-
tical wide-band filters). From this sample, we selected 6
clusters (HODGE 2, NGC 1718, NGC 2208, NGC 2213,
NGC 1644, NGC 1795) with literature ages near 1.5 Gyr
NGC 2203
Hodge 2
NGC 2213
NGC 1975
NGC 1718
NGC 1644
Figure 2. Sky distribution of stellar clusters.
(Bica et al. 2008) that were distributed throughout the
LMC (see Figure 2). Cluster ages were chosen to be near
1.5 Gyr because their MSTO stars will have convective
cores, and therefore, the strength of core overshooting
will most dramatically affect the CMD morphology of
the MSTO and red clump (discussed further in Section
4.1.2 below). In effect, clusters were re-reduced from two
HST programs: GO-9891 (PI: Gilmore) and GO-12257
(PI: Girardi).
The selected clusters have masses ranging from ∼
2.3 × 104 − 1.3 × 105M (Baumgardt et al. 2013) and
varying morphologies of the MSTO. Several clusters in
the MCs have been discovered to have MSTOs that are
extend in color and luminosity (eMSTO; e.g., Milone
et al. 2009) rather than MSTOs that show a narrow
morphology that are typical in Galactic globular clusters
(c.f., Kalirai et al. 2012). Four of the six clusters in our
sample have been identified as having eMSTOs, whose
origins are actively being debated in the literature (e.g.,
Milone et al. 2009; Goudfrooij et al. 2011; Goudfrooij
et al. 2014; Correnti et al. 2014; Bastian et al. 2016).
For simplicity, we quote measured eMSTO widths as
age spreads. Literature values of cluster properties are
summarized in Table 1.
3. ARCHIVAL OBSERVATIONS
3.1. Photometry and Reduction
ACS and WFC3 archival data were re-reduced using
the University of Washington data reduction pipeline
which was developed to reduce large HST programs,
e.g., ANGST and PHAT (Dalcanton et al. 2009,
2012). Its current capabilities are described in detail
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Table 1. Cluster Parameters from Isochrone Fitting in the Literature
Name log Mass Metallicity µ0 AV Age eMSTO Ref. Stellar
M Z (Gyr) (Myr) Model
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Hodge 2 4.98 0.008 18.45 0.19 1.45 1 PARSEC
0.008 18.40± 0.03 0.15± 0.02 1.30± 0.05 363 2 Padua08
NGC 1718 5.10 0.008 18.54 0.53 1.75 1 PARSEC
0.008 18.42± 0.03 0.58± 0.03 1.80± 0.05 406 2 Padua08
0.008+0.002−0.001 18.73± 0.07 0.31± 0.09a 2.04± 0.14 3 Padua02
NGC 2203 5.05 0.008 18.41 0.19 1.75 1 Padua08
0.008 18.37± 0.03 0.16± 0.02 1.55± 0.05 475 2 PARSEC
0.006 18.49± 0.09 0.34a 2.00± 1.1 4 PARSEC
NGC 2213 4.56 0.008 18.40 0.16 1.75 1 PARSEC
0.008 18.36± 0.03 0.14± 0.02 1.70± 0.05 329 2 Padua08
0.004± 0.001 18.56± 0.08 0.19± 0.09a 1.70± 0.14 3 Padua02
0.006 18.49± 0.09 0.34a 1.78± 1.1 4 PARSEC
NGC 1644 4.32 0.008 18.48 0.03a 1.55 < 50 5 BaSTI
NGC 1795 4.36 0.008 18.45 0.31a 1.3 < 50 5 BaSTI
aE(B − V ) values were converted to AV assuming RV = 3.1
Note—Reference for Column 2: Baumgardt et al. (2013). References and fitting notes for Columns 4–7: 1)
Niederhofer et al. (2016) – µ0 and AV “by eye”; 2) Goudfrooij et al. (2014); 3) Kerber et al. (2007); 4) Piatti
et al. (2014); 5) Milone et al. (2009) – “by hand.” Stellar model references in Column 9: Padua08 – Marigo et al.
(2008); Padua02 – Girardi et al. (2002); PARSEC – Bressan et al. (2012); BaSTI – An August 2008 version of
Pietrinferni et al. (2004). Bold values denote fixed quantities during isochrone fitting. Uncertainties included
when available.
in Williams et al. (2014). Briefly, flt and flc images
were downloaded from the Mikulski Archive for Space
Telescopes (MAST; flt for WFC3/IR; flc for ACS and
WFC3/UVIS), astrometrically aligned using the cross-
camera alignment software developed for PHAT as part
of astrometry.net, and cleaned of cosmic rays using the
astrodrizzle package (Gonzaga et al. 2012). We then
used DOLPHOT (Dolphin 2000) for PSF photometry
and created three photometric catalogs, phot, st, and
gst, and we use the gst catalogs for our analysis. These
catalogs provide 3 different levels of measurement qual-
ity. The phot catalogs are the closest to the full photo-
metric output table from DOLPHOT. The st catalogs
are culled from the phot catalogs and are limited to
S/N ≥ 4 and sharpness2 values in at least one filter to
be below 0.2, 0.15 for ACS and UVIS respectively. The
gst catalogs are a subset of the st catalogs that have
crowding values below 1.3. CMDs of the gst catalogs
are shown in black in Figure 3 and the archival data
are summarized in Table 2. Full details of our data re-
duction pipeline are postponed to our instrument paper
(Fouesneau et al., in prep).
3.2. Artificial Star Tests
In order to characterize the photometric errors and
completeness of the HST data, we placed ∼100k artifi-
cial stars for each cluster. Artificial stars are distributed
rather uniformly in CMD space covering the full magni-
tude and color range of the data, and weighted such that
fainter mags have relatively larger numbers of tests. Ar-
tificial stars are distributed spatially according to a King
profile, literature values for center and half-light radius,
fixed concentration, covering a range in radius out to
four half-light radii, and bounded by ACS or UVIS field
of view.
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Table 2. HST Archival Data
Target Proposal ID Instrument Filter Exposure Time (s) Date
HODGE 2 12257 WFC3/UVIS F814W 1430 Jan 21, 2012
HODGE 2 12257 WFC3/UVIS F475W 1440 Jan 21, 2012
NGC 1718 12257 WFC3/UVIS F814W 1430 Dec 02, 2011
NGC 1718 12257 WFC3/UVIS F475W 1440 Dec 02, 2011
NGC 2203 12257 WFC3/UVIS F814W 1980 Oct 08, 2011
NGC 2203 12257 WFC3/UVIS F475W 1520 Oct 08, 2011
NGC 2213 12257 WFC3/UVIS F814W 1430 Nov 29, 2011
NGC 2213 12257 WFC3/UVIS F475W 1440 Nov 29, 2011
NGC 1644 9891 ACS/WFC F555W 250 Oct 07, 2003
NGC 1644 9891 ACS/WFC F814W 170 Oct 07, 2003
NGC 1795 9891 ACS/WFC F555W 200 Aug 09, 2003
NGC 1795 9891 ACS/WFC F814W 300 Aug 09, 2003
Note—Uniformly reduced archival observations retrieved from MAST.
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Figure 3. CMDs with insets MSTO (bottom) and HB (top) for each cluster. Black points are the full field gst catalog (Section
3) and red points are the stars with at least 70% cluster membership probability (Section 4.2.1). Mean photometric uncertainties
are shown on the left side of each CMD.
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3.3. Cluster Parameters
We fed our gst catalogs into ASteCA (Perren, G. I.
et al. 2015), an automated stellar cluster analysis pack-
age, to estimate the cluster parameters and cluster mem-
bership. Table 3 lists the derived cluster centers, radii,
and great circle distances between derived cluster cen-
ters and values from Bica et al. (2008).
Full details of the fitting algorithms are in the main
ASteCA paper, in short, the cluster centers are deter-
mined by the maximum spatial density using a two-
dimensional Gaussian kernel density estimator. The
cluster radius is set to where the radial density profile
becomes indistinguishable from the background stellar
density. Contamination from non-cluster stars within
the cluster radius are discussed in Section 4.2. Stars
within the radius of the cluster and have at least 70%
membership probability are used as input photometry
and shown in red in Figure 3.
4. METHODS
4.1. Stellar Evolution Models
The Padova-Trieste Stellar Evolution Code (PARSEC
Bressan et al. 2012, 2013) is a major update to the
Padua models (Girardi et al. 2000). PARSEC adopts
the solar metallicity value of Z = 0.01524 and the
scaled solar distribution of elements heavier than 4He
are taken from Grevesse & Sauval (1998) except for Li,
C, N, O, P, S, K, Fe, Eu, Hf, Os, and Th, which are
taken from Caffau et al. (2011) and references therein.
The initial He abundance (Yi) for each metallicity set
is calculated based on the primordial He abundance,
Yp=0.2485, (Komatsu et al. 2011) and the Helium-to-
metals enrichment ratio, ∆Y/∆Z=1.78, which was ob-
tained in Bressan et al. (2012) using solar values. That
is, Yi = Yp + (∆Y/∆Z) Zi. (see Section 2 and Table 1
of Bressan et al. 2012).
PARSEC adopts an overshooting prescription that
linearly increases in strength from no overshooting to
the a maximum value (Λmax) between two mass steps
(MO1,MO2). The Padua models (Girardi et al. 2000;
Bertelli et al. 2008) set Λmax = 0.5, MO1 = 1.0M, and
MO2 = 1.5M at all metallicities. In PARSEC V1.2S,
Λmax is the same, however, the mass steps are derived
separately for each metallicity and Helium content.
4.1.1. The PARSEC Core Overshooting Model Grid
We relax the PARSEC setting of Λmax = 0.5 and cal-
culate a grid of 3,560 stellar evolution tracks using PAR-
SEC V1.2S (updates from Chen et al. 2014; Tang et al.
2014) beginning at the pre-main sequence and ending
at the termination of He-burning. Core overshooting
in our model grid is not only calculated for Hydrogen-
burning (MS) cores, but Helium-burning cores (HB or
HeB) are also calculated with the labeled core overshoot-
ing strength. Table 4 lists the details of the stellar model
grid.
4.1.2. The Effect of Core Overshooting
Increasing core overshooting strength allows more
fresh nuclear material to fuse, making for a larger and
hotter core that leads to a longer main sequence or HB
lifetime and a brighter and cooler MSTO. We now de-
scribe how such a physical change in the interior of a
star is expected to affect observations of a nearly single
age stellar population. First, we illustrate how the core
fusion lifetimes change, followed by the Hertzsprung-
Russell diagram (HRD) and CMD appearance of sam-
ple stellar evolution tracks chosen at masses relevant to
the ages of the sample clusters, and finally three sim-
ple synthetic stellar populations as snapshots of differ-
ent epochs in star formation. As we will show, longer
core fusing lifetimes translate to higher stellar densities
on the CMD than otherwise expected. A brighter and
cooler MSTO changes the expected position of a star on
a CMD, leading to possible misidentification of a star’s
mass, age, or distance.
Figure 4 shows as a function of mass, the difference in
core fusing lifetimes of core overshooting strength com-
pared to the canonical PARSEC value (Λc = 0.5 Hp).
A solid and dashed line mark the extrema of the stel-
lar evolution model grid metallicities and are plotted
for each calculated overshooting value (a similar com-
parison to other stellar modeling groups is discussed in
Appendix D). The effect of core overshooting on MSTO
age quickly increases from from low masses to a peak,
which is set by the linear ramp-up of core overshooting
from the lowest masses in PARSEC. Soon after Λmax is
reached, the effect of the convective core on MSTO and
He burning age decreases, as expected, with increasing
mass as core convection becomes less important. As an
example, for a 1.5 M star, an increase in core over-
shooting of ∆Λc = 0.1 Hp leads to a ∼ 100− 150 Myr
(∼ 5%) longer MS lifetime depending on metallicity. A
∼ 100−150 Myr increase in MS lifetime is a small effect
for the MS, however, for a 1.5 M star, it is longer than
the entire core He burning lifetime, and longer than the
thermally pulsating AGB lifetime (e.g., Rosenfield et al.
2016).
Figure 5 shows an HRD (left panel) and a CMD (right
panel) of evolutionary tracks from the core overshooting
grid selected at initial masses of 1.5M and 2M. The
transformation from the HRD to magnitudes and colors
are based on the tables of bolometric corrections from
Girardi et al. (2008) (revised for the latest ACS/WFC3
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Table 3. ASteCA-derived cluster parameters
Cluster α Center δ Center rcluster ∆center
a
(J2000) (J2000) arcsec arcsec
HODGE 2 5 17 48.816±0.048 -69 38 41.640±0.720 33.84± 1.80 1.24
NGC 1718 4 52 25.704±0.072 -67 03 05.040±1.080 38.88± 2.52 4.06
NGC 2203 6 04 43.392±0.072 -75 26 19.320±1.080 42.12± 2.16 6.17
NGC 2213 6 10 42.240±0.072 -71 31 45.840±1.080 29.52± 2.16 2.13
NGC 1644 4 37 39.792±0.096 -66 11 55.680±1.440 26.28± 2.52 5.25
NGC 1795 4 59 47.280±0.096 -69 48 03.960±1.440 57.60± 2.88 6.58
aSeparation between Bica et al. (2008) center coordinates and ASteCA-derived clus-
ter center coordinates.
Table 4. PARSEC Convective Core Overshooting
Model Grid
Parameter Values
Mixture (Zi, Yi) 0.0005, 0.249
0.0010, 0.250
0.0020, 0.252
0.0040, 0.256
0.0060, 0.259
0.0080, 0.263
0.0100, 0.267
Λc (Hp) 0.3− 0.6: ∆Λc = 0.1
Mass (M) 0.1 ≤M ≤ 2.4 : ∆M ≤ 0.05 M
2.6 ≤M ≤ 6.4 : ∆M = 0.20 M
7.0 ≤M < 12.0 : ∆M = 1.0 M
12.0 < M ≤ 20.0 : ∆M = 2.0 M
Note—We interpolated the overshooting grid to obtain
Λc=0.45, and 0.55 models and extended the grid to
Λc=0.80 for select clusters.
filter transmission curves) and rely on the ATLAS9 at-
mospheric models from Castelli & Kurucz (2004). The
same transformations are also implemented in the MATCH
routines (see Section 4).
The MSTO is shifted to brighter and to cooler ef-
fective temperatures with increasing core overshooting.
However, the amplitude of the brighter and cooler ex-
cursions decreases with increasing mass. There are also
clear morphological differences around the MSTO, sub-
giant branch, and helium burning phases. The exten-
sion between the minimum effective temperature on the
MS and the MSTO increases with increasing core over-
shooting, the luminosity dip after the MSTO is more
pronounced with increasing core overshooting, and the
extent to hotter temperatures of the Helium burning
tracks decreases with increasing core overshooting.
The age differences and the morphological changes
in the stellar evolution tracks due to core overshoot-
ing strength culminate in the shape and number density
of a stellar population on a CMD. Figure 6 shows syn-
thetic stellar populations from models of each core over-
shooting strength produced using the fake routine in
the MATCH package (see Section 4.2). The synthetic stel-
lar populations are made of one burst of constant star
formation lasting 60 Myr starting at 14 Myr (center left
panel), 180 Myr (center right panel), and 1.4 Gyr (right
panel), a constant initial metallicity of Z = 0.006 (cor-
responding to [M/H] = −0.40 dex), a Salpeter (1955)
IMF, a distance µ0 = 18.50, typical photometric uncer-
tainties, and neglecting binaries and extinction.
Figure 6 shows that observational signatures of core
overshooting differ at different epochs of star forma-
tion. In the younger populations (center two panels)
the core helium burning stars show the most significant
differences. Increasing overshooting strength decreases
the extent of the blue loop, which manifests in the
youngest CMD as brighter red and blue helium burning
stars (RHeB, BHeB; these stars have masses > 12M
and > 3M in the center-left and center-right panel,
respectively) with increasing overshooting. The num-
bers of RHeB and BHeB also decreases with increasing
overshooting strength, which is more significant at the
youngest aged population than the intermediate aged
population.
Probabilistic Constraints on Convective Core Overshooting 9
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Mass (M¯)
−60
−40
−20
0
20
40
60
80
∆
τ H
e
(Λ
c
−
Λ
c=
0.
50
)
(M
yr
)
7.07.27.47.67.88.0
τHe (log yr)
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Mass (M¯)
−300
−250
−200
−150
−100
−50
0
50
100
150
∆
τ H
(Λ
c
−
Λ
c=
0.
50
)
(M
yr
)
Λc = 0.3
Λc = 0.4
Λc = 0.5
Λc = 0.6
Z = 0.0005
Z = 0.01
8.08.59.09.5
τH (log yr)
Figure 4. Increasing core overshooting increases Helium
burning (top) and main sequence (bottom) lifetimes at
masses around 1.5 M, when the convective core is largest.
Shown are the differences, as a function of mass, in Hydro-
gen burning lifetime (i.e, MSTO age) and Helium burning
lifetime of varying levels core overshooting compared to the
canonical PARSEC value of Λc = 0.50 Hp. The solid and
dashed lines denote the lowest and highest metallicities in
the core overshooting model grid. Shown as a guide on the
top axes of each panel are the H or He burning lifetimes
for Z=0.008, Λc = 0.50 Hp models. Differences in MSTO
lifetimes quickly increase until they peak at λmax, and in-
crease once again for Helium burning stars that begin fusing
Helium in a non-degenerate state. A comparison to other
stellar modeling groups is discussed in Appendix D
For the oldest aged synthetic stellar population (right
panel), exhibits different MSTO, sub-giant branch
(SGB), and red clump (RC) morphologies. Decreas-
ing core overshooting strength increases the MSTO
color, increases the number of SGB stars, lowers the
total number of RC stars, and leads to a brighter, more
compact RC.
4.2. CMD Fitting
CMDs are powerful tools for understanding the his-
tory of star formation in stellar populations. A CMD
can be well approximated by a linear combination of
bursts of star formation over cosmic time (Dolphin
2002). Exploiting the tenet, the MATCH software pack-
age (Dolphin 2016, and refs. therein), specifically, the
calcsfh module was designed to derive the most likely
SFH from a binned CMD (Hess diagram) of the pho-
tometry of a mixed-age stellar population.
To compare an observed Hess diagram to a model
Hess diagram, MATCH first constructs the model Hess
diagram given an input set of stellar models and user-
specified prior on the IMF slope, binary fraction, metal-
licity, metallicity dispersion, and color and magnitude
bin sizes. calcsfh will then iterate over distance, ex-
tinction, and epoch of SF burst, until either the most
probable linear combination of ages is found (for mixed-
age stellar populations), or until the likelihood is cal-
culated for each epoch of SF (for near-single age stellar
populations). We iterate calls to calcsfh to such that
the single value priors become a distribution. We now
describe how we set these prior distributions.
4.2.1. Prior Distributions
Table 5 lists our model priors and CMD fitting grid
resolution. We chose our priors to be uninformative and
flat distributions over a range set beyond derived lit-
erature values but limited for computational efficiency.
We constrained values (IMF slope, binary fraction) that
only effect the lower MS, where the photometric uncer-
tainties are highest.
Binary Fraction —Observations of pre-MS stellar sys-
tems (e.g., Kroupa & Petr-Gotzens 2011), N-body sim-
ulations (e.g., Marks et al. 2011) and theoretical ar-
guments (e.g., Goodwin & Kroupa 2005) suggest most
stars are likely formed in binaries. The cluster radius,
stellar type, cluster density, and age, among other fac-
tors contribute to the binary fraction. Sollima et al.
(2007) found the binary fraction varies from 0.1-0.5
for low-density Galactic globular clusters. Galactic
field populations have measured binary fractions from
∼ 0.2 − 0.8 (e.g., Marks & Kroupa 2011, and refs.
therein), with the fraction decreasing with decreasing
stellar mass. In the MCs, Milone et al. (2009, 2016) de-
termined the binary fraction ranges from ∼ 0.19− 0.46
for several MC clusters. We set the binary fraction to
the approximate median found in the Milone et al. pa-
pers, 0.3, with a uniform mass ratio distribution from
0.1− 1.0M. We will explore variations of binary frac-
tions in subsequent work that includes LMC and SMC
clusters of differing age.
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Figure 5. Left: Hertzsprung-Russell diagram (left) and CMD (right) showing model stellar evolutionary tracks at two masses
with varying levels of core overshooting strength. Increasing core overshooting increases the luminosity and effective temperature
of the MSTO to a lesser and lesser degree with increasing mass, changes the morphology of the SGB, and decreases the extent
of the red clump. Insets: expanded views showing the Helium burning phases for each mass.
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Figure 6. CMDs of synthetic stellar populations calculated at a distance of µ0 = 18.5, starting at three ages (14 Myr, 180 Myr,
and 1.4 Gyr from left to right) and SF lasting 60 Myr, four values of core overshooting strength (red, yellow, green, purple for
Λc = 0.3, 0.4, 0.5, and 0.6), and no binaries or extinction. Left-most panel is a combined summary of the right panels. Top and
side axes of each of the three right panels show color and magnitude histograms. Each CMD shows increasing core overshooting
strength increases the brightness of the MSTO. Other differences in morphology due to core overshooting differ with population
age. In the center two panels, younger populations have fewer but brighter blue and red core He burning stars (clumps of stars
brighter than than the MS and bluer or redder than F555W-F814W∼ 0.75) with increasing overshooting. In the right panel,
the morphology of both the MSTO and the RC differ with increasing overshooting strength as the MSTO and SGB are brighter
while the RC is fainter and more populated.
IMF Slope —We do not attempt to constrain the low
mass MS stars in this study, and adopt the Salpeter
(1955) IMF slope of Γ = 1.35. The lowest mass stars to
be included in our analysis have M = 0.8 M.
Distance —We adopt a true distance modulus range
of µ0 = 18.30 − 18.70 mag and step size 0.05 mag,
which encompasses common literature values of µ0 =
18.36 − 18.54 mag with the exception of NGC 1718,
which has a derived literature distance of 18.73 ± 0.07
(Kerber et al. 2007). Therefore, we extended the dis-
tance modulus range to 18.9 mag for NGC 1718 to en-
sure the best fitting distance was not at the edge of the
grid.
Extinction —Following the method to set our distance
priors, values of AV from the literature range from 0.03−
0.58 mag. With AV step size of 0.05 mag, we set our
prior limits from 0− 0.6 mag, again extending the grid
edge for NGC 1718 to 1.0 mag.
Age —Clusters were selected because their literature
ages were around 1.5 Gyr, we limited the age prior to
1.5± 0.75 Gyr for computational efficiency.
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Table 5. Priors and the calcsfh grid search space
Parameter Range Step Size
IMF (Γ) 1.35 (Salpeter 1955, fixed)
Binary Fraction 0.30 (See Milone et al. 2009, 2016, fixed)
Distance (µ0; mag) 18.3− 18.7a 0.05
Extinction (AV ; mag) 0.0− 0.5a 0.05
Age (Gyr) 1.0− 2.5 0.06
Metallicity ([Fe/H]; dex) −0.85−−0.15 0.10
Core overshooting strength (Λc; Hp) 0.3− 0.6b 0.1; 0.05 between Λc=0.4-0.6
Color (mag) ∼ 0.0− 2.0 (varies by cluster) 0.05
Magnitude (mag) ∼ 16− 24 (varies by cluster) 0.10
aNGC 1718 distance modulus prior was 18.5-18.9, and its extinction prior was 0.0-1 with the same listed step
sizes.
bWe extended the core overshooting grid to Λc=0.80 for NGC 1718 and NGC 2203
Metallicity —Most isochrone fitting of the clusters
in our sample set the metallicity to either Z=0.008
([Fe/H]=−0.28 dex) or Z=0.006 ([Fe/H]=−0.4 dex). We
set our prior limits to Z=0.002− 0.01 ([Fe/H]=−0.85−
−0.15 dex) with a step size of 0.1 dex.
CMD Range and Binning —Using the simulated stellar
populations described in Section 4.3, we ran calcsfh
setting the color and magnitude bin sizes at all combi-
nations of values 0.01, 0.05, 0.1, and 0.15 mag. We con-
firmed the heuristic tenet from Dolphin (2002): CMD
bin sizes should be set smaller than the important ob-
served CMD features, in our case, the MSTO and the
HB. We adopt the color bin size of 0.05 mag and mag-
nitude bin size of 0.10 mag.
Cluster Contamination —In the ASteCA package, the user
may calculate the star-by-star probability of cluster
membership by invoking a non-parametric Bayesian de-
contamination algorithm (DA) based on the method of
Cabrera-Cano & Alfaro (1990) which was originally ap-
plied to open clusters. We limit the input photometry to
stars within the cluster radius with at least 70% mem-
bership probability (shown in red in Figure 3).
Age and Metallicity Resolution —For stellar clusters, it
is useful to measure the goodness of data-model fit of a
simple stellar population (SSP) as a function of age. The
minimum possible SSP age resolution in MATCH is set by
an internal pre-compiled grid of partial CMDs, for our
core overshooting grid this resolution is d[Fe/H]=0.05
dex and dlog Age=0.01 (log yr). This high resolution
grid allows us to test SF in age bins & 20 Myr at ages
of 1 Gyr (2%). However, we found there was no added
improvement in the fitting between resolution of 2% and
6% so we adopted an SSP age resolution of 60 Myr as
it provided an optimal balance between computational
time and sensitivity to cluster age spreads.
4.3. Resolving Core-Overshooting Strength in
Synthetic Populations
We have seen that varying core overshooting strength
propagates to CMD in ways that depend on age, which
is the manifestation of the importance of convection in
the stellar core (see Section 4.1.2). On an optical CMD,
a stellar population that is brighter and cooler could
mean that it is in fact closer and has less extinction
than assumed. For example, it is tempting to point out
the F814W mag of the MSTO of the youngest synthetic
population in Figure 6 shows ∼ 0.3 mag spread depend-
ing on the strength of core overshooting. These would
correspond to bright stars with negligible photometric
uncertainty. However, in these optical filter sets and
at that population age, a large 0.3 spread in core over-
shooting strength at the MSTO is nearly indistinguish-
able from a ∼0.2 mag uncertainty in the distance modu-
lus. This underscores the importance of using the entire
CMD to test models of uncertain evolutionary phases.
It also behooves us to test the sensitivity of CMD-fitting
and our core overshooting grid.
We ran the stellar population synthesis module fake
within MATCH to simulate simple stellar populations. The
fake module takes as input the same user-specified pa-
rameters as listed in Section 4.2, including artificial
star tests to convolve with the model Hess diagrams
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and returns a synthetic CMD. We ran fake to sim-
ulate a constant burst of SF at 1.5 Gyr ± 30 Myr,
[Fe/H]=−0.40 dex, a metallicity dispersion of 0.10 dex,
at each grid value of core overshooting strength, and
convolved the CMD with a typical cluster artificial star
test uncertainty profile.
Using the MATCH fake photometric catalogs as input
to calcsfh, we derived the best fitting CMD by search-
ing over interstellar extinction, age, metallicity, and core
overshooting strength (see Table 5). In all cases, that is,
for each of the four mock data input catalogs, calcsfh
clearly recovered the input parameters.
4.3.1. Likelihood
The best fitting model is found by minimizing the
Poisson-equivalent of χ2 (see Dolphin 2002):
χ2P = 2
∑
mi − ni + ni ln
(
ni
mi
)
(1)
Where mi is the number of model points and ni is the
number of data points in the Hess diagram bin i.
To visualize the likelihoods, we produce marginalized
posterior distribution functions (PDFs) of each param-
eter, and joint-marginalized PDFs for each parameter
pair. Joint-marginalized PDFs are comparable χ2 maps
for Gaussian distributions, in our case they are χ2P maps.
The posterior distributions provide the full story of
the uncertainties and correlations between parameters,
given the PARSEC models and our priors. However, it
is useful to note the most probable value and estimate
the uncertainties for each fitted parameter. To do so, we
report the “best fit” as the maximum posterior probabil-
ity and take the 16th and 84th quartiles of a polynomial
fit to posterior distribution as uncertainties. For a Gaus-
sian distribution, these values would correspond to the
mean and 1σ.
4.4. Systematic Uncertainties Due to Λc
To explore the effect of core overshooting strength
on the derived cluster parameters, we marginalized the
mock data results over the true value of Λc (i.e., Λc of
the input synthetic stellar population) and the assumed
value of Λc (i.e., Λc used to derive the cluster parame-
ters).
Figure 7 shows the marginalized PDFs derived with an
assumed value of Λc=0.50 and all calculated true values.
Red vertical lines show the (true) input values used to
create the synthetic stellar populations, including the Λc
values noted on the right vertical axes.
The systematic offsets introduced as a function of in-
creasing true Λc follow from the discussion in Section
4.1.2 and Figures 4-6. For example, we have seen that
increasing core overshooting strength increases core fu-
sion lifetimes, therefore underestimating core overshoot-
ing strength will bias derived cluster ages older. This
effect can be seen comparing the age panels in top row
and the third row of Figure 7 (the third row being where
the assumed Λc matches the true Λc). We can fur-
ther estimate the systematic offsets as a function of core
overshooting strength expected for a population aged
∼1.5 Gyr. The median offsets of the maximum posterior
probabilities are AV ∼ −0.04 mag, µ0 ∼ +0.002 mag,
Age∼ −120 Myr, and log Z∼ +0.1 dex, when increas-
ing Λc by 0.1Hp. In other words, for intermediate-aged
stellar clusters, distance and extinction seem to be im-
mune from uncertainties of core overshooting strength,
however, age and metallicity may have disconcertingly
large systematic offsets when Λc is uncertain by more
than ±0.05Hp.
Figure 8 shows the joint-marginalized PDFs when the
assumed value matches the true value (the rest are in
Appendix A). Effectively, this is a visualization of how
well parameters can be recovered given a typical artifi-
cial star test uncertainty profile.
Using our core overshooting grid as the back-end stel-
lar evolution models to MATCH, the ASteCA-derived clus-
ter members as input photometry, and the artificial star
tests to account for photometric uncertainty and com-
pleteness, we evaluate Equation 1 using MATCH or iterat-
ing calls to MATCH such that all combinations of param-
eters listed in Table 5 are searched.
5. RESULTS AND DISCUSSION
5.1. Cluster Parameters With The Canonical
PARSEC Model
Before exploring the effects of uncertain core over-
shooting strength, it is useful to understand the cluster
parameter uncertainties and their correlations while as-
suming the canonical PARSEC value of Λc=0.50 Hp. In
effect, this is a robust means to derive the cluster pa-
rameters if we were certain the most likely value of Λc
was indeed 0.50 Hp.
Figure 10 shows the joint marginalized PDFs for each
cluster assuming Λc=0.50 Hpand the maximum poste-
rior probabilities with the 16th and 84th quartiles of the
distributions are listed in Table 6. The most likely pa-
rameters agree reasonably well with previous work (see
Table 1) given the different stellar models, fixed param-
eters, and fitting methods. The best agreement between
our derivation and that in the literature is Goudfrooij
et al. (2014). Many of the derived values agree to within
Goudfrooij et al.’s reported uncertainties and most de-
rived values agree to within our more conservative ∼ 1σ
constraints from the PDFs.
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Figure 7. Marginalized PDFs of synthetic stellar populations derived with the canonical value of Λc=0.50 Hp. The input
stellar population parameters (truth) are shown in red, including the Λc value noted on the right-most panels. Dashed lines
mark the 16th and 84th quartiles of the polynomial fit to the distribution and solid vertical black lines mark the maximum
posterior probability. Incorrect assumptions on convective core overshooting strength will systematically offset derived cluster
parameters. For a population with a mean age of 1.5 Gyr and SF lasting 60 Myr, uncertainties of order ±0.05 Hp in Λc will
introduce systematic offsets of AV ∼ −0.04 mag, µ0 ∼ +0.002 mag, Age ∼ −120 Myr, and log Z ∼ +0.01 dex, with increasing
Λc (see text).
Table 6. Most Likely Cluster Parameters Given the PARSEC
Model and canonical value of Λc=0.50 Hp
Cluster AV µ0 Age (Gyr) Z
HODGE 2 0.14+0.08−0.16 18.40
+0.06
−0.15 1.305
+0.167
−0.179 0.007
+0.001
−0.002
NGC 1718 0.55+0.15−0.13 18.65
+0.13
−0.08 1.833
+0.274
−0.372 0.006
+0.002
−0.003
NGC 2203 0.19+0.11−0.19 18.50
+0.11
−0.10 1.784
+0.527
−0.417 0.006
+0.002
−0.003
NGC 2213 0.15+0.07−0.25 18.50
+0.11
−0.09 1.591
+0.381
−0.561 0.008
+0.001
−0.004
NGC 1644 0.05+0.00−0.27 18.51
+0.10
−0.09 1.504
+0.243
−0.340 0.008
+0.000
−0.004
NGC 1795 0.26+0.10−0.13 18.45
+0.10
−0.12 1.541
+0.221
−0.262 0.008
+0.001
−0.003
Note—Most likely cluster parameters listed are the maximum
posterior probability, given our priors and assuming Λc=0.50.
Conservative uncertainties listed are the 16 and 84 percentiles
of a polynomial fit to the posterior distributions (See Figures 9
and 10).
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Figure 9. Marginalized PDFs derived with the canonical value of Λc=0.50. Dashed lines mark the 16th and 84th quartiles of
the polynomial fit to the distribution and solid vertical black lines mark the maximum posterior probability. Joint-marginalized
PDFs are shown in Figure 10 and Appendix B.
The main disagreements between Goudfrooij et al.
(2014) and this work are in the fitting of NGC 1718,
NGC 2203, and NGC 2213. Parameter differences for
NGC 1718 and NGC 2203 are driven in part by the
metallicity since Goudfrooij et al. select the best fit-
ting isochrone at either Z=0.008 or Z=0.006 and do not
test intermediate values. For NGC 2213 the most likely
metallicities agree, but we derive a distance ∼ 0.7% far-
ther (but closer to the mean LMC distance modulus of
18.49 ± 0.09 de Grijs et al. 2014) and a most proba-
ble age ∼ 100 Myr younger. We find the distance to
NGC 1718 ∼ 1% farther than Goudfrooij et al. (2014)
and ∼ 0.7% closer than Kerber et al. (2007), though
beyond the mean LMC distance modulus.
Perhaps the most important aspect underlying the dis-
agreements in cluster measurements are that these three
clusters have eMSTOs. Determining the exact MSTO
may be method dependent, especially for isochrone fit-
ting. In other words, the nearly equal probable age over
a span of ages evident in the PDFs make recovering the
exact parameters difficult with the standard methods of
isochrone fitting. The age-eMSTO connection reported
in Goudfrooij et al. and others’ work is recovered in
the relatively extended widths of the marginalized age
16 Rosenfield et al.
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Figure 10. Joint-marginalized PDFs derived with the canonical value of Λc=0.50 Hp for NGC 1795. Dashed lines mark the
16th and 84th quartiles of the polynomial fit to the distribution and solid vertical black lines on the diagonal panels mark the
maximum posterior probability. The rest of the clusters are shown in in Appendix B
PDFs. Since the morphology of the MSTO is the clear-
est signal on a CMD of the underlying population age, a
spread MSTO age would certainly manifest as a spread
in color and magnitude around the MSTO. However,
we refrain from commenting on the cause of the eM-
STO until fully rotational models are included within
this framework.
Regardless of level of agreement between derived pa-
rameters, the joint marginalized PDFs (Figure 10 and
Figures in Appendix B) reveal obvious correlations be-
yond the well known age-metallicity relationship. Metal-
licity appears correlated with extinction, distance, and
age for each cluster. At the very least, these findings
should give hesitation to heavily weighting parameters
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reported from isochrone fitting methods that fix values
before attempting to constrain other parameters.
5.2. Cluster Parameters Varying Λc
Relaxing the core overshooting strength prior has the
effect of spreading all the PDFs, though no significant
changes are seen in the maximum posterior probabil-
ities (see Figure 11) with the exception of NGC 1718
which dropped 180 Myr in age and -0.2 dex in metal-
licity in order to land on its best fit core overshooting
value of Λc = 0.6 Hp. The PDFs are also more com-
plex compared to those in Figure 10. Core overshoot-
ing strength has a complex effect on CMDs, and some
values of Λc seem to align well with different values of
metallicity (e.g., NGC 2213). Asymmetric or lopsided
PDFs are not signs of poor data quality or unreliable
models, they are only signs that Gaussian and perhaps
other functional approximations will likely inadequately
describe the distribution.
The marginalized PDFs of convective core overshoot-
ing vary dramatically from cluster to cluster. For ex-
ample, Figure 12 shows the joint marginalized PDFs for
NGC 1795. There are clear peaks in each PDF denot-
ing the maximum posterior probabilities which are listed
in Table 7. The general trends in correlations between
parameters in the top four rows are very similar to in
Figure 10 when Λc was fixed to the PARSEC canonical
values. However, in the bottom row there are now cor-
relations between Λc and other cluster parameters. The
most apparent is the correlation between core overshoot-
ing and age. Next, there are slight correlations with Λc
and distance and Λc and metallicity (the Λc-metallicity
correlation is built into the PARSEC models). These
correlations apparent in the joint marginalized PDF of
NGC 1795 are also seen in all other clusters (see Ap-
pendix C).
One of many robust ways of discerning if the effect one
measures is actually due to the parameter in question is
by removing the parameter and re-running the analy-
sis, and still understanding the results. By presenting
our PDFs pedagogically, that is without varying core
overshooting, and then by varying core overshooting, we
have effectively done the necessary reliability test but in
reverse. All the changes in the PDFs introduced by al-
lowing core overshooting to vary are expected from the
preceding discussion on the effects of core overshooting.
For a couple clusters (e.g., NGC2213), a higher value of
overshooting with a lower value of metallicity fit nearly
as well as the most probable values with canonical over-
shooting.
As discussed in Section 1.1, the emerging trend in re-
cent studies focused on individual (or binary) stars is
toward core overshooting strength increasing with in-
creasing stellar mass (or age). It is interesting in this
context that we find a strong correlation between age
and Λc in exactly the same direction over an age range
of ∼1-2.5 Gyr (the exact age limits depend on the clus-
ter). In other words, a younger age will be derived from
a stellar population with true core overshooting strength
that is lower than the model (see also, the bottom two
panels of Figure 7). Researchers constraining core over-
shooting (or perhaps any stellar evolutionary parame-
ter) should be vigilant of possible degeneracies and their
implications on their results.
We combined the marginalized PDFs of core over-
shooting strength (by summing the log likelihoods of
all 6 clusters), and evaluated the resulting maximum
posterior probability, the 16th, and the 84th quartiles.
Given the PARSEC models, we find the most likely value
of core overshooting for clusters with ages ∼ 1.3 − 2.0
Gyr is Λc = 0.500
+0.016
−0.134Hp. Our results fit within the
previous work of Girardi et al. (2009), but is a slightly
more efficient value than expected in the relationships
presented by Claret & Torres (2016).
6. CONCLUSIONS
Convection is an important but uncertain aspect of
stellar evolution. We show that uncertainty in the
strength of core overshooting can result in ∼ 150 Myr
uncertainty in core burning lifetimes for stars with mass
∼ 1 − 2M. This timescale is nearly as long as the
expected SF duration invoked as an explanation of ex-
tended MSTOs in the MCs, the lifetimes of massive He-
lium burning stars in nearby dwarf galaxies, and the
lifetimes of important, but short lived stellar phases like
the TP-AGB.
We have introduced a robust method to constrain un-
certain stellar evolutionary parameters and applied the
method to simultaneously fit foreground extinction, dis-
tance, age, metallicty, and the strength of core over-
shooting using 6 LMC clusters with a narrow range
of previously reported ages (1.30 − 2.04 Gyr). We re-
port the most likely cluster parameters as well as the
correlations between the parameters. We show several
strong correlations, even when fixing Λcto the canoni-
cal PARSEC value. Metallicity appears correlated with
extinction, distance, and age for each cluster. When
varying Λc, we find a strong correlation with increasing
core overshooting strength and increasing age, mirroring
trends reported in the literature.
This study is a first step in systematically constrain-
ing uncertain aspects of stellar evolution using MC clus-
ters. We expected clusters within the range of ∼ 1.5
Gyr MSTO would have core overshooting strength at
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Figure 11. Marginalized PDFs on observational and physical parameters for each cluster. Dashed lines mark the 16th and
84th quartiles of the polynomial fit to the distribution and solid vertical black lines mark the maximum posterior probability.
Joint-marginalized posteriors are shown in Figure 12 and Appendix C.
roughly 0.4 Hp < Λc < 0.5 Hp. Our findings on the
most likely values were expected, however, the complex
shape of the PDFs and the strength of the degenera-
cies between Λc and age were perhaps surprising. We
will apply this fitting method to MC clusters at various
literature-derived ages to further test whether or not
core overshooting does in fact increase with increasing
mass.
We will explore other means to investigate the rela-
tionship between core overshooting and age. For exam-
ple, we will to try to break the correlation by impos-
ing stronger prior distributions. One way to do this
would be to use Milky Way open clusters that have
independently-derived ages, such as from white dwarf
cooling sequences or gyrochronology (e.g., Jeffery et al.
2011; Tremblay et al. 2014; Barnes 2007).
Applying more independent measurements to con-
strain prior distributions should also tighten the PDFs.
Such measurements would be especially beneficial for
metallicity, given its correlations with other cluster pa-
rameters, and the multiple-peaked marginalized PDFs
(see NGC 1718 and NGC 2213 in Figure 12). For exam-
ple, including spectroscopically determined metallicities
of a sample of stars in the clusters would help further
constrain Λc, or any other physical model, such as ro-
tation. In light of the correlations found between the
cluster parameters, we urge caution when using results
from isochrone fitting methods that fix or adopt values
before actually fitting.
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Table 7. Most Likely Cluster Parameters Given the PARSEC Model
Cluster AV µ0 Age (Gyr) Z Λc
HODGE 2 0.14+0.18−0.08 18.40
+0.17
−0.04 1.354
+0.277
−0.222 0.008
+0.001
−0.004 0.500
+0.014
−0.127
NGC 1718 0.66+0.09−0.27 18.61
+0.17
−0.11 2.015
+0.213
−0.712 0.004
+0.004
−0.001 0.603
+0.100
−0.177
NGC 2203 0.22+0.18−0.14 18.47
+0.10
−0.07 1.867
+0.308
−0.699 0.006
+0.002
−0.003 0.552
+0.004
−0.100
NGC 2213 0.15+0.29−0.06 18.49
+0.10
−0.08 1.599
+0.693
−0.480 0.008
+0.001
−0.004 0.500
+0.157
−0.028
NGC 1644 0.05+0.30−0.01 18.50
+0.09
−0.11 1.524
+0.353
−0.294 0.008
+0.000
−0.004 0.516
+0.039
−0.067
NGC 1795 0.27+0.14−0.12 18.45
+0.14
−0.10 1.541
+0.383
−0.344 0.008
+0.001
−0.004 0.500
+0.029
−0.029
Note—Most likely cluster parameters listed are the maximum posterior prob-
ability, given our priors. Conservative uncertainties listed are the 16 and 84
percentiles of the PDFs (See Figures 11 and 12).
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APPENDIX
A. JOINT MARGINALIZED POSTERIOR DISTRIBUTION FUNCTIONS OF SYNTHETIC STELLAR
POPULATIONS
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Figure 8. continued, with the stellar population calculated with Λc=0.3 Hp
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Figure 8. continued, with the stellar population calculated with Λc=0.4 Hp
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Figure 8. continued, with the stellar population calculated with Λc=0.6 Hp
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Figure 10. continued, with NGC 1718
B. JOINT MARGINALIZED POSTERIOR DISTRIBUTION FUNCTIONS WITH CANONICAL Λc=0.50
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Figure 10. continued, with NGC 2203
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Figure 10. continued, with HODGE 2
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Figure 10. continued, with NGC 2213
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Figure 10. continued, with NGC 1644
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C. JOINT MARGINALIZED POSTERIOR DISTRIBUTION FUNCTIONS
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Figure 12. continued, with NGC 1718
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Figure 12. continued, with HODGE 2
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Figure 12. continued, with NGC 1644
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Table 8. Stellar Tracks from Five Modeling Groups
Source Zi Yi αMLT Heavy Element Mixture
PARSEC V1.2S 0.006 0.259 1.74 Grevesse & Sauval (1998), Caffau et al. (2011)
YaPSI 0.005416 0.25 1.91804 Grevesse & Sauval (1998)
Victoria-Regina 0.006 0.247 1.89 Anders & Grevesse (1989); Grevesse et al. (1990, 1991)
Dartmouth 0.006 0.254 1.938 Grevesse & Sauval (1998)
MIST 0.00582 0.2577 1.82 Asplund et al. (2009)
Note—Stellar evolution track parameters of those shown in Figure 13.
D. UNCERTAINTIES ACROSS STELLAR MODELING GROUPS
We motivated this study with the statement that stellar evolution models are fundamental to nearly all studies
in astrophysics and implied the importance of a quantitative understanding of uncertainties within stellar models.
However, this study begs the question of what to do with vastly different predictions across stellar modeling groups.
Stellar models (i.e., tracks or isochrones) are seldom published with any estimates of uncertainties, leaving researchers
who use the models to fend for themselves (or assume infinite precision). In one strategy, researchers have applied
models from different stellar evolution groups and considered differences in predictions to be systematic uncertainties
of stellar models (e.g., Weisz et al. 2014; Dolphin 2012). Until stellar evolution groups provide probabilistic tracks and
isochrones to the community, this is probably the most reasonable means to interpret results from models that use
different input physical assumptions.
However, from the perspective of a stellar evolutionist, differences between a stellar model from one group to another
is not a source of uncertainty. In fact, the choices made in each group are very deliberate. For example, models rest on
some Solar calibration to scale abundances heavier than He, but differ on the source of the calibration and therefore, the
initial Solar metallicity. Models also differ in their treatment (i.e., applications of 1D approximations) of convection,
applying different mixing length parameter values (αMLT; which are also calibrated to a Solar model) as well as different
treatments of convective overshooting, from MLT-like, (e.g., YaPSI and Dartmouth; Spada et al. 2017; Dotter et al.
2008) to a diffusion approximation (e.g., MIST, Victoria-Regina Choi et al. 2016; VandenBerg et al. 2006). Still, each
of the above listed modeling groups report the effective strength in core convective overshooting is Λc ∼ 0.4 Hp.
To illustrate a sample of the different predictions between stellar modeling groups, Figure 13 is based on Figure
5 but with the PARSEC core overshooting grid in gray, and Victoria-Regina, YaPSI, Dartmouth, and MIST tracks
over-plotted. For the CMD on the right panel, we applied the same bolometric corrections as we have for PARSEC
(see Section 4.1.2 and Girardi et al. 2008) for Victoria-Regina and YaPSI who publish isochrones in HST filter systems,
but not tracks. Some specific differences between each modeling group are listed in Table 8.
Even in this limited example, the predictions from one model to another nearly cover the entire HRD and CMD
space of the PARSEC core overshooting grid (though the track with Λc = 0.5 is much more likely to explain the data
than the other overshooting values plotted). However, the predicted CMD morphologies are different enough that they
may not be degenerate, especially considering any differences in predicted lifetimes (not shown) between modeling
groups. With high signal-to-noise observations, a large number of stars, and filters chosen to maximize the separation
of CMD features, one could distinguish between the different predicted CMD morphologies from each modeling group.
The differences due to the careful decisions and their implementations between one stellar modeling group and
another are model predictions that can and should be systematically tested against observations. The statistical
(Bayesian) treatment we have presented is applicable for exactly this purpose, as it is agnostic of stellar model and
uncertain parameters. With a uniform binning scheme, only one further step would be necessary to compare one model
to another, which is to calculate the model evidence.
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