In this paper we present an identification algorithm for a class of continuous-time hybrid systems. In such systems, both continuous-time and discrete-time dynamics are involved. We apply the Expectation-Maximization algorithm to obtain the maximum likelihood estimate of the parameters of a discrete-time model expressed in incremental form. The main advantage of this approach is that the continuous-time parameters can directly be recovered. The technique is particularly well suited to fast sampling rates. As an application, we focus on a standard identification problem in power electronics. In this field, our proposed algorithm is of importance since accurate modelling of power converters is required in high performance applications and for fault diagnosis. As an illustrative example, and to verify the performance of our proposed algorithm, we apply our results to a flying capacitor multicell converter.
Introduction
Hybrid systems present continuous-time dynamics subject to changes in regime. These changes in regime belong to a finite or countable set. Thus, in such systems, both continuous-time and discrete-time dynamics are involved. Hybrid systems have been a topic of recurrent interest in the areas of econometrics, biological systems, engineering, etc, see e.g., [1, 2] .
In the area of power electronics, hybrid systems have been used extensively to model power converters and electrical drives [3] . Power converters have played an important role in the expansion of the use of electrical power in a wide variety of applications, including mining, medicine, transportation, and renewable energy [4] . Most applications are critical processes, where energy conversion must be carried out with high power quality (i.e., reduced harmonic pollution), and high reliability [5] .
In terms of power quality, multilevel converters have emerged as a promising alternative to traditional two-level converters [6] . Multilevel topologies are able to operate at much higher power levels. They also provide output voltages and currents with lower distortion than their two-level counterparts. They employ series connected switching devices, and an assortment of passive storage elements, to produce multiple distinct voltage levels between which the converter output can be switched. This allows the synthesis of switched waveforms with staircase envelopes that contain very low levels of harmonic distortion. Since multilevel topologies have more components than the corresponding two-level converter counterparts, they have a higher probability to present internal faults. Thus, it is important to monitor the internal components in order to evaluate the health of the devices.
In the engineering literature, several identification algorithms have been proposed for hybrid systems. Most of these works are based on using a linear regression approach, see e.g. [7, 8, 9, 10, 1] . In [11] , a system identification strategy for stochastic hybrid systems is presented. However, the proposed methodology does not consider model uncertainties and the measurement covariance is assumed to be known.
In this paper, we propose an identification algorithm for a class of hybrid systems based on the preliminary work describe earlier in [12] . The proposed algorithm is based on maximum-likelihood estimation. The system is parameterised in the, so called, delta (or incremental) form [13] . This kind of system modelling differs from the usual practice of using shift-operator models. Incremental models are obtained by simply reparameterising the discrete-time model. The use of this kind of model gives a framework which allows one to unify discrete-and continuous-time results in estimation and control when fast sampling rates are used [14] .
In this paper, we exploit these properties by applying the Expectation-Maximisation (EM) algorithm to maximise the likelihood function associated with the incremental model to obtain estimates of the hybrid model parameters. The EM algorithm is a recursive two step procedure. In the first step, a function of the state sequence estimate is obtained assuming that the parameters are known (E-step). In the second step, the function obtained in the E-step is maximised with respect to the parameters to obtain a new estimate (M-step). This yields a new parameter estimate to be used in the next iteration of the algorithm [15] . Our identification proposal does not require a priori knowledge of the process and measurement noise covariances since they are also estimated. We apply the EM algorithm to the problem of internal identification of power converters. This allows one to monitor the health condition of such hybrid systems.
As an illustrative example, we apply the proposed identification algorithm to estimate the internal capacitance values of a multicell power converter.
Problem Set up

Continuous-time model
Consider the following general continuous hybrid system described by state-space matrices. Each of the state-space matrices is parametrized by a common parameter vector θ, that is:
where x(t) ∈ R n , z(t) ∈ R ny , u(t) ∈ R nu ,ẇ(t) ∈ R n ,v(t) ∈ R ny . Also, σ(t) is an indicator of the system configuration. Here we assume σ(t) can take one of m values.
Additionally, the process noiseẇ(t) and the measurement noisev(t) are the formal derivatives of Wiener processes w(t) and v(t), respectively, with incremental covariance:
Remark 1 A key observation in the continuous-time noise model in (1)- (2) , is that the matrices Q c and R c correspond to spectral densities of the noise processes [13] . In fact, continuous-time white noise (CTWN) processes have infinite variance [16] . They offer and ideal description of broadband stochastic disturbances in continuous-time.
Such processes are usually referred to as CTWN. Notice that any continuous-time stochastic process with independent increments and finite second moment is necessarily a Gaussian process provided that it is Gaussian for some t 0 in the time interval of interest, see e.g. [17, p.28] .
The matrices A c σ(t) (θ), B c σ(t) (θ), C c σ(t) (θ), D c σ(t) (θ) belong to a finite set A, B, C, D respectively. These sets are described as:
where
. . , m is the result of (3) considering different values for σ (t) .
Since the system matrices take different values, depending on the value for σ (t) , the problem is a switched hybrid system. The goal is to estimate the parameter θ. Notice that θ is a common parameter to all possible state-space matrices under different configuration scenarios.
This class of hybrid system encompasses several power converter topologies, e.g., DC-DC buck converter, DC-DC boost converter, active-front-end rectifier, and multicell converter, see e.g. [18, 19, 20, 21] . In Section 4, we illustrate the ideas for the specific problem of identification for a multicell converter.
Sampled-data model
We assume that the output samples of the system described in (1)-(2) are obtained using a constant sampling period
A key point in this work is that we assume that the switching elements remain constant during each sampling period, ∆, i.e.,
In this case, the hybrid model presented in (1) can be viewed as a time-varying linear system.
The sampling process of the system output must be dealt with carefully. From (1), we see that the output has a pure CTWN component. Instantaneous sampling of this output would lead to a sequence having infinite variance. We thus need to employ an anti-aliasing filter prior to sampling.
We will use an integrate and reset filter (IRF) at the system output before instantaneous sampling [13] :ȳ
Under these conditions, the samples can be described as follows:
Lemma 1 Consider the continuous-time state-space model (1), where the system mode, σ(t), is constant during each sampling period as per (6) and the output is sampled after the IRF presented in (7). Then, the following incremental discrete-time model has the same second order output properties as the sampled output of the continuous-time system 1 :
where the increment is defined as, df 
and the covariance structure of the noise vector is
where δ K is the Kronecker delta and
Proof The proof of this lemma is similar to that of Lemma 1 in [12] .
Remark 2
The above model has been expressed in incremental form. An equivalent shift operator model is
where x k ∈ R n , y k ∈ R ny , and u ∈ R nu ,
and S q are given by:
3 Maximum Likelihood estimation and the EM algorithm
To estimate the parameters, we use the Maximum likelihood (ML) estimator defined aŝ
where the log-likelihood function (β) is given by
and where
The operator X creates a vector from a matrix X by stacking it columns on one another. p(Y N |β) denotes the probability distribution of Y N := {y 1 , y 2 , . . . , y N } given the parameter β. We call Y N the measurements. For future reference, we also define
The maximization of the log-likelihood function defined in (18), for state space models, is a non-convex problem [12] . In this context, it is helpful to use iterative algorithms such as Newton-Raphson or the Expectation Maximization (EM) algorithm [22] to facilitate the computations. The EM algorithm is known to converge to a stationary point of the likelihood function. However, local minima may be also a problem and thus the initialization of the estimates is an important issue.
Assumption 1
The vector of parameters β, the input (u k ) and the noise (w k ) satisfy regularity conditions guaranteeing that the solutionβ of the optimization problem in (17) converges (in probability or a.s.) to the true solution β 0 .
Assumption (1) is necessary, for example, to assure system identifiability. For example, if the collection of switching systems never considers one component of the parameter vector β, then we cannot identify the missing parameter. In particular, if the conditions of theorem 3.6 in [23, p.31] are satisfied, then lim N →∞β = β 0 (in probability or a.s.). Such conditions are very general, and it is necessary to specialize them for every particular problem.
The EM algorithm is an iterative method that generates a sequence of estimatesβ (i) , i = 1, 2, . . . , of the parameter vector β. These estimates converge to a local maximum of the log-likelihood function. The EM algorithm consists of two steps: (i) an expectation step (E-step), and (ii) a maximization step (M-step). The EM algorithm can be summarised as follows:
(i) Start with an initial estimate of the system parameter β o ,
(ii) E-step: Obtain the function Q(β,β (i) ), which corresponds to the expected value of the loglikelihood for the complete data (X N , Y N ) given the observed data Y N , (iii) M-step: Maximize the function Q(β,β (i) ) with respect to the parameter θ. This yields a new parameter estimate,
(iv) Set i → i + 1, and return to (ii) until convergence.
Calculation of Q for discrete-time systems
We note that the system switches between different sub-systems. At sampling time k, σ k ∈ {1, . . . , m}. Considering this, we have the following:
Lemma 2 For the system described in (14) , with σ k ∈ {1, . . . , m}, the auxiliary function Q of the EM algorithm is given by
Proof Since the resulting process is Gaussian, we can follow a similar procedure to that in [24] . If we have only one system to estimate (i.e., Θ is common for each sub-system) then, the expression for Q in (20) is the same as the one given in [24] . However, in our problem, we have different sub-systems. Thus, the expressions in (22) have to be calculated for each Θ j . These, in turn, depend on the switching sequence σ k .
Remark 3
The optimization of the auxiliary function Q in (20) is rather complex since the covariances Q q σ k , and R q σ k depend on the sequence signal σ k . In addition, there is an extra term, S q σ k , that needs to be considered.
Remark 4 When the discrete-time system is expressed in incremental (or delta) form, it closely resembles the continuous-time representation in (1). In fact, as the sampling time ∆ → 0, then the incremental form representation approaches the continuous-time representation. Thus, we have
3.2 Calculation of Q for delta form systems
Next we show that the auxiliary function Q can be expressed in a more convenient form for the system in (8) . We have the following:
Lemma 3 When ∆ → 0, the E-step given in (20) can be written as
and
Proof We follow a similar procedure as in [12] . We begin by substituting P = (20) . Developing the expressions, we obtain:
Writing (45) using matrices, we obtain (33).
Lemma 4
The function Q in (33) can be written as:
with
Proof We use standard properties of trace, vec and Kronecker operators. In addition, since each of the matrices (A δ
) is a function of θ, then we can write α 1 and α 2 as in (48).
The M-step
The M-step in the EM algorithm corresponds to the optimization of the auxiliary function Q in (46) . Unfortunately, this step does not have a closed form. To tackle this problem, we utilize the idea inherent in generalized EM (GEM) type algorithms, where one seeks to increase the value of the function Q at each maximization step [25, 26, 27] (i.e., Q(β i+1 ,β i ) > Q(β i ,β i )), rather than maximizing it. In particular, we use the, so-called, expectation conditional maximization (ECM) algorithm. When applied to our problem, the ECM algorithm consists of alternatively maximizing the function Q with respect to θ first, and then with respect to [
The ECM algorithm ensures that the log-likelihood function monotonically increases at each iteration [28, p.394] . We then have:
The M-step for the problem of interest is given by:
(i) For frozen Q δ and R δ :
(ii) For frozen A δ ,B δ ,C δ ,D δ :
Proof We substitute (48) into (46), and then differentiate the resulting expression with respect to θ. We obtain:
If we set (54) equal to zero and solve for θ, we obtain the expression in (51 
Identification in power electronics
Here we investigate the application of the general tools developed above to specific problems in power electronics.
Background
In power electronics, four particular identification problems can be distinguished based on practical requirements (see Fig. 1 ):
(i) Internal Identification: Due to the switching nature of the devices, internal power converter components are, in general, exposed to high electrical stress, such as high-blocking-voltage, pulsating currents, and high temperature, see e.g. [29] . This may result in performance degradation of the converter over time, or even, in some cases internal faults [30] . In particular, the large amount of passive and active components utilized in multilevel converters increases the probability of faults, reducing the reliability of these switched systems [30, 31] . Even though several fault detection and fault tolerant strategies for power converters have been proposed (see e.g. [32, 33, 34, 31] ), performance following a fault is, in general, poor [31] . For this reason, it is often desirable to implement some form of health monitoring system to evaluate the state of health of the power converter by identifying the internal components in order to avoid faults [35] .
(ii) External Identification: Power converters are intended to electrically feed different kinds of load with different parameter values. For this reason, one will often be interested in identifying the load parameters so that one can adjust the converter settings in order to satisfy the load requirements. This is especially important in the case of electrical machine control [36, 21, 37] . Additionally, load parameter identification can be also used to carry out fault analysis of the electrical load [38] .
(iii) Entire System Identification: Usually, when carrying out identification of load parameters, it is assumed that the power converter is an ideal power source, neglecting its internal dynamics, see e.g. [39] . This identification procedure, in general, improves the performance of the underlying estimation process needed to implement control feedback strategies. However, this approximation may lead to errors in the identification process, especially in the case of multilevel converters where more internal passive and active components are involved in the full system (i.e. converter+load) dynamics [6] .
(iv) Unknown Switching States: It is common (and we will adopt this premise) to assume that the switching sequence is known. However, the switching sequence can be affected by power switching faults or mistrigger pulses [34] . For this reason, one may also be interested in identifying the switching sequence itself. The interested reader is referred to [1, 11] for identification of the switching sequence based on stochastic approaches.
In the current paper, we will focus on the first case, i.e., the internal identification problem. The challenge here comes from the fact that power converters are hybrid or switched (non)linear systems [3] . These kind of systems can be described by a set of discrete modes (where each mode in the 
Illustrative Case: Application to multicell converter
As an illustrative example, we propose to analyze the internal identification problem for a particular class of power converters called Flying Capacitor Converters (FCC). This class of multilevel converter has attracted significant attention due to the fact that this topology requires only one main DC-voltage to electrically feed the entire system [40] . As depicted in Fig. 2 , FCCs comprise multiple interconnected cells. Each cell contains a pair of complementary switches, S i and S i , and a capacitor, C i . These are used to synthesize intermediate output voltage levels [21, 40, 41, 42, 43] . Due to its configuration, this converter is also known as a multicell converter. To increase the reliability of the floating capacitors, self-healing capacitors can be used [32] . Nevertheless, these electrical components experience capacitance degradation due to the effect of current harmonics and internal faults [44] . Thus, we propose an identification methodology which allows one to estimate the actual capacitance value of the internal floating capacitors, C i . This information can then be used to evaluate the health of the power converter.
For our problem, the system state and system output are represented by x = [v c1 v c2 i a ] T and y = i a respectively, while s = [s 1 s 2 s 3 ] T stands for the switching elements, which can only take two values, s i = 0 if the switch is open and s i = 1 if it is closed, i.e., s i ∈ {0, 1}, for all i ∈ {1, 2, 3}. Consequently, the switching elements are restricted to belong to the following finite set:
The disturbance-free continuous-time dynamic model of the system, when feeding an rl-electrical load, can be represented as: where
In this model, parameters r, l, c 1 , and c 2 are the load resistance, load inductance, and the 2 internal capacitance values, respectively.
Since s(t) ∈ S, the FCC model presented in (56) is a special case (where u(t) is constant) of the hybrid model described in (1), where σ(t) ∈ {1, . . . , 8} stands for the different system modes triggered by the switching elements, s(t) ∈ S. Thus, the pair (
}. We are interested in obtaining an estimate of the following FCC parameters
These parameters are present in the different subsystems through the matrix A c σ(t) (θ). Next, we describe results based on simulation and experimental work carried out in our laboratory.
Remark 5 Note that the voltages in the capacitors v c1 and v c2 remain constant when s 1 (t) = s 2 (t) and s 2 (t) = s 3 (t), respectively. This, in turn, implies that the sums in (38)- (44) should consider a reduced number of terms.
Simulation Results
As described in Section 4, in our particular problem we have m = 8 different subsystems with the following common parameters: V dc = 150 V , r = 30 Ω, l = 10 mH, and "true" Figure 3: Simulation Results: Continuous-time system state dynamics: a) actual system state x(t) and the system input σ(t); b) system state estimatex(k) after completion of the identification algorithm.
To implement the EM algorithm we consider a data length of N=4000, which is obtained with a sampling frequency of f s = 20kHz, i.e., ∆ = 50µs. This is a standard sampling frequency used to control this converter; see e.g., [42] . This sampling period is sufficiently faster than the dynamics of the capacitor voltages given by τ c = r × c ≈ 3.3 m, resulting in ∆ = 66τ c . Consequently, the EM identification algorithm can be carried out considering the sampled-data model as presented in Section 3 assuming that A δ
The switching sequence is chosen in order to emulate standard Phase-Shifted Pulse-Width Modulation (PS-PWM). Here, each pair of switches is commuted with an identical switching sequence with a period of h = 192∆ and a phase shift between consecutive cells of h/3. PS-PWM guarantees that, in open loop, the floating voltages v c1 and v c2 will oscillate around the values V dc /3 and 2V dc /3 respectively [40] . To initialize the algorithm, we consider Q c 0 = 0.5Q c , R c 0 = 1.5R c , and The data window used to estimate the internal capacitance is shown in Fig. 3 . The actual system state, x(t), is depicted in Fig. 3-a) while the system estimate,x(t) is presented in Fig. 3-b) . In both cases the same switching sequence, σ(t), is considered. It can be observed that the state estimates closely resemble the actual system state.
The simulation result of the estimation is shown in Fig, 4-a) . Here, one can see that the estimated parameters achieve the "true" (nominal) capacitance values after 100 iterations of the EM algorithm. To verify the performance of the proposed algorithm in terms of system identification, Fig. 4-b) shows the Bode diagram of the system (input: V dc , output: i a ), with σ = 5 (black line), along with the first step estimation (dot-dashed blue line), and the final step estimation (dashed red line). Clearly, the final system frequency response is the same as the continuous-time dynamics of the "true" system. Figure 5: Experimental Results: Continuous-time system state dynamics: a) measured system state x(t) and the system input σ(t); b) system state estimatex(k) after completion of the identification algorithm.
Experimental Results
To verify the performance of the proposed identification algorithm, experiment studies were carried out in our laboratory. The experiments were performed on an FCC laboratory prototype. This converter was built based on discrete insulated-gate bipolar transistors (IGBTs) IRG4PC30KD and standard electrolytic capacitors with a nominal capacitance of c 1 = c 2 = 110µF . It is important to emphasize that the nominal capacitance presents a tolerance of ±20%. The remaining nominal electrical parameters of the converter-load system are chosen to be the same as in the simulation study, i.e., V dc = 150 V , r = 30 Ω and L = 10 mH. To capture the data a digital platform based on a TMS320C6713 DSP along with an XC3S400 FPGA was used. This is a standard digital platform used to handle power converters; see e.g., [34, 42, 45] . Thus, similar to the simulation case, we obtained a length of measured data of N = 4000 sampled at f s = 20kHz. To initialize the algorithm, we consider the same initial value for the covariance as in the simulation case. The experimental data window used to estimate the internal capacitance is shown in Fig. 5 . Since the "true" system is unknown, the measured system state, x(t), is presented in Fig. 5-a) while the system estimate,x(t) is presented in Fig. 3-b) . Notice that, in this case, we consider the same switching sequence, σ(t), than in the simulation case. This allows one to compare the experimental to the simulation results. Here, one can clearly observe that the system model (56)-(57) closely describes the actual FCC continuous-time dynamics.
The experimental result of the proposed estimation algorithm is presented in Fig. 6 . Here, one can see that the estimated parameters achieve a value close to the nominal one after 100 iterations of the EM algorithm (similar to the simulation case), i.e., c 1 = 121µF and c 2 = 106µF . Notice that these values are within the corresponding tolerance (error) for this kind of capacitors.
In Fig. (6)-b) , the Bode diagram of the system (input: V dc , output: i a ), with σ = 5 (black line), along with the first step estimation (blue line) and the final step estimation (red line) is presented. The bode diagram confirms that, even when there exist a small error between the nominal and estimated parameters, the final system frequency response closely resembles the nominal continuoustime system dynamics.
Conclusions
In this work, we have proposed an EM based identification algorithm for switched linear systems. The key idea of our proposal comes from the fact that a change in system modes can only be triggered at the sampling instants. Additionally, we have shown that, by considering fast-sampling, one can use the incremental-form model to directly estimate the continuous-time system model parameters, allowing one to reduce the EM algorithm complexity, as shown in Section 3.
As an illustrative example, we have implemented this algorithm to estimate the internal capacitor values of a multicell converter. The proposed methodology can be used to monitor the health condition of the floating capacitors. Both simulation and experimental results show that the formulation of the EM algorithm in terms of incremental-form models provides good numerical behaviour for fast-sampling rates. Thus, one can conclude that the proposed approach provides a direct way to estimate continuous-time switched linear systems.
Future work will be focused on switching sequence design for hybrid systems. This is an interesting problem. There are associated difficulties arising from the fact that all reachable modes have to be sufficiently excited in order to improve the estimation of system parameters. Additionally, it is important to investigate how to implement this identification algorithm in closed-loop, in order to achieve both, control and identification of power converters.
