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Abstract
In the first part of this report, we introduce quadratic forms in n-variables
over rings with characteristic not 2 and draw the one-to-one correspondence
between the quadratic forms and symmetric bilinear forms. Apart from this,
we also introduce the automorph group of a quadratic form overR and discuss
its relation with either SLn(R)-equivalency or GLn(R)-equivalency.
For Chapter 2 and Chapter 3, quadratic forms in n-variables over different
fields F were studied and classified over SLn(F )-equivalent and GLn(F )-
equivalent. We are particularly interested in algebraically closed fields, or-
dered fields with the property that every positive element is a square and
finite fields; where the first two fields are generalization of the complex field
C and the real field R respectively. For finite fields’ case, we calculate the
order of an automorph group of a quadratic form.
In the final chapter, we only deal with integral binary quadratic forms. Not
all well-known results are included, but we are rather interested in Markoff
matrices which are closely related to Markoff’s conjecture. Since the conjec-
ture is far beyond reached, we only prove for some special cases where the
idea came from [3]. Some properties of Markoff matrices are also given.
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All rings are assumed to have multiplicative identity.
1.1 Quadratic forms
Definition 1.1. Let R be a commutative ring, then a function in n variables
of the form




where all aij ∈ R is called a quadratic form in n-variables over R.
In general, R can be any commutative ring. But we are especially interested
in quadratic forms over an integral domain (e.g. C,R,Fq,Z where Fq is the
finite field of order q).
Two quadratic forms in n-variables over R, say
f(x1, . . . , xn) =
∑
i≤j




are equal if and only if aij = bij for all 1 ≤ i ≤ j ≤ n.
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For any invertible n×n matrix M = (mij) ∈ GLn(R) we define an action of
M on f by












i.e., every variable xi in f is replaced by
∑
1≤k≤n
mkixk. It is clear that M · f
(or simply Mf) is again a quadratic form in n-variables over R.
Example 1.2. Given R be a commutative ring, then
(i) if f(x1, x2) is a quadratic form over R, the action of 0 1
1 0

on f is the action of changing x1 and x2.
(ii) if f(x1, x2, x3) = 4x1








then by direct calculation, one see that Mf = 3x1




Definition 1.3. Suppose f1 and f2 are quadratic forms in n-variables over
a commutative ring R. For any subgroup S of GLn(R), if there exists an
element M ∈ S such thatM ·f1 = f2, then we say these two quadratic forms
are S-equivalent. For simplicity, we write Mf1 = f2 or f1 ∼ f2 if the group
S is clear.
Proposition 1.4. Let P be a subring of a commutative ring R, then two
quadratic forms in n-variables over P are GLn(P )-equivalent imply that they
are GLn(R)-equivalent.
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Proposition 1.5. Let R be a commutative ring and S, T be subgroups of
GLn(R) such that S ⊆ T , then two quadratic forms in n-variables over R
are S-equivalent implies that they are T -equivalent.
Proposition 1.6. Let R be a commutative ring and S be a subgroup of
GLn(R), then S-equivalency is an equivalence relation.
Proof. Taking In ∈ S, then Inf1 = f1. If Mf1 = f2 for some M ∈ S, then
M−1f2 = f1 where M−1 ∈ S. Suppose Mf1 = f2 and Nf2 = f3 for some
M,N ∈ S, by direct calculation we have (NM)f1 = f3 where NM ∈ S. This
ends the proof.
1.2 Matrix representations
Definition 1.7. Given a commutative ring R, define a homomorphism φ :
Z→ R by φ(1) = 1. Let kerφ = mZ for some non-negative integer m, then
m is defined to be the characteristic of R. We write
charR = m
In this section, we consider quadratic forms over an integral domain R with
charR 6= 2. Hence the inverse of 2 exists in its field of fraction.
For any quadratic form




in n-variables over an integral domain R, we define a symmetric n×n-matrix
Sf = (sij) over the field of fraction of R where
sij =
 aij/2 if i < j;aii if i = j
3
This matrix is called the matrix representation of f . It is obvious that
two forms over a fixed integral domain are equal if and only if their matrix
representations are equal. Notice that we can rewrite
f(x1, . . . , xn) = xSfx
t
where x = (x1, . . . , xn) is viewed as a row matrix.
Also, the action ofM ∈ GL(R) on f corresponds to the matrix multiplication
MSfM
t
i.e., g =Mf if and only if Sg =MSfM
t.
Definition 1.8. Suppose R is an integral domain and f(x1, . . . , xn) is a
quadratic form in n-variables over R. If S is the matrix representing f ,
define the discriminant of f as follows,
∆f = −n2|S|
where |S| is the determinant of S.
Example 1.9. (i) Let f(x1, x2) = x1
2 + 2x1x2 − x22 be a quadratic form
in 2-variables over R, hence  1 1
1 −1

is the matrix representation of f .
(ii) The discriminant of f(x1, x2) = ax1








∣∣∣∣∣∣ = b2 − 4ac
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Example 1.10. Again, we consider the quadratic form over Z in 3-variables
(see Example 1.2),
f(x1, x2, x3) = 4x1
2 − x1x3 + 3x22

































i.e., Mf = 3x1
2 + 6x1x3 + 4x2
2 − 7x2x3 + 6x32.
Hence we see that if A is the matrix representation of f , then indeed
Mf = xMAM txt
Proposition 1.11. If R is an integral domain, M ∈ GLn(R) is an invertible
n× n matrix over R and f is a quadratic form in n-variables over R, then
∆(Mf) = |M |2∆f
Proof. Suppose A,B be the matrix representations of f,Mf respectively. We
know that
Mf = xMAM txt
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and
|B| = |MAM t| = |M |2|A|
thus we conclude that
∆(Mf) = −n2|B| = −|M |2n2|A| = |M |2∆f
Corollary 1.12. Let R be an integral domain, then the discriminant of a
quadratic form in n-variables over R is an invariant under SLn(R)-equivalence.
Definition 1.13. A quadratic form with non-zero discriminant is called a
non-degenerate quadratic form.
1.3 Symmetric bilinear forms
In this section, E is a module over a commutative ring R. If v1, . . . , vk ∈ E,
we write 〈v1, . . . , vk〉 for the submodule generated by these elements.
Definition 1.14. Let E be a module over a commutative ring R, a map
σ : E × E −→ R is called a bilinear form if it satisfies
(i) σ(x, ay + bz) = aσ(x, y) + bσ(x, z) and
(ii) σ(ay + bz, x) = aσ(y, x) + bσ(z, x)
for all a, b ∈ R and x, y, z ∈ E.
Remark 1. The conditions (i) and (ii) are called the bilinear properties of
the bilinear form.
For convenience, we simply call a module E together with a bilinear form σ
a form. Two elements x, y in E are said to be orthogonal if σ(x, y) = 0.
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Definition 1.15. Suppose R is a commutative ring and E is a finitely gen-
erated R-module. A subset B of E is called a basis of E if B is a smallest
generating set of E in term of cardinality. We call the module E an n-
generated module if it has a basis of cardinality n.
Suppose E is a finitely generated R-module, (E, σ) is a form and B =
{v1, . . . , vn} is a basis of E. By taking mij = σ(vi, vj), define an n × n-
matrix MB = (mij). We call MB the matrix representation of (E, σ) with
respect to the basis B.





where xi ∈ R for all 1 ≤ i ≤ n. It is clear that
σ(x, y) = xMB y
t
where x = (x1, . . . , xn) and y = (y1, . . . , yn) are row matrices correspond to
coefficients of x and y respectively with respect to the basis B. In this case,
we still call any n-tuples x ∈ Rn a vector with respect to the basis B.
Definition 1.16. A symmetric bilinear form is a bilinear form (E, σ) satis-
fying
σ(x, y) = σ(y, x)
for all x, y ∈ E. Its kernel kerσ is defined to be the set of elements in E
which are orthogonal to E. In other words,
kerσ = {x ∈ E |σ(x, y) = 0, ∀ y ∈ E}
A symmetric bilinear form is non-degenerate if kerσ = {0}.
It is clear that
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Proposition 1.17. A form (E, σ) is symmetric if and only if the matrix
MB representing the form with respect to any basis B is symmetric, i.e.,
MB
t =MB.
Note that if the form is not symmetric, it may happen that {x ∈ E |σ(x, y) =
0, ∀ y ∈ E} and {x ∈ E |σ(y, x) = 0, ∀ y ∈ E} are distinct sets. They are
usually called the left kernel and right kernel respectively. However, in case
σ is symmetric we have x ∈ kerσ if and only if σ(x, y) = σ(y, x) = 0 for all
y ∈ E. We simply call it the kernel of σ.
Proposition 1.18. For any symmetric bilinear form (E, σ) over a field F
there is a a subspace W and a basis B of V such that MB has the form 0 0
0 A

for some invertible k × k-matrix A where k = dimW = dimV − dimkerσ
and A is a matrix representing σ|W×W .
In particular, the dimension k of the non-degenerate part (W,σ|W×W ) of the
symmetric bilinear form (E, σ) is well-defined.
Proof. Let B′ = {w1, . . . , wm} be a basis of kerσ, then extend it to a basis
B = {w1, . . . , wn} of V . Also, if W is the subspace of V spanned by B\B′,
then V = kerσ
⊕
W . For any x, y ∈ V we can write x = x1 + x2 and
y = y1 + y2 where x1, y1 ∈ kerσ and x2, y2 ∈ W . Clearly,
σ(x, y) = σ(x2, y2)






We let k = n−m. If A is non-invertible, then there is some nonzero vector
z ∈ F k×k such that Az = 0, i.e., there is some non-zero element z of W such
that σ(y, z) = 0 for all y ∈ V and hence z ∈ kerσ ∩W , which contradicts to
the construction of W .
Example 1.19. Let B = {e1, e2, e3} be a basis of a module E over R, then
(i) σ(e1, ei) = σ(ei, e1) = σ(ei, e3) = 0 for all 1 ≤ i ≤ 3,
σ(e2, e2) = 2, and σ(e3, e2) = −1







Notice that (E, σ) is not symmetric. Its left kernel is 〈e1〉 and its right








be a symmetric 3 × 3 matrix. If we define σ(ei, ej) = mij for all 1 ≤
i, j ≤ 3, then (E, σ) is a symmetric bilinear form. It is immediate the
matrix representation of (E, σ) is M .
Let B and C be two bases of E and let P ∈ GLn(R) be the matrix that send
B to C, i.e., for any element x of E, let x = (x1, . . . , xn) ∈ Rn be the vector
corresponds to the basis B, then xP is the vector corresponds to the basis
C, then




for all x, y ∈ E. The equation (∗) is true for all n-tuples of x,y ∈ Rn, thus
we conclude that PMCP
t =MB.
Theorem 1.20. Let R be a commutative ring, E be a n-generated R-module,
(E, σ) be a non-degenerate bilinear form and B1 and B2 be two bases of E,
then P is a transition matrix from B1 to B2 if and only if
PMB2P
t =MB1
Proof. The above discussion proves the forward direction. For the converse,
given that B1 = {v1, . . . , vn} and B2 = {w1, . . . , wn}, then for any x, y ∈ E,
we denote x1,x2 for the vectors representing x with respect to the basis
of B1 and B2 respectively. Similarly, we write y1 and y2 for the vectors







= (x1P )MB2(y1P )
t
This gives (x2 − x1P )MB2(y2 − y1P )t ≡ 0. Since (E, σ) is non-degenerate,
we have x2 − x1P = 0, i.e., P is the transition matrix from B1 to B2.
1.4 Correspondence
Throughout this section, F is a field with characteristic not 2. We want to
draw the correspondence between quadratic forms in n-variables over F and
symmetric bilinear forms of n-dimensional vector space of F .
First, suppose we are given an n-dimensional vector space E over a field F
and a symmetric bilinear form (E, σ). Let B = {v1, . . . , vn} be a basis of E
and MB = (mij) be its matrix representing the form with respect to B, i.e.,





xivi ∈ E and x = (x1, . . . , xn).
We define





where x is viewed as row matrix. It is clear that f is a quadratic form in
n-variables over F if we view xi’s as variables. We call f the quadratic form
induced by the form (E, σ) with respect to the basis B.
Conversely, suppose F is a field,




is a quadratic form in n-variables over F and S is the matrix representation









σ(x, y) = xSyt
where x = (x1, . . . , xn) and y = (y1, . . . , yn).
We want to show that σ defines a symmetric bilinear form over the vector
space E. Indeed, for any x, y, z ∈ E and a ∈ F we have
σ(x, y) = σ(y, x),
σ(x+ y, z) = (x+ y)Szt
= xSzt + ySzt
= σ(x, z) + σ(y, z)
similarly,
σ(x, y + z) = σ(x, y) + σ(x, z)
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and




We call (E, σ) the symmetric bilinear form induced by f with respect to the
basis B. Furthermore, by the definition of σ, bilinear properties shown (see




{σ(x+ y, x+ y)− σ(x, x)− σ(y, y)}
= f(x+y)− f(x)− f(y)
and
σ(x, y) = xMBy
t = xSyt
for all n-tuples x,y ∈ F n. Hence this implies that
MB = S
We conclude our discussion as follows;
Theorem 1.21 (Correspondence Theorem). Let F be a field and E be an
n-dimensional vector space over F with a basis B = {v1, . . . , vn} for some
n ∈ N, then the function Φ given below is a bijection from the set of all
quadratic forms in n-variables over F to the set of all symmetric bilinear
forms over E; given x =
∑n
i=1 xivi, y =
∑n
i=1 yivi ∈ E,x = (x1, . . . , xn) and
y = (y1, . . . , yn), define
Φ(f)(x, y) = f(x+ y)− f(x)− f(y) and Φ−1(σ)(x) = 1/2σ(x, x)
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where f is a quadratic form and σ is a symmetric bilinear form.
Proof. It is clear that σ is uniquely determined by f and vice versa by the
above discussion.
Corollary 1.22. Let F be a field, (E, σ) be a symmetric bilinear form on the
n-dimensional vector space over F , B = {v1, . . . , vn} be a basis of E and f be
the quadratic form in n-variables over F induced by (E, σ) with respect to the
basis B, then a change of basis from B to C = {w1, . . . , wn} by P ∈ GLn(F )
is equivalent to the action of P−1 on f .
Proof. Notice that the change of basis does not change the value of σ(x, y)
for all x, y ∈ E. Suppose g(x) is the quadratic form after the change of basis.
Also, denote x′ = xP where x and x′ are the vectors correspond to x ∈ E
with respect to B and C respectively. Hence
Pg(x) = g(x′) =
1
2
σ(x, x) = f(x)
for all n-tuples x of F n. This shows that f is GLn(F )-equivalent to g via P .
Conversely, if Pg(x) = g(xP ) = f(x) for some P ∈ GLn(F ). Then
xPMCP
tyt = g((x+ y)P )− g(xP )− g(yP )
= f((x+y))− f(x)− f(y)
= xMBy
t
for all pairs x,y ∈ F n. This implies that PMCP t = MB, i.e., P is the
transition matrix from B to C by Theorem 1.20.
Theorem 1.23. Let F be a field, then every quadratic form in n-variables
over F is SLn(F )-equivalent to a form
A1x1
2 + . . .+ Akxk
2
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where Ai 6= 0 and k (1 ≤ k ≤ n) is uniquely determined by f .
Or equivalently, every symmetric bilinear form over F has an orthogonal
basis.
Proof. The theorem can be proven by induction on n. It is trivial for
n = 1. Suppose it is true for any quadratic form in n − 1-variables over
F that it is SLn−1(F )-equivalent to a form shown in the theorem. Suppose
f(x1, . . . , xn) =
∑
i≤j
aijxixj is a quadratic form in n-variables over F where
n ≥ 2. For any i 6= j, letMij be the n×n matrix over F which has the effect
xi 7−→ −xj and xj 7−→ xi on any quadratic form in n-variables over F .
(i) Suppose amm = 0 for each 1 ≤ m ≤ n and ajm 6= 0 for some j < m.
The action changing xj 7−→ xj + xm, xm 7−→ xm makes f SLn(F )-
equivalent to




where bmm 6= 0.
(ii) From (i), we may assume that f has some non-zero amm. If m 6= 1,
the action xm 7−→ −x1, x1 7−→ xm makes f SLn(F )-equivalent to a
quadratic form with the coefficient of x1
2 is non-zero.
(iii) From (ii), we may assume that a11 6= 0. For any j > 1, let Nj be
the matrix with the property x1 7−→ x1 − a1j2a11xj (charF 6= 2) and
xj 7−→ xj, then it is clear that Nn . . . N2f has coefficients zero at x1xj
for all j > 1 and non-zero at x1
2, i.e., f is SLn(F )-equivalent to










aijxixj ≡ 0, then we are done. Suppose not, then




is a quadratic form in n−1-variables over F . By induction, there exists some
M ∈ SLn−1(F ) such that Mh = A2x22 + . . . + Akxk2 for some 2 ≤ k ≤ n
and Ai 6= 0 for all 2 ≤ i ≤ k. Now it is clear that 1 0
0 M
 g = A1x12 + . . .+ Akxk2
Hence f is SLn(F )-equivalent to A1x1
2+ . . .+Akxk
2 for some 1 ≤ k ≤ n and
Ai 6= 0 for all 1 ≤ i ≤ k. This proves the existence of the form mentioned.
Next, we show the uniqueness of the integer k. By Corollary 1.22, since
the action of SLn(Z) on f is exactly the change of basis of corresponding
symmetric form (E, σ), the dimension of the kernel of σ remains fixed and
hence by Proposition 1.18
k = n− dimkerσ
is unique.
Example 1.24. Suppose F is a field and f be a non-degenerate quadratic
form in n-variables over F . By Theorem 1.23, f is SLn(F )-equivalent to
A1x1
2 + . . . , Anxn
2 where Ai 6= 0 for all 1 ≤ i ≤ n. Since the discriminant is





1.5 Quadratic forms over field with charac-
teristic 2
Throughout this section, F is a field with characteristic 2.
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Definition 1.25. An alternating form (E, σ) is a bilinear form which satisfies
σ(x, x) = 0
for all x ∈ E.
Proposition 1.26. An alternating form (E, σ) with underlying field of char-
acteristic 2 is a symmetric form.
Proof. For any x, y ∈ E,
0 = σ(x+ y, x+ y)
= σ(x, x) + σ(x, y) + σ(y, x) + σ(y, y)
= σ(x, y) + σ(y, x)
= σ(x, y)− σ(y, x)
Hence σ(x, y) = σ(y, x).
Since F has characteristic 2, one cannot talk about symmetric matrix rep-
resentation of a quadratic form over F (see Section 1.2 for instance). Hence
we introduce the upper triangular matrix representation of a quadratic form
f ; given




we define A = (aij) where
aij =
 bij if i ≤ j;0 otherwise. (∗)
Let B = {v1, . . . , vn} be a basis for an n-dimensional vector space E over F ,






and define x = (x1, . . . , xn). Hence define a symmetric bilinear form
σ(x, y) = x(A+ At)yt
for all x, y ∈ E. It is clear that A + At is a symmetric matrix with the
diagonal entries all zero, i.e., σ(vi, vi) = 0 for all 1 ≤ i ≤ n.
We conclude our construction as follows; fix an n-dimensional vector space
E over F with a basis B, we define a function Φ from the set of all quadratic
forms in n-variables over F to the set of all symmetric bilinear forms over E
by
Φ(f)(x, y) = x(A+ At)yt
where A is the upper triangular matrix representation of f .
Proposition 1.27. Let E be an n-dimensional vector space over a field F of
characteristic 2 with a basis B = {v1, . . . , vn}, then for any given quadratic
form f in n-variables over F , (E,Φ(f)) is an alternating form.
On the other hand, any alternating form (E, σ) and any decompositionMB =




Proof. By direct calculation, we see that






Next, letMB be the matrix representation of an alternating form (E, σ) with
respect to the basis B. Since MB is symmetric with 0’s on the diagonal, we
can write
MB = A+ A
t
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for some upper triangular matrix A and hence
fA(x) = xAx
t
defines a quadratic form in n-variables over the field F .
Remark 2. Note that different choices of A in the above proposition gives
rise to different quadratic forms, which may not even be SLn(F )-equivalent.
For instance, if we choose A to be a strictly upper triangular matrix, then
the corresponding quadratic form is degenerate; on the other hand, we may
choose A such that the diagonal entries of A are 1 and hence the correspond-
ing quadratic form is non-degenerate. Hence the construction does not give
one to one correspondence between set of all quadratic forms in n-variables
over F and the set of symmetric bilinear forms over E, in case of charF = 2
(see Theorem 1.21).
We quote a result from [2].
Theorem 1.28. Let E be an n-dimensional vector space over F (character-
istic not necessary 2), then any alternating form (E, σ) has a basis B such







where 2r ≤ n and all 0’s are suitable zero matrices.
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1.6 Hyperbolic planes
Definition 1.29. A 2-dimensional symmetric form (H, σ) is called a hyper-





A form (E, σ) of dimension 2n is called hyperbolic if it is an orthogonal sum
of finite hyperbolic planes.
Remark 3. Let (H1, σ1), . . . , (Hn, σn) be hyperbolic planes over a ring R,










where xi, yi ∈ Hi and x = x1 + . . .+ xn and y = y1 + . . .+ yn.





By change of basis to B′ = {v + 1
2













then by change of basis to C′ = {1
2





Definition 1.30. Two bilinear forms (E, σ) and (E ′, σ′) are said to be isom-
etry if there exists a linear isomorphism ψ : E → E ′ of vector spaces E,E ′
such that
σ′(ψ(x), ψ(y)) = σ(x, y)
for all x, y ∈ E. We denote (E, σ) ∼= (E ′, σ′) if these two forms are isometry.
1.7 Automorph groups
Definition 1.31. For any non-degenerate quadratic form f(x1, . . . , xn) in
n-variables over an integral domain R, we say P ∈ GLn(R) fixes f if
Pf(x1, . . . , xn) = f(x1, . . . , xn)
The set of all matrices in GLn(R) fixing f is called the group of automorph
of f , we denote this group by Of .
Let M be the matrix representing the form, then P ∈ Of if and only if
PMP t =M .
Any element fixes a non-degenerate quadratic form has determinant ±1.
The subgroup O+f of a group of automorph Of containing elements with
determinant 1 is called the group of proper automorph of the non-degenerate
quadratic form f .
Proposition 1.32. Let G be a subgroup of GLn(R) and f, g be G-equivalent
non-degenerate quadratic forms of n-variables over an integral domain R,
i.e., Pf = g for some P ∈ G ⊆ GLn(R), then
Og = POfP










(and hence O+g = PO
+
f P
−1) for some P ∈ GLn(R), we say that the auto-
morph groups (proper automorph groups) of f and g are GLn(R)-conjugate
to each other.
Proposition 1.33. The proper automorph group of the quadratic form
f(x1, . . . , xn) = x1
2 + . . .+ xn
2
over a field F of characteristic not 2 is the orthogonal group of SLn(F ), i.e.,
set of matrices such that MM t = In.





Throughout this chapter, fields are assumed to have characteristic not 2.
Given an algebraically closed field F , we classify the set of non-degenerate
quadratic forms in n-variables over F up toGLn(F )-equivalence and SLn(F )-
equivalence.
Theorem 2.1. Let F be algebraically closed, then all non-degenerate quadratic
forms in n-variables over F are GLn(F )-equivalent.
Proof. We adopt the notation ∼ for GL2(F )-equivalence in this proof.
Let f be a non-degenerate quadratic form in n-variables over F and since f
is non-degenerate, then f ∼ A1x12 + . . . + Anxn2 for some non-zero Ai ∈ F
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be the diagonal matrix acting on A1x1
2 + . . . + Anxn
2, then it is clear that
f ∼ x12 + . . .+ xn2. Hence all non-degenerate quadratic forms are GLn(F )-
equivalent.
Corollary 2.2. Let F be algebraically closed, then for any fixed n, there is a
unique (proper) automorph group up to GLn(F )-conjugation, i.e., the group
of n× n-matrices M such that
MM t = In
Furthermore, for all quadratic forms f in n-variables over F the cardinality
of Nf (x) depends merely on x ∈ F .
Proof. Use Proposition 1.32, Proposition 4.7 and previous theorem. The
explicit automorph group follows from Proposition 1.33.
Theorem 2.3. Let F be algebraically closed, then non-degenerate quadratic
forms in n-variables over F with equal discriminant are SLn(F )-equivalent.
Proof. It suffices to prove that A1x1
2+ . . .+Anxn
2 and B1x1
2+ . . .+Bnxn
2








since any quadratic form in n-variables over F is SLn(F )-equivalent to a













transforms f to g.
Corollary 2.4. Let F be algebraically closed, then (proper) automorph groups
of any two non-degenerate quadratic forms in n-variables over F with equal
discriminants are SLn(F )-conjugate to each other.
Example 2.5. Let C be the set of complex numbers, then all non-degenerate
quadratic forms in n-variables over C are GLn(C)-equivalent to the form
x1
2 + . . .+ xn
2
Furthermore, every quadratic form in n-variables over C with a fixed dis-
criminant d ∈ C× is SLn(C)-equivalent to
dx1
2 + x2




Quadratic forms over ordered
fields
Given an ordered field F (see Definition 3.1), we classify the set of non-
degenerate quadratic forms in n-variables over F up to GLn(F )-equivalence
and SLn(F )-equivalence.
Definition 3.1. Let F be a field and P ⊆ F be a subset of F such that
(i) for any x ∈ F , either x ∈ P , x ∈ −P or x = 0, and the possibility is
exclusive,
(ii) for any x, y ∈ P , x+ y ∈ P and xy ∈ P .
then we say P is an ordering of F and F is an ordered field with an ordering
P .
Suppose P is an ordering of F , we call an element x ∈ F positive if x ∈ P ;
in contrast, x ∈ F is negative if x ∈ −P . Given x, y ∈ F , we define y > x if
and only if y − x ∈ P . We write y ≥ x if and only if y = x or y > x.
We call any two elements of F having the same sign if either both lie in P ,
both lie in −P or both equal to zero.
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Proposition 3.2. Let P be an ordering of F , then we have the following;
(i) F is a disjoint union of {0}, P and −P .
(ii) x1
2+ . . .+xn
2 lies in P where xi ∈ F\{0} for all 1 ≤ i ≤ n and n 6= 0;
in particular, 1 ∈ P . Furthermore, x ∈ P if and only if −x ∈ −P .
(iii) charF 6= 2.
(iv) x ∈ P if and only if x−1 ∈ P .
(v) For any x, y ∈ F , if x < y, then z + x < z + y for all z ∈ F and
wx < wy for all w ∈ P .
Proof. (i) Apply Definition 3.1 (i).
(ii) If xi 6= 0, then either xi ∈ P or −xi ∈ P . By Definition 3.1 (ii), we
have
xi
2 = xi · xi = (−xi)(−xi) ∈ P
and hence any non-trivial sum x1
2 + . . .+ xn
2 lies in P . In particular,
1 is a square of itself and hence 1 ∈ P .
Suppose x ∈ P and −x ∈ P , then 0 = x + (−x) ∈ P by Definition
3.1 (ii), which contradicts to Definition 3.1 (i). The converse can be
proved similarly.
(iii) If 1 + 1 = 0, then 1 = −1 ∈ P ∩ −P by (ii), A contradiction.
(iv) The statement is symmetry. Suppose x−1 ∈ −P , then −1 = x(−x−1) ∈
P , this contradicts (ii).
(v) Since (z + y)− (z + x) = y − x ∈ P for all z ∈ F , the first assertion is
clear. Also, zy − zx = z(y − x) ∈ P for all z ∈ P gives the second.
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A field is called real if −1 is not a sum of squares. A real field F is closed if
any algebraic extension of F which is real has to be F itself. An extension
field E of an ordered field F is called a real closure of F if E is real closed,
algebraic over F and has an ordering which is an extension of some ordering
of F . It is well-known that any real field has a real closure and every real
closed field has a unique ordering. Hence we see that R has the unique
usual ordering (see [2]). It is also easy to prove that Q has the unique usual
ordering.
Corollary 3.3. Every real field has an ordering.
Proof. Suppose E is a real closure of F . By previous discussion, suppose P
be the ordering of E. For x ∈ F ⊆ E, then either x ∈ P ∩F , x ∈ −P ∩F =
−(P∩F ) or x = 0. Take any x, y ∈ P∩F , then x+y ∈ P∩F and xy ∈ P∩F .
Hence P ∩ F is an ordering of F .
Remark 6. If F is subfield of E and P is an ordering of E, we see that
P ∩ F is an ordering of F in the previous proof. We call P ∩ F the induced
ordering of F .
Corollary 3.4. Let P be an ordering of a field F with the property that every
positive element is a square, then P is the unique ordering of F . Furthermore,
F is necessary a real field.
Proof. Let P ′ be an ordering of F , then by Proposition 3.2, P ′ contains all
the squares in F , i.e., P ⊆ P ′. Suppose that P 6= P ′. Let x ∈ P ′\P , then
x ∈ −P and hence −x is a square. This forces −x ∈ P ′, which contradicts
to Proposition 3.2 (ii). This shows that P is the unique ordering of F .
If −1 is a sum of squares, then −1 ∈ P , contradicts to (ii) of Proposition
3.2.
27
We apply a result from [2] (see page 507);
Let (E, σ) be a symmetric form on a vector space E, then the form σ has
a decomposition as an orthogonal sum
σ = σ0 ⊕ σhyp ⊕ σdef
where σ0 is a null form, σhyp is hyperbolic and σdef is definite. The forms
σ0, σhyp, σdef are uniquely determined up to isometries.
Remark 7. Let P be an ordering of a field F , then a form (E, σ) is definite
if either σ(x, y) ∈ P for all x, y ∈ E or σ(x, y) ∈ −P for all x, y ∈ E.
Note that the form (E, σ) is always assumed to be non-degenerate and hence
σ = σhyp ⊕ σdef
Also, since both σhyp and σdef are uniquely determined up to isometry (see
Definition 1.30), the dimensions of Ehyp and Edef are uniquely determined by
σ where (E, σ) ∼= (Ehyp, σhyp)⊕ (Edef, σdef).
Definition 3.5. Suppose f is a non-degenerate quadratic form over an or-
dered field and (E, σ) is the symmetric form that associated to f . Suppose
σ = σhyp ⊕ σdef. We define a pair of non-negative integers (r, s) as follows;









and define s = n− r. We call (r, s) the signature of f .
Note that r is well-defined as for a fixed form, σdef is either positive definite
or negative definite and these two possibilities are mutually exclusive. Hence
by the corollary of Correspondence Theorem, Corollary 1.22, we conclude
that;
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Corollary 3.6. The signature (r, s) of a quadratic form f in n-variables
over an ordered field F is an invariance under both SLn(F )-equivalent and
GLn(F )-equivalent.
Theorem 3.7. Let F be an ordered field with the property that every positive
element is a square, then two non-degenerate quadratic forms in n-variables
f, g are GLn(F )-equivalent if and only if they have the same signature.
Proof. By Corollary 2.13, if f, g are GLn(F )-equivalent, then they have the
same signature.
Conversely, suppose (r, s) is the signature for both f, g. We claim that f is
GLn(F )-equivalent to x1
2+ . . .+ xr
2− xr+12− . . .− xn2 and hence conclude
that f, g are GLn(F )-equivalent. By definition 3.5, we first assume that











whereDm is a diagonalm×m-matrix associated to the positive-definite form
σdef and m = dimEdef and also k = dimEhyp. If Dm = diag(d1, . . . , dm),
then di’s are positive and hence there exists xi’s such that xi
2 = di for all














By remark 4, we can diagonalize every hyperbolic copy of f2 to 1 0
0 −1

Hence f is GLn(F )-equivalent to x1
2 + . . . + xr
2 − xr+12 − . . . − xn2 where
r = m+ 1
2
k = dimEdef +
1
2
dimEhyp. This proves our claim.
Next, if σdef is a negative-definite form, similar argument can be carried
out.
Theorem 3.8. Let F be an ordered field with the property that every positive
element is a square, then two non-degenerate quadratic forms in n-variables
f, g are SLn(F )-equivalent if and only if they have the same signature and
discriminant.
Proof. The forward direction of the proof is clear, i.e., if f, g are SLn(F )-
equivalent then they have same signature and discriminant.
Conversely, suppose they have the same signature and discriminant. By
Theorem 3.7, there exists M ∈ GLn(F ) such that
Mf =MMgM
t
and hence Mf = |M |2|Mg. Clearly, the determinant of M can only take two
values, i.e., ±1. If |M | = 1, then f, g are SLn(F )-equivalent. Otherwise,
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Since f is SLn(F )-equivalent to a diagonal form (Theorem 1.23), there exists






where the first equality comes from the fact that QMMg(QM)
t = QMfQ
t is
a diagonal matrix. Hence
Mf = (Q
−1JQM)Mg(Q−1JQM)t
where Q−1JQM ∈ SLn(F ) as |Q−1JQM | = |J ||M | = (−1)(−1) = 1, i.e.,
f, g are SLn(F )-equivalent.
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Chapter 4
Quadratic forms over finite
fields
In this chapter, we discuss quadratic forms over finite field of odd charac-
teristic. We denote Fq for a field of q elements. It is well-known that q is a
power of prime and any two fields of the same order are isomorphic. If q = pn
where p is a prime, we can viewed Fq as the n-dimensional vector space over
the field Fp.
In this chapter, we will classify (underGLn(Fq)-equivalent or SLn(Fq)- equiv-
alent) quadratic forms over any finite field. As an application, we determine
the order of the proper automorph group of a representative of each equiva-
lent class (Theorem 4.13).
4.1 Finite fields
Lemma 4.1. Let q be a power of an odd prime and let s be an element of
Fq, then there exists a, b ∈ Fq such that
a2 + b2 = s
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Proof. Denote W for the set of squares of Fq. It is well-known that
|W | = q + 1
2
This implies that {w − s |w ∈ W} ∩ W 6= ∅, i.e., a2 − s = b2 for some
a, b ∈ Fq.
Corollary 4.2. Let q be a power of an odd prime and r be a non-square
element, then the following quadratic forms in 2-variables over Fq
f1 = rx1
2 + rx2









such that Mf2 = f1, or equivalently ac+ bd = 0, ad− bc = r, a2+ b2 = r and
c2 + d2 = r. It is clear that a, b, c, d 6= 0, b = −c and a = d. By the previous
lemma, we pick a solution for a, b ∈ Fq such that a2 + b2 = r and this M the
desired matrix.
Lemma 4.3. Let r be a generator of Fq×, then every non-degenerate quadratic
form in n-variables over Fq is GLn(Fq)-equivalent to
rx1
2 + x2




2 + . . .+ xn
2 (3.2)
Furthermore, these two forms are not GLn(Fq)-equivalent.
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Proof. By Theorem 1.23, we may assume that f is SLn(Fq)-equivalent to the
form
r2m1+1x1
2 + . . .+ r2mk+1xk
2 + r2mk+1xk+1
2 + . . .+ r2mnxn
2 (∗)
for somemi’s and for some 0 ≤ k ≤ n. Now applyM = diag(r−m1 , . . . , r−mn)
to the form (∗). Hence f is GLn(Fq)-equivalent to the form
rx1
2 + . . .+ rxk
2 + xk+1
2 + . . .+ xn
2
for some 1 ≤ k ≤ n. By Corollary 4.2, the above form is equivalent to (3.1)
if k is odd; equivalent to (3.2) is k is even. Next, if the forms (3.1) and (3.2)






In particular, (detP )2 = r. This contradicts to the fact that r is not a
square.
By Lemma 3.3, the following theorem is clear.
Theorem 4.4. Let Fq be the field of q elements where q is a power of an odd
prime, then two non-degenerate quadratic forms f and g in n-variables over
Fq are GLn(Fq)-equivalent if and only if ∆f(∆g)−1 is a square in Fq.
Theorem 4.5. Let q be a power of an odd prime,, then two non-degenerate
quadratic forms in n-variables over Fq are SLn(Fq)-equivalent if and only if
they have the same discriminant.
Proof. The forward implication is trivial.
Conversely, suppose f, g are two quadratic forms in n-variables over Fq with
equal discriminant and supposeMf ,Mg are the matrices that represent f and
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g respectively. Let P ∈ SLn(Fq) such that PMgP t is in diagonal form, then
by Theorem 4.4, there exists Q ∈ GLn(Fq) such that QMfQt = PMgP t.
This gives |Q|2 = 1. In the case |Q| = 1, we conclude that f and g are













where the last equality holds as PMgP
t is in diagonal form. Since |NQ| = 1,
then f and g are SLn(Fq)-equivalent.
Definition 4.6. For any non-degenerate quadratic forms f in n-variables
over an integral domain R and for any x ∈ R, define Nf (x) ⊆ Rn to be the set
of all n-tuples of R that f represents x, i.e., set of elements (r1, . . . , rn) ∈ Rn
such that
f(r1, . . . , rn) = x
Proposition 4.7. Let G be a subgroup of GLn(R) and f, g be G-equivalent
non-degenerate quadratic forms in n-variables over an integral domain R,
i.e., Pf = g for some P ∈ G ⊆ GLn(R), then for any x ∈ R,
|Nf (x)| = |Ng(x)|
Proof. Define a function h : Ng(x)→ Nf (x) by h(v) = P tv for all v ∈ Ng(x).
Let A be a matrix representing f , hence PAP t is a matrix representing g,
then for any v ∈ Ng(x), we have
vtPAP tv = x
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which implies that
P tv ∈ Nf (x)
Hence the function h is well-defined. Clearly, the function h has an inverse
h−1 defined by sending w ∈ Nf (x) to (P t)−1w (the inverse of P t exists as
P ∈ GLn(R)). Hence these two sets have the same cardinality.
Corollary 4.8. Let q be a power of an odd prime and f , g be two non-
degenerate quadratic forms in n-variables over Fq such that ∆f(∆g)−1 is a
square in Fq, then Of and Og areGLn(Fq)-conjugate to each other. Similarly,
O+f and O
+
g are GLn(Fq)-conjugate to each other.
Furthermore, for any x ∈ Fq the number of vectors representing x, i.e., the
number of elements v ∈ Fqn such that f(v) = x depends merely on the
discriminant of f .
Proof. Use Proposition 1.32 and Theorem 4.4 to conclude that Of and Og are
GLn(Fq)-conjugate. Similarly, O+f and O+g areGLn(Fq)-conjugate. Also, use
Proposition 4.7 and Theorem 4.4 to conclude that |Nf (x)| depends merely
on ∆f the discriminant of f .
Similarly, we have;
Corollary 4.9. Let q be a power of an odd prime and f , g be two non-
degenerate quadratic forms in n-variables over Fq with equal discriminant,
then O+f and O
+
g are SLn(Fq)-conjugate to each other.
4.2 Proper automorph groups
Throughout this section, Fq2 represents the set of all squares in a finite field
Fq instead of the 2 dimensional vector space over Fq.
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We are interested in the order of the proper automorph group of any non-
degenerate quadratic form in n-variables over the field Fq. By Corollary 4.8,
the number of vectors v such that f(v) = x depends merely on ∆f = d the
discriminant of f . Hence we may denote the number of vectors represent-
ing x ∈ Fq by a non-degenerate quadratic form in n-variables over Fq with
discriminant d by merely Nnd (x). Also by Corollary 4.8,
Nnd (x) = N
n
dk2(x) (∗)
for all k ∈ Fq×. We shall use this result without further explanation.
Define the characteristic function; For any a ∈ Fq,
χ(a) =
 1, a ∈ Fq
2;
−1, a 6∈ Fq2.
Lemma 4.10. Let q be a power of an odd prime, then for all n ≥ 3,
Nnd (0) = q
n−2(q − 1) + qNn−2−d (0)
Proof. As remarked earlier, by applying Corollary 4.8, it is suffices to consider
a quadratic form g(x3, . . . , xn) with ∆g = −d and let f(x1, . . . , xn) = 2x1x2+
g(x3, . . . , xn). It is clear that
∆f = −4∆g = 4d
(i) If x1x2 = 0. There are 2q − 1 choices for (x1, x2), hence the total
number of representations of 0 by f in this case is
(2q − 1)Nn−2∆g (0) = (2q − 1)Nn−2−d (0)
(ii) If x1x2 6= 0. There are qn−2−Nn−2∆g (0) choices for (x3, . . . , xn) such that
g 6= 0. For each string (x3, . . . , xn) such that g 6= 0, there are only q−1
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choices for the pair (x1, x2). Hence the total number of representation
of 0 by f in this case is
(qn−2 −Nn−2∆g (0))(q − 1) = (qn−2 −Nn−2−d (0))(q − 1)
Hence in total we have
Nnd (0) = N
n
∆f (0) = q
n−2(q − 1) + qNn−2−d (0)
Lemma 4.11. Let q be a power of an odd prime, then for all m ∈ N, we
have
N2m+1d (0) = q
2m (3.3)
and
N2m+2d (0) = q
2m+1 + (q − 1)qmχ((−1)m+1d) (3.4)
Proof. We prove by induction on n.
For n = 1, N1d (0) = 1 = q
0. It is true for n = 1.
For n = 2, we want to show that;
(i) if q ≡ 1 (mod 4), then
N2d (0) =
 2q − 1, d ∈ Fq
2;
1, d 6∈ Fq2,
(ii) if q ≡ 3 (mod 4), then
N2d (0) =
 2q − 1, d 6∈ Fq
2;
1, d ∈ Fq2.
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(i) If q ≡ 1 (mod 4). Applying Lemma 4.3 and Corollary 4.8, we may
assume that f = x1
2 + x2
2 and f = x1
2 + rx2
2 where r is not a square
in Fq. Consider f = x12 + x22 = 0. There are q − 1 choices for x1 6= 0,
hence for this fixed x1,
x2
2 = −x12
has 2 choices as −1 is a square in Fq. Including (0, 0), we have 2q − 1
vectors representing 0.
Next, we consider f = x1
2 + rx2




has no solution as −r is not a square, there is only the trivial represen-
tation of 0 by f . Hence N2d (0) = 1.
(ii) If q ≡ 3 (mod 4), the proof is similar to above, the only thing to take
note is that −1 is not a square but −r is.
On the other hand, if we replace m = 0 in (3.4), we get N2d (0) = q + (q −
1)χ(−d) where
(a) if q ≡ 1(mod 4), we have d ∈ Fq2 if and only if −d ∈ Fq2. Hence
N2d (0) =
 2q − 1, d ∈ Fq
2
1 d 6∈ Fq2.
(b) if q ≡ 3(mod 4), we have d ∈ Fq2 if and only if −d 6∈ Fq2. Hence we get
N2d (0) =
 2q − 1, d 6∈ Fq
2;
1, d ∈ Fq2.
Thus we conclude that the formula in the lemma is true for n = 2.
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Now suppose it is true for an odd number n = 2k − 1 for some k ≥ 1, then
by induction
N2k+1d (0) = q
2k−1(q − 1) + qN2k−1−d (0)
= q2k−1(q − 1) + q · q2k−2
= q2k
Similarly, suppose it is true for an even number n = 2k for some k ≥ 1, then
by induction
N2k+2d (0) = q
2k(q − 1) + qN2k−d(0)
= q2k+1 − q2k + q{q2k−1 + (q − 1)qk−1χ((−1)k(−d))}
= q2k+1 + (q − 1)qkχ((−1)k+1d)
This completes the proof.
Lemma 4.12. Let q be a power of an odd prime, then for all m ∈ N, we
have
N2m+1d (1) = q
2m + qmχ((−1)md)
and
N2m+2d (1) = q
2m+1 − qmχ((−1)md)
Proof. Again, by Corollary 4.8 the number of vectors representing 1 of by
form depends merely on its discriminant. Hence we may take a quadratic
form f(x1, . . . , x2m+1) with discriminant d. Let
g(x0, . . . , x2m+1) = −x02 + f(x1, . . . , x2m+1)
where clearly ∆g = −d. By Lemma 4.11, then the number of vectors repre-
senting 0 by g is
N2m+2−d (0) = q
2m+1 + (q − 1)qmχ((−1)m+1(−d))
= q2m+1 + (q − 1)qmχ((−1)md)
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and the number of vectors representing 0 by f is
N2m+1d (0) = q
2m
Note that if g(x0, . . . , x2m+1) = 0 for some (x0, . . . , x2m+1), then f represents








q2m+1 + (q − 1)qmχ((−1)md)− q2m
q − 1
= q2m + qmχ((−1)md)
By similar reason, let f be a quadratic form with ∆f = d and let
g(x0, . . . , x2m+2) = −x02 + f(x1, . . . , x2m+2)
where clearly ∆g = −d, a direct computation shows that
N2m+2d (1) =
q2m+2 − q2m+1 − (q − 1)qmχ((−1)m+1d)
q − 1
= q2m+1 − qmχ((−1)m+1d)
Theorem 4.13. Let q be a power of an odd prime and f be a non-degenerate
quadratic form in n-variables over Fq, then
(i) If n = 2m + 1, m ≥ 0, then the order of the proper automorph group
of f is






(ii) If n = 2m, m > 0, then the order of the proper automorph group of f
is




where  = χ((−1)m∆f).
Proof. Note that the order of the proper automorph groups depends merely
on the discriminant and the number of variables n. Without lost of generality,
we may assume f is either x1
2 + . . .+ xn
2 or x1
2 + . . .+ xn−12 + rxn2 where
r is a non-square in Fq. It is clear that if n = 1, then |O+f | = 1. Suppose f
is a quadratic form of the type as shown above and f = x1
2 + g(x2, . . . , xn)
where f is of n-dimensional and g is of (n− 1)-dimensional where n ≥ 2. We
want to show that
|O+f | = Nn∆f (1)|O+g |
For any M = (mij) ∈ O+f , we have MMfM t = Mf where Mf is the matrix
representation of f . Direct computation gives us
m11
2 + . . .+m1n
2 = 1
Thus we have Nn∆f (1) choices of the first row of M . By change of basis, we
may assume that the first row chosen is (1, 0, . . . , 0). Note that M fixes the
form f , hence rows other than the first are “orthogonal” to the first row, i.e.,





for some (n − 1) × (n − 1)-matrix N . It is clear that we have |O+g | choices
for N . Hence in total we have





d (1) = q
iqi−1(qi + χ((−1)id))(qi − χ((−1)id))
= q2i−1(q2i − 1)
















(ii) If n = 2m, then by induction










where  = χ((−1)m∆f).
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Chapter 5
Quadratic forms over Z
Now we focus on quadratic forms in n-variables over the integers Z. Any
quadratic form over Z is simply called an integral quadratic form.
5.1 Reduction of positive definite integral bi-
nary quadratic forms
An integral quadratic form f in n-variables is positive definite if
f(x1, . . . , xn) > 0 for all n-tuples 0 6= (x1, . . . , xn) ∈ Zn. We introduce an
algorithm to determine if two given positive definite binary integral quadratic
forms are SL2(Z)-equivalent.
Definition 5.1. A positive definite binary integral quadratic form f(x, y) =
ax2 + bxy + cy2 is said to be reduced if
|b| ≤ a ≤ c;
in case |b| = a or a = c, then b > 0.
Remark 8. Note that the condition “in case a = |b| or a = c, then b > 0”
intends to make up the uniqueness of reduced form. It is well known that
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every positive definite binary quadratic form is SL2(Z)-equivalent to a unique
reduced form (see [1] for instance).
Lemma 5.2. Let a, b ∈ Z and a 6= 0, then the following two statements are
equivalent;
(i) |b| ≤ |a|.












where |b′| < |b|.
Proof. (i) ⇒ (ii)
If there is such (b′,m) ∈ Z× Z, then we have either















Both contradict to (i).
(ii) ⇒ (i)
We prove its contrapositive. Suppose |b| > |a|. By Euclidean algorithm, we
have
|b| = q|a|+ r
for some 0 ≤ r < |b|. This gives us the desired pair (b′,m) ∈ Z× Z.




































 a b2 + am
b
2
+ am c+ bm+ am2

It is clear that
(i) ε sends f = ax2 + bxy + cy2 to εf = cx2 − bxy + ay2. In particular, ε
interchanges a and c and replace b by −b.
(ii) εm (where m is chosen as in Lemma 5.2 sends f = ax
2 + bxy + cy2 to
εmf = ax
2 + (b+ 2am)xy+ (c+ bm+ am2)y2. In particular, εm leaves
a (the coefficient of x2) invariant and reduces b to b+ 2am.
For the purpose of introducing the algorithm, we write a triple (a, b, c) to
denote any integral binary quadratic form
ax2 + bxy + cy2
Algorithm 5.3. Suppose f(x, y) = ax2 + bxy + cy2 is a positive definite
integral binary quadratic form. Denote G for the triple at each step. We put
in G = (a, b, c) to initiate the algorithm,
(i) If a ≤ c, then go to (ii); otherwise take G = (c,−b, a) and go to (ii).
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Take G = (a, b′, c′) and go to (iii).
(iii) If a = |b|, but b < 0, then take G = (a,−b, c) and go to (iv); if a = c,
but b < 0, then take G = (a,−b, a) and go to (iv); otherwise, go to
(iv).
(iv) Terminate.
The quadratic form G obtained in (iv) is the reduced positive definite integral
binary quadratic form that is SL2(Z)-equivalent to the original f .


















It is clear that the resultant form (a, b′, c′) at (iii) has the property that
|b′| < |b|. Since b is finite, the algorithm terminates after some finite number
of steps.
At (iii), by lemma 5.2 we have |b| ≤ a ≤ c. If a = |b| and b < 0, then
(a,−b, c) is the reduced form of f . If a = c and b < 0, then (a,−b, a) is the
reduced form of f .
5.2 Markoff matrix conjecture




is called a Markoff matrix if it satisfies;
(M1) a+ d = 3c; and
(M2) for any matrix T ∈ SL2(Z) we have
|(TMT−1)21| ≥ |c|
i.e., |c| is the smallest value among all modulus of (2, 1)-entry of ma-
trices in the conjugacy classes of M in SL2(Z).
We call c a Markoff number in this case.
Remark 9. Any matrix M = (mij) ∈ SL2(Z) can be associated to an
integral binary quadratic form via
fM = m21x
2 + (m22 −m11)xy −m12y2
Hence the condition that M being a Markoff matrix implies that |m21| is the






be a Markoff matrix such that 0 < c < a ≤ d < b, then
(i) d+ 2c ≤ a+ b.

















c+ (a− d)n− bn2 ∗

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By M2, we have |c + (a − d)n − bn2| ≥ c for any n ∈ Z. In particular, for
n = 1, we have b− d+ a− c ≥ c which gives (i).
From (i), we replace b by ad−1
c
and then d by 3c− a, we will arrive at
a2 − 5ac+ 5c2 ≤ −1










where the second inequality comes from the fact that a+ d = 3c.
Remark 10. Note that (i) is the best inequality that one can get, as there is







where n ∈ Z. First we define an equivalent relation; given M,N ∈ SL2(Z),
we define M ∼ N if either N± = TnMT−n or N± = TnM ′T−n where M ′
is obtained by interchanging the diagonals of M , N+ = N and N− is the
inverse of N .
Conjecture 5.6 (Markoff Matrix Conjecture [3]). The equivalence classes
of Markoff matrices is uniquely determined by the traces.
Proposition 5.7. The following statements are equivalent.
(i) The equivalence class of Markoff matrices is uniquely determined by the
modulus of the trace.








 , M2 =
 a+ k b′
c d− k

such that 0 < c < a ≤ d < b and 0 < c < a + k ≤ d − k < b′. By our
assumption, M1 ∼ M2. Hence either M1 = TnM2T−n or M1 = TnM2′T−n for
some n ∈ Z. By direct computation, we get
a =
 a+ k + cn, if M1 = TnM2T−n;d− k + cn, if M1 = TnM2′T−n.
For the first case, note that a < 3c/2 as a+d = 3c and hence k = −cn. This
implies that n = 0, i.e., k = 0. For the second case, we have
c < a+ k = d+ cn <
3c
2
and it forces n = −1. But c < a + k = d − c < 2c − c = c leads to a










be two Markoff matrices such that |c| = |t|. Suppose c > 0. We define
N2 =
 M2, if c = t;M2−1, if c = −t,
and thus M2 ∼ N2. For M1, choose m ∈ Z such that c < a + cm < 2c (and
hence c < d− cm < 2c); similarly, if r′ is the (1, 1)-entry of N2, then choose
n ∈ Z such that c < r′ + cn < 2c. Let P1 = TmM1T−m and P2 = TnN2T−n,
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then it is obvious that M1 ∼ P1 and M2 ∼ N2 ∼ P2. Now we have the
following equations;
0 < c < a+ cm, d− cm < 2c ≤ b,
0 < c < r′ + cn, u′ − cn < 2c ≤ b,
where u′ is the (2, 2)-entry of N2. By our assumption we have four cases,
i.e., P1 = P2, P1 = P2
′, P1′ = P2 or P1′ = P2′. For all the cases, we
conclude that P1 ∼ P2 and hence M1 ∼ M2. The case where c < 0 can be
done similarly. Hence we conclude that the equivalence classes of Markoff
matrices is uniquely determined by the modulus of the trace.






is equipped with the property 0 < c < a ≤ d < b. Suppose a = d, i.e.,
a = d = 3c
2
. Note that 9c2 − 4bc = 4 gives c| 4, i.e., c = 1, 2, 4. But c 6= 1 as





Thus there is only one Markoff Matrix with the property 0 < c < a = d < b.
One can easily check that the matrix above is indeed an Markoff matrix
merely considering the quadratic form
2m2 − 4n2






such that 0 < c < a ≤ d < b, if N is another Markoff matrix with Markoff
number c, then
N =Mk =
 a+ k b+ k(d−a−k)c
c d− k
 ∈ SL2(Z)
for some k. Clearly, Mk ∈ SL2(Z) if and only if c divides k(d − a − k). To
prove the Markoff conjecture is equivalent to rule out all integers 0 < k < c





We shall now proceed to see what are the valid values for k. The following
two propositions are given in [3];
Proposition 5.8. Let M =
 a b
c d
 be a Markoff matrix, then
(i) c is not a multiple of 4 and p ≡ 1 (mod 4) for every odd prime divisor
p of c.
(ii) if Mk ∈ SL2(Z), we have
gcd(c, k, d− a− k) =
 1 if c is odd;2 if c is even
and hence every odd prime divisor p of c is either relatively prime to k
or d− a− k.
Hence we have;
Corollary 5.9. If e = gcd(k, c) and Mk ∈ SL2(Z), then
(i) e is even if c is even; and
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(ii) gcd(e, c/e) = 1.
Proof. For (i), suppose e is odd, then k is odd. This implies that a + k is
even and hence Mk 6∈ SL2(Z). For (ii), let p be a prime dividing gcd(e, c/e),
then it divides both k and d− a− k which contradicts to Proposition 5.8 as
p| e and p 6= 2.
By the previous corollary, we define a divisor e of c to be a valid divisor of c
if e satisfies Corollary 5.9 (i) and (ii).
Lemma 5.10. Given a Markoff matrix
 a b
c d
 ∈ SL2(Z), then any valid
divisor e of c determines a unique 0 < k < c such that Mk ∈ SL2(Z) and







, k ≡ 0 (mod e)
Proof. Given c divides k(d−a−k) and gcd(k, c) = e, then c
e
divides d−a−k.







Furthermore, k ≡ 0 (mod e) as e divides k. By Corollary 5.9 gcd(e, c/e) = 1,
and hence the Chinese Remainder Theorem,
Z/cZ ∼= Z/(c/e)Z⊕ Z/eZ
concludes that k has to be unique.
Theorem 5.11. Markoff conjecture is true for c = pn, 2pn where p is an odd
prime.






Note that the only valid divisor of c is just 1 if c = pn; 2 if c = 2pn. Hence
with respect to this valid divisor, k = d− a if we let 0 < c < a ≤ d < b (see





which is M , i.e., M ′. Hence Markoff conjecture holds in this case.
Example 5.12. The table below shows all valid pairings (e, k) for each



















 ; 2897 is a prime (1, 657)





but one can see easily that 610 is not the minimum in its conjugacy class of
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