(II) (Uniqueness) fx(s) =/2(i) if and only if Fi(t) =F2(/)-(III) (Convolution) If we let F(x)=Fx* F2=f±ZFi(x-t)dF2(t) = f-ZF2(x -t)dFi(t) be the convolution of two distribution functions, then (2) f(s) = /i(i)/2(i).
The purpose of this note is to prove: A kernel K(s, t) satisfies assumptions (I), (II), and (III) if and only if it has the form (3) K(s, t) = **"<•> where A (s) is a real-valued function which assumes all values of a set which is dense in the real line. Moreover, ^4(ii)^-4(s2) if Si9*s2. We see from assumption (I) that every distribution function F(t) has a transform given by (1) . We write assumption (III) in terms of the kernel and obtain Presented to the Society, December 26, 1951; received by the editors October 4,
1951.
1 As customary in probability theory we say that a nondecreasing function F(f) is a distribution function if it is everywhere continuous to the right and if F(-to) -0, F(+«o)-l.
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On the other hand
Denote by e(x) the degenerate distribution which has a saltus of
Then e(x -a) is a distribution with a single saltus of 1 at the point x=a. We apply assumption (III) to the distribution functions Fx(x) = e(x -r¡) and F2(x) = [e(x)+e(x -£)]/2 where £ and n are arbitrary real numbers. We see then easily that the form (7) K(s, t) = eitAM.
Hence the transform of F(t) is given by /CO ei'M.)dF(t).
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The characteristic function (Fourier transform) of the distribution
From (8) and (9) it is seen that (9.1) *M(s)]=/(i). to assumption (II). We still have to show that the representation (3) of the kernel is sufficient to assure the validity of (I), (II), and (III). This is immediately seen for (I), the proof of (II) can be carried out in the customary manner with the aid of Weierstrass' approximation theorem (see [3] ). We see finally from (4) and (7) that assumption (III) is also satisfied.
It is of interest to note that the uniqueness theorem and the convolution theorem determine the form of the kernel, without using the continuity theorem.
