








【关键词】科技文献推荐 循证实践 精准性 线性回归
Abstract:In order to explore the accuracy of the document recommendation system and to solve the problems of low
pertinence and poor basis in the current recommendation system. The introduction of evidence－based theory in medicine
has led to modern medicine being more objective and accurate through the construction of evidence － based treatment
systems and it introduces natural science methodologies into the experience－based treatment process. Similarly，using it
in a literature recommendation model，a hierarchical recommendation can be constructed，making the recommendation
more persuasive and accurate. The method is applied on a real open data set，through linear regression machine learning
method to score，stratify evidences and to build a hierarchical evidence－based recommendation system，and it is proved
that the method is effective and practical.













































































2. 1. 1 首先提出待解决的问题，即寻找文献推荐的重要特征
特征的提取是推荐系统的基础，特征提取的基本原则之一是针对性，本文根据科技文献推荐的性质，进行推
荐特征的信息收集、分析、加工和处理，有针对性地确定应提取的特征。
2. 1. 2 查找研究证据，即通过定性和定量分析特征
为了能够得到可靠的证据体系，本文综合运用定性和定量的科学方法，力求对检索到的相关证据进行来源定
级、真实性、重要性、相关性评估和统计分析，综合分析影响文献推荐的因素，并将其作为证据。
2. 1. 3 评估证据，即学习特征权重参数
通过上述定性和定量分析确定出影响文献推荐的特征，按照机器学习方法学习出证据权重，依据每个证据特
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征的重要程度，舍弃掉不重要的特征，提炼出更多的有效证据特征。
2. 1. 4 根据评估结果给证据分层，构建证据体系
依据循证理念，根据学习出的证据权重，给证据进行分类分级，进行证据体系的构建，为科研用户推荐文献
提供科学依据。







































(1 + e(－w* Xi))
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i = 1，yi = 1
yi log P(Xi)+ ∑
N
i = 1，yi = 0










记用户特征为 U，文献特征为 P，用户和文献的组合特征为 C，所有的特征拼在一起，记为 X =［U，P，C］，
记特征个数为m，推荐概率记为 y∈(0，1)，w为权重向量，wi表示第 i个特征 Xi的权重，记所有样本特征为 X，
所有样本的预测结果为 Y，记样本总数为N，记 Iteration为迭代次数，Sum_ Iteration为总的迭代次数。更新权重计
算公式如下:




Iteration = Iteration+1;判断该条件 Iteration＞Sum_ Iteration是否成立 (6)
具体算法步骤为:
(1)获取标记数据 X，Y，维度分别为［N* m］，［N* 1］;





2. 2. 2 依据证据体系进行文献推荐
依照 (5)算法学习出特征权重向量 w后，按照 w 绝对值大小从大到小对特征排序，记排序之后特征序列为
X1，…m，依次尝试只用 X1，…p 个特征 (1= ＜p＜=m)进行文献推荐，并采用信息检索领域常见的排序问题评价指标
DCG (Normalized Discounted Cumulative Gain)来对推荐结果进行评判，并进行比较。DCG 能给靠前的、排对的文
档给更多的权重，主要思想是越相关、越靠前得分越高，计算公式如下:
DCG(i)=





关用 0和 1来表示，也即 G (i)= 1表示推荐的文献和用户相关，推荐正确;G (i)= 0表示推荐的文献和用户不
相关，推荐错误。在推荐领域，本文只关心推荐前几名的文献是否相关，所以用 NDCG@ N (N= 5)来评价，N 表
示推荐的总数。p个特征构建证据体系计算公式如下:
pbest = arg maxp (NDCG@ N(N = 5)f(x1…p)) (8)
其中 f函数表示预测函数，找出在测试集上推荐结果最好的 p作为最后的证据个数。并用这 p个特征构建证据
体系。
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3. 1 实验数据
本文使用互联网上文献推荐领域公开的一个数据集，它由 Sugiyama 和 Kan 在 2010 年发布［19］。该数据集提供
了自然语言处理国际顶级学术会议 ACL (Association for Computational Linguistics)2 000到 ACL 2 006部分研究者发
表文章、文章被引用情况以及文章参考其他文章的信息，整体统计情况如表 2 所示，共 597 篇长文作为候选集，









层，舍弃不重要的证据，留下的特征记为 Fremain，设计实验验证 Fremain的效果和 Fall相差不大或者比 Fall要好。将
Fremain分成 5层证据体系，最后对每一层的证据单独实验，验证每一层证据产生的效果，并作比较，验证证据体
系构建的有效性。




所有已发文章和候选文章 most_ recent_ cos most_ recent_ comm most_ recent_ rank most_ recent_ group
最近发表文章和候选文章 pub_ cos pub_ comm pub_ rank pub_ group
所有引用文章和候选文章 cit_ cos cit_ comm ref_ rank ref_ group
所有参考文章和候选文章 ref_ cos ref_ comm cit_ rank cit_ group
被引用文章加权后的已发文
章和候选文章
pub_ cit_ cos pub_ cit_ comm pub_ cit_ rank pub_ cit_ group
被已发文章加权后的参考文
章和候选文章
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表 3 学习出的各特征 (证据)权重
特 征 特征权重 特 征 特征权重
pub_ cit_ ref_ comm 4. 135 pub_ ref_ comm 4. 135
ref_ comm －3. 865 cit_ comm 2. 521
most_ recent_ group 1. 977 most_ recent_ rank 1. 977
most_ recent_ comm 1. 787 most_ recent_ cos 1. 531
pub_ ref_ group 1. 340 pub_ ref_ rank 1. 340
ref_ group －1. 339 ref_ rank －1. 339
pub_ cos －1. 191 ref_ cos －1. 105
pub_ cit_ rank 1. 037 pub_ cit_ group 1. 037
pub_ ref_ cos －0. 850 pub_ cit_ ref_ cos －0. 811
pub_ cit_ ref_ group 0. 641 pub_ cit_ ref_ rank 0. 641
pub_ cit_ cos －0. 492 pub_ rank 0. 334
pub_ group 0. 334 cit_ group －0. 330
cit_ rank －0. 330 pub_ cit_ comm －0. 297
pub_ cos_ comm 0. 297 cit_ cos －0. 122
相应的曲线图如图 2所示。
图 2 特征权重绝对值排序图
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选择最靠前的 K个特征作为 Fremain ，K的选取可以通过画 topK测试效果图，找到效果最好的那个 K 值，如图
3所示。
图 3 前 K个特征测试结果
测试结果如表 4所示。
表 4 Fall和 Fremain测试结果
实验特征 实验结果 (NDCG@ (5))
Ｒesult (Fall) 0. 346169
Ｒesult (Fremain) 0. 43744
















一级证据 pub_ cit_ ref_ comm，pub_ ref_ comm
二级证据 ref_ comm，cit_ comm
三级证据 most_ recent_ group，most_ recent_ rank
四级证据 most_ recent_ comm，most_ recent_ cos
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