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ABSTRACT 
Author: Tuan-Khoi Dang Nguyen 
Title: Damage Assessment and Strength Predictions in S-Glass/Epoxy 
Laminates Subjected to Low Energy Impact 
Institution: Embry-Riddle Aeronautical University 
Degree: Master of Science in Aerospace Engineering 
Year: Spring 2005 
Composite materials have become one of the leading materials for manufacturing 
in the aerospace industry today. Compared to "conventional" aerospace metals, 
composites generally have higher strength-to-weight and stiffness-to-weight ratios, good 
fatigue and corrosion resistance and reduced parts count. However, like any other 
material, they also have disadvantages. They are inherently brittle and are thus prone to 
impact damage. Low energy/velocity impact damage, in particular, can be dangerous 
because the damage oftentimes goes undetected and can subsequently grow under load. 
Also known as barely visible impact damage (BVID), this area of concentration focuses 
on the small-scale damage that may be very difficult to detect yet can be lethal. 
The primary emphasis of this research is to predict the residual compressive 
strength of a 16-ply laminate [(0°/±45°/90°)2]s after experiencing low energy/velocity 
impact using combined technical approaches of ultrasonic C-scan and neural networks. 
To accomplish this, each test specimen was ultrasonically C-scanned after impact testing. 
A MATLAB computer program was then used to convert the image files into numeric 
data, which they were presented to a backpropagation neural network in order to predict 
the residual compressive strength. Microsoft Excel was used to take the average of the 
diagonal values of the normalized image data. Here the average prediction error turned 
out to be 3.9 percent, while the worst-case prediction error was 14.6 percent. 
This research also focused on identifying, sorting, and classifying how the 
composite laminates failed under compression after experiencing low energy/low 
velocity impact. Acoustic emission (AE) parameter data were collected during 
compression testing, and then inputted into an artificial neural network (ANN) for 
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classification. Specifically a Kohonen Self Organizing Map (SOM) was used to sort and 
classify the failure mechanisms that occurred within the weakened composites. The 
associated BVID failure modes, otherwise known as failure mechanisms, were believed 
to consist primarily of transverse and longitudinal matrix cracks, delaminations, and 
occasionally fiber breaks. Even though delaminations are the most critical failure modes 
in BVID under compression, the other failure mechanisms also contribute significantly. 
Furthermore, it appeared that it was also possible to sort out and determine the transition 
regions between BVID and visible impact damage (VID) with AE data. Thus, it is 
important to know how the material fails so that necessary precautions can be taken to 
minimize these critical failure modes. 
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CHAPTER 1 
INTRODUCTION 
1.1 OVERVIEW 
In the aircraft industry today, one of the major concerns is the effect of low 
energy/velocity impact damage to a composite structure on an airplane. This type of 
damage, in particular, can be potentially dangerous due to the fact that it can produce 
extensive sub-surface delaminations that are not visible on the laminate surface. This 
barely visible impact damage (BVID) is internal damage that causes substantial losses in 
strength and stiffness of composite components. If left undetected, the damage can grow 
to cause catastrophic failure under load. Failure modes associated with BVID include 
matrix cracks, delaminations and occasional fiber breaks [1]. Detecting BVID, however, 
is only possible by implementing nondestructive testing (NDT) techniques [1]. 
During servicing of an aircraft, if a maintenance person were to drop a tool-box 
on a composite wing panel, or if damage were to be caused by hailstones, runway or road 
debris, thorough inspections of the part may be necessary to determine if the panel is still 
safe to use. A thin shell-like, highly stressed aerospace component is particularly 
vulnerable in this respect. The danger is that the damage is so slight that it is not readily 
noticeable with the naked eye but nevertheless compromises the load bearing capacity of 
the component. Compression testing is one way to determine the effect of such 
imperfections on composites. Test results indicate that BVID can cause strength 
reductions of up to 60 percent in composite structures [1]. 
In this research, [(07±45790°)2]s laminates of CYCOM ® 381 S-2 uni-glass 
epoxy prepreg were fabricated, impact tested at low energies/velocities and then 
ultrasonically C-scanned. Even though previous studies were done on [0790°] laminates 
only, no current researches include the prediction of BVID on numerous ply directions, 
such as the industry's widely popular [07±45790°] laminates. The Material system, 
laminate thickness, lay-up orientation, impactor geometry, velocity, hardness, and the 
type of damage associated with BVID will change based upon support conditions. Once 
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all data was collected, the result C-scanned images were converted into normalized 
numerical matrices by MATLAB, which were then used in neural networks for 
predictions and analytical purposes of residual compressive strengths. In the end, an 
actual compression after impact (CAI) was performed and then compared to the results of 
the predicted data. 
1.1.1 Previous Researches 
Based on a study done by Kim and Jun [2], delaminations usually occur in the 
fiber directions of the laminates (Figure 1.1) after performing a series of low 
energy/velocity impact testing and de-ply techniques. In retrospect, on the 45° ply, the 
delamination will occur at a 45° angle. This illustration also indicates that the 
delamination area induced by low-energy impact usually increases from the front to the 
back surface of the laminate, i.e. it is largest at the farthest interface. 
Figure 1.1 The shape and size of delaminations in a [0745°/90o/-45°]s carbon fiber 
epoxy matrix composite laminate after impact loading [2). 
(a) Delamination and orientations between the laminate layers 
(b) Actual delaminations in laminate 
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Moody, Harris and Vizzini [13] studied the effects on composite sandwich 
panel widths through residual compression strength after experiencing BVID. During 
their experiment, flat specimens of three different widths were manufactured and then 
placed in a drop mechanism to create BVID on the panels. Afterwards, ultrasonic 
inspection was used to quantify the damages in each specimen. The specimens were then 
loaded in compression to failure. From the collected data, the effect of BVID on the 
ultimate compression strength of the test specimens, damage resistance and localized 
BVID propagation were studied. Based on the results, Moody, Harris and Vizzini 
concluded that while the wider test specimens suffer higher damage levels during the 
impact event, the stress at which the wider specimens fail is higher than the narrow 
specimens, which can be seen in Figures 1.2 and 1.3 [13]. 
" ^ Damage Area vs. Specimen Width 
5 7 9 
Specimen Width (in) 
11 
Figure 1.2 Increasing damage area with specimen width [13] 
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Ultimate Stress vs. Specimen Width 
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Figure 1.3 Wider specimen widths demonstrate higher ultimate stress [13] 
When determining the transition region between BVID and VID, Kim and 
Kedward [14] developed a chart to classify those types of impact through 
experimentations. Depending on the size, thickness, and material properties of the test 
specimen, BVID and VID may vary slightly from test to test. In Figure 1.4, they, 
however, concluded that type 1 and 2 would fit best for BVID. Here, the test specimen 
experienced no penetration, but delaminations and backside fiber breakage occurred. For 
VID, on the other hand, through-thickness cracks and visible penetrations transpired, 
which is represented by type 3, 4 and 5. 
Barely Visible 
Impact Damage 
fBVID^ •K 
Visible Impact 
Damage (VID) 
No Penetration *H Penetration 
TVP#I 
TVpe Ml 
type II Through-Thickness 
Backside Fiber Crocks in Recurring lype IV 
Failure with Minor Diamond Shape Extensive Through- Typev 
' ' ' ' Thickness Cracks Clean Hole 
'J ?, 1 4> 
meeting vwoeflyy&wpv' 
Figure 1.4 Failure modes observed experimentally for high-velocity ice impacts 
[14] 
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According to studies done by Hess [3], he tried to predict the residual 
compressive strengths of 8 and 16-ply ([0790°] layers of unidirectional, pre-impregnated 
carbon/epoxy) composite laminates after experiencing low energy impact based on the 
delaminations failure orientations. In his research, he used ultrasonic C-scan images 
from damaged samples and subsequently quantified the results using an algorithm in 
MATLAB to form a numerical matrix of the image. The matrix was then inputted into a 
backpropagation neural network to make predictions on compressive strengths. 
Since delaminations occur along the fiber directions, Hess tried three different 
algorithms or "prediction models" to predict the residual compressive strength. The first 
technique employed 50 normalized image column data points and 50 row data points to 
predict. The second method used categorical variables to identify the boundary 
conditions, in addition to the previous 50 column and 50 row data points. The third 
method employed only the 50 column data points from the normalized image. The third 
prediction model, however, produced the most accurate results [4]. 
In the end, Hess was able to predict the residual compressive strength for a 
[(0790°)4]s and [(0°/90°)8]s laminates with an average error of 6.25 percent, where the 
worst case was 30.98 percent. He concluded that he factored too many variables into his 
test matrix, which resulted in the large percentage errors. Factors, such as boundary 
conditions, specimens of 8-plies were too thin, results of impact energy vs. peak load 
were unreasonable because it increased rather than decreased, all contributed to this error. 
Moreover, his prediction models, however, were designed to predict on laminates 
containing 0° and 90° plies only [5]. 
1.1.2 Limitations to Hess' Prediction Models 
Hess' main focus was on low energy impact specifically dealing with laminates 
containing 0° and 90° plies. He did not test on laminates containing plies with ±45° fiber 
orientations. Figure 1.5 shows the limitations of his prediction models. Since failures 
occur primarily along the fiber directions, Hess' three prediction models are only 
accurate for 0° and 90° laminates. The four laminates in Figure 1.5a display the possible 
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prediction orientations. If ±45° or other ply- orientations were used, Hess' prediction 
algorithms would be less accurate, as shown by the next four laminates in Figure 1.5b. 
(a) 
(b) 
Figure 1.5 (a) Possible delamination orientations in laminates 
(b) Limitations of prediction models in laminates 
In Hess' last prediction model, he states that if the summation of the column 
failure vectors of the normalized image data were taken, the accuracy of the predicting 
outcome will fall within an acceptable range. However, if failure were to occur in the 
diagonal direction, his methods would doubtless prove inaccurate. Figure 1.6 illustrates 
the limitation of his technique. For instance, if points A and B are considered on a 
diagonal vector, they can be easily mistaken to be part of the same row or column, even 
though they are not [4]. 
o" 
Column 
vectors 
•
Row 
vectors 
Figure 1.6 Incorrect assumption of failures in the diagonal orientations 
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Mistaken 
1.2 PRESENT RESEARCH: NEW PREDICTION MODEL & CONTRIBUTION 
The main purpose of this research was to expand on the previous research done by 
Hess. Since the aerospace industry rarely uses laminates with [0790°] layers alone, this 
research will incorporate industry's widely popular [07±45790°] laminates. The focus 
will predict residual compressive strengths in 16-ply laminates ([(07±45790°)2]s layers of 
unidirectional, pre-impregnated S-2 glass tape) after experiencing low energy/velocity 
impact. Furthermore, only clamped or fixed supports were used this time to simulate 
real-world aircraft parts, thus eliminating the problem of having too many variables. 
A similar approach as to Hess' models will be used, but a new prediction model 
will be introduced to accommodate the additional ±45° fiber directions. As mentioned 
before, delaminations usually occur in the fiber directions; thus Hess' algorithms cannot 
be applied here without obtaining 
enormous errors. The new prediction 
model will take all failures in the 
multi-directions into consideration 
and predict with lower errors. Figure 
1.7 shows the possible calculations 
for the new prediction model with 
different orientations within the 
laminate. A more detailed description 
will be discussed in Chapter 8.2: 
+45 
-45° 
90° z^_y 
Figure 1.7 New prediction model 
Exploring Different Prediction Models. 
In addition, this research also tries to identify, sort, and classify how this 
particular oriented composite laminates will fail under compression after experiencing 
low energy/velocity impact. During compression testing, acoustic emission (AE) data 
will be collected and then inputted into an artificial neural network (ANN) for further 
analysis. The Kohonen Self Organizing Map (SOM) will be used to sort and classify the 
failure mechanisms that have occurred during testing. 
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CHAPTER 2 
COMPOSITE MATERIALS 
2.1 COMPOSITE MATERIALS BACKGROUND 
As mentioned before, composites are becoming increasingly widespread in the 
aerospace industry. The reasons for this include the always-important savings in weight 
offered by their material properties. Composites also possess improved stiffness to 
weight ratios over "conventional" aerospace metals. 
The most common fibers used in composites today are glass, carbon, and aramid 
(Kevlar®). Boron, silicon carbide (SiC), alumina, and other fibers are used in specialized 
applications. Choosing which type of fiber to use depends on the mechanical and 
environmental properties desired and the cost of the fiber. The damage tolerance of any 
given composite system is dependent on the fiber type, fiber architecture, fiber surface 
treatment, matrix, lay-up, fabrication defects and fiber volume fraction. The environment 
also affects the composite properties [6]. 
2.1.1 Research Material System: S-2 Glass Fibers 
Glass fibers exhibit the typical glass properties of hardness, corrosion resistance, 
and chemical inertness. Furthermore, they are flexible, lightweight, and inexpensive. 
These properties make glass fibers the most common type of fiber used in low-cost 
industry applications. The high strength of glass fibers is attributed to the low number 
and size of defects on the surface of the fiber. All glass fibers have similar stiffness but 
different strength values and different resistance to environmental degradation. For 
example, E-glass fibers (E for electrical) are used where high tensile strength and good 
chemical resistance is required. E-glass is the preferred structural reinforcement because 
of the combination of good mechanical performance, corrosion resistance, and low cost 
(about $1.60/kg). S-glass and S-2-glass (S for strength), on the other hand, have the 
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highest strength, but they are of limited application because they cost three to four times 
more than E-glass. For this reason, low-cost carbon fibers are now considered as an 
alternative to S-glass and S-2-glass [6]. 
Due to aerospace applications, the composite material used in this research was 
CYCOM ® 381 S-2 uni-glass epoxy prepreg. Developed by Cytec Engineered Materials, 
this latest generation epoxy prepreg offers excellent fatigue and durability properties that 
are necessary for primary aircraft structural applications. 
In some applications when S-2 glass fibers are sandwiched between layers of thin 
and high-strength aluminum sheets, it reduces the weight of conventional aluminum 
alloys by 20 to 25 percent. This combination stands up under the force of impact, has 
low flammability and resists corrosion. Applications of S-2 glass range from fuselage 
skins, floor panels, to fire walls and much more [1] 
Commercial airliners made by Boeing, for instance, rely on the strength of S-2 
glass fibers to help their cargo compartments withstand the abuse of jostling luggage and 
shipping containers. Due to the their lightweight, high strength, and high fatigue 
resistance, composites made with S-2 glass have also found their way into helicopter 
blades and the robotic arm on the space shuttle (Figure 2.1). Other applications of S-2 
glass include [6]: 
• Primary and secondary structural aircraft parts 
requiring hot/wet properties and/or excellent 
fatigue behavior 
• Components that require good durability and/or 
low processing temperatures 
• Co-cured aluminum assemblies/parts 
• Composite repair 
• Doublers, propellers, helicopter rotor blades and 
rotating or cycled components. 
Figure 2.1 Composite robotic 
arm of space shuttle 
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2.1.2 Prepreg Lay-Up 
Prepreg is a preimpregnated fiber reinforced material 
where the resin is partially cured or hardened. With fibers that 
are arranged in a unidirectional tape, a woven fabric, or random 
chopped fiber sheet, the basic difference between prepreg lay-
up and conventional hand lay-up is that the impregnation of the 
Figure 2.2 Example of r-, _, ,«. 
prepeg lay-up f l b e r S 1S m a d e P n O T t 0 m o l d i n g « 
Widely used for making high performance aerospace 
parts and complex geometries, most prepregs are made from epoxy resin systems, and 
reinforcements usually include glass, carbon, and aramid fibers. In most of the prepreg 
systems the resin content is higher than desired in the final part. The removal of this 
excess resin assists in displacing the entrapped air and volatiles, which may produce 
voids in the final part if not removed. This is necessary because for each 1% of voids 
there is 7% reduction in the interlaminar shear strength, and significant reductions in the 
compressive strength occur for void contents above 2%. Lower resin content also 
reduces the weight and cost without affecting the strength [6]. Table 2.1 lists some 
advantages and disadvantages of prepregs. 
Table 2.1 Advantages and disadvantages of prepregs [1] 
Advantages: 
High fiber volume fraction 
Uniform fiber distribution 
Simplified manufacturing 
Disadvantages: 
Slow and labor intensive 
More expansive curing equipment 
Added cost of making prepreg 
Prepregs are normally cut to fit into the mold and laid up layer by layer until the 
desired thickness is reached. Since the resin is partially cured, prepregs have a limited 
shelf life, which is extended by storing them in freezers. An autoclave or vacuum is 
oftentimes employed to assist in consolidating and curing parts laminated with prepregs. 
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2.1,3 Laminate Lay-Up Orientation 
In industry, many continuous fiber system laminates are made of layers oriented 
in multiple directions. This allows the structure to be stiff and strong in many directions 
and thus capable of supporting multi-directional loads. As a result of anisotropy in 
composites, many new, complicated, and different failure modes can develop when 
compared to homogeneous macro scaled materials such as metals. It is difficult to 
determine which failure mode will predominate as a composite structurally fails. 
However, previous research has shown that as a result of impact damage, delaminations 
and matrix cracks are the most prevalent failure mechanisms. 
There are many models that have been proposed to explain why delaminations 
occur as a result of highly localized stresses [1]. Most models are built around the fact 
that a laminate is made up of many laminas oriented in different directions. If two 
adjacent plies have the same fiber orientation, no delamination will occur at the interface 
between them. When adjacent plies have different fiber angles, the material properties 
mismatch and cause nonuniform stress distributions in the composite laminate when it is 
subjected to load. Thus, each layer will respond and deform in a particular way, while the 
laminate is experiencing a global load. As these layers deform and respond differently to 
a global load, interlaminar stresses are introduced. These interlaminar stresses are mainly 
supported by the fiber/matrix interface between each lamina. If these stresses become too 
great under a concentrated load, delaminations will develop [1]. 
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CHAPTER 3 
IMPACT AND COMPRESSION BACKGROUND 
3.1 IMPACT BEHAVIOR AND EFFECTS IN COMPOSITES 
Impact may be defined as the relatively sudden application of an impulsive force 
to a limited volume of material or a structure. Even though the effects of impact are 
widely known in the engineering field, analyzing their phenomenon and effects in order 
to predict the outcome of a particular event can be very challenging. In some cases, 
results of an impact can be slightly elastic in some cases, with some energy dissipated as 
heat, sound, internally in the material, and so on. Thus, certain deformation, permanent 
damage, complete penetration or fragmentation of the impacting or impacted body can be 
the result [7]. 
Damage in fiber-reinforced composites can be caused by many different sources 
including static and fatigue loading, low energy impact during manufacture and in 
service, and environmental factors such as moisture absorption and corrosion. The area 
of study here is barely visible impact damage (BVID), which consists of damage to 
composite structures that may be very difficult to identify [1]. 
3.1.1 Impact Support And Boundary Conditions 
The three most common types of support conditions are clamped edges, simply 
supported edges, and back-face or free supports for most aircraft panels. Since this 
research simulates dropping weights on composite panels, such as an aircraft wing, it is 
more applicable to use clamped edges because ribs and fasteners always bound the 
impacted areas. 
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3.1.2 Impactor Shape 
When discussing impact damage and behavior in 
general, it is also important to take the impactor shape into 
account. The impactor shape used will typically dictate the 
extent of the localized damage. When mass and impact 
velocity are held constant, sharper projectiles tend to create 
more localized damage than blunt projectiles. In addition, if 
the stiffness of an impactor is considered, impactors with less 
stiffness will deform along with the structure during impact; 
thus, the amount of damage introduced is less [3]. Here a 
hemispherical impactor was used (Figure 3.1). 
3.1.3 Laminate Thickness 
The thickness of the laminates can be 
crucial during an impact event. The material 
response to certain impact energy results in matrix 
cracking at the first layer because of the highly 
localized contact stresses associated with the 
impacting projectile. The damage progresses 
downward through the laminate layers creating 
delaminations and transverse shear cracks and 
Figure 3.2 Crack propagation in (a) 
resulting in a "pine tree" pattern as shown in thick laminates and (b) thin laminates 
Figure 3.2a [3]. Thin laminates respond to impact energy just the opposite of thick 
laminates, as shown in Figure 3.2b. Due to the high bending stresses on the back face of 
the thin laminates, matrix cracks are introduced in the lowest layer and propagate upward 
creating delaminations and shear cracks in a reverse pine tree pattern [3]. The 16-ply 
laminates used in this research behaved like thick laminates. 
Figure 3.1 Impactor 
shape 
^ " ^ 
s 
T r y 
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3.1.4 Structural Analysis of Impact 
When studying the effects of impact on composite structures, three regimes are 
usually distinguished (Figure 3.3) [7]: 
1. High- Velocity Impact - Impact 
at velocities of the order of 
300 m/s. The projectile, in 
this case, penetrates or 
perforates the target, where all 
the damage is confined to a 
small area around the point of 
impact. The structure itself 
plays no part in the process. 
2. Medium-Velocity Impact 
Impact at velocities within the 
range 50-300 m/s. The stress 
waves originating from the 
point of impact transmit the 
load to the rest of the 
structure. A dynamic 
analysis, which includes inertial loading and stress wave action, is necessary. 
3. Low-Velocity Impact At even lower impact velocities, multiple wave reflections 
take place at the boundaries and quasi-static equilibrium is reached. Under these 
circumstances, the damage is usually barely visible. All damages induced in this 
research, however, were low velocity impact. 
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Through penetration — small damage zone 
Some delamination —' V Some loose fibre ends 
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r— i_o« Local fibre/resin crushing 
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low 
Extensive delamination in conical region 
Figure 3.3 Failure modes resulting from impact: (a) High-velocity 
impact, (b) medium-velocity impact, (c) low-velocity impact [4]. 
3.1.5 Impact Velocity 
When analyzing impact testing, kinetic energy is considered to be the primary 
source of energy. The precise amount of energy, which a structure absorbs from impact, 
can be determined by the generic equation: E = (l/2)mv2. During impact testing, if 
energy is held constant, but velocity and mass are altered respectively, the amount of 
damage a material absorbs could change. For example, if mass is increased and velocity 
decreased during impact, the actual impact energy is the same as a high velocity low 
mass impact, but the amount of damage could be considerably different. With the same 
energy but short impulses, a material could experience more damage [4]. 
3.1.6 Why are Composites Prone to Impact Damage? 
Since most modern polymer composites are heterogeneous and anisotropic 
materials, they have a low density, high strength and stiffness in the fiber direction. 
Composites are generally strong, and have a reasonable impact resistance if the applied 
stress is in the fiber direction. In any other direction, however, they tend to be weaker 
and to have low impact resistances. Thus, small secondary stresses in transverse 
direction or unexpected stresses due to an impact in a weak direction can easily cause 
damage [7]. 
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3.2 LONGITUDINAL COMPRESSIVE STRENGTH 
Compressive strength of continuous fiber-reinforced polymer matrix composites 
is usually lower than the tensile strength by a factor of one half or less. Due to internal 
buckling of individual fibers inside the matrix, failure is usually triggered by fiber micro 
buckling. The buckling process is controlled by fiber misalignment, shear modulus, and 
shear strength of the composite. 
Fiber misalignment measures the waviness of the fibers in the composite 
material. While fiber waviness is always present to some extent, even when great care is 
taken, it occurs due to several factors. First, the fibers are wound in spools as soon as 
they are produced, which induces a natural curvature in the fibers. Then fibers tend to 
curl when stretched on a flat mold. Furthermore, many fibers are wound together over a 
spool to form a tow or roving during fiber production. The fibers wound on the outside 
of the spool are longer than those wound in the inside. When the tow is stretched, the 
longer fibers are loose and microcatenary is formed. 
Matrix cracking and fiber breakage usually occur on the laminate surface where 
either bending stresses are at a maximum or where there are high local contact stresses. 
While they can be easily detected by visual inspections due to their stress-whitened or 
discolored patches, cross sectioning in conjunction with the visual inspection would be 
adequate for providing a qualitative and useful description of these damage mechanisms. 
For an invisible internal delamination, however, the ultrasonic C-scan, for instance, is 
becoming a major interrogation technique and is probably the only tool for determining 
quantitatively a two-dimensional contour or projected area of damage [4]. The use of 
computed tomography (CT), on the other hand, can be used but is less effective in 
providing good enough resolution to detect tightly closed delaminations unlike the 
ultrasonic C-scan techniques [1]. 
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3.2.1 The 90° Lamina in Compression 
It is assumed that stresses perpendicular to the fiber direction will first affect the 
matrix. The fibers and matrix act in series, both carrying the same applied stress. The 
fibers, however, have very little effect on the transverse modulus. It is therefore assumed 
that acoustic emission will first originate from matrix cracking, as the matrix should fail 
first [7]. 
3.2.2 The 0° Lamina in Compression 
The common equations that usually relate to tensile failure do not apply to 
compressive strength since fibers here do not 
fail in simple compression. Instead, they fail 
by localized buckling. 
In unidirectional composites, two pure 
buckling modes can occur: (a) the shear or in-
phase mode, in which the fibers buckle in 
phase and the matrix is sheared, and (b) the 
extensional or out-of-phase mode, in which 
the matrix is stretched and compressed in an 
out-of-phase manner. Figure 3.4 shows the 
two types of buckling modes. The most 
likely mode is that producing the lowest 
energy in the system. While mixed modes 
are possible, they require more energy than 
either of the pure modes. For composites 
with fiber volume fractions higher than about 10%, given that the Young's Modus in the 
fiber direction is much greater than the Young's Modulus in the matrix direction ( E f » 
Em), shear mode bucking is most likely to occur. 
A simplified model of the composite in which the fibers buckle sinusoidally under 
compression leads to equations for the resulting buckling stresses. It has been found, 
shear mode extensional 
mode 
Figure 3.4 Pure buckling modes 
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however, that these equations tend to over predict the compressive strength considerably. 
The problem is that in reality the behavior of the composite is inelastic. A very simple 
approach that appears to predict the experimental behavior in some cases is obtained by 
assuming failure occurs when the matrix reaches its yield stress [7]. 
With this knowledge, it may be possible to predict the sources of acoustic 
emission for this lamina during a compression test. Matrix cracking caused by the 
stretching and compression inside the matrix is most likely to occur, as is single fiber 
cracking because the buckling of fibers will lead to a local stress concentration. Since 
both kinds of layers have a different strain for a specific external load, it can be predicted 
that shear stresses will be created between the layers. Thus delaminations will occur and 
produce acoustic emission [1]. 
There are four distinct and basic mechanical failure modes that can occur in a 
composite after initial elastic deformation. They are: 
1. Fiber breaks or failure 
2. Delaminations 
3. Matrix cracking 
4. Longitudinal splitting (fiber-matrix interface debonding). 
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CHAPTER 4 
DAMAGE EXAMINATION TECHNIQUES 
4.1 NONDESTRUCTIVE TESTING 
For many decades now, nondestructive testing (NDT) has been practiced and has 
evolved rapidly over the years since its inception during World War II. NDT was created 
as part of "safe life" and "damage tolerant" design to detect flaws and defects in 
structures. To ensure that no development of any macroscopic defects will occur during 
any structure's lifetime, increasingly sophisticated techniques, such as ultrasonic testing, 
acoustic emission, eddy currents, x-rays, dye penetrants, magnetic particles, and many 
other forms of interrogation were generated [8]. 
While detection is not enough in the long run, one must also obtain quantitative 
information about flaw size to serve as an input to fracture mechanics based predictions 
of remaining life. These concerns, however, were felt particularly strongly in the 
aerospace, defense and nuclear power industries, which eventually led to the creation of a 
number of research programs and the emergence of quantitative nondestructive 
evaluation as a new discipline [1]. For this research, two primary methods of NDT, 
ultrasonic testing (UT) and acoustic emission (AE), were used to predict and determine 
the damage tolerance of an impacted specimen. 
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4.2 ULTRASONIC TESTING 
Ultrasonic testing is a NDT technique that sends high frequency sound waves 
through a material to detect imperfections, discontinuities and changes in material 
properties. Applications often include from subterranean analysis, such as sonar, to the 
detection of minute flaws in structural materials. 
The basic principal behind UT is that ultrasonic pulses (usually in the frequency 
ranges from 1 to 20 MHz) are generated which are either transmitted through the material 
to a transducer (though-transmission mode) or reflected back to the input transducer by 
defects or material inhomogeneities (reflection or pulse-echo mode). In either technique, 
a piezoelectric transducer is placed on one surface of the specimen to introduce sound 
waves in the ultrasonic frequency range [9]. 
A popular form of UT uses pulse-echo transducers to vibrate or pulse a sound 
wave through a material and then receive echoes representing any discontinuities and/or 
the back face. As the sound waves propagate though the material, some of them are 
interrupted by the presence of defects or materials inhomogeneities, and the energy levels 
are attenuated. Therefore, the sound waves, which are produced by a piezoelectric 
transducer, will travel through the test material and partially reflect back if a flaw exists. 
A coupling medium with high acoustic impedance, such as de-ionized water, 
grease or gel, is often needed between the transducer and the specimen unless a low 
frequency ultrasonic transmission system is used. Without couplants, the amount of 
transmitting energy would be very low due to the very low acoustical impedance of air. 
Acoustic impedance is defined as the product of density and propagation velocity of the 
material through which the wave travels, where the amount of energy reflected depends 
on the difference in acoustic impedances. Furthermore, couplants can also be used to fill 
all surface irregularities, allow free movement of the transducer probe, and prevent air 
pockets [10]. 
In a manufacturing operation, for example, coupling to composites is usually 
achieved by immersing the specimen completely in a water tank. The advantage of this 
method is that the coupling will remain uniform for better transmission of sound waves 
and focusing. This can be seen in Figure 4.1. 
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Figure 4.1 Using water couplant [7J 
4.2.1 Ultrasonic Data Image Presentation 
Once a structural component has been scanned at regular intervals across its 
surface, the ultrasonic data can be collected and displayed in a number of different 
formats. The three most common scanning methods in the UT are A-scan, B-scan and C-
scan. 
A-Scan Presentation 
The A-scan presentation visually shows the input pulse (or front wall echo) and 
back wall echo along with any inconsistencies within the material on an electrical 
amplitude versus time graph on an oscilloscope. This is usually accomplished by using a 
single transducer capable of transmitting and receiving a signal. The position of the 
signal's echo along the time axis allows the location of the defect in the thickness 
direction to be determined, while the amplitude of the echo can give some indication of 
the size and nature of the defect [1]. Figure 4.2 shows an example of an A-scan. 
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Figure 4.2 Example of ultrasonic A-scan technique 
B-Scan Presentation 
The B-scan presentation will give a 2-D image illustrating where any 
inconsistency is located using the data acquired by an A-scan. From the B-scan, the 
depth of the flaw and its approximate linear dimensions in the scan direction is 
determined. In short, it is basically a series of very close-spaced A-scans through the 
thickness of the specimen [1]. 
C-Scan Presentation 
An ultrasonic C-scan will give a 2-D planar image illustrating where and how 
large an inconsistency is by simply storing the data over a series of A-scan traces. The C-
scan uses A-scan information to create a 2-D image of the material and thus the 
dimensions of flaw. The image that develops is a measure of amplitude changes of the 
defect in the A-trace over fixed time interval gate as shown in Figure 4.3. [1]. 
(a) (b) 
(c) 
J» - Front surface i-^-Delamins ! - • -Dela i ation - Back surface 
M 
• Top of plate 
• Bottom of plate 
8*> 
Figure 4.3 Comparison of ultrasonic scanning techniques: (a) A specimen containing a 
delamination; (b) A-scan wave; (c) B-scan view; (d) planar view of the C-scan [1]. 
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4.2.2 Advantages and Disadvantages of Ultrasonic Testing 
Throughout the years, UT has become a very useful and versatile NDT method. 
Some of the advantages and limitations are presented in Table 4.1. In addition, reference 
standards are required for both equipment calibration and characterization of flaws. 
Table 4.1 Advantages and disadvantages of UT [1] 
Advantages 
It is sensitive to both surface & 
subsurface discontinuities 
The depth of penetration for flaw 
detection or measurement is superior to 
other NDT methods 
Only single-sided access is needed when 
pulse-echo technique is used 
High accuracy in determining reflector 
position and estimating size & shape 
Minimal part preparation required 
Electronic equipment provides 
instantaneous results 
Detailed images can be produced with 
automated systems 
Other uses such as thickness 
measurements, in addition to flaw 
detection 
Disadvantages 
Surface must be accessible to transmit 
ultrasound 
Skill & training is more extensive 
Normally requires coupling medium to 
promote transfer of sound energy into 
test specimen 
Materials that are rough, irregular in 
shape, very small, exceptionally thin or 
not homogeneous are difficult to inspect 
Cast iron & other coarse-grained 
materials are difficult to inspect due to 
low sound transmission and high signal 
noise 
Linear defects oriented parallel to the 
sound beam may go undetected 
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4.3 ACOUSTIC EMISSION 
Acoustic emission (AE) nondestructive testing is a technique that detects elastic 
acoustic (mostly ultrasonic) energy, which is rapidly released by the materials undergoing 
some sort of deformation or fracture process. When an external change in load, pressure, 
strain, or perhaps temperature is applied to a material or structure, AE activity will be 
produced as small local failures occur with their associated release of stress waves. By 
using appropriate instrumentation, these stress waves can be detected, recorded and 
processed to provide information about the failures and to locate their origins. Figure 4.4 
shows a typical schematic diagram of an AE operation. 
Load 
AE Analyzer: 
Data Acquisition System/Laptop 
Computer 
Figure 4.4 Complete AE system [3) 
In a composite structure, for example, the four most common sources of this 
energy release are matrix cracking, delaminations, longitudinal splitting (fiber matrix 
debonding) and fiber breaks. In addition to those factors, external sources such as 
rubbing noises can also be detected. 
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In theory, the AE technique is based on the detection and conversion of high 
frequency elastic waves to electrical signals. By directly coupling piezoelectric 
transducers to the surface of the structure under load, the released mechanical stress wave 
is converted into an electrical voltage signal. Similar to ultrasonic testing, these sensors 
are coupled to the structure by means of a fluid couplant and are secured with tape, 
adhesive bonds, hot melted glue, dead weights, springs or magnetic hold-downs [11]. 
During the structural test, the electrical voltage signal output is passed through a 
preamplifier and a frequency filter. The preamplifier typically provides a gain of 100 (40 
dB) and includes a high-pass or bandpass filter. The most common bandpass is 100-300 
kHz, encompassing the 150 kHz resonant frequency of the most commonly used sensor. 
It filters out the signals below 100 kHz and above 300 kHz. This eliminates low 
frequency background noise and high frequency noise caused by electromagnetic 
interference, but also limits the range of AE signals that can be detected. The amplified 
and filtered voltage signal is then fed into the data acquisition system, where it is 
amplified again and stored for future analysis. The data acquisition system finally 
extracts information about the time domain voltage signal and generates AE 
quantification parameters, which can be used for analysis. Figure 4.5 shows a cutaway 
view of a typical AE transducer with a built-in preamplifier [11]. 
<— BNC 
1 Connector 
^ \ 
Electrical 
Lead 
x
— Wear Plate 
Figure 4.5 Acoustic emission transducer [11] 
Piezoelectric Element 
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4.3.1 Event Parameters 
When analyzing the data, a typical AE signal or hit can be represented as a 
complex, damped, sinusoidal voltage versus time trace (Figure 4.6). The five most 
commonly employed AE quantification parameters are amplitude, duration, counts, rise 
time, and energy. 
Figure 4.6 Acoustic emission waveform and parameters [3] 
Amplitude, which is measured in decibels [dB], is described as the maximum 
peak voltage in the signal waveform. While AE signal sources can range from 1 
microvolt to 10 volts, it is convenient to represent the amplitude on a logarithmic scale. 
Amplitude is customarily expressed in decibels relative to 1 microvolt at the transducing 
element. Amplifier gain is then given by 
Adb = 201og(Vout/Vin)[dB], 
where Vout = output voltage [dB] and Vin = input voltage [dB]. The detectable range of 
AE amplitudes is on the scale of 0-100 dB, and typical threshold settings for composite 
materials are 45-60 dB. 
Duration of the signal, measured in microseconds [fxs], is the length of the hit, 
from the first crossing of the threshold to the last crossing of the threshold. Counts is 
defined as the number of times the signal crosses the threshold, which is also known as 
ringdown counts or threshold crossing counts. Rise time is the amount of time required 
for the signal to reach the maximum amplitude after crossing the threshold. Energy, also 
known as MARSE, is the measured area under the rectified signal envelope. Energy is 
measured in energy counts. 
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Finally, threshold is another essential parameter in the AE signal analysis. Acting 
as a filter, any signals received by the transducer that are below the threshold setting will 
be disregarded. Hence setting the threshold above certain amplitude can eliminate 
unwanted background noises [11]. 
4.3.2 AE Data Analysis 
Acoustic emission amplitude data can be graphed into hits vs. amplitude 
histogram. For a composite material, a typical [differential] amplitude distribution plot is 
shown on Figure 4.7. Previous research by Kouvarakos and Hill [11] showed that the AE 
failure mechanisms could be represented by "humps" that make up the amplitude 
distribution. These humps have a tendency to overlap each other oftentimes making it 
difficult to differentiate between the failure mechanisms in the amplitude histogram. 
Hence, an artificial neural network, specifically the Kohonen Self Organizing Maps 
(SOM), can used to classify the data into different failure mechanisms through amplitude 
ranges. 
Mechanism 1 
as m 
Amplitude 
Figure 4.7 Amplitude distribution histogram 
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4.3.3 Advantages and Disadvantages of Acoustic Emission 
The single, most significant advantage of AE as an NDT method is its capability 
to locate structural discontinuities and flaws without resorting to a point-by-point search 
over the entire surface of the structure. Unlike other NDT methods that only supply 
information about the structure at the point where they are applied, AE, on the other 
hand, being a passive test, can detect growing flaws throughout the entire volume of the 
structure. In addition, the output signal has its origin in the material itself, not from any 
external sources. When a body is placed under stress, AE also reveals the existence of 
flaw growth in real time. 
A limitation of AE as an NDT method, however, is that it can only detect flaws 
that are growing. Either an external force, or some force within the material must be 
acting on the flaw in such a way as to cause it to grow in order for it to give off AE. 
Another limitation is that it is usually difficult to reliably evaluate the severity of a flaw. 
These advantages and disadvantages are summarized in Table 4.2 below. 
Table 4.2 Advantages and disadvantages of AE [6] 
Advantages 
Remote & continuous surveillance 
(Real time monitoring) 
Permanent record 
Dynamic (rather than static) detection of 
cracks 
Minimization of plant downtime for 
inspection, no need for scanning the 
whole structural surface 
Disadvantages 
Transducers must be placed on part 
surface 
Highly ductile materials yield low 
amplitude emissions 
Part must be stressed or operating 
Test system noise needs to be filtered out 
The signals measured depend on the flaw 
type, orientation, growth rate, etc. Also 
on the devices used to measure the AE, 
their location and the sample dimensions. 
This makes for an exceedingly difficult 
analysis. 
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CHAPTER 5 
NEURAL NETWORKS 
5.1 INTRODUCTION 
An artificial neural network is a mathematical processing tool that consists of a 
set of algorithms that can classify or predict on complex, highly non-linear data. Like a 
biological neural network, it consists of a network of massively parallel, interconnected 
processing elements (PE) or neurons, where they can learn, calculate and sort out 
information accordingly. 
5.1.1 Backpropagation Neural Networks 
A popular form of neural network is an unconstrained optimization 
backpropagation algorithm. A backpropagation neural network (BPNN) is a multi-
layered, supervised, feed forward network, as shown in Figure 5.1. This type of network 
also has an architecture that consists of multiple layers. The first layer in a BPNN is the 
input layer, and the final layer is the output layer. Any layers in between are called 
hidden layers. Each layer is made up of any number of PEs, and there can be multiple 
hidden layers. The network architecture depends upon the complexity of the problem 
that the network is applied to solving. 
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Figure 5.1 Backpropagation neural network [12] 
A supervised BPNN learns a desired output through examples. The learning 
capability of the network is a result of weight adjustments between processing elements. 
Initially the weights are arbitrary, but once the network iterates, the solution of the 
network is compared with the known output and a mean-squared error is backpropagated 
through in the network to adjust the weighted connections or weights, and the cycle then 
repeats. During this process, the PE first sums the weighted inputs then applies this sum 
to a transfer function and finally outputs a new weighted vector to the next layer of 
neurons. This error adjustment calculation is repeated many times until the network 
converges to an acceptable error level. The BPNN learns the relationship between the 
given input and the target output vector by minimizing the difference between the target 
and actual output vectors [9]. 
The learning process of a BPNN consists of two stages: (1) the input vectors are 
fed through the network to generate a response vector, and (2) the output error is 
computed for each input response based upon the target output values. The overall 
network error is then reduced by back propagating error adjustments to the network 
weights [12]. 
Master of Science in Aerospace Engineering 30 
5.1.2 Kohonen Self Organizing Map (SOM) 
A Kohonen Self Organizing Map (SOM) is an unsupervised, competitive neural 
network, as shown in Figure 5.2. A SOM neural network sorts data into different 
categories, or creates a two-dimensional map from multi-dimensional inputs. When 
trained properly, this network, like a mail filing system, can take data that is difficult to 
classify accurately, and separate it into different groups or clusters with common 
characteristics [12]. 
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Figure 5.2 A typical SOM 
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CHAPTER 6 
EXPERIMENTAL PROCEDURE 
6.1 SPECIMEN MANUFACTURING 
The main considerations in manufacturing the specimens were that each laminate 
sample needed to fit into the impact testing machine and the Boeing BSS-7260 
compression fixture. The composite used in this research was CYCOM ® 381 S-2 uni-
glass epoxy prepreg. Developed by Cytec Engineered Materials, this latest generation 
epoxy prepreg offers a 120°C (250°F) curing system with high 82.2°C (180°F) per wet 
mechanical properties that has excellent fatigue and durability, which are necessary for 
primary structural applications. To simulate panel structures used in the aerospace 
industry, it was decided to generate laminates with the following layup: 
[(0°/±45790°)2]s. 
The number of layers was determined using several considerations. First, the 
number had to be high enough to simulate a real-world composite structure under 
compressive load, which implied a large number of plies, yet small enough that the 
compression machine used can load the specimens to failure. Second, the Boeing 
Company has set up a standard for compression testing after impact (CAI), which 
requires multiples of 8-plies laminates, such as 8-ply, 16-ply and so on. It was decided to 
manufacture 16-ply laminates of S-2 glass/epoxy with [0°/±45o/90°] fiber orientations in 
order to meet all the requirements. 
Considering the fact that 16 plies with a length of at least 0.15 m (6 in) were 
needed, it was decided to use the prepreg tapes as effectively as possible and make 0.11 x 
0.15 m (4.5 x 6 in) samples. A total of 15 samples were fabricated and used for testing. 
Figure 6.1 shows an example of how the specimens were prepared. 
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Figure 6.1 Arrangements of sample cutouts 
After arranging the samples into the necessary fiber directions, they were sealed 
and then vacuum bagged and oven cured for 100 minutes at 120°C (250°F), as 
recommended by the manufacturer. Once all voids and excess resin are removed, each 
individual sample was cut into its proper size with a wet-diamond blade circular saw. A 
wet-diamond blade prevents laminates from growing artificial delaminations that can 
develop due to cutting stresses and also minimizes dust. Figure 6.2 shows the processes 
of curing and cutting of the laminates. 
Figure 6.2 Curing and cutting of samples 
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6.2 IMPACT TESING 
The primary emphasis of this research was to predict residual compressive 
strength of composite laminates under compression after experiencing low energy/low 
velocity impact. As mentioned before, low energy impact is a major problem in practical 
fiber composite applications because it can produce damage that is difficult to observe 
visually, otherwise known as barely visible impact damage or BVID. To simulate such a 
condition, the laminate test specimens were impacted at 
levels ranging from 6.8-27.1 Nm (5-20 ft-lb) [4]. 
The equipment used for impact testing was the 
Instron Dynatup 9250, as shown in Figure 6.3. With 
clamping fixtures that were pneumatic, the clamping 
device created a fixed support condition along the 
edges of the specimen. Before actual impact, the top 
clamping plate pulled down as a result of the 
pneumatic cylinders and secured the specimen. The 
impactor had a hemispherical head with a diameter of 
15.8 mm (5/8 in). Since the mass of the impactor was 
fixed, the only variable was the drop height, which 
Figure 6.3 Impact testing machine resulted in varying impact velocities and energies. 
(Instron Dynatup 9250) 
During impact, the Instron drop tower has 
pneumatic rebound stoppers. These stoppers deflect upward after impact to catch the 
drop sled and prevent it from impacting the specimen a second time. Thus all the data 
presented in the results section are from a single impact. 
The objective of this test was to vary the impact energies and see the resulting 
damage on the surface. This method, although not based on calculations, seemed to be 
the most realistic way of getting the required damage. If an aircraft composite part in 
service is tested for ultimate strength after impact, all that can be seen is the damage on 
the surface; the energy level is unknown. 
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6.3 ULTRASONIC C-SCAN TESTING 
Since the laminates used in this research were 
thick and had some fiber waviness due to the nature 
of the woven roving fabric, it was quite a challenge to 
examine the nature of the induced damage [6]. 
Hence, the ultrasonic C-scan (Figure 6.4) was 
employed to investigate the type and extent of 
damage, such as cracking, voids, delaminations and 
r-u i , J i i^ • .• Figure 6.4 Physical Acoustic 
fiber breaks caused by the impact testing. Corporation UltraPAC II C-Scan 
Furthermore, to keep the output file at a 
reasonable size for analytical purposes, only the impacted area was scanned. This 
nondestructive test was accomplished using a Physical Acoustic Corporation UltraPAC II 
C-Scan Imaging System. This system consists of an IBM Computer with UltraPAC II 
system software and the UltraPAC II Immersion System, which includes an immersion 
tank, a scanning frame assembly, and motorized axis adjusters. The ultrasonic transducer 
used for this research had an unfocused 6.35 mm (0.25 
in) diameter piezoelectric crystal that pulsed at 5 MHz 
[5]. 
The UltraPAC II C-scan program (Figure 6.5) 
is a DOS based software that provides a plan view of 
the material under test by using color-coded maps to 
Figure 6.5 UltraPAC II C-scan represent the ultrasonic reflection within the object. 
program 
The C-scan capability module receives transducer 
signals back from the test piece to create a near real-time C-scan display. On the same 
screen, an A-scan can be toggled in and out, while the amplitude or time-of-flight C-scan 
is created. 
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6.4 MATLAB AND MICROSOFT EXCEL TO PREDICT 
Once each specimen's damage area was ultrasonically C-scanned into PCX 
format, the images were converted into a square shaped 16 color bitmap image files. 
Each pixel in the image has a color, where a number represents each hue from 0-15 color 
format. In the color-number format, black is represented by the numerical value of 0 and 
white is 15. The lighter the color, the higher the numerical pixel value [4]. In a physical 
sense, the lighter color represents the greater impact damage regions and the darker color 
corresponds to the lesser or no impact regions. 
6.4.1 Data Analysis Using MATLAB And Microsoft Excel 
MATLAB is a mathematical tool that was used to analyze the ultrasonic C-scan 
data. MATLAB opens these image files as a matrix array, with the pixel location and 
color number correlating to the actual image. Figure 6.6 shows an example of how 
MATLAB represents an image. Within the MATLAB program, an M-file algorithm, 
which is shown in Appendix B of this report, was created to assess the data by 
normalizing all corresponding color-coded values between 0 and 1. This was 
accomplished by dividing all matrix values by 15 [5]. 
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Figure 6.6 MATLAB representation of 16 color image file 
For this research, a normal matrix size array for each image is about 100 rows by 
100 columns, thus representing a total of 10,000 data points. Since this is very 
impractical to evaluate, Microsoft Excel was used to reduce the number of data points. 
Furthermore, the MATLAB "convolution" or scaling tool was used to scale the bitmap 
image down by a factor of two. In theory, this should not affect the data since the 
intensity of color within the image is still there. Figure 6.7 shows the scaled down image. 
Original 
scaling 
New 
Figure 6.7 Scaling down image size 
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In short, all inputs entered into the neural network would be kept consistent, given that all 
learning and testing files would be based on the scaled images. 
First, to account for the fiber orientation in the 0°, the average value of the 
horizontal row vectors were taken from the image data. Each average value is then 
inputted as a variable into neural networks. Since the neural network software can only 
handle a limited number of input variables, only 25 data points were taken from this 
procedure and used as variables. All numerical average data from the matrix, however, 
will be used because the image is small enough after the scaling process. Figure 6.8 
shows how the average row vectors were derived. 
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Figure 6.8 Average row data points 
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A similar approach was taken to derive the failure 
occurring along the 90° fiber directions. This time, 25 
different average values for the vertical column vectors were 
taken and applied in neural networks as shown in Figure 6.9. 
Avg. 
Column 
1 
Figure 6.9 Average 
column data points 
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Since each tested laminate sample used in this research contains [07±45o/90°] 
fiber orientations, the image must also be quantified along the ±45° diagonal (in addition 
to the row and column vectors) within the matrix. This method of calculation allows the 
researcher to see and account for the difference in impact behavior and values in all fiber 
directions at varying energy levels. 
Here, the diagonal average values along the ±45° failure orientations were taken. 
Each diagonal direction represents 25 data points, where a total of 50 input vectors 
derived from this method. Figure 6.10 shows the normalized -45° and +45° vectors. 
Once again, all data was used since the image was scaled to its proper size at the 
beginning. 
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Figure 6.10 Averages of diagonal 
data points 
In the end, there should be a total of 100 data points (25 rows, 25 columns and 50 
in the ±45° directions) representing the damaged region. Afterwards, a backpropagation 
neural network was employed to predict each laminate's ultimate compressive strength as 
a function of impact energy. 
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6.5 COMPRESSION TESTING 
After the laminates were impacted, a 
compression test was performed. This was 
accomplished using a Tinuis Olson machine, a 
crosshead displacement controlled tension/ 
compression device. To keep the material fixed in 
place, each laminate was placed into a Boeing BSS-
7260 compression jig or compression after impact 
(CAI) fixture. This acts as an anti-buckling guide 
for the specimens. 
Figure 6.11 A sample fixed to the 
Boeing BSS-7260 compression jig Shown in Figure 6.11 is the fixture with a 
compression specimen and acoustic emission 
transducer installed. The fixture has adjustable channels or grooves along the sides that 
allowed the specimen to slide into it. These guides prevent the specimen from buckling 
during load application. 
During the test, the samples were impinged with a variable compressive force and 
a constant displacement rate of 3 mm/min (0.01 in/min). Each specimen experienced a 
maximum compressive load in the ranges of 27,689 N (6,225 lb) and 49,875 N (11,213 
lb). After the first maximum, the load would decrease and then come to a second, 
slightly weaker maximum. Figure 6.12 illustrates how the ultimate compressive loading 
capacity at failure was defined during the experiment. This ultimate failure, which was 
caused by delaminations, can be seen in Figure 6.13. 
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Figure 6.12 Defining compressive load at failure for each sample 
Delamination 
Figure 6.13 Sample failure 
caused by delamination 
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6.6 ACOUSTIC EMISSION 
Acoustic emission testing can be used to help determine the different failure 
mechanism that laminates experience during compression testing. AE parameters, such 
as hits, counts, amplitude, energy and duration are recorded and then used for sorting, 
classifying and analyzing clusters within plots to associate them with different failures. 
AE data were not use here to predict residual compressive strength. 
Physical Acoustics Corporation R15I transducers were mounted onto the test 
specimens using hot-melt glue as a couplant, as shown in Figure 6.14. The AE 
transducers, 150 kHz resonant sensors that use a piezoelectric element for transduction, 
converted mechanical stress waves into electrical voltage signals (150 kHz resonant 
sensors tend to "resonate" when ~ 150 
kHz disturbances are applied to them 
making them much more sensitive to AE 
events in this band). The electrical voltage 
signals were then passed through a 
preamplifier and a frequency filter. The 
preamplifier provided a gain of 40 dB and 
included a bandpass filter, which only let 
pass frequencies between 100-300 kHz. 
This eliminated low frequency background 
noise caused by rubbing and high frequency noise caused by electromagnetic 
interference. The amplified and filtered voltage signals were then fed into the data 
acquisition system, where they were amplified again (60dB). The system threshold was 
set at 40 dB. 
One transducer (Rl51) was mounted directly onto the specimen; the other one 
(R15) was installed at the metal jig for backup information. No couplant was used 
between the composite test specimen and the jig. The measurement for each sample 
started simultaneously with the compression test and ran for about 90 seconds. 
Furthermore, the average AE data for both sensors was collected and then used for 
analysis later on in this experiment. It was possible during post-analysis to parse a 
specific time frame for analysis. 
Figure 6.14 AE transducers on test specimen 
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6.7 NEURAL NETWORK STRENGTH PREDICTION 
After all the necessary data were collected from the different tests, neural 
networks were used to predict on the maximum compressive load and to help sort out the 
different failure mechanisms occurring within the laminates. The NeuralWorks 
Professional II/Plus software by NeuralWare was used. The NeuralWorks Professional 
II/Plus software allows user interface to adjust certain parameters to optimize the results. 
A drawback to this software is the need to adjust all parameters correctly to minimize 
error, which is typically a trial-and-error process. A backpropagation neural network 
(BPNN) was constructed to predict the ultimate compressive load using the matrix data 
points from the images files derived from ultrasonic C-scanning. A Kohonen Self 
Organizing Map (SOM) was then generated to organize the acoustic emission data into 
the correct number of failure mechanisms and to classify their behaviors [12]. 
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CHAPTER 7 
RESULTS 
7.1 GENERAL TESTING RESULTS 
The average dimensions and cross-sectional area for each 16-ply test specimen 
are given in Table 7.1 below. 
Table 7.1 Dimensions and properties of test specimens 
Thickness 
0.0032 m 
(0.125 in) 
Width 
0.089 m 
(3.50 in) 
Length 
0.15 m 
(6.0 in) 
Area 
2.83*10"'m 
(0.438 in2) 
Once each of the laminates was tested, the compressive loads at failure with 
their corresponding impact energies and velocities were recorded. Each test specimen 
had 16 plies and was clamped during impact testing. The final results can be seen in 
Table 7.2. 
Table 7.2 Specimen laminates with corresponding impact & compressive load 
Specimen 
# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
# Plies 
16 
Boundary 
Conditions 
Clamped 
Impact 
Energy 
(Nm) 
6.78 
6.78 
6.78 
10.84 
10.84 
13.55 
13.55 
16.26 
16.26 
18.97 
18.97 
21.68 
24.39 
27.10 
27.10 
Impact 
Velocity 
(m/s) 
1.28 
1.28 
1.28 
1.63 
1.63 
1.82 
1.83 
2.00 
2.00 
2.16 
2.16 
2.31 
2.45 
2.59 
2.59 
Compressive 
Load at Failure 
(N) 
49,875 
53,487 
54,061 
38,128 
41,246 
37,030 
36,131 
35,789 
38,333 
36,603 
39,658 
33,449 
30,002 
27,689 
30,407 
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The results from the compression tests illustrate that as the impact energy 
increases, the compressive load decreases. The coefficient of determination (R2) for the 
Compressive Load versus Impact Energy plot indicates that 85.8 percent of the variability 
in compressive load is accounted for by the parabolic regression equation. The higher the 
R value, the more closely the data fits the equation. Figure 7.1 shows the general trend 
line of the regression curve. 
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Figure 7.1 Compressive load vs. impact energy 
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7.2 IMPACT TESTING RESULTS 
To observe how each of the specimens behaved at various energy levels during 
the impact test, energy, impact velocity, time for impact, maximum load and deflection 
were recorded. Table 7.3 displays all the necessary results recorded from the impact 
tests. 
Table 7.3 Impact testing results 
Specimen 
# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
Energy to 
max load 
(Nm) 
6.78 
6.78 
6.78 
10.84 
10.84 
13.55 
13.55 
16.26 
16.26 
18.97 
18.97 
21.68 
24.39 
27.10 
27.10 
Impact 
velocity 
(m/s) 
1.28 
1.28 
1.28 
1.63 
1.63 
1.82 
1.83 
2.00 
2.00 
2.16 
2.16 
2.31 
2.45 
2.59 
2.59 
Time to 
max load 
(ms) 
3.40 
3.60 
3.55 
3.40 
3.52 
3.27 
3.68 
4.08 
3.84 
3.37 
3.57 
3.66 
3.87 
3.65 
3.64 
Total 
time 
(ms) 
7.67 
7.74 
7.80 
7.62 
7.62 
7.85 
7.94 
8.23 
7.87 
7.71 
7.88 
7.6 
8.02 
7.65 
7.72 
Maximum 
load (N) 
4,054.09 
4,171.07 
4,267.72 
5,623.52 
5,649.32 
6,094.25 
6,052.39 
6,219.86 
6,633.70 
7,708.52 
7,303.53 
8,294.67 
9,187.88 
9,899.65 
9,564.71 
Deflection 
at failure 
(m) 
0.0015 
0.0015 
0.0015 
0.0018 
0.0018 
0.0020 
0.0023 
0.0023 
0.0023 
0.0025 
0.0025 
0.0028 
0.0036 
0.0033 
0.0033 
Figure 7.2 shows the general impact behavior for specimen 15, which was taken 
directly from the impact testing machine. The deflection vs. time graph illustrates a 
smooth, symmetric and concave downward parabola with a peak deflection of 3.30 mm 
(0.13 in). This demonstrated that the sample was cleanly impacted once, thus ensuring 
that the test was done properly and that the pneumatic rebound stoppers did in fact work. 
If the graph was not smooth or fluctuated a great deal, the impact test would then have to 
be repeated. 
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Velocity-1 8.54 ft/s Time-1 -1.21 ms Deflection-1 0.00 in 
0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 
Time-1 (ms) 
Energy to 
max load 
27.1 Nm 
(20ft-lb) 
Impact 
velocity 
2.59 m/s 
(8.5 ft/s) 
Time to 
max load 
0.00364 s 
Total time 
0.00772 s 
Maximum 
load 
9,563 N 
(21501b) 
Deflection 
at failure 
3.30 mm 
(0.13 in) 
Figure 7.2 General impact behavior 
After the impact test, the test specimens were ultrasonically C-scanned and the 
image data files were imported into MATLAB. MATLAB's algorithms then coverted 
those image files into numerical pixels, thus forming a matrix. The normalized diagonal 
values were taken into account for the fibers in the ±45° directions, shown in a graphical 
display and used later in the neural network for compressive strength predictions. In 
addition, the rows and columns normalized vectors are also taken into consideration. In 
Figure 7.3, the scanned image is characterized by the normalized diagonal values and the 
final Microsoft Excel representation. The short spike in the normalized data and outlined 
region in the Excel file clearly correspond to the white shaded impact region in the 
laminate image. 
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Figure 7.3 Normalized diagonal values in MATLAB 
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7.3 ACOUSTIC EMISSION RESULTS 
The AE data produced in this thesis were used to help classify the failure 
mechanisms that occurred during compression after impact testing. 
7.3.1 Hits vs. Time Plot 
Once the AE data are collected from the compression test, the first step was to 
filter the data to be used in the analysis. Based on the hits vs. time graph (Figure 7.4), 
one can conclude that after 25 seconds, some intermediate failure has occurred. Before 
25 seconds, the curve remained fairly linearly, but after 25 seconds a new slope has 
formed within the curve. Failure usually marks the change in the slope. It was therefore 
decided that the first 20 seconds of loading data would be used since no failure has 
happened yet within the region. 
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Figure 7.4 Hits vs. time graph shows that some sort of intermediate failure occurred after 25 
seconds 
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7.3.2 Duration vs. Counts Plot 
The duration vs. counts plot shows that the data were linearly correlated. 
Typically, well posed AE data exhibit a linear relationship between the duration (D) of 
the AE waveform and the number of counts (C) for each hit (D = kC). If the plots show 
unusual scatter, this is an indication that there may be multiple hit data. As shown in 
Figure 7.5, there is a linear relationship present in the duration vs. counts plots. Thus, the 
setup parameters for data collection were probably correct and multiple hit data are not 
frequent. 
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Figure 7.5 Duration vs. counts 
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CHAPTER 8 
ANALYSIS 
8.1 OPTIMIZING NEURAL NETWORKS FOR PREDICTION 
A series of backpropagation neural networks were used to predict the ultimate 
compressive strength by using the matrix data derived from the ultrasonic C-scanning 
images. Architecturally, each network consisted of a 100 neuron input layer (25 
normalized row, 25 normalized column, and 50 normalized diagonal vectors) for the 
normalized image data, a hidden layer for mapping, and a 1 neuron output layer for 
predicting the ultimate load. NeuralWorks Professional II/Plus software by NeuralWare 
was used to create the neural networks. 
After a total of fifteen specimens were tested, each neural network was trained on 
8 specimens and then tested on the remaining 7 specimens. To aid in network training 
data from the 8 training specimens were entered three times, thus creating a total of 24 
data sets. The randomized training and testing sets are shown in Appendix E. 
To ensure that neural network can predict properly at a small percent error, the 
network was first optimized. Based on previous research, the normalized-cumulative-
delta rule (see Appendix D under Learn Rule for further explanation) was used as the 
learning rule, and the hyperbolic tangent was used as the transfer function. The epoch 
size was set to be twenty-four, or the size of the training file repeated three times in 
random order. The network was trained until the RMS error converged to 1%. The 
remaining parameter values were the software defaults and were varied subsequently to 
obtain the optimum values. (Appendix D contains a complete list of definitions of all 
network parameters [12]). Figure 8.1 displays the optimum network values used for 
prediction. 
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Figure 8.1 Desired optimized parameters for the BPNN 
The first parameter that was optimized was the number of processing elements 
in the hidden layer. Results are summarized in Figure 8.2. For the complete results from 
all network permutations, see Appendix F. 
o 
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O 
Optimizing Number of Processing Elements 
in Hidden Layer 
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Processing Elements in Hidden Layer 
Figure 8.2 Optimizing number of processing elements in hidden layer plot 
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Once the optimum number of PEs in the hidden layer was determined, that 
parameter and all other parameters were fixed while the F' offset was varied. Figure 8.3 
displays the final outcome. 
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Figure 8.3 Optimizing F' offset 
This optimization procedure was repeated for the remainder of the network 
parameters. These results are shown in Figures 8.4 through 8.7. 
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Figure 8.4 Optimizing transition point 
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Optimizing RMS Error 
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Figure 8.7 Optimizing RMS error 
Even though the network trained to the data very closely, the 1 percent RMS error 
convergence criterion produced the best overall predictions. When it was trained more 
loosely, the worst case prediction error was always larger. Table 8.1 below displays the 
final optimized network parameters. 
Table 8.1 Final network parameters 
Network 
Inputs 
Hidden 1 
Output 
L. Coef. 
Momentum 
Trans. Pt. 
L. Coef. Ratio 
F' Offset 
Learn Rule 
Transfer 
Epoch 
RMS Error 
Optimized 
Values 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
Normalized 
Cumulative Delta 
tanH 
24 
0.01 
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8.2 EXPLORING DIFFERENT PREDICTION MODELS 
Once all the necessary data were derived from MATLAB, the laminates were put 
through different prediction models to obtain results. First, the essential architectures for 
each of the prediction scenario's network were built and then used for prediction. Hence 
Hess' three prediction models are mostly accurate for 0° and 90° laminates; they will be 
used later to compare with the new prediction model to see how accurate they are when 
applying them to specimen with damage along the ±45° fiber directions. 
In Hess' research, he used only 50 PEs to train his entire artificial neural network 
for his prediction models. Now, 100 PEs will be used to train this new network, thus 
hopefully ensuring the training and learning process to be more accurate for predictions. 
Figure 8.8 shows a laminate with failure orientations after experiencing low energy 
impact. 
Figure 8.8 Sample with failure orientations 
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8.2.1 Hess Prediction Model 1 Results 
For Hess' backpropagation neural network calculations, the network consisted of 
30 processing elements (PEs) from the columns and 50 PEs from the rows. It was 
iniciiucu iu iaKe ine aaia rrom me u 1 image and tind the normalized sums ot the rows 
and columns in an attempt to succinctly represent the image data. This network was 
trained well with percent error; however, its prediction capability was poor, having a 
worse case error of 80.92 percent. Table 8.2 shows all the prediction results. The high 
percent error indicates the inaccuracy of this model on the particular laminate 
orientations. Even though more input data were used in this case during this time; the 
average percent error is still very high. 
CO 
<0 Q 
O) 
c 
"E 
2 
h-
s 
CO 
Q 
c 
•3 I 
Specimen 
# 
1 
3 
4 
6 
8 
11 
13 
15 
2 
5 
7 
10 
12 
14 
9 
Table 8.2 
Impact 
Energy (Nm) 
6.78 
6.78 
10.84 
13.55 
16.26 
18.97 
24.39 
27.10 
6.78 
10.84 
13.55 
18.97 
21.68 
27.10 
16.26 
Hess Prediction Model 1 results 
Actual 
Compressive 
Load (N) 
49,875.42 
54,060.99 
38,128.26 
37,029.60 
35,788.61 
39,658.37 
30,001.76 
30,406.53 
53,487.20 
41,246.30 
36,131.10 
36,602.59 
33,448.96 
27,688.80 
38,332.86 
Predicted 
Compressive 
Load IN) 
49,875.42 
54,060.99 
38,128.26 
37,029.60 
35,788.61 
39,658.37 
30,001.76 
30,406.53 
49,582.48 
45,088.71 
34,964.66 
46,655.52 
41,074.83 
50,094.35 
49,301.99 
Avg error 
Abs % Error 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
7.30 
9.32 
3.23 
27.47 
22.80 
80.92 
28.62 
11.98 
Percent 
^ Errors 
Considers 
8.2.2 Hess Prediction Model 2 Results 
This neural network consisted of the summation of rows and columns with 50 PEs 
apiece (total 100 input PEs) and 4 categorical variables. The four categorical type 
variables included in the input data set are binary numbers existing as Is and 0s. The first 
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variable defines the support conditions: unsupported boundary conditions are represented 
by 0, whereas 1 represents clamped conditions. The second categorical variable is for the 
failure type. Since only clamped support conditions were used in the present research to 
simulate real aircraft panels and reduce variables for testing parameters, this model was 
not considered herein. 
8.2.3 Hess Prediction Model 3 Results 
This model included only the summation of columns and the same categorical 
type variables as previously stated for a total of 100 PEs. The architecture was the same 
as the other models with 11 hidden layer neurons. According to Hess, this was his most 
accurate prediction model. Table 8.3 shows that the worst case error for [(07±45790°)2]s 
laminates is 39.60 percent. In Hess' [0790°] laminates the percent difference was 30.98. 
CO 
CO 
Q 
G) 
C 
S 
H 
3 
CO 
1 a O) 
c 1 
Specimen 
# 
1 
3 
4 
6 
8 
11 
13 
15 
2 
5 
7 
10 
12 
14 
9 
Table 8.3 
Impact Energy 
(Nm) 
6.78 
6.78 
10.84 
13.55 
16.26 
18.97 
24.39 
27.10 
6.78 
10.84 
13.55 
18.97 
21.68 
27.10 
16.26 
Hess Prediction Model 3 results 
Actual 
Compressive 
Load (N) 
49,875.42 
54,060.99 
38,128.26 
37,029.60 
35,788.61 
39,658.37 
30,001.76 
30,406.53 
53,487.20 
41,246.30 
36,131.10 
36,602.59 
33,448.96 
27,688.80 
38,332.86 
Predicted 
Compressive 
Load (N) 
49,884.23 
54,447.83 
38,077.24 
36,997.35 
35,842.56 
39,601.17 
29,783.50 
30,472.36 
51,781.57 
44,486.05 
50,438.99 
44,048.37 
30,653.48 
35,631.50 
53,229.30 
Avg error 
Abs % Error 
0.02 
0.72 
0.13 
0.09 
0.15 
0.14 
0.73 
0.22 
3.19 
7.85 
39.60 
20.34 
8.36 
28.69 
38.86 
9.94 
i 1 
Percent 
^ Errors 
Considered 
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8.2.4 New Contributed Prediction Model Results 
As previously mentioned, since each laminate sample contains ±45 degree fibers, 
the average was taken from the values lined up diagonal within the matrix. In addition, 
the normalized values of rows and columns were also taken to consider the fibers going 
in the 0° and 90° orientations. This method of calculation accounts for all failures or 
delaminations occurring in each of the fiber directions. There should be 100 diagonal 
data points in total. The backpropagation neural network was able to predict the residual 
compressive strength within an average of 3.91 percent error. Even though the worst 
case error is 14.61 percent, this is still within the desired goal of 15 percent. Table 8.4 
shows all the prediction results along with the absolute percent error. This new 
prediction model provides a better result in predicting the compressive residual strength 
after impact than Hess best model. 
Table 8.4 New Prediction Model results 
(0 
IS 
Q 
O) 
c 
"E 
'2 
H 
42 
(0 
Q 
c 
1 
»-
Specimen 
# 
1 
3 
4 
6 
8 
11 
13 
15 
2 
5 
7 
10 
12 
14 
9 
Impact Energy 
(Nm) 
6.78 
6.78 
10.84 
13.55 
16.26 
18.97 
24.39 
27.10 
6.78 
10.84 
13.55 
18.97 
21.68 
27.10 
16.26 
Actual 
Compressive 
Load (N) 
49,875.42 
54,060.99 
38,128.26 
37,029.60 
35,788.61 
39,658.37 
30,001.76 
30,406.53 
53,487.20 
41,246.30 
36,131.10 
36,602.59 
33,448.96 
27,688.80 
38,332.86 
Predicted 
Compressive 
Load (N) 
49,867.95 
54,406.29 
38,017.59 
36,968.17 
35,775.71 
39,710.54 
29,772.33 
30,546.11 
48,548.54 
39,175.85 
34,491.53 
39,583.02 
34,517.24 
30,869.92 
43,932.63 
Avg error 
Abs % Error 
0.02 
0.64 
0.29 
0.17 
0.04 
0.13 
0.76 
0.46 
9.23 
5.02 
4.54 
8.14 
3.19 
11.49 
14.61 
3.91 
> 
Percent 
^» Errors 
Considers 
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Table 8.5 shows a quick summary comparison of all predicted percent differences 
between Hess' prediction models and the new approach when applied to the 15 
specimens from this research. It can be seen that the new prediction model provides 
better results than the previous models on specimens containing ±45° fibers. 
Table 8.5 Summary of all prediction models percent differences 
s 
n 
a 
O) 
c 
c 
2 
n 
* • * n 
Q 
O) 
c 
% 
o> 
Specimen 
# 
1 
3 
4 
6 
8 
11 
13 
15 
2 
5 
7 
10 
12 
14 
9 
Impact 
Energy 
(Nm) 
6.78 
6.78 
10.84 
13.55 
16.26 
18.97 
24.39 
27.10 
6.78 
10.84 
13.55 
18.97 
21.68 
27.10 
16.26 
Actual 
Compressive 
Load (N) 
49,875.42 
54,060.99 
38,128.26 
37,029.60 
35,788.61 
39,658.37 
30,001.76 
30,406.53 
53,487.20 
41,246.30 
36,131.10 
36,602.59 
33,448.96 
27,688.80 
38,332.86 
Hess 
Model 1 
Load (N) 
49,875.42 
54,060.99 
38,128.26 
37,029.60 
35,788.61 
39,658.37 
30,001.76 
30,406.53 
53,487.20 
41,246.30 
36,131.10 
36,602.59 
33,448.96 
27,688.80 
38,332.86 
Avg error 
Abs % 
Error 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
7.30 
9.32 
3.23 
27.47 
22.80 
80.92 
28.62 
11.98 
Hess 
Model 3 
Load (N) 
49,884.23 
54,447.83 
38,077.24 
36,997.35 
35,842.56 
39,601.17 
29,783.50 
30,472.36 
51,781.57 
44,486.05 
50,438.99 
44,048.37 
30,653.48 
35,631.50 
53,229.30 
Abs % 
Error 
0.02 
0.72 
0.13 
0.09 
0.15 
0.14 
0.73 
0.22 
3.19 
7.85 
39.60 
20.34 
8.36 
28.69 
38.86 
9.939 
New 
Prediction 
Model 
Load (N) 
49,867.95 
54,406.29 
38,017.59 
36,968.17 
35,775.71 
39,710.54 
29,772.33 
30,546.11 
48,548.54 
39,175.85 
34,491.53 
39,583.02 
34,517.24 
30,869.92 
43,932.63 
Abs % 
Error 
0.02 
0.64 
0.29 
0.17 
0.04 
0.13 
0.77 i 
0.46 
9.23 
5.02 
4.54 
8.14 
3.19 
11.49 
14.61 
3.91 
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8,3 CLASSIFICATIONS OF FAILURE MECHANISMS 
A series of Kohonen Self Organizing Maps (SOM) were generated to help 
classify AE parameter data (energy, duration, and amplitude) into failure mechanisms. 
The first step was to create a large enough SOM such that each failure mechanism would 
be sorted into its own category. Based on previous research done by Walker and Hill [8], 
it was believed that four composites failure mechanisms would be present in 
compression: matrix cracking, longitudinal splitting (fiber matrix interface debonding), 
delaminations and possibly fiber breaks. Thus, a 4 x 1 SOM layer was chosen to sort the 
outcome into 4 possible categories. Architecturally, this SOM layer consisted of a 3 
neuron input layer for energy, duration and amplitude, a 4 x 1 Kohonen layer for 
classification, and a 2 neuron output layer for X-Y (2-D) output coordinates. Figure 8.9 
illustrates the network architecture for SOM classification. NeuralWorks Professional 
II/Plus software by NeuralWare was used to construct the neural network. 
Energy 
Duration 
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Figure 8.9 SOM classification process 
Upon completion of training and testing the data files, the SOM was able to sort 
the data into 3 main failure mechanisms. Subsequently, the minimum and maximum 
ranges, mean, standard deviation and number of hits associated with each failure 
mechanism were determined for the three AE parameters (energy, duration, and 
amplitude). The results for the 4 x 1 SOM are shown in Table 8.6. 
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Table 8.6 4 x 1 SOM results for energy, duration and amplitude 
4x1 SOM Category Analysis for Energy 
Mechanism 
1 
2 
3 
4 
X 
0 
0 
0 
0 
Y 
-0.33 
1 
0.33 
-1 
Min 
0 
49 
80 
0 
Max 
77 
870 
1389 
0 
Mean 
2.29 
171.30 
529.30 
0 
StdDev 
6.48 
150.76 
516.39 
0 
# of Hits 
7609 
109 
10 
0 
4x1 S O M Category Analysis for Duration 
Mechanism 
1 
2 
3 
4 
L X 
0 
0 
0 
0 
Y 
-0.33 
1 
0.33 
-1 
Min 
1 
552 
2800 
0 
Max 
2088 
4392 
6806 
0 
Mean 
126.37 
1601.75 
4709.70 
0 
StdDev 
170.88 
850.91 
1519.34 
0 
# of Hits 
7609 
109 
10 
0 
4x1 S O M Category Analysis for Amplitude 
Mechanism 
1 
2 
3 
4 
X 
0 
0 
0 
0 
Y 
-0.33 
1 
0.33 
-1 
Min 
40 
70 
70 
0 
Max 
80 
97 
98 
0 
Mean 
47.39 
83.27 
85 
0 
StdDev 
7.08 
5.72 
9.98 
0 
# of Hits 
7609 
109 
10 
0 
It was noted that mechanisms 1 contained the largest number of hits when 
compared to mechanisms 2 and 3. The max and min ranges for all analyses, however, 
showed that almost all mechanisms overlap each other. Furthermore, no fourth failure 
mechanism was found. Based on previous research, Walker and Hill [12] suggested that 
mechanism 4 is usually associated with complete failure of a specimen under load. Since 
all AE data were collected at low loads, mechanism 4 has not happen yet as expected. 
To visually see the SOM classifications of the different failure mechanisms, a hits 
vs. amplitude distribution was plotted as shown in Figure 8.10. In this case, mechanism 
1 predominantly dominates over the other two mechanisms, where mechanisms 2 and 3 
have much lower numbers of hits. With this histogram, however, it is very difficult to 
distinguish the two smaller mechanisms. 
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Hits vs. Amplitude 
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Figure 8.10 Sorted hits vs. amplitude distribution plots 
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A duration vs. amplitude distribution proved to be a better choice when it comes 
to visually identifying the failure mechanisms. Here, a small distinction can be seen 
within all the growing failures, which is illustrated in Figure 8.11. 
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Figure 8.11 Sorted duration vs. amplitude plot 
Acoustic emission can detect growing failures within the tested material when 
performing compression after impact testing. Through visual inspection of the laminate 
specimens, it was seen that matrix cracking, 
longitudinal splitting (fiber matrix interface 
debonding) and growing delaminations were 
all present. Figures 8.12 and 8.13 illustrate 
the different types of failures that emerged 
during the CAI testing. This specimen was 
not used in the experiment, since it was 
accidentally loaded to buckling failure. This 
is an exaggerated case that displays a clear indication of the three types failure 
mechanisms. Based on previous research, Kouvarakos and Hill [11] concluded that: 
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Mechanism 1 had a low amplitude range, short duration range and high number 
of hits, which probably correlates to matrix cracking. 
Mechanism 2, on the other hand, had lower amplitude ranges, medium short to 
medium durations and hits, thus being identified as longitudinal splitting (fiber matrix 
interface debonding). 
Mechanism 3 has a high amplitude range, long duration and the least number of 
hits, meaning that it was most likely delaminations. 
<-
E 
c 
o 
2 
a 
10000 -, 
8000-
6000-
4000-
2000 
0 -
( 
Duration vs 
Matrix Cracking 
A Longitudinal Splitting 
• Delaminations 
>. Amplitude 
• I 
• 
A
^i«\ 
—, 
) 20 40 60 80 100 
Amplitude (dB) 
Figure 8.13 Failure mechanisms 
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8.4 IMPACT ENERGY REGION ANALYSIS CONSIDERATIONS 
As previously mentioned, low-energy and barely visible impact damage occurs at 
the lower end of the impact velocity spectrum. Depending on the size, thickness, and 
material properties of the test specimen, BVID may vary slightly from test to test. 
However, it is very difficult to determine when the impacted specimens transition from 
BVID to visible impact damage (VID). 
When analyzing the Compressive load vs. impact energy plot of Figure 8.14, one 
can see that there may be two regions of impact damage. To distinguish whether there 
are multiple regions of damage, a SOM was once again used to classify the data. 
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Figure 8.14 Compressive load vs. impact energy 
A 2 x 1 SOM was created to force the impact data into two possible categories, 
hopefully BVID and VID. Table 8.11 shows that the first impact energy region is 
approximately 0-17.5 Nm (0-13 ft-lb). Anything above 17.5 Nm (13 ft-lb) may be a 
different damage region. The SOM was able to suggest that the impact damage data fell 
into two main categories denoted by x and y coordinates (0,1) and (0,-1) as given in 
Table 8.7. 
Master of Science in Aerospace Engineering 66 
Table 8.7 SOM classifications of BVID and VID 
Category 
BVID 
VID 
X 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Y 
-1 
-1 
-1 
-1 
-1 
-1 
Impact Energy 
(Nm) 
6.78 
6.78 
6.78 
10.84 
10.84 
13.55 
13.55 
16.26 
16.26 
18.97 
18.97 
21.68 
24.39 
27.10 
27.10 
Compressive Load 
(N) 
49,875 
53,487 
54,061 
38,128 
41,246 
37,030 
36,131 
35,789 
38,333 
36,603 
39,658 
33,449 
30,002 
27,689 
30,407 
Figure 8.15 illustrates the two potential different regions of impact damage. The 
dotted line separating the two damage regions corresponds to the intersection of the two 
best-fit curves at 19.4 Nm (14.3 ft-lb) of impact energy and a compressive failure load of 
38,519 N (8,660 lb). The coefficient of determination (R2) for the two corresponding 
compressive load versus impact energy curves also indicate that there is a 95.1 percent of 
variability for the BVID curve and a 91.7 percent of variability for the VID curve, which 
shows that those are a much better parabolic fit than using a single curve. 
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Figure 8.15 Possible BVID and VID regions 
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8.4.1 VERIFYING IMPACT ENERGY REGIONS WITH AE PARAMETERS 
To ensure that there are in fact two distinct regions of BVID and VID, acoustic 
emission parameter data (energy, duration, and amplitude) were used to sort the BVID 
and VID data into failure mechanisms. Architecturally, this SOM consisted of a 3 neuron 
input layer for energy, duration and amplitude, and 4 x 1 SOM layer was used to sort the 
data into anticipated four failure mechanisms. Table 8.8 shows the result of the SOM 
analysis for BVID plus each parameters' minimum, maximum, mean, standard deviation 
and number of hits. Table 8.9 shows the analysis for VID. 
Table 8.8 SOM analysis for BVID 
4x1 SOM Category Analysis for Energy 
Mechanism 
1 
2 
3 
4 
Min 
0 
23 
30 
0 
Max 
39 
199 
624 
0 
Mean 
0.58 
67.73 
184.00 
0 
StdDev 
1.99 
50.40 
293.49 
0 
# of Hits 
7180 
11 
4 
0 
4x1 SC 
Mechanism 
1 
2 
3 
4 
>M Category Analysis i 
Min 
1 
450 
1155 
0 
Max 
915 
1257 
2586 
0 
Mean 
78.78 
829.27 
1625.25 
0 
'or Durati 
StdDev 
100.98 
224.34 
649.25 
0 
on 
# of Hits 
7180 | 
11 
4 
0 
4x1 SO 
Mechanism 
1 
2 
3 
4 
M Category Analysis for Amplitude 
Min 
40 
70 
60 
0 
Max 
73 
88 
95 
0 
Mean 
44.72 
76.45 
71.00 
0 
StdDev 
4.24 
4.93 
16.14 
0 
# of Hits 
7180 
11 
4 
0 
Note that, as expected, a slight overlap occurred in the minimum and maximum 
ranges of the AE parameters after sorting. Also note that in the VID region more overlap 
occurs within the ranges of the energy, duration and amplitude data. 
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Table 8.9 SOM analysis for VID 
4x1 SOM Category Analysis for Enerev 
Mechanism 
1 
2 
3 
4 
Min 
0 
101 
68 
0 
Max 
96 
1496 
1878 
0 
Mean 
1.86 
534.20 
204.14 
0 
StdDev 
6.47 
582.00 
261.44 
0 
# of Hits 
7538 
5 
64 
0 
4x1 S O M Category Analysis 
Mechanism 
1 
2 
3 
4 
Min 
1 
3467 
568 
0 
Max 
2390 
8965 
5307 
0 
Mean 
105.53 
5837.80 
1512.73 
0 
for Duration 
StdDev 
148.72 
2519.53 
764.30 
0 
# of Hits 
7538 
5 
64 
0 
4x1 SOM Category Analysis for Amplitude 
Mechanism 
1 
2 
3 
4 
Min 
40 
70 
74 
0 
Max 
80 
96 
99 
0 
Mean 
47.19 
80.40 
84.08 
0 
StdDev 
6.40 
10.60 
5.03 
0 
# of Hits 
7538 
5 
64 
0 
Based on the SOM classification results, no fourth failure mechanism was found. 
As mentioned before, mechanism 4 is usually associated with complete failure of a 
specimen under load, which does not occur because these data sets only include loads up 
to 20 percent of the ultimate where mechanism 4 was not expected to be present (Figures 
8.16 and 8.17). 
After plotting duration vs. amplitude for both the BVID and VID regions, one can 
distinguish the differences between them. In theBVID case, one failure mechanism 
seems to be predominant based on the AE data. The VID region, on the other hand, has a 
strong second failure mechanism growing, in addition to the first one. Based on previous 
research done by Walker and Hill [8], failure mechanism 1 usually corresponds to matrix 
cracking (low amplitude, short duration and higher number of hits), and mechanism 2 
probably relates to longitudinal splitting (fiber matrix interface debonding) (medium 
amplitude, medium duration and small number of hits). Finally, the third mechanism 
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would appear to correlate to delamination growth (high amplitude ranges, long duration 
and least number of hits). 
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Figure 8.16 Predominant growing failure due to matrix cracking after BVID 
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Figure 8.17 Growing failures due to matrix cracking and longitudinal splitting due after VID 
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CHAPTER 9 
CONCLUSIONS AND RECOMMENDATIONS 
9.1 CONCLUSIONS 
• The new image compression model utilized in this research was able to predict 
CAI much better in specimens containing ±45° fibers than any other previous 
models. 
• Using the new prediction model, a backpropagation neural network was able to 
predict the residual compressive strength to within an average error of 3.9 percent 
and with a worst-case error of 14.6 percent. 
• Acoustic emission data was not used to predict in this case, but for classification 
of failure mechanisms only. 
• The trend lines for the compressive load vs. impact energy were most accurately 
fit by two parabolas, one for BVID and a second for VID. 
• Three expected failure mechanisms occurred during compression testing of 
[(07±45790°)2]s S-2 glass composite laminates. Thus, the Kohonen Self 
Organizing Map neural network produced the best results when it was told to sort 
the data into groups. Furthermore, comparisons of duration vs. counts and hits vs. 
amplitude plots with previous research indicated that the mechanisms present are 
apparently to those expected, namely, matrix cracking, longitudinal splitting and 
delaminations. Fiber breaks, however, only occur at loads greater than 20 percent 
of failure. Therefore, they were not apparently present in the data sets used for 
CAI ultimate load prediction. 
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9.2 RECOMMENDATIONS 
• A total of 15 specimens were manufactured and tested. Even though the neural 
network was able to predict on these few samples, it would be more desirable to 
have a larger pool of samples for future work. 
• AE data should be used to study more about the various failure mechanisms. 
Each failure mechanism may have its own compressive load vs. impact energy 
curves. 
• The new model should be used to predict laminates with only 0° and 90° fiber 
orientations to test if accuracy holds for those types of samples. 
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APPENDIX A 
MATERIAL PROPERTIES 
C Y C O M ® 3 8 1 Epoxy Prepreg 
Description: 
CYCOM® 381 epoxy prepreg is Cytec Engineered 
Materials' latest generation epoxy prepreg that 
offers a 250°F (120°C) curing system with high 
180°F/wet mechanical properties yet has the 
excellent fatigue and durability necessary for 
primary structure applications. 
• Excellent 180°F (82°C)/wet properties 
Service temperature to 220°F (104°C) 
Three- to four-fold increases in fatigue life 
compared to perhaps all conventional 250°F 
(120°C) curing epoxy prepregs. This increase 
is the result of a 10 to 15% higher strain 
endurance limit 
Inherent toughness provides good durability 
and compression after impact peformance 
Low moisture absorption 
Excellent for vacuum pressure/oven 
processing 
Features and benefits: 
• 250°F(120°C)cure 
Good hot/dry and hot/Wet 
performance 
Excellent fatigue performance 
Excellent processing characteristics 
Good toughness 
Autoclave quality laminate properties 
achieved with "vacuum only" cures 
< 
* 
Typical applications: 
Primary and secondary structural aircraft parts 
requiring 180°F (82°C)/wet retention of hot/wet 
properties and/or excellent fatigue behavior 
Components that require good durability and/ 
or low processing temperatures 
Helicopter rotor blades 
Rotating or cycled components 
Co-cured aluminum assemblies/parts 
Doublers 
Propellers 
Composite repair 
For more information, contact: 
Cytec Engineered Materials 
Technical Service 
Anaheim, Calif. 
714 630-9400 Page 1 of 9 
(012102) 
This information is provided for informational purposes only and without legal responsibility 
Users are expected to perform adequate verification and testing to ensure that materials meet required specifications 
* 
ENGINEERED MATERIALS 
CRCATING A MATCRIAL A D V A N T A C C 
CYCOM® 381 Epoxy Prepreg Page 2 of 9 
Product description 
Reinforcement: 
Matrix: 
• Carbon uni-tapes and any conventional fabric style. 
• Glass uni-tapes and any conventional fabric style. 
• Peel ply 
• CYCOM® 381 Epoxy Resin System 
Typical physical properties 
Note: The following technical Information and data should be considered representative 
or typical only and should not be used for specification purposes. 
• Prepreg volatile content: 1.0% max. at 325°F (163°C) 
• Gel Time: 5 to 8 minutes at 250°F (120°C) 
• Prepreg resin flow: 5 to 15% 
• Laminate dry glass transition temperature, Tg: 
260°F (127°C) (RDA G1) 288°F (142°C) (RDA G") 
• Neat resin glass transition temperatures Tg: 
- Dry: 284°F (140°C) (RDA G') - Wet: 234°F (112°C) (RDA G') 
Table of contents 
Graphite uni 
CYCOM® 381 IM7 Uni-graphite 148FAW1 pages 3, 4 
CYCOM® 381 AS4 Uni-graphite 145FAW1 page 4 
Graphite fabric 
CYCOM® 381 AS4 4HS Graphite Fabric 195FAW1 page 4 
Glass uni 
CYCOM® 381 S2Uni-glass111FAW1 page 5 
CYCOM® 381 S2 Uni-glass 284FAW1 page 6 
Glass fabric 
CYCOM® 381 7781 E Glass Fabric 300FAW1 — - pages 6, 7 
CYCOM® 381 7781 OST E Glass Fabric 300FAW2 pages 7, 8 
CYCOM® 381 120 E Glass Fabric 107FAW1 page 8 
This information is provided for informational purposes only and without legal responsibility.
 cnonifinatinnc 
Users are expected to perform adequate verification and testing to ensure that materials meet required specifications 
* 
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CfttATING A MATCftlAl ADVANTACC 
CYCOM® 381 Epoxy Prepreg Page 5 of 9 
CYCOM® 381 S2 uni-glass 111 FAW epoxy prepreg 
Test 
0° Tensile SACMA SRM-4 
[Normalized to 50% FV] 
90° Tensile 
SACMA SRM-4 
0° Compression 
SACMA SRM-1 
In-Plane Shear ± 45 Tensile 
SACMA SRM-7 
0° Short beam shear 
SACMA SRM-8 
0° Flexure ASTM D790 
(3-point) 
Laminate Tensile 
SACMA SRM-4 
[+45, -45, 0, -45, +45]2S 
[+45, -45, 90, -45, +45]2S 
Fluid sensitivity test 
0° Short beam shear 
SACMA SRM-8 
Test Condition 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
220°F/dry(104°C) 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
220°F/dry(104°C) 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
72°F/dry (22°C) 
220°F/dry(104°C) 
72°F/Dry (22°C) 
72°F/Dry (22°C) 
No of. 
Spec. 
11* 
i r 
13* 
11* 
5 
5 
5 
5 
8* 
13* 
13* 
10* 
13* 
5 
10* 
10* 
10* 
10* 
17* 
19* 
18* 
17* 
5 
5 
10* 
16* 
Fluid description 
Deicer, Mil-A-8243 
Hydraulic, Mil-H-83! 
Hydraulic, Mil-H-56( 
Fuel, Mil-T-5624 
Oil, Mil-L-23699 
Oil, Mil-L-7808 
Cleaning, Mil-C-879 
MEK, ASTM D740 
Water 
None 
>82 
36 
36 
Strength 
ksi (MPa) 
266 (1834) 
256 (1765) 
115 (793) 
224 (1544) 
216 (1489) 
10.3 (71) 
8.7 (60) 
3.6 (25) 
6.4 (44) 
177 (1220) 
178 (1227) 
137 (945) 
173 (1193) 
129 (889) 
25.8 (178) 
19.6 (135) 
11.3 (78) 
14.7 (102) 
16.1 (111) 
12.5 (86) 
7.3 (50) 
9.5 (66) 
227 (1565) 
184 (1269) 
69.5 (479) 
36.3 (250) 
condition 
32°F/30 days 
160°F/90days 
160°F/90days 
75°F/90 days 
160°F/90days 
160°F/90days 
75°F/7 days 
75°F/7 days 
160°F/14days 
72°F 
[%CV] 
[6.6] 
[4.3] 
[4.4] 
[3.3] 
[5.8] 
[5.6] 
[4 2] 
[9.0] 
[3.8] 
[7.5] 
[9.4] 
[4.8] 
[8.1] 
[10.9] 
[2.2] 
[2.0] 
[2.9] 
[1.8] 
[13.3] 
[3.8] 
[4.7] 
[2.2] 
[3.5] 
[2.0] 
[1.8] 
[2.3] 
Modulus 
msi (GPa) [%CV] 
6.99 (48.2) [3.1] 
6.95 (47.9) [2.1] 
6.81 (47.0) [2.7] 
6.72 (46.3) [2.9] 
6.63 (45.7) [4.1] 
2.16 (14.9) [4.0] 
1.84 (12.7) [1.9] 
1.09 (7.51) [4.8] 
1.56 (10.8) [10.8] 
6.90 (47.6) [2.5] 
7.00 (48.3) [3.7] 
6.94 (47.9) [2.6] 
6.95 (47.9) [3.3] 
0.81 j 
0.68 ( 
0.47 ( 
0.54 ( 
7.1 
7.7 
5.6) [3.3] 
4.7) [5.3] 
3.2) [2.9] 
37) [4.1] 
(49) [2.1] 
(53) [6.9] 
2.89 (19.9) [1.9] 
2.24 (15.4) [1.9] 
temperature 
72°F(22°C) 
72°F (22°C) 
72°F(22°C) 
72°F(22°C) 
72°F(22°C) 
72°F(22°C) 
72°F(22°C) 
72°F(22°C) 
160°F(71°C) 
72°F(22°C) 
ksi 
12.0 
12.4 
12.6 
12.1 
12.6 
12.6 
11.8 
11.7 
7.8 
12.5 
Strain 
% 
3.80 
3.68 
1.69 
3.34 
3.27 
Poisson's 
ratio | 
0.53 1 
0.64 
0.70 
0.65 
(MPa) 
(83) 
(85) 
(87) 
(83) 
(87) 
(87) 
(81) 
(81) 
(50) 
(86) 
I 
hi 
Notes: 1. Autoclave cure cycle described on page 9. 
3. Nominal prepreg resin content: 33%. 
2. Typical cure ply thickness. 0.0035." 
This information Is provided for informational purposes only and without legal responsibility . .,. , 
Users are expected to perform adequate verification and testing to ensure that materials meet required specifications. 
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CYCOM® 381 S2 uni-glass 284FAW epoxy prepreg 
Test 
0° Tensile SACMA SRM-4 
[Normalized to 50% FV] 
90° Tensile 
SACMA SRM-4 
0° Compression 
SACMA SRM-1 
In-Plane Shear ± 45 Tensile 
SACMA SRM-7 
OHC (Quasi lay-up) 
SACMA SRM-3 
CAI (Quasi) BSS-7260 
Drop tower method 
strength, ksi after 
1500 in.-lbVin. impact 
0° Short beam shear 
SACMA SRM-8 
G|C ASTM D5528 
Test Condition 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
180°F/wet(22°C) 
220°F/wet (82°C) 
250°F/dry(71°C) 
180°F/wet(82°C) 
220°F/wet(104°C) 
250°F/dry(120°C) 
72°F/ambient (22°C) 
-65°F/dry (-54°C) 
72°F/dry (22°C) 
160°F/wet(71°C) 
180°F/dry(82°C) 
72°F/ambient (22°C) 
No of. 
Spec. 
11* 
12* 
13* 
11* 
11* 
10* 
10* 
13* 
14* 
20* 
10* 
12* 
10* 
10* 
12* 
10* 
6 
7 
6 
5 
5 
5 
4 
17* 
20* 
13* 
19* 
5 
ksi 
236 
243 
113 
209 
9.1 
8.2 
4.1 
7.5 
177 
182 
146 
166 
13.6 
14.3 
9.5 
11.8 
9.2 
7.6 
9.9 
26 
18 
28 
33 
15.8 
12.3 
7.2 
9.0 
3.8 
Strength 
(MPa) 
(1627) 
(1675) 
(779) 
(1441) 
(63) 
(57) 
(28) 
(52) 
(1220) 
(1255) 
(1007) 
(1145) 
(94) 
(99) 
(65) 
(81) 
(63) 
(52) 
(68) 
(179) 
(124) 
(193) 
(227) 
(109) 
(85) 
(50) 
(62) 
(26) 
[%CV] 
[7.5] 
[4.3] 
[3.9] 
[3.6] 
[46] 
[2.6] 
[7.2] 
[7.4] 
[5-6] 
[10.8] 
[5.3] 
[4.9] 
[3.8] 
[3.7] 
[2.7] 
[3-6] 
[3.8] 
[7.7] 
[2.8] 
[5.0] 
[5.7] 
[3.3] 
[2.4] 
[13.1] 
[4.1] 
[1.9] 
[6.8] 
[5.2] 
msi 
6.93 
6.78 
6.86 
6.62 
2.10 
1.75 
1.07 
1.61 
6.87 
6.96 
6.93 
6.76 
0.88 
0.69 
0.47 
0.55 
0.36 
0.18 
0.43 
Modulus 
(GPa) 
(47.8) 
(46.7) 
(47.3) 
(45.6) 
(14.5) 
(12.1) 
(7-4) 
(11.1) 
(47.4) 
(48.0) 
(47.8) 
(46.6) 
(6.1) 
(48) 
(3.2) 
(3.8) 
(2.5) 
(1.2) 
(3.0) 
[%CV] 
[3.0] 
[1.9] 
[3.2] 
[1.7] 
[5.6] 
[3.7] 
[3.1] 
[6.8] 
[1.4] 
[2.4] 
[2.1] 
[18] 
[5.1] 
[3.6] 
[1.7] 
[2.3] 
[7.2] 
[12.2] 
[6.5] 
Strain 
% 
3.41 
3.58 
1.65 
3.15 
Poisson's 
ratio 
0.55 ] 
0.60 
0.72 
0.69 
u 
t 
Notes: 1. Autoclave cure cycle described on page 9. 
3. Nominal prepreg resin content: 33%. 
2. Typical cure ply thickness: 0.009.' 
CYCOM® 7781 e-glass fabric 300FAW epoxy 
Test 
I Warp tensile 
SACMA SRM-4 
[Normalized to 50% FV] 
Fill tensile 
SACMA SRM-4 
Test Condition 
-65°F/dry(-54°C) 
72°F/ambient (22°C) 
180°F/wet(82°C) 
220°F/wet(104°C) 
220°F/dry(104°C) 
-65°F/dry (-54°C) 
72°F/ambient (22°C) 
180°F/wet(82°C) 
220°F/dry(104°C) 
No of. 
Spec. 
5 
10 
5 
5 
5 
5 
5 
5 
5 
ksi 
92.2 
68.5 
45.4 
37.9 
55.9 
78.0 
66.3 
38.8 
33.7 
Strength 
(MPa) 
(636) 
(472) 
(313) 
(261) 
(385) 
(538) 
(457) 
(268) 
(232) 
[%CV] 
[1.0] 
[12.6] 
[1.4] 
[2.4] 
[3.6] 
[2.5] 
[38] 
[41] 
[2.5] 
msi 
4.08 
3.92 
3.83 
3.17 
3.67 
3.92 
3.81 
3.42 
3.13 
Modulus 
(GPa) 
(28.1) 
(27.0) 
(26.4) 
(21.9) 
(25.3) 
(27.0) 
(26.3) 
(23.6) 
(21.6) 
[%CV] 
[0.6] 
[1.5] 
[8.3] 
[3.0] 
[0.8] 
[1.0] 
[0.5] 
[3.9] 
[36] 
Strain 
% 
1.55 
1.52 
Continued on next page 
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ENGINEERED MATERIALS 
CRCATING A MATERIAL ADVANTACI 
t 
8 
1 
C Y C O M ® 3 8 1 Epoxy Prepreg page 9 of 9 I 
Suggested cure |j 
507 454-3611 • Fax 507 452-8195 
GLOBAL HEADQUARTERS 
Tempe, Arizona 
480 730-2000 • Fax 480 730-2390 
Cytec Engineered Materials, Ltd. Cytec Engineered Materials (GmbH) 
United Kingdom Germany 
Wrexham, UK Ostringen, Germany 
+44 1978 665200 +49 7523 912800 
Fax +44 1978 665222 Fax +49 7523 912899 * 
< 
Autoclave cure procedure: 
• Vacuum on at room temperature 15 minutes, no heat 
• Start temperature rise rate at 5°F/min to 260° ± 10°F (127° ± 5°C) t 
• Start pressurizing autoclave to 50 psi 4 
• Vent vacuum when reaching 45 psi or when temperature reaches 160°F (71 °C) 
• Maintain 50 psi and 260°F (127°C) for 100 +10-0 minutes ( 
• Cool to < 150°F (66°C) before removing from autoclave 
Vacuum cure procedure: 
• Vacuum on at room temperature for a minimum of 15 minutes, no heat 
• Start temperature rise rate at 5°F/min. to 260° ± 10°F (127° ± 5°C) 
• Maintain 260°F (127°C) for 100 +10-0 minutes 
• Cool to < 150°F (66°C) before removing from oven 
Shelf life 
This prepreg has been shown to have a minimum tack life of one month after removal from 0°F (-18°C) 
storage and stored at 75°F (24°C). Twelve months from the date of shipment when stored at 0°F (-
18°C) and kept in the original sealed bag. 
Health and safety information 
Refer to product label and Material Safety Data Sheet. 
Important notice 
The information and statements herein are believed to be reliable but are not to be construed as a 
warranty or representation for which Cytec Engineered Materials assumes legal responsibility or as an 
assumption of a duty on our part. Users should undertake sufficient verification and testing to determine 
the suitability, for their own particular purpose, of any information or products referred to herein. NO 
WARRANTY OF FITNESS FOR A PARTICULAR PURPOSE IS MADE. Nothing herein is to be taken 
as permission, inducement or recommendation to practice any patented invention without a license. 
Cytec Engineered Materials Inc. North American Facilities 
Anaheim, California Orange, California 
714 630-9400 • Fax 714 666-4345 7 1 4 639-2050 • Fax 714 639-2033 
Havre de Grace, Maryland D Aircraft Products, Inc. 
410 939-1910 • Fax 410 939-8100 Anaheim, California 
714 632-8444 • Fax 714 632-7164 
Greenville, Texas 
903 457-8500 • Fax 903 457-8598 Cytec Carbon Fibers LLC 
Piedmont, South Carolina 
Winona, Minnesota 8°° 222-2448 • Fax 864 299-9333 
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APPENDIX B 
MATLAB FILE 
9 Editor - E:\Analysis\Matlab Output Imaging.m 
File Edit Text Cell Tools Debug Desktop Window Help 
D ^ y x %e> JUl !; ! | stack: [E£ | 
l 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
%To run this file type: readImage filename.type 
%Currently, this file has only been tested an bitmap files 
%Date: March 4, 2 005 
hWritten by: Tuan-Khoi Dang Nguyen 
% Reading image file into matlab, and form a matrix by normalizing it 
1= imread('sample15.tamp') 
whos 
save I 
I s 
imshow (I) 
I= im2double( I ) 
b r i g h t e n ( 0 . 5 ) 
APPENDIX C 
EXAMPLES OF NORMALIZED DATA 
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APPENDIX D 
NEURAL NETWORK PARAMETER DEFINITIONS 
Backpropagation Neural Networks 
NeuralWare defines the dialog box components and their functions as: 
#PEs 
These text fields specify the number of processing elements (nodes) for each layer in the 
back-propagation network. Input corresponds to the input or bottom layer, Hid 1 through 
Hid 3 correspond to three hidden layers (usually you will only need one or two hidden 
layers), and Output corresponds to the output or top layer. The number of PEs in the input 
and output layers depend on the number of data fields in each data vector in your training 
data. The number of outputs depends on what information you want your network to 
provide (and requires a matching number of data fields for desired output). 
LCoef 
The LCoef fields correspond to Learning Rate (in the learn and recall schedule, learn 
section) for each of the hidden layers and the output layer. Learning coefficients are used 
by the learning and recall schedule, and (if the Default Schedule box in the learning and 
recall schedule is not checked) the Back-propagation command constructs a separate 
learning and recall schedule for each hidden layer and the output layer. LCoef works in 
conjunction with the Trans. Pt. and LCoef ratio values to configure the learning and recall 
schedules. The value entered in a layer's LCoef field corresponds to the first Coefficient 
1 value in the learning and recall schedule (shown in the following table). The Trans. 
Point corresponds to the learn count value set in column 1 in the schedule. The learn 
count for the subsequent columns are heuristically set to 3, 7, 15 and 31 times the learn 
count you enter in the Trans. Point field; i.e., the intervals between transition points 
increase exponentially. The LCoef Ratio sets the amount to divide the LCoef value by for 
the first transition. This defines an exponential decay which is sampled at subsequent 
transition points. For example, if you set a learning coefficient of 0.5 and an LCoef Ratio 
of 0.5, the values for the various columns in the schedule will be: 
Column 1 0.5 (the LCoef value) 
Column 2 0.25 (the previous column value divided by the LCoef ratio value of 2) 
Column 3 0.0625 (the previous column value divided by 4) 
Column 4 0.00391 (the previous column value divided by 16) 
Column 5 0.00002 (the previous column value divided by 256) 
Momentum 
The Momentum field value is also used in configuring the learning and recall schedules 
for the hidden and output layers. Basically, momentum works by adding a tendency for 
weights to continue to change in the direction they are already changing. For back-
propagation networks, momentum is represented in the learning and recall schedules by 
learning Momentum. The Momentum value interacts with the Trans. Pt. and LCoef Ratio 
exactly as do the LCoef field values described above. 
Trans. Pt. 
See the explanation in the LCoef section above. 
LCoef Ratio 
See the explanation in the LCoef section above. 
F ' Offset 
This is a value added to the derivative of the transfer function prior to calculating the 
value to back propagate from each PE. For a Sigmoid or Tanh transfer function a value of 
about 0.1 helps networks from getting saturated. The symptom of a saturated network is 
large weights and summation values. It is difficult for a saturated network to learn any 
further. 
Learn Rule 
The Learn Rule scroll window allows you to select the learning rule that is applied to all 
layers in the back-propagation network. The learning rule specifies how connection 
weights are changed during the learning process. The six learning rules available are: 
• Delta-rule, which is the standard back-propagation learning rule. 
• Normalized-cumulative delta-rule - a rule which accumulates weight changes and 
updates the weights at end of epoch. It is normalized so that the learning rate is 
independent of the epoch size. 
• Extended delta-bar-delta 
• Quickprop 
• Maxprop 
• Delta-bar-delta 
You can use the Layer/Edit tool to assign learning rules on a layer-by-layer basis. For 
most applications we recommend trying extended delta-bar-delta, normalized-cumulative 
delta-rule, or with fast learning, the delta-rule. 
Transfer 
The transfer function scroll window allows you to specify a transfer function that is used 
for all layers in the network. The transfer function is a non-linear function that transfers 
the internally generated sum for each PE to a potential output value. Available transfer 
functions are: 
Linear 
Hyperbolic tangent (TanH) 
Sigmoid 
DNNA 
Sine 
Learn 
The Learn Browse button is used to select the training data file for the network. 
Alternatively, you can type the filename into the text entry field. Input data files have a 
file extension of .nna, .txt or any other extension, but they must have an extension (typing 
"myfile" becomes "myfile.nna"). 
Recall/Test 
The Recall/Test Browse button allows you to select a data file for recall and test 
execution. Alternatively, you can type the filename into the text entry field. Like the 
Learn data file, Recall/Test input data files also have a file extension of .nna, .txt or any 
other extension. 
Connect Prior 
For each layer, makes connections from all previous layers. 
Auto-Associative 
If Auto-Associative is checked, NeuralWorks sets the number of output PEs to the 
number of input PEs and, when training, uses the input data as the desired output. 
Backpropagation networks can use this mode for applications such as data compression 
or noise filtering. 
Linear Output 
Linear Output overrides the selected transfer function and forces a linear transfer function 
for the output layer. The linear transfer function takes the current sum for each PE as its 
output. 
SoftMax Output 
Softmax forces both a linear transfer function and a "softmax output function". You 
should use this only on applications that meet these two criteria: 
The application is a classification problem 
The components of the desired output add up to one. 
Fast Learning 
Selecting this check box uses a fast version of the back-propagation control strategy. We 
also recommend that you use the delta-rule learning rule for fast learning. 
Gaussian Init 
Attaches the Gaussian noise function (instead of the uniform noise function) to all layers 
in the network. This function is used for both initialization and noise. Three things must 
occur before a layer actually uses the noise function: 
The control strategy must call for a noise function. 
The learn and/or recall temperature value in the learning and recall schedule must 
be set to a non-zero value. By default, NeuralWorks sets these to zero. 
A noise function must be attached to the layer. Uniform noise adds a random 
number within a specified range to each PE summation value in the layer. 
The range for random numbers is plus or minus one percent of the 
temperature value. The random number for the noise value is different for 
each PE in the layer. Gaussian noise is similar to uniform noise, except 
that the distribution of random numbers within the range is along a bell 
curve, i.e., more concentrated toward the middle of the range than at the 
ends. 
Minimal Config. 
Minimal Config. provides the minimum number of weight fields required for a learning 
rule. For instance, a minimum configuration of the normalized cumulative delta rule will 
have two weight fields. Not checking this would provide the normalized cumulative 
delta-rule with three weight fields, the third being used for momentum. You should only 
check this box if your computer system does not have enough memory for the default 
configuration. 
MinMax Table 
Selecting this check box causes NeuralWorks to compute the low and high values for 
each data field in the selected data files and store these in a MinMax Table. When data is 
presented to the network, it is scaled to the network ranges using the MinMax table and 
the network range values (set through the IO/Parameters command). 
Bipolar Inputs 
Used in conjunction with a MinMax table. If this is selected and a MinMax Table is used, 
input values are mapped to lie between -1.0 and 1.0. If it is not selected and a MinMax 
Table is used, input values are mapped to between 0.0 and 1.0. 
Cascade Learn 
This activates "Cascade Learn" in the Run menu which implements a form of Cascade 
Correlation training. In such networks, PEs in the hidden layer are incrementally added, 
and are trained individually to take responsibility for any remaining output error. Each 
hidden unit receives input from both the input buffer and from all prior hidden PEs. If 
you use this option, you still need to specify a number of hidden PEs. This provides a 
pool of PEs which the Cascade Learning algorithm will activate one by one until no more 
improvement occurs. Any disabled PEs left after convergence occurs can be purged using 
the "Utilities/Purge" menu option. 
Epoch 
Epoch size is used for all learning rules except Delta-Rule. However, even if the Delta-
Rule is being used, it is useful to set an epoch since certain instruments (such as RMS 
Error graph) update their calculations at the end of an epoch. 
Set Epoch From File 
This will set the epoch to the number of vectors in the training file. However, it is 
recommended that the Epoch size should be LESS THAN the number of vectors in the 
training file, and for most problems an upper bound of 200 for the epoch is valid. 
RMS Error 
Choosing this instrument creates a strip chart instrument that shows the RMS error of the 
output layer. For some applications (though not all) as learning progresses you should see 
this graph slowly converge to an error near zero. You can activate the convergence 
threshold in the RMS instrument, which, when reached, will stop network training. Use 
the Graph/Edit tool to activate Convergence Criterion and change the convergence 
threshold value. The convergence threshold is set to 0.001 by default. 
Kohonen Self Organizing Maps 
NeuralWare defines the dialog box components and their functions as: 
Inputs 
This sets the # of Inputs going into the SOM. 
# Rows and # Cols 
Sets the # of neurons in the rows and columns of the two-dimensional grid. Use large 
(10x10 or greater) to find number of categories. If the number of failure mechanisms are 
know, use a number of Rows and Columns whose product is equal to greater then know 
number of mechanisms. 
Hidden and Output 
These are for if you want a mapping network at the output of the SOM. Set the values to 
0 if no hidden layer is created. 
# SOM Steps 
This sets the number of learning iterations for the SOM. (If you use the Set Epoch From 
File button, # SOM Steps is set to 30 times the number of hits in the training file.) 
LCoef 
Sets the first item under LCoef to be the desired learning rate for the Kohonen layer. 
Beta 
Beta is used in the equation to update the estimate of how frequently a Kohonen neuron 
wins. If you use the Set Epoch From File button the default value for Beta is set based on 
the number of training cases: Beta = 1 / (# training hits) 
Gamma 
Gamma is used in conjunction the frequency estimation to determine a bias term which is 
added to the Euclidean distance function for the ith Kohonen neuron. The effect of this is 
to favor neurons which have not won recently, and this encourages all the Kohonen 
neurons to be utilized. 
Coord. Layer 
This creates a layer above the two-dimensional Kohonen layer which outputs the feature 
map as a pair of coordinates. These coordinates are normalized to lie between -1.0 and 
1.0. 
Output Network 
This creates a back-propagation layer above the two-dimensional coordinate layer or 
above the coordinate layer. Use this option if you have desired outputs to which you want 
to map. 
MinMax Table 
If selected, NeuralWorks will compute the low and high values for each data field in the 
selected data files, and store these in a MinMax Table. 
Interpolate 
If this is checked, the top three winners in the two-dimensional Kohonen layer are 
calculated at each Kohonen learn step. 
Neighborhood 
1. Choose between a Diamond shaped or Square shaped neighborhood, or Alternating 
square and diamond shaped neighborhoods. 
2. Choose the neighborhood sizes by setting the Starting Width and Ending Width. We 
recommend that you start with a large width (7 or above) and progress to a small width (1 
or 3) by the end. 
3. Optionally select horizontal or vertical wrap-around. 
Learn 
Select a training file using the Learn Browse button. Alternatively, you can type the 
filename into the text entry field. 
Recall/Test 
Select a test file using the Recall/Test Browse button. Alternatively, you can type the 
filename into the text entry field. 
Connect Prior 
If selected, and your network has a hidden layer, the output layer is fully connected from 
the Kohonen or coordinate layer as well as from the hidden layer. 
Connect Bias 
If selected, this creates connections from the bias neuron to the mapping layers. 
Linear Output 
If selected, this overrides the selected transfer function and forces a linear transfer 
function for the output layer. 
SoftMax Output 
If selected, this option forces a linear transfer function and a SoftMax output function. 
This should only be used with classification type problems in which the desired output is 
categorical in nature, and the components of each desired output vector sum to 1. 
Epoch 
The epoch size is used for all learning rules in the mapping layers except the delta-rule. 
However, even if the delta-rule is being used, it is useful to set an epoch since certain 
instruments (such as RMS Error graph) update their calculations at the end of an epoch. 
Set Epoch From File button will set the epoch to the number of hits in the training file. 
Learn Rule 
Delta-rule, which is the standard back-propagation learning rule. 
Norm-cum-delta, a rule which accumulates weight changes and updates the 
weights at end of epoch. It is normalized so that the learning rate is independent 
of the epoch size. 
Ext DBD (extended delta-bar-delta) 
• QuickProp 
• MaxProp 
Delta-bar-delta 
The chosen rule is used for each layer of the network. 
Transfer 
• Linear 
TanH (hyperbolic tangent) 
• Sigmoid 
DNNA 
The tool recommends that you use either the TanH or sigmoid transfer functions. The 
chosen function is used for each layer of the network. 
APPENDIX E 
BACKPROPAGATION NEURAL NETWORK 
TEST AND TRAINING 
FILES 
Training set 
Spec. # 
1 
2 
3 
4 
5 
6 
Compressive 
Load (Ibf) 
11213 
12154 
8572 
8325 
8046 
8916 
Normalized Diagonal Values 
0.748 0.748 0.748 0.748 0.748 0.748 0.748 0.748 0.748 0.773 
0.766 0.797 0.774 0.738 0.692 0.712 0.664 0.687 0.619 0.703 
0.690 0.767 0.713 0.750 0.703 0.789 0.770 0.789 0.756 0.806 
0.745 0.794 0.783 0.757 0.701 0.736 0.709 0.787 0.750 0.812 
0.805 0.813 0.776 0.783 0.746 0.723 0.723 0.714 0.710 0.698 
0.692 0.743 0.747 0.743 0.712 0.743 0.737 0.799 0.810 0.719 
0.741 0.721 0.731 0.708 0.710 0.676 0.741 0.715 0.745 0.765 
0.765 0.776 0.733 0.826 0.800 0.857 0.832 0.800 0.807 0.765 
0.748 0.699 0.634 0.711 0.662 0.754 0.705 0.757 0.733 0.773 
0.756 0.794 0.733 0.773 0.756 0.794 0.733 0.773 0.756 0.794 
0.643 0.729 0.699 0.766 0.686 0.733 0.665 0.732 0.680 0.691 
0.652 0.676 0.630 0.708 0.676 0.792 0.650 0.745 0.602 0.660 
0.585 0.650 0.596 0.689 0.604 0.637 0.615 0.602 0.572 0.633 
0.613 0.652 0.654 0.725 0.682 0.736 0.656 0.695 0.615 0.665 
0.602 0.635 0.529 0.592 0.490 0.542 0.484 0.488 0.413 0.477 
0.423 0.484 0.494 0.538 0.451 0.553 0.460 0.538 0.462 0.551 
0.425 0.540 0.436 0.482 0.400 0.415 0.415 0.442 0.406 0.425 
0.412 0.436 0.406 0.419 0.393 0.462 0.451 0.529 0.449 0.471 
0.434 0.460 0.443 0.484 0.501 0.536 0.488 0.549 0.492 0.531 
0.475 0.473 0.434 0.465 0.454 0.506 0.546 0.570 0.615 0.676 
0.709 0.711 0.702 0.671 0.694 0.713 0.746 0.713 0.738 0.707 
0.713 0.732 0.744 0.769 0.788 0.688 0.721 0.661 0.707 0.721 
0.698 0.692 0.673 0.706 0.708 0.688 0.694 0.665 0.717 0.686 
0.721 0.646 0.627 0.667 0.609 0.663 0.688 0.627 0.613 0.548 
0.555 0.611 0.617 0.563 0.594 0.586 0.559 0.538 0.571 0.548 
0.552 0.502 0.544 0.515 0.517 0.494 0.513 0.555 0.565 0.500 
0.519 0.513 0.519 0.544 0.505 0.611 0.586 0.621 0.679 0.642 
0.640 0.627 0.661 0.630 0.642 0.632 0.630 0.629 0.567 0.615 
0.700 0.713 0.732 0.763 0.763 0.748 0.748 0.715 0.792 0.746 
0.792 0.817 0.834 0.815 0.744 0.732 0.819 0.775 0.809 0.817 
0.748 0.791 0.772 0.791 0.810 0.818 0.805 0.784 0.789 0.829 
0.822 0.861 0.882 0.919 0.899 0.851 0.849 0.743 0.714 0.688 
0.623 0.664 0.625 0.666 0.625 0.726 0.750 0.782 0.770 0.774 
0.753 0.753 0.738 0.741 0.717 0.767 0.719 0.729 0.705 0.779 
0.772 0.787 0.702 0.688 0.674 0.637 0.671 0.702 0.630 0.649 
0.666 0.649 0.652 0.666 0.673 0.669 0.630 0.698 0.635 0.681 
0.650 0.760 0.739 0.794 0.743 0.825 0.777 0.784 0.760 0.760 
0.724 0.709 0.681 0.659 0.633 0.565 0.642 0.628 0.635 0.587 
0.642 0.570 0.591 0.589 0.642 0.625 0.611 0.611 0.601 0.659 
0.695 0.681 0.707 0.666 0.666 0.745 0.702 0.681 0.697 0.664 
0.556 0.516 0.516 0.473 0.523 0.470 0.565 0.516 0.563 0.514 
0.550 0.508 0.560 0.525 0.510 0.473 0.490 0.442 0.512 0.473 
0.530 0.481 0.514 0.473 0.584 0.516 0.584 0.530 0.593 0.543 
0.569 0.525 0.580 0.514 0.554 0.517 0.510 0.455 0.537 0.475 
0.514 0.473 0.492 0.449 0.482 0.446 0.517 0.455 0.481 0.429 
0.464 0.398 0.462 0.389 0.457 0.383 0.475 0.420 0.458 0.407 
0.453 0.405 0.451 0.420 0.501 0.424 0.504 0.448 0.414 0.379 
0.437 0.394 0.457 0.418 0.486 0.426 0.503 0.439 0.440 0.359 
0.446 0.385 0.501 0.439 0.484 0.420 0.477 0.424 0.468 0.409 
0.424 0.365 0.413 0.338 0.383 0.315 0.369 0.304 0.407 0.343 
0.496 0.518 0.471 0.524 0.476 0.501 0.461 0.548 0.513 0.556 
0.527 0.566 0.522 0.527 0.466 0.546 0.511 0.522 0.461 0.536 
0.489 0.546 0.504 0.524 0.469 0.524 0.511 0.539 0.514 0.556 
0.524 0.586 0.546 0.577 0.536 0.609 0.567 0.616 0.589 0.661 
0.612 0.667 0.619 0.614 0.579 0.621 0.592 0.597 0.552 0.609 
0.581 0.611 0.584 0.556 0.522 0.572 0.556 0.576 0.556 0.546 
0.507 0.599 0.566 0.599 0.587 0.564 0.534 0.557 0.527 0.557 
0.527 0.561 0.534 0.566 0.547 0.554 0.519 0.556 0.534 0.564 
0.509 0.544 0.491 0.524 0.474 0.569 0.514 0.553 0.507 0.519 
0 474 0.504 0.442 0.494 0.454 0.466 0.429 0.501 0.454 0.518 
7 
8 
6745 
6836 
0.585 0.637 0.563 0.596 0.528 0.585 0.518 0.573 0.495 0.548 
0.510 0.527 0.503 0.566 0.543 0.548 0.473 0.524 0.529 0.575 
0.522 0.609 0.516 0.585 0.509 0.562 0.441 0.516 0.476 0.485 
0.454 0.543 0.485 0.557 0.479 0.521 0.468 0.564 0.490 0.531 
0.493 0.585 0.532 0.649 0.548 0.600 0.554 0.562 0.579 0.646 
0.582 0.630 0.533 0.558 0.476 0.499 0.435 0.452 0.400 0.426 
0.327 0.342 0.348 0.363 0.372 0.397 0.355 0.364 0.354 0.362 
0.346 0.382 0.396 0.418 0.339 0.399 0.343 0.388 0.346 0.398 
0.362 0.404 0.334 0.373 0.316 0.329 0.306 0.366 0.306 0.323 
0.297 0.307 0.287 0.328 0.302 0.346 0.287 0.307 0.281 0.358 
0.655 0.643 0.678 0.667 0.693 0.667 0.678 0.620 0.689 0.686 
0.655 0.643 0.678 0.667 0.693 0.667 0.678 0.620 0.689 0.686 
0.667 0.636 0.640 0.605 0.632 0.613 0.636 0.563 0.666 0.616 
0.574 0.543 0.501 0.466 0.524 0.486 0.513 0.467 0.570 0.570 
0.651 0.639 0.678 0.659 0.635 0.620 0.666 0.628 0.674 0.674 
0.670 0.643 0.620 0.620 0.489 0.474 0.478 0.459 0.563 0.528 
0.597 0.528 0.559 0.501 0.582 0.544 0.582 0.578 0.613 0.555 
0.601 0.574 0.628 0.586 0.547 0.501 0.632 0.516 0.755 0.624 
0.647 0.540 0.663 0.539 0.716 0.616 0.693 0.616 0.739 0.755 
0.624 0.647 0.540 0.663 0.539 0.716 0.616 0.693 0.616 0.739 
Testing set 
Spec. 
# 
9 
10 
11 
12 
Compressive 
Load (Ibf) 
12025 
9273 
8123 
8229 
Normalized Diagonal Values 
0.669 0.719 0.654 0.671 0.703 0.727 0.673 0.687 0.668 0.662 
0.600 0.620 0.630 0.680 0.666 0.691 0.655 0.650 0.612 0.640 
0.604 0.651 0.631 0.654 0.661 0.699 0.684 0.656 0.619 0.611 
0.594 0.616 0.663 0.646 0.611 0.615 0.651 0.667 0.613 0.627 
0.608 0.701 0.656 0.702 0.667 0.676 0.643 0.636 0.562 0.588 
0.630 0.647 0.575 0.621 0.590 0.552 0.525 0.552 0.480 0.587 
0.561 0.562 0.540 0.588 0.582 0.609 0.615 0.604 0.595 0.684 
0.650 0.662 0.607 0.654 0.637 0.608 0.573 0.616 0.577 0.605 
0.595 0.628 0.508 0.616 0.495 0.590 0.602 0.696 0.603 0.652 
0.585 0.624 0.553 0.566 0.495 0.623 0.532 0.620 0.548 0.652 
0.521 0.452 0.560 0.486 0.578 0.503 0.625 0.525 0.629 0.554 
0.601 0.543 0.568 0.505 0.578 0.550 0.586 0.543 0.554 0.495 
0.560 0.495 0.501 0.430 0.489 0.421 0.495 0.399 0.515 0.417 
0.501 0.448 0.588 0.521 0.611 0.560 0.600 0.566 0.570 0.525 
0.604 0.578 0.631 0.592 0.611 0.578 0.629 0.619 0.629 0.598 
0.631 0.578 0.537 0.511 0.555 0.502 0.541 0.509 0.527 0.501 
0.499 0.476 0.521 0.496 0.561 0.535 0.527 0.476 0.527 0.480 
0.541 0.507 0.551 0.523 0.576 0.525 0.586 0.507 0.582 0.511 
0.584 0.529 0.605 0.558 0.623 0.590 0.631 0.592 0.675 0.645 
0.663 0.657 0.643 0.605 0.674 0.666 0.670 0.653 0.724 0.718 
0.411 0.480 0.413 0.488 0.447 0.528 0.443 0.509 0.484 0.547 
0.509 0.557 0.443 0.509 0.470 0.568 0.484 0.561 0.501 0.563 
0.537 0.570 0.507 0.524 0.462 0.541 0.491 0.524 0.508 0.564 
0.549 0.612 0.614 0.672 0.545 0.618 0.508 0.556 0.452 0.506 
0.529 0.608 0.566 0.605 0.576 0.672 0.562 0.610 0.549 0.578 
0.545 0.603 0.545 0.603 0.587 0.658 0.647 0.654 0.585 0.587 
0.605 0.643 0.582 0.660 0.591 0.616 0.589 0.616 0.530 0.566 
0.514 0.576 0.509 0.574 0.522 0.564 0.536 0.557 0.562 0.620 
0.599 0.628 0.582 0.584 0.532 0.564 0.522 0.505 0.445 0.518 
0.480 0.486 0.449 0.528 0.507 0.545 0.466 0.511 0.409 0.470 
0.715 0.654 0.711 0.665 0.698 0.642 0.711 0.640 0.699 0.606 
0.646 0.579 0.638 0.579 0.671 0.667 0.751 0.701 0.754 0.750 
0.771 0.703 0.768 0.720 0.737 0.714 0.729 0.665 0.657 0.585 
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APPENDIX F 
OPTIMIZING AND RESULTS NEURAL NETWORK 
Network 
Inputs 
Hidden 1 
Output 
L. Coef. 
Momentum 
Trans. Pt. 
L. Coef. Ratio 
P Offset 
Learn Rule 
Transfer 
Epoch 
RMS Error 
1 
100 
1 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
2 
100 
2 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
3 
100 
3 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
4 
100 
4 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
5 
100 
5 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
6 
100 
6 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
7 
100 
7 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
8 
100 
8 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
9 
100 
9 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
10 
100 
10 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
Network 
Inputs 
Hidden 1 
Output 
L. Coef. 
Momentum 
Trans. Pt. 
L. Coef. Ratio 
P Offset 
Learn Rule 
Transfer 
Epoch 
RMS Error 
11 
100 
11 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
12 
100 
12 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
13 
100 
13 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
14 
100 
14 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
15 
100 
15 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
16 
100 
16 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
17 
100 
17 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
18 
100 
18 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
19 
100 
19" 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
20 
100 
20 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
Network 
Inputs 
Hidden 1 
Output 
L. Coef. 
Momentum 
Trans. Pt. 
L. Coef. Ratio 
P Offset 
Learn Rule 
Transfer 
Epoch 
RMS Error 
21 
100 
11 
1 
0.3 
0.15 
0.1 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
22 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
23 
100 
11 
1 
0.3 
0.15 
0.3 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
24 
100 
11 
1 
0.3 
0.15 
0.4 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
25 
100 
11 
1 
0.3 
0.15 
0.25 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
26 
100 
11 
1 
0.3 
0.15 
0.15 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
27 
100 
11 
1 
0.3 
0.15 
0.19 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
28 
100 
11 
1 
0.3 
0.15 
0.22 
10000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
29 
100 
11 
1 
0.3 
0.15 
0.2 
1000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
30 
100 
11 
1 
0.3 
0.15 
0.2 
2000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
Network 
Inputs 
Hidden 1 
Output 
L. Coef. 
Momentum 
Trans. Pt. 
L. Coef. Ratio 
P Offset 
Learn Rule 
Transfer 
Epoch 
RMS Error 
31 
100 
11 
1 
0.3 
0.15 
0.2 
3000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
32 
100 
11 
1 
0.3 
0.15 
0.2 
4000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
33 
100 
11 
1 
0.3 
0.15 
0.2 
5000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
34 
100 
11 
1 
0.3 
0.15 
0.2 
6000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
35 
100 
11 
1 
0.3 
0.15 
0.2 
7000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
36 
100 
11 
1 
0.3 
0.15 
0.2 
8000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
37 
100 
11 
1 
0.3 
0.15 
0.2 
9000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
38 
100 
11 
1 
0.3 
0.15 
0.2 
11000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
39 
100 
11 
1 
0.3 
0.15 
0.2 
12000 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
40 
100 
11 
1 
0.3 
0.15 
0.2 
10500 
0.5 
0.1 
NCD 
tanH 
24 
0.03 
Network 
Inputs 
Hidden 1 
Output 
L. Coef. 
Momentum 
Trans. Pt. 
L. Coef. Ratio 
P Offset 
Learn Rule 
Transfer 
Epoch 
RMS Error 
41 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.1 
0.1 
NCD 
tanH 
24 
0.03 
42 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.2 
0.1 
NCD 
tanH 
24 
0.03 
43 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.3 
0.1 
NCD 
tanH 
24 
0.03 
44 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.4 
0.1 
NCD 
tanH 
24 
0.03 
45 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.6 
0.1 
NCD 
tanH 
24 
0.03 
44 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.7 
0.1 
NCD 
tanH 
24 
0.03 
47 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.05 
NCD 
tanH 
24 
0.03 
4ft 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.15 
NCD 
tanH 
24 
0.03 
49 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.03 
50 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.25 
NCD 
tanH 
24 
0.03 
Network 
Inputs 
Hidden 1 
Output 
L. Coef. 
Momentum 
Trans. Pt. 
L. Coef. Ratio 
P Offset 
Learn Rule 
Transfer 
Epoch 
RMS Error 
51 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.01 
52 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.02 
53 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.03 
54 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.04 
55 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.05 
56 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.06 
57 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.005 
58 
100 
11 
1 
0.1 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.01 
59 
100 
11 
1 
0.2 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.01 
60 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 i 
0.01 
Network 
Inputs 
Hidden 1 
Output 
L. Coef. 
Momentum 
Trans. Pt. 
L. Coef. Ratio 
P Offset 
Learn Rule 
Transfer 
Epoch 
RMS Error 
61 
100 
11 
1 
0.4 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.01 
62 
100 
11 
1 
0.5 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.02 
to 
100 
11 
1 
0.3 
0.05 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.03 
64 
100 
11 
1 
0.3 
0.1 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.04 
65 
100 
11 
1 
0.3 
0.15 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.05 
to 
100 
11 
1 
0.3 
0.2 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.06 
67 
100 
11 
1 
0.3 
0.25 
0.2 
10000 
0.5 
0.2 
NCD 
tanH 
24 
0.005 
CO 
CO 
o 
O) 
c 
'c 
CO 
CO 
CO 
Q 
"55 |2 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net1 
11221.47 
12434.81 
8514.885 
8283.211 
8048.595 
8941.563 
6640.594 
6896.002 
12646.23 
5483.903 
11943.6 
7704.635 
5875.77 
12841.17 
12874.73 
Worst 
% Error 
0.076 
2.310 
0.666 
0.502 
0.032 
0.287 
1.548 
0.878 
5.166 
40.862 
47.034 
6.372 
21.865 
106.284 
49.394 
106.284 
Net 2 
11224.94 
12433.36 
8512.661 
8287.413 
8043.31 
8933.816 
6639.504 
6899.116 
11131.36 
8462.839 
5890.326 
6785.667 
6379.067 
9613.272 
6785.48 
Worst 
% Error 
0.106 
2.299 
0.692 
0.451 
0.033 
0.200 
1.564 
0.923 
7.431 
8.737 
27.486 
17.540 
15.172 
54.430 
21.264 
54.430 
Net 3 
11213.22 
12433.08 
8508.73 
8284.115 
8045.375 
8944.996 
6649.776 
6900.675 
8422.734 
12183.84 
10485.22 
9463.829 
10816.73 
8563.283 
8731.48 
Worst 
% Error 
0.002 
2.296 
0.738 
0.491 
0.008 
0.325 
1.412 
0.946 
29.956 
31.390 
29.081 
15.006 
43.840 
37.563 
1.317 
43.840 
Net 4 
11225.74 
12431.62 
8514.819 
8295.473 
8035.596 
8936.795 
6644.111 
6907.819 
7268.623 
6365.86 
10244.4 
7426.902 
8340.611 
10844.1 
7334.947 
Worst 
% Error 
0.114 
2.284 
0.667 
0.355 
0.129 
0.233 
1.496 
1.051 
39.554 
31.351 
26.116 
9.747 
10.912 
74.202 
14.888 
74.202 
Net 5 
11234.6 
12427.9 
8527.83 
8304.568 
8021.946 
8929.776 
6626.987 
6904.104 
6914.046 
8289.755 
6625.848 
7032.207 
5809.399 
6843.945 
6952.082 
Worst 
% Error 
0.193 
2.254 
0.515 
0.245 
0.299 
0.155 
1.750 
0.996 
42.503 
10.603 
18.431 
14.544 
22.747 
9.943 
19.331 
42.503 
CO 
CO 
Q 
O) 
c 
*c 
CO 
CO 
CO 
Q 
"55 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 6 
11234.12 
12429.48 
8517.953 
8291.953 
8037.992 
8934.037 
6638.292 
6906.446 
6470.848 
8371.299 
10329.67 
7960.28 
7025.063 
7492.702 
7058.785 
Worst 
% Error 
0.188 
2.267 
0.631 
0.397 
0.100 
0.202 
1.582 
1.031 
46.188 
9.724 
27.166 
3.266 
6.582 
20.365 
18.093 
46.188 
Net 7 
11215.72 
12431.54 
8524.048 
8287.913 
8040.497 
8941.537 
6630.37 
6889.944 
8898.057 
11391.54 
9023.397 
9403.344 
8710.679 
6870.533 
8724.292 
Worst 
% Error 
0.024 
2.283 
0.559 
0.445 
0.068 
0.286 
1.699 
0.789 
26.004 
22.846 
11.085 
14.271 
15.833 
10.370 
1.233 
26.004 
Net 8 
11237.15 
12436.1 
8534.464 
8300.82 
8014.35 
8929.811 
6638.852 
6897.475 
7418.92 
9176.97 
7004.602 
9128.669 
7116.11 
6750.552 
6458.696 
Worst 
% Error 
0.215 
2.321 
0.438 
0.290 
0.393 
0.155 
1.574 
0.899 
38.304 
1.036 
13.768 
10.933 
5.371 
8.443 
25.056 
38.304 
Net 9 
11242.29 
12429.16 
8530.946 
8315.948 
8025.968 
8928.151 
6632.439 
6907.186 
10411.87 
8244.457 
7652.26 
8512.15 
5788.342 
9312.775 
8438.766 
Worst 
% Error 
0.261 
2.264 
0.479 
0.109 
0.249 
0.136 
1.669 
1.041 
13.415 
11.092 
5.795 
3.441 
23.027 
49.603 
2.080 
49.603 
Net 10 
11218.49 
12439.14 
8523.306 
8290.778 
8042.708 
8930.768 
6650.169 
6894.395 
9198.58 
6478.598 
7781.634 
8968.918 
5812.704 
10103.77 
8811.73 
Worst 
% Error 
0.049 
2.346 
0.568 
0.411 
0.041 
0.166 
1.406 
0.854 
23.505 
30.135 
4.202 
8.992 
22.703 
62.310 
2.248 
62.310 
I 
CO 
CO 
Q 
O) 
c 
'c 
CO 
CO 
CO 
Q 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
i 8229 
7520 
6225 
8618 
Net 11 
11229.35 
12427.48 
8528.174 
8289.546 
8029.886 
8944.243 
6629.473 
6903.1 
11013.35 
8433.093 
7635.961 
8676.314 
7659.267 
6820.272 
10215.04 
Worst 
% Error 
0.146 
2.250 
0.511 
0.426 
0.200 
0.317 
1.713 
0.982 
8.413 
9.058 
5.996 
5.436 
1.852 
9.563 
18.532 
18.532 
Net 12 
11206.75 
12428.88 
8510.238 
8263.606 
8055.907 
8944.631 
6645.27 
6895.471 
8235.287 
7955.604 
10918.56 
8945.143 
6880.545 
8409.522 
10613.29 
Worst 
% Error 
0.056 
2.262 
0.721 
0.737 
0.123 
0.321 
1.479 
0.870 
31.515 
14.207 
34.415 
8.703 
8.503 
35.093 
23.153 
35.093 
Net 13 
11211.64 
12433.2 
8515.885 
8302.79 
8036.175 
8949.305 
6633.763 
6894.55 
10346.47 
6613.289 
11054.74 
8757.913 
5853.135 
6855.811 
10508.16 
Worst 
% Error 
0.012 
2.297 
0.655 
0.267 
0.122 
0.374 
1.649 
0.856 
13.959 
28.682 
36.092 
6.427 
22.166 
10.134 
21.933 
36.092 
Net 14 
11219.96 
12437.32 
8512.218 
8293.399 
8034.327 
8940.891 
6648.644 
6880.014 
7523.596 
7075.84 
11039.99 
7429.042 
6135.336 
8960.777 
7635.153 
Worst 
% Error 
0.062 
2.331 
0.697 
0.380 
0.145 
0.279 
1.429 
0.644 
37.434 
23.694 
35.910 
9.721 
18.413 
43.948 
11.405 
43.948 
Net 15 
11216.75 
12428.65 
8518.357 
8291.433 
8042.074 
8967.859 
6649.277 
6916.363 
9335.918 
5831.425 
6389.846 
7995.025 
6432.135 
9691.733 
9486.51 
Worst 
% Error 
0.033 
2.260 
0.626 
0.403 
0.049 
0.582 
1.419 
1.176 
22.362 
37.114 
21.336 
2.843 
14.466 
55.690 
10.078 
55.690 
ro 
CO 
Q 
o> 
c 
'c 
2 
co 
CO 
Q 
CO 
CD 
H 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 16 
11237.58 
12427.27 
8533.046 
8329.172 
8026.83 
8945.281 
6628.119 
6901.105 
8626.111 
6123.977 
8818.688 
8553.091 
6922.736 
8452.981 
11345.61 
Worst 
% Error 
0.219 
2.248 
0.454 
0.050 
0.238 
0.328 
1.733 
0.952 
28.265 
33.959 
8.564 
3.938 
7.942 
35.791 
31.650 
35.791 
Net 17 
11246.55 
12420.2 
8525.147 
8318.394 
8021.831 
8927.652 
6625.368 
6907.417 
7342.296 
6160.955 
8347.084 
8700.122 
5876.386 
8022.985 
8507.137 
Worst 
% Error 
0.299 
2.190 
0.547 
0.079 
0.300 
0.131 
1.774 
1.045 
38.941 
33.560 
2.759 
5.725 
21.857 
28.883 
1.286 
38.941 
Net 18 
11235.36 
12425.26 
8540.534 
8315.718 
8016.846 
8943.411 
6620.942 
6896.454 
9691.687 
9901.657 
7591.233 
6963.245 
6393.295 
7402.365 
9634.015 
Worst 
% Error 
0.199 
2.232 
0.367 
0.111 
0.362 
0.307 
1.839 
0.884 
19.404 
6.779 
6.546 
15.382 
14.983 
18.913 
11.789 
19.404 
Net 19 
11238.22 
12430.76 
8511.452 
8286.651 
8037.325 
8918.792 
6643.153 
6910.069 
7841.814 
7117.674 
8779.836 
8553.506 
6767.936 
9703.357 
9646.911 
Worst 
% Error 
0.225 
2.277 
0.706 
0.461 
0.108 
0.031 
1.510 
1.084 
34.787 
23.243 
8.086 
3.943 
10.001 
55.877 
11.939 
55.877 
Net 20 
11222.37 
12437.06 
8517.539 
8276.302 
8030.578 
8945.461 
6660.787 
6900.312 
7976.457 
6526.402 
8436.651 
7146.491 
6481.713 
11579.37 
9076.176 
Worst 
% Error 
0.084 
2.329 
0.635 
0.585 
0.192 
0.330 
1.249 
0.941 
33.668 
29.619 
3.861 
13.155 
13.807 
86.014 
5.316 
86.014 
ro 
"co 
Q 
O) 
c 
'c 
CO 
ro 
ro 
Q 
"55 
|2 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 21 
11217.2 
12235.14 
8548.512 
8315.855 
8040.398 
8925.24 
6697.355 
6871.718 
11020.45 
8527.957 
7741.662 
8970.799 
7885.69 
6788.803 
10151.44 
Worst 
% Error 
0.037 
0.668 
0.274 
0.110 
0.070 
0.104 
0.706 
0.522 
8.354 
8.035 
4.695 
9.014 
4.863 
9.057 
17.793 
17.793 
Net 22 
11179.61 
12420.08 
8489.372 
8269.044 
8073.657 
8954.044 
6644.402 
6901.941 
11000.37 
8538.986 
7695.811 
8791.952 
7741.582 
6875.055 
10141.02 
Worst 
% Error 
0.298 
2.189 
0.964 
0.672 
0.344 
0.427 
1.491 
0.965 
8.521 
7.916 
5.259 
6.841 
2.947 
10.443 
17.673 
17.673 
Net 23 
11220.51 
12424 
8518.048 
8310.288 
8027.808 
8938.308 
6622.317 
6904.631 
11000.82 
8403.345 
7663.932 
8843.224 
7711.919 
6851.079 
10179.27 
Worst 
% Error 
0.067 
2.221 
0.629 
0.177 
0.226 
0.250 
1.819 
1.004 
8.517 
9.378 
5.651 
7.464 
2.552 
10.057 
18.116 
18.116 
Net 24 
11229.35 
12427.48 
8528.174 
8289.546 
8029.886 
8944.243 
6629.473 
6903.1 
11013.35 
8433.093 
7635.961 
8676.314 
7659.267 
6820.272 
10215.04 
Worst 
% Error 
0.146 
2.250 
0.511 
0.426 
0.200 
0.317 
1.713 
0.982 
8.413 
9.058 
5.996 
5.436 
1.852 
9.563 
18.532 
18.532 
Net 25 
11230.61 
12425.48 
8519.664 
8296.595 
8030.263 
8940.619 
6628.322 
6906.141 
11036.13 
8479.435 
7657.854 
8756.094 
7612.256 
6961.039 
10166.63 
Worst 
% Error 
0.157 
2.234 
0.611 
0.341 
0.196 
0.276 
1.730 
1.026 
8.223 
8.558 
5.726 
6.405 
1.227 
11.824 
17.970 
17.970 
CO 
ro Q 
o> 
c 
'c 
ro 
r-
ro 
ro Q 
CO 
CD 
1-
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 26 
11213.79 
12428.22 
8511.026 
8302.039 
8039.264 
8947.222 
6635.072 
6904.683 
11070.77 
8499.42 
7640.504 
8764.784 
7702.115 
6871.245 
10195.37 
Worst 
% Error 
0.007 
2.256 
0.711 
0.276 
0.084 
0.350 
1.630 
1.005 
7.935 
8.342 
5.940 
6.511 
2.422 
10.381 
18.303 
18.303 
Net 27 
11213.05 
12154 
8572.027 
8325.056 
8045.955 
8915.981 
6744.973 
6836.007 
11074.26 
8516.061 
7707.071 
9166.426 
8023.266 
6772.121 
10165.25 
Worst 
% Error 
0.000 
0.000 
0.000 
0.001 
0.001 
0.000 
0.000 
0.000 
7.906 
8.163 
5.120 
11.392 
6.692 
8.789 
17.954 
17.954 
Net 28 
11229.76 
12424.63 
8520.045 
8303.219 
8036.551 
8939.119 
6619.72 
6904.175 
11007.91 
8515.725 
7649.211 
8753.585 
7700.397 
6868.985 
10160.87 
Worst 
% Error 
0.149 
2.227 
0.606 
0.262 
0.117 
0.259 
1.857 
0.997 
8.458 
8.166 
5.833 
6.375 
2.399 
10.345 
17.903 
17.903 
Net 29 
11235.13 
12421.98 
8536.503 
8313.027 
8034.76 
8920.012 
6631.2 
6936.7 
11213.79 
9049.855 
7534.136 
9094.973 
7629.089 
6818.058 
10455.48 
Worst 
% Error 
0.197 
2.205 
0.414 
0.144 
0.140 
0.045 
1.687 
1.473 
6.746 
2.406 
7.249 
10.523 
1.451 
9.527 
21.321 
21.321 
Net 30 
11230.13 
12421.12 
8512.163 
8301.515 
8059.526 
8928.645 
6629.705 
6932.484 
11104.24 
8783.831 
7591.006 
8980.304 
7622.975 
6828.027 
10314.51 
Worst 
% Error 
0.153 
2.198 
0.698 
0.282 
0.168 
0.142 
1.709 
1.411 
7.657 
5.275 
6.549 
9.130 
1.369 
9.687 
19.686 
19.686 
ro 
ro 
Q 
O) 
c 
'c 
*2 
I-
ro 
ro 
Q 
to 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 31 
11225.01 
12425.22 
8534.544 
8328.413 
8021.335 
8942.466 
6624.145 
6924.67 
11224.91 
8387.395 
7576.029 
9147.032 
7592.561 
6867.396 
10456.14 
Worst 
% Error 
0.107 
2.232 
0.437 
0.041 
0.307 
0.297 
1.792 
1.297 
6.654 
9.550 
6.734 
11.156 
0.965 
10.320 
21.329 
21.329 
Net 32 
11200.8 
12420.77 
8515.441 
8287.055 
8052.475 
8948.655 
6638.137 
6925.844 
11072.43 
7949.521 
7529.299 
8785.996 
7654.432 
6803.894 
10418.8 
Worst 
% Error 
0.109 
2.195 
0.660 
0.456 
0.080 
0.366 
1.584 
1.314 
7.922 
14.272 
7.309 
6.769 
1.788 
9.300 
20.896 
20.896 
Net 33 
11193.13 
12419.79 
8504.017 
8275.843 
8061.074 
8955.434 
6641.974 
6913.368 
11072.04 
8584.756 
7619.035 
8813.14 
7727.422 
6827.617 
10245.38 
Worst 
% Error 
0.177 
2.187 
0.793 
0.590 
0.187 
0.442 
1.527 
1.132 
7.925 
7.422 
6.204 
7.099 
2.758 
9.681 
18.883 
18.883 
Net 34 
11200.84 
12424.35 
8506.861 
8291.276 
8053.123 
8949.506 
6635.439 
6913.609 
11039.82 
8673.902 
7621.232 
8875.913 
7615.021 
6804.782 
10209.54 
Worst 
% Error 
0.108 
2.224 
0.760 
0.405 
0.089 
0.376 
1.624 
1.135 
8.193 
6.461 
6.177 
7.861 
1.264 
9.314 
18.468 
18.468 
Net 35 
11219.81 
12425.58 
8521.786 
8303.389 
8039.685 
8944.065 
6625.336 
6911.004 
11057.29 
8550.268 
7626.658 
8788.983 
7669.948 
6823.332 
10163.8 
Worst 
% Error 
0.061 
2.234 
0.586 
0.260 
0.078 
0.315 
1.774 
1.097 
8.047 
7.794 
6.110 
6.805 
1.994 
9.612 
17.937 
17.937 
ro 
ro 
Q 
O) 
c 
'c 
*ro 
H 
CO 
ro 
Q 
co 
03 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
L 8618 
Net 36 
11237.16 
12418.66 
8526.525 
8332.146 
8020.654 
8931.169 
6606.273 
6909.533 
11031.96 
8509.976 
7672.682 
8839.409 
7676.006 
6836.262 
10149.34 
Worst 
% Error 
0.215 
2.178 
0.531 
0.086 
0.315 
0.170 
2.057 
1.076 
8.258 
8.228 
5.544 
7.418 
2.075 
9.819 
17.769 
17.769 
Net 37 
11191.71 
12422.2 
8492.522 
8278.255 
8069.004 
8952.95 
6637.595 
6902.082 
10999.25 
8541.781 
7698.387 
8813.187 
7730.973 
6860.993 
10149.39 
Worst 
% Error 
0.190 
2.207 
0.927 
0.562 
0.286 
0.414 
1.592 
0.967 
8.530 
7.885 
5.227 
7.099 
2.805 
10.217 
17.770 
17.770 
Net 38 
11198.58 
12425.63 
8499.25 
8278.265 
8054.691 
8946.458 
6639.277 
6901.827 
11012.4 
8544.821 
7657.996 
8781.679 
7686.627 
6866.842 
10163.55 
Worst 
% Error 
0.129 
2.235 
0.849 
0.561 
0.108 
0.342 
1.567 
0.963 
8.421 
7.853 
5.725 
6.716 
2.216 
10.311 
17.934 
17.934 
Net 39 
11196.41 
12425.61 
8501.035 
8273.365 
8059.329 
8944.836 
6637.813 
6898.386 
11009.44 
8548.371 
7647.591 
8732.017 
7658.026 
6863.723 
10174.13 
Worst 
% Error 
0.148 
2.235 
0.828 
0.620 
0.166 
0.323 
1.589 
0.913 
8.445 
7.814 
5.853 
6.113 
1.835 
10.261 
18.057 
18.057 
Net 40 
11221.89 
12425.8 
8513.025 
8306.417 
8032.935 
8938.425 
6625.633 
6906.764 
10999.52 
8525.916 
7670.372 
8799.052 
7709.601 
6837.687 
10143.95 
Worst 
% Error 
0.079 
2.236 
0.688 
0.223 
0.162 
0.252 
1.770 
1.035 
8.528 
8.057 
5.572 
6.927 
2.521 
9.842 
17.707 
17.707 
ro 
ro 
Q 
o> 
c 
'c 
ro 
ro 
Q 
co 
<D 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
I 12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 41 
11220.73 
12440.48 
8525.994 
8317.259 
8043.961 
8930.361 
6642.449 
6895.196 
11071.83 
8663.641 
7366.213 
9048.445 
7015.692 
7067.277 
10265.92 
Worst 
% Error 
0.069 
2.357 
0.537 
0.093 
0.025 
0.161 
1.520 
0.866 
7.927 
6.571 
9.317 
9.958 
6.706 
13.531 
19.122 
19.122 
Net 42 
11415.41 
12255.59 
8484.52 
8213.422 
8151.551 
8868.89 
6630.036 
6863.872 
11208.52 
8542.844 
7426.772 
9132.189 
7272.423 
7075.229 
10398.36 
Worst 
% Error 
1.805 
0.836 
1.021 
1.340 
1.312 
0.528 
1.704 
0.408 
6.790 
7.874 
8.571 
10.976 
3.292 
13.658 
20.659 
20.659 
Net 43 
11323.42 
12364.54 
8475.601 
8267.363 
8132.634 
8869.282 
6627.183 
6907.389 
11106.48 
8466.207 
7513.413 
9044.714 
7543.736 
6836.168 
10232.4 
Worst 
% Error 
0.985 
1.732 
1.125 
0.692 
1.077 
0.524 
1.747 
1.044 
7.638 
8.700 
7.504 
9.913 
0.316 
9.818 
18.733 
18.733 
Net 44 
11218.58 
12422.82 
8504.736 
8300.703 
8047.02 
8938.881 
6623.813 
6911.292 
11024.81 
8480.828 
7652.516 
8778.107 
7696.982 
6864.173 
10156.43 
Worst 
% Error 
0.050 
2.212 
0.785 
0.292 
0.013 
0.257 
1.797 
1.101 
8.318 
8.543 
5.792 
6.673 
2.353 
10.268 
17.851 
17.851 
Net 45 
10711.38 
12167.42 
7609.068 
6701.06 
8767.97 
9498.127 
6987.079 
6600.423 
10616.16 
8658.203 
8295.795 
8428.085 
7831.936 
7470.681 
10020.92 
Worst 
% Error 
4.474 
0.110 
11.233 
19.507 
8.978 
6.529 
3.589 
3.446 
11.716 
6.630 
2.127 
2.419 
4.148 
20.011 
16.279 
20.011 
ro 
ro 
Q 
CD 
c 
"c 
ro 
H 
ro 
ro 
Q 
CO 
CD 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 46 
12893.8 
11929.75 
12318.24 
12805.64 
5508.141 
6279.945 
5490.025 
8333.193 
12408.13 
6382.204 
5973.195 
12760.36 
5588.031 
5487.862 
9812.65 
Worst 
% Error 
14.990 
1.845 
43.703 
53.821 
31.542 
29.565 
18.606 
21.902 
3.186 
31.174 
26.466 
55.066 
25.691 
11.842 
13.862 
55.066 
Net 47 
11227.7 
12436.96 
8522.199 
8295.42 
8033.827 
8938.179 
6649.757 
6910.003 
11044.66 
8567.853 
7645.436 
8751.574 
7738.835 
6814.717 
10213.94 
Worst 
% Error 
0.131 
2.328 
0.581 
0.355 
0.151 
0.249 
1.412 
1.083 
8.153 
7.604 
5.879 
6.350 
2.910 
9.473 
18.519 
18.519 
Net 48 
11211.32 
12420.85 
8509.003 
8301.087 
8034.284 
8946.144 
6618.942 
6906.221 
10990.63 
8526.456 
7671.369 
8726.568 
7705.539 
6889.438 
10096.04 
Worst 
% Error 
0.015 
2.196 
0.735 
0.287 
0.146 
0.338 
1.869 
1.027 
8.602 
8.051 
5.560 
6.047 
2.467 
10.674 
17.151 
17.151 
Net 49 
11251.25 
12405.29 
8531.317 
8327.576 
8000.106 
8932.499 
6598.416 
6909.577 
10935.49 
8766.86 
7682.823 
8772.656 
7594.587 
6948.324 
9951.379 
Worst 
% Error 
0.341 
2.068 
0.475 
0.031 
0.570 
0.185 
2.173 
1.076 
9.060 
5.458 
5.419 
6.607 
0.992 
11.620 
15.472 
15.472 
Net 50 
10743.62 
12159.89 
8228.208 
7645.515 
8485.581 
9154.485 
6965.017 
6753.854 
10456.92 
8710.285 
8088.396 
8305.329 
7524.401 
7395.524 
9656.639 
Worst 
% Error 
4.186 
0.048 
4.011 
8.162 
5.463 
2.675 
3.262 
1.202 
13.040 
6.068 
0.426 
0.928 
0.059 
18.804 
12.052 
18.804 
ro 
ro 
o 
O) 
c 
'c 
CO 
H 
ro 
ro 
Q 
CO 
CD 
r-
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 51 
11211.32 
12231.63 
8547.123 
8311.188 
8043.102 
8927.727 
6693.425 
6867.383 
10914.69 
8807.517 
7754.393 
8899.063 
7760.167 
6940.182 
9876.938 
Worst 
% Error 
0.015 
0.639 
0.290 
0.166 
0.036 
0.132 j 
0.765 
0.459 
9.233 
5.020 
4.538 
8.143 
3.194 
11.489 
14.608 
14.608 
Net 52 
11209.62 
12319.31 
8521.136 
8297.671 
8041.848 
8941.328 
6652.073 
6890.039 
10916.81 
8801.074 
7728.926 
8824.344 
7689.192 
6961.76 
9910.958 
Worst 
% Error 
0.030 
1.360 
0.593 
0.328 
0.052 
0.284 
1.378 
0.791 
9.216 
5.089 
4.851 
7.235 
2.250 
11.836 
15.003 
15.003 
Net 53 
11251.25 
12405.29 
8531.317 
8327.576 
8000.106 
8932.499 
6598.416 
6909.577 
10935.49 
8766.86 
7682.823 
8772.656 
7594.587 
6948.324 
9951.379 
Worst 
% Error 
0.341 
2.068 
0.475 
0.031 
0.570 
0.185 
2.173 
1.076 
9.060 
5.458 
5.419 
6.607 
0.992 
11.620 
15.472 
15.472 
Net 54 
11225.56 
12521.54 
8490.185 
8286.096 
8024.389 
8950.133 
6588.908 
6913.793 
10946.62 
8718.237 
7633.179 
8610.678 
7510.428 
6995.359 
10019.83 
Worst 
% Error 
0.112 
3.024 
0.954 
0.467 
0.269 
0.383 
2.314 
1.138 
8.968 
5.983 
6.030 
4.638 
0.127 
12.375 
16.266 
16.266 
Net 55 
11184.76 
12618.2 
8456.589 
8226.586 
8065.718 
8976.908 
6599.601 
6916.155 
10962.1 
8673.275 
7585.658 
8429.516 
7437.672 
7055.693 
10098.7 
Worst 
% Error 
0.252 
3.819 
1.346 
1.182 
0.245 
0.683 
2.156 
1.173 
8.839 
6.467 
6.615 
2.437 
1.095 
13.344 
17.181 
17.181 
ro 
to 
a 
O) 
c 
"c 
ro 
ro 
ro 
a 
to 
CD H 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 56 
11199.56 
12738.78 
8471.879 
8235.24 
8058.793 
8960.796 
6593.692 
6919.419 
11022.58 
8527.547 
7447.318 
8166.087 
7277.098 
7082.804 
10247.73 
Worst 
% Error 
0.120 
4.811 
1.168 
1.078 
0.159 
0.502 
2.243 
1.220 
8.336 
8.039 
8.318 
0.765 
3.230 
13.780 
18.911 
18.911 
Net 57 
10916.75 
12159.54 
8375.623 
7957.227 
8309.82 
9034.768 
6883.656 
6787.057 
10827.86 
8854.162 
7877.379 
8722.374 
7950.601 
7137.66 
9875.218 
Worst 
% Error 
2.642 
0.046 
2.291 
4.418 
3.279 
1.332 
2.056 
0.716 
9.955 
4.517 
3.024 
5.996 
5.726 
14.661 
14.588 
14.661 
Net 58 
11198.41 
12229.23 
8532.835 
8291.203 
8061.07 
8931.303 
6711.853 
6865.813 
10987 
8507.707 
7739.083 
8862.245 
7831.077 
6880.478 
10130.12 
Worst 
% Error 
0.130 
0.619 
0.457 
0.406 
0.187 
0.172 
0.491 
0.436 
8.632 
8.253 
4.726 
7.695 
4.137 
10.530 
17.546 
17.546 
Net 59 
11217.76 
12233.33 
8545.697 
8315.403 
8041.131 
8924.799 
6693.66 
6867.728 
11002.85 
8418.013 
7662.807 
8821.514 
7848.58 
6828.729 
10107.73 
Worst 
% Error 
0.042 
0.653 
0.307 
0.115 
0.061 
0.099 
0.761 
0.464 
8.500 
9.220 
5.665 
7.200 
4.369 
9.698 
17.286 
17.286 
Net 60 
11211.32 
12231.63 
8547.12 
8311.19 
8043.10 
8927.73 
6693.42 
6867.38 
10914.69 
8807.52 
7754.39 
8899.06 
7760.17 
6940.18 
9876.94 
Worst 
% Error 
0.015 
0.639 
0.290 
0.166 
0.036 
0.132 
0.765 
0.459 
9.233 
5.020 
4.538 
8.143 
3.194 
11.489 
14.608 
14.608 
3.915 
ro 
ro 
Q 
o> 
c 
'c 
'ro 
ro 
to 
Q 
to 
CD 
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 61 
11573.99 
12159.01 
8762.148 
8710.717 
7733.029 
8793.451 
6557.501 
6889.64 
11100.15 
8056.685 
7678.52 
9408.934 
7679.808 
6611.728 
10040.79 
Worst 
% Error 
3.219 
0.041 
2.218 
4.633 
3.890 
1.374 
2.780 
0.785 
7.691 
13.117 
5.472 
14.339 
2.125 
6.212 
16.509 
16.509 
Net 62 
10835.59 
12157.2 
8282.909 
7801.168 
8395.294 
9096.959 
6923.093 
6772.792 
10706.87 
8746.763 
7602.224 
8299.051 
7714.294 
7363.298 
9993.529 
Worst 
% Error 
3.366 
0.026 
3.373 
6.292 
4.341 
2.030 
2.640 
0.925 
10.962 
5.675 
6.411 
0.851 
2.584 
18.286 
15.961 
18.286 
Net 63 
11265.89 
12218.62 
8548.245 
8292.425 
8064.055 
8893.028 
6722.979 
6859.514 
11030.76 
8397.871 
7660.905 
8901.926 
7783.19 
6798.021 
10173.05 
Worst 
% Error 
0.472 
0.532 
0.277 
0.391 
0.224 
0.258 
0.326 
0.344 
8.268 
9.437 
5.689 
8.177 
3.500 
9.205 
18.044 
18.044 
Net 64 
11220.46 
12231.51 
8544.639 
8310.862 
8043.43 
8923.066 
6695.775 
6872.668 
11001.92 
8483.493 
7740.1 
8845.644 
7815.869 
6824.047 
10142.75 
Worst 
% Error 
0.066 
0.638 
0.319 
0.170 
0.032 
0.079 
0.730 
0.536 
8.508 
8.514 
4.714 
7.494 
3.934 
9.623 
17.693 
17.693 
Net 65 
11211.32 
12231.63 
8547.123 
8311.188 
8043.102 
8927.727 
6693.425 
6867.383 
10914.69 
8807.517 
7754.393 
8899.063 
7760.167 
6940.182 
9876.938 
Worst 
% Error 
0.015 
0.639 
0.290 
0.166 
0.036 
0.132 
0.765 
0.459 
9.233 
5.020 
4.538 
8.143 
3.194 
11.489 
14.608 
14.608 
ro 
ro 
Q 
O) 
c 
c 
H 
ro 
to 
a 
to 
CD 
r -
Actual 
11213 
12154 
8572 
8325 
8046 
8916 
6745 
6836 
12025 
9273 
8123 
8229 
7520 
6225 
8618 
Net 66 
12311.21 
12149.88 
9166.084 
9329.165 
6994.754 
8474.35 
6090.243 
6967.261 
11318.42 
8002.328 
7376.814 
10074.27 
7033.016 
6080.485 
10032.83 
Worst 
% Error 
9.794 
0.034 
6.931 
12.062 
13.065 
4.953 
9.707 
1.920 
5.876 
13.703 
9.186 
22.424 
6.476 
2.322 
16.417 
22.424 
Net 67 
10907.23 
12003.4 
7328.798 
6339.676 
8465.705 
9674.587 
6814.323 
6508.87 
10486.59 
8730.792 
8584.899 
8606.969 
7484.985 
7447.582 
9907.561 
Worst 
% Error 
2.727 
1.239 
14.503 
23.848 
5.216 
8.508 
1.028 
4.785 
12.793 
5.847 
5.686 
4.593 
0.466 
19.640 
14.964 
23.848 
