The rates of occurrence of unipolar depression as measured by self-report and by diagnosis based on semistructured interviews were examined in a longitudinal study with a general community sample (N = 998). Number of new cases, average age of onset, and average duration of episodes were comparable in men and women, but women with a history of previous depression were much more likely to become depressed again than men with a similar history. Data on a large number of demographic and psychological variables were collected on the subjects. Controlling for these factors (both singly and in combination) did not eliminate the sex difference in unipolar depression. Neither the artifact hypothesis (according to which the "true" prevalence of depression is equal for men and women) nor the psychosocial hypothesis (according to which women are more disadvantaged on relevant psychosocial variables) was supported by the data.
A consistent finding in the depression literature is the preponderance (often 2:1) of female depressives. In a comprehensive review of epidemiological studies of depression, Weissman and Klerman (1977) note that this sex difference is observed both in studies of treated cases and in community surveys in the United States and in most Western countries. (However, some studies in non-Western countries have not found a preponderance of female depressives.) The magnitude of the sex difference varies somewhat across studies and may be a function of the depression measure employed and the population studied. Sex differences on mood and symptom ratings and on diagnostic categories are always reported when heterogeneous samples are employed, but two studies Padesky & Hammen, Note 1) employing a very homogeneous group of college students did not find a sex difference on two self-report symptom rating scales.
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Requests for reprints should be sent to Peter M. Lewinsohn, Human Neuropsychology Laboratory, Department of Psychology-Straub Hall, University of Oregon, Eugene, Oregon 97403. ascertain whether the elevated prevalence of depression (number of cases of diagnosable episodes of depression at any point in time) among women occurs because women who have never been depressed are more susceptible to becoming depressed (elevated incidence), because women who have been previously depressed are more likely to become depressed again, and/or because women have longer lasting episodes of depression.
The present study focused on sex differences in the occurrence of symptoms of depression and of diagnosable episodes of depression in a longitudinal study of a heterogeneous, community-based sample. This allowed us to (a) attempt to replicate the sex difference findings on reported depressive symptoms and on diagnosis of depression, (b) compare self-report of symptoms and diagnosis as measures of depression, and (c) examine the effects of incidence, history, recurrence rate, and duration of episodes of depression in determining the prevalence of depression among women. Following these descriptive analyses, several proposed explanations of the sex differences in depression are examined.
Three general hypotheses have been advanced to account for the sex difference: the artifact hypothesis, the biological hypothesis, and the psychosocial hypothesis. The artifact hypothesis maintains that the actual prevalence of depression is equal among women and among men but that women perceive, acknowledge, report, and seek help for depression more freely than men do. Thus, observed sex differences in reported symptoms (cf. Radloff, 1975) and mental health service utilization (Rosenthal, 1961) are interpreted as representing sex biases that over-estimate the number of female depressives (Phillips & Segal, 1969) . Sex biases have also been hypothesized for self-labeling and self-presentation regarding depression (Padesky & Hammen, Note 1) . Another possible artifact could be constituted by a tendency on the part of diagnosticians to overdiagnose depression in women. From the artifact hypothesis it was predicted that, when symptom level is held constant, women more frequently than men will (a) label themselves as depressed; (b) be in psychotherapy; (c) be taking psychotropic medication; and (d) be diagnosed as depressed.
The biological hypothesis postulates that women have a unique vulnerability to depression associated with events in the reproductive cycle or in the sex linked genes. In their review of endocrinological findings, Weissman and Klerman (1977) conclude that although premenstrual tension, use of oral contraceptives, and the postpartum period all seem to increase rates of depression for women, these effects are not of sufficient magnitude to account for the large sex difference in prevalence rates. Additional research is needed to further clarify these issues, but the biological hypothesis was not examined in the present study.
The main thrust of the present study was to test aspects of the psychosocial hypothesis. Psychosocial explanations of the male-female differential take two major forms. One form hypothesizes that interactions between sex and demographic variables are critical to understanding the sex differential. Thus, Gove (1972) , building on the finding that the increased prevalence of psychopathology among women occurs only for married persons, suggests that negative aspects of the housewife role are critical determinants for the preponderance of psychopathology among women. Radloff (1975) makes use of results showing that more symptoms of depression are reported not only by women but also by persons who are young, poorly educated, and of low income to suggest that "relative helplessness may be a common denominator in the risk factors for depression" (p. 263). The present study investigates the bases of the proposals of Gove and Radloff by examining the relationships between age, education, income, and marital status and depression. Since the explanations mentioned above are based on the assumption that women are likely to occupy less rewarding societal roles and hence will exhibit lower self-esteem than men, the present study also examines the influence of role satisfaction with the prediction that women will be less satisfied with their jobs, their friends, and their families and will exhibit lower selfesteem.
The second source of potential psychosocial explanation is derived from existing psychological theories of depression. Each of these postulates a cause and effect relationship between certain variables and depression, and each theory can be extrapolated to generate a set of "if-then" predictions such that (/"the theory is correct then women should be higher on x than men, where x is the characteristic (or condition) postulated by the theory to lead to depression. Using an "integrative" (e.g., Akiskal & McKinney, 1973) and "empirical" (e.g., Becker, 1977) stance, according to which many antecedents may increase the probability for the occurrence of depression, the following predictions were formulated from cognitive theories (Beck, 1967; Abramson, Seligman, & Teasdale, 1976; Ellis, 1962) , from reinforcement theories (Lewinsohn, Youngren, & Grosscup, 1979) , and from stress theories (Klerman, 1974; Paykel et al., 1969) : As compared to men, women (a) have lower expectations for positive outcomes and higher expectancies for negative outcomes (Beck, 1967) ; (b) are more likely to attribute success experiences to "external" causes and failure experiences to "internal" causes (Abramson, Seligman, & Teasdale, 1976) ; (c) believe more that outcomes are independent of their responses (Seligman, 1975) ; (d) tend more to subscribe to "irrational beliefs" (Ellis, 1962) ; (e) have less responsecontingent positive reinforcement (Lewinsohn, Youngren, & Grosscup, 1979) , as re-fleeted in lower rates of occurrence and subjective enjoyment of pleasant activities in general and of interpersonal events in particular; and (f) experience more aversiveness, as reflected in higher rates of occurrence and subjective aversiveness of unpleasant events and greater occurrence of stressful life events (Klerman, 1974) , especially those involving exits from the social field (Paykel et al., 1969) .
For any of the above variables to be determinants of the sex difference in depression, it is necessary that the predicted sex difference on the variable be found. The second requirement is that controlling for the variable reduces the apparent sex difference in prevalence of depression.
Method Participants
Subjects were recruited in March 1978 through an announcement inviting paid participation in psychological research, which was mailed to 20,000 Eugene and Springfield, Oregon, residents randomly selected from the county voter registration list. Two thousand persons expressed interest by returning a form in which they gave their name, address, phone number, year of birth, occupation, education, and marital status. In June 1978 these 2,000 subjects (63% female) were mailed a 938-item questionnaire that included the Minnesota Multiphasic Personality Inventory (MMPI) Lie scale items. Participants were asked to return (by mail) a signed, informed consent form, the completed questionnaire, and a rating of the likelihood of their moving away from the area during the next year. The questionnaire was completed by 1213 subjects by September 1978 and all but 90 of these subjects volunteered to continue in a longitudinal study aimed at "the understanding of psychological health and its relationship to what people do, think, and feel."' Ninety-three subjects were excluded (86 because they reported a high probability of moving and 7 because they scored six or higher on the MMPILie Scale). Of the remaining 1030 subjects, 998 continued to participate in the study until its conclusion in June 1979. These 998 subjects are considered to be the reference sample for this study. Because the sample is self-selected it cannot be considered to be a random or a representative sample of the population of Eugene-Springfield.
Inspection of demographic characteristics of this sample revealed that the sample differs from the population of Eugene-Springfield 2 in that the majority (69%) are female, ages 25 to 34 are overrepresented, there are more divorced and fewer never-married persons, more are employed, more have gone to or completed college, and there is an excess of middle income and few high income subjects.
More crucial to the purposes of the present study is the comparison of male and female subjects shown in Table 1 , which suggests that sex differences on demographic characteristics are minor and generally parallel those found in the larger population from which the sample was drawn (i.e., all significant sex differences in our sample are also found in the population of Eugene-Springfield).
Longitudinal Design
Depression, other aspects of psychopathology, and psychosocial variables were assessed at two times. The first assessment (Tl) is defined as the date on which the subject returned the first extensive questionnaire (Ql) (i.e., June or July 1978 for most subjects). The second assessment (T2) is defined as the date on which the subject came to the University of Oregon Psychology Clinic for a diagnostic interview. Subjects were interviewed between October 1978 and June 1979, with the average time between Tl and T2 being 8.2 months (range = 3 to 11 months). Two weeks before their interviews, subjects were mailed a 205-item questionnaire (Q2), which they completed and brought to the interview. Immediately prior to the interview, subjects completed two symptom rating scales.
Case Finding
So that all episodes of depression and other psychopathology that occurred between Tl and the end of the study could be counted, potential cases were selected to be interviewed on the basis of high scores on the Center for Epidemiologic Studies Depression Scale (CES-D) (Radloff, 1977) . The CES-D was part of Ql, and subjects were subsequently mailed the CES-D on a trimonthly basis. Completion rates were high (99%, 99%, and 94% for the three mailings). Any subject who scored 18 or above on any administration of the CES-D was brought in for an interview. For reasons unrelated to the present study, subjects were also selected to be interviewed if they scored high on certain nondepressionrelated symptom ratings or if they had changed their marital status. By these criteria 598 subjects were selected to be interviewed. To be certain that episodes of depression were not being overlooked in the remaining 400 subjects, a random sample of 100 of these subjects was also interviewed. All but one of these 100 subjects did not experience an episode of depression or other psychopathology at Tl, at T2, or at any time during the study. Therefore it is assumed that only three cases of depression were missed. Since it was impossible to project the characteristics of these hypothetical cases, the statistical analyses of prevalence and incidence data assume that none of the 300 subjects not selected for ' In order to maximize response rates, subjects who did not promptly return these and subsequent questionnaires were reminded with followup letters and phone calls. Subjects requiring assistance to complete the questionnaires were aided in person or by phone by project staff members. 2 More detailed information is available from the second author. 6.1* Note. Significance levels were determined by the method of comparing percentages derived from different sample sizes described by Lawshe and Baker (1950) . * p < .05. **/><. 01.
an interview was depressed at any time during the study. This erroneous assumption had an extremely small impact on our findings. An additional assumption was used for the computation of prevalence, incidence, and history of depression data. Of the 698 subjects selected to be interviewed, 9.6% refused to be interviewed, 8.8% had moved too far away to be interviewed, and the diagnostic information obtained from 1.1% was deemed unreliable due to poor memory or extreme defensiveness. These 130 selected but undiagnosed subjects did not differ from the 568 diagnosed subjects on demographic characteristics, basis for selection, or prior CES-D scores. In subsequent calculations we assume that the 130 subjects not interviewed experienced episodes of depression with the same frequency as the 568 subjects who completed the interview. The above assumptions all allow calculation of prevalence, incidence, and history of depression for our reference sample of 998 subjects.
Assessment of Depression
Diagnostic interview. Diagnoses of depression and other psychopathological syndromes were based on information gathered from participants in a 2-hour semistructured interview, the Schedule for Affective Disorders and Schizophrenia (SADS; . Interviewers blind to questionnaire data and selection procedure made symptom ratings for Tl, T2 and any other period for which psychological disturbance was suggested. Decision rules specified by the Research Diagnostic Criteria (RDC) (Spitzer, Endicott & Robins, 1978) were used to combine the information obtained during the interview into specific RDC diagnostic categories. For each episode of disturbance, the interviewer recorded the diagnosis, subject's age at onset, and duration of the episode. In this scheme it is possible for episodes to temporally overlap so that a single person may have more than one diagnosis at a specific time. Each subject was categorized into one of six groups (at Tl and again at T2), based on his or her RDC diagnosis at that time. The categories are: major depressive disorder, minor or intermittent depressive disorder, bipolar depression, other disorders (including anxiety disorders, psychoactive substance abuse, and schizophrenia), mixed (persons with both depressive and nondepressive disorders), and not mentally ill. Depression at Tl or T2 is defined as assignment to the first two groups (i.e., pure unipolar depression). Past history of depression includes any episode of depression, regardless of the presence of other psychopathology.
The interviewers were a carefully selected group of 28 graduate and advanced undergraduate students who were enrolled in a year-long didactic and practical diagnostic interviewing course. They underwent extensive didactic and experiential training in the use of the SADS-RDC. They were required to demonstrate competence in the SADS-RDC methodology and decision rules on two written examinations. To complete training, interviewers were required to agree with over 90% of the symptom ratings provided by experts for a videotaped SADS interview and to agree with the "expert" diagnosis on four of five case histories. 3 Initially, raters conducted interviews in pairs, and interviewer pairings were rotated to prevent consensual drift. Once an interviewer had achieved agreement on three of four consecutive ratings, he or she did only every fourth interview in a pair. The kappa statistic (Cohen, 1960) , which measures how well two raters agree beyond the level predicted by chance, was used to measure reliability. For individual symptom ratings, kappa (requiring exact agreement) was found to average .75. In other words, our raters agreed on 75% of the instances when by chance alone they would have disagreed. For RDC diagnoses, weighted kappa was computed by using a computer program provided by Spitzer and Endicott. For the first four diagnostic categories used in this study, weighted kappa was .88 for not mentally ill, .96 for major depressive disorder, .88 for minor or intermittent depressive disorders, and .78 for bipolar depression. For the several diagnoses in the last two categories (other disorders and mixed diagnosis), kappa ranged from 0 to 1.0, but for all diagnoses that occurred in more than four cases, kappa was at least .6. Even for infrequent diagnoses, the median kappa was .80.
CES-D.
The Center for Epidemiologic StudiesDepression Scale is a self-report measure of frequency of occurrence of 20 depressive symptoms designed for use in general community samples. Each symptom is rated for the past week. The CES-D has been shown to possess adequate psychometric properties and to correlate substantially with other self-report measures (Radloff, 1977) .
BSI. The Brief Symptom Inventory is a shortened version of the SCL-90 (Derogatis, Lipman, & Covi, 1973) , which has been shown to possess good concurrent validity (Derogatis & Cleary, 1977) . The BSI is composed of 53 items that reflect nine primary symptom dimensions. The depression subscale consists of ratings of intensity of experience of six depressive symptoms. The BSI depression scale (intensity ratings) and the CES-D (frequency ratings) were found to correlate highly (r = .79, p < .001). All analyses done with the CES-D were also done with the BSI. Results were quite similar, therefore only results utilizing the CES-D are reported.
Mental health service utilization. Eight items in Ql were designed to elicit information about help-seeking behaviors. In separate questions subjects rated whether they had presently (at Tl) or in the past been in psychotherapy, used psychotropic medication, received electroconvulsive therapy, or been hospitalized for depression. During the SADS interview subjects were asked to verbally report on help-seeking behaviors atT2.
Self-labeling of depression. As part of Ql, subjects were given a one-paragraph, written definition of clinical depression and were asked to rate their current depression level on a 5-point scale. Subjects were also asked to state whether they had ever been depressed, how long their longest episode of depression lasted, and at what age their first episode began.
Measures of Independent Variables
Demographic variables. Subjects reported their sex, age, race, marital status, educational level (Rollingshead & Redlich, 1958) , family income, occupational status (Hollingshead & Redlich, 1958) , and employment status on three occasions (at initial subject recruitment, at Tl, and at T2). This allowed assessment of changes in status and assurance that the same person was completing all phases of the study.
Psychological variables. So that as many of these variables could be assessed as possible in a questionnaire of manageable size, the original inventories were shortened by a two-step procedure. The first step consisted of selecting individual items that have been shown in previous studies to be especially strongly related to depression. The number of these items for each measure was further reduced by using a computer program developed by Serlin and Kaiser (1976) to select the subset of the original item set that yields maximum internal consistency as measured by coefficient a. In this way the following scales were created:
1. Feelings of satisfaction. Fifteen items shown to be related to "happiness" and "feelings of satisfaction" were chosen from among those used by Andrews and Withey (1976) and Cambell, Converse, and Rogers (1976) . On the basis of interitem correlations and factor analysis, items were grouped into six subscales representing feelings about (a) self (a = .96), (b) family (a = .91), (c) job (a = .96), (d) neighborhood (a = .89), (e) friends (a = .94), and (f) leisure time activities (a = .90).
2. Self-esteem. A 23-item self-esteem scale, similar to the Semantic Differential Inventories constructed by Coyne and Holtzman (1966) , was developed by Flippo and Lewinsohn (1971) . Five items (a = .85) were selected from this scale to be rated both according to the instructions "how you see yourself" and "how you would like to be." Real self-esteem and "real minus ideal" selfesteem scores were computed.
3. Expectancies of positive and negative outcomes. The Subjective Probability Questionnaire (Mufioz & Lewinsohn, Note 2) was designed to operationalize Beck's "cognitive triad" by having subjects rate the probability of occurrence of negative and positive outcomes. Six positive items (a = .86) and four negative items (a = .75) were selected from among the items shown to most strongly discriminate between depressed and nondepressed persons (Lewinsohn, Larson, & Mufioz, Note 3) .
4. Locus of control. The Multidimensional Multiattributional Causality Scale (Lefcourt, von Baeyer, Ware, & Cox, 1979 ) affiliation items encompass a three factor design of causality (internal vs. external, stable vs. unstable, and success vs. failure). For each cell, two of the three items provided were arbitrarily chosen.
5. Perception of control. Three items (a = .62) were selected from an original group of seven items designed to assess perceptions of control over one's life (e.g., I have little control over the things that happen to me.). (Lewinsohn, Note 4) 6. Irrational beliefs. The Personal Beliefs Inventory (Mufioz & Lewinsohn, Note 5) samples irrational beliefs that have been hypothesized to be associated with depression. Five items (a = .66) were selected from the subset of items shown to most strongly discriminate between depressed and nondepressed populations (Lewinsohn et al., Note 3).
7. Pleasant events. Twenty items were selected from the mood-related events of the Pleasant Events Schedule (PES) (MacPhillamy & Lewinsohn, Note 6). The frequency of occurrence (a = .90) and the enjoyability (a = .93) of the events were rated separately and the cross-product score was assumed to represent a measure of positive reinforcement (Lewinsohn, Weinstein, & Shaw, 1969) .
8. Interpersonal events. Twenty items were selected from the subset of Interpersonal Events Schedule (IBS) (Youngren, Lewinsohn, & Zeiss, Note 7) that best discriminated between depressed and nondepressed persons. Subjects rated the frequency of occurrence (a = .84) and comfort (ct = .92) of the events, and the crossproduct score was computed and assumed to reflect interpersonal reinforcement.
9. Unpleasant events. Twenty items were selected from the mood-related items (Lewinsohn & Amenson, 1978) of the Unpleasant Events Schedule (UES) (Lewinsohn, Note 8). Subjects rated the frequency (a = .84) and aversiveness (a = .90) of the events. The cross-product score was assumed to represent experienced aversiveness (Lewinsohn & Talkington, 1979) .
10. Stressful life events. Twenty-three items were arbitrarily chosen from the Social Readjustment Rating Scale (Holmes & Rahe, 1967) . Life change unit scores are assumed to reflect the stressful impact of significant life changes.
Results

Sex Differences in Prevalence, Incidence, Previous History, and Duration of Episodes of Unipolar Depression
As can be seen in Table 2 , a significantly higher percentage of women than of men met the RDC criteria for a diagnosis of unipolar depression at the time of the initial questionnaire (Tl) and at the follow-up interview (T2). 4 The elevated prevalence of depression among women is not paralleled by a general increase in prevalence in other diagnostic categories. 5 Further examination of Table 2 indicates that the difference in prevalence occurs because women with a history of depression are more likely than men to develop a new episode of depression. The elevated prevalence among women is not due to sex differences in duration of episodes or age at first onset. The finding of no significant sex difference in incidence of depression seems inconsistent with the finding of a preponderance of women among persons with a history of depression. However, a difference in incidence of less than 1%/year (undetectable with a sample size of 1000) could account for the 13% difference in previous episodes accumulated over a period of 15 to 20 years.
Sex Differences on Other Measures of Depression
As expected, women scored higher on all of the other measures of depression and mental health service utilization. These results and their level of significance are shown in Table 3 .
Testing the Artifact Hypothesis
To test the predictions that at equal levels of depressive symptomatology women are more likely than men to label themselves as depressed and to seek help for depression, men and women were divided into high, medium, and low symptom level groups based on their Tl CES-D scores. This subdivision resulted in male and female subgroups with very similar mean CES-D scores. 6 Contrary to predictions from the artifact hypothesis, no differences were found (all x 2 s < 1) in treatment seeking or self-labeling among men and women reporting equal levels of symptoms. Analogous analyses were also done by grouping men and women according to Tl BSI Depression scale scores. Results were comparable.
The degree to which males and females with comparable self-reported symptoms would be diagnosed as depressed was examined next. For this analysis men and women were grouped according to scores on the CES-D taken just prior to the diagnostic interview. The chi-square analyses revealed no significant interviewer or subject gender effects on diagnosis; that is, men and women 4 The percentages at T2 probably overestimated the actual prevalence of depression in this sample, since this time point varies in a nonrandom fashion over an 11-month span, with subjects being more likely to be interviewed near times when they scored above 18 on the CES-D. 5 Data for other categories are available from the second author. 6 Scores are available from the second author. Note. Tl = Time of first assessment; T2 = time of second assessment. Significance levels were determined by the method of comparing percentages derived from different sample sizes described by Lawshe and Baker (1950) . " These figures are for all episodes of depression that occurred in the subject's lifetime, including any episodes that occurred during the course of the study. b Median duration is a better description of length of episode, since the mean duration is elevated by a few episodes of very long (> 15-year) duration. ' These figures are prorated for one year based on the occurrence of new episodes over an average time span of 8.3 months between Tl and T2. *p<.05. **p<.01.
with equal symptom levels were equally likely to be diagnosed as depressed by male and by female interviewers.
Testing the Psychosocial Hypothesis
Each demographic and psychological variable was tested for three properties necessary for it to be a determinant of the sex differences in prevalence of episodes of depression and in self-report of depressive symptoms: (a) Does the variable have a significant relation with depression? (b) Do males and females differ significantly on the variable? and (c) Does controlling for the variable reduce the variance in depression attributable to sex?
Demographic variables. Multiple correlation analysis was used as an overall test of the relations of demographic variables with CES-D (i.e., self-reported depressive symptoms) and with diagnosis of depression (i.e., frequency of occurrence of episodes of clinical depression). The multiple correlation of demographic variables (excluding sex) was .21 (p < .001) with CES-D and .11 (p< .05) with diagnosis of depression. Analysis of variance (for nominal categories) and correlations (for ordinal categories) found youth (p < .05), divorce or separation (p < .05), low education (p < .05), low family income (p < .01), and unemployment (p < .01) to be associated with high CES-D scores. Only divorce or separation (p < .05) exhibited a significant relation to diagnosis of depression.
Analyses of variance and chi-square analyses revealed no significant differences between male and female subjects on age or family income (F < 1), but women were less likely to be in the never-married status (p < .05), and to be lower on educational (p < .05) and occupational (p < .05) level and more likely to be unemployed (p < .001) than men.
Hierarchical multiple regression analyses Note. Significance levels were determined by the method of comparing percentages derived from different sample sizes described by Lawshe and Baker (1950) . CES = Center for Epidemiologic Studies; BSI = Brief Symptom Inventory. a These measures were obtained via retrospective questions completed by the subjects at Time 1. *p<.05. **p<.01.
were used to determine to what extent the demographic variables could reduce the sex differences in CES-D scores and diagnosis of depression. In this technique the variance in depression measure due to sex is measured prior to and after the variation due to other demographic variables is extracted. For CES-D, extracting the variance due to other demographics reduced the zero-order correlation of .11, F(l, 972) = 10.8, p < .001, to a residual correlation of .06, F( 1, 972) = 3.9, p < .05. Thus, simultaneously controlling for demographic variables reduced the correlation between CES-D score and sex by approximately 45%. For diagnosis of depression, extracting the variance due to demographics did not alter the magnitude of the sex difference. The residual correlation (r = .17), F(l, 444) = 12.8, p < .001, is identical to the zero order correlation (r = .17), F(\, 444) = 12.4,p< .001. The results thus indicate that even after the effects of the demographic variables have been partialled out, sex continues to be significantly associated with CES-D and with diagnosis of depression.
Psychological variables. Multiple regression analyses demonstrated strong relations of the psychological variables with CES-D (R = .73, p < .001) and with diagnosis of depression (R = .5l, p < .001). With the exception of the internal attribution for failure measure, all of the psychological variables were found to be associated (at varying levels of strength and statistical significance) with both CES-D and diagnosis of depression.
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Women did not score significantly more in the "depressed" direction than men on any of the psychological variables. Contrary to the psychosocial hypotheses, men were less satisfied with their friends (p < .05) and their neighborhood (p < .05), were less likely to attribute success to internal (p < .001) or failure to external (p < .05) causes, engaged in fewer (p < .001) and derived less enjoyment from (p < .001) pleasant events, and engaged in fewer (p < .05) interpersonal interactions. Since 27 variables were examined, results at the p < .05 significance level should be interpreted cautiously. Nonetheless these results do not implicate any of these 27 variables as determinants of the sex differences in CES-D and diagnosis of depression.
To test the possibility that nonsignificant sex differences on the psychological variables could significantly alter the relations between sex and CES-D or diagnosis of depression, hierarchical multiple regression analyses using all the psychological variables, with sex entered last, were performed on the CES-D and diagnosis of depression data. The relation between sex and CES-D score (zero order r = .11), F(l, 972) = 10.8, p = .001, was unaltered by extracting the variance in CES-D due to the 27 psychological variables (residual r = .12), F(l, 972) = 11.9,/> < .001. Similarly, the relation between sex and diagnosis of depression (zero order r = .17), F(l, 444) =12.8, p < .001, was also changed very little by prior extraction of variance in diagnosis of depression due to the psychological variables (residual r = .15), F(l, 444) = 6.9, p < .01. Given that the psychological variables taken together were unable to reduce the magnitude of the sex differences in CES-D and diagnosis of depression, no individual variable could have significantly reduced the sex differences. Individual covariance analyses that partialed out each psychological variable one at a time supported this conclusion.
Discussion
Limitations Imposed by Sample Recruitment Strategy
Since the major goal of this study was to test numerous hypotheses about the sex difference in the occurrence of depression, it was vital to collect a large amount of data (subjects answered over 1500 questions over a 1-year span) on the participants. Our efforts in this regard were at the expense of obtaining the participation of a larger proportion of the original, randomly selected sample of 20,000. Only 5% of the original sample volunteered to participate in the longitudinal study, but 84% of these completed the study. This self-selection bias seriously limits the generalizability of the epidemiologic findings generated by this sample. It is likely, for example, that our prevalence figures for unipolar depression (11.5% for women and 5.1% for men) overestimate the actual prevalences (which have been estimated at 6% for women and 4% for men by Lehman, 1971 ) because persons with a propensity toward depression are overrepresented in the final sample. However, this sample bias does not vitiate the testing of hypotheses regarding sex differences on the data unless one posits that an additional sex specific selection bias is present. The data on the characteristics of the male and female subgroups argue against a sex specific selection bias. The male and female subsamples differ only in ways that males and females differ in the larger population (e.g., more males are college graduates), and large and comparable (for males and females) variances obtain for all of the independent variables.
Epidemiologic Findings
Our results replicate previous studies in showing a substantially elevated prevalence of unipolar depression in women as compared with men. Unexpectedly, however, the incidence of depression (i.e., number of persons without a history of previous depression who became depressed during the course of the study) in men and in women was quite comparable. Women did not have longer lasting episodes; nor were there any differences in age of first onset. The major difference between the sexes was observed in persons with a history of previous depression. Women with a history of previous depression were much more likely to become depressed again (21.8%) than men with a history of previous depression (12.9%).
Artifact Hypothesis Findings
Contrary to the artifact hypothesis, men and women matched for symptom level were equally likely to label themselves as depressed, to seek help for depression, or to be diagnosed as depressed by trained interviewers.
Our failure to observe a sex bias in selflabeling is consistent with earlier studies (I^ammen & Padesky, 1977) . In fact the present study suggests that self-labeling is quite accurate. Self-labeling and clinical diagnosis of depression were in agreement for 81% of female and 92% of male subjects. The only bias that was found was that, compared to men, women diagnosed as depressed less frequently labeled themselves as depressed, % 2 (2) = 14.0, p < .01. This finding suggests that studies which rely on self-diagnosis may actually underestimate the rate of occurrence of depression among women.
The absence of a sex bias in help-seeking behavior is also consistent with earlier findings (Padesky & Hammen, Note 1) that male and female college students of comparable depression level exhibited no sex differences in their ratings of the degree of depression required to seek treatment.
It is important to note that our negative conclusions regarding the artifact hypothesis are predicated on the assumption that selfreport of intensity (measured by the Brief Symptom Inventory-Depression Scale) or of frequency (measured by the Center for Epidemiologic Studies-Depression Scale) of depressive symptoms is a valid measure of the presence of these symptoms. Although highly improbable, it remains possible that a sex bias that has equivalent effects on selfreport, self-labeling, help seeking, and diagnosis exists that accounts for the observed sex differences in depression. Two types of evidence can be cited against this argument. Strong evidence exists for the concurrent validity of the Center for Epidemiologic Studies and the Brief Symptom Inventory Depression scales (Radloff, 1977; Derogatis & Cleary, 1977) . Second, Clancy and Gove (1974) found women to be less likely to report symptoms and to show more evidence of common response biases that could be associated with under-reporting of symptoms, such as answering items in a socially approved direction and nay saying. Thus, our assumption that groups matched on the BSI and on the CES-D were indeed comparable in the actual occurrence of depression symptoms seems reasonable. We interpret our findings as supporting Weissman and Klerman's (1977) conclusion that "we must regard the sex differences as real findings and examine the possible explanations" (p. 103).
Psychosocial Hypothesis Findings
Demographic variables. Radloff s (1977) findings that high CES-D scores are related to youth, divorce and separation, low income, low education, and unemployment were replicated, but controlling for these variables did not eliminate the sex difference on the depression measures. Our study also replicates a recently reported study by Radloff and Rae (1979) , in which it was found that controlling for psychosocial variables did not eliminate sex differences on the CES-D. Gove's (1972) hypothesis that the housewife role is the critical determinant of the sex difference in depression was not supported in the present study. On all measures of depression, women scored higher than men regardless of marital status, and housewives were no more depressed than working wives or nonmarried women. Our findings are consistent with Radloff s (1975) finding that housewives do not score significantly higher on the CES-D than working wives but inconsistent with her finding of no differences on the CES-D between unmarried men and unmarried women.
In contrast to the statistically significant relations that were found between income, educational level, and employment status and CES-D, there were no significant relations between these demographic variables and diagnosis of depression; consequently, controlling for these variables did not reduce differences between men and women in number of diagnosable cases. The fact that diagnosis of depression was not found to be related to these social class variables is important in its own right. The relation between social class and depression has been ambiguous in that studies employing measures of depressive moods (Levitt & Lubin, 1975) or depressive symptoms (Langner & Michael, 1963) have reported significant relations, whereas studies using diagnoses of depression (Hollingshead & Redlich, 1958) have not. The findings of the present study are consistent with the proposition that social class and other demographic measures are related to self-report of depressive symptoms but not to diagnosis of depression. Since the CES-D and diagnosis of depression were highly correlated (r = .7), this divergence of results deserves some attention. In the present study only 50% of persons scoring above 18 on the CES-D on the day of their interview were diagnosed as depressed according to the RDC criteria, and only 50% of diagnosed cases scored above 18 on the CES-D on the day of the interview. Either measure by itself thus would have led to a large number of misclassifications, if the other measure were used as the criterion. We suggest that the differences between these two measures are two-fold. For a diagnosis of depression, a person must experience clear symptoms continuously for at least two weeks, whereas the CES-D score may be elevated due to some short-lived event. In the present study it was frequently observed that subjects scoring high on the CES-D who did not meet the RDC criteria reported a transient physical or emotional disturbance at the time they took the CES-D. For example, the first person of this type that was interviewed reported having knee surgery in the week prior to completing the CES-D. The second difference is that the diagnosis of depression requires symptoms to be organized into a specific syndrome, whereas CES-D items (symptoms) may be related to medical events or other stressful life events that may cause the person to be fearful, to sleep poorly, or to have trouble concentrating (all of these are items on the CES-D). The reported relationships between the CES-D and low socioeconomic status may thus reflect a more general relationship between social class and stressful life events, rather than being unique to depression. The present results clearly indicate that the CES-D score (and probably other self-report measures of depression as well) and the diagnosis of depression are only partially overlapping domains and that a high CES-D score should not be equated with clinical diagnosis of depression, Psychological variables. As required by our overall strategy, most of the psychological variables that had been included were significantly related to depression as measured by the CES-D and by diagnosis. The only exception was the attribution of causality measure, which did not consistently show the expected pattern of attributing success to external factors and failure to internal factors that has been postulated by Abramson, Seligman, and Teasdale (1976) to characterize depressives.
Contrary to the psychosocial hypothesis, women did not score in the more depressed direction on the psychological variables than men. In fact, women expressed more satisfaction with their neighborhood and with their friends, were more likely to attribute success experiences to internal causes and failure experiences to external causes, and reported themselves as engaging in more pleasant activities and enjoying them more. Thus the psychosocial variables could not (and did not) reduce the difference in the rate of occurrence of depression between men and women. It appears that women are more likely to be depressed in spite of scoring as more "healthy" on psychological variables related to depression.
Future Research Directions
Since none of the variables included in this study singly or in combination eliminated the observed sex difference, the question remains, why are women who have been depressed in the past more likely to become depressed again than men? It is, of course, possible that critical psychosocial variables were omitted. Two immediately come to mind. Interpersonal dependency has been hypothesized to be an antecedent for depression by Hirschfeld et al. (1976) , and Young (1975) found that recently widowed or divorced women who were high in degree of "traditional sex role acceptance" were more likely to be depressed than widowed or divorced women who were lower on the sex role scale. Another phenomenon that may be relevant is the greater social rejection of depression in men than in women reported by Peters (1977, 1978) . In their study, subjects read a case history of either a male or a female college student described as having one of three reactions to stress: depression, anxiety, or flat-affect detached response. Results of the study showed that depression elicited more rejection of males than of females, and the sex difference in rejection was more pronounced for depression than for anxiety or flat-affect detached responses. If, as the study suggests, depression is less socially acceptable for men than for women, then men would be more likely to be punished for expressing their feelings of depression. Alternatively, women may elicit more social reinforcement (secondary gain) from their depression. These considerations would not be expected to affect the occurrence of first episode of depression but a differential social response could conceivably result in a higher probability that women with a previous history of depression will become depressed again than that men with a similar history will.
The results of the present investigation suggest that unipolar depression may be even more common than is usually thought. The prevalence and incidence figures were higher than expected, and 49% of the men and 62% of the women had experienced a diagnosable episode of depression some time during their lives. In order to be cost effective, therefore, treatment and prevention programs for depression must be broadly applicable. Finally, it is clear that individuals with a previous history of depression, and especially females, are at a very high risk for depression, and treatment and prevention programs should be aimed at them.
