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Low-Complexity Iterative Detection in Multi-User
MIMO ISI Channels
Xiaojun Yuan, Qinghua Guo, and Li Ping, Senior Member, IEEE
Abstract—We propose a low-cost detection strategy for multi-
user multiple-input-multiple-output (MIMO) systems with inter-
symbol interference (ISI). The cyclic prefix (CP) technique is
assumed. The proposed detection algorithm is derived in a very
concise manner based on some elegant properties of circulant
matrices. We show that multi-user detection and equalization can
be carried out jointly and efficiently.
Index Terms—Cyclic prefix, frequency domain equalization
(FDE), iterative (turbo) detection, multi-user MIMO ISI channels.
I. INTRODUCTION
MULTI-USER multiple-input-multiple-output (MIMO)systems may suffer from several forms of interference,
namely, multiple-access interference (MAI), cross-antenna in-
terference (CAI), and inter-symbol interference (ISI). Time-do-
main detection techniques [1]–[4] entail high complexity,
especially in channels with large delay spread. It remains a
challenging issue to handle the combined effect of these types
of interference efficiently.
In this letter, we propose a simple, unified solution to the
above problem. Our work is motivated by the recent progress in
the cyclic prefix (CP) technique for single carrier systems and
frequency domain equalization (FDE) [5]–[9]. The proposed de-
tection algorithm is derived concisely based on some elegant
properties of circulant matrices. Its performance is comparable
to that of its time-domain counterparts [2]–[4], but its com-
plexity is much lower, and particularly, is independent of the
channel delay spread.
II. SYSTEM MODEL AND JOINTLY GAUSSIAN APPROACH
A. Linear System Model
Consider a generic linear discrete-time system modeled as
(1)
where is an observation vector, a channel matrix,
a transmitted signal vector, an additive white Gaussian noise
(AWGN) vector with zero mean and covariance , and is
an identity matrix with proper size. Assume that and are
real and that is binary phase shift keying (BPSK) modulated.
More general cases are dealt with in Section IV.
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B. Estimation Problem
The overall detection involves iteration between a soft inter-
ference canceller (for MAI, CAI, and ISI) and a decoder (or, for
a multiple-access system, a bank of decoders, one for each user).
Interested readers may refer to [2]–[4] for details. Our focus is
on the efficient implementation of the soft interference canceller
that produces the extrinsic log-likelihood ratio (LLR) for each
, i.e. (for BPSK)
(2)
based on the feedback information from the decoder(s).
The exact evaluation of (2) is prohibitively complicated in the
presence of the joint effect of MAI, CAI, and ISI. Instead, we
follow the jointly Gaussian technique [4], which is equivalent to
the linear minimum-mean-square-error (MMSE) approach [2]
as they both make Gaussian assumptions.
C. Jointly Gaussian Approach
Assume that is known at the receiver. Denote by and
the a priori mean and covariance matrix of , respectively
(resp.). Assume that the entries of are independent and so
is a diagonal matrix: , where is the
a priori variance of . As shown in [2]–[4], and can
be computed by the feedback information from the decoder(s).
Let us focus on the estimation of a particular bit and treat all
the other bits as interference. We can rewrite (1) as
where is the th column of , and .
The covariance matrixes of and , resp., are given by
and . We further assume that
is a jointly Gaussian random vector, which can be justified by the
central limit theorem. Then, for a real , (1) can be evaluated
as follows:
(3)
Applying the matrix inversion lemma to , we rewrite (3) as
1070-9908/$25.00 © 2007 IEEE
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or in a vector form as
(4)
where and with
a diagonal matrix consisting of the diagonal of the matrix
in the parentheses. We will show that (4) can be efficiently im-
plemented by exploiting the circulant property of the systems.
III. IMPLEMENTATION BASED ON CIRCULANT
A. Circulant Systems
Consider (1) over a single-user, single-input-single-output
(SISO), quasi-static, ISI channel. The CP technique [5]–[9]
can be used to transform the channel effect into a circular
convolution with a corresponding circulant channel matrix
as follows:
...
. . .
. . .
...
(5)
where the th row of , , is the cyclic shift of the first row
by positions, the th tap coefficient of the channel, and
the block length of . Now let be the normalized discrete
Fourier transform (DFT) matrix with the th entry given by
, and . Thus, . Also
let be the DFT of , i.e.,
The following properties are well known for a circulant :
(6a)
(6b)
B. Fast Implementation Technique
We approximate the feedback variances by their average, i.e.,
. Then,
(7a)
and
(7b)
This approximation can lead to greatly reduced complexity in
implementing (4), whereas the related performance loss is usu-
ally not significant (see Fig. 2). Based on (6) and (7)
and
Clearly, both and are circulant. Furthermore,
can be expressed as
(8)
Fig. 1. Transmitter and (iterative) receiver structures for a coded multi-user
MIMO system, where   and   , resp., denote the random interleaver and
the corresponding de-interleaver for user  , S/P and P/S, resp., denote the se-
rial-to-parallel and parallel-to-serial converters, and CPI and CPR, resp., are for
inserting and removing CP.
Fig. 2. BER/FER performance of the system in Fig. 1 in quasi-static Rayleigh
fading channels with   ,     , and   . Single-user perfor-
mance is also included for comparison.
with . Then (4) can be
rewritten as
(9)
Equation (9) shows that can be fast evaluated as follows.
Algorithm 1
Step 1) Compute .
Step 2) Left-multiply the result of Step 1 by a diagonal
matrix .
Step 3) Left-multiply the result of Step 2 by , add ,
and scale the result by .
In Steps 1 and 3, multiplication by and can be realized
by fast Fourier transform (FFT) and inverse FFT (IFFT), resp.
YUAN et al.: LOW-COMPLEXITY ITERATIVE DETECTION IN MULTI-USER MIMO ISI CHANNELS 27
The normalized cost (in terms of operations per entry of , with
each operation including one multiplication and one addition)
of Algorithm 1 is . It can be shown that Algorithm 1
is equivalent to the FDE [7].
IV. EXTENSION TO PARTITIONED-CIRCULANT SYSTEMS
We now discuss MIMO, multi-user, complex, and quadrature-
phase-shift-keying (QPSK) situations.
A. Partitioned-Circulant Systems
First consider a single-user MIMO system with transmit
and receive antennas. Let be the channel matrix be-
tween the th transmit and th receive antennas, and the
signal vector transmitted via the th transmit antenna. The CP
technique can be applied to each to make circulant.
in (1) can then be expressed in a partitioned-circulant form
as
...
. . .
... (10)
and correspondingly
B. Fast Implementation Technique
Define
(11)
where is the DFT matrix defined earlier. It is easy to
see that and are both unitary, i.e.,
and (12)
Define
(13a)
Consequently
(13b)
Denote by the covariance matrix of that is approximated
by a diagonal matrix
for
where , , represents the average variance of the entries in
. Then
(14a)
and
(14b)
Equations (13) and (14) are the counterparts in a partitioned-
circulant system to (6) and (7) in a circulant system. If only
one encoder is used, we can assume that all are equal.
When more than one decoder is involved (e.g., in a multi-user
system), we allow unequal values for . Combining (4) with
(12)–(14), we have
(15)
where
(16)
Viewing (15) as a counterpart of (9), we have the following al-
gorithm.
Algorithm 2
Step 1) Compute .
Step 2) Left-multiply the result of Step 1 by
.
Step 3) Left-multiply the result of Step 2 by , add
, and scale the result by .
We now show how to implement Algorithm 2 efficiently. In
Step 1, multiplication by (resp., ) can be decomposed
into (resp., ) -point FFTs with complexity
(resp., ). Similarly, multiplication by in Step 3
can be realized by IFFTs with complexity .
For Step 2, in (13) can be partitioned into
...
. . .
... (17)
where each has the same size of in (10). From
(10)–(13) and (17), we have , which
implies that each is diagonal and can be computed by
the FFT. We will say that such a is partitioned-diagonal.
The partitioned-diagonal property is preserved over inversion
and multiplication by partitioned-diagonal matrixes. Thus,
the cost for evaluating is , and that for
by Gaussian elimination is . Alter-
natively, can be evaluated with
operations by invoking the matrix inversion lemma (similarly
to (51-53) in [2]).
For in (16), is also partitioned-
diagonal. We can partition its diagonal into parts as follows:
where each is a diagonal sub-matrix. Then we have
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...
. . .
...
...
. . .
... (18)
with , , where denotes the trace oper-
ation. The extra cost involved is .
To summarize, the overall normalized cost of Algorithm 2 is
(where the length of is ).
C. Extension to Complex Multi-User Systems
The generalization to a multi-user MIMO system is straight-
forward. Consider an approximately synchronized multiple-ac-
cess MIMO system modeled by (1). Assume that the synchro-
nization errors among users are within the range of CP length
so that it can be treated together with the channel delay spread.
Then we have (18) at the top of the page, where is
the channel matrix between the th transmit and the th re-
ceive antennas for user , and is made circulant by the CP tech-
nique. Clearly, (18) has the same structure as (10), and so Algo-
rithm 2 still applies. Let be the number of users. The related
normalized cost is . When
is large, and thus the normalized cost is roughly
. This method is numerically very efficient for
small or moderate , with the normalized cost independent of
, , and also the channel delay spread.
The treatment for a complex system is also straightforward.
A complex system in (1) can be rewritten in a real form as
(19)
With QPSK modulation, and in (19) may carry
two separate sets of bits. When is partitioned-circulant, so are
and . Hence, Algorithm 2 can be applied directly
to (19).
V. NUMERICAL RESULTS AND CONCLUSIONS
Consider a multi-user MIMO system with four users
, two transmit antennas for each user, and two re-
ceive antennas at the receiver end. The system struc-
ture is shown in Fig. 1. The ISI channel for each transmit-receive
antenna pair has a uniform power delay profile with four inde-
pendent complex-Gaussian-distributed taps . The trans-
mitter structure follows the interleave-division multiple-access
(IDMA) principles [3]. More specifically, for each user , the
information vector is encoded by a rate-1/2 convolu-
tional code with information length 1024 followed by length-2
spreading. The spreading sequence is ( 1, 1) to remove the
DC component. The coded bits are randomly interleaved and
then QPSK modulated with Gray mapping. The resultant signal
is divided into two streams (each padded with a CP), one for
each transmit antenna. The rate of each user is 1 (without con-
sidering CP) and the system throughput is 4.
The simulated performance is shown in Fig. 2 where algo-
rithm 2 is referred to as “FDE-MMSE.” An alternative method,
referred to as “TDE-MMSE” in Fig. 2, is to directly implement
(4) using matrix inversion. TDE-MMSE does not require CPs
and thus can save the related overhead. (In this case, the over-
head is dB that is negligible.)
Also, TDE-MMSE does not involve the approximation in (7) or
(14). For these reasons, from Fig. 2, TDE-MMSE has a mar-
ginal performance advantage over FDE-MMSE. However, by
avoiding the matrix inversion, FDE-MMSE is much more com-
putationally efficient.
In conclusion, we have established a unified matrix frame-
work for the FDE-based MMSE estimation in iterative detec-
tion systems. We have proposed a simple and efficient detection
technique to handle the joint effect of MAI, CAI, and ISI.
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