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Abstract 
This dissertation is contains two separates areas of research.  The first three 
Chapters focus on the development and several proof-of-concepts for multistate density 
functional theory (MSDFT) regarding excited state chemistry.  When performing 
configuration interaction (CI) on density functional theory (DFT), there is a danger of 
double-counting with regard to correlation.  It is shown that it is possible to remove 
double counting in a systematic way by combining wave function theory with DFT, and 
that MSDFT has the correct topology with regard to conical intersection because it 
fundamentally includes coupling between the excited state densities and the ground state 
density, which is not true for time-dependent DFT.  This was revealed for the dissociation 
of ammonia, and Jahn-Teller conical intersections.  Block localized DFT was used to 
assemble diabatic states that can be optimized separately and permits the use of chemical 
intuition by defining the states in a relatively straightforward manner.  Finally, the 
MSDFT formalism was used to optimize spin-multiplet states with the correct 
degeneracy, which can be difficult in DFT due to the nonlinearity of the current 
exchange-correlation functionals. 
The second section of this dissertation regard vibrational dynamics.  There is a 
multitude of methods for computing the vibrational frequency, but very few that 
simultaneously model anharmonicity and nuclear quantum effects in a manner that is 
efficient enough for computing frequency trajectories.  Quantum vibration perturbation 
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(QVP) theory satisfies all three of these criteria.  This is accomplished by utilizing two 
approximations: (1) A discrete variable representation of the nuclear wave function is 
used that only requires single point energy calculations to optimize the wave function, (2) 
Perturbation theory is used to update the wave function across a set of configurations, 
which circumvents the need to solve the Schrödinger equation.  The first application of 
this model is on hydrochloric acid in minimal solvation shells (water), and acetone bulk 
solvation dynamics.  An implementation strategy is presented that allows for a reference 
normal mode to be applied across a trajectory.  Then QVP is used to probe the condensed 
phase solvation dynamics of a carbonyl stretch and two silane stretches. 
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Chapter 1. Beyond Kohn-Sham Approximation: Hybrid 
Multistate Wave Function and Density Functional Theory  
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1.1. Introduction 
Kohn-Sham density functional theory (KSDFT) and linear-response time-
dependent density functional theory (TDDFT) have become indispensable tools for 
studying ground state and excited states of atoms and molecules as well as condensed-
phase materials thanks to their balance of accuracy and efficiency.1 Despite the 
remarkable success, they are typically not adequate to treat strongly correlated systems 
with characteristic features of multiple unpaired electrons and degenerate or nearly 
degenerate electronic states.2-5 A particular example is illustrated by conical intersections 
at geometries where two or more electronic states are degenerate; here, TDDFT fails 
completely although it often performs very well in vertical excitation energies for many 
molecules with errors of less than ~0.3 eV.6 The role of conical intersections in 
photochemistry to allow efficient non-radiative transitions has been well-established, and 
they are also essential in many nonadiabatic processes.7, 8 The standard approaches to 
probe conical intersections are based on multireference (MR) wave function methods at 
much greater computational costs, such as the complete active space self-consistent field 
(CASSCF) and the multireference configuration interaction (MRCI) models.9-11  The 
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failure of TDDFT to describe conical intersections is also well-known;2 there is a lack of 
interaction between the ground (reference) state and the excited (response) states. 
Consequently, the branching space, defined by the gradient difference and derivative 
coupling vectors, has only one degree of freedom, and this greatly impedes their 
applications to photochemistry.  
 Several methods have already been developed to introduce coupling between the 
ground state and excited states in DFT. A natural modification of the original formalism 
is the spin-flip (SF) TDDFT,12 which starts from a variationally optimized high-spin state 
(e.g., the triplet state) to generate the lower spin ground and excited states (S0, S1, etc.) by 
single-electron transitions along with an → spin inversion. Hence, the singlet ground 
and excited states are treated in the same footing to correctly recover the dimensionality 
of the intersection space. The SF-TDDFT method has been applied to a variety of 
systems and used in geometry optimization to conical intersections.4, 13 Working in the 
framework of TDDFT, Li et al. replaced the matrix elements of the Tamm-Dancoff 
approximation by the wave function results to introduce coupling between the reference 
ground state and excited state.14 Yang et al., on the other hand, started from a two-
electron deficient (N-2) reference to target the neutral (N) ground state and excited states 
by adding two electrons, thereby, both the ground and excited states are modeled in the 
same way to break the unphysical degeneracy.3 An alternative approach is based on 
ensemble DFT,15, 16 which has been extended to include state interaction (SI) along with 
state-average (SA) optimizations.17 Along a similar line, configuration interaction using 
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constrained or block-localized DFT have been used to describe ground and excited states 
and the conical intersections.18, 19 
In this chapter, we present a multistate density functional theory (MSDFT) to 
determine conical intersections and to model systems intrinsically characterized by 
degenerate states. Furthermore, MSDFT provides a “dynamic-then-static” framework to 
treat electron correlation by including dynamic correlation in the active configurations 
first, followed by diagonalization of the Hamiltonian in the dynamically correlated states 
to incorporate static correlation. MSDFT builds up on and makes use of the vast 
resources and excellent performance of the approximate density functional developed in 
KSDFT, yet it is practical for treating systems that are difficult by KSDFT and too large 
by accurate wave function theory (WFT). 
1.2. The Dynamic-Then-Static Ansatz 
Liu and Hoffmann recently categorized methods for treating electron correlation into 
three main families based on the order that static and dynamic correlation effects are 
evaluated:20 (1) static-then-dynamic, (2) dynamic-then-static, and (3) static-dynamic-
static. They presented an iterative configuration interaction approach,20, 21 which falls into 
the static-dynamic-static category. The first category includes a large majority of 
multireference perturbation methods in WFT, and further discussion of these approaches 
is provided in reference 20. 
In the dynamic-then-static category22 used in the present multistate density 
functional theory, the key idea is to first construct an effective Hamiltonian for a primary 
or active space, consisting of pN  determinants or equivalently spin-adapted 
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configuration state functions (CSF), },,1;{| pA NA  , such that dynamic correlation 
is included. In the second step, the adiabatic ground and excited states are determined by 
configuration interaction among the states in the active space. The active space typically 
consists of low-lying energy configurations. A special case is when 1pN , in which the 
ground state is well separated from all other states and single reference methods (such as 
KSDFT) can be adequately used. It is of particularly interest to consider systems with 
strong correlations, including a description of the conical intersections of different 
potential energy surfaces. In this case, more than one state is needed, but a small number 
will be sufficient in the active space, and this is the focus of the present study.  
The effective Hamiltonian for the active space is formally constructed by 
contracting the effects (i.e., dynamic correlation) of the remaining xN  states in the full CI 
(FCI) spectrum of the Schrödinger equation for an n-electron system, where 
pfx NNN   with fN  being the total number of FCI states. The Ith low-lying energy 
state I|  ( pNI  ) of the FCI solution is written in terms of the active states:
20 
 

AAI
N
A
aa
N
a
I Cc
pf
|   |  |
11
    (1.2.1) 
where a|  spans all possible determinants (FCI) for the n-electron system and the 
second equation is a single value decomposition of the FCI vector, c = UV† = UC, of 
rank pN . The contracted functions that form the active space are formally defined by 
 

aaA
N
a
A U
f
| |
1
    (1.2.2) 
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which includes all dynamic correlation from states external to the active space.  
A critical issue to make this approach practical is to incorporate dynamic 
correlation in equation 1.2.2 without a knowledge of the coefficients }{ aAU  in the first 
place. This is accomplished in MSDFT by projecting the total correlation energy in DFT 
on to }{| A ,
19 which separates static correlation among the active state, with dynamic 
correlation included for each individual configuration.  
1.3. Multistate Density Functional Theory 
 In the “dynamic-then-static” ansatz, there are two computational steps: (1) the definition 
and optimization of the active states, and (2) the diagonalization of the effective 
Hamiltonian to yield the adiabatic ground and excited states. Although delocalized 
molecular orbitals can be used to define }{| A , an equivalent, localized valence-bond 
(VB) representation is more illustrative for discussion and intuitive for interpreting 
results, and this is used in the following discussion.  
For a given Lewis structure, the n-electron molecular system is partitioned into 
MA fragments also called blocks, each consisting of nm electrons (  nnm ) and m 
atomic orbital basis functions. A block-localized (BL) determinant is written as 
    }{ˆ | 1
A
M
A
AA A
AN               (1.3.1) 
where Aˆ  is the antisymmetrizer, AN  is a normalization factor, and 
A
m  is a product of 
block-localized Kohn-Sham (BLKS) orbitals of fragment m. These orbitals are linear 
combinations of the atomic basis assigned to the corresponding block; they are 
orthogonal within a given block, but non-orthogonal in different blocks. Spin-adapted 
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CSFs are constructed by combining several determinants to represent the corresponding 
covalent and ionic states. The functions }{| A  are variationally optimized separately 
as in standard KSDFT, except that the electron density is obtained from non-orthogonal 
BLKS orbitals for the particular state.19 
In MSDFT, the diagonal matrix elements of the effective Hamiltonian are simply 
the KSDFT energies of the BLKS determinants: 
    )]([
msKS rAAA EH                 (1.3.2) 
where )(ms rA  is the electron density for state A, and any “standard” (LDA, GGA or 
hybrid) exchange-correlation functional )]([ msKS rAxcE   can be used to determine 
)]([ msKS rAE  , although the computational details are slightly different,
19 involving non-
orthogonal orbitals. 
 The off-diagonal matrix elements can easily be determined in WFT,23-25 and they 
are functions of the individual states as well as the transition density 
 BAAB |)(ˆ| )( rr  , and this has be used previously in the mixed molecular 
orbital and valence bond (MOVB) theory.25 However, a density functional dependent on 
the transition density does not exist within the KSDFT framework. In MSDFT, the 
concept of transition density functional (TDF), )]([
TDF
rABE  , between states A|  
and B|  is introduced to determine the off-diagonal matrix elements. It includes two 
components: (1) the electronic coupling between the non-orthogonal wave functions 
(dominantly for static correlation), and (2) a transition density contribution to account for 
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dynamic correlation interactions between coupled states. Although there is currently no 
density functional approximation to )]([TDF rABE   in the KSDFT framework, it can be 
approximated in a similar way as in KSDFT:1 
  )]([|| )]([ TDFTDF rr ABcBAABAB VHEH                  (1.3.3) 
Here, H  is the electronic Hamiltonian, and the exact (wave-function type) exchange 
between states A|  and B|  with an overlap  BAABS |  is automatically 
included in the first part, whereas only correlation contribution is grouped into the density 
functional in the second term. Although a density functional directly dependent on 
)(rAB  may be developed, to forge ahead, it is approximated by an overlap-weighted 
average of the KS correlation energies for the two interacting states:19, 26 
)])([)]([(
2
)]([ msKSmsKSTDF rrr BcAcABABc EESV 

    (1.3.4) 
where   is unity, but it could be optimized in the future either as a parameter or as a 
functional. Note that the approximation in equation 1.3.4 for the correlation contribution 
to the TDF correctly reduces to the pure state limits ( BA ). 
 The coefficients }{ AICC  in equation 1.2.1 are determined by diagonalizing the 
generalized secular equation SCHC E . Consequently, the electron density and energy 
functional for the ground state ( 0I ) and the excited ( pNI  ) states, I| , in MSDFT 
are given as follows 
   )}()({)( ms2
1
rrr ABBIAI
AB
AAI
N
A
I CCC
p
 

       (1.3.5.a) 
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)]}([)]([{)]([ TDFmsKS2
1
MS rrr ABBIAI
AB
AAA
N
A
II ECCECE
p
 

       (1.3.5.b) 
Note that Coulson structure weights }{ Aw  can be obtained from the coefficients }{ AIC , 
providing a quantitative measure of the relative contributions of configurations in the 
active space.27 Equations 1.3.5 are the key results of this work. 
Several remarks can be made: (a). In MSDFT, the ground state density 0  is a 
configuration-weighted sum of electron densities from multiple determinants as well as 
contributions from their transition densities (equation 1.3.5.a), and the ground state 
energy is written as an implicit functional of 0  with the same structural weights on the 
basis configurations in the active space (equation 1.3.5.b). If the ground state for a system 
is well separated from all other states, i.e., 1pN , MSDFT naturally reduces to KSDFT 
(see below). For situations involving degenerate or nearly degenerate states, the system-
dependent static correlation is treated with two or more configurations.  
 (b). The electron densities and energy functionals for the excited states are treated 
exactly on the same footing as the ground state in MSDFT (equations 1.3.5). Therefore, 
the method provides excitation energies and has the correct dimensionality to describe 
conical interactions. The physical basis for a multideterminant representation of the 
ground state density has long been established in ensemble density functional theory.15, 16, 
28 Although there are similarities, MSDFT differs from ensemble density functional 
theory because transition density functional is introduced to account for electronic 
coupling between different states (equation 1.3.3).5 Equation 1.3.5 is consistent with the 
ensemble vs-representability in ensemble density functional theory since the 
  9 
determinants29 in MSDFT can easily be orthogonalized.30 Importantly, the density and 
functional in equations 1.3.5 are not the “ensemble” density and energy, but rather they 
represent the electron densities and energies of the corresponding adiabatic ground and 
excited states of the system. Note also that a thermally-assisted-occupation DFT 
method31, 32 that employs fractional occupations as in the grand canonical approach has 
been developed to represent the multideterminant character for systems with strong 
correlation with good results for the ground state.   
 (c). The ground state energy in many multiconfiguration DFT methods is typically 
obtained by adding the pure dynamic correlation from KSDFT to the MR energy that 
takes into account static correlation, ][ 0
KSMR xcEE  . However, since static and 
dynamic correlations are not separable, this combination results in double counting of 
correlation effects. In MSDFT, 0  is not used directly to determine dynamic correlation. 
The latter is obtained as a configuration-weighted (not to be confused with the “ensemble 
weight” in EDFT) sum of the pure dynamic correlation within each (localized) 
determinant: )]([)]([ msKS00
MS
rr AxcAAc
EwE   , where 0Aw  is a Coulson 
configuration weight. Thus, non-dynamic correlation is excluded from 
MS
cE  by 
construction. However, )]([
msKS
rAxcE   contains a component that may be regarded as 
dynamic correlation within the active space. This part of the correlation can be 
approximated and removed using second-order Møller-Plesset perturbation theory (MP2) 
with the restriction that only active orbitals are included,  
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baji
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

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2
msKSmsKS2 |)|()|(|'')]([)]([ rr .   (1.3.6) 
where the summations run over occupied (i and j) and unoccupied (a and b) orbitals 
defining the active space in configuration A, and the superscript KS2 indicates that 
dynamic correlation estimated by MP2 in the active space has been removed from the KS 
functional. The primes indicate that the summations are limited within a given block and 
only the BLKS orbitals corresponding to those used to form the active space (i.e., spin-
coupled configurations) with an energy gap greater than 0.01 a.u. are included. Because 
the number of orbitals in the active space are very small compared to the virtual space, 
the correction to remove double counting of dynamic correlation introduces little extra 
computational costs.  
Furthermore, one could construct a first-order factor, similar to that introduced by 
Savin and coworkers,33  
MP2)2( /1 AAA EE      (1.3.7) 
where 
)2(
AE  is the second term in equation 1.3.6 and 
MP2
AE  is the total MP2 energy for 
state A| . Thus,  
][][ msKSmsKS2 AxcAAxc EE       (1.3.8) 
which reduces exactly to ][
msKS
AxcE   for a single determinant (since there is no 
unoccupied orbital in the active space), and 0][
msKS2 AxcE   in the limit of full CI, when 
all virtual orbitals are in the active space (thus, )
MP2)2( EEA  . Higher order 
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perturbations could be used, which would greatly increase computational costs; however, 
this provides a simple and systematic connection from KSDFT to FCI. Therefore, the 
MSDFT approach may be regarded as a WFT and DFT hybrid. 
 (d). This brings me to another possible approximation for the dynamic correlation 
contribution to the transition density functional in equation 1.3.3 using perturbation 
theory: 

)1()1()1()1(TDF |||||| ][ BABABAABc HHHV    (1.3.9) 
where 
)1(
| A  and 
)1(
| B   are first-order corrections to A|  and B| . The first 
two terms and the last term in equation 1.3.9 account for, respectively, dynamic 
contributions from the active-external block and external-external block, respectively. 
Equation 1.3.9 and its high-order generalization may be used to guide the development an 
explicit transition density functional. Note that the zeroth-order term is already included 
in equation 1.3.3. 
(e). In MSDFT, the BLKS orbitals are variationally optimized by KSDFT, 
independently for each determinant state; the BLKS orbitals are fully relaxed, non-
orthogonal and different for different configurations. This is different from typical CI and 
state-average MCSCF approaches in WFT, in which a common set of orbitals are used 
for all configurations. The procedure provides an optimal and a clear definition of the 
reference state for dynamic correlation via KSDFT (as compared to MRPT). Since the 
orbitals for each state have been individually optimized, just a diagonalization of the 
Hamiltonian is needed, rather than simultaneous optimization of both the orbital and 
configurational coefficients as in MCSCF. 
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(f). The reference function defined by equation 1.3.119, 25 may be compared with 
the spin-coupled valence bond (SCVB) method34, 35. In SCVB, delocalized single-
electron orbitals are used among which all spin-coupled configurations are included; in 
the limit of including ionic VB configurations, SCVB is equivalent to CASSCF with n 
electrons in n orbitals. On the other hand, in MSDFT, orbitals are block localized and 
spin coupling is taken into account only between blocks critical for bonding interactions 
of interest (e.g., the electron pair involved in the dissociation of a single bond). A single 
block-localized determinant (BLKS determinant) is employed to approximate the SCVB 
function for the entire block, greatly reducing the number of configurations in the active 
space. Because orbitals are block localized, the inclusion of ionic VB-like configurations 
is more important in MSDFT to represent charge delocalization than that in SCVB. Of 
course, dynamic correlation is incorporated in the reference functions in MSDFT, 
whereas it is treated as a post-SCF correction in SCVB.34, 35 
(g). The MSDFT method provides a strategy to directly obtain diabatic states at 
construction (DAC),36 which will be presented elsewhere. 
1.4. Results and Discussion  
The MSDFT calculations are performed using a modified version of GAMESS. Two 
representative systems involving symmetry-induced intersections in Jahn-Teller 
molecules and the potential energy surfaces in the photodissociation of NH3. The PBE0 
density functional is used in all computations with the cc-pVDZ basis for the Jahn-Teller 
systems and aug-cc-pVTZ for ammonia. For open-shell systems spin-polarized 
(unrestricted) KSDFT37 is used and the procedure for optimizing block-localized orbitals 
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has been described in references 19, 25. These systems are chosen because they have 
previously been studied and their excitation energies and conical intersections have been 
well-characterized for comparison.  
 Jahn-Teller active molecules, such as cyclopropenyl radical (C3H3
•) and benzene 
cation radical (C6H6
+•), represent a special type of conical intersection, where the 
degeneracy of the electronic state is lifted by non-totally symmetric vibrations. An 
insightful analysis was provided by Paterson et al.38 Here, we focus on the qualitative 
description of the intersections with MSDFT by using just the covalent VB 
configurations in the active space, while quantitative energies can be obtained by 
including ionic (zwitterion bond) configurations in the treatment. The Jahn-Teller 
geometries at the conical intersections are optimized for C3H3
• at the D3h symmetry and 
for C6H6 at the D6h symmetry.  
 
 (a)      (b)         
  
Figure 1.1. Computed potential energy surfaces for the ground and the first excited state 
for cyclopropenyl radical (a) and benzene cation radical (b) along the gradient difference 
(g) and derivative coupling (h) vector directions (see text).   
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For C3H3
•, there are three possible spin combinations in the covalent VB space, 
each consisting of four orbital blocks to represent the -framework (18 electrons) and 
three singly occupied p-orbitals on carbon atoms. At the symmetry-induced conical 
interaction, the gradient difference (GD) and derivative coupling (DC) vectors are 
described by Paterson et al.,38 which are the e' normal vibrational modes lying in the 
molecular plane.38 The potential energy surfaces along these two coordinates are depicted 
in Figure 1.1.a for the ground and excited states. Restricting the planar geometry, 
distortion along the GD vector leads to a saddle point at C2v symmetry on the ground-
state PES with one short and two long CC bonds, which separates two energy minima, 
also of C2v symmetry but having one long and two short CC distances. Moving away 
from the C2v symmetry along the DC(h) direction results in a cone from MSDFT; 
however, TDDFT produces a spurious seam with KSDFT reference energy higher than 
the TDDFT excited state (not shown). 
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Scheme 1.1. Schematic representation of the valence bond configurations used in 
MSDFT for benzene cation radical. Deformation from the D6h Jahn-Teller geometry in 
the center along the gradient difference vector (red) leads to the quinoid configuration on 
the right, and the antiquinoid structure on the left. There are three equivalent pairs 
forming the moat around the conical intersection.  
 
The Jahn-Teller geometry and ultra-fast electron dynamics at the conical 
intersection of C6H6
+• can be probed by photoelectron spectroscopy, and have been 
studied by Robb and coworkers.39, 40 As pointed out by these authors,39, 40  the moat 
around the conical intersection is characterized by three pairs of quinoid and antiquinoid 
VB configurations with the former as the minima and the latter as the transition states on 
the ground-state PES. We used 12 configurations (Scheme 1.1), including different cation 
and radical combinations to represent the VB states in MSDFT, to yield the PES shown 
in the branching space (Figure 1.1.b). Following Vacher et al.,41 the vibrational mode that 
leads to the quinoid structure represents to the GD vector, and that has sheered motions of 
atoms on the opposite side corresponds to the DC vector (Scheme 1.1). The energies at 
the critical points in this minimum active space are about 0.2 to 0.3 eV higher than the 
CASSCF values,40 but the key features of the adiabatic potential energy surfaces are fully 
characterized in comparison with the CASSCF surface (Figure 1.1.b), in accord with the 
VB-based interpretation by Robb and coworkers.39, 40  
Photodissociation of NH3 to NH2 + H has been extensively studied and it is 
chosen because this process has been considered to embody the key challenges 
encountered in strongly correlated dissociative potential energy surfaces.42, 43  We 
employed 12 CSFs for the ground and excited states (Figure 1.2). Specifically, each -
bond is described by a spin-adapted covalent configuration 
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cov snAsnAN cc    along with two ionic states, and the n* 
state is represented by }){ˆ}{ˆ( | H
8
H
8aNHa snAsnAN ccexex   . In all calculations two of 
the N-H bonds are fixed at the experimental value (1.055 Å), which is slightly longer 
than MRPT result (1.039 Å), and the three H-N-H angles are kept at 120o.42  
The ground state (1 A1) minimum of NH3 has a C3v symmetry, and it is changed 
to D3h at the excited state (2 A1) equilibrium. The total energy of NH3 at the ground-state 
minimum is -56.51832 a.u. from MSDFT, which is slightly lower than the PBE0 value (-
56.51661 a.u.), suggesting that there is little double counting of correlation. The adiabatic 
excitation energy is estimated to be 6.10 eV (Figure 1.2), slightly greater than experiment 
(5.92-5.96 eV). Along the minimum-energy path of a stretched N-H bond (reduced to B1 
state), a saddle point is encountered before reaching the conical intersection between the 
two surfaces at a C2v symmetry. The conical intersection is located at 2.163 Å with an 
energy of 5.36 eV above ammonia, which is somewhat longer than the minimum-energy 
(5.16 eV) conical intersection point (1.990 Å) determined by Truhlar and coworkers;42 
the agreement is reasonable considering that the excited state geometries are not fully 
optimized in the present study. The transition state is found at 1.284 Å with a barrier 
height of 0.24 eV, in concert with the best available values (1.298 Å and 0.22 eV).42 The 
good agreement between MSDFT with experimental and computational results shows 
that the present multistate approach can provide quantitative description of the PES for 
ammonia photodissociation. For comparison, without including dynamic correlation in 
the CSFs using the mixed molecular orbital and valence bond (MOVB) method, the 
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computed bonding energy and excitation energy are, respectively, about 1 and 0.6 eV 
smaller than those from MSDFT and experiments. 
The insert in Figure 1.2 shows that the degeneracy at the conical intersection is 
lifted by moving away from the planar geometry, producing a correct double-cone 
topology using MSDFT. However, as shown previously,3, 14 KSDFT and TDDFT 
calculations result in a spurious curved seam of intersections due to incorrect 
dimensionality. Furthermore, these calculations also suffer from convergence and 
instability issues with imaginary eigenvalues. For comparison, CASSCF calculations 
require a (8,7) active space (490 determinants), but most are high-lying energy states that 
are unimportant to A1-B1 state coupling, while quantitative results can only be obtained 
with MRPT correction to account for dynamic correlation. In MSDFT, dynamic 
correlation is built into the CSFs, and a multistate approach using a standard density 
functional developed for KSDFT, with 12 CSFs (18 determinants) in the present study, is 
able to quantitatively capture the key features involving strongly coupled dissociative 
surfaces. 
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Figure 1.2.  Potential energy curves of the ground and n* excited states of planar NH3 
along a stretched N-H bond at the C2v symmetry using MSDFT and mixed molecular 
orbital and valence bond (MOVB) calculations. The two horizontal bars are the MSDFT 
and MOVB (WFT without dynamic correlation) energies at the optimized geometry of 
ammonia at the C3v symmetry. The insert depicts the double cone topology of the 
potential energy surfaces in the branching space as the dissociating hydrogen moving 
away from the planar geometry and the improper dihedral angle moves away from 
planarity. The PBE0 density functional and aug-cc-pVTZ basis set are used in MSDFT 
calculations.    
1.5. Conclusions 
 In summary, we propose a multistate density functional theory for treating 
systems with strong correlation and describing the conical intersections between strongly 
coupled dissociative potential energy surfaces. MSDFT is different from ensemble DFT 
because the electron densities and energies for ground and excited states are obtained on 
the same footing; a transition density functional is introduced to account for state 
interactions. If the ground state for a system is well separated from all other states, only 
one configuration is needed and MSDFT naturally reduces to KSDFT. In the limit that all 
virtual orbitals are included in the active space, MSDFT becomes FCI as in wave 
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function theory. Thus, MSDFT can be regarded as a hybrid DFT and WFT. The method 
is built on and makes use of the vast resources of the approximate density functional 
developed in KSDFT, yet it retains its computational efficiency to treat strongly 
correlated systems that are problematic using KSDFT, but too large for accurate WFT. 
Excellent qualitative and quantitative results have been obtained in the test cases, 
including Jahn-Teller active molecules and the photodissociaiton of ammonia. The results 
presented here show that MSDFT can be applied to photochemical processes involving 
conical intersections. 
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Chapter 2. Diabatic-At-Construction (DAC) Method for 
Diabatic and Adiabatic Ground and Excited States Based on 
Multistate Density Functional Theory  
 
Adapted with permission from A. Grofe, Z. Qu, D.G. Truhlar, H. Li, and J. Gao, J. Chem. 
Theory Comput. 13, 1176 (2017). Copyright 2017 American Chemical Society. 
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2.1.  Introduction 
The diabatic representation of potential energy surfaces (PESs) and their 
interactions is useful for electronically nonadiabatic processes, especially those involving 
conical intersections of the adiabatic states, because it provides a smooth description of 
the PESs and represents their couplings in terms of the smoothly varying off-diagonal 
matrix elements of the scalar electronic Hamiltonian.7, 25, 36, 44-50 In contrast, the adiabatic 
PESs, which diagonalize the electronic Hamiltonian, exhibit rapid variations and cuspidal 
ridges as functions of the nuclear coordinates in these regions, and the adiabatic states are 
coupled by the vector nuclear momentum operators; these couplings, called nonadiabatic 
couplings or derivative couplings, are not smooth with singularities at the cuspidal ridges, 
making them difficult to use in dynamic simulations.51, 52 The most common way to treat 
coupled PESs is by wave function theory (WFT) with multireference (MR) methods; 
however, accurate calculations are very expensive, usually restricting their applications to 
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small molecules. Density functional theory (DFT) may be the ultimate method in the 
long-term, but the currently available linear-response time-dependent density functional 
theory (TDDFT) has the wrong dimensionality for conical intersections involving the 
ground (reference) state.2, 5 (This shortcoming can be overcome by modifying the 
theory,3, 4, 14 but we shall not pursue that line of approach in the present article.) The 
present article considers a combination of DFT and WFT that goes beyond the current 
Kohn-Sham approximation53 and has advantages compared to using either alone. This 
article has two objectives: (1) to describe a multistate density functional theory (MSDFT) 
for constructing quasidiabatic states, and (2) to establish a relationship between the 
diabatic states obtained from MSDFT and those by the threefold-way diabatization 
approach.46, 54 
The nonadiabatic coupling matrix elements are  );(||);(  RrRr BRA , where 
 )(| Rr;A  and  )(| Rr;A  are adiabatic wave functions for states A and B, and r and 
R specify respectively electronic and nuclear coordinates.55 Diabatic states (sometimes 
called quasidiabatic states) are those that make the coupling by nuclear momentum 
operators negligible or as small as possible. In the general case the nonadiabatic 
couplings cannot be made to completely vanish,56 and the transformation to states that 
make them small is not unique. Numerous approaches have been proposed to model 
diabatic states.50, 57-63,49, 64-68,46, 54, 69-72,73-76 A thorough comparison of these methods is 
beyond the scope of this work, but, instead, we roughly classify them into two categories 
on the basis of the relationship between diabatic and adiabatic states: (1) adiabatic-to-
diabatic (ATD), and (2) diabatic-at-construction (DAC).  
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2.1.1. Adiabatic-To-Diabatic via similarity transformation:  
The ATD category involves similarity transformations of adiabatic states to yield 
orthogonal diabatic states. In some of these methods, the diabatic states when 
diagonalized exactly reproduce the adiabatic PESs. A prerequisite is a set of adiabatic 
states, including (usually) the ground state and the relevant excited states, and the 
resulting diabatic states depend not just on the diabatization method but also on the 
choice of how many and which states to include in the transformation. Then, a similarity 
transformation is used to produce a diabatic representation having the desired properties. 
The adiabatic states can be obtained qualitatively from multiconfiguration self-consistent-
field (MCSCF) calculations such as the state-averaged complete-active-space type (SA-
CASSCF),77 but this method does not yield quantitative PESs because of insufficient 
dynamic correlation. More quantitative results can be obtained by multireference 
perturbation theory (MRPT)78-80 or multireference configuration interaction (MRCI).9-11 
These methods are restricted to relatively small molecules by high computation costs. For 
larger molecular systems, Kohn-Sham density functional theory (KS-DFT) and linear-
response time-dependent DFT (TDDFT) are more efficient ways to include dynamic 
correlation.1 Here we use a multistate approach19, 26, 53 that extends the approximate 
density functional theory beyond KS-DFT for applications to photochemistry.  
Given a set of adiabatic ground and excited states, one diabatization procedure is to 
minimize the derivative couplings along a given reaction path by making use of energies, 
gradients, and derivative couplings at selected points.49, 67, 68 Another strategy is to 
approximate the diabatic states according to pre-defined, smoothly varying orbitals along 
  23 
with the condition of configurational uniformity.46, 50, 54, 69, 70 Alternatively, one could 
carry out orbital-free diabatization by employing dipole moments, quadrupole moments, 
electrostatic potentials, and transition moments, and these have been used recently and 
tested on several molecular systems.75, 76 Several other ATD diabatization schemes are 
available, and the reader is referred to recent papers for additional methods and additional 
references.81-83 
2.1.2. Diabatic-At-Construction by experimental validation 
The diabatic states in the DAC category are often non-orthogonal. For example, 
they may be chosen on the basis of the electronic configurations of reaction products at 
the asymptotic dissociation limits, and the valence bond (VB) character of the electronic 
state may be maintained at all molecular geometries.18, 19, 24, 25, 36, 84-87 Rather than back-
transforming the delocalized adiabatic states, the diabatic states are constructed in the 
first place as the spin-adapted configuration state functions (CSFs) that serve as a basis 
for direct calculation of the adiabatic ground state and excited states. Although diabatic 
states are not unique56 and their properties are not physical observables, states of the 
DAC type can be validated by comparison with experiments on observables of the 
resulting adiabatic ground and excited states. Such comparisons can also provide 
physically meaningful interpretations of delocalized adiabatic states.  
A procedure to construct diabatic states by contracting the eigenvectors from ab 
initio VB calculations has been described;36 it involves a CSF space of the multi-
configuration self-consistent-field (MCSCF) type. In practice, VB-based diabatic states 
can be conveniently formulated by block-localized molecular orbitals (BLMO) according 
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to the Lewis resonance structures for a given chemical system,88-90 and this has been used 
in the mixed molecular orbital and valence bond (MOVB) method for studying chemical 
reactions and charge transfer processes in the context of combined quantum mechanical 
and molecular mechanical (QM/MM) simulations.24, 25 The use of BLMO or block-
localized Kohn-Sham (BLKS) orbitals reduces a large number of valence bond 
configurations to a manageable number; only those critical to a given system are retained 
in a way analogous to the spin-coupled valence bond theory.34, 35 This method has been 
extended to density functional theory, in which case it is called multistate density 
functional theory (MSDFT),19, 26, 53, 91, 92 and this is the method that is used in the present 
work.  
A related approach is constrained density functional theory87 that confines the 
electron density within finite spatial regions to define constrained states. For comparison, 
localized states are defined in orbital space in MSDFT.  The difference is reflected in the 
computed transfer integrals for electron transfer reactions, where constrained DFT 
showed,93 incorrectly, non-exponential dependency with donor-acceptor distance and the 
computed values can vary as much as five orders of magnitude with different fractions of 
Hartree-Fock exchange used in a functional.93  MSDFT does not suffer from electron-
transfer contamination of diabatic states found in spatial localization of density, and there 
is little-to-no dependency on the amount of HF-exchange used.26 
The LiH molecule, being the second simplest two-electron chemical bond (after the 
hydrogen molecule), has been intensively investigated; it has a strong ionic–covalent 
mixing and a prominent ionic–covalent curve crossing.94-99  In the following, we illustrate 
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the block-localization procedure to form the DAC states by considering the four lowest 
1  states of LiH, which we describe by MSDFT. LiH is chosen because this simple 
system provides a challenging case for treating avoided state crossings, spanning a 
coordinate range from the bonding region to more than 10 Å in interatomic separation, 
and the states of LiH have been extensively studied both experimentally96, 100 and 
theoretically so they provide a good case for validation of the present method.94-96, 98, 99  
The method is explained in sections 2.2 and 2.3. In section 2.4, we compare the 
computed energetic and geometric results for the adiabatic states with experiments and 
computational results from accurate wave function theory. This provides a validation of 
the adequacy of the DAC states as a basis and of the computational accuracy of the 
MSDFT method. Then we discuss the difference between non-orthogonal and orthogonal 
diabatic states and some consequences of varying orthogonalization procedures. 
Differences and similarities are found in the diabatic states obtained by MSDFT19, 26, 53 
and by previous diabatizations.50, 75, 76 
2.2. Methods 
The MSDFT method19, 53 belongs to the “dynamic-then-static” (DTS) scenario 
described by Liu for treating electron correlation.20, 22 There are two computational steps 
in the DTS approach: (1) the construction and optimization of a set of active states, in 
which dynamic correlation is first incorporated, and (2) the diagonalization of the 
configuration interaction (CI) Hamiltonian to include static correlation and to yield the 
adiabatic ground- and excited-state energies. In the present discussion, it is illustrative to 
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further divide the first step into three stages. (a) We first construct and variationally 
optimize a set of PN  Slater determinants formed from block-localized orbitals (see 
below). (b) Then, the determinants are combined to yield pN  spin-adapted CSFs 
},1,; {| bA NA  . (c) Finally, the CI matrices of CSFs of the same symmetry are 
diagonalized, resulting in a set of variational diabatic configuration (VDC) states.36 The 
state functions in either stage b or stage c, which span the same space and therefore yield 
identical adiabatic states when diagonalized, constitute what we call a primary space or 
the active space, and they are used to perform configuration interaction calculations in 
step 2. The calculations of stage a are labeled block-localized Kohn-Sham density 
functional theory (BL-KS-DFT or, for short, BLKS). The calculations in all other steps or 
stages are labeled as multi-state density functional theory (MSDFT). 
The active states may be regarded as contracted functions from a larger 
configuration interaction wave function. The dynamic then static scenario is carried out 
by MSDFT, in which the dynamic correlation in the contracted functions is described by 
an extension of KS-DFT using the determinants that define the individually localized 
states in the active space.19, 26, 53 In this section, we first illustrate the method to construct 
the diabatic states to form the active space, making use of the four lowest singlet states of 
LiH as an example. Then, we describe the procedure to determine the effective 
Hamiltonian in MSDFT.  
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2.2.1. Step 1(a): Block-localized Kohn-Sham Density Functional Theory  
Although delocalized Kohn-Sham orbitals can be used to construct the 
determinantal functions of step 1 that form a basis for the CSFs of step 1(b), in the 
present context where our goal is to define diabatic states, it is more convenient to use 
localized VB configurations.24, 25, 36, 91 The VB description of Lewis structures is 
particularly illustrative to understand the asymptotic limits of diabatic states in this work, 
but one can certainly use the delocalized molecular orbital (MO) picture, as in standard 
MCSCF approaches, to define spin-adapted configurations. 
For an n-electron molecule, the atomic orbital basis functions and electrons of the 
system are partitioned into AM  blocks, also called fragments, according to the Lewis 
structure of state A. Let bn  and b  denote respectively the number of electrons and 
basis functions in fragment block b (where nnn
AM
1 ). We use block-localized 
Kohn-Sham (BLKS) orbitals;19 these are linear combinations of the atomic orbital basis 
functions restricted to a given block. The determinant function for configuration A is  
    }{ˆ | 1
A
M
A
AA
A
AN       (2.2.1) 
where Aˆ  is the antisymmetrizer, AN  is a normalization factor, and 
A
m  specifies a 
product of the BLKS orbitals of block m.24, 25  
2.2.2. Step 1(b): Construction of CSFs. 
 The qualitative VB description of LiH has been lucidly presented by Mo et al.,84 
and their presentation is consistent with findings of the present study. Here, the atomic 
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basis functions are conveniently divided into five blocks, one set of four blocks (the core, 
2s, 2p, and 3s/3p) on Li and one block (1s) on H. Spin-adapted CSFs are constructed 
by combining several determinants to represent the corresponding covalent and ionic 
states. Specifically, for LiH, the minimum diabatic representation of the four low-lying 
1  adiabatic states, labeled here (as usual) as the X, A, C, and D states in order of 
increasing energy, includes seven CSFs, consisting of twelve determinants. They 
correspond to the ionic and covalent (2s) states, and the 2p, 3s, and 3p excited states of 
the Li atom: 
}]{ˆ}{ˆ[ )]H)(Li[(| 11
1
2
21
1
1
2
2
22 sscsscss AAN  
••
  (2.2.2.a) 
|Yion[(Li
+)(H-)]>  = NionAˆ{jc
2j1s
2 }    (2.2.2.b) 
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where jc ,  j2s,  j2p ,  j3s,  and j3p  are the core (1s), valence (2s and 2p), and Rydberg-
type (3s and 3p) BLKS orbitals located on lithium, s1  and sH 2  are basis orbitals on 
the hydrogen atom, and 
1  and 
1  respectively indicate single occupation by an electron 
with respectively  or  spin. Equation 2.2.2 defines singlet states that are eigenfunctions 
of both the 2Sˆ  and zSˆ  operators, and triplet states can be analogously represented, but 
for brevity they are not explicitly shown here.  
The ionic configuration  )]H)(Li[(| 

  slightly affects the adiabatic state 
energies by about 1 kcal/mol (~0.04 eV), but otherwise it does not make significant 
contributions to bonding. In addition, the 3s-2s bonding interaction between lithium and 
hydrogen ( s2H ) is much higher in energy and makes negligible contributions to the 
low-lying adiabatic states. They are included in test calculations and kept to obtain the 
adiabatic energies, but we will not further discuss these two states (  )]H)(Li[(| 

 and 
 )]H)(Li[(| 2/2 
••
ss ) . 
2.2.3. Step 1(c): Configuration interaction.  
In step 1(a), the BLKS determinants were independently optimized as in standard 
KS-DFT, except that the electron densities are obtained using non-orthogonal orbitals.19 
In step 1(b), the singlet (and analogously triplet) CSFs, as given by equations 2.2.2.a, and 
2.2.2.d-g, were obtained by diagonalizing the corresponding spin-coupled Hamiltonian 
matrix. These CSFs are not necessarily the diabatic ground and excited states. In step 
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1(c), to obtain diabatic excited states, the CI matrices of CSFs of the same symmetry, 
e.g., 2s and 3s, and 2p and 3p, are diagonalized, resulting in a set of variational 
diabatic configuration (VDC) states.36 The VDC states are also called valence-bond 
diabatic states, and they are compared in section 2.4.2 to the diabatic states obtained by 
the threefold way from SA(4)-CASSCF and XMC-QDPT calculations as previously 
reported in references 50 and 75.  
Throughout this article, we use the indices A, B, … to specify the basis 
configurations from any one of the three stages, and I, J, … to indicate adiabatic states. 
We note that the choice of fragmental blocks is “natural” and chemically intuitive 
for bond forming and breaking processes. Thus, the VB-picture is used in this work. For 
small and medium (~100 atoms) sized molecules, conjugated or not, one can use 
delocalized orbitals to define configuration space as in MCSCF approaches. For large 
systems, fragmentation can reduce computational costs. However, for large and 
extensively conjugated systems (such as graphene), there is probably no simple way to 
have both efficiency and accuracy both for the ground and excited states. To this end, it is 
of interest to compare the basis states defined by equation 2.2.2 with the spin-coupled 
valence bond (SCVB) method34, 35. In SCVB, delocalized single-electron orbitals are used 
among which all spin-coupled configurations are included. In MSDFT, orbitals are block 
localized and spin coupling is taken into account only between blocks critical for bonding 
interactions (e.g., the electron pair involved in the dissociation of a single bond). A single 
block-localized determinant (BLKS determinant) is employed to approximate the SCVB 
function for the entire block, greatly reducing the number of configurations in the active 
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space. Importantly, dynamic correlation is incorporated in the reference functions in 
MSDFT, whereas it is treated as a post-SCF correction in SCVB.34, 35 
2.2.4. Step 2: Multistate Density Functional Theory:  
The adiabatic ground and excited state energies in the DTS scenario are obtained, in 
the second (final) step of the method, by configuration interaction among the basis states 
defined and optimized in the active space.19, 53 In particular, the diagonal matrix elements 
of the effective Hamiltonian are simply the KS-DFT energies for the corresponding states 
} ,1,; {| pA NA  .
19 In the present case of LiH, Np  is 7, as constructed from 12 
BLKS determinants. It is convenient to first consider the determinant representation to 
describe the matrix elements as follows:19  
    )]([)(
msKS Rr;R AAA EH     (2.2.3.a) 
where )(
ms Rr;A  is the electron density of configuration A, determined from the orbitals 
that form the determinant  )(| Rr;A .  We note that any standard exchange-correlation 
functional )]([
msKS
rAxcE   can be used to obtain )]([
msKS
rAE  . In the CSF basis, the matrix 
elements can be conveniently obtained using the transformation matrix defined by 
equations 2.2.2.a-g: 
    )()(2)( 2 RRR AAAAABB HHNH    (2.2.3.b) 
where B  specifies a spin-adapted CSF, and A  and A  specify determinants with spin 
exchanges in equation 2.2.2. Note that AAAA HH  , and )()(
* RR AAAA HH   defined 
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below. If the VDC states are used, a similar transformation will be used with the 
corresponding transformation matrix. 
The off-diagonal matrix elements could in principle be determined by WFT.23-25 
This would involve the transition density  BAAB |)(ˆ| )( rr  . However, a 
transition density functional (TDF)53 )]([TDF rABE   between states A|  and B|  
does not exist within the KS-DFT framework.  )]([TDF rABE 
 
might be derived by 
multiconfigurational approaches53 and by analogy to methods101 used for electron 
scattering. Here though, we approximate it in MSDFT by two contributions:  
      )]([|| )]([ TDFTDF rr ABcBAABAB VHEH               (2.2.4) 
where H  is the electronic Hamiltonian. The first term in equation 2.2.4 is the electronic 
coupling between the non-orthogonal wave functions, and it is evaluated as an integral 
between non-orthogonal determinants, which has been used in the MOVB approach.24, 25. 
The second term in equation 2.2.4 is a transition density contribution.19, 24-26, 53, 92 Note 
that both exchange and static correlation are  included in the first term, whereas only 
dynamic correlation is in the second term.53 We then approximated the second term of 
equation 2.2.4 by an overlap-weighted average of the KS correlation energies for the two 
interacting states:19, 26  
)])([)]([(
2
)]([ msKSmsKSTDF rrr BcAcABABc EESV 

    (2.2.5) 
where   is unity in the present work (in later work this parameter or functional could be 
optimized to fit experimental results), where ABS  is the overlap integral  BA | , 
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and where 
KS
cE  specifies the correlation energy in the corresponding diagonal matrix 
element (as obtained from the exchange-correlation functional).1 
The adiabatic ground and excited states are obtained as the eigenvalues }{ IE  and 
eigenvectors }{ AII CC  of the generalized secular equation: 
     SCHC E       (2.2.6) 
where E  is a diagonal matrix of the adiabatic energies, and S  and C  are the overlap 
matrix and configuration coefficient matrix. The BLKS determinants in equation 2.2.2 
are used to determine the overlap matrix, and the computational procedure is identical to 
that used in MOVB.24, 25 The densities and energies for the adiabatic states are then given 
by 
  )}()({)( ms2
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  (2.2.8) 
Equations 2.2.7 and 2.2.8 shows that both the ground state ( 0I ) and excited states 
( pNI 0 ) are treated on the same footing. Consequently, the method provides 
energies for all states described by the basis configurations in the active space, and, 
unlike linear-response TDDFT, the CI matrix has the correct structure to properly 
describe all conical intersections (even those involving the ground state) and to treat 
weakly (and strongly) avoided crossings for nonadiabatic processes.19, 53 Equations 2.2.7 
and 2.2.8 represent a hybrid wave function and density functional theory that goes 
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beyond the Kohn-Sham approximation of DFT from a single determinant for the ground-
state density to a multi-determinant representation of ground and excited states. It would 
be interesting to compare MSDFT19, 53 to multi-configuration pair-density functional 
theory,102 but that is beyond the scope of this article. 
2.3.  Computational Details 
In the present study, we consider the four low-lying 1  states of LiH, which are 
modeled by the active space defined by equation 2.2.2. At interatomic separations near to 
and shorter than the ground-state minimum, contributions from higher states play an 
important role in the various adiabatic states, especially for the second and third excited 
states, S2 (C) and S3 (D), making their detailed behavior even more interesting and 
complex. The present six (actually seven if the relatively unimportant 2s(H) is counted) 
CSFs are sufficient for illustrating the complicated electronic couplings in LiH.  
The atomic orbital bases are approximated using the aug-cc-pVTZ basis set.103 For 
Li, the basis set is further divided into four blocks,: (1) the 1s-core and 2s valence 
orbitals, (2) the 2p orbitals with  symmetry along the bond axis direction as well as d-
orbitals of the same symmetry, and (3) and (4) the 3s and 3p orbitals representing 
Rydberg states. All remaining orbitals are grouped into the first block for convenience (a 
fifth block could be used, but they make no contribution to the bonding energy due to 
orthogonal symmetry). For the 3s orbital, the standard diffuse function is replaced by the 
diffuse basis function in the Dunning-Hay basis set104 (this gives a slightly better energy 
for the 3s state of Li atom from MSDFT calculations), whereas the 3p basis functions are 
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given by the diffuse p functions in the aug-cc-pVTZ basis. Similarly, the aug-cc-pVTZ 
basis is either used directly for the hydrogen atom, or it separated into two blocks with 
the diffuse s orbital to represent its Rydberg state. Unless special emphasis is needed, in 
the remainder of the article, we simply use the standard expression of aug-cc-pVTZ, 
rather than employing a different notation to represent the small difference in the diffuse 
basis for lithium.  We have not attempted to optimize basis functions specifically to 
model Rydberg states since this is not the main purpose here; the unoptimized nature of 
the basis will introduce errors for the upper states. The excitation energies for the 2p 
(
oP2 ) 3s ( S2 ), and 3p (
oP2 ) states of Li atom are 1.650, 3.493, and 3.822 eV from 
MSDFT compared with the experimental values of 1.848, 3.373, and 3.834 eV.105 Thus, 
there is an error of about 0.2 eV in the atomic spectra; this kind of error (due to basis set 
used) will be transferred to the molecular description. 
The configurations defined in equation 2.2.2 are built from determinants that are 
variationally optimized using the hybrid PBE0 density functional;106, 107 the 
computational algorithm has been described previously.19 Either the CSF states36 or the 
VDC states are subsequently used to solve equation 2.2.6, and they yield the same 
adiabatic ground and excited state energies, but the latter basis can be used in analysis of 
the DAC states.  In principle, the BLKS orbital coefficients and configuration coefficients 
can be simultaneously optimized as in standard ground-state MCSCF methods, resulting 
in a set of consistently optimized diabatic configurations (CDC states).36, 86  Although the 
use of CDC states optimized for the ground states can lower the adiabatic ground-state 
energy, to obtain diabatic excited states useful for bonding analysis it would be preferable 
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to use state-averaged optimization. Since the CDC diabatic states are not variationally 
optimized, they are not particularly useful for analysis and for understanding of bonding 
interactions (for example, resonance energy). Thus, we do not further pursue the CDC 
states in this study. 
The computational results are dependent on the functional used since MSDFT relies 
on a single-determinant functional for the configurational state. Given a functional used, 
it defines the condition for the transition density functional (TDF). Therefore, the relative 
(and absolute) energies of the diabatic (basis) configurations are fully defined by the 
specific functional used.  We have found that the PBE and PBE0 functionals perform 
well with the MSDFT method, especially for charge transfer processes.26, 108   
SA-CASSCF77 and MS-CASPT278 calculations are also performed using the 
standard aug-cc-pVTZ basis set for comparison. Four states are used in the state-average 
optimization with equal weights, and they are also treated in the multistate perturbation 
calculation. The Molpro program is used for these WFT calculations,109 while MSDFT is 
carried out using a locally modified version of the GAMESS program.110 All 
computations are performed on computer clusters in our laboratory at Jilin University and 
at the Minnesota Supercomputing Institute. 
2.4.  Results and Discussion 
The ground state of LiH is known to be dominated by the ionic 
configuration, |Yion[(Li
+)(H-)]>, whereas the dissociation limit of the ground state 
consists of two neutral atomic radicals corresponds to the covalent configuration 
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 •• )]H)(Li[(| 2s . At short interatomic distances, the excited states are characterized by 
strong interactions involving several high-lying states, giving rise to further 
complications. The potential energy curves for the four singlet adiabatic states from 
MSDFT are shown in Figure 2.1, along with the MS-CASPT2 results for comparison, 
and those for the four lowest triplet states are displayed in Figure 2.2. The main purpose 
of this section is to show that the present MSDFT method can provide a reasonably 
quantitative description of the system (≤ 0.3 eV), and that it can be used to provide 
insight into the diabatic representation of the potential energy curves. 
 
Figure 2.1.  Adiabatic potential energy curves for the four lowest 1  states of LiH as 
functions of interatomic distance from MSDFT (dashed curves) using the PBE0 density 
functional and from MS-CASPT2//SA(4)-CASSCF(2,9) calculations (solid curves).  The 
aug-cc-pVTZ basis set with the diffuse s-function replaced by that of the Dunning-Hay 
basis (simply denoted by aug-cc-pVTZ throughout) is used in all MSDFT computations, 
whereas the standard aug-cc-pVTZ basis is used in wave function methods.  
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Figure 2.2.  Adiabatic potential energy curves for the four lowest 
3  triplet states of 
LiH (a, c, d, and e in order of increasing energy) as functions of interatomic distance 
from MSDFT (solid curves) using the PBE0 density functional, and from MS-
CASPT2/SA(4)-CASSCF (dashed curves).  The aug-cc-pVTZ basis set is used in all 
computations (see caption of Figure 2.1).  
 
2.4.1. Adiabatic Potential Energy Surfaces 
We compare the MSDFT potential energy curves to MS-CASPT2 results; both the 
qualitative trends and quantitative results from MS-CASPT2 calculations agree well with 
more complete or more accurate studies.94-96, 98-100 The present MSDFT method does not 
involve the high cost of a SA-CASSCF computation, but it includes all dynamic 
correlation at the stage of diabatic (basis) state construction, yielding results comparable 
or better than the more expensive MS-CASPT2 calculation. Furthermore, the number of 
configurations in the active space is smaller in the present method (12 determinants vs. 
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45 in the (2,9)-CAS) an advantage of the DTS scenario. There is also no complication in 
MSDFT due to intruder states.  
Table 2.1 summarizes the energies and the corresponding bond distances at the 
critical points on these potential energy curves. Note that computations are performed 
using grids with 0.1 to 2 Å intervals (depending on the region), which bracket the 
precisions of bond distances at the critical points. The global minimum of LiH from 
MSDFT has a bond length of 1.6 Å with a bond dissociation energy of 2.22 eV, in 
reasonable agreement with the experimental results (1.596 Å and 2.515 eV)100 and MS-
CASPT2 data (1.588 Å and 2.449 eV) as well as MRCI results (Table 2.1).94, 96 The small 
discrepancy (0.3 eV) in bond energy is primarily due to basis set effects in the MSDFT 
calculation; the deviation is reduced by 0.1 eV if we switch to the aug-cc-pVQZ basis set. 
Another key energetic quantity is the bond energy relative to the ionic dissociation limit 
(7.18 eV); this also agrees well with the experimental value (7.15 eV).100  
Turning to the excited states, we find that the potential energy curves determined 
using MSDFT are generally in good agreement with those from MS-CASPT2 as well 
with those from MRCI studies,94, 96 except for states C and D at short bond distances, 
where the MSDFT energies are about 0.4 eV higher than the MS-CASPT2 values. This 
difference may be due to limitations in the basis set used to approximate the Rydberg 
states or to interactions involving high-energy states that are not included in the VB-
localized picture. Overall, the computed vertical and adiabatic transition energies to the 
A, C, and D states agree well with MS-CASPT2 results, typically within 0.2 eV for the 
former and within 0.3 eV for the latter. The experimental excitation energy for the A state 
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is 3.29 eV, which lies between the computed vertical and adiabatic excitation energies 
(Table 2.1).96, 100, 111  
The MSDFT calculations correctly yield a stretched bond for the first excited state. 
It has an equilibrium distance of near 2.5 Å; this may be compared with the experimental 
value of 2.596 Å,100 and a somewhat shorter bond distance (2.25 Å) from MS-CASPT2 
(Table 2.1). The bond energy for the A state is estimated to be 0.95 eV from MSDFT, as 
compared to 1.08 and 1.05 eV from MS-CASPT2 and experiment.96, 100 The C state 
consists of two energy minima roughly at 2.125 and 5.0 Å on the MSDFT potential 
energy curves, and the corresponding equilibrium distances are 2.117 and 5.292 Å at the 
MS-CASPT2 level. The bond energies are 0.6 to 0.9 eV at the longer separation. The 
inner minimum is produced through interactions involving several states (Figure 2.1), 
with primary contributions from the 3s(Li) and 3p(Li) states. Among theoretical studies, 
comprehensive investigations of the LiH molecule up to the 4p state are given in 
references 95, 96, 99, and the specific features and locations of all avoided crossings 
found in Figure 2.1 mirror those reported in earlier work very well.  Overall, the 
agreement in qualitative trends of the potential energy curves and in quantitative energies 
and geometries between MSDFT and MS-CASPT2 along with experimental data shows 
that the present MSDFT approach can provide a good description of the ground and 
excited states for LiH. 
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Table 2.1.  Bond energies ( eD ) and adiabatic excitation energies ( eT ) in eV, and 
geometries in Å for the ground (X) and the first three excited states (denoted as A, C, and 
D) of LiH. The aug-cc-pVTZ basis set is used in all calculations using the multistate 
density functional theory (MSDFT) and complete-active-space second-order perturbation 
theory (MS-CASPT2).  The PBE0 density functional is used in MSDFT; the (2,9) active 
space is employed for MS-CASPT2.  
 
Propertya MSDFT MS-CASPT2 MRCI94 Expt.57, 100 
10  , XS  
eR   1.6 1.588 1.589 1.595 
eD   2.223 2.449 2.522 2.515 
LiH → Li+ + H- 7.180   7.151 
11  ),2( ApS  
eR   2.5  2.249 2.577 2.596 
eD   0.95 1.05 1.077 1.076 
eT   2.92
 3.24 3.29 3.288 
Tvert
b
 3.40    
12  ),3( CsS  
Re(in) 2.125 2.117 2.023 2.02
111 
Re(o)  5.0  5.29 5.384 5.37
111 
R¹  2.5 2.91   
DEdiss
¹  c
 
0.12 0.06   
De(in)
 
-0.17 0.14 0.16  
De(o)
 
0.95 1.08 1.15 1.05111 
Te(in)
 
5.88 5.65 5.74  
Te(o)
 
4.78 5.21 4.85 4.8357 
13  ),3( DpS  
Re(in) 1.9, 2.75 2.1 2.8
57  
Re(o)  10 7.9 10.5
57  
De(in) 0.06 0.25  0.33
57  
De(o) 0.29 0.24 0.33
57  
Te(in) 6.0 6.2 5.9
57  
Te(o)  5.7  5.9
57  
a(in) and (o) specify the inner energy minimum and outer energy minimum, respectively. 
bVertical excitation energy at ground-state equilibrium geometry. 
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c
 dissE  denotes the barrier higher for dissociation (in eV) 
 
The triplet states of LiH have also been studied computationally, although there 
appears to have little information available from experiment.  Representative reports can 
be found in references 95, 96; the weakly avoided crossing between the c (T2) and d (T3) 
adiabatic states at about 2.1 Å in Figure 2.2 is clearly shown in the earlier studies. The e 
(T4) state in Figure 2.2 has a sharper increase in energy at short distance than that 
obtained in previous studies;95, 96 this suggests that orbital hybridization may be required 
and basis set limitations may need to be overcome for describing these high-lying 
Rydberg states.  
2.4.2. Valence-Bond Diabatic States 
The potential energy curves for five of the seven VB basis states are shown in 
Figure 2.3, excluding the high-energy Li(2s)H(2s) covalent configuration and the reverse 
ionic state (Li-)(H+) since they make relatively minimal contributions to bonding 
interactions. These are the block-localized, nonorthogonal VDC states with the upper 
(Rydberg) states orthogonalized to the low-energy electronic CSFs (equations 2.2.2) of 
the same symmetry. These VB diabatic states approach the dissociation limits of the 
corresponding adiabatic states by construction. Significantly, the valence characters 
defined in equations 2.2.2 are kept at all geometries.  
A most striking observation of Figure 2.3 is that the ionic state spans the entire 
relevant energy range, from being the lowest energy diabatic state at the global minimum 
to becoming the highest energy state at the dissociation limit. The ionic diabatic state 
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crosses at distances about 2.5, 4.2, 10, and >12 Å, respectively, with the 2s, 2p, 3s, and 
3p covalent states of lithium that have been considered.  These diabatic crossings also 
create some of the most intriguing strong non-adiabatic couplings among the adiabatic 
potential energy curves. For instance, the 2s state indeed transforms smoothly to the 
adiabatic ground state, X(S0), at the dissociation limit, but the non-orthogonal “pure” 
atomic covalent state does not start nor approach the first adiabatic excited state, A(S1), at 
short bond distances. In fact, none of the VB-diabatic states alone can provide an 
adequate description of the adiabatic surfaces at short bond lengths, except the accidental 
superposition between the D(S3) adiabatic state and the 3p-diabatic state (see below). The 
adiabatic states are typically mixtures of at least three major VB states in the present case. 
This is shown by the adiabatic ground state as an admixture of the dominant Li+H- ionic 
state with the bonding combination of the 2sp hybrid of Li and the 1s orbital of 
hydrogen. The first excited state includes the antibonding combination of the 2s and 2p 
orbtials of Li with 1sH. The loosely bound minimum at about 5 Å on the C(S2) state can 
be attributed to the strong Coulomb attraction in the ionic VB state. 
Note that the 3s and 3p VB-diabatic states displayed in Figure 2.3 are not the 
variationally optimized energies from the functions defined by equations 2.2.2.e and 
2.2.2.f, which are non-orthogonal to the lower states of same symmetry. Their energies in 
Figure 2.3 are obtained by configuration interaction involving states with the same 
symmetry.  Consequently, some upper states exhibit effects of coupling, e.g., on the 3s 
surface (solid-red curve).  It is interesting to note that the lithium 2s-3s configuration 
interaction has little effects on the energy of the 2s valence state, but the overlap-induced 
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increase in energy of the variationally optimized 3s state is more profound (resulting in 
the solid-red curve). 
 
Figure 2.3. (a) Valence-bond diabatic (solid curves) and adiabatic (dashed curves) 
potential energy curves of LiH as a function of interatomic separation optimized by 
multistate density functional theory (MSDFT). The PBE0 density functional along with 
the aug-cc-pVTZ basis set (see Figure 2.1) are used in all calculations. (b) Diabatic 
potential energy curves obtained by the Three-Fold-Way diabatization approach.  
Adapted from Figure 2.5 of reference 75 with permission by the American Institute of 
Physics. 
 
2.4.3. Orthogonal Diabatic States 
The diabatic states are typically expressed as orthogonal states,86, 112 and in this 
section we discuss the orthogonalized diabatic states. An example of the diabatic 
representation of the potential energy curves for LiH from the threefold way diabatization 
method is reproduced in Figure 2.3.b. Orthogonality makes the expression and 
computation of nonadiabatic dynamics simpler, but in the DAC approach, diabatic state 
functions are variationally optimized and only states of the same symmetry are 
orthogonal by configuration interaction; in general, the full VDC basis states are non-
orthogonal. Although the adiabatic potential energy curves are similar in Figure 2.3, the 
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qualitative trends of the non-orthogonal diabatic states from the DAC approach (Figure 
2.3.a) and the orthogonal ones (Figure 2.3.b) from the ATD transformation have very 
different appearances, except the ionic state. One can orthogonalize the VB-diabatic 
configurations by similarity transformation so that they can be directly used in 
nonadiabatic dynamics simulations. Is it possible to reproduce similar qualitative features 
as that expressed in the orthogonal diabatic states in Figure 2.3.b, starting from the non-
orthogonal VB states in Figure 2.3.a? If so, what are the main quantitative differences? 
These are the questions to be addressed in this section. 
 Unfortunately, orthogonal transformation is not unique from the set of well-defined 
VB-diabatic states112.56 Here, we examine several orthogonal transformation procedures 
and compare the results with the well-tested threefold-way diabatization approach. One 
seemingly appealing approach is the Löwdin transformation using 
2/1)( S , where S  is 
the overlap matrix of the VB-diabatic states, which transforms the original vectors into 
orthogonal ones in a least-square sense by mixing all configurations. This turns out not to 
be a good choice since the potential energy curves of the resulting states are severely 
distorted such that they resemble neither the original diabatic states nor the adiabatic ones 
(not shown here, but see reference 86 for another system).  
The Gram-Schmidt (GS) orthogonalization method can maximally preserve the 
characters of each individual state sequentially; here, we follow the order of increasing 
energy – ionic, 2s, 2p, 3s, 3p, the “reverse ionic”, and the H-2s diabatic states – to 
describe the four lowest 1  states of LiH. A set of four different GS transformations of 
the VB-diabatic states into orthogonal ones, all of which yield the same adiabatic 
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potential energy curves, are shown in Figure 2.4. They differ in the way of mixing some 
basis CSFs prior to the GS transformation:  
(a) direct GS orthogonalization; 
(b) an equal mixture of 2s and 2p states of Li,  
) ( 22
'
2 psbs N   and ) ( 22
'
2 spbp N   
where bN  is a normalization factor; 
(c) the same sp-mixing as in (b) scaled by the overlap integral,  
) ( 2222
'
2 ppsscs SN   and ) ( 2222
''
2 spspcp SN  ;  
(d) the inclusion of a small amount (25%) of the 2s-covalent state (also overlap-
dependent) in the ionic configuration 
) ( 2222
'
2 ppsscs SN  , ) ( 2222
''
2 spspcp SN  , and  
Yion
' = Nd (Yion  +0.25S2s2pY2s ) .   
Gram-Schmidt orthogonalization by keeping the valence character of the ionic state 
immediately leads to the familiar curve-crossing features between “neighboring” diabatic 
states to yield various avoided crossings in the adiabatic curves (Figure 2.4.a). However, 
the direct GS orthogonalization of the VB diabatic state vectors does not produce a 
diabatic state closely resembling the first excited state; the latter is formed as a result of 
antibonding and bonding combinations of the 2s(Li) and 2p(Li) states with hydrogen’s 
1s(H), i.e., an sp-hybrid. A simple mixture of 2s(Li) and 2p(Li) configurations is not 
chemically physical, yielding both states having the same energy at the dissociation limit 
in Figure 2.4.b. The sp-hybridization takes place due to chemical bonding interactions at 
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short interatomic distances, which is overlap dependent. As a result, the bonding patterns 
seen in the threefold-way diabatization procedure are reproduced in Figures 2.4.c and 
2.4.d when the 2s-2p mixing is scaled by the overlap integral; Figure 2.4.d also includes a 
small portion of 2s-covalent character in the ionic state. 
Figures 2.4.c. and 2.4.d shows that the (Li)+(H)- ionic state is dominant in the 
ground state near the equilibrium geometry, both in the orthogonal diabatic state 
representation and in the non-orthogonal VB representation in Figure 2.3.a. The ionic 
state smoothly transforms to its dissociation limit, crosses with all other diabatic states, 
and approaches the S3 adiabatic excited state at 12 Å in the present study. The sp-hybrid 
covalent diabatic state starts from the A(S1) state at short bond lengths and ends at the 
ground-state dissociation limit as Li• and H•.  In the intermediate bonding region on the 
A(S1) curve, the ionic state is dominant, and its interactions with the 2p(Li)-1s(H) 
antibonding diabatic state result in an avoided crossing between the S1 and S2 adiabatic 
states as the covalent configuration decays to the 2p dissociation limit. The two low-lying 
crossings occur at about 3.125 Å and 5 Å in Figures 2.4.c and 2.4.d, are somewhat longer 
than those generated by the threefold-way diabatization method (2.9 and 3.7 Å), but 
closer to the minimum-gap positions of the corresponding avoided potential energy 
curves, and to values of 3.2 and 5.3 Å from a diabatization based on nonadiabatic 
coupling terms.57 Importantly, all diabatic and adiabatic potential energy surfaces are 
smooth at all geometries. 
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(a)                (b) 
     
(c)                 (d) 
    
Figure 2.4. Orthogonalized diabatic (dashed curves) potential energy curves of LiH as a 
function of interatomic separation, transformed from the non-orthogonal VB-diabatic 
states in Figure 2.3(a) by (a) direct Gram-Schmidt (GS) orthogonalization, (b) GS-
projection of mixed of 2s and 2p covalent states, (c) 2s-2p mixing scaled by the overlap 
integral, and (d) as in (c) along with a small amount of 25% 2s state added to the ionic 
state. The adiabatic potential energy curves are shown as solid curves. 
 
The S2 and S3 states possesses two avoided crossings, one at an outer range near 10 
Å due to the (Li)+(H)- ionic and 3s(Li) interactions, and another at the inner distance of 
about 2.5 Å. The orthogonal diabatic states in Figure 2.4 (irrespective to the specific 
orthgonalization details) show that the latter crossing at short distance involves 
interactions primarily between the 3s(Li) and 3p(Li) states with the participation of the 
strongly repulsive 2p(Li) state and of 2s(H) character (not shown). These results are 
consistent with previous analysis of LiH excited states, and with the finding that the 
ionic-3s and 3p state crossings with the ionic state occur at about 10 and 18 Å.57, 96, 97, 113 
  49 
Figure 2.4 shows that the non-orthogonal VB states can indeed be orthogonalized to yield 
diabatic states qualitatively similar to those from the Three-Fold-Way ATD 
transformation procedure, although the 2p diabatic state is much more repulsive and 
shows no particular dependence to the higher adiabatic curves. An overlap-dependent 
mixing of certain VB states before the diagonalization process is needed to represent 
orbital hybridization. Importantly, the similarity transformation procedure must maintain 
certain key identities (e.g., the ionic valency and dissociation limits) of the original 
vectors. We note also that there is no issue concerning phase consistency of the DAC 
diabatic states,50, 69 which is critical in the ATD transformation process; in MSDFT, 
phases are explicitly expressed, in conjunction with the off-diagonal Hamiltonian matrix 
elements, in the overlap integral between different states in defining orthogonal as well as 
non-orthogonal diabatic states. 
2.4.4. Diabatic Coupling 
The squared diabatic couplings (i.e., the off-diagonal elements of the diabatic 
Hamiltonian for the orthogonalized diabatic states) energies are shown in Figure 2.5 for 
the diabatic states of Figure 2.4.d. Since there are numerous pairs among the diabatic 
states in the present MSDFT approach, which is not restricted to only four adiabatic 
surfaces, for clarity we show only a few selected couplings directly relevant to the 
avoided crossing interactions. The diabatic states in the present MSDFT approach are all 
fully coupled, and their diabatic couplings do not necessarily show peaked values near 
the crossing geometries often found in the ATD transformed diabatic states.50, 75, 76 This is 
because, given that the orthogonalization of the VB diabatic states yielded crossings near 
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the minimum gap region of the adiabatic potential energy curves, they still retain their 
respective valence character. In MSDFT, diabatic interactions do not vanish at short 
interatomic distances, and they play a crucial role in chemical bond formation in all 
states. On the other hand, the “diabatic couplings” in the ATD transformation quickly 
decay to nearly zero away from the avoided crossing geometries. These differences 
between the ATD transformed states and the present DAC states may have consequences 
in dynamic simulations of nonadiabatic processes, and further studies of their 
performances, which are beyond the scope of this article on the PES itself, would be 
interesting. 
 
Figure 2.5. Squared diabatic couplings between selected pairs of orthogonal diabatic 
states of LiH shown in Figure 2.4(d) as a function of interatomic separation. All results 
are determined by MSDFT with the aug-cc-pVTZ basis set (see Figure 2.1). 
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In the present study, we have not attempted to minimize, or have examined if the 
VB-inspired, DAC diabatic states actually minimize derivative coupling.  In the present 
case, as there is only one degree of freedom, we can determine the derivative coupling in 
the bond dissociation coordinate. The MSDFT derivative coupling results are shown in 
Figure 2.6.  It would be interesting to examine this property on complex systems. 
 
 
Figure 2.6. Compued derivative coupling values,  );(||);(  RrRr JRI  for 
various states indicated as a function of interatomic separation. All results are determined 
by MSDFT with the aug-cc-pVTZ basis set (see Figure 2.1). 
 
2.5.  Conclusions 
Multistate density functional theory (MSDFT) for the calculation of adiabatic and 
diabatic potentials is presented, and it is illustrated for the extensively studied LiH 
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diatomic molecule. The method represents the ground and excited states and their 
potential energy curves according to Lewis resonance structures of a given molecular 
system. The present method belongs to a category called diabatic-at-construction (DAC) 
strategy, which differs from the more widely used adiabatic-to-diabatic (ATD) 
transformation procedure. The DAC diabatic states are non-orthogonal and they are 
defined (or, the CSFs can be directly used) as the basis states in an active space for 
configuration interaction to yield the adiabatic states. This is in contrast to the ATD 
approach, which is based on an orthogonal transformation of a set of pre-selected 
adiabatic states and a similarity transformation of their energies. There is no rigorous 
physical interpretation of any set of diabatic states since they are not unique, but the DAC 
diabatic states are formulated according to the valence bond characters of the dissociation 
limits of different adiabatic states, which are strictly maintained at all molecular 
geometries. Therefore, the DAC diabatic states have well-defined physical and chemical 
meanings, which provide further insight in the understanding of bonding interactions and 
for determination of specific energy contributions by energy decomposition analysis.90, 92 
The adequacy and completeness of such interpretations and energy component analyses 
can be validated by the results of the electronic couplings among the DAC states. 
Qualitative trends of the ATD diabatic states derived by the threefold way from the 
relevant adiabatic states can be reproduced by similarity transformation of the non-
orthogonal DAC diabatic states, and comparison between the two reveals certain 
necessary conditions required for this agreement, including mixing of some VB states 
and retaining the dissociation limits. Quantitative results on the computed diabatic 
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couplings indicate that the ATD diabatic states represent essentially mixed adiabatic 
potential energy curves away from the avoided crossing regions with diminished diabatic 
couplings, but peaked values in these regions. On the other hand, orthogonalized DAC 
diabatic states do not generally exhibit peaked diabatic couplings at the avoided crossings 
(although some states do), since they are responsible for chemical bonding interactions. It 
would be interesting in future studies to gain an understanding of the different roles of the 
different diabatic couplings from the ATD and the DAC states in dynamic simulations. 
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Chapter 3. Spin-Multiplet Components and Energy Splittings 
by Multistate Density Functional Theory 
 
Adapted with permission from A. Grofe, X. Chen, W. Liu, and J. Gao, J. Phys. Chem. 
Lett. 8, 4838 (2017). Copyright 2017 American Chemical Society. 
 
This work was performed in collaboration with Xin Chen and Jiali Gao. 
 
3.1. Introduction 
 
Kohn-Sham density functional theory (KS-DFT) and time-dependent density 
functional theory (TDDFT) are widely used to study the structures and properties of 
ground and excited states of atoms, molecules and condensed-phase systems.114  In 
principle, in the absence of an external magnetic field, the ground-state energy of a many-
electron system, irrespective of its degeneracy, is solely determined by its exact charge 
density,  .115 However, KS-DFT,116 on the basis of a single Slater determinant, is 
incapable of describing the zero-field degeneracy of spin-multiplet components, 
ultimately limiting its application to modeling low-spin states in transition metal 
chemistry, bond dissociation and photochemistry.117 For example, whereas the high-spin 
components of a triplet diradical can be adequately modeled by KS-DFT, the 0sM   
component is of two-configurational character, which needs to be treated by 
multiconfigurational approaches beyond the Kohn-Sham density functional 
approximation.118 For the open-shell singlet state, spin-polarized DFT is typically used,119 
in which the approximate exchange-correlation functional is dependent on both the spin-
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up (  ) and spin-down (  ) densities. In this case, the single determinant 
representation of the singlet state is spin-contaminated, and a weighted broken-symmetry 
scheme is often used to estimate the singlet-triplet energy splitting.120 The latter approach 
only works well for simple situations.121 Analogously, excited states of open-shell 
systems from unrestricted TDDFT can be heavily spin-contaminated, and spin-adapted 
(SA) TDDFT approaches122-124 should be used to correctly yield excitation energies.125, 
126 Therefore, there is urgency and it is significant to develop DFT-based methods to 
overcome these difficulties. 
In this chapter, we first describe a multistate density functional theory 
(MSDFT)19, 26, 127 for representing spin-multiplet components and for determining high 
and low-spin energy gaps of open-shell systems. Then, we show that, for spin-multiplet 
systems examined in this work, the transition density functional in MSDFT, 
characterizing the electronic coupling of spin-localized configurations, can be rigorously 
defined for a given density functional approximation. 
In wave function theory (WFT), there is a well-established, systematic route to 
treat the electronic structure of open-shell systems with inclusion of both static and 
dynamic correlations. In DFT, multiconfigurational approaches have been explored,118, 
128-134 but they have not yet gained widespread application. A most effective method for 
predicting singlet-triplet splitting, both in WFT and DFT, is the spin-flip (SF) method,12, 
135-137 which describes both closed and open-shell singlet states by electronic excitation 
with an →spin inversion, starting from a high-spin reference state (e.g., the triplet 
state). However, the SF approach does not deal with the general question of multiplet 
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degeneracy. For a given spin-multiplet component sM , the density variables   and   
are dependent on the projection of the total spin S  with a spin density 
of { / }S
M S
SQ M S Q  where 
SQ  is that of the highest component.  Although the 
ground-state energy depends only on the total density that is identical for all components, 
an sM –dependent functional is currently not available in the framework of KS-DFT.  
The general approach to this problem is to transform the spin-dependent densities into 
spin-independent variables. This was first described by using the sM –independent on-top 
pair density (along with  ) as the DFT input instead of the spin polarization,118 and an 
alternative transformation of the total density and the density of effectively unpaired 
electrons has been made to replace   and  .
138 It is important to note that the first 
method employs a multiconfiguration self-consistent field (MCSCF) reference 
wavefunction, such as the complete-active-space self-consistent field (CASSCF), to yield 
the on-top pair density, whereas single determinants that differ only in spin orientations 
of unpaired electrons are used in the latter case to model their energy degeneracy. As in 
standard KS-DFT, the determinant to yield the transformed densities does not model the 
correct symmetry and corresponds to mixed pure spin states.138 
 
3.2. Multistate Density Functional Theory 
Multistate density functional theory (MSDFT)19, 127 is a hybrid approach that 
combines advantages of both WFT and DFT, and it belongs to the “dynamic-then-static” 
(DTS) ansatz for treating electron correlation.20, 22 There are two computational steps: (1) 
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the construction of an active space consisting of pN  states { ; 1, , }A pA N  , in which 
dynamic correlation is first modeled into each constituent configuration, and (2) 
diagonalization of the configuration interaction (CI) Hamiltonian or MCSCF 
optimization of the wave function to include static correlation.  In other words, DFT is 
used as an effective Hamiltonian to define the pN  electronic configurations in the active 
(primary) space, which, by construction, includes dynamic correlation in the first place. 
Then, WFT is employed to yield the wave functions and energies of the adiabatic states, 
especially for systems with strong static correlation caused by near degeneracies of the 
ground and low-lying excited states. Other approaches with similar spirit include 
multireference CI based on Kohn-Sham orbitals (DFT/MRCI)130 and spin-restricted 
ensemble DFT.129, 139 
In MSDFT,127 the wave function I , electron density I , and energy density-
functional 
MS[ ]I IE   for the adiabatic ground state ( 0I ) and excited states ( pI N ) are 
given as follows 
 
1
pN
I AI A
A
a

        (3.2.1) 
      2 ms
1
( ) { ( ) ( )}
pN
I AI A AI BI AB
A B A
x a x a a x  
 
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 
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where AIa  is a configuration coefficient for state I, satisfying the normalization 
condition 
, 1
1
pN
AI BI AB
A B
a a S

  with ABS  being the overlap between determinants A  
and B . The electron density 
ms ( )A x  of configuration A (A = B), and the transition 
density ( )AB x  between basis configurations  A and B are expanded over a set of m 
atomic orbital basis functions { ( ), 1, , }x m   : 
( ) ( ) ( )
m
AB
AB x D x x  

      (3.2.4)  
where x specifies the spatial (r) and spin () coordinates, and ABD  is the density matrix 
defined by two (in general) non-orthogonal Slater determinants A  and B .
19, 23-25 
KS ms[ ( )]AE  r , which is the diagonal matrix element of the Hamiltonian, is the KS-DFT 
energy for state A , and 
TDF[ ( )]ABE  r  is the transition density functional that defines 
the electronic coupling between A  and B .  
The superscript KS in equation 3.2.3 emphasizes that MSDFT is built up on KS-
DFT and makes use of the wide range of exchange-correlation functionals that have been 
developed, such as local density approximation (LDA), generalized gradient 
approximation (GGA) and hybrid functionals. The superscript TDF specifies a new class 
of correlation functionals with the transition density from multiconfigurational methods 
as input. We note that AB  satisfies the symmetry, rank, and generalized idempotency 
conditions,19 though it can be non-positive or even complex. 
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 Several comments may be made here (for further details, see reference 127). 
 First, equations 3.1.1 through 3.1.3 represent a departure from conventional KS-
DFT, in that there is a multiconfigurational wave function for each adiabatic state in 
MSDFT, which defines the corresponding total electron density as a sum of the weighted 
KS densities and transition densities. The latter emphasizes the importance of 
configuration coupling, which is lacking in ensemble density functional theory.29 
Furthermore, the electronic coupling can be used to estimate the transfer integral needed 
to compute the rate of electron transfer and excited energy transfer processes.26 Note that 
the energy density-functional in MSDFT does not explicitly use the total electron density 
as an input for an exchange-correlation functional, a fundamental difference from other 
multiconfigurational density functional approaches.134  As discussed in reference 127, 
when 1pN  , MSDFT reduces to the conventional KS-DFT, and when p fN N , the 
full configurational space, MSDFT is equivalent to full CI. In approaching the latter limit, 
a second-order perturbation-based scaling can be made to convert the diagonal DFT 
energies into pure determinant energies.127 Thus, MSDFT is a hybrid WFT and DFT, 
bridging the two branches of electronic structure theory for molecular systems. 
 Secondly, the wave function (equation 3.1.1) and energy functional (equation 
3.1.3) can be obtained either with the orbitals held fixed for each configuration, involving 
only one diagonalization of the Hamiltonian (which is used in this study), or by 
variational optimization of both the configurational and orbital coefficients of all states as 
in an MCSCF calculation, such as CASSCF. As shown previously, MSDFT provides a 
natural approach to define electronic diabatic states directly, called diabatic at 
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construction (DAC),140 for non-adiabatic processes. In this regard, the basis 
configurations, { ; 1, , }A pA N  , used in the former (MCSCF type) approach are 
called the variational diabatic configurations (VDC), and in the latter (CI type) approach, 
the consistent diabatic configurations (CDC).36 
 Thirdly, the introduction of transition densities, which is natural in a 
multiconfigurational approach, and of transition density functional TDF[ ( )]ABE  r , which 
is beyond the Kohn-Sham approximation, represent the key concept of MSDFT. A 
rigorous definition of 
TDFE  can be made for certain special situations that are examined 
here in association with a given, approximate exchange-correlation functional developed 
in KS-DFT.  This is the key result of this work (below). 
3.3. Transition Density Functional Design for Spin Components 
 The transition density functional (TDF), representing the electronic coupling 
between configurations A  and B , includes two components, the contribution 
identical to that in standard WFT, | |A BH   , and a dynamic correlation 
functional, 
TDF[ ( )]c ABV  r , involving the external space:
127   
TDF TDF[ ( )]  | | [ ( )]AB AB A B c ABE H H V       r r  (3.3.1) 
where H  is the electronic Hamiltonian. The first term in equation 3.3.1 is the electronic 
coupling between, in general, two non-orthogonal determinant configurations,23 including 
correlation within the active space, which has been used in the MOVB (mixed molecular 
orbital and valence bond) approach.24, 25 An approximation to resolve double counting of 
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electron correlation in the active space was given in reference 127, and an alternative 
approach has been suggested by Savin and coworkers.33 Since the number of 
configurations in this study is small, and mostly degenerate, such a static correlation is 
not included in KS-DFT, which captures dynamic effects of the external space in the 
present systems.  The second term in equation 3.3.1 is a transition density contribution, 
representing dynamic correlation not included in the first term.127   
As noted above, there is no correspondence in KS-DFT for 
TDF[ ( )]c ABV  r , and 
approximations such as overlap or | |A BH    weighted correlation energies have 
been used previously with encouraging results.19, 26, 92, 141 Grimme proposed to scale 
| |A BH    by an exponential function to approximate ABH .
130 Importantly, the 
multistate density functional (equation 3.1.3) needed for determining the energy of a low-
spin component can be obtained rigorously by making use of the energy degeneracy 
condition of a given (high) spin multiplet, an idea that has been explored.142, 143 This is 
straightforwardly illustrated by considering the 0SM   component of the ground state 
of carbon, which is a triplet 3P state.  
Here, both the 0SM   component of the 
3P ground state (denoting the pure spin 
state that is both eigenfunction of 2Sˆ  and of ˆzS  by | , SS M  , i.e., |1,0  ) and the first, 
singlet 1D excited state ( | 0,0  ) of carbon result from spin-coupling interactions of the 
determinants 
C
1 =|cs |sxy  and 
C
2 =|c |ssxy , where the superscript C indicates carbon 
atom, c specifies all doubly occupied core orbitals (which will be omitted below 
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throughout for simplicity) and the bar denotes an electron with   spin in a valence 
orbital.  These two determinant configurations fully define the active space ( 2pN   in 
equation 3.1.1) for the spin-multiplet states |1,0   and | 0,0   (in general, the dimension 
of equation 3.1.1 is the number of spin components in consideration), and diagonalization 
of the 2×2 Hamiltonian matrix yields their wave functions with in-phase (positive) and 
out-phase (negative) combinations, respectively, and their energies.  
    3
C C C
1 2
P
1
(|1,0 ) ( )
2
                 (3.3.2.a) 
    1
C C C
1 2
D
1
(| 0,0 ) ( )
2
                 (3.3.3.b) 
For a given exchange-correlation functional used to compute the diagonal matrix 
terms, 
KS C C
11 1 1[ ( )]H E    and 
KS C C
22 2 2[ ( )]H E   , where 
C
1  and 
C
2  are used 
as Kohn-Sham determinants for the respective configurations, we make use of the 
condition that the energies of the high spin component from a single-determinant 
restricted open-shell KS-DFT calculation, 3
C C
3
P
(|1,1>) =| |ssxy   , and of the low spin 
component from MSDFT using 3
C
P
(|1,0 )   are identical in the absence of an external 
magnetic field:142-144  
MSDFT KS(|1,0 )= (|1,1 )E E     (3.3.4) 
Then, the correlation energy of the TDF can be uniquely determined by 
        
TDF C KS C KS C
12 3 1( ) ( ) ( )c c cV E E        (3.3.5) 
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where 
KS KS HF( )= ( )- ( )c A A AE E E    is the energy difference between KS-DFT and 
Hartree-Fock theory using the Kohn-Sham determinant A .  Note that 
KS C KS C
1 2( )= ( )c cE E    for the two single-determinants of mixed states. The correlation 
energy defined in equation 3.3.5 for the transition density functional also leads to the 
energy for the 1D singlet state (equation 3.3.3.b).  Together, they yield the singlet-triplet 
(S-T) energy splitting (| 0,0 ) (|1,0 )ST S TE E E      (of course, we have 
(|1,1 ) (|1,0 )T TE E   ).   
Equation 3.3.5 is generally applicable to molecular diradicals for determining 
STE . One simply replaces the atomic orbitals by the corresponding MOs, and this is 
used in the AH2 isovalent electron cases and ortho, meta, and para-didehydrotoluene 
(DHT), two systems that have been extensively used for validation of theory.12, 137, 145 
For interactions involving non-degenerate orbitals, the TDFs can be similarly 
determined. This is illustrated by the low-energy states of boron (Figure 3.1). In this case, 
transition from the doublet ground-state (2P) to the 2s12p2 configuration yields its lowest 
excited state, a quartet (4P) state, and three doublets, 2D, 2S, and 2P, in order of increasing 
energy (2P is above the ionization limit). The 3 3| ,
2 2
  component of the 4P state, 
B
4  =| |sxy , of single-determinant character, can be conveniently approximated by 
restricted open shell (RO) KS-DFT, whereas the active space that defines the 3 1| ,
2 2
  
component and the 2D and 2P multiplets consists of three low-spin determinant 
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configurations: 
B
1  =| |sxy , 
B
2  =| |sxy , and 
B
3  =| |sxy . The wave function for the 
1/ 2SM   component of the quartet state from MSDFT is given by 
4
B B B B
1 2 3
P
3 1 1
(| , ) = ( )
2 2 3
        (3.3.6) 
Then, the condition 4 4
MSDFT B KS B
P P
3 3 31[ (| , )] [ (| , )]
2 2 2 2
E E      after solving 
the secular equation leads to the TDF correlation energies as follows: 
         
KS B KS B
TDF B TDF B 4 1
12 13
( ) ( )
( ) ( )
2
c c
c c
E E
V V 
   
    (3.3.7) 
         
KS B KS B
TDF B KS B4 1
23 2
( ) ( )
( )  ( )
2
c c
c c
E E
V E
   
     (3.3.8) 
where the numbers in the subscript specify the determinant configurations of the basis 
states 
B{ ; 1, , 4}i i   that have been defined above. Notice that for B, 
KS B KS B
2 3( ) ( )c cE E     .  
In addition to the low-spin component of the 4P state, the TDF couplings given in 
equations 3.3.7 and 3.3.8 also determines the energies of the 2D and 2P states:  
2
B B B
2 3
D
1 1 1
(| , )  ( )
2 2 2
        (3.3.9.a) 
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2
B B B B
1 2 3
S
1 1 1
(| , ) (2 )
2 2 6
        (3.3.9.b)  
 It is interesting to note that the configuration 
B
2  =| |sxy  in fact involves a two-
electron transition of the ground state | |ssx , 2 2x yp p  and 2 2 xs p , not included in 
conventional TD-DFT.  Of course, they are treated properly in spin flip time dependent 
density functional theory (SF-TDDFT) by double SF146 and state average time dependent 
density functional theory (SA-TDDFT) approaches.122, 125, 126 
 
 
Figure 3.1. Interaction diagram illustrating electronic coupling among the three 
determinant configurations for the excited 2s12p2 configuration of boron atom.  
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3.4. Results and Discussion 
Illustrative examples are presented to show the ability of MSDFT for representing 
spin multiplet components and for determining energy gaps of high and low spin 
multiplets. We have selected a series of atomic energy levels of first-row elements.  
These systems are chosen because there is no ambiguity for comparison with 
experimental data associated with the geometries and zero-point energies of different 
adiabatic states of molecules. To further demonstrate its applicability to molecular 
systems, the energies of low-lying states in the isovalent electron system of CH2, NH2
+, 
SiH2, and PH2
+, and of three isomers of didehydrotoluene (DHT) are computed.  These 
compounds exhibit different degrees of diradical character. The hybrid PBE0 and M06-
HF functionals are used in the present work, along with the PBEC functional, which, as 
M06-HF, uses 100% Hartree-Fock exchange. The aug-cc-pVQZ basis set is used for the 
atoms and AH2 hydrides, and cc-pVTZ for the DHT isomers; these basis functions are 
sufficiently large, as shown in previous studies for these systems.12, 137  The MSDFT 
calculations are performed using a modified version of GAMESS.147 We have used 
restricted open-shell (RO) KS-DFT to model the high-spin components, which are 
adequately represented by single determinant, and their orbitals are used in the low-spin 
multiconfigurational calculations.  
For atomic systems, the orbital basis functions are partitioned into four blocks: 
three of xp , yp , and zp  symmetry, and the fourth including the rest of the core and 
valence s electrons. Without sacrificing generality here, we use the real atomic orbitals 
instead of spherical harmonics with specific magnetic quantum numbers. For the 
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diradical series 2AH  (A = C, N, Si, and P), the molecular orbitals (MO) are divided into 
three blocks, corresponding to zp  (perpendicular to the molecular plane), xn  (an sp
2-
type hybrid orbital in the orientation (x) bisecting the two chemical bonds), and the 
remainder of orbitals (which are doubly occupied MOs). This may be generalized to other 
open-shell diradical cases such as DHT, of three orbital blocks consisting of two singly 
occupied MOs and the rest of doubly occupied orbitals. In each case, the orbitals for the 
SM S  state are optimized using RO- KS-DFT, and its energy is denoted by 
(| , )SE S M S  . These orbitals are then used to construct configurations in the active 
space for the lower spin components of S, and its lower spin multiplets. However, for the 
2AH  series, the two closed shell determinants for the 
1
1Aa  and 
1
1Ac  states, 
corresponding to the configuration | |x xcn n  and its double excitation to | |z zcp p , are 
optimized separately – a situation that is different from the SF approaches. 
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Table 3.1.  Experimental and computed atomic excitation energies (eV) of beryllium, 
boron, carbon, nitrogen, and oxygen using multistate density functional theory (MSDFT) 
and mixed molecular orbital-valence bond theory (MOVB).  The pure spin state is 
indicated by | , SS M  . The hybrid functional PBE0 and PBEC with 25% and 100% 
Hartree-Fock exchange as well as M06-HF, also containing 100% Hartree-Fock 
exchange are used. The aug-cc-pVQZ basis is used in all computations. MUD: mean 
unsigned deviations from experiment. 
 
Config.a Term | , SS M   Exp
b MOVB PBE0 PBEC M06HF 
Be (2s22p0) 1S
 
| 0,0   0 0 0 0 0 
2s12p1 3P
 
|1,1> , |1,0 >  2.72 1.62 2.29 2.21 3.06 
1P
 
| 0,0 >  5.28 5.90 4.59 6.07 4.54 
2s02p2 1D
 
| 0,0 >  7.05 6.44 6.22 7.08 7.12 
3P
 
|1,1> , |1,0 >  7.40 7.38 6.41 7.54 7.36 
B (2s22p1) 2P |1/ 2,1/ 2   0 0 0 0 0 
2s12p2 4P | 3 / 2,3 / 2  , 
| 3 / 2,1/ 2   
3.55 2.08 3.18 2.96 4.27 
2D |1/ 2,1/ 2   5.93 6.08 5.59 6.14 6.43 
2S |1/ 2,1/ 2   7.88 7.39 7.00 7.62 6.95 
2P |1/ 2,1/ 2   8.99 10.14 7.75 9.83 7.43 
C (2s22p2) 3P |1,1> , |1,0 >  0 0 0 0 0 
1D
 
| 0,0 >  1.26 1.58 1.01 1.29 1.51 
1S
 
| 0,0 >  2.68 3.18 2.98 2.17 1.88 
2s12p3 5S
 
| 2,2 > , | 2,1>  4.19 2.43 3.96 3.60 5.34 
3D
 
|1,1>  7.95 8.13 7.60 8.27 8.38 
3P |1,1>  9.33 9.76 9.39 10.12 9.95 
N (2s22p3) 4S
 
| 3 / 2,3 / 2  , 
| 3 / 2,1/ 2   
0 0 0 0 0 
2D
 
|1/ 2,1/ 2   2.38 2.89 1.96 2.45 2.75 
2P
 
|1/ 2,1/ 2   3.58 4.82 4.35 4.60 3.36 
2s12p4 4P
 
| 3 / 2,3 / 2  , 
| 3 / 2,1/ 2   
10.33 10.78 10.58 11.27 NCc 
O (2s22p4) 3P
 
|1,1> , |1,0 >  0 0 0 0 0 
1D
 
| 0,0 >  1.97 2.28 1.64 2.00 2.25 
1S
 
| 0,0 >  4.19 4.57 4.42 4.30 3.08 
MUD    0.64 0.42 0.43 0.57 
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a. Configuration 
b. Reference 105. 
c. NC: RO-SCF not converged. 
 
 
The computed atomic valence-excitation energies for Be through O are listed in 
Table 3.1 along with the specific pure spin states indicated by | , SS M   (negative SM  
components are omitted).   Note that each | , SS M   state in Table 3.1 has been explicitly 
constructed and they are shown to emphasize that the energies of multiplet components 
are exactly degenerate. For each configuration, only the highest spin component is of 
single-determinant character, while all other states are multiconfigurational. States that 
are of single-determinant character are determined by RO-KS-DFT. Thus, the results for 
the high-spin states reflect the accuracy of the exchange-correlation functional used for 
these cases. The computed energies for all valence excited states in Table 3.1 are 
reasonable in comparison with experiments, with the mean-unsigned-deviations (MUD) 
being 0.42, 0.43, and 0.57 eV for PBE0, PBEC, and M06-HF density functionals, 
respectively, without inclusion of the two highly excited states (3P of Be and 2P of B). If 
one only considers the spin-multiplet energy splittings for C, N, and O, the MUD errors 
are 0.33, 0.04, and 0.30 eV using PBE0, PBEC, and M06-HF. Not surprisingly, Table 3.1 
shows that the MUD errors are noticeably larger for results with the MOVB method, 
which does not include dynamic correlation. Nevertheless, a main purpose of this study is 
to show that MSDFT can be used to treat both high and low-spin states as well as their 
individual components with the correct symmetry and energy degeneracy exactly.  
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The isovalent series of CH2, NH2
+, SiH2, and PH2
+ molecules have been 
extensively studied experimentally and computationally, and they are popular choices for 
testing theory. The qualitative picture of their electronic structures has been lucidly 
summarized by Slipchenko and Krylov.145 In addition to the open-shell triplet and singlet 
states, resulting from configuration interactions of two singly occupied 13a  and 11b  ( 15a  
and 12b  for the heavier hydrides) orbitals (simply denoted by zp  and xn  where the 
latter is an spn hybrid orbital), there are two closed-shell singlet states. All three singlet 
states as well as the 0SM   component of the triplet state are muticonfigurational.   
 
The configuration space for the hydride species in MSDFT calculations includes 
four determinant configurations, 2
AH
1 | , |z xp n  , 
2AH
2 | , |z xp n  , 
2AH
3 | , |x xn n  , 
and 2
AH
4 | , |z zp p   (as usual, we have omitted core orbitals in the notation), and their 
linear combinations yield the four low-spin adiabatic states that are eigenfunctions of  
2Sˆ  and ˆzS . The TDF for the coupling between the two open-shell determinants was 
determined exactly for a given exchange-correlation functional. However, an exact 
expression for the coupling between two doubly occupied configurations ( 2
AH
3  and 
2AH
4 ) is not available. Here, we have used a weighted correlation energy to 
approximate the TDF dynamic correlation: 
 
2 2
2 2 2
2 2
AH AHKS KS
AH AH AHTDF 3 4
34 3 4AH AH
3 4
( ) ( )
( ) | |
( ) ( )
c c
c HF HF
E E
V H
E E

   
    
  
 (3.4.1) 
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 Computed excitation energies for the hydride series  are given in Table 3.2 along 
with results from the SF approaches.137  The MSDFT results are compared with SF-
CCSD(T) energies, which has a mean error of about 0.036 eV relative to the 7 available 
experimental data that have been corrected for zero-point vibrational energies.137  An 
MUD error of 0.136 eV was found for MSDFT overall all 12 excitation energies, which 
is just slightly greater than that from non-collinear SF-TDDFT, both using the PBE0 
functional. Of the four S-T energy splittings, the relative errors are 0.045 and 0.057 eV 
for MSDFT and SF-TDDFT, respectively, with respect to CCSD(T) values.  The PBE0 
functional performs exceptionally well for S-T splitting in the non-collinear SF-TDDFT 
calculations, but other functionals show large fluctuations and even the opposite sign.137 
This behavior was attributed to using the 0SM   component for the triplet-state, rather 
than the high-spin reference itself, which has a small amount of spin contamination. In 
MSDFT, however, we use restricted open-shell orbitals, which raises the energy for the 
triplet state by 0.07 eV (1.65 kcal/mol), which contributes to errors in the calculated S-T 
energies. For the two closed-shell singlet states (
1
1A ), the resonance stabilization energy 
(their coupling) due to dynamic correlation (equation 3.4.1) is relatively small (0.02 eV) 
compared to that of the determinant contribution (0.23 eV) in equation 3.3.1.  
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Table 3.2.  Computed adiabatic excitation energies (eV) of CH2, NH2
+, SiH2, and PH2
+ 
molecules. Spin-flip (SF) results are taken from reference 137 for comparison. The PBE0 
exchange-correlation functional is used both in SF and in multistate (MS) DFT, and the 
aug-cc-pVQZ basis set is used in all calculations.a  
 
Hydride Stated SF-CCSD(T)b NC-SF-DFTb MSDFT Expt.c 
CH2 
(
3
1 BX ) 
 
1
1 Aa  0.420 0.507 0.431 0.39 
1
1 Bb  1.410 1.410 1.285 1.425 
1
1 Ac  2.530 2.820 2.749  
NH2+ 
(
3
1 BX ) 
 
1
1 Aa  1.253 1.336 1.206 1.306 
1
1 Bb  1.865 1.856 1.609  
1
1 Ac  
( 1 gc
 ) 
3.318 3.701 3.576  
SiH2 
(
1
1 AX ) 
 
3
1 Ba   0.892 0.944 0.854 0.91 
1
1 BA  1.937 1.918 2.033 1.928 
1
1 AB  3.365 3.507 3.633  
PH2+ 
(
1
1 AX ) 
 
3
1 Ba   0.794 0.800 0.712 0.75 
1
1 BA  1.993 1.943 2.008 1.92 
1
1 AB  3.640 3.784 3.853  
 MUD 
( STE ) 
(0.036) 0.057 0.045  
 MUD (total) (0.034) 0.105 0.136  
 
a. Total energies are -39.11577, -55.42594, -290.50214, and -342.03056, for CH2, NH2+, SiH2, and 
PH2+, respectively, using MSDFT(4)/aug-cc-pVQZ, using geometries optimized by FCI/TZ3P for 
CH2,148 and CISD/TZ3P(2d,2f) in other cases.149-151 
b. Reference 137. 
c. Values are taken from reference 137. 
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 Figure 3.2 shows the adiabatic and “vertical” excitation energies of CH2 at the 
optimal geometries of the four states.  Clearly seen is that the energy for each state is in 
its minimum at the optimal geometry.  The trends can be rationalized by considering the 
Walsh diagrams.145  As the bending angle between the AH bonds reaches 180o, the 
closed-shell (
1
1 Aa ) and the open-shell (
1
1 Bb ) singlet states become degenerate, 
denoted by 1 g .  At 170
o, the optimal geometry of the 
1
1 Ac  state, the energy difference 
between 
1
1 Aa  and 
1
1 Bb  states is 0.05 eV from MSDFT (Figure 3.2).  
 Didehydrotoluene (Scheme 3.1) has three isomeric structures (-2, -3, and -4-
DHT), which are examples of - diradicals. Unlike the AH2 dihydride systems above, 
the closed-shell configurations correspond to  and  localized zwitterions that do not 
have significant interactions and are much higher in energy (ca. 1.5 and 3.0 eV above the 
 
 
Figure 3.2.  Computed adiabatic and vertical excitation energies of CH2 at the four adiabatic 
geometries.  The PBE0 exchange-correlation functional is used in multistate density 
functional theory along with the aug-cc-pVQZ basis set. Geometries were optimized using 
FCI/TZ2P from reference 47. 
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ground state, respectively).  Therefore, the S-T energy gap is determined by spin coupling 
between the  and  localized configurations, whose TDF is fully determined by the 
0zM   degeneracy with the |1,1  component. MSDFT results are listed in Table 3.3 
along with the SF benchmarks reported by Krylov and coworkers.137 The ground state of 
ortho- and para-DHT are triplet, whereas the singlet state was predicted to be slightly 
lower in energy than the triplet state in the meta-DHT isomer from the SF approaches.137 
Overall, the S-T gaps are reasonably described by MSDFT; however, the small 
stabilization of the singlet of -3-DHT was not reproduced. Nevertheless, the trend of 
relatively smaller energy gap than the other two isomers is obtained. As noted by Bernard 
et al.,137 the seemingly good agreement between SF-TDDFT/PBE0 with the CCSD(T) 
results was in fact an artefact of spin contamination, which is not so lucky with other 
functionals.  Of course, the results from MSDFT are pure spin states.  Table 3.3 also lists 
the results from MOVB, which follows an identical procedure as MSDFT except that 
dynamic correlation is not included. Even for small S-T energy gaps of these -  
diradicals, dynamic correlation still makes noticeable contributions.  
 
 
 
Scheme 3.1.  Structures of -2, -3, and -4-didehydrotoluene (DHT). 
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Table 3.3. Computed singlet-triplet energy gaps (eV) for -2, -3, and -2-
didehydrotoluene (DHT) using multistate density functional theory (MSDFT) and mixed 
molecular orbital and valence bond (MOVB) method along with results from spin flip 
(SF) approaches.  PBE0 is used in DFT methods and cc-pVTZ basis is used in all 
calculations.a 
 
Ground state Singlet MSDFT MOVB NC-SF-TDAb SF-CCSD(T)b 
-2-DHT ( 3 2B ) 
1
1A  
0.172 0.144 0.230 0.247 
-3-DHT ( 3 2B ) 
1
1A  
0.024 0.031 -0.025 -0.066 
-4-DHT ( 3 2B ) 
1
1A  
0.175 0.098 0.248 0.250 
a. The total energies for the 2, 3, and 4 diradical isomers are, respectively, -269.98684, -269.98639, -
269.98630 a.u. from MSDFT/PBE0/cc-pVTZ, and -268.55012, -268.54904, and -268.54927 a.u. 
from MOVB/cc-pVTZ. 
b. Reference  137. 
 
Note that the computational accuracy of MSDFT on multiplet splitting is dictated 
by the specific functional used since the spin-coupling given by the transition density 
functional is uniquely determined for a given KS functional used to characterize the 
determinant states. In comparison with SF-TDDFT, the states from MSDFT are pure spin 
states, whereas the SF approach does not guarantee energy degeneracy of spin-multiplet 
components. This difference contributes to the difference in computational results in 
comparison with experiments or high-level reference data. Another difference is the 
treatment of configuration coupling in that the TDF correlation energy in MSDFT is 
different from that in the NC-SF-TDDFT, whereas it is not present is conventional SF-
TDDFT.  
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3.5. Conclusions 
In summary, the multistate density functional theory (MSDFT) is extended to describe 
spin multiplets and excitation energies of atoms and molecules. In MSDFT, spin 
multiplet components are expressed as eigenfunctions of both 2Sˆ  and ˆzS  operators, and 
their energy degeneracy in the absence of an external magnetic field is exactly 
reproduced. MSDFT is a hybrid approach, taking advantage of both wave function theory 
and density functional theory. Consequently, the wave functions, electron densities and 
energies for ground and excited states and for different spin multiplet components are 
treated on the same footing.  Valence excitation energies of first row atoms, Be through 
O, and the isovalent hydrides, including CH2, NH2
+, SiH2, and PH2
+ molecules, have been 
evaluated using MSDFT along with the PBE0,  PBEC and M06-HF density functionals.  
Energetic results are found to be in accord with experiments, and of comparable or better 
accuracy in comparison with SF-TDDFT for singlet-triplet energy splittings.  OF the 
atomic states considered, the mean average deviation is about 0.3 eV from experiments, 
whereas it is 0.1 eV for the hydride states relative to the SF-CCSD(T) results.  
Importantly, a key result of this study is that for cases in which the high-spin component 
can be determined separately by KS-DFT, with a given exchange-correlation functional 
(LDA, GGA or hybrid), the associated transition density functional in the multistate 
approach, representing configuration coupling of spin-localized states, can be rigorously 
determined. This is possible by enforcing the energy degeneracy condition of spin 
multiplet components. Therefore, even though the exact functional dependency 
( TDF[ ]ABE  ) on the transition density AB  is not fully known, its value that defines the 
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energy of the low-spin components can be evaluated exactly based on the exchange-
correlation energies of the relevant KS determinants. Therefore, the numerical results 
may be explored to design and optimize transition density functionals for configuration 
coupling in multiconfigurational DFT.   
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Chapter 4.  Perturbation Approach for Computing Infrared 
Spectra of the Local Mode of Probe Molecules 
 
Adapted with permission from R.-J. Xue, A. Grofe, H. Yin, Z. Qu, J. Gao, and H. Li, J. 
Chem. Theory Comput. 13, 191 (2016). Copyright 2016 American Chemical Society. 
 
This work was performed in collaboration with Rui-jie Xue and Yin He. We thank 
Martin A. Suhm and Michal Fárnı́k for providing the raw experimental data. 
4.1. Introduction 
Molecular vibrations and infrared spectroscopy of small chromophore probes 
embedded in molecular clusters, solutions, and biomacromolecules have been widely 
used to investigate solute-solvent interactions, hydrogen-bonding dynamics, and the local 
electric fields in enzymes.152-160 Vibrational frequency shifts are especially sensitive to 
the local electrostatic environment, which can be easily and accurately measured. Thus, 
the study of vibrational frequency shifts is an efficient way to analyze the local structure 
and its consequent electric field.153, 161 Furthermore, measurements of the time-dependent 
frequency fluctuations or spectral diffusion can provide dynamic information, and it is 
useful to carry out condensed-phase simulations of solutions or biomacromolecules. To 
this end, a range of computational methods have been developed for the study of 
molecular vibration in condensed phases, including path integral simulations.155, 162, 163 
Still, it is a challenging task to determine the instantaneous vibrational frequencies of 
probe molecules that include nuclear quantum effects on the fly in molecular dynamics 
simulations.152, 155, 164 In this study, we present a combined quantum mechanical and 
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molecular mechanical (QM/MM) perturbation approach to efficiently and accurately 
determine the vibrational frequency of a probe molecule to construct its linear and two-
dimensional infrared (2D-IR) spectra.165, 166 
We use the HCl-water cluster system to illustrate and validate the present first-order 
quantum vibration perturbation (QVP1) approach because strong hydrogen-bonding and 
dispersion interactions are important, and because it has been extensively investigated 
experimentally167-178 and theoretically.176-204 Although this appears to be a small test case, 
it is in fact challenging because of the strong bond-dissociation character in the oscillator 
mode. We emphasize that the QVP1 method is equally efficient for condensed-phase 
simulations as in a combined QM/MM approach.205 This is illustrated on the vibrational 
spectral shifts of the carbonyl stretch mode of acetone in aqueous solution. The C=O 
stretch vibration is widely used as the probe to the secondary structure of proteins,206, 207  
Experimentally, Suhm and coworkers reported the first IR spectrum of HCl-water 
clusters,167, 168 and found that a minimum of four water molecules is required for HCl 
dissociation. Recently, Havenith and coworkers confirmed that the broad band at 2675 
cm-1 is due to the dissociated cluster, H3O
+(H2O)3Cl
-.208 On the theoretical side, Born-
Oppenheimer molecular dynamics (BOMD) simulations with DFT-based potentials have 
been used to model HCl(H2O)n (n=1 to 4) clusters.
189, 191-196, 198, 209 Marx and 
coworkers198 obtained the IR spectra of the HCl-water clusters using the BLYP density 
functional. A sequential solvation process was proposed to account for the HCl 
dissociation mechanism, involving the interplay of quantum tunneling and thermal 
fluctuations from path integral simulations.184, 188, 194-196 Employing a semiempirical 
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PM3-MAIS potential, Lin and Paesani extended the investigation to larger clusters up to 
n = 21.177 The IR spectra assignment was analyzed on the basis of atomic velocity 
autocorrelation functions, in which the vibrational quantum effects were ignored.177 In 
this regard, Paesani and coworkers have developed highly accurate empirical potential 
energy functions for liquid water and solutes.210-212 Various approximate methods are 
available to account for the time-dependent nuclear quantum effects, including linearized 
semiclassical initial value representation (LSC-IVR),213-215 centroid molecular 
dynamics,164, 216-222  and ring-polymer molecular dynamics.221, 223-227 One can, of course, 
solve numerically the vibrational Schrödinger equation.164, 216-222 Mancini and 
Bowman201-204, 228 employed diffusion Monte Carlo simulations to investigate the high-
frequency fundamental modes of HCl-water clusters. Good agreement was observed 
between the calculated vibrational frequencies and experimental peak positions when the 
delocalized zero-point vibrational motion was taken into account.201  
The IR signature of H3O
+ in the dissociated configuration of H3O
+(H2O)3Cl
- was 
investigated using vibrational configuration interaction (VCI) with the local monomer 
(LMon) potential energy surface,228 providing peak positions and intensities. The VCI 
calculations employed eight states for each vibrational mode, coupled to up to four other 
modes, on 10G integration points per mode. Although these studies provided significant 
insights on mode coupling and peak positions of H3O
+ for a single fixed water-Cl- 
configuration, the method does not provide spectral line shape and is too time-consuming 
to obtain time-dependent frequencies in dynamics simulations.  
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Explicit quantum mechanical treatments of both the nuclear motion and the potential 
energy surface are required to understand the solute-solvent interaction dynamics in 1-D 
and 2-D vibrational spectroscopic experiments. In principle, path-integral molecular 
dynamics employing an on-the-fly QM potential can be used; however, the high 
computational costs limit its broad applications, especially when excitation involving 
higher vibrational states are investigated. In practice, empirical spectroscopic maps that 
relate the frequency change to the local electric field have been widely used. The method 
has been shown to be quite reliable for systems dominated by electrostatic 
interactions.152-154, 229, 230 However, the electrostatics-based spectroscopic map does not 
fully take into account exchange and dispersion interactions, nor explicit polarization 
effects and charge transfer contributions. Thus, large deviations were found in 
simulations of N-methyl acetamide (NMA) in CDCl3 solution in which dispersion forces 
are dominant.190 To this end, combined QM/MM methods, in which the probe molecule 
is treated explicitly by electronic structure theory, provide the most general, efficient and 
systematic approach to represent the potential energy surface.231, 232 It also avoids the 
need to fit a secondary dipole moment surface that is typically inconsistent with the 
electrostatic properties of the empirical potential function.152, 155, 164, 228 The instantaneous 
vibrational energy levels can be determined by solving the vibrational Schrödinger 
equation for a given mode or coupled modes based on the QM/MM potential,164, 231 but 
the increased computational costs prevent it from being effectively used to obtain the 
frequency-frequency correlation function (FFCF). Thus, it is useful to develop 
computationally efficient methods to accurately determine the time-dependent vibrational 
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frequencies of a specific vibrational mode of a probe oscillator in solution and biological 
systems.  
In this Chapter, we describe a perturbation approach to efficiently determine the 
instantaneous vibrational frequency of one or two specific target modes. The method is 
based on quantum vibrational perturbation (QVP) theory by means of potential-optimized 
discrete variable representation (PODVR).233, 234 The key in the QVP method is to 
estimate the vibrational energy shift of the solute (probe) molecule induced by 
interactions with the solvent environment without the need to solve the vibrational 
Schrödinger equation.235, 236 The QVP method incorporates nuclear quantum effects of 
the vibrational probe as well as the influence of dynamic fluctuations of the environment, 
and it can be applied to large molecular systems directly in molecular dynamics 
simulations with a combined QM/MM potential. The QVP method is illustrated and 
validated by an application to the small yet challenging HCl-water clusters to determine 
the IR spectra in the HCl stretching region. 
 
4.2. Methods 
In the present QVP approach, the energy of each vibrational state of the oscillator is 
obtained by treating the solvent fluctuation as a perturbation, ),( RQH , to the reference 
configuration ),( 0
0 RQH , where Q and R refer to solute and solvent coordinates, and 0R  
is the coordinates at the referenced state. Consequently, the instantaneous transition 
frequency from the ground vibrational state ( 0 ) to the first excited state ( 1 ) for 
the mode of interest is given by 
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)()( 101010 tt
o       (4.2.1) 
where o10  is the vibrational frequency of the reference state, which is the minimum-
energy structure of the ClH–OH2 complex. In equation 4.2.1, the frequency shift )(10 t  
is related to the perturbation energies of the instantaneous structure at time t:  

)()(
)( 0110
tVtV
t

     (4.2.2) 
where )(0 tV  and )(1 tV  are the perturbation energies for the ground and first excited 
states of the quantum oscillator in the bath of a given solvent configuration.   
 
 
Figure 4.1. Computed vibrational wave functions of the ground, and the first and second 
excited states of the HCl stretch mode in the optimized HCl(H2O) structure. Discrete 
variable representation (DVR) at the eight optimized grid points are indicated. 
 
Specifically, we first solve the vibrational Schrödinger equation for the reference 
structure defined by ),( 0
0 RQH  to yield the vibrational wave functions  , based on 
which the optimal number of PODVR points is obtained.234, 237 For the ClH–OH2 
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complex, we found that just eight PODVR points are sufficient to obtain convergent 
energies and wave functions for the lowest three vibrational states. They are depicted in 
Figure 4.1. Then, we use perturbation theory to determine the energy shifts for each 
vibrational level relative to that of the reference state. Importantly, the perturbation 
energies converge quickly, and the first order approximation (QVP1) is sufficient in the 
present test cases (see below).   
In the PODVR basis }8,,1),;({ 0
2 iRqi  over the discrete points along the HCl 
stretching mode for the reference state, 0R , the first order perturbation energy for state   
is given by  





8
1
0
22
2
0
);(])[,(            
|);(|])[,( )(
l
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


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   (4.2.3) 
where lq  is the coordinates of the lth PODVR point, }{ ic  are the optimized and 
normalized coefficients for state   in the PODVR basis, and ])[,( tRqH l  is the 
perturbation energy corresponding to the chromophore at the discrete point lq  and the 
instantaneous bath coordinates at ][tR  at time t. Equation 4.2.3 is based on the separation 
of inter- and intra-molecular motions, which ignores the nuclear quantum mechanical 
effects on their coupling. This approximation is justified for situations in the present 
study (except when HCl dissociation occurs with four water molecules) and is valid for 
most applications in biological systems, where the vibrational frequency of the probe 
molecule is designed to clearly separate from the bath modes. Nevertheless, coupling to 
higher quanta of bath modes could be important and a procedure developed by Skinner 
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and coworkers can be applied here to treat such situations.163 In practice, ])[,( tRqH  can 
be evaluated using a combined QM/MM potential, or by a mixed fragmental QM model 
in which the solute and its nearest neighbors are described by a high-level theory 
embedded in the solvent environment to model long-range electrostatic effects.238 In the 
latter case, short-range repulsion, dispersion and charge transfer effects between the 
oscillator and solvent molecules in close proximity are naturally included in the QM 
model. For the present HCl-water clusters, the entire system is treated quantum-
mechanically using two QM methods: M06-2X239/cc-pVTZ and CCSD(T)-F12B240-
242/cc-pVTZ. 
Equations 4.2.2 and 4.2.3 show that the present QVP1 method can be extremely 
efficient for computation of vibrational frequencies, which involve two weighted 
averages of the perturbation term. Thus, the computational cost is equivalent to that 
needed to determine the perturbation energy at the discrete points without explicitly 
solving the vibrational Schrödinger equation. The weighting coefficients in equation 
4.2.3, defined by }2,1 ),,({ 0
2    Rqc iii , are predetermined for the chromophore 
oscillator in the reference structure, and optimized to represent the vibrational wave 
function in the PODVR method. Higher order perturbation terms can be used if greater 
computational accuracy is desired or becomes necessary.  
To quantify convergence of the present perturbation strategy, we selected 40 
structures from the molecular dynamical trajectory of HCl(H2O) at equal interval, and 
determined the exact vibrational frequencies by solving numerically the Schrödinger 
equation and those estimated by the QVPn  method up to the fourth-order perturbation (n 
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= 1 ‒ 4). The results are compared in Figure 4.2 spanning a range of vibrational 
frequency from 2500 cm-1 to 2775 cm-1. Figure 4.2 reveals that while the first-order 
perturbation approach QVP1 has a good agreement with the exact result in the medium 
range of 2600-2700 cm-1, increased deviations are observed at higher and lower 
frequencies with an average error of 3.0 cm-1. As the order of perturbation increases, the 
computation accuracy increases sharply to root-mean-square deviations of 0.1, 0.04 and 
0.04 cm-1 for the second, third, and forth-order perturbation theory, respectively. 
However, higher vibration excited states are needed to obtain high-order perturbation 
energies, which translate to more discrete points in the PODVR evaluation. Since the 
frequency shifts are relatively large in the present test cases, the first-order perturbation 
QVP1 is used throughout.  
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Figure 4.2. Correlation of the exact and the QVP vibrational frequencies for HCl in 40 
complex structures from an ab initio molecular dynamics trajectory of the H2O…HCl 
cluster using CCSD(T)-F12b/cc-pVTZ-F12. The exact results are obtained by solving the 
vibrational Schrödinger equation (abscissa) for each complex structure, whereas up to the 
fourth-order perturbation is used in the quantum vibrational perturbation (QVP) approach 
(ordinate).  The black dashed line represents a perfect match.  
 
4.3.  Computational Details 
Born-Oppenheimer molecular dynamics simulations were performed using the meta-
GGA M06-2X density functional theory with the cc-pVTZ basis for HCl(H2O) and using 
BLYP density functional theory augmented by dispersion corrections88,89 for other cases 
with a plane wave basis set86,87,243 For each cluster, the dynamics simulations were 
carried out at 200 K for a total of 25 ps with an integration step of 30 au (0.72 fs). 
Additional details of the ab initio simulation procedure are given in the SI. For accuracy 
in the computed vibrational frequency, all the perturbation energies were determined 
using the M06-2X/cc-pVTZ and CCSD(T)-F12b/cc-pVTZ-F12 methods.244 Basis set 
superposition errors (BSSE)245 were corrected following the counter poise scheme. Note 
that as the number of water increases in the HCl(H2O)n clusters, HCl dissociation is 
observed when n is 4. This is consistent with the aggregation-induced dissociation 
mechanism173, 191 in previous simulations.191, 193-195, 208, 246  
 For comparison, we have determined the linear absorption line shape by classical 
and mixed quantum/classical approaches.152, 155 In the classical approach, the line shape 
function is computed by Fourier transform of the autocorrelation function of the total 
molecular dipole moment from classical molecular dynamics simulations 
   ti
Hcl etdQI
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where )(HQ  is the harmonic quantum correction factor,
247, 248 and the brackets specify 
a classical statistical mechanical average. In the mixed quantum/classical method,152, 155 
where the HCl vibrational mode is treated quantum mechanically and all other degrees of 
freedom are modeled classically by molecular dynamics, a key quantity of interest is the 
 10 transition frequency and its dependence on the environment (equation 4.2.1). Then, 
within the Condon approximation, the magnitude of the vibrational transition moment is 
assumed to be independent of the bath fluctuations,152 and the semiclassical absorption 
line shape can be written as 
   10 10 2/
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where 1T  is the vibrational energy relaxation time (224 fs), which is estimated following 
the work of Straub and co-workers249-252 by computing the classical autocorrelation 
function of the force along the H-Cl bond. To evaluate the average in equation 4.3.2, the 
time evolution for )(10 t  are computed using the QVP1 method on the classical 
molecular dynamics trajectory. Equation 4.3.2 can be written in terms of cumulant 
expansion at the second-order truncation: 
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    (4.3.3) 
where  10  is the average transition frequency, and )(tC  is the frequency-frequency 
time-correlation function given by 
 )()0()( ttC      (4.3.4) 
where  1010 )()(  tt . 
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4.4. Results and Discussion 
 We first present results on the hydrogen chloride-water clusters to demonstrate 
the performance of the quantum vibrational perturbation approach for determining on-
the-fly vibrational frequencies. Here, the full system is represented by an electronic 
structure method. Then, we illustrate the applicability of the QVP method in condensed-
phase simulations, making use of the carbonyl stretching mode of acetone in water as an 
example. In this case, combined QM/MM molecular dynamics simulations are performed 
to evaluate the perturbation energy using a semiempirical Hamiltonian. 
4.4.1. HCl-Water Clusters 
The computed and experimental IR spectra in the HCl stretching region of the 
bimolecular complex HCl(H2O) are displayed in Figure 4.3. In this discussion, we first 
address nuclear quantum effects on the computed frequency, and then, examine a hybrid 
procedure to increase the accuracy of the results, making use of the M06-2X trajectory. 
Figure 4.3.a displays the line shape functions using the classical molecular dipole 
autocorrelation function (DAF) in blue (scaled by the harmonic quantum correction 
factor), and using equation 4.3.2 based on the QVP1 transition frequencies in green. The 
spectrum determined from the DAF shows a series of side peaks with an interval of about 
50 cm-1, attributed to the coupling with rotations of the water molecule about the H-Cl 
axis. This effect is not included in the instantaneous frozen-bath approximation in the 
QVP1 model. The maximum peak position from the QVP1 method is located at 2653 cm-
1, red-shifted by 185 cm-1 from the strongest peak position (2838 cm-1) displayed on the 
spectrum based on the classical DAF. Since M06-2X/cc-pVTZ was used in both 
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approaches, consistent with the dynamic trajectory, the difference between the two 
methods is primarily due to nuclear quantum effects of the oscillator, which clearly have 
significant contributions to the computed vibrational frequencies in Figure 4.3.a. 
Nevertheless, the full widths at half maximum (FWHM) of the spectrum peak are similar 
from both methods (21 and 23 cm-1, respectively).  
Figure 4.3.b compares the results obtained using three different electronic structure 
methods; M06-2X (green line), CCSD(T)-F12b (red line), and a composite of M06-2X 
spectral shift and the CCSD(T)-F12b frequency. In the latter approach, the CCSD(T)-
F12b frequency for the reference state is used, but the spectral shift due to dynamic 
fluctuations of the solvent is determined at the M06-2X level using QVP1. We designate 
this method as CCSD(T)/M06 in Figure 4.3.b, which significantly reduces the 
computational costs compared with that when the perturbation theory is also carried out 
at the CCSD(T)-F12b level.  Figure 4.3.b shows that the maximum peak position from 
QVP1 using CCSD(T)-F12b is only 14 cm-1 greater than the experimental value (2723.5 
cm-1).167, 168 The M06-2X frequency in the HCl(H2O) complex is blue-shifted by 84.6 cm
-
1 from the coupled-cluster value, and this is mainly due to the difference in the reference 
state between the two methods; 80.6 cm-1 = 2650.5 cm-1 (CCSD(T)-F12b) - 2569.9 cm-1 
(M06-2X). Thus, the solvatochromic shifts are not very sensitive to the quantum 
chemical models used, here, differing only by 4 cm-1. Clearly, it can be a major time-
saving approach to use density functional theory to estimate the spectral shift, but the 
reference frequency value is evaluated using coupled cluster theory (equation 4.2.1) since 
the latter only needs to be computed once. As the computational cost of the QVP method 
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is equivalent to that required to determine the perturbation energy at the discrete points, 
allowing the instantaneous vibrational frequency of the oscillator to be determined on-
the-fly of dynamics simulations. Indeed, the composite approach, employing the 
CCSD(T) zeroth order frequency (reference state) and QVP1 frequency shift from M06-
2X (blue curve in Figure 4.3.b), yields a maximum peak position at 2725 cm-1, only 13 
cm-1 different from the CCSD(T)-F12b value (2738 cm-1). Interestingly, the composite 
result is in better accord with experiment than CCSD(T)-F12b, perhaps due to fortuitous 
error cancellations.  Furthermore, the predicted FWHM from the composite strategy is 21 
cm-1, also in good agreement with experiment (18 cm-1),167, 168 and consistent with pure 
CCSD(T)-F12b and M06-2X calculations. The agreement between theory and experiment 
both in peak position and in line shape suggests that the QVP1 composite approach can 
be used for studying IR spectra of condensed-phase and biomolecular systems. 
In Figure 4.3.c, we compare the distribution of instantaneous vibrational frequencies 
(blue) computed along an MD trajectory with the line shape function (equation 4.3.3) 
determined at the CCSD(T)-F12b/cc-pVTZ-F12 level (red). Although the average peak 
positions are the same, the statistical distribution of the computed frequencies is clearly 
not an adequate approximation to the spectral line shape due to motion narrowing effects. 
Similar features were found in the study of HOD vibration in H2O and in D2O employing 
a polarizable empirical potential for water.13 
The 2D pump-probe spectra for the HCl stretching vibration in HCl(H2O) are 
computed using the instantaneous vibrational frequencies determined by the 
CCSD(T)/M06-2X composite strategy along with t2 evolution (additional details are 
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given in the SI). In Figure 4.3, the 1  axis represents the pump pulse, while the 3  axis 
specifies the probe pulse. The projection on 3  is the dynamical line shape both for the 
vibrational bands of the 1-0 resonance (red) and the 2-1 resonance (blue). The 2D IR 
spectra are displayed in Figure 4.3 for t2 waiting times of 0, 302, 504 and 705 fs.  At t2 = 
0 fs, the spectrum is diagonally elongated and anti-diagonally narrowed, which 
demonstrates the anisotropy of the two vibrational bands and indicates a strong 
correlation of the vibrational bands. The anti-diagonal direction is broadened and the 
nodal slope (separating the positive region of the 1-0 resonance from the negative region 
of the 2-1 resonance in the 2D spectra and the slope lines are shown as the blue dashed 
lines in Figure 4.3) decreases as t2 increases, indicating reduction of correlation. At t2 = 
705 fs, the nodal slope is closer to zero, where the coupling of the two vibrational bands 
vanishes. 
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Figure 4.3. Normalized IR line shapes from experiment (black) and computations for the 
HCl stretching vibrational mode in the HCl(H2O) complex. (a) The spectrum obtained by 
Fourier transform of DAF (equation 4.3.1) is given in blue, and that from instantaneous 
QVP1 frequencies (equation 4.3.2) is displayed in green, both at the M06-2X/cc-pVTZ 
level. (b) Spectral line shapes determined by the second-cumulant expression based on 
the frequency-frequency time correlation function (equation 4.3.3) are shown at the 
CCSD(T)-F12b (red) and M06-2X (green) levels along with the composite of CCSD(T)-
F12b frequency for the reference state and M06-2X frequency shifts (blue). The 
distribution of computed H-Cl stretching frequency (blue) at the CCSD(T)-F12b level is 
illustrated in (c) along with the corresponding spectral line shape function (red) and the 
experimental spectrum (black).  
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Table 4.1. Computed HCl stretching vibrational frequency HCl  and the shift HCl  
of the HCl(H2O) complex using harmonic normal mode analysis (NMA), Fourier 
transform of the dipole autocorrelation function (DAF) and the spectral expansion 
(equation 4.3.3) of the frequency-frequency time correlation function from the QVP1 
method, along with the experimental value. Vibrational frequencies are given in cm-1. 
 Method Basis Set HCl  HCl
a 
 HF Qb 3033.0 309.5 
NMA15 MP2 Tb 2791.0 67.5 
 CCSD(T) Db 2782.0 58.5 
DAF M06-2X cc-pVTZ 2837.6 114.1 
 M06-2X cc-pVTZ 2653.0 -70.5 
QVP1 
M06-2X+ CCSD(T)-
F12b 
cc-pVTZ+cc-
pVTZ-F12c 
2724.8 1.3 
 CCSD(T)-F12b cc-pVTZ-F12 2737.6 14.1 
EXP15,16 2723.5 
a 
exp   HClHCl . 
 b aug-cc-pVXZ, X=D,T,Q.  
c M06-2X/cc-pVTZ+CCSD(T)-F12b/cc-pVTZ-F12 
 
The 2D IR spectra provide a direct measure of the anharmonicity of the probe 
mode.  Figure 4.4 indicates that the anharmonic frequency shift from the QVP1 approach 
is 140 cm-1 for H-Cl stretching vibration in the HCl(H2O) complex, which is the 
difference between the central frequencies at positive (red) and negative (blue) peak 
regions on the ω3 axis. In comparison with the anharmonic frequency shift of 104 cm-1 
estimated for an isolated HCl molecule, hydrogen bonding interactions as well as 
dispersion contributions further increase anharmonicity in the HCl(H2O) cluster. It is 
interesting to note that 1-0 and 2-1 transitions for the HCl stretching mode in HCl(H2O) 
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are red-shifted, respectively, by 161 and 197 cm-1 relative to an isolated HCl. Apparently, 
hydrogen bonding interactions have a greater effect on the higher vibrational energy 
levels than the ground state. 
 
 
Figure 4.4. The 2D pump-probe spectra of the HCl stretching vibration in the HCl(H2O) 
complex are given at the evolution time t2  equaling to 0 fs, 302 fs, 504 fs and 705 fs 
respectively. See text for specific details. 
 
There are two HCl stretching vibrations in (HCl)2(H2O). Here, we focus on the 
HCl stretching mode in which the hydrogen atom is hydrogen-bonded to the oxygen of 
water. Figure 4.4 depicts the line shape of the main peak, which is in good agreement 
with the experimental peak.167, 168 The peak position is centered at 2634 cm-1 which is 
54 cm-1 greater than the experimental value. The calculated line shape is similar to that 
from experiment, indicated by the blue arrow of the spectrum in red. For this system, the 
time-dependent trajectories, including the HCl(H2O)2 cluster below, were sampled at the 
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BLYP/Plane wave level, but the vibrational frequencies were determined by using the 
composite QVP1 strategy. 
Table 4.2. Computed H-Cl stretching vibrational frequencies (cm-1) for (HCl)2(H2O) by 
solving two independent one-dimensional (E1D) Schrodinger equation and a two-
dimensional (E2D) vibrational Schrodinger equation. The potential energy surfaces were 
determined using M06-2X/cc-pVTZ. Q1 and Q2 represent, respectively, the H-Cl stretch 
associated with the HCl molecule directly hydrogen-bonded to water and hydrogen-
bonded to the probe HCl molecule (Figure 4.4). 
 
Mode E1D E2D Δν 
Q1 2617.0  2612.3  4.7 
Q2 2692.6  2693.7  -1.1 
 
The present QVP method is applied to a single mode of interest, which ignores 
vibrational mode coupling in order to increase computational efficiency. For applications 
to biological systems, in which the vibrational frequency of the probe molecule (e.g., 
chromophores with triple bond or C-D stretch), the effect is expected to be small. 
However, because of the proximity of two similar HCl vibrations, mode coupling could 
be important. To address this question, we have determined the frequencies both HCl 
molecules in the optimized (HCl)2(H2O) complex (see Figure 4.5) by solving one-
dimensional and two-dimensional vibrational Schrodinger equations, i.e., one based on 
the potential energy surface of independent modes, and the second employing the full 
potential of the two modes, both at the M06-2X/cc-pVTZ level (Table 4.2). Mode 
coupling is included in the latter approach. It was found that the mode corresponding to 
the HCl molecule directly hydrogen-bonded to water is lowered by 4.7 cm-1 due to 
coupled interactions with the second HCl molecule, whereas the stretch frequency of the 
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other HCl is enhanced by 1.1 cm-1. Thus, the effect due to mode coupling is not 
significant in this case. 
 
 
Figure 4.5. The experimental spectra and the overall computed HCl stretching 
vibrational spectra for a mixture of (HCl)(H2O), (HCl)2(H2O) and (HCl)(H2O)2 clusters 
with weighting factors of 1, 0.41 and 0.46 for the relative intensities based on the 
experimental intensities. The blue and red arrows specify the HCl stretching mode in the 
(HCl)2(H2O), (HCl)(H2O)2 clusters, respectively, and the strongest peaks correspond to 
that in the HCl(H2O) complex. The latter was sampled by M06-2X/cc-pVTZ, whereas the 
remaining systems were sampled using BLYP-D Born-Oppenheimer molecular dynamics 
simulations. 
 
The peak position of the HCl(H2O)2 stretching vibrational mode of the 1:2 
cluster, illustrated in Figure 4.5, is found at 2424 cm-1, which is close to the peak at 
2460 cm-1 found experimentally.167, 168 The computed line shape for HCl(H2O)2 
complex is somewhat narrower than that from experiment,  highlighted by the red 
arrows in Figure 4.4.  
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Finally, we note that Figure 4.5 was constructed by summing up the individual HCl 
stretching vibrational spectra of the (HCl)(H2O), (HCl)2(H2O) and (HCl)(H2O)2 clusters 
with weighting factors for relative intensities of 1, 0.41 and 0.46, respectively. Both the 
peak positions and line shapes are in reasonable agreement with the experimental spectra, 
which further support our assignments of those peaks as the HCl stretching mode in the 
(HCl)(H2O), (HCl)2(H2O), (HCl)(H2O)2 clusters, respectively.   
4.4.2. Acetone in Aqueous Solution 
To illustrate the general applicability of the QVP method in condensed-phase 
simulations, we carried out “on-the-fly” vibrational frequency for the carbonyl stretching 
mode of acetone in aqueous solution. Combined quantum mechanical and molecular 
mechanical (QM/MM) potential205, 253 is employed, in which the chromophore is 
approximated by the semiempirical Austin Model 1 (AM1)254 Hamiltonian, and the 
solvent is represented by the TIP3P model for water. A single solute molecule is 
embedded in a cubic box of 467 water molecules using the isothermal-isobaric (NPT) 
ensemble at 25 oC and 1 atm. The time-step in the simulation is 1 fs and a convergent 
QVP spectrum of C=O vibration is obtained using a 50 ps trajectory. All computations 
are carried out using CHARMM. Here, the instantaneous vibrational frequency of the 
carbonyl stretch in water is determined using the composite approach described in the 
previous section, where the reference state is determined at a high level of theory, 
whereas the perturbation energy is obtained at the combined QM/MM level to account 
for solvent effects. In particular, the C=O vibrational wave functions for the first three 
vibrational states of an isolated acetone molecule in the gas phase are determined using 
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the potential energy curve from CCSD(T)-F12/cc-pVTZ-F12 calculations along the C=O 
normal mode coordinate. The 0→1 transition frequency is estimated to be 1776 cm-1, in 
reasonable agreement with the experimental value of 1738 cm-1 in the vapor phase, and 
the small difference of +38 cm-1 will be fully transferred to the solution result. 
Figure 4.6 displays the computed vibrational spectra for the C=O stretching mode of 
acetone in water using the Fourier transform of the dipole autocorrelation function (DAF) 
(blue curve) and that from the cumulant expansion of the QVP1 frequency fluctuation 
autocorrelation function (red curves), along with the experimental results (black 
curve).255 The peak position at 1741 cm-1 from the QVP1 method represents a solvent-
induced red shift of -35 cm-1, which may be compared with a solvent effect of -41 cm-1, 
corresponding to a maximum peak position at 1697 cm-1. The agreement indicates that 
the AM1 model used in combined QM/MM simulations can capture the large bulk of 
solvation effects. In addition, the calculated FWHM (14.8 cm-1) is in good accord with 
the experiment (15.1 cm-1).255,256 On the other hand, the maximum peak position is found 
at 1414 cm-1 by Fourier transform of DAF, which is red-shifted by -30 cm-1 from the 
corresponding gas-phase value. The AM1 Hamiltonian severely underestimate the 
carbonyl stretch frequency of acetone by 294 cm-1 compared with experiment, which is 
fully translated into the condensed-phase results by direct application of the molecular 
dipole autocorrelation function. Since the Fourier transform of DAF includes 
anharmonicity and captures the same solvent effect as that in the QVP1 calculations, the 
small difference of 5 cm-1 between the two methods is attributed to nuclear quantum 
effects. The difference between the QVP1 and DAF results also illustrates the use of the 
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composite approach to effectively correct errors in the low-level QM/MM representation 
of the absolute vibrational frequency. 
 
 
Figure 4.6.  Experimental (black) and computed vibrational spectra of the carbonyl 
stretching region of acetone in water. The spectrum from the first-order quantum 
vibration perturbation (QVP1) calculation employing a composite of the CCSD(T) 
reference frequency and a QM(AM1)/MM perturbation potential is shown in red, and that 
from the Fourier transform of the molecular dipole autocorrelation function determined 
using AM1 directly in QM/MM simulations is given in blue.   
  
4.5. Conclusions 
We have presented a nuclear quantum perturbation (QVP) method for efficiently 
determining the instantaneous vibrational frequency of a chromophore in molecular 
dynamics simulations. The QVP approach is a semiclassical approach that combines 
quantum mechanical treatment of nuclear motions of specific vibrational modes with 
classical dynamics simulations. The method treats intermolecular interactions as a 
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perturbation to the vibrational Hamiltonian on a predefined reference state. 
Computational efficiency is achieved as a result of three key ingredients, including (a) the 
use of potential optimized discrete variable representation (PODVR) of the vibrational 
wave functions for all levels of interest, (b) the application of perturbation theory to 
evaluate the energy shifts due to solvent dynamic fluctuations, and (c) the representation 
of the potential energy surface by a combined QM/MM approach for condensed-phase 
and macromolecular systems. Furthermore, we found that first-order perturbation is 
sufficiently accurate for the present HCl-water cluster system, a small but challenging 
test case due to strong bond-dissociation character associated with the vibrational mode 
as well as hydrogen bonding interactions. The use of the PODVR representation and 
perturbation theory to determine the energy shifts avoids the need to solve the vibrational 
Schrödinger equation. Thus, the computational cost of the QVP method is equivalent to 
that needed to determine the potential energies at the PODVR points. The use of a 
combined QM/MM approach incorporates naturally the effects of solvent dynamics on 
the potential energy surface, which can be systematically improved in accuracy and is 
computationally efficient. It also avoids the need to develop an empirical potential energy 
surface and the accompanying dipole moment surface for every new system. Since time-
dependent vibrational frequencies can be determined on the fly in molecular dynamics 
simulations, the mode-specific linear and 2D-IR spectra can be extracted from the 
frequency time correlation function. Although the QVP method is validated using the 
HCl-water clusters, we emphasize that the approach can easily be extended to 
macromolecular systems since the perturbation theory calculation is only concerned with 
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one-electron integrals in a combined QM/MM potential. Thus, as long as it is possible to 
carry out QM/MM simulations at the desired QM level, the QVP1 method can be used to 
determine on-the-fly vibrational frequencies at the same or better accuracy.  
Intra and intermolecular mode coupling can be important, but it is not specifically 
included in the present QVP method except the effect due to intermolecular interactions 
in the QM/MM potential energy surface. This is a subject of future research, though one 
can straightforwardly extend the present single mode approach to two or more coupled 
modes (as illustrated in the text), making use of the PODVR numerical method. 
Intramolecular (and intermolecular) mode-coupling can also be treated by using 
vibrational configuration interaction (VCI) as implemented in the MULTIMODE 
program, but the computational costs are prohibitive for computation of time-dependent 
vibrational frequencies. A linear scaling strategy is clearly desired. 
To further reduce computational costs, we examined a hybrid, or composite strategy 
that can yield accurate peak position and line shape. In this scheme, the reference-state 
vibrational frequency (equation 4.2.1) is determined with a highly accurate method only 
once, but the vibrational frequency shifts at each instantaneous configuration along the 
MD trajectory are evaluated using the QVP method with a lower-level QM/MM 
potential. In the HCl-water cluster test cases, we compared the spectral result determined 
by using CCSD(T)-F12b on the entire system with that from the hybrid strategy with 
CCSD(T)-F12b reference frequency and M06-2X frequency shift. The agreement is very 
good, especially considering the tremendous cost-saving. Importantly, the inclusion of 
nuclear quantum effects, either using he semiclassical (equation 4.3.2) or cumulant 
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expansion (equation 4.3.3) algorithm, has a large effect on the computed spectra and is 
found to be in better agreement with experiment than that obtained by Fourier transform 
of the classical dipole autocorrelation function. We found that anharmonicity in the H-Cl 
stretch is significant and has a large solvent effects in the relaxation process exhibited in 
the computed 2D-IR spectra. To illustrate the general applicability, solvent effects on the 
carbonyl stretch of acetone in water were determined using QVP1 with a dual-level 
approach using the CCSD(T) results as the reference state coupled with combined 
QM(AM1)/MM simulations to account for solute-solvent interactions.  The computed 
solvent-induced spectral shifts is in accord with experiment. The present QVP method 
complements other computational approaches, including path integral-based molecular 
dynamics, and represents a major improvement over the electrostatics-based 
spectroscopic mapping procedures.  
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Chapter 5. Implementation of Quantum Vibration 
Perturbation Theory: Application to Acetophenone 
Solvatochromic Shifts and Hydrogen Bond Exchange 
Dynamics of Acetophenone in Methanol and Other Solvents  
 
This chapter is a result of collaborative efforts between the author and several members 
from the Massari group: Ivan C. Spector, Courtney M. Olson and Aaron Massari. 
 
5.1.  Introduction 
The vibrational Stark effect offers a powerful experimental probe for 
understanding the electrostatic environment at the microscopic level both in condensed 
phases and in proteins. In practice, the electric field on the probed vibration mode is 
linearly related to the shift of the vibrational frequency.   
probe env   μ E               (5.1.1) 
where probeμ  is the difference in the dipole moment between the ground and excited 
vibrational state, which is often called the linear Stark tuning rate, and envE  is the electric 
field of the environment on the normal mode.  In general, successful probes typically 
display two characteristic features.  First, the vibrational mode is sensitive to the external 
electric field with a significant linear Stark tuning rate.  Second, the vibrational 
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solvatochromic shifts can be adequately described by classical electrostatics.  The reason 
for the first property is to have easily accessible spectral change, but the second is less 
obvious.  When nitriles are used as the vibrational probes, it was found that there is 
significant quantum mechanical effect due to hydrogen bonding interactions with the 
solvent, resulting in large deviations from linearity with the external electric field. On the 
other hand, carbonyl groups have been shown to maintain an excellent linear correlation 
with respect to hydrogen bonding. 
There are two contributing factors to the differential solvent effects on the dipole 
moments in the ground and the excited vibrational states.  First, since the ground and 
excited vibrational states represent different nuclear motions, the expectation values of 
the position operator will be different even when the electronic configuration and charge 
density remains the same. Secondly, the probe molecule can also have differential 
polarization effects, which lead to an altered molecular dipole moment.  There is no clear 
separation of the two effects and they are intimately coupled.   
A variety of vibration probe molecules have been used to understand solvation 
dynamics and the electrostatic field effects on enzyme catalysis. Often, it is desirable that 
the vibrational frequency of the probe molecule is distinctly different from those of 
typical solvent molecules and amino acids. At the same time, there is strong absorbance 
to have sufficient sensitivity in the experiments.  Thus, small molecules containing triple 
bonds such as azide and nitriles have been favored choices in these studies because their 
vibrational absorptions have strong absorbance, occurring in a region at about 2000 cm-1, 
which is inert for aqueous and most organic solvents as well as biological systems. One 
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primary drawback is that the introduction of these functional groups could perturb the 
local environment of a biological molecule such as the active site of an enzyme. 
Alternatively, the C-D stretch vibration also has a frequency around the 2000 cm-1 region, 
which would introduce essentially no steric and electrostatic perturbation to the site being 
probed, and indeed, C-D stretching probes have been used in many biological systems. 
However, it is also not without shortcomings for its lack of strong absorption intensity.  
The use of carbonyl stretching vibrations from the amide bonds as well as several amino 
acid side chains has gained popularity because they have strong absorption intensities. 
These vibrational modes can be identified by difference spectra through isotope 
substitutions.  
The small molecule acetophenone has been extensively studied as a vibrational 
probe to understand solvation effects, and the correlation of observed vibrational Stark 
effects and solvent electric field exerted on the vibrational mode coordinate. Boxer and 
coworkers257, 258 performed Fourier transform infrared spectroscopy (FTIR) on 
acetophenone in a range of solvents, and coupled this with molecular dynamics 
simulations to calibrate the electric field with the solvent shift.  Then they inserted an 
amino acid with an acetophenone side chain to measure the electrostatic environment 
inside ribonuclease-S, which suggests a relatively nonpolar environment.  Subsequent 
work154, 259, 260 by the Boxer group suggests that carbonyl vibrational probes are 
advantageous due to the fact that they maintain linearity with respect to hydrogen 
bonding.  In fact, they used a 19-nortestosterone as a product-like inhibitor in ketosteroid 
isomerase, and found very high electric fields on carbonyl upon binding, which supports 
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the hypothesis that the catalytic mechanism goes through an enolate intermediate.154 The 
solvent effects on the vibrational frequency shifts are investigated in this study.  
Furthermore, in collaboration with Professor Aaron Massari and his group, we extend the 
work to understand the local solvent dynamics through two-dimensional FTIR 
spectroscopy.  
To understand solvent dynamics on the observed one and two-dimensional 
vibrational spectra, it is necessary to determine the time-dependent vibrational 
frequencies of the oscillator in molecular dynamic simulations. The most effective and 
widely used approach to estimate instantaneous vibrational frequency shifts on the fly in 
molecular dynamics simulations is based on an electrostatic map. This technique goes 
beyond a simple linearized Stark effect by sampling the electrostatic field surrounding the 
probe molecule. As an empirical approach, anharmonic and quantum mechanical effects 
are included in an average sense into the parameterization.  A particular advantage of the 
electrostatic map is that solvent effects on vibrational properties can be estimated 
efficiently. Nevertheless, one drawback is that each property needs to be parameterized 
separately; for example, the calculation of vibrational frequency and transition dipole 
moment require different electrostatic maps.   
In principle, molecular vibration can be modeled directly by solving the 
vibrational Schrödinger equation, and this approach has been applied to numerous 
systems.  In this case, there is no need to specifically parameterize electrostatic maps for 
different molecules.  For instance, it possible to perform normal mode analysis at step in 
a molecular dynamics trajectory.261  However, this method is time consuming because it 
  108 
requires the computation and subsequent diagonalization of the Hessian matrix at each 
step, and it yields frequencies that do not include anharmonicity and are often include 
negative eigenvalues yielding imaginary frequencies.  Another approach is to solve the 
one-dimensional vibrational Schrödinger equation, which avoids the calculation of the 
Hessian, includes anharmonicity and yields quantum mechanical frequencies.  In this 
approach, a basis set is used for variational optimization and the Hamiltonian matrix 
elements are determined by numerical quadrature.262, 263  The difficulty with this 
approach is that a large number of basis functions (~75-100) is required for converged 
results,264 and the vibrational coordinate must be well defined throughout the molecular 
dynamics trajectory.  Furthermore, the discrete variable representation (DVR) permits the 
variational solution of the one-dimensional Schrödinger equation by using localized basis 
sets that are amenable to numerical quadrature.262, 265-270 The purpose of this chapter is to 
present a quantum mechanical model without explicitly solving the vibrational 
Schrödinger equation in a manner that obtains computational efficiency.    
5.2.  Theoretical Methods 
The quantum vibration perturbation (QVP)271 approach is an efficient method for 
computing the instantaneous vibrational frequencies of a probe molecule in condensed 
phases and in proteins. Currently, it is designed for one and two specific modes along 
with the coupling between these two modes. QVP combines two computational concepts 
to achieve computational efficiency: (1) a numerical representation of the nuclear wave 
function for the solute and (2) a perturbation theory to account for the solvent effects. 
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Consequently, the method enables vibrational energy levels and wave functions to be 
efficiently determined on the fly of molecular dynamics simulations.  
In QVP, we first use a potential-optimized discrete variable representation (PO-
DVR) to evaluate the vibrational Hamiltonian matrix elements over quadrature points of 
the vibrational wave functions.  Then, the changes in wave function and the 
corresponding eigenvalue due to instantaneous fluctuations of the solute geometry and 
solvent configuration are determined using perturbation theory.  In the present study, the 
interactions between acetophenone and water molecules are modeled by a combined 
quantum mechanical and molecular mechanical (QM/MM) method, in which the solute is 
treated quantum-mechanically and the solvent by the all atom optimized potential for 
liquid simultations (OPLS-AA). Thus, the instantaneous change of the potential energy 
surface of the solute molecule, which is essential for interpreting two-dimensional 
infrared experiments, is included in the present model.  The following highlights the key 
computational details as it was implemented in the CHARMM package.272  
5.2.1 QVP Implementation 
 In this section, the two computational components of the quantum vibrational 
perturbation (QVP) method are presented, namely (1) potential optimized discrete 
variable representation (PO-DVR) of the nuclear wave function, and (2) a perturbation 
approach to determine solvent effects on the vibrational frequency shifts. 
 In the first computational step, we solvent the vibrational Schrodinger equation 
numerically using a PO-DVR approach. The DVR method described by Colbert and 
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Miller273 has been widely used in reaction dynamics calculations due to several features 
that are convenient for computation.274  In the original approach, the basis set for the 
vibrational Hamiltonian is an infinite basis of evenly spaced sinc functions (equation 
5.2.1.c), which are already localized. Thus, the position operator is diagonal, and the 
locations ( ) of the sinc functions are the Gaussian quadrature points for numerical 
integration.274   
The kinetic energy operator has an analytical solution, therefore, it is exact at the 
limit of a complete set of basis functions.  The only approximation begin made in the 
kinetic energy operator is due to truncation of the basis set.  For a finite basis set 
representation, the error in the kinetic energy diminishes exponentially outside the 
classically allowed region of phase space.275 Consequently, for practical purposes, DVR 
results converge quickly with a reasonably large basis268 (see table 5.1). The definition of 
the DVR requires only two parameters, the grid spacing ( ) and the number of basis 
functions ( ).  Additionally, there is no assumption as to the functional form of the 
potential operator because it only needs to be evaluated at the quadrature points.  The grid 
spacing defines an upper bound to the kinetic energy,275  and the Hamiltonian operator is 
written as 
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where  is the reduced mass of the oscillator,  is the potential energy at the DVR 
point, and  is the normal mode coordinate.  An approximation274, 276 commonly used in 
the DVR method is to assume a diagonal form of the potential energy operator. 
Table 5.1.  First and second transition energies calculated using different number of basis 
functions and grid spacing values using the discrete variable representation (DVR) 
approach described by Colbert-Miller, and the potential optimized DVR (PO-DVR) 
method for the same configuration of acetophenone in water.  For convenience, bold texts 
are used to highlight digits that match the exact values (from the largest grid 
calculations).  
 
Number of Basis Grid Spacing (Å) 
  
1000 0.001 1952.513805 1936.732571 
50 0.01 1952.513805 1936.732571 
30 0.01 1952.522591 1936.914562 
PO-DVR: 10 - 1952.513742 1936.732508 
 
The procedure described by Colbert and Miller is general for practical 
applications. Nevertheless, it has been shown that the number of quadrature points can be 
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significantly reduced for a given potential , which will significantly increase the 
computational speed, especially in molecular dynamics simulations. Consequently, ab 
initio wave function theory or density functional theory can be directly used to represent 
the potential energy surface to obtain the instantaneous vibrational frequencies in 
molecular dynamics simulations.  To this end, a minimal number of quadrature points is 
generated to best represent a given potential at a convergence tolerance. Thus, the 
numerical quadrature points are optimized according to the potential used, giving rise to 
the name for the method, potential optimized DVR (PO-DVR).277, 278 The method 
amounts to a single-value decomposition of the position operator in the full basis into a 
reduced -dimension, where   is the number of PO-DVR points used for 
numerical representation of the vibrational wave function. First, the Hamiltonian is 
solved in the full basis by diagonalizing the Hamiltonian, then the position operator of the 
optimized basis is calculated by using the lowest  eigenvectors of the Hamiltonian.  
This matrix is then diagonalized to yield to potential PO-DVR points.  The coordinate 
transformation can be summarized as follows 
 
where  is a rectangular matrix of eigenvectors for the Hamiltonian in the full basis.  The 
dimension of this matrix is  × .   is a unitary matrix that diagonalizes the 
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position operator ( ).   and  are diagonal, representing the PO-DVR and DVR 
points, respectively.  The same transformation is performed on the Hamiltonian, which is 
diagonalized to yield the eigenvalues and eigenvectors of the PO-DVR basis. 
 The second ingredient of the QVP method is to enhance computational efficiency. 
Here, we use perturbation theory to determine the eigenvectors and eigenvalues rather 
than performing a direct diagonalization.  Here, we define the QVP energy as 
 
where  is the configuration-dependent energy eigenvalue of the nuclear wave 
function of state i,  is the eigenvalue of the unperturbed reference state, and 
 is the change in potential energy due to configuration fluctuations.  The latter is 
obtained using the Raleigh-Schrödinger perturbation theory.279  The perturbation operator 
between PO-DVR wave functions i and j is defined as  
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where  is the PO-DVR eigenvector and  is the potential energy of 
configuration, , with the normal mode at the PO-DVR point, .  The Raleigh-
Schrödinger correction to the energy is given by:  
 
where the expansion in equation 5.2.5.a can be carried out to  order, but for 
small perturbations, equation 5.2.5.a converges quickly relinquishing the need for higher 
order corrections.  The formulae for third and fourth order corrections can be found in 
reference 279.  In the PO-DVR representation, the calculation of  requires only 
single-point energies at the quadrature points without the need to directly solve the 
vibrational Schrodinger equation. 
5.2.2 Transformation Matrix for the Normal Mode 
 As the molecular frame and eigenvector of the desired mode change during a 
molecular dynamics simulation, it is necessary to transform the coordinates, and, thus, the 
normal mode vector to match the reference eigenvector throughout the trajectory.  Here, 
we adopt an algorithm280 used in computer vision in which the coordinates of a moving 
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object are treated as a roughly rigid body to be transformed to the reference set of points.  
The relationship between the reference and instantaneous coordinates is given below, 
 
where  is the set of instantaneous coordinates,  is the reference set of coordinates.  
The reference coordinates have their center of mass at the origin.   represents the 
rigid-body translation of the center of mass, and  is a noise term which in the present 
case for molecular vibration refers to atomic displacements.  Each of the bolded terms in 
equation 5.2.6 is a three-dimensional vector, and the ones that include the index k are part 
of a set of  vectors resulting in  degrees of freedom where  is the number of 
atoms.  In equation 5.2.6,  can be computed exactly from the Cartesian coordinates.  
The effect of the  term will be discussed in the context of QVP later in this section.   
is the rotation matrix between the reference and instantaneous coordinate frames and is a 
three-dimensional matrix.  The calculation of the rotation matrix (T) is nontrivial and is a 
main contribution of this algorithm.  
Arun and et al. showed that the calculation of the rotation matrix is equivalent to 
solving the unitary transformation that leads to a maximum in the sum of the dot products 
of all of the position vectors, which may be expressed as follows 
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When  is nonzero, this equation results in the least squares solution for the rotation.   If  
 is zero, then, by the Cauchy-Schwarz inequality, ,  which maximizes F, is exact and 
unique for cases without symmetry (vide infra).  To solve equation 5.2.7, we begin by 
computing:  
 
where S is a 3 x 3 real nonsymmetric matrix, where the trace of  is the dot product of the 
two sets of  position vectors.  Next, a singular value decomposition is performed on .  
 
where  is the diagonal matrix of singular values and U and V are the left and right 
singular vectors.  Thus, the rotation matrix that maximizes equation 5.2.7 is: 
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Equation 5.2.10 reduces the effect of the cross terms, or off-diagonal elements in 
equation 5.2.8, which results in a maximum due to the Cauchy-Schwarz inequality.  It 
was noted earlier that this algorithm yields unique solutions for systems without 
symmetry only.   
Next, we explore the effects of symmetry on this algorithm.   
 
Figure 5.1. Two sets of three coplanar position vectors in the C2v point group.  The 
index of each vector is given at the tip of each vector.  The only difference between the 
two sets is reflection through the mirror plane. 
 
Consider, two sets of vectors shown in Figure 5.1 as possible target for this 
algorithm.  These vectors are given in the C2v point group, having a mirror plane along 
the principle axis of rotation (along vector 1).  If we assume   is zero, then both sets of 
vectors have the same solution to equation 5.2.7, suggesting that any symmetry 
transformation of one solution would similarly be a valid solution to equation 5.2.7, 
which shows that the solution is not unique.  To clarify, every symmetry operation in 
group theory has a matrix representation.  This means that if one multiplies the rotation 
matrix by a symmetry operator, then this yields the same result for equation 5.2.7.  This 
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concept demonstrates that the vectors are indistinguishable with respect to index due to 
the summation in equation 5.2.7.  This may not be a particular issue for general parameter 
sets from computer vision that may not display a significant amount of symmetry, but for 
molecules, different position vectors could correspond to different atomic identities.  In 
practice, we observed that incorrect orientations of normal mode have been generated 
directly using equation 5.2.7, leading to spurious frequencies in the trajectory (see Figure 
5.2).   
This problem can be circumvented by weighting  according to the magnitude of 
the normal mode displacements: 
 
where  is the magnitude of the normal mode displacement of the kth atom.  This 
modification highlights different contributions of the atomic displacement of the 
vibrational mode of interest.  Consequently, incorrect solutions due to symmetry have 
been avoided, or, at the very least, the solutions would remain within the vibrational point 
group.  An advantage of the modified algorithm is that the implementation is 
straightforward using singular value decomposition and data in the program already. 
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Figure 5.2. Frequency trajectories computed using the Arun et al. algorithm for the 
rotation matrix and the normal mode displacement (NMD) weighted algorithm presented 
in equation 5.2.11.   
 
  The weighted transformation brings the solute molecule at an arbitrary orientation, 
coupled with internally distorted geometry, sampled during a molecular dynamics 
simulation to maximally superimpose with the reference mode structure, allowing the 
vibrational frequency to be computed using the QVP method.   
The instantaneous vibrational frequency for a mode of interest is determined by 
its frequency shift relative to the reference state. In QVP, the numerical quadrature points 
are optimized with respect to the minimum energy geometry. However, the geometry of 
the solute molecule at time t is somewhat distorted from the reference structure. Thus, to 
ensure numerical accuracy, it is important to further refine the maximally matched 
geometry such that there is minimal deviation from the quadrature points. Here, we 
perform local restrained geometry optimization along the reference mode direction to 
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locate its minimum position. Then, the  term in equation 5.2.6 has the effect to match 
the minimal of one-dimensional potential energy profile along the mode coordinate for 
the MD structure to the origin of that for the reference geometry.   
Shown in Figures 5.3 (a) and (b) are the computed vibrational frequencies using 
QVP with second order perturbation (QVP2) compared with the exact values for 
acetophenone in water sampled in molecular dynamic simulations. Figures 5.3 (c) and (d) 
display the potential energies curves along the mode coordinate, both for the reference 
configuration and for one randomly chosen structure in Figures 5.3 (a) and (b).  Figures 
5.3 (a) and (c) correspond to QVP2 calculations employing the reoriented configurations 
without the  term, whereas results displayed in Figures 5.3 (b) and (d) are obtained by 
aligning the minimum of the one-dimensional potential energy curve of the MD 
structures with the reference state. The minima are obtained by restrained geometry 
optimization involving atoms of the local mode only (in the present acetophenone, the 
carbonyl group and atoms directly connected to the carbonyl carbon atom), while all 
other atoms are held fixed using the adopted basis Newton-Raphson method in 
CHARMM.  The shaded areas depicted in Figures 5.3 (c) and (d) illustrate the magnitude 
of the perturbation energy.  The only difference between Figures 5.3.c and 5.3.d is 
translation along the normal mode coordinate. Overall, the mean-unsigned-errors (MUE) 
are 3.2 and 2.4 cm-1 for calculations with and without the  term, and the results without 
potential alignment systematically underestimate the computed vibrational frequencies.  
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Figure 5.3 shows that both perturbation contributions due to interactions with the solvent 
and the instantaneous geometric distortions of the solute and the errors in the computed 
frequencies are smaller when the mode displacements are performed at the potential 
energy minimum.  Since we are interested in the carbonyl stretch, this means that the 
bond length for the reference structure and the instantaneous structure can be different, 
and that the normal mode displacements occur from the potential energy minimum. 
 
Figure 5.3.  (a) and (b).  Computed vibrational frequencies using second order quantum 
vibrational perturbation (QVP2) method against the exact results calculated with 50 
discrete points at a grid interval of 0.01 Å (Reference) with (a) and without (b) alignment 
of the potential energy minimum along the mode coordinate. (c) and (d) show the 
potential energies along the mode coordinate for one randomly selected structure without 
(c) and with (c) the minimum matched against the reference state. The shaded region 
represents the magnitude of the perturbation operator in QVP.   
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5.3 Computational Details 
Molecular dynamics simulations were performed employing in the isothermal-
isobaric ensemble at 1 atm and 298 K for a single acetophenone solute in solvent boxes 
of ca. 40 × 40  × 40 Å3.  The solvents considered in this work cover a wide range of 
polarities, including carbon tetrachloride (CCl4), n-hexane, diethyl ether (DEET), N,N-
dimethyl acetamide (DMA), chloroform (CHCl3), acetonitrile (MeCN), methanol 
(MeOH) and water.  All calculations were performed using a locally modified version of 
the CHARMM software package, in which the QVP method up to the fourth order 
perturbation has been implemented.272  The potential energy surface was described using 
a combined quantum mechanics and molecular mechanics (QM/MM) approach. The 
solute molecule, acetophenone, is represented by PM3281-283 and the organic solvents are 
modeled with the OPLS-AA284, 285 force field.  Following an initial equilibration, 
molecular dynamics was carried out for 2-4 ns at a 1-fs time step, during which 
coordinates were saved on every 10 fs, sufficient for the analyses and Fourier transform 
of the response functions.   
5.3.1. QM/MM potential for the carbonyl stretch vibration and hydrogen bonding 
interactions of acetophenone  
The C=O stretch vibrational frequency (1942.4 cm-1) from DVR calculations 
using the PM3 potential is overestimated by 240.0 cm-1 in comparison with a value of 
1702.4 cm-1 based on the MP2/aug-cc-pVDZ representation of acetophenone in the gas 
phase. The MP2 result is in good accord with the experimental observation (1701 cm-1). 
Here, the one-dimensional potential energy curves are scanned along the normal mode 
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coordinate for each method. Thus, the DVR results include anharmonic contributions as 
well as nuclear quantum effects, although mode coupling is ignored. It is possible to 
make a constant shift of the absolute vibrational frequency from PM3 to match the 
experimental data in the gas phase, when solvent effects are studied.  However, we have 
decided to modify the core-core energy term (equation 5.3.1) in PM3 for the carbonyl 
carbon and oxygen atoms since solvent dynamics is investigated through 2D-FTIR 
calculations. These changes only affect the carbonyl group, and its interaction with the 
solvent, without altering the electronic structural part of the Hamiltonian.  
 
where  are the effective nuclear charges (note only valence electrons 
are treated explicitly in semiempirical methods) of atoms A and B,   is the interatomic 
distance,  is the electron repulsion integral between two s-orbitals, and and 
 are damping parameters. The remaining Gaussian terms in equation 5.3.1 are 
introduced to account for errors in the bonding region in the origin MNDO model and 
their parameters are optimized in the parameter fitting process 
Figure 5.4 shows the computed potential energy curves for the carbonyl stretch 
vibration along the normal mode coordinate using MP2 and PM3 methods, along with 
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their difference and a polynomial fit. Negative and positive values of the mass-weighted 
coordinate (in a.u.) in Figure 5.4 represents extension and compression from the 
equilibrium geometry. Evidently, the errors of PM3 dominantly comes from its more 
steep increase in energy as the C=O bond is stretched, consistent with a higher vibrational 
frequency. The energy difference, , between the MP2 and PM3 results, expressed 
in equation 5.3.2 with a fitting error of less than 0.1 kcal/mol, are added to the original 
core-core term between the carbonyl carbon and oxygen atoms since their atomic 
displacements account for more than 95 % of the normal mode motion.   
 
where  is the mass-weighted displacement vector of the carbonyl stretch mode. The 
PM3+ΔU potential energy surface gives a carbonyl stretch frequency of 1704.1 cm-1, 
reproducing the MP2 value. The parameters in equation 5.3.2 are given in Table 5.2.  
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Figure 5.4. a). Potential energy scans of the normal mode of the carbonyl stretch of 
acetophenone at the level of MP2/aug-cc-pVDZ, PM3, and the difference between both 
levels of theory and result of fitting equation 5.3.1. b). The error of the fit as a function of 
the normal mode. 
 
Table 5.2.  Fitted parameters for equation 5.3.1 
Parameter Value 
A(kcal/mol/Å)  34.6 
B(kcal/mol/Å2)   -358.8 
C(kcal/mol/Å3) -128.2 
D(kcal/mol/Å4) 5048.6 
E(kcal/mol/Å5) 16454.7 
F(kcal/mol/Å6) 24341.1 
In the combined QM(PM3)/MM potential, the Gaussian terms in equation 5.3.1 
between QM and MM atoms are not included, and a value of 5.0 for aS for all MM atoms 
has been recommended.286  To best describe hydrogen bonding interactions between the 
a). b). 
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carbonyl group with a hydrogen bond donor such as methonal, we re-introduced a single 
Gaussian term on the oxygen atom  
 
where  is the partial charge of “MM atom” M,  is the distance between the 
carbonyl oxygen of acetophenone and M, and the parameters a, b and c are fitted to 
reproduce the potential energy curve for hydrogen bonding interactions between 
acetophenone and methanol determined at the MP2/aug-cc-pVDZ level of theory. The 
final parameters are summarized in Table 5.3. 
Figure 5.5 displays the results obtained using the final combined PM3/MM 
potential that includes the two additions to the potential on the carbonyl carbon and 
oxygen atoms that affect the internal C=O stretch of acetophenone itself and hydrogen 
bonding interactions between acetophenone and solvent molecules, along with those from 
MP2/aug-cc-pVDZ and the original PM3/MM without these additions. One notices that 
the standard QM/MM potential with PM3 Hamiltonian underestimate hydrogen bonding 
interactions between acetophenone and methanol by 1.4 kcal/mol, compared with a 
binding energy of -7.6 kcal/mol from MP2 calculations. The present acetophenone 
stretch-vibration specific model, PM3v, gives a binding energy of -7.4 kcal/mol.  The 
PM3v model is used to perform molecular dynamics simulations of acetophenone in 
solutions. 
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Figure 5.5.  Computed interaction energies between acetophenone and methanol as a 
function of the distance between donor and acceptor oxygen atoms using the MP2/aug-
cc-pVDZ (purple), the standard PM3/OPLS potential, the PM3+ΔU model for the QM 
part, and the final PM3v/OPLS model. 
 
Table 5.3.  Fitted parameters for equation 5.3.3 
Parameter Value 
a 13.3 (kcal/mol)Å/e- 
b 0.92 Å-2 
c 2.05 Å 
 
5.3.2. Carbonyl Stretch Vibrational Frequency and Electric Field Calculations  
The vibrational spectra for the solute in different solvents can be directly obtained 
from Fourier transforms of the molecular dipole autocorrelation functions, which include 
contributions both from solvent effects and anharmonicity, although nuclear quantum 
mechanical effects on solute motions are ignored. The latter is included in the present 
QVP method, but nuclear quantum mechanical effects due to solute-solvent coupling are 
not included. We used second-order perturbation, denoted as QVP2, to determine the 
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ground state and the first two excited vibrational energy levels and the first and second 
transition energies. In all, for each configuration in the dynamic trajectory, the solute 
molecule was first energetically optimized using the adopted-basis Newton-Raphson 
(ABNR) algorithm with the solute and the solvent coordinates fixed except for the atoms 
participating in the normal mode. This was followed by 10 single-point QM/MM energy 
calculations at the PO-DVR grid points along the carbonyl stretching vector. The overall 
computational cost in the QVP2 analyses is of the same order as that used to carry out the 
QM/MM dynamics simulations. Additional computational details can be found in 
reference 287. 
The QVP calculations yield time-dependent vibrational frequencies of the C=O 
stretch mode, based on which both linear infrared (IR) and 2D-FTIR spectra can be 
determined.288, 289  The linear absorption line shape290-292 was calculated using  
 
where, 
1T  is the population relaxation time corresponding to the 1→0 transition,  is 
the fluctuation of the C=O frequency at time t from the mean, .  For , the 
experimental value of 1.73 ps was used.  The two dimensional Fourier transform infrared 
(2D-FTIR) spectra corresponding to the photon echo experiments were computed 
following the procedure described in Reference 291, which permits modelling of non-
Gaussian fluctuations,292 for describing hydrogen bonding interactions.293  We found that 
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it is particularly important to model non-Gaussian fluctuations for acetophenone in 
methanol because there are two overlapping absorption peaks corresponding to different 
hydrogen bond configurations (see Figure 5.7 and the supporting information of reference 
260).  Kwac and Cho292 showed that using the second cumulant expansion response 
functions does not adequately model non-Gaussian fluctuations, resulting in a single peak 
instead of two overlapping peaks. 
The linear Stark effect was analyzed in order to compare with the work by Fried e 
al.257, 258 In the present simulation, the electric field on the carbonyl stretch mode of 
acetophenone was calculated in a similar manner to that reported in reference 258.  
Briefly, the force on the carbonyl carbon and oxygen atoms was calculated with and 
without electrostatics.  Then the difference between these two vectors yields the electric 
field.  Subsequently, these vectors are projected onto the bond vector, and averaged to 
yield the effective electric field on the mode:  
 
5.4 Experimental Details 
The Fourier transform infrared (FTIR), and 2D-IR spectra of acetophenone in 
methanol were also obtained experimentally by Ivan C. Spector, in collaboration with the 
Massari group. The IR spectra were collected on a Nicolet 6700 FTIR spectrometer 
(Thermo Scientific) with at least 16 scans and a resolution of 2 cm-1.  The 2D-IR 
instrument has been described in detail previously.294, 295 Mid-IR pulses (3 µJ /pulse, 1 
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kHz repetition rate, 90 fs duration FWHM, ~200 cm-1 bandwidth FWHM) were tuned to 
the carbonyl stretching region (~ 1700 cm-1), divided into three ~1 µJ p-polarized pulses, 
and focused on the sample in a BOXCARS geometry.296 The generated vibrational echo 
signal was coaligned with a local oscillator reference pulse (0.3-0.5 nJ per pulse), 
spectrally resolved in a 0.32 meter monochromator with a 75 line/mm grating, and 
detected with a liquid N2 cooled 64-element mercury cadmium telluride (MCT) linear 
array detector (Infrared Associates, Inc). The spectral resolution of the detection system 
is ~ 4 cm-1.  Data collection was performed with fibrillation to remove scatter from all 
three pump beams, as described in reference 297. 
Purely absorptive 2D-IR spectra were obtained using the technique described by 
Khalil and coworkers.298, 299 In order to account for systematic and random errors in the 
instrumentation, the data were phase processed, as described in detail by others.300 The 
pump-probe projection theorem and absolute value center method were used as 
constraints during this procedure.301 IR pump-probe spectroscopy was carried out using 
the same laser system described above.295 The resulting purely absorptive and absolute 
value data plots were then analyzed using peak volumes to extract kinetic information 
directly from the 2D-IR data, as described in more detail below. 302-304  Center line slope 
analysis was performed on the on-diagonal peaks in the purely absorptive spectra.300 
 Figure 5.7 shows two representative experimental 2D-IR spectra at 0.25 ps and 
3.0 ps following the initial activation.  Spectral intensity increases in the region above the 
diagonal between the two peaks.  This is a strong indication of exchange between the 
absorption modes associated with the two on-diagonal peaks.  The peaks are assigned as 
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hydrogen bonded (1677 cm-1), and non-hydrogen bonded (1688 cm-1) and therefore the 
growth of the off-diagonal peak above the diagonal indicates the breaking of hydrogen 
bonds.  On-diagonal peaks decay due to population relaxation with an exponential decay 
constant .  Off-diagonal peaks arising from processes other than anharmonic coupling 
will decay more slowly than the on-diagonal peaks.  Chemical exchange or vibrational 
energy exchange rate constants are extracted by normalizing off-diagonal peaks by their 
corresponding on-diagonal peaks.302, 303  Exponential rise fits were performed on the 
amplitude of the ratio of off-diagonal peak volume to the on-diagonal peak volume at the 
same probe/ωm frequency.  The exponential growth time from fitting this ratio to an 
exponential rise function of the form: ; is   1.0 +/- 0.8 
ps.  Gaffney and coworkers found H-bond breakage in MeOD oligomers on the time 
scale of 0.2-2 ps.305 
The change in the on-diagonal peak shapes (spectral diffusion) is quantified by 
the center-line-slope (CLS) analysis.300  Center-line-slope decays were fit according to 
the procedures developed by Kwak and coworkers which has been regularly utilized by 
the Massari group.294, 300  The challenge in CLS analysis presented by lack of complete 
resolution between the off-diagonal and the two on-diagonal peaks was overcome by 
narrowing the spectral range for CLS fitting.  The range (~ 8 cm-1) covered the maxima 
and excluded the region where the two on-diagonal peaks overlapped.  The CLS decay 
time constants for a single exponential of the form: ; are 3.2 +/- 0.7 ps 
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for the red peak centered at 1677 cm-1 and 4.0 +/- 0.9 ps for the blue peak centered at 
1688 cm-1.  These time constants are reasonable for small molecules in normal solvents 
based on other literature values.294, 306  All experimental errors are quoted at the 95 % 
confidence interval. 
5.5.  Results and Discussion 
  The striking solvent effects on the computed vibrational Stark shifts for 
acetophenone in the solvents examined in this study are given in Figure 5.6 and Table 
5.4.  The trends from the present QM/MM molecular dynamic simulations are in good 
accord with that observed by Boxer and coworkers. There is a good correlation of the 
magnitude of red-shift with solvent polarity as measured by the ET(30)307 scale.308-310  A 
linear fit between the observed spectral shifts in Figure 5.6 and the computed electric 
fields yields a Stark tuning rate of 0.45 cm-1/MV/cm, which is similar to that obtained by 
Boxer and coworkers (0.484 and 0.412 cm-1/MV/cm for AMOEBA and AMBER force 
fields respectively).308, 309  In comparison with experiments, Table 5.1 shows that the 
computed solvatochromic shifts have a mean-unsigned-error (MUE) of 3.0 cm-1.  The 
largest errors are due to acetophenone in methanol, carbon tetrachloride and chloroform, 
each exhibiting unique behaviors.   
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Figure 5.6. a). Calculated infrared spectra of the carbonyl stretch vibration of 
acetophenone in n-hexane, tetrachloromethane, diethyl ether, N,N-dimethylacetamide, 
trichloromethane, acetonitrile, methanol, and water. (b). Correlation between the 
computed carbonyl vibrational frequency and the electric field on the carbonyl group. .  
All results were obtained from molecular dynamics simulations employing the combined 
PM3/OPLS-AA potential. The PM3 frequencies have been shifted by 240 cm-1 to match 
the experimental value in the gas phase. A linear regression fit in (b) resulted in 
.  
Table 5.4.  Computed peak positions from PM3/OPLS-AA simulations, and 
solvatochromic shifts of acetophenone in various solvents, compared to experimentally 
measured solvatochromic shifts.  Hexane was used as the reference for all of the 
solvatochromic shifts.  
Solvent System 
   
  
Carbon 
Tetrachloride 
1697.1 0.5 1691.0a -5.4 
Hexane 1696.4 0.0 1696.4b 0.0 
Diethyl Ether 1691.0 -5.4 1692.9b -3.5 
N,N-dimethyl 
acetamide 
1690.0 -6.4 - - 
Acetonitrile 1685.3 -11.1 1686.1b -10.3 
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Chloroform 1686.7 -9.7 1683.3b -13.1 
Methanol (0c) 1682.6 -13.8 1688 -8.4 
Methanol(1c) 1673.2 -23.2 1677 -19.4 
Water 1669.0 -27.4 1669.4b -27.0 
a. Reference 311 
b. Reference 309 
c. Number of hydrogen bonds 
  
The carbon tetrachloride simulations shows a small positive shift with respect to 
hexane and similarly displays a comparable electric field.  It is possible that non-
electrostatic terms play a significant role in the solvatochromism for this system.  For 
instance, halogen atoms due to their larger size compared to hydrogen display a larger 
polarizability.  However, if we use the Lorentz-Lorenz equation312 as a way to 
approximate the isotropic polarizability (see Table 5.5), then we observe a decrease in the 
polarizability of the solvents as the polarity increases.  Carbon tetrachloride has a smaller 
polarizability than hexane, which suggests that using a polarizable force field may not 
lead to better results.  Instead, halogen bonding may play a role in the experimental 
solvatochromism.   
Table 5.5.  Isotropic polarizability computed using the Lorentz-Lorenz equation 
, where  is the refractive index and  is the number density of the 
solvent.  The values used in the equation were taken from reference 313. The polarity of 
each is given using the normalized ET(30) scale.307 
Solvent System 
 
ET(30) 
Carbon Tetrachloride 6.35 0.052 
Hexane 7.15 0.009 
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Diethyl Ether 5.37 0.117 
N,N-dimethyl acetamide 5.78 0.386 
Acetonitrile 2.64 0.460 
Chloroform 4.85 0.259 
Methanol 1.96 0.762 
Water 0.87 1.00 
Acetophenone 8.72 0.306 
 
 The experimental FTIR of acetophenone (see Figure 5.7) of methanol displays 
interesting behavior.  There are two clearly separated peaks, which may be attributed to 
different hydrogen bonding interactions in the first solvation layer. Similar behaviors 
have been observed in several studies,314-316 notably in the work of Gai and coworkers on 
the carbonyl stretch vibrational frequency shifts of ester compounds in methanol. Gai and 
coworkers315 determined an average exchange rate of about 0.1 ps-1 between zero and one 
hydrogen bonds to the carbonyl group in methanol.  
To shed light on the origin of the observed twin peaks of the carbonyl stretch 
vibration of acetophenone in methanol both from experiment and computation, we 
separated configurations from the molecular dynamic trajectory according to the number 
of hydrogen bonds, and computed the corresponding frequency shifts (Table 5.4). We 
used a combination of geometric criteria to define a hydrogen bond, on the basis of 
donor-acceptor distance (less than 3.3 Å) and deviation from linearity of the hydrogen 
bond (less than 20° for the acceptor-donor-hydrogen angle). These geometric criteria are 
based on the minimum of the first solvation peak in the O-O radial distribution functions 
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between the solute and solvent and are consistent with other studies. We found that 62 %, 
33% and 5 % configurations of the entire molecular dynamic trajectory consist of 0, 1, 
and 2 hydrogen bonds as nearest neighbors, respectively. It is particularly surprising in 
that a large majority of the solution configurations have no direct hydrogen bonding 
interactions between methanol and acetophenone, although a large fraction of the 
structures were also found not to form direct hydrogen bond in the much smaller solute 
ethyl and methyl acetate in methanol. The greater amount of configurations without 
nearest hydrogen bonding interactions in the present acetophenone system may be 
attributed to the relatively larger steric congestion in the proximity of the carbonyl group 
than that in the ester compounds.  
We have determined the average carbonyl stretch frequencies associated with the 
zero and one hydrogen bonded configurations, and the results match the maximum peak 
positions of the computed FTIR spectrum very closely (Figure 5.7). This also allows us to 
fully assign the twin peaks both in the computed and experimental spectra to solvent 
effects with zero (smaller red-shift from n-hexane solution) and one (greater shift from n-
hexane solution) nearest hydrogen bonding interactions. The peak splitting estimated 
computationally is 9.4 cm-1, in good accord with the experimentally value at 11 cm-1. 
However, the linewidth of the computational carbonyl stretch vibration of acetophenone 
in methanol is much broader than that of the experimental FTIR spectrum (Figure 5.7). 
This difference indicates that the hydrogen bond strength modeled by the present 
PM3v/OPLS potential may be too weak, although the binding energy is in good 
agreement with MP2/aug-cc-pVDZ results. The relatively greater peak height 
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corresponding to the zero-hydrogen bond configuration than that from experiment is also 
consistent with a somewhat weaker hydrogen bonding interaction between acetophenone 
and methanol. 
 
Figure 5.7. Simulated and experimental FTIR spectra for acetophenone in methanol.  
The vertical lines are the ensemble averaged frequencies for the 0 and 1 hydrogen 
bonding states, and heights of the lines indicate the relative proportion in the trajectory.  
The full simulated line was from the trajectory with a temperature of 298 K, and the 
dashes lines were from a simulation at 250 K. 
  
To further understand the hydrogen bonding interactions in the first solvation 
layer, we have carried out another simulation of acetophenone in methanol at 250 K. The 
lower temperature conditions would reduce solvent dynamics, favoring hydrogen bonded 
configurations. Indeed, this expectation is confirmed by the distribution of hydrogen 
bonding pattern with 58 %, 37 % and 6 % populations for configurations with the zero, 
one, and two nearest solvent neighbors, respectively. This represents 4% and 1% increase 
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in one and two hydrogen bonded complexes at a lower temperature at the expense of the 
zero hydrogen-bond configurations. Concomitantly, the average vibrational frequencies 
are red-shifted by 3 to 4 cm-1 to 1679.5 and 1669.6 cm-1 at 250 K.   
The solvation dynamics were studied using two-dimensional infrared 
spectroscopy (2DIR).  Two representative spectra at delay times of 0.2 and 3 ps both 
from experiment and from computation are shown in Figure 5.8.  We observe two 
overlapping peaks at low waiting time (Tw) in the experimental spectrum and simulated 
spectrum at 250 K.  Interestingly, the computed 2DIR at 298 K displays 3 peaks across 
the diagonal line, the higher frequency of which may correspond to a somewhat different 
solvation shell in the overall zero-hydrogen bond ensemble (we have not further 
investigated the difference).  As Tw increases, off-diagonal broadening occurs consistent 
with hydrogen bond exchange between acetophenone and methanol in both the 
experimental and the simulation at 250 K.  For the simulation at 298 K, the spectral 
density of the 1 HB state transfers to the 0 HB state due to the population lifetime of the 
diagonal peaks resulting in a decay of the diagonal peak and a growth of the off-diagonal 
peak.  Taking the ratio of the off-diagonal peak volume and the diagonal peak volume for 
the zero-hydrogen bonded state resulted in an exponential rise of 2.0 ps for the 298 K 
spectrum and 0.56 ps for the 250 K spectrum.  Interestingly, the former rate compares 
well with the experimental value of 1.0 +/- 0.8 ps.  This difference in the rates can be 
accounted for by population inversion of the ensembles.  At 250 K, there are more 
oscillators in the single hydrogen bonded ensemble that could undergo a transition to the 
zero-hydrogen bonded ensemble.  
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Figure 5.8. 2DIR of acetophenone carbonyl stretch in methanol. The first column is the 
experimental 2DIR (at 298 K) and the second and third columns are from the simulations 
at 298 K and 250 K respectively.  The rows are for waiting times of 0.2 and 3.0 ps. 
 
 The hydrogen-bond correlation function was computed to compare the rise of the 
off-diagonal peak volume.  The hydrogen bond correlation function can be averaged over 
trajectories that maintain a continuous (unbroken) hydrogen bond or an intermittent 
hydrogen bond, which includes trajectories in which the hydrogen bond breaks and re-
forms.  The continuous hydrogen bond correlation function yielded an average lifetime of 
0.09 ps and 0.13 ps for 298 K and 250 K, respectively.  It is possible that the larger 
linewidth in the computed FTIR is due to faster exchange of hydrogen bonds leading to a 
smaller pure dephasing time as compared to experiment.  Meanwhile, the average 
lifetimes for the intermittent hydrogen bond correlation function were 5.0 ps and 8.5 ps.  
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In both correlation functions, we observe an increase in the lifetime as the temperature is 
reduced. These observations are consistent with Chuntonov et al.315 because the 
population dynamics present in the 2DIR depend on both the exchange rate between 
ensembles and the probability of each state being occupied.  
5.6.  Concluding Remarks 
  Fourier transform infrared (FTIR) spectra for acetophenone in solvents with 
different polarities, and the two dimensional spectra in methanol have been determined 
both experimentally and computationally.  First, we described the quantum vibration 
perturbation theory (QVP) for efficient computation of vibrational frequencies of a probe 
mode in solution, and its implementation in the CHARMM program.  To more 
effectively align the instantaneous structure of a solute molecule in solution sampled 
during molecular dynamic simulations with the reference configuration, a normal mode 
weighted transformation approach was introduced to account for molecular symmetry as 
a modification of the algorithm317 originally designed for facial recognitions. We further 
showed that computational accuracy can be significantly improved if the minimum 
position of the mode motion is matched with the reference state.  
 The solvatochromism of acetophenone was modelled using second order 
perturbation, QVP2.  The results show reasonable agreement with experiments, with a 
mean unsigned error of 3.1 cm-1 for the computed solvent shifts using the PM3/OPLS-
AA potential.   Experimental FTIR of acetophenone in methanol showed a double crested 
peak, which was reproduced by simulation.  The results of the simulation suggest that it 
is possible to definitively assign the two peaks as the 0 and 1 hydrogen bond states 
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between acetophenone and methanol.  2DIR was then simulated to test the capability of 
QVP2 in modelling dynamics and compared reasonably well to experiment.   Overall, 
this shows that QVP2 can be applicable to systems with small differences in the 
vibrational frequency, such as a solvatochromic series or be used in monitoring dynamics 
through 2DIR. 
 
  142 
Chapter 6.  Enhanced Vibrational Solvatochromism and 
Spectral Diffusion by Electron Rich Substituents on Small 
Molecule Silanes 
 
Adapted with permission from C.M. Olson, A. Grofe, C.J. Huber, I.C. Spector, J. Gao, 
and A.M. Massari, J. Chem. Phys. 147, 124302 (2017). Copyright 2017 American 
Institute of Physics. 
 
This work was performed in collaboration with the Massari group.  All experiments were 
performed by Courtney M. Olson, Christopher J. Huber and Ivan C. Spector. 
 
6.1. Introduction  
Solvent motions play a critical role in chemical reactivity and solvation dynamics.318-
321 Perhaps the most obvious example is found in electron transfer reactions in which 
solvent shell dynamics contribute the energy needed to reach the transition state 
geometries of the donor and acceptor species.322, 323 In fact, for any condensed phase 
reaction, solvent-solute interactions can stabilize or destabilize the transition state, 
thereby directly influencing the rate coefficient.324-328 For example, in 
biomacromolecules, key structural motions for the function of proteins or enzymes can be 
slaved to the dynamics of the surrounding solvation layer.329-334 Likewise, catalytic rate 
constants are always specific to a solvent system,335-338 and ultrafast dynamics in the 
solvation shell have  
been directly correlated with proposed mechanistic steps for organometallic 
catalysts.339, 340  
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A variety of approaches have been used to characterize solvent dynamics.298, 341-351 
All of these techniques report some facet of solvent motions, but none of them delivers 
the full dynamic picture. Complete structural evolution is filtered by the sensitivity of the 
reporter to each dynamic component, and only a subset of the coupled dynamics is visible 
through the lens of a particular measurement technique.  For example, two-dimensional 
infrared (2D-IR) spectroscopy monitors the time dependent frequency fluctuations of a 
vibrational mode on a solvated solute species.298, 348-350, 352 Changes in the vibrational 
frequency are dependent on the time scales of solvent motions in the proximal solvation 
shell and the degree to which those motions perturb the vibrations of the solute.  The 
latter effect depends on solvent polarity and the strength of solute-solvent interactions – 
generally only the closest solvation shells exert a measurable influence on frequency 
fluctuations of the solute.318, 319, 321, 340 Therefore, the 2D-IR spectrum of a particular 
solute vibrational mode is blind to solvent motions in the bulk and even excludes 
dynamics in the solvation shell that do not perturb its vibrational frequency.  In this 
context, molecular dynamics (MD) simulations can complement experimental 
measurements to provide detailed, structural insights into the microscopic mechanism of 
solvation.331, 353-362 
In this work, we report a combined experimental and computational investigation of 
vibrational solvatochromism and spectral diffusion in small silane molecules in various 
solvents using FTIR and 2D-IR spectroscopies.  To elucidate substituent effects on 
solvation dynamics, trimethoxysilane (TriMOS) and triphenylsilane (TriPS) were chosen 
in our study since the same vibrational mode can be monitored in the presence of 
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different electron withdrawing ligands, giving rise to different solvatochromic responses.  
The study of these model molecules reveals the role of substituents on spectral diffusion 
in different solvents. The time scales and amplitudes of spectral diffusion are extracted 
from the 2D-IR data, which are further analyzed through molecular dynamics (MD) 
simulations, in which each solute molecule is represented explicitly by a quantum 
mechanical method, embedded in the solvent environment approximated by a molecular 
mechanics force field. Such a combined QM/MM potential to treat solute-solvent 
interactions allows a direct probe of the effect of solvent dynamics on the instantaneous 
change of the solute potential energy surface and its vibrational frequency as measured 
experimentally.    
6.2. Experimental Methods  
Trimethoxysilane (TriMOS, 95%, Sigma-Aldrich), triphenylsilane (TriPS, 97%, 
Sigma-Aldrich), chloroform (99.9% purity, anhydrous, Acros Organics), isopropanol 
(99.5%, anhydrous, Sigma-Aldrich), and pentane (n-pentane, 98%, Sigma-Aldrich) were 
used as received. 
TriPS and TriMOS solutions were prepared in each solvent as 5% wt/vol and 5% 
vol/vol solutions, respectively, giving absorbances of 100 – 200 mOD for the Si-H 
vibration on both solutes. Solutions were used within 1 week of preparation. 
Spectroscopic studies were performed on solutions sandwiched between two 3 mm CaF2 
windows with a 50 µm Teflon spacer to define the sample path length. 
Fourier transform infrared (FTIR) spectra were collected on a Nicolet 6700 FTIR 
spectrometer (Thermo Scientific) with at least 16 scans and a resolution of 1 cm-1. A 
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background spectrum of each of the solvents was subtracted from the respective TriMOS 
and TriPS spectra. 
The 2D-IR instrument has been described previously.294  The mid-IR pulses were 
tuned to the Si-H stretching frequency (2200 cm-1 for TriMOS and 2130 cm-1 for TriPS).  
All of the 2D-IR spectra were analyzed using the centerline slope (CLS) method, and 
then iteratively fit with the linear lineshape to obtain the frequency-frequency correlation 
function (FFCF) as a homogeneous term plus a sum of exponentials: 
.300, 363 IR pump-probe spectroscopy was 
carried out with the pump and probe beams polarized at the magic angle to remove 
contributions from orientational relaxation,364 as described previously.295 The data were 
fit from 1 to 75 ps to determine the population relaxation times (lifetime, T1) for the v = 
0-1 and 1-2 transitions. The vibrational relaxation times for these two transitions were 
consistently the same within error, and the 0-1 values were used in data analyses.  
The computational analysis followed a two pronged approach: (1) density functional 
theory (DFT) calculations were performed with two continuum solvation models using 
the M06-2X functional along with the 6-31+G(d,p) basis set, and (2) combined quantum 
mechanical and molecular mechanical (QM/MM) simulations were carried out to 
understand the microscopic solvation dynamics of the vibrational chromophore. DFT 
calculations and subsequent analyses were performed using Gaussian 09.365 The QM/MM 
simulations were performed using CHARMM,366 in which the solute is treated by the 
semiempirical Austin model 1 (AM1) method367 to provide an adequate sampling of the 
configuration space.  For each solvent, the molecular dynamics were executed for 2 ns 
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with 1 fs integration time-step with periodic boundary conditions at 1 atm of pressure and 
25 oC of temperature.  The simulations boxes were configured to contain enough 
molecules to fill a roughly (45 Å)3 box. Coordinates were saved every 10 fs, resulting in a 
total of 200,000 configurations, which were used for all subsequent analyses.  
The instantaneous vibrational frequency of the silicon hydride mode at a given 
solvent configuration was determined using a vibration quantum-mechanical perturbation 
theory (QVP) that was developed recently.368 In this approach, the effects of solute-
solvent interactions on the vibrational wave function and transition energies of the solute 
are treated as a perturbation to a reference state. In the present study, the reference 
vibrational state was the vibrational wave function at time zero after the initial 
equilibration for data collection (which can be regarded as an arbitrary moment in time 
during the MD simulation). Numerically, the wave function of the reference state was 
modeled using the potential optimized discrete variable representation (PO-DVR).369-371 
In this manner, the changes in wave function for the ground state and the first two excited 
states due to the instantaneous solvent fluctuations as well as the change in solute 
geometry at future times were determined by perturbation theory. Although second-order 
perturbation yields sufficient precision (~1 cm-1), we used the fourth-order perturbation 
theory (QVP4) thanks to the computational efficiency using the present QM/MM 
potential, which ensures that the computed vibrational frequencies are within 0.5 cm-1 of 
the exact result for each configuration. Because a discrete variable representation is 
employed, the calculation of the perturbation operator only requires single point energy 
calculations at the PO-DVR points without the need to explicitly solve the vibrational 
  147 
Schrödinger equations. Consequently, the QVP4 approach is computationally efficient, 
providing the instantaneous, on-the-fly transition energies of the solute for the 0-1 and 1-
2 excitations. Importantly, nuclear quantum mechanical effects as well as solvent 
dynamics on the solute potential energy surface are explicitly included in the 
computation, although nuclear quantum effects on solute-solvent coupling are neglected. 
A complimentary alternative approach is the widely used electrostatic potential mapping 
procedure. Further details concerning the QVP implementation are given in Chapter 5.  
Overall, the QVP4 calculations captured the time-dependent evolution of the vibration 
excitation energies of the solute, which were used to model the linear and nonlinear 
absorption spectra and the FFCF.372  
The hydrogen bonding lifetime ( ) of the solvent was determined by calculating 
the hydrogen bond correlation function.373, 374 
 
where  is unity when the pair of solvent molecules i and j are hydrogen bonded, and 
zero otherwise.  The computed correlation function was fitted to a set of three 
exponentials,373-375 and the average  was determined by integrating the correlation 
function.  For these calculations, a hydrogen bond was defined by geometrical criteria 
such that the donor-acceptor distance was less than 3.0 Å and the OH–O angle was 
greater than 130°. This methodology has been implemented into the MdAnalysis library 
in Python375 and possibly underestimates the lifetime since it does not take into account 
instances of transient breaking and reforming of the same bond.   
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Before concluding this section, we make a distinction in the trajectories used to 
determine correlation functions. First, there is the molecular dynamics trajectory, which 
encompasses the entirety of the dataset from which the correlation function is calculated.  
Second, there are correlation trajectories, which are a subset of the molecular dynamics 
trajectory, upon which the correlation function is averaged at each point in the correlation 
function.  In the calculation of the hydrogen bond correlation function, correlation 
trajectories were only accepted if the hydrogen bond was continuous throughout the 
correlation trajectory.  This could in principle underestimate the hydrogen bond lifetime 
because it does not include transient breaks of the hydrogen bond.  However, this is 
compensated for by using a generous hydrogen bond geometric criteria of 3 Å for the 
hydrogen-acceptor distance and 130° for the donor-hydrogen-acceptor angle.  This 
algorithm was further modified to calculate the hydrogen bond lifetime at the solute-
solvent interface by only including correlation trajectories that were within the first shell 
of the solvent.  The first shell was determined by having any distance between the atoms 
of the solute and the atoms of each solvent molecule be less than 6 Å, the minimum 
following the first peak of the radial distribution function (Figure 6.2.c) between the 
central carbon of isopropanol and the hydride hydrogen.   
6.3. Results and Discussion 
Shown in Figure 6.1.a are the solvent-subtracted FTIR spectra for the silicon hydride, 
Si-H, stretching vibration of TriMOS and TriPS in three different solvents: isopropanol, 
chloroform, and pentane. A most striking finding is the large substituent effect on the 
silane stretch mode; its vibrational frequency is blue-shifted by 74 cm-1 when the phenyl 
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groups of TriPS are replaced with the electron-withdrawing substituents in TriMOS in the 
non-polar solvent pentane. The experimental finding on the effect of CH3O-substitution 
on the Si-H frequency in pentane is reproduced by the computational results of 78 and 81 
cm-1 using, respectively, the Minnesota solvation model (SMD)376 and the polarizable 
continuum model (PCM)377 at the M06-2X/6-31+G(d,p) level of theory (Table 6.1). The 
corresponding change of 59 cm-1 was obtained from QM/MM molecular dynamics 
simulations (Table 6.2).  The TriMOS hydride stretch frequency (νSi-H) also exhibits a 
strong hypsochromic change with absorption peak maxima at 2194.6, 2203.2, and 2207.2 
cm-1 in isopropanol, pentane, and chloroform, respectively. Similarly, the corresponding 
values for TriPS are 2125.7, 2129.2, and 2131.1 cm-1. The experimental trend of 
solvatochromic shift in order of isopropanol < pentane < chloroform for νSi-H is surprising 
in that it does not follow any solvent polarity scales.  Continuum model calculations, 
explicit MD simulations, and experiments predict the vibrational frequency to decrease 
monotonically with the solvent polarities (polarity trend: pentane < chloroform < 
isopropanol), in accordance with the Stark effect.153 Interestingly, although the trend is 
the same, TriMOS and TriPS experience different degrees of solvatochromism.  It has 
been established that νSi-H is tuned by the inductive effect of the substituents.378-382 A 
major difference between TriMOS and TriPS is the presence of electronegative oxygen 
atoms in the methoxy ligands that strongly polarize the Si-O bonds; the partial atomic 
charge on silicon changes from 0.08 e in TriPS to 1.03 e in TriMOS (Table 6.1).  
Previous analysis showed that the hydrogen bonding ability of the solvent was correlated 
with solvatochromic shifts of νSi-H on silanes and silica sol-gels.383 Consequently, we 
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hypothesized that the solvent interactions with the oxygen atoms would have the greatest 
influence on the vibrational mode due to the inductive effect.383, 384 Yet, the fact that the 
solvatochromic trend in Figure 6.1.a is the same for TriPS, which lacks oxygen atoms in 
its ligands, indicates that the solvent influence is not limited to this specific interaction. 
 
Table 6.1. Normal mode vibrational frequencies for the Si-H stretch (cm-1) of 
trimethoxysilane (TriMOS) and triphenylsilane (TriPS) in the gas phase and in pentane, 
chloroform and isopropanol solution using M06-2X/6-31+G(d,p) with the Minnesota 
solvation model (SMD), and the polarizable continuum model (PCM).  And gas phase 
CHELP partial atomic charges (a.u.)  
Solecule Solvent 
νSiH  
SMD  
(cm-1) 
ΔνSiH  
SMD 
(cm-1) 
νSiH  
PCM 
(cm-1) 
ΔνSiH  
PCM 
(cm-1) 
Si 
Charge 
SMD 
H   
Charge 
SMD 
TriMOS 
gas 2342.3 0.0 2342.3 0.0 1.03 -0.17 
pentane 2337.0 -5.3 2339.6 -2.7 1.05 -0.17 
chloroform 2334.8 -7.5 2338.3 -4.0 1.05 -0.16 
isopropanol 2342.1 -0.2 2338.8 -3.5 1.05 -0.15 
TriPS 
gas 2260.8 0.0 2260.8 0.0 0.08 -0.08 
pentane 2258.7 -2.1 2258.6 -2.2 0.08 -0.08 
chloroform 2256.3 -4.5 2257.5 -3.1 0.09 -0.08 
isopropanol 2255.6 -5.2 2257.1 -3.7 0.04 -0.07 
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Figure 6.1. a). Solvent subtracted, baselined, and normalized FTIR spectra of the Si-H 
vibration for TriPS (left) and TriMOS (right) in isopropanol (black), chloroform (red), 
pentane (blue), and gas phase (orange). This coloring convention is used throughout.  b). 
Computed linear spectra in the Si-H stretch vibrational frequency region for TriPS (left) 
and TriMOS (right). 
 
To gain insights into the solvatochromism for TriMOS and TriPS, we modeled the 
νSi-H vibrations through a combination of DFT calculations on solutes using two 
continuum solvent models (SMD376 and PCM377) and MD simulations.  Continuum 
solvation methods introduce the equilibrium electric polarization into the Born-
Oppenheimer surface, probing the Stark effect on the vibrational frequency, but the 
unusual trend of the Si-H vibrational frequency shifts observed experimentally was not 
fully reproduced by either continuum modelsF. In particular, the simulations yielded the 
correct relative frequency shifts for TriPS between pentane and chloroform solvents, but 
not in isopropanol, and for TriMOS the order between pentane and isopropanol was 
correct, yet not in CHCl3.   We suspect that the large dispersion contributions from 
chloroform are partly responsible for the unusual experimental findings. The DFT/SMD 
calculations yielded a large blue shift for TriMOS in isopropanol, a clear departure from 
other computational methods and experiments. Nevertheless, the trends obtained using 
a). 
b). 
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the PCM model and QM/MM simulations are in agreement with each other, suggesting 
that dielectric and electrostatic interactions are consistently represented. The SMD model 
includes contributions due to surface tension terms, which may be too sensitive in the 
Hessian for the present systems.  
A plausible explanation for the unusual frequency trends is that specific solvent-
solute interactions that were not captured by implicit solvent modeling might be needed 
to reproduce the experimental order of spectral change.  In calculations with TriMOS, the 
inclusion of an explicit H-bond donor (methanol) near the oxygen atoms of the methoxy 
ligands was able to yield the red spectral shift observed in isopropanol relative to that in 
pentane.  Similarly, introducing an explicit CHCl3 solvent molecule in the solvation shell 
of TriMOS led to a mild blue shift (6.8 cm-1), which could be further enhanced by 
constraining the solvent geometry to maintain a halogen bonding configuration to the 
hydride.385, 386 The fact that this configuration was not maintained for this single CHCl3 
molecule indicates that the halogen bond is not the most stable interaction, however, 
solvent packing effects in the condensed phase would lead to this interaction being more 
significant.  In addition, the radial distribution functions between the hydrogen of the 
silane mode and the chlorine of chloroform (Figure 6.2.a) in our simulations of both 
TriPS and TriMOS show a moderate peak at roughly the same distance as the halogen 
bond determined by the constrained QM geometry optimization.  The integrals of the 
distribution peaks show that their occupations are greater than one, which suggests that 
on average the halogen bond is maintained through most of the simulations.  We 
conclude that the unusual experimental solvatochromic trend for νSi-H is understood as 
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arising from specific hydrogen and halogen bonding interactions with the solute.  Given 
that the solvatochromism is not fully reproduced from QM/MM suggests that non-
electrostatic effects, such as dispersion and charge transfer, also play a role for CHCl3.  
An interesting finding from our analyses is that the magnitudes of the partial atomic 
charges for silicon and hydrogen – the main components of the normal mode vector – 
increase with the electronegativity of the ligands (Table 6.1).  This provides an 
explanation for the greater solvatochromic effects in TriMOS than in TriPS: the electron 
withdrawing methoxy ligands lead to a greater charge separation and electrostatic 
coupling to the solvent reaction field.153  Consequently, the average dipole moment for 
TriMOS is increased from 1.8 D in pentane to 2.5 D in isopropanol, whereas the 
corresponding values are 0.8 and 1.2 D, respectively, for TriPS. 
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Figure 6.2. Radial distribution functions (TriMOS:purple, TriPS:blue) and integrated 
radial distribution function computed from the AM1/CHARMM MD simulations. 
(TriMOS:green, TriPS:yellow). a). Between silane hydrogen and chlorine atoms of 
chloroform.  b). Between the hydrogen bond acceptor in TriMOS and the hydrogen donor 
in isopropanol.  c). Between silane hydrogen and the central carbon of isopropanol. 
  
One key question is whether a change in solvatochromism correlates with increased 
sensitivity to ultrafast structural dynamics leading to spectral diffusion.  If so, this would 
provide a strategy to designing vibrational probes with enhanced sensitivity to solvent 
dynamics by tuning peripheral ligands.  As a starting point, we note that the FTIR peak 
widths vary considerably among the three solvents for both compounds, increasing in 
b). 
a). 
c). 
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order of pentane (blue) < isopropanol (black) < chloroform (red). The TriPS peak widths 
are generally narrower than those of TriMOS, though the broadening trend with solvent 
remains the same.  The FTIR peak widths are influenced by the range of chemical 
environments as well as the time dependent fluctuations of the vibrational frequencies 
that are driven by solvent dynamics (spectral diffusion and homogeneous broadening).  
Broader peaks in more polar solvents suggest that their solvation environments are more 
heterogeneous and/or dynamic than that of pentane.  2D-IR spectroscopy enables one to 
decompose the FTIR lineshapes into their homogeneous and inhomogeneous 
contributions, and MD simulations can be used to understand the molecular origins of the 
experimental data.303, 349, 352 The full-widths-at-half-maximum (FWHM) determined from 
molecular dynamics simulations show similar trends both for the two solutes and in 
different solvents, although the linewidths are somewhat smaller than those from 
experiments (Table 6.2).  Thus, the present QM/MM simulations can provide useful 
insights on properties of solvent dynamics. 
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Table 6.2.  Computed Si-H stretch vibrational frequencies (cm-1) and full width at half 
max (FWHM) peak widths (cm-1) of trimethoxysilane (TriMOS) and triphenylsilane 
(TriPS) in the gas phase and in pentane, chloroform and isopropanol solution using 
quantum vibrational perturbation theory in combined QM/MM molecular dynamics 
simulations. The solute is treated by the AM1 Hamiltonian and the solvents are 
represented by the CHARMM force field.  The experimental data are also listed for 
convenience of comparison. 
 
molecule solvent 
Experiment  Calculation 
νSiH 
(cm-1) 
FWHM 
(cm-1) 
 
M06-2x/6-
31+G(d,p)/SM
D 
 
AM1/CHARMM 
 νSiH (cm-1) 
 νSiH 
(cm-1) 
FWHM 
(cm-1) 
TriMOS 
gas    2342.3  2206.2 9.1 
pentane 2203.2 41  2337.0  2222.4 19.3 
chloroform 2207.2 50  2334.8  2219.1 19.8 
isopropanol 2194.6 46  2342.1  2220.9 22.5 
TriPS 
gas    2260.8  2154.2 7.8 
pentane 2129.2 18  2258.7  2163.2 19.3 
chloroform 2131.1 35  2256.3  2165.2 19.8 
isopropanol 2125.7 27  2255.6  2165.6 22.5 
 
Figure 6.3 shows the 2D-IR spectra at Tw = 0.3 ps (left column) and 3 ps (right 
column) for TriMOS in isopropanol (top row) and pentane (bottom row).  An intuitive 
interpretation of these spectra is that the x-axis (ω1) corresponds to the frequencies at 
which a subensemble of oscillators is excited by the first IR pulse and the y-axis (ω3) is 
the range of frequencies that this subensemble exhibits after sampling its surroundings for 
a specific waiting time, Tw.  Hence, the 2D-IR spectrum yields a frequency-frequency 
time correlation for the subensembles beneath the FTIR line shape.298, 348-350, 352, 387 Each 
spectrum has a positive-going (red) v=0-1 peak that lies on or above the diagonal and a 
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negative-going (blue) v=1-2 peak that is shifted by the anharmonicity to lower 
frequencies along the ω3 axis.  A diagonal slice through the 0-1 peak reflects the range of 
frequencies captured by the linear FTIR lineshape (assuming sufficient separation 
between the 0-1 and 1-2 peaks); the antidiagonal width represents the portion of the 
available frequencies that have been sampled during a given Tw period.  This antidiagonal 
width contains contributions from very fast pure dephasing (T2*) and relaxation (T1), as 
well as spectral diffusion caused by interconversion of molecular subensembles and 
driven by the reorganization of solvent molecules.300, 303, 363   
 
Figure 6.3. 2D-IR spectra collected at = 0.3 (left column) and 3 ps (right column) for 
the νSi-H mode on TriMOS in isopropanol (a,c) and pentane (b,d). 
 
For TriMOS, we observe in Figures 6.3.a and 6.3.b that at short Tws the peak shape is 
diagonally elongated, indicating that the Si-H oscillators have not yet sampled the full 
range of solvation environments.  Comparison of these two contour plots reveals that the 
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spectrum in isopropanol is more elongated along the diagonal direction than that in 
pentane; the Si-H mode of TriMOS has either sampled a greater range of the available 
solvent configurations in pentane than in isopropanol in the first 300 fs, or there are less 
structural dynamics in the non-polar solvent. As the waiting time increases, the 2D-IR 
contour shapes become more circular, reflecting the loss of correlation due to spectral 
diffusion of the νSi-H oscillators (Figures 6.3.c and 6.3.d). By 3 ps, the 2D-IR spectral 
shape in pentane is nearly circular while some diagonal elongation persists in isopropanol 
at this Tw, revealing that the time scale of solvent shell rearrangements is slower in 
isopropanol.   
To quantify these dynamic differences, we analyzed the centerline slope (CLS) for 
the v=0-1 peaks at all Tws for both molecules in all three solvents.  Figure 6.4 shows the 
CLS values as a function of Tw along with multiexponential fits for TriMOS and TriPS in 
isopropanol, chloroform, and pentane.  The CLS decays in isopropanol can be adequately 
represented by a double exponential fit for both TriMOS and TriPS, while a single 
exponential function is sufficient for the CLS decays in chloroform and pentane. This 
suggests that the solvent dynamics in chloroform and pentane enable all of the Si-H 
oscillators for both TriMOS and TriPS to experience all of the available frequencies 
under the linear lineshape by about 5 ps.  In contrast, some νSi-H oscillators remain 
partially correlated with their starting frequencies in isopropanol for both molecules since 
the CLS decays have not yet reached the baseline.  
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Figure 6.4. CLS decays as a function of  for TriMOS (solid markers) and TriPS (open 
markers) in isopropanol (black), chloroform (red), and pentane (blue). Overlaid are solid 
curves (TriMOS) and dotted curves (TriPS) to show multiexponential fits to the data 
described in the text. The markers are the average CLS values and the error bars are the 
standard deviations. 
 
The CLS decays represent the normalized FFCFs, but they can be used to obtain the 
full FFCFs by iteratively fitting the CLS decays and the linear lineshapes,300, 363 thereby 
separating the homogeneous and inhomogeneous contributions to the FTIR spectra.  The 
resulting FFCF parameters are given in Table 6.3 and can be categorized as unresolvably 
fast (Γ), fast spectral diffusion (~1 ps), and slow spectral diffusion (~10 ps).  Vibrational 
dynamics are the fastest and the lowest amplitude in pentane, characteristic of a solvent 
that interacts very weakly with itself and couples very weakly to the νSi-H mode.  Polar 
and strongly interacting solvents such as chloroform (weak H-bond donor) and 
isopropanol (strong H-bond donor and acceptor) exhibit slower, larger amplitude 
frequency fluctuations in the FFCF.  The homogeneous linewidths are similar for 
molecules in the same solvent and track inversely with the solvent polarity. Pentane 
exhibits the widest homogeneous linewidths for both solute molecules, despite having the 
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narrowest FTIR peak widths; the νSi-H mode in TriPS is more homogeneously broadened. 
The FTIR lineshapes in chloroform and isopropanol are dominated by inhomogeneous 
broadening. 
Table 6.3. FFCF parameters for TriPS and TriMOS in isopropanol, chloroform, and 
pentane. 
a errors show the range of which that parameter could be increased while the other parameters floated to fit 
the FTIR line shape 98% as well as the best value 
b standard error of the exponential fit. 
 
Interestingly, the amplitudes are statistically greater for TriMOS than TriPS in 
isopropanol and chloroform.  The time scales of the dynamics sensed by these two 
species are the same, but they apparently have a larger influence on the Si-H mode for 
TriMOS.  We have hypothesized previously that specific solvent-solute interactions with 
the oxygen atoms bound to a silicon site might be responsible for the enhanced 
solvatochromism in molecules such as TriMOS.384, 388  However, the FFCFs presented 
Solute Solvent 
 
(cm-1)a 
  
(ps)b 
  
(cm-1)a 
  
(ps)b 
Γ  
(cm-1)a 
TriMOS 
isopropanol 16 (±4) 2.0 (±0.5) 12 (±4) 7 (±2) 6 (±2) 
chloroform 23 (±5) 1.2 (±0.2) - - 7 (±3) 
pentane 10 (±4) 0.7 (±0.1) - - 13 (±2) 
TriPS 
isopropanol 8 (±3) 1.1 (±0.6) 8 (±2) 8 (±3) 5 (±1) 
chloroform 15 (±2) 1.5 (±0.09) - - 6.1 (±0.7) 
pentane 8 (±1) 0.72 (±0.07) - - 7.9 (±0.2) 
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here for TriMOS, which has oxygen-bearing ligands, and TriPS, which lacks oxygen 
atoms, disprove this hypothesis since the νSi-H on both molecules senses the same 
dynamics.  Recall that DFT calculations above showed that enhanced solvatochromism 
arises from increased coupling of νSi-H to the reaction field due to mode polarization by 
the substituents.  Here, we find that this polarization also enhances spectral diffusion. 
The FFCFs for νSi-H on TriPS and TriMOS in isopropanol also exhibit a similar, 
slower dynamic contribution (Δ2 and τ2).  Since the hydrogen atom of the Si-H group 
carries a negative partial charge (Table 6.1), it is not expected to donate a hydrogen bond 
to isopropanol, and such binding interactions have not been observed in silanes.381 
Similarly, hydrogen bonding interactions with the ligands are also ruled out by the lack of 
a hydrogen-bond acceptor in TriPS.  Consequently, we attribute the slower component to 
the hydrogen bonding dynamics of isopropanol with itself since the time scale is similar 
to what has been reported.389-392 To confirm this hypothesis, we computed the FFCFs 
from QM/MM simulations, which were fitted to a combination of three exponentials plus 
a constant offset. Overall, the parameters obtained from the computed FFCFs (Table 6.4) 
are in accord with those determined from experiment (Table 6.3).  Similar to experiment, 
both probes in isopropanol required two additional inhomogeneous exponential terms to 
describe the FFCF, while all of the other FFCFs only required one.  Additionally, the 
time constants for the second exponential are in reasonable accord with the lifetime of 
hydrogen bonds.389-392 The third exponential contains dynamics that are motionally 
narrowed and would contribute to the homogeneous linewidth (Γ). 
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Table 6.4. Computed FFCF parameters for TriPS and TriMOS in the three solvents. 
 
The fast inhomogeneous spectral diffusion component (  and ) is ascribed to 
collective motions of bulk solvent molecules approximately resembling a dielectric 
continuum. Here, solvent molecules are indistinguishable, and coherent movement of the 
collection together leads to a variance in the electric field that is higher than the noise of 
the individual molecules.  Spectral diffusion can be modeled here as a time-dependent 
Stark effect: the motions that lead to the largest variance in the electric field on the mode 
are those that contribute most strongly to the FFCF and are the basis for attribution of the 
signal lifetimes.  
The FFCFs for the simulated solutes in isopropanol require a component (  and ) 
with a correlation time that is longer than the continuum motions.  This is attributed to 
the reorganization of the isopropanol hydrogen bond network.  It cannot be due to 
hydrogen bonding with the solute since it is present in the TriPS/isopropanol system as 
Solute Solvent 
 
(cm-1) 
 
 (ps) 
  
(cm-1) 
 
(ps) 
  
(cm-1) 
  
(ps) 
TriMOS 
isopropanol 6.8 1.4 3.8 9.3 28.1 0.06 
chloroform 6.6 1.7 - - 25.1 0.07 
pentane 3.3 1.9 - - 27.1 0.06 
TriPS 
isopropanol 9.3 0.90 5.0 6.3 30.4 0.06 
chloroform 10.3 1.67 - - 32.4 0.08 
pentane 8.9 0.84 - - 29.56 0.06 
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well.  The hydrogen bond lifetime ( ) of isopropanol was calculated as described in the 
Experimental section.  Table 6.5 presents the  values for the first solvation shell 
molecules (defined as having a distance less than 6.0 Å to the solute) around TriMOS and 
TriPS, as well as for the bulk solvent.  Hydrogen bonds exchange faster in the bulk 
solvent, but the  of the first solvation shell species are more relevant to the FFCF of 
νSi-H on the solutes.  The  in the solvation shell are in excellent agreement with  in 
the FFCFs obtained by MD simulations, strongly supporting the assignment that  
dynamics in the experimental FFCFs originate from solvent shell hydrogen bond 
dynamics. 
Table 6.5. Hydrogen bond lifetimes ( ) in isopropanol simulations.  
Solvent environment  (ps)  (ps) 
TriMOS / isopropanol 4.15 9.3 
TriPS / isopropanol 4.18 8.3 
bulk isopropanol 4.88 - 
 
The autocorrelation functions of solvent dipole moments (DAFs) were calculated for 
individual solvent molecules in the solvation shell around TriMOS and TriPS (Figure 
6.4).  Because the bond lengths of the solvent molecules are constrained using 
SHAKE,393 the DAFs only contain angle bending, torsional modes, and rotational 
motions of each solvent molecule. Isopropanol and chloroform both display exponential 
decay behavior, characteristic of rotational motions.  Pentane shows damped oscillatory 
behavior, suggesting that the DAF is dominated by torsional and bending modes rather 
than rotation. The DAFs of chloroform and isopropanol were fitted to a sum of three and 
four exponentials, respectively, to adequately quantify the dipole dynamics (Table 6.6).   
  164 
 
Figure 6.5. Normalized dipole autocorrelation function (DAF) for individual solvent 
molecules in isopropanol (black), chloroform (red), and pentane (blue). 
 
The DAF parameters for chloroform and isopropanol show the largest contribution to 
decorrelation from the slowest process (Table 6.6), which we attribute to rotation of the 
whole molecule.  Of the two solvents, molecular rotation in chloroform is significantly 
faster than that in isopropanol since chloroform is smaller, more spherical, and lacks 
restriction by hydrogen bonding interactions.  Previous deuteron scattering studies 
reported that the rotational correlation times for deuterated isopropanol and CDCl3 
differed by a factor of 6,394 which is relatively consistent with the slowest time 
coefficients obtained from the DAFs.  Isopropanol displays two longer lifetimes of ~32 
ps and ~92 ps that we tentatively attribute to rotational motions within a hydrogen 
bonded network. These assignments are consistent with experimental rotational 
correlation times of 22 ps and 91 ps that were measured by NMR394, 395 and dielectric 
spectroscopies,395, 396 respectively.  Meanwhile, we conjecture that the shortest lifetime 
(~0.4 ps) is dominantly due to fast intramolecular motions such as angle bending or 
dihedral rotations.   
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Table 6.6. Fitted parameters to the computed molecular dipole autocorrelation functions 
for TriMOS and TriPS in chloroform and isopropanol solutions. 
chloroform  isopropanol 
TriMOS  TriPS  TriMOS  TriPS 
A  τ (ps)  A  τ (ps)  A  τ (ps)  A  τ (ps) 
0.80  5.85  0.78  5.89  0.36  99.41  0.48  86.26 
0.12  1.76  0.13  2.18  0.38  35.70  0.28  27.42 
0.09  0.46  0.24  0.51  0.11  4.09  0.11  3.04 
-  -  -  -  0.12  0.34  0.12  0.27 
 
Isopropanol also contains a time coefficient that is comparable to the hydrogen bond 
lifetime. A similar value has been reported in the rotational correlation times measured by 
dielectric spectroscopy.397 The largest DAF lifetime in isopropanol is on the order of 100 
ps, indicating that there is not a significant rotation of the dipole when isopropanol 
exchanges hydrogen bonds.  This is most likely due to the size of isopropanol.  The 
lifetime that is on the same order as the hydrogen bond lifetime only accounts for about 
10 % of the change in dipole.  Furthermore, the large amount of time it takes for 
isopropanol to rotate suggests that it is hindered by hydrogen bonding interactions.  
Isopropanol maintains its orientation for a long time by exchanging hydrogen bonds with 
a close neighbor.   
6.4. Conclusions  
Proper interpretation of static and time-resolved vibrational spectroscopic data requires 
an understanding of the ways in which homogeneous and inhomogeneous effects are 
manifested in spectral change.  In this study, TriMOS and TriPS provided an opportunity 
to monitor the same probe, the Si-H vibrational mode, with two different ligand sets and 
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three solvent systems by steady-state FTIR and time-resolved 2D-IR spectroscopies. DFT 
calculations provided insight into the differences in silicon hydride sensitivity to solvent 
through increased mode polarization with more electron withdrawing ligands. 
Calculations and simulations revealed that the solvatochromic trends of the hydride mode 
arise from specific hydrogen and halogen bonding interactions with the solute.  Spectral 
diffusion experienced by νSi-H was found to be characteristic of the solvent type rather 
than the solute structure, yet showed the same sensitivity observed in the FTIR 
solvatochromic shifts.  Therefore, the solvent motions are dominated by their interactions 
with neighboring solvent molecules rather than with the solute.  MD simulations 
confirmed that the dynamics experienced in isopropanol were due to hydrogen bonding 
fluctuations in the surrounding solvation shell.  This was further corroborated by the 
calculation of the dipole autocorrelation function of individual solvent molecules 
throughout the bulk.  These results showed the principle motions experienced by 
isopropanol molecules, which included a lifetime of similar magnitude to the hydrogen 
bonding lifetime.  The remaining motions include rotational diffusion, and low frequency 
intramolecular motions.  
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