Abstract. Deterministic parsing techniques are typically used in favor of general parsing algorithms for efficiency reasons. However, general algorithms such as Earley's method are more powerful and also easier for developers to use, because no seemingly arbitrary restrictions are placed on the grammar. We describe how to narrow the performance gap between general and deterministic parsers, constructing a directlyexecutable Earley parser that can reach speeds comparable to deterministic methods even on grammars for commonly-used programming languages.
Introduction
Most parsers in use today are only capable of handling subsets of context-free grammars: LL, LR, LALR. And with good reason -efficient linear-time algorithms for parsing these subsets are known. In contrast, general parsers which can handle any context-free grammar are slower due to extra overhead, even for those cases where the general algorithm runs in linear time [13] .
However, general algorithms have some advantages. No "massaging" of a context-free grammar is required to make it acceptable for use in a general parser, as is required by more efficient algorithms like the LALR(1) algorithm used in Yacc [15] . Using a general parser thus reduces programmer development time, eliminates a source of potential bugs, and lets the grammar reflect the input language rather than the limitations of a compiler tool.
General algorithms also work for ambiguous grammars, unlike their more efficient counterparts. Some programming language grammars, such as those for Pascal, C, and C++, contain areas of ambiguity. For some tasks ambiguous grammars may be deliberately constructed, such as a grammar which describes multiple dialects of a language for use in software reengineering [7] .
The primary objection to general parsing algorithms, then, is not one of functionality but of speed. For LR parsers, dramatic speed improvements have been obtained by producing hard-coded, or directly-executable parsers [3, 5, 14, 23, 24] . These directly-executable LR parsers implement the parser for a given grammar as a specialized program, rather than using a typical table-driven approach. In this paper we extend directly-executable techniques for use in Earley's general parsing algorithm, to produce and evaluate what we believe is the first directlyexecutable Earley parser. The speed of our parsers is shown to be comparable to deterministic parsers produced by Bison.
Earley Parsing
Earley's algorithm [9, 10] is a general parsing algorithm; it can recognize input described by any context-free grammar (CFG). (We assume the reader is familiar with the standard definition and notation of CFGs.) As in [1] , uppercase letters (A, B) represent nonterminals, lowercase letters (a, b) represent terminals, and α and β are strings of terminal and nonterminal symbols. Also, every CFG G is augmented by adding a new start rule S → S, where S is the original start symbol of G.
Earley's algorithm works by building a sequence of Earley sets, 1 one initial Earley set S 0 , and one Earley set S i for each input symbol x i . An Earley set contains Earley items, which consist of three parts: a grammar rule; a position in the grammar rule's right-hand side indicating how much of that rule has been seen, denoted by a dot (•); a pointer back to some previous "parent" Earley set. For instance, the Earley item [A → a • Bb, 12] indicates that the parser has seen the first symbol of the grammar rule A → aBb, and points back to Earley set S 12 . We use the term "core Earley item" to refer to an Earley item less its parent pointer: A → a • Bb in the above example.
The three steps below are applied to Earley items in S i until no more can be added; this constructs S i and primes S i+1 .
An Earley item is added to a Earley set only if it is not already present in the Earley set. The initial set S 0 holds the single Earley item [S → •S, 0] prior to Earley set construction, and the final Earley set must contain [S → S•, 0] upon completion in order for the input string to be accepted. For example, Fig. 1 shows the Earley sets when parsing an input using the expression grammar G E :
Fig. 1. Earley sets for the expression grammar GE, parsing the input n + n. Emboldened final Earley items are ones which correspond to the input's derivation.
The Earley algorithm may employ lookahead to reduce the number of Earley items in each Earley set, but we have found the version of the algorithm without lookahead suitable for our purposes. We also restrict our attention to input recognition rather than parsing proper. Construction of parse trees in Earley's algorithm is done after recognition is complete, based on information retained by the recognizer, so this division may be done without loss of generality.
There are a number of observations about Earley's algorithm which can be made. By themselves, they seem obvious, yet taken together they shape the construction of our directly-executable parser. 
DEEP: A Directly-Executable Earley Parser

Basic Organization
The contents of an Earley set depend on the input and are not known until run time; we cannot realistically precompute one piece of directly-executable code for every possible Earley set. We can assume, however, that the grammar is known prior to run time, so we begin by considering how to generate one piece of directly-executable code per Earley item.
Even within an Earley item, not everything can be precomputed. In particular, the value of the parent pointer will not be known ahead of time. Given two
, the invariant part is the core Earley item. The code for a directly-executable Earley item, then, is actually code for the core Earley item; the parent pointer is maintained as data. A directly-executable Earley item may be represented as the tuple
the code for which is structured as shown in Fig. 2 . Each terminal and nonterminal symbol is represented by a distinct number; the variable sym can thus contain either type of symbol. Movement over a terminal symbol is a straightforward implementation of the Scanner step, but movement over a nonterminal is complicated by the fact that there are two actions that may take place upon reaching an Earley item [A → · · · • B · · · , j], depending on the context: 1. If encountered when processing the current Earley set, the Predictor step should be run. 2. If encountered in a parent Earley set (i.e., the Completer step is running) then movement over the nonterminal may occur. In this case, sym cannot be a terminal symbol, so the predicate ISTERMINAL() is used to distinguish these two cases.
The code for final Earley items calls the code implementing the parent Earley set, after replacing sym with the nonterminal symbol to move the dot over. By Observation 2, no stack is required as the call depth is limited to one. Again, this should only be executed if the current set is being processed, necessitating the ISTERMINAL().
Earley Set Representation
An Earley set in the directly-executable representation is conceptually an ordered sequence of (code, parent) tuples followed by one of the special tuples:
(end of current Earley set code, −1) (end of parent Earley set code, −1)
The code at the end of a parent Earley set simply contains a return to match the call made by a final Earley item. Reaching the end of the current Earley set is complicated by bookkeeping operations to prepare for processing the next Earley set. The parent pointer is irrelevant for either of these. In practice, our DEEP implementation splits the tuples. DEEP's Earley sets are in two parts: a list of addresses of code, and a corresponding list of parent pointers. The two parts are separated in memory by a constant amount, so that knowing the memory location of one half of a tuple makes it a trivial calculation to find the other half.
Having a list of code addresses for an Earley set makes it possible to implement the action "goto next Earley item" with direct threaded code [4] . With threaded code, each directly-executable Earley item jumps directly to the beginning of the code for the next Earley item, rather than first returning to a dispatching loop or incurring function call overhead. Not only does threaded code proffer speed advantages [16] , but it can work better with branch prediction hardware on modern CPUs [11] . We implement this in a reasonably portable fashion using the first-class labels in GNU C.
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How is an Earley item added to an Earley set in this representation? First, recall that an Earley item is only placed in an Earley set if it does not already appear there. We will use the term "appending" to denote an Earley item being placed into an Earley set; "adding" is the process of determining if an Earley item should be appended to an Earley set. (We discuss adding more in Section 3.3.) Using this terminology, appending an Earley item to an Earley set is done by dynamically generating threaded code. We also dynamically modify the threaded code to exchange one piece of code for another in two instances:
1. When the current Earley set is fully processed, "end of current Earley set" must be exchanged for "end of parent Earley set." 2. Observation 3 implies that once the Scanner has looked at an Earley item, any code looking for terminal symbols is superfluous. By modifying the threaded code, DEEP skips the superfluous code on subsequent invocations.
Appending leaves DEEP with a thorny problem of memory management. Observation 1 says that Earley items -threaded code plus separate parent pointers -can be appended to one of two Earley sets. We also maintain an array whose i th entry is a pointer to the code for Earley set S i , for implementation of call, giving us a total of five distinct, dynamically-growing memory areas.
Instead of complex, high-overhead memory management, we have the operating system assist us by memory-mapping oversized areas of virtual memory. This is an efficient operation because the operating system will not allocate the virtual memory pages until they are used. We can also protect key memory pages so that an exception is caused if DEEP should exceed its allocated memory, absolving us from performing bounds checking when appending. This arrangement is shown in Fig. 3 , which also demonstrates how the current and next Earley sets alternate between memory areas. Index to Earley Sets Fig. 3 . Memory layout for DEEP. S2 and S3 are the current and next Earley sets, respectively; the shaded areas are protected memory pages.
Adding Earley Items
As mentioned, adding an Earley item to an Earley set entails checking to ensure that it is not already present. Earley suggested using an array indexed by the parent pointer, each entry of which would be a list of Earley items to search [10] . Instead, we note that core Earley items may be enumerated, yielding finite, relatively small numbers.
3 A core Earley item's number may be used to index into a bitmap to quickly check the presence or absence of any Earley item with that core.
When two or more Earley items exist with the same core, but different parent pointers, we construct a radix tree [17] for that core Earley item -a binary tree whose branches are either zero or one -which keeps track of which parent pointers have been seen. Radix trees have two nice properties:
1. Insertion and lookup, the only operations required, are simple.
The time complexity of radix tree operations during execution is log i, where
i is the number of tokens read, thus growing slowly even with large inputs.
To avoid building a radix tree for a core Earley item until absolutely necessary, we cache the first parent pointer until we encounter a second Earley item with the same core. An example of adding Earley items is given in Fig. 4 . indicates an absent entry, and a square ( ) indicates an existing entry. "X" denotes a "don't care" entry.
Sets Containing Items which Are Sets Containing Items
Earley parsing has a deep relationship with its contemporary, LR parsing [9] .
Here we look at LR(0) parsers -LR parsers with no lookahead. As with all LR parsers, an LR(0) parser's recognition is driven by a deterministic finite automaton (DFA) which is used to decide when the right-hand side of a grammar rule has been seen. A DFA state corresponds to a set of LR (0) . This NFA may then be converted into the LR(0) DFA using standard methods [1] .
The conversion from NFA to DFA yields, as mentioned, DFA states which are sets of LR(0) items. Within each LR(0) set, the items may be logically divided into kernel items (the initial item and items where the dot is not at the beginning) and nonkernel items (all other items) [1] . We explicitly represent this logical division by splitting each LR(0) DFA state into two states (at most), leaving us with an almost-deterministic automaton, the LR(0) DFA. Figure 5 shows a partial LR(0) DFA for G E (the remainder is omitted due to space constraints). In the original LR(0) DFA, states 0 and 1, 2 and 10, 18 and 19, 24 and 25 were merged together. Returning to Earley parsing, the core Earley items in an Earley set may be represented using one or more states in an LR(0) DFA [22] . The problem with doing so is that keeping track of which parent pointers and LR(0) items belong together results in a complex, inelegant implementation. However, we realized as a result of Observation 4 that the Predictor really just corresponds to making a transition to a "nonkernel" state in the LR(0) DFA. Pursuing this idea, we represent Earley items in DEEP as the tuples (code for LR(0) DFA state, parent ) Figure 6 shows the Earley sets from Fig. 1 recoded using the LR(0) DFA states. Through this new representation, we gain most of the efficiency of using an LR(0) DFA as the basis of an Earley parser, but with the benefit of a particularly simple representation and implementation. The prior discussion in this section regarding DEEP still holds, except the directly-executable code makes transitions from one LR(0) DFA state to another instead of from one Earley item to another.
Evaluation
We compared DEEP with three different parsers:
1. ACCENT, an Earley parser generator [25] . 2. A standard implementation of an Earley parser, by the second author. 3. Bison, the GNU incarnation of Yacc.
All parsers were implemented in C, used the same (flex-generated) scanner, and were compiled with gcc version 2.7.2.3 using the -O flag. Timings were conducted on a 200 MHz Pentium with 64 M of RAM running Debian GNU/Linux version 2.1. Figure 7 shows the performance of all four on G E , the expression grammar from Sect. 2. As expected, Bison is the fastest, but DEEP is a close second, markedly faster than the other Earley parsers.
In Fig. 8 the parsers (less Bison) operate on an extremely ambiguous grammar. Again, DEEP is far faster than the other Earley parsers. The performance curves themselves are typical of the Earley algorithm, whose time complexity is O(n) for most LR(k) grammars, O(n 2 ) for unambiguous grammars, and O(n 3 ) in the worst case. [10] 
Improvements
Next, we tried DEEP on the Java 1.1 grammar [12] which consists of 350 grammar rules. 4 Suffice it to say that only the extremely patient would be content to wait while gcc compiled and optimized this monster. To make DEEP practical, its code size had to be reduced.
Applying Observation 3, code looking for terminal symbols may only be executed once during the lifetime of a given Earley item. In contrast, an Earley item's nonterminal code may be invoked many times. To decrease the code size, we excised the directly-executable code for terminal symbols, replacing it with a single table-driven interpreter which interprets the threaded code. Nonterminal code is still directly-executed, when Completer calls back to a parent Earley set. This change reduced compile time by over 90%.
Interpretation allowed us to trivially make another improvement, which we call "Earley set compression." Often, states in the LR(0) DFA have no transitions on nonterminal symbols; the corresponding directly-executable code is a no-op which can consume both time and space. The interpreter looks for such cases and removes those Earley items, since they cannot contribute to the parse. We think of Earley set compression as a space optimization, because only a negligible performance improvement resulted from its implementation.
The version of DEEP using partial interpretation and Earley set compression is called SHALLOW. Figure 9 compares the performance of SHALLOW and Bison on realistic Java inputs. SHALLOW can be two to five times slower, although the difference amounts to only fractions of a second -a difference unlikely to be noticed by end users! One typical improvement to Earley parsers is the use of lookahead. Earley suggested that the Completer should employ lookahead, but this was later shown to be a poor choice [8] . Instead, it was demonstrated that the use of onetoken lookahead by the Predictor yielded the best results [8] . This "prediction lookahead" avoids placing Earley items into an Earley set that are obvious dead ends, given the subsequent input. However, the LR(0) DFA naturally clusters together Predictor's output. Where prediction lookahead would avoid generating many Earley items in a standard Earley parser, it would only avoid one Earley item in SHALLOW if all the predicted dead ends fell within a single LR(0) DFA state.
We instrumented SHALLOW to track Earley items that were unused, in the sense that they never caused more Earley items to be added to any Earley set, and were not final Earley items. Averaging over the Java corpus, 16% of the Earley items were unused. Of those, prediction lookahead could remove at most 19%; Earley set compression removed 76% of unused Earley items in addition to pruning away other Earley items. We conjecture that prediction lookahead is of limited usefulness in an Earley parser using any type of LR automaton. 
Related Work
Appropriately, the first attempt at direct execution of an Earley parser was made by Earley himself [9] . For a subset of the CFGs which his algorithm recognized in linear time, he proposed an algorithm to produce a hardcoded parser. Assuming the algorithm worked and scaled to practically-sized grammars -Earley never implemented it -it would only work for a subset of CFGs, and it possessed unresolved issues with termination. The only other reference to a directly-executable "Earley" parser we have found is Leermakers' recursive ascent Earley parser [19, 20, 21] . He provides a heavily-recursive functional formulation which, like Earley's proposal, appears not to have been implemented. Leermakers argues that the directly-executable LR parsers which influenced our work are really just manifestations of recursive ascent parsers [20] , but he also notes that he uses "recursive ascent Earley parser" to denote parsers which are not strictly Earley ones [21, page 147] . Indeed, his algorithm suffers from a problem handling cyclic grammar rules, a problem not present in Earley's algorithm (and consequently not present in our Earley parsers). Using deterministic parsers as an efficient basis for general parsing algorithms was suggested by Lang in 1974 [18] . However, none of the applications of this idea in Earley parsers [22] and Earley-like parsers [2, 6, 26] have explored the benefits of using an almost-deterministic automaton and exploiting Earley's ability to simulate nondeterminism.
Future Work
By going from DEEP to SHALLOW, we arrived at a parser suited for practical use. This came at a cost, however: as shown in Fig. 10 , the partially-interpreted SHALLOW is noticeably slower than the fully-executable DEEP. Even with the slowdown, SHALLOW's timings are still comparable to Bison's. One area of future work is determining how to retain DEEP's speed while maintaining the practicality of SHALLOW.
On the other side of the time/space coin, we have yet to investigate ways to reduce the size of generated parsers. Comparing the sizes of stripped executables, SHALLOW parsers for G E and Java were 1.5 and 9.0 times larger, respectively, than the corresponding Bison parsers. Additionally, we have not yet explored the possibility of using optimizations based on grammar structure. One such example is elimination of unit rules, 5 grammar rules such as A → B with only a single nonterminal on the righthand side [13] . Techniques like this have been employed with success in other directly-executable parsers [14, 24] .
Conclusion
We have shown that directly-executable LR parsing techniques can be extended for use in general parsing algorithms such as Earley's algorithm. The result is a directly-executable Earley parser which is substantially faster than standard Earley parsers, to the point where it is comparable with LALR(1) parsers produced by Bison.
