Speaker verification systems have achieved great progress in recent years. Unfortunately, they are still highly prone to different kinds of spoofing attacks such as speech synthesis, voice conversion, and fake audio recordings etc. Inspired by the success of ResNet in image recognition, we investigated the effectiveness of using ResNet for automatic spoofing detection. Experimental results on the ASVspoof2017 data set show that ResNet performs the best among all the single-model systems. Model fusion is a good way to further improve the system performance. Nevertheless, we found that if the same feature is used for different fused models, the resulting system can hardly be improved. By using different features and models, our best fused model further reduced the Equal Error Rate (EER) by 18% relatively, compared with the best single-model system.
Introduction
Intelligent personal assistants such as Siri, Alexa and Cortana are becoming more and more popular. For these agents, it is very important to recognize and understand what the user says. Another equally important issue is to recognize the user by his/her voice in order to provide personalized services such as schedule management and personal health management. Automatic speaker verification (ASV), a convenient biometric person authentication system that recognizes the speaker's identification based on the speech recordings, has gain more attention recently. ASV systems have been widely used in many commercial and civilian applications such as credit cards and telephone banking, e-commerce, secure building access and suspect identification. Especially where there is no face to face contact, speaker verification takes a crucial place [1, 2] . Approaches like Joint Factor Analysis (JFA) [3] , i-vectors [4] and deep neural networks [5, 6] had achieved great performance in this task.
However, even state-of-the-art ASV systems are still weak for some spoofing attacks such as replay attack (RA), voice conversion (VC) and speech synthesis (SS). Voice conversion, which converts the speech without losing the target speaker's distinct characters, is one of the most accessible methods of attack. With enough training data, modern speech synthesis systems can 'speak' very similar to the target speaker. In replay attacks, audio recorded from the genuine speaker will be replayed by high-fidelity playback devices to attack recognition systems. Replay attacks can be highly effective. These spoofing voices differ very little from the genuine speaker's voice and thus have high possibilities of spoofing. Spoofing attacks have significantly increased the false acceptance rate of ASV systems [7, 8, 9, 10] .
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It is therefore very important to develop systems to automatically detect spoofing attacks -either in a joint modeling approach that can detect spoofing attack while at the same time perform the speaker verification task [11] , or in a separate system that is used in conjunction with a speaker verification system [12] . In the challenges organized around the topic of spoofing detection, most of the methods focus on building more appropriate feature representations such as phase spectrum [13] , linear prediction error [14] , magnitude spectrum [15] and constant Q cepstral coefficients (CQCCs) [16] . According to the results reported in ASVspoof challenge 2015 [17] , even though most the submitted systems have good behavior among known attacks, they failed to achieve good performance in unknown attacks. This suggests that the development of countermeasures that generalize well to unseen attacks still has a long way to go.
In this year, ASVspoof 2017 concentrates on replay attack, especially those encountered under 'unseen' conditions, for instance, using different replay environments, playback devices or talkers. The challenge provides training and development data, which contains the genuine and spoofed speech [18] . This paper describes our submission to the challenge. This paper includes a number of contributions. First of all, as pointed out in [19] , conventional MFCC features with melfrequency scale filters along the speech bandwidth may miss some discriminative information between genuine and spoofed speech. Instead of allocating different number of filters to different sub-bands [19] , we found that we can simply increase the number of filters along the whole speech bandwidth, especially when deep neural networks are used. Secondly, the depth of neural networks is theoretically a major determinant of model expressiveness [20] . We found that residual neural networks can help build deeper models that outperform conventional deep neural networks. Last but not least, model fusion is a good way to further improve the system performance. Nevertheless, we found that if the same feature is used for different fused models, the resulting system can hardly be improved. By using different features and models, the system performance can be significantly improved.
The rest of this paper is organized as follows. In Section 2, we describe the features used in our systems, i.e. MFCCs and Constant Q Cepstral Coefficients (CQCCs). The models explored are introduced in Section 3. Experimental setup and results will be given in Section 4. Finally, we draw a conclusion in Section 5.
Features
This section describes the features used in our experiments. Mel frequency cepstral coefficients (MFCCs) have been widely used in speech recognition and speaker recognition. Constant Q Cepstral Coefficients (CQCCs) are newly proposed for automatic spoofing detection. Both of them will be used in our experi-ments.
Constant Q Cepstral Coefficients
Instead of using Fourier transform, the Constant Q Cepstral Coefficients use Constant Q transform (CQT) with traditional cepstral processing to analyze speech signal. In contrast to the fixed time-frequency resolution of Fourier transform, CQT gives a higher frequency resolution for low frequencies and a higher temporal resolution for high frequencies. CQCCs have proven to be an effective spoofing countermeasure in ASVspoof 2015 Challenge, especially for SS and VC attacks. Experiments show that CQCC features have higher ability to capture the tell-tale signs of manipulation artefacts of spoofing attacks than other approaches. More details about Constant Q Cepstral Coefficients can be found in [16] .
Mel Frequency Cepstral Coefficents
Mel Frequency Cepstral Coefficients (MFCCs) have been used in many speech applications such as speech recognition and speaker verification. Recently, some researchers [19] argue that the traditional MFCCs may miss some discriminative information between genuine and spoofed speech. In our preliminary experiments, we also found that conventional MFCC features do not work very well. Researchers in [19] proposed to allocate different number of filters to different sub-bands to overcome this problem. Since DNNs are able to take care of highdimension input features, we found that we can also simply increase the number of filters to keep all the information needed to discriminate between genuine and spoofed speech.
Classifiers
Three classifiers were used in our experiments, i.e. the Gaussian mixture model, deep neural networks and residual neural network. We will introduce them in this Section.
Gaussian Mixture Models
Our first classifier is Gaussian mixture models (GMMs). All the genuine speech was used to train a genuine speaker model and the spoofed data were used to train a spoofed one. During testing, log-likelihood ratio (LLR) for each speech frame ot is calculated by using the Equation (1). The final score for an utterance is calculated by summing all LLR scores, and normalized by the number of frames.
Deep Neural Networks
Deep neural networks (DNNs) have achieved tremendous success in many applications including spoof detection [5, 6] . We also used conventional feed-forward DNNs as our baseline. For example, when CQCCs were used, 32-dimension CQCCs, their delta, and double delta were used. Eleven consecutive CQCC frames were spliced together, resulting in 1056-dimension feature input for the network. The deep neural network we used has three hidden layers, with 512 units for each layer. Each hidden layer is followed by a batch normalization [21] layer in order to make the learning process less sensitive to the learning rate and initial parameters. The cross-entropy was used as the loss function. The standard backpropagation algorithm and dropout regularization [22] are used to train the network and prevent it from overfitting. The output layer was a softmax of dimension 2, one for the genuine speech, and the other one for spoof.
During testing, it is similar with the case of GMM models except that we use the posterior probabilities given by the network outputs.
Residual Neural Network
It is well known that the depth of a network is a determined factor of the network performance. Deeper and deeper networks are used in computer vision area. However, it is not easy to train a deeper network due to the notorious gradient vanishing problem.
To address this problem, the authors in [20] proposed a simple but effective method called residual neural network (ResNet). ResNet provides a training framework to ease the training of networks that are substantially deeper than those used previously. It was motivated by the counterintuitive experimental findings that adding more layers lead to higher training error. Theoretically, as the number of layers increased, the modeling capabilities of the Neural Networks should be better and therefore, the deeper networks should produce no higher training error. The authors suspect that this is because the gradients vanish after they are propagated many layers. Instead of adding parameterized gating functions to allow part of the earlier information to flow unimpededly to later layers through highway connections in Highway Networks [23] , the authors in [20] proposed to simply add shortcut connections with identity functions to the networks. Experiments in [20] showed that ResNet greatly improves the training efficiency since the gradients can propagate many layers through the shortcut connection. In addition, ResNet allows deeper networks to be trained, resulting in models that usually perform better. We will use ResNets as the building block of our networks in the experiments. (a) shows a building block of a ResNet. Formally, if the input of the l th building block is x. Let H l denotes the transformation of the l th building block. That is, the desired output is H l (x). As shown in Fig.(a) , the stacked nonlinear layers consists of two rectified linear layers and fully connected layers. Due to the shortcut connection as shown in Fig.(a) , ResNet explicitly forces the output to fit a residual mapping, i.e., the stacked nonlinear layers are forced to learn the following transformation:
Therefore the transformation for the l th building block is:
In our experiments below, we used residual networks with four building blocks, as shown in Fig.1(b) . Each hidden layer in the ResNet also has 512 nodes. In addition, we add normalization layers to ease the training process. As in conventional DNNs, a context of eleven frames was used and the output is softmax.
Models Fusion
Model fusion provides a mechanism to combine the advantage of different models to further improve the system performance. It has been used in many applications [24, 25, 26] . We also incorporate it in our experiments.
To ensure that the output of different models can be linearly fused together, we firstly normalize them. Suppose x is the original output, we can calculate the mean µ and variance σ of x on the training data. Then the normalized score y is given by the following equation.
The final score s for the fused model is a weighted sum of the normalized ys, i.e.
If two models are fused, then the weights will be α and 1 − α. All the weights will be tuned on the development data.
Experiments

Datasets
The ASVspoof 2017 focuses on spoofing attack detection with 'out in the wild' condition. The data released were mainly based on the RedDots corpus and its replayed version, which was a text-dependent database. The RedDots corpus served as the genuine speech, and its replay served as the spoofed data. The spoofed data was recorded through a variety of different environments in the ongoing H2020-dunded OCTAVE project2. Speech from a subset of the original RedDots corpus was replayed through different replay configurations consisting of varied devices, recording devices and loudspeakers.
The released datasets include the training and development data. Table 1 briefly gives the statics of different datasets. In our experiments reported below, we used all the training data to train the models and all the development data to tune the model parameters. Besides the primary labels (genuine/spoof), each audio file in the training and development data sets was also provided with information of the text context, speaker, recording environment, playback device and recording device. We only used the primary label to train and tune our models.
As for evaluation, 13,306 utterances were used. A larger number of speakers was expected in the evaluation set, with a much larger replay-to-genuine ratio comparing to the development set. There were 3016 utterances in total from ten speakers in the training data. The spoofed speech was generated with three replay configurations in six different sessions. The whole training data set was used to train our model.
Development data
The development data set contained genuine and spoof speech from a total of 8 speakers. Ten different replay sessions with different playback and recording devices were used to produce the replay spoof samples for the development data. The devices in this part were mostly different from those used in the training data.
Evaluation data
The evaluation data set contains genuine and spoof speech. Only some of the replay conditions were the same as those in development and training data. Most of them were intentionally recorded and replayed in different unseen conditions to encourage research towards generalized spoofing countermeasure. 
Experimental setup
As stated above, MFCCs were used in our experiments. The speech signal was analyzed using an overlapping 25-ms Hamming window every 10-ms. Our preliminary experimental results showed that increasing the number of triangular melfrequency filters can significantly improve the system performance. In our experiments, the number of filters was increased to 60 and we used 30 cepstral coefficients. Cepstral mean normalization was applied using a 300-frame sliding window. Finally, we augmented the features with their delta and double delta coefficients. As for the CQCC extraction, we followed the typical settings and the Matlab tool introduced in [16] . All the Gaussian mixture models were trained with 512 Gaussian components. Static features, together with their dynamic parts, were used as the input for GMM models. For the input of the DNNs, we used a context window of 11 feature frames (5 previous frames, current frame and 5 future frames). Categorical cross-entropy was used as the loss function.
For model fusion, the fusion parameter a was tuned by using the development data. Figure 2 shows the tuning process when a ResNet with CQCC input was fused with another ResNet with MFCC input. Table 1 shows the EERs of our systems on the development and evaluation data sets. The first column of the table describes the features and classifiers that each system used. The results given in the first part of the table show the performance of systems with a single model, followed by results of systems with model fusion.
Experimental Results
Firstly, we investigated systems with CQCC features. As can be seen from the table, ResNet performs the best. It reduces the EER by about 34% relatively, compared with the GMM model on the evaluation data. ResNet also outperforms the conventional DNN. We believe that this is because ResNet enable deeper model to be trained and thus generalizes better to unseen test data. We further evaluate the best model with MFCC features. When the number of filters was increased from 23 (as a typical setting in speech recognition task) to 60, we saw a big improvement. Furthermore, the ResNet with the MFCC feature even outperforms the ResNet with CQCC feature on the evaluation data.
Different systems provides different perspective about the data. Model fusion is a good way to utilize the advantage of different systems to improve the performance. Model fusion may introduce feature diversity or model diversity into the fused system. To evaluate which one is more important, our first fused model used the same CQCC feature but different models (DNN and ResNet). As can be seen, this fused model hardly improves the system performance. We then go on to fuse a system with the same ResNet but different features (MFCC and CQCC). This time the fused system significantly reduces the EER by 8.5% relatively, compared with the best single-model system on the evaluation data. Maybe we can draw a conclusion that for model fusion, feature diversity is more important than model diversity.
The last two lines of Table 1 show two systems that are fused with three models. Fusing more models can still improve the performance. The best fused system outperform the best single-model system by about 18% relatively on the evaluation data.
Conclusion
This paper presents our submission to the automatic speaker verification spoofing challenge (ASVspoof 2017). Through our experiments, we found that conventional MFCC features with mel-frequency scale filters along the whole speech bandwith may miss some important information between genuine and spoofed speech, leading to poor system performance. To avoid information loss, we propose to simply increase the number of filters. On the evaluation data, MFCC features perform better than CQCC featues. Our second finding is that residual neural networks can help us build deeper models that outperform conventional deep neural networks. Finally, we demonstrated that model fusion is a good way to further improve the system performance. However, if the same featue is used for different fused models, the resulting system can hardly be improved. By using different features and models, the system performance can be significantly improved. In the future, we would like to explore the effectiveness of using more advanced generative adversarial networks for the spoof detection task.
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