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INTRODUCTION 
Le traitement d'images sur ordinateur nécessite une 
transformation ana~ogique 1 numérique. 
Les principes de ces transformations sont exposés par 
SIMON [SIM1, SIM2] ou PAVLIDIS [PAVL] par exemp~e. I~ est 
important de garder présent à ~'esprit, que ~a numérisa-
tion d'une image ana~ogique et à p~us forte raison, sa 
binarisation, qu'e~~es soient ~ogicie~~es ou matérie~~es, 
sont des codages parfois dégradés de ~' origina~, et que 
c'est cette image numérisée (i.e. une matrice de pixe~s) 
que nous devons con~idérer comme ~a donnée de départ. 
Le vo~ume important de cette donnée, fait que ~e pro-
b~ème de son codage sous forme condensée a été très tôt 
étudié (CAPON, GILBERT &MOORE, 1959), qu'i~ s'agisse d'en 
optimiser ~e stockage ou ~a transmission. En effet, une 
image d'un document de tai~~e A4 numérisée avec un facteur 
de réso~ution de 8 points par mm représente ~nviron 4 mi~­
~ions de points. Qui p~us est, ~'obtention d'une qua~ité 
accrue sur ~es matérie~s de visua~is_ation ou reproduction, 
rend nécessaire une p~us grande finesse de ~a saisie, et 
~es vo~umes des images ont a~ors tendance à s'accroitre. 
Le travai~ décrit ci-dessous, a eu comme motivation 
initia~e un prob~ème concret qui nous a éyé posé par ~e 
CNET-PARIS A, dans ~e cadre du projet SARDE , de té~émati­
sation de ~a documentation technique des té~écommunica­
tions. 
Les prob~èmes que nous traitons concernent ~a réduction 
du vo~ume d'images bico~ores, afin de diminuer ~·espace 
nécessaire au stockage des documents, ainsi que ~a resti-
tution de ~·image sous ~a forme ~a p~us fidè~e possible à 
~·origina~. 
SARDE est une aarque déposée par le CNET 
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Les documents que nous avons considérés sont des docu-
ments de bureau, ou encore des schémas techniques, manus-
crits ou non, en noir et blanc. 
Nous prévoyons dans une étape ultérieure l'extension à 
des images multicolores; il nous semble que les principes 
que nous développons rendent cette adaptation plausible. 
Nous n'envisageons pas les problèmes de bases de don-
nées et ne parlons pas des outils informa tiques né ces-
saires à leur mise en oeuvre. 
Bien que dans le cas de la transmission à distance, se 
pose le problème de la fiabibli té (code correcteur d'er-
reurs de transmission), nous ne nous intéresserons pas ici. 
à ce critère. Nous considérons que c'est au système de· 
transmission de données utilisé d'assurer l'intégrité des 
informations qui lui sont confiées. 
Dans le premier chapitre, nous étudions les principales 
techniques logicielles de compression actuellement con-
nues. Toute méthode de compression doit résoudre les com-
promis 
taux de compression 1 temps de calcul 
et 
taux de compression 1 fidélité de restitution. 
Malheureusement, il n'est pas toujours facile d'obtenir 
des éléments de comparaison, du fait du développement 
constant des diverses méthodes. Nous avons été contraints 
de reconstituer quelques algorithmes ou résultats; nous 
espérons que ces reconstitutions restent fidèles aux idées 
des auteurs. 
Le deuxième chapitre détaille la méthode que nous uti-
lisons pour l'extraction des objets de l'image, ainsi que 
deux techniques d'affichage sur des écrans haute résolu-
tion dotés d'une mémoire d'image ("bitmap"). 
Le développement technologique d'outils basés sur le 
balayage type télévision a permis l'émergence de nouveaux 
algorithmes qui suivent le balayage. CEDE RB ERG a le pre-
mier utilisé ces techniques de balayage sur des problèmes 
de compression d'images [CE01, CE02]. Ses travaux nous ont 
permis de proposer une méthode originale d'extraction des 
contours des objets contenus dans l'image, et le calcul de 
quelques caractéristiques propres à ces objets, en un seul 
balayage de l'image. 
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Disposer de telles techniques linéaires permet de pro-
Titer pleinement de tout accroissement de la puissance des 
machines, puisqu ·une multiplication par K de cette puis-
sance engendre dans ces cas une division par K des temps 
de calcul. Aussi, nous proposons dans la suite, chaque 
Tais que possible, des algorithmes linéaires en Tonction 
du nombre d'éléments à traiter. 
Nous avons développé deux techniques d'aTTichage (res-
ti tu tian): la première, par ba la y age, représente un peu 
l'inverse du codage; la deuxième, baptisée "aTTichage 
aléatoire", n'est possible que grâce aux simpliTications 
que nous avons apportées au codage, et nous permet de pro-
poser une méthode reposant sur une "algèbre de contours". 
Dans le chapitre 3 nous étudions les spéciTicités et 
1' optimisation des codes de contours. Nous proposons des 
éléments de caractérisation des objets manipulés avant la 
phase de compression. 
Bien que nous ne visions pas la compréhension de l'i-
mage, problème difTicile et central de la reconnaissance 
des Termes [SIM1 l, nous y contribuons par la détection 
d'objets ou morceaux d'objets caractéristiques, et 1' in-
terTace avec des méthodes de reconnaissance de Termes nous 
parait possible. 
Le chapitre 4 décrit une application réalisée en colla-
boration avec le CNET (division OGE/TDT). Nous avons 
validé notre méthode en réalisant un logiciel prototype 
sur vne machine SM90 (développée au CNET), sous le système 
Unix (version SMX). 
Nous constituons une bibliothèque de contours pour 
chaque image et cherchons des similitudes entre objets. Là 
aussi, nous sommes encore loin de la reconnais sa nee des 
Termes. Néanmoins, nous proTitons des particularités de 
notre code de contours pour déTinir des "points cara~té­
ristiques" des Termes. Nous nous en servons comme base de 
comparaison entre les éléments déjà connus (bibliothèque), 
et les nouveaux candidats. 
Dans la phase de compression Tinale, nous nous heurtons 
i un autre compromis, propre à toute méthode dite "symbo-
lique": 
Unix est une •~rque déposée de AT&T. 
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optimisation des rifirences i la bibliothique 1 
optimisation de la localisation des objets. 
La meilleure optimisation des rifirences i la biblio-
thique est obtenue en regroupant tous les objets sembla-
bles contenus dans l'image. Il faut alors traiter entière-
ment toute 1' image. avant d ·obtenir le codage difinitif. 
Par contre, l'utilisation en tilicopie, où codeur et dico-
deur sont enchainis, implique l'optimisation de la locali-
sation, afin de ne pas bloquer la transmission inutile-
ment, jusqu'à la fin du traitement de l'image. 
Nous avons rialisi d ·abord la prem~ere, dans le but 
d'itudier les performances de l'algorithme de comparaison 
des contours. La deuxième est en cours de diveloppement. 
Les essais ont iti faits sur 14 images propres au CNET, 
et sur 5 des 8 images-test du CCITT 1 . En taux de compres-
sion, nous obtenons sur ces dernières, par rapport à la 
mithode de JOHNSEN 8r al [JOHN], 3 meilleurs risultats un 
risultat iquivalent, et un moins bon. De plus, sur les 3 
images qui nous manquent actueilement, il nous semble 
qu'au moins deux d'entre elles nous sont favorables. 
Ces premiers risultats nous permettent de penser que la 
mithode ilaborie possède des bases intiressantes. Nous 
continuons actuellement i y apporter des amiliorations, et 
proposons des développements futurs dans plusieurs direc-
tions (cf. conclusion). La méthode actuelle fera 1' objet 
d'une communication aux journies SM90 2 . 
Enfin, ce travail nous a permis de soulever de nombreux 
problèmes théoriques, que ce soient: 
les manipulations d'images par codes de contours, 
ou certains problèmes liis aux polyominos, 
qu'il nous semble intéressant d'approfondir par la suite. 
1 
Co•ité Consultatif International des Téléphones et Télégraphes 
2 journées INRIA ADI CNET, Yersailles,Déce•bre 1985 
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CHAPITRE 1 
LES METHODES DE COMPRESSION 
Nous passons ici en revue quelques méthodes de compres-
sion connues actuellement, en étudiant les principes qui 
les régissent et leur adaptation/adaptabilité à diverses 
utilisati~ns. Les comparaisons se font souvent par rapport 
à la norme CCI TT actuelle (voir codage READ). Les docu-
ments c·images•) traités sont de taille A4 et nous envisa-
geons la question des documents de taille supérieure et de 
meilleure qualité (résolution plus fine). 
1. PRINCIPES ET TECHNIQUES DE BASE. 
On distingue souvent deux ~lasses de méthodes de com-
pression: les méthodes exactes et les méthodes approchées. 
Elles peuvent être applicables à n'importe quel type d'i-
mage, ou plus adaptées aux images bicolores. Toutefois, le 
même principe peut, très souvent, permettre la réalisation 
de variantes de l'un et de l'autre type. Il est donc plus 
intéressant de classer les méthodes suivant les principes 
qu'elles mettent en oeuvre. 
Quel que soit le principe d'une méthode de compression, 
il exploite l'idée que l'on peut coder plus efficacement 
les messages à transmettre (ou à stocker) dans la mesure 
o~ toutes les valeurs que peuvent prendre ces messages ne 
sont pas équiprobables. 
Ainsi le code de Huffman consiste-t-il, connaissant a 
priori la fréquence d'apparition de tous les messages, à 
imposer un code court aux messages fréquents et inverse-
ment [HUFF]. Dans le cas des images, l'information à 
transmettre est la couleur de tous les points de la grille 
d'échantillonnage: 
cx,,y,,coul(x,.y,)) •...• (xk,yk,coul(xk,yk)) 
o~ coul(x. ,y. )=noir ou blanc, 
~ ~ 
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et k=nombre de pixels de l'image. 
Evidemment, on peut imposer un ordre de parcours commun 
au codeur et au décodeur, c'est-à-dire définir 
xi+ 1 yi+ 1 en fonction de ( xi yi l. Il suffit 
alors de transmettre: 
coul(x 1 ,y 1 l, ... coul(xk,ykl 
soit 1 bit par point de l'image. 
C'est ce code, que l'on appellera binaire, qui servira 
de référence dans la suite pour définir le taux de com-
pression obtenu avec une autre méthode de codage. 
Bien qu'il y ait une très grande disproportion entre le 
nombre de pixels noirs et le nombre de pixels blancs, le 
codage de Huffman, appliqué à une image bicolore, ne pro-
cure aucun gain car on ne peut avoir de codes plus courts 
que un bit! 
Si la disproportion entre le nombre de pixels noirs et 
blancs est élevée, on peut transmettre les seules coordon-
nées des points noirs (ou plus généralement de la couleur 
la moins représentée) 
Si xi et yi sont codés sur p bits chacun, cette méthode 
réalise une compression -par rapport au code bin·aire- à 
condition que: 
(nbre pixels noirs) 1 (nbre total pixels) < 2.p 
Une autre technique appelée Codage par Blocs [KUNT] 
consiste à découper 1' image en rectangles juxtaposés, de 
taille k par l. On choisit k et l de manière à ce que: 
la probabilité d'avoir un rectangle k par 1 entièrement 
blanc soit élevée 
la taille du bloc soit maximale. 
Les blocs blancs sont alors codés sur 1 bit, et les 
autrës sur (k.ll+1 bits. 
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2. DEUX lEME APPROCHE. 
Dans les images bicolores représentant les documents de 
bureaux, les pixels noirs et blancs ne sont pas dispersés 
aléatoirement mais sont en général regroupés. Il est alors 
plus efficace de coder la limite des zones de couleurs 
différentes. Deux classes de méthodes utilisent cela: 
2. 1. LE CODAGE DE FREEHAN. 
Le codage de Freeman [FREEJ ("chain link code") du con-
tour des taches noires: à partir d'un pixel noir qui a au 
moins un voisin blanc, on suit le contour, par exemple 
dans le sens des aiguilles d'une montre, et à chaque fois 
que l'on passe d'un point x au suivant, on code la direc-
tion qui permet de passer de 1' un à 1' autre ( 8 valeurs 
possibles, soit 3 bits). 
Figure 1.1 
codage de Freeman 
5 6 7 
4 x 0 
3 2 
1 2 3 4 5 6 
1 
2 • • x x . 
3 •• x x x 
4 . x x . x 
5 • 
sera codé: (2,3),0,1,2,5,3,4,7,6 
2.2. LE CODAGE PAR PLAGES. 
Le codage par plages ( • run length code"), lié au mode 
de balayage de l'écran (balayage ligne par ligne ou 
"ras ter scan· ) , consiste à coder la longueur des plages 
monochromes qui se succèdent sur les lignes du balayage. 
Dans l'exemple ci-dessus, un codage par plages donnera: 
fdl,2,2,fd1,2,3,fdl,1,2,1,1,fdl,fdl 
où fdl code la fin de ligne. 
Remarques: 
1. Du fait même de leur principe commun, les deux types 
de méthodes ont approximativement les mêmes cas favorables 
et défavorables, selon la valeur du rapport: 
(nombre de pixels noirs) 1 (nombre de pixels de contour) 
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2. Les images présentant de longs morceaux de contours 
horizontaux sont favorables au code par plages, sinon les 
deux codes donnent le même nombre de mes sages (égal au 
nombre de pixels de contour), chaque message est sur 3 
bits pour le code de Freeman, et sur p bits pour le code 
par plages, si 2P est la largeur de l'image). 
3. Si l'on traite des pages de textes dactylographiés, 
l'image bicolore sera formée d'un grand nombre de petites 
taches noires disjointes d'épaisseur à peu près constante. 
Ceci conduit à utiliser un code de Huffman pour la lon-
gueur des plages (code fac-simile standard CCITT). 
4. Les directions en 2 pixels consécutifs du contour, 
sont fortement corrélées; les performances du codage de 
Freeman peuvent être sensiblement améliorées, 
en introduisant un facteur de répétition dans le code, 
ou en codant la différence entre la direction en un 
pixel et la direction au pixel précédent, "code diffé-










1 1 0 
1 1 1 0 
L'exemple précédent a pour code différentiel: 
( (2,3) ,0) ,+1,+1,+3,:...2,+1,+3,-1 
.. 
La deuxième solution semble ici largement préférable à 
la première (nos tentatives ont confirmé nos lectures!). 
Une solution mixte est possible: décaler les codes à 
partir de -2 pour introduire un code spécial pour k zéros 
consécutifs (k>=6). -cf. figure suivante-
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Figure 1.2 
























































































1 6 1 146 
carré-
dirac-
Est-il possible de combiner l'exploitation de la 
lation de la couleur des points dans toutes les 
tians, d'une manière compatible avec le balayage ligne 
ligne? 
à 
A nouveau deux types de méthodes se présentent qui 
répondent à cette contrainte et constituent une adaptation 
d'un codage par plages pour la prem~ere, et une adaptation 
d'un codage par contours pour la deuxième. 
Le code REAO ("Rèlative Element Address Oesignate 
coding") [PROC] est le meilleur des codages par plages bi-
dimensionnels actuellement connu (extension du standard 
CCITT). 
1 0 
Le principe en est le suivant: 
la prem~ere de k lignes consécutives est normalement 
codée par plages (code fac-simile Huffman modifié); 
les plages des k-1 lignes qui suivent sont codées, 
soit normalement par leurs longueurs, 
soit par la différence entre leurs longueurs et 
celles des plages correspondantes dans la ligne pré-
cédente. 
3. CODAGE PAR CONTOURS COMPATIBLE AVEC LE BALAYAGE LIGNE. 
Le codage par contour compatible avec le balayage ligne 
à ligne [CED1, CE02] a introduit un code par contour dont 
la construction peut être effectuée au fur et à mesure du 
balayage ligne à lign~ de l'écran, le RC-code (pour 
"Raster scan Chain link code"). 
3. 1 • PRINCIPE. 
Le ba la y age ligne à ligne introduit un ordre entre 2 
pixels de contour voisins. Cet ordre permet de poser les 
d6finitions suivantes: 
point de naissance: point de contour sans prédécesseur; 
point de mort: point de contour sans successeur; 
paroi: liste des points de contour d'un point de nais-
sance à un point de mort. 
Le codage des chainages dans le RC-code n'utilise que 4 
mots qui suffisent à représenter tous les liens entre un 
pixel de contour x et son successeur: 
x 0 
3 2 1 
Le codage minimal obtenu à 1' aide du RC-code sur une 
image bicolore, est appelé RC-code compact. 
Il est formé: 
de la liste des points de naissance des parois des com-
posantes connexes, dans l'ordre du balayage; 
puis de la liste des chainages rencontrés dans l'ordre 
du balayage (les chainages des d'iverses parois sont 
donc mélangés; par contre les 2 listes sont indépen-
dantes!). Dans le cas de la figure 1.1 on obtient: 
1 1 
points de naissance (2,3), (3,4) 
points de mort: (4,3), (4,5) 
chainages : 2 0 1 3 3 1 2 0 
dans l.'ordre: (2,3) 2 0 3 (3,4) 3 1 2 0 (4,3) (4,5) 
parois: 2 3 0 , 0 1 2 , 3 , 
Remarque: 
Le gain en taux de compression est minime par rapport 
au chain-l.ink cl.assique (2/3 au mieux) et bien inférieur à 
ce que permet l.e chain-l.ink différentiel.. Ceder berg pro-
pose d'ail.l.eurs une version différentiel.l.e du RC-code. 
L'intérêt du principe réside avant tout dans l.e mode de 
construction (et de décodage) au fil. du bal.ayage. 
3.2. CONSTRUCTION DU RC-CODE COMPACT. 
Au fur et à mesure du bal.ayage l.igne à l.igne, l.e voisi-
nage 3x3 d'un point noir permet d'affirmer 
qu'il. s'agit d'un point de naissance qui doit donc être 
stocké en queue de l.a l.iste correspondante; 
qu'il. s'agit d'un point de chainage dont l.a direction 
doit donc être stockée en fin de l.iste des chainages. 
3. 3. DECODAGE DU RC-CODE COMPACT. 
Etant donné l.e RC-code compact d'une image binaire 
-i.e. une l.iste de points de naissance et un l.iste de 
chainages-, l.e décodage peut l.ui aussi être réal.isé en 
suivant l.e bal.ayage l.igne à l.igne; il. suffit de disposer 
de l.'indication pour chaque point de l.a l.igne précédente, 
du nombre de parois passant par ce point. 
3.4. RC-CODE PAR ENTITES. 
Cederberg propose une version pl.us sophistiquée du 
RC-code. Il. l.'appel.l.e ·entity RC-code". 
Le stockage des points de naissance et des chainages 
rencontrés au fur et à mesure-du bal.ayage, dans une struc-
ture de données pl.us compl.exe que l.es 2 l.istes précé-
dentes, permet, dès que l.'on atteint l.e point de mort qui 
ferme un contour, de disposer de l.a structure qui rel.ie 
ses différentes parois. 
On peut al.ors réal.iser facil.ement toute opération 
nécessitant une description compl.ète du contour. 
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4. PRINCIPE DES METHODES SYMBOLIQUES. 
Les codes 
exploite nt le 
plus! 
par plages et 
regroupement de 
par contour supposent 
pixels en taches. Rien 
et 
de 
Si on fait des suppositions plus 
ture de l'image binaire à comprimer, 
cette information a priori. 
Exemple 1: 
fortes sur la struc-
on pourra exploiter 
Si l'on traite des images formées de lignes brisées 
(schémas techniques par exemple) , on peut coder 1' image 
sous forme des bi-points à relier. On parle alors de vec-
torisation. Plusieurs techniques sont présentées dans la 
littérature, mais la prise en compte et la restitution de 
l'épaisseur des traits sont toujours délicates. 
Exemple 2: 
Dans le cas des documents dactylographiés, Asher et 
Nagy [ASHEl proposent d'exploiter l'apparition à de mul-
tiples endroits dans une page, de petites composantes con-
nexes presque identiques: les symboles. 
Au fur et à mesure du codage, 






Tout symbole extrait est comparé aux symboles déjà dans 
la bibliothèque pour décider s'il est un nouveau symbole 
ou s'il est déjà apparu précédemment. Dans ce dernier cas, 
il est simplement codé par une référence en bibliothèque. 
Sur cette idée, 
depuis. Le principe 
suivant: 
plusieurs méthodes ont été proposées 
commun est présenté par l'algorithme 
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BIB_SYMB: liste de couples (numéro, description d'un symbole) 
BIB_SYMB := vide 
tant que non FIN_DE_DOC faire 
répéter 
P := POINTSUIVANT (* balayage ligne à ligne *) 
jusqu'à FIN_DE_DOC ou P=NOIR 
si P=NOIR alors 
S := SYMBOLE_EXTRAIT (* à partir de P *) 
CHERCHER S DANS BIB-SYMB 
si TROUVE alors 
CODE := NUMERO (* de S dans BIB_SYMB *) 
sinon 
INTRODUIRE S DANS BIB_SYMB 
fin si 
fintant 
CODE := S 
fin si 
ENVOYER CODE 
CODE := FIN DE_DOC 
ENVOYER CODE 
Remarque: 
(* cf. remarque *l 
La description explicite du symbole est transmise à sa 
prem1ere occurrence. La bibliothèque de tous les symboles 
n'est jamais transmise globalement, mais seulement au fur 
et à mesure du codage; ainsi le décodeur reconstruira-t-il 
une bibliothèque qui évoluera au cours du décodage de la 
même manière que lors du codage. 
Parmi les variantes bâties sur ce principe, certaines 
sont dites mixtes ou hybrides: du fait que 1' extraction 
d'un symbole à partir d'un point P peut échouer dès que 
l'objet dépasse la taille maxi!Tiale prévue pour un symbole, 
la zone noire -appelée "résidu"- à laquelle P appartient, 
est alors l'objet d'un autre type de codage. 
5. QUELQUES METHODES SYMBOLIQUES ET/DU MIXTES. 
5.1. C.S.H. COHBINED SYHBOL HATCHING. 
Cette méthode mixte (Pratt et al. [PROC]), utilise deux 
techniques de compression déjà sommairement décrites plus 
haut: 
la reconnaissance de symboles, 
le codage par plages bidimensionnel CREAD). 
5.1.1. Principe. 
Nous décrivons ci-après la trame de 1' algorithme Cre-
constitution!); mais il faut noter que le codage d'un sym-
bole nécessite l'accès anticipé aux n lignes suivantes de 
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l'image, où n est la hauteur maximale d'un symbole. 
BIB_SYMB := vide 
tant que non FIN_DE DOC faire 
LIRE_1_LIGNE (LIG[1 .. NP]) 
(* extraire et coder les symboles *) 
I . - 1 
tant que I<=NP faire 
si LIG[Il=BLANC alors 
I := I+1 
sinon (* c'est donc un point clé *) 
EXTRAIRE_SYMB (REUSSI, S) 
si REUSSI alors 




I := 1+1 
jusqu'à 





(* coder le résidu de la ligne *) 
I : = 1 
tant que I<=NP faire 
CODE_REAO (LIG[1 .. NP]) 
fintant 
5.1.2. Extraction des symboles. 
A partir d ·un point clé, i.e. un point noir précédé 
d'un point blanc sur la ligne de balayage, le premier tra-
vail est de tenter l'extraction ou "mise en boite" ("bloc-
king") d'un symbole. Pratt et al. n'indiquent pas dans 
l'article la méthode utilisée, mais il semble qu'il s'agit 
d'un suivi du contour Cà la fin duquel on peut disposer de 
la hauteur et de la largeur du symbole), puis un remplis-
sage de ce contour avec les pixels de 1' image. On peut 
supposer que cette étape est un des points sensibles en 
temps d'exécution. Cependant, l'opération peut être cablée 
ou encore parallélisée. 
Recherche d'un symbole dans la bibliothèque. 
Si la "mise en boite" réussit, -i.e. une petite compo-
sante connexe a été isolée-, on doit chercher le symbole 
ainsi isolé dans la bibliothèque des symboles déjà 
apparus; et, suivant le cas, 
transmettre l'identification 
bibliothèque, 
du symbole dans la 
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ou l'ajouter à la bibliothèque, transmettre sa descrip-
tion, et l'effacer de l'image. 
Comme il est a priori coûteux de comparer précisement 
deux symboles ("Matching"), il faut éviter la comparaison 
systématique du symbole candidat à tous ceux de la 
bibliothèque. Pour cela sont associés aux symboles, quatre 
descripteurs: la hauteur, la largeur, le périmètre et la 
surface. 
On calcule alors la distance de Manhattan ("city black 
distance" i.e. la somme de la valeur absolue de la diffé-
rence sur chaque descripteur) entre le candidat et tous 
les éléments de la bibliothèque (que nous appellerons 
"prototypes"). On réalise alors la comparaison précise du 
candidat aux prototypes, dans 1' ordre croissant des dis-
tances au candidat. 
On arrête la comparaison dè~ qu'elle est positive (sym-
bole reconnu) ou que la distance dépasse un certain seuil. 
·5.1.4. 
type. 
Comparaison d ·un symbole candidat et d'un proto-
La comparaison entre deux symboles en code binaire est 
réalisée en trois étapes: 
le OU-EXCLUSIF bit-à-bit donne les points où les deux 
symboles diffèrent (image d'erreur). 
les points d'erreur recoivent comme valeur v, le nombre 
de points d'erreur dans le carré 3x3 dont ils sont le 
centre (1 <= v <= 9). 
la somme de ces valeurs pour tous les points est effec-
tuée; et ce calcul est répété pour neuf positions rela-
tives des deux symboles (translations horizontales et 
verticales de -1 , 0, + 1) , et la valeur minimale est 
comparée à un seuil fonction -non linéaire tabulée- du 
nombre de pixels noirs pour décider de l'égalité ou non 
de deux symboles. 
Bien que l'extraction de caractéristiques bien discri-
minantes réduise le nombre de comparaisons, cette opéra-
tion est probablement encore un point sensible en temps 
d'exécution. 
5.1.5. Gestion de la bibliothèque des symboles. 
Les nouveaux symboles sont rangés dans une bibliothèque 
de taille fixe. Chaque entrée occupée contient: 
le symbole lui-même (sous quelle forme?), 
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1es quatre descripteurs associés, 
un compteur de référence (cf ci-dessous). 
Un mécanisme de pointage (1eque1?) permet, dans 1e cas 
o~ 1a· bib1iothjque est p1eine, d'expu1ser 1e caractire "1e 
moins uti1isé", pour en mettre un nouveau à sa p1ace. Bien 
que ce1a ne soit pas exp1icitement dit, i1 semb1e que 1e 
critire uti1isé soit ce1ui de "moins récemment uti1isé", 
de maniire à ce que 1e nouveau prototype introduit, ne 
soit pas ensuite 1e premier rejeté. 
5.1.6. Transmission d'un nouveau symbo1e. 
La transmission d'un prototype commence par sa 1argeur 
et sa hauteur. Ensuite, deux méthodes sont proposées, sui-
vant 1e compromis comp1exité/taux-de-compression désiré. 
code binaire 1e 1ong du ba1ayage 1igne à 1igne, 
code de Huffman des 1ongueurs de p1ages 1e 1ong d'un 
ba1ayage ob1igue (gain 30 pour cent). 
Le codage du résidu fait 1'objet du codage par p1ages 
bi-dimensionne1 standard CCITT (READ). 
5.2~ METHODE •HYBRIDE• CNET-OGE. 
Dans 1e cadre du projet SARDE d'archivage de 1a docu-
mentation technique des Té1écommunications, une nouve11e 
méthode tenant compte des spécificités de cette documenta-
tion a été é1aborée par Roméo et Jo1y [ROH1] [ROH2]. 
La premiire origina1ité de cette méthode est d'en-
chainer non pas deux mais trois techniques de codage (dans 
1' ordre) : 
1. 1a vectorisation des graphismes, 
2. 1a reconnaissance de symbo1es, 
3. 1e codage READ du résidu, 
d'o~ 1e terme de "méthode hybride". 
L'introduction d'une technique de vectorisation est 
tout à fait motivée a priori par 1a proportion importante 
de p1ans techniques dans 1'ensemb1e des documents issus de 
1a documentation technique des té1écommunications. 
Une autre particu1arité importante de 1a méthode réside 
dans 1e choix d'optimiser 1e codage de 1a 1oca1isation et 
non pas 1e numéro du symbo1e comme font Johnsen et a1. 
[JOHN] (décrite dans 1e paragraphe suivant). Ceci est 
obtenu en codant 1es caractires, dans 1' ordre 1exicogra-
phique. Pour ce1a, 1a méthode commence par p1acer une 
1igne sonde qui "embroche" tous 1es caractires d'une 1igne 
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de texte (à la condition qu'elle soit à peu près horizon-
tale -voir figure -
Figure 1.3 
Influence de la ligne sonde . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . "' tt ......... . 
000 ................................................ tttt ....... . 
0 OO ................................. eeee .......... tt ..... sss .. 
0 0 0 . . . o o o . . . . ccc . . . u u u . . mmmmm . . . e e e e . . n n n n . . . tt . . . . s s . . . . 
0 0 0 . . o o o . . cc . . . . . u u u . . m m mm . . e e e e e . . . n n n . . tt . . . . . s s s . . 
=0 OO==oo o=cc=====uu u==m m mm==ee======n nn==tt=======sss= 
0 0 0 . . . o o o . . cc cc . . u u u . . m m mm . . e e e e . . n n n . . tt t . . . . . s s . 
OOO ..... ooo .... ccc .... uuuu .. m m mm ... eeee ... n nn ... tt ... sss ... 
C.S.M. codera dans l'ordre: 
Cnet-Oge, dans l'ordre obtenu 
sur la ligne sonde (trait==): 
t 0 e s o c u m n 
0 o c u m e n t s 
5.3. 
AL./ 
UNE METHODE SYMBOLIQUE /BELL LABS 0. JOHNS EN ET 
Contrairement aux deux précédentes cette méthode n'est 
pas mixte mais purement symbolique. Elle consiste à isoler 
deux types de formes: symboles et non-symboles, et à leur 
appliquer le même traitement (d'où son nom); 
Un symbole est une forme connexe entièrement encadrée 
dans une fenêtre de taille prédéfinie (ce sera souvent un 
caractère). Un non-symbole est un morceau d'une composante 
connexe obtenu par fenêtrage. 
Chaque forme est comparée à des éléments de biblio-
thèque. Lorsqu'il y a correspondance, la po si tian de la 
forme et l'identification en bibliothèque sont codées; 
sinon, la nouvelle forme est ajoutée à la bibliothèque. 
Le schéma de principe est: 
1 8 
lcadrerl---->lextrairel 
------ 1 forme 1------
-------- 1 
1 
v 1 ----->lcoderl 
------------ v 1 -----
1 extraire 1 
!descripteurs! !comparer! 
1 -----------
v 1 --->!reorganiser! 
--------- 1 1 biblio. 1 1 choisir 1------
lcandidatsl 
On peut remarquer les particularités suivantes: 
Les non- symboles sont codés comme les symbo~es. Ainsi 
il y a uniformisation du traitement et ceci est assez 
original. 11 n'y a pas de "résidu" et les "grosses 
taches noires" sont représentées par des morceaux (non-
symboles) correspondants à la taille de la fenêtre dans 
laquelle on cherche à encadrer les formes. 
11 y a une seule bibliothèque pour les symboles et les 
non-symboles. 
chaque ligne de balayage non vide est réorganisée avant 
d'être transmise. 
la bibliothèque est mise à jour après la transmission 
de chaque ligne. 
5.3.1. Fenêtrage et extraction des TOrmes. 
La fenêtre est de taille carrée prédéfinie W . Le pre-
mier point noir est cadré au centre-haut d'une fenêtre de 
taille 2W*W. La recherche du contour est classique (8-con-
nexe); les points noirs isolés sont éliminés. Un symbole 
est une forme entièrement cadrée dans une fenêtre. Un non-
symbole a au moins un point noir connexe à 1' extérieur. 
Toute forme cadrée est transmise pour la suite de son 
traitement, et enlevée (mise à blanc) de la page pour la 
suite du balayage. 
5.3.2. Extraction des caractéristiques. 
Elle se fait sur 4 critères: largeur et longueur de la 
forme, puis nombre de segments blancs horizontaux et ver-
ticaux intérieurs à la forme. Un segment blanc est consi-
déré comme intérieur à la forme lorsqu'il permet de 
rejoindre 2 points noirs. 
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5.3.3. Sélection des candidats dans la bibliothèque. 
EJ.J.e s ·opère sur J.es 4 caractéristiques précédentes. 
Les candidats possibles sont pris en vue de la comparaison 
dans l'ordre de la bibliothèque, qui correspond au nombre 
de fois où un candidat a été effectivement retenu. Les 
auteurs parlent de deux passes, la deuxième "moins 
stricte" que la preml.ere, mais il est difficile de con-
naitre le ( s) "seuils de sélection": à partir de quel 
moment un élément de bibliothèque devient candidat? 
5.3.4. Comparaison. 
On obtient une image d'erreurs par un "ou exclusif" 
entre J.e candidat et la forme. Cette opération est faite 9 
fois avec des déplacements horizontaux et verticaux de un 
point à la fois. 
Comme dans CSM l'image d'erreurs est pondérée pour 
chaque point par J.e nombre de voisins; les erreurs isolées 
(0 voisins-erreurs) sont abandonnées. Par contre, J.a déci-
sion de rejet d'un candidat tient compte de l'origine des 
erreurs et iJ. y a rejet lorsqu'une "tache d'erreurs" pro-
vient exclusivement de l'une des deux figures comparées. 
5.3.5. Codage. 
Chaque ligne de balayage n'est transmise qu'après l'a-
nalyse complète de toute la J.igne. Le but est de rassem-
bler les formes reconnues identiques pour raccourcir le 
codage. 
Une ligne (de baJ.a yage) ne contenant aucune f'orme est 
codée sur un seul bit; à la fin de chaque ligne contenant 
des formes un code de fin de ligne est transmis permettant 
ainsi de séparer les lignes. 
L'analyse de toute une ligne revient à: 
1. isoler J.es formes de la ligne 
2. trier les formes reconnues (dans la bibliothèque)· par 
ordre croissant du numéro d'identification J.a -fré-
quence d'apparition de chaque forme dans la ligne sera 
prise en compte après J.a transmission de J.a ligne, pour 
la mise à jour de la bibliothèque. 
3. ajouter J.es nouvelles formes en bout de ligne dans 
l'ordre séquentiel. 










Chaque forme identifiée est décri te par sa po si tian 
horizontale absolue dans la ligne, la référence (numéro l 
de l.' él.ément de bibliothèque, et l.e deplacement vertical 
(provenant de l.a comparaison) par rapport à cet élément. 
Une nouvel.le forme est décrite par son code bi-dimen-
sionnel. standard CCITT, l.a tail.l.e de ce code, et l.a posi-
tion horizontal.e absol.ue dans l.a ligne. 
5.3.6. Mise à jour de la bib~iothèque. 
Il. faut noter que l.a bibl.iothèque d'une page est 
construite pendant l.'anal.yse de cette page mais el.le n'est 
jamais transmise ni conservée dans l.e code définitif. 
Seul.s l.es contenus des l.ignes sous l.a forme qu'on vient de 
voir sont transmis et permettent de construire à nouveau 
la bibliothèque l.ors du décodage. 
Pour ce faire il. faut que codeur et décodeur aient l.es 
mêmes règl.es de création/mise à jour de l.a bibliothèque. 
Ainsi un él.ément supprimé de l.a bibliothèque (parce 
qu' el.l.e est pleine et l.' él.ément est peu fréquent) peut 
fort bien y revenir comme nouvel. él.ément pl.us tard. La 
physionomie de l.a bibliothèque change à chaque l.igne mais 
doit rester stable tant que la ligne n'a pas été entière-
ment codée. 
5.3.7. Résu~tats. 
Qua~ité des documents: 
Quelques distorsions non significatives (jugement des 
auteurs). 
Compression: 
Taux de compression obtenu sur les documents officiels 
du CCITT: 
de 15.3 jusqu'à 63.1 (CCITT: de 7.4 à 47.5). 
Sur les documents "non officiels" 
2128 x 1728 points): 
de 16.3 à 82.3 (CCITT: de 7.1 à 45.4). 
numérisation· sur 
Sur cette dernière version C.S.M obtient de 9 à 63.1 
Les él.éments gourmands dans le codage sont la descrip-
tion des nouveaux él.éments (60'l. du total de l.a page) et l.e 
codage de la position horizontale (20'l.). 
Les résultats semblent dépendre de la qual.ité de la 
binarisation de façon plus importante que le code CCITT. 
Il est intéressant de noter que les auteurs classent dans 
l.'ordre l.es facteurs d'amél.ioration suivants: 
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1. le fenêtrage et codage des non-symboles, 
2. l'identification des formes dans la bibliothèque, 
et seulement ensuite: 
3. l'efficacité obtenue par classement de la bibliothèque 
et "quelques autres facteurs· ... Ils suggèrent un maté-
riel â "logique rapide" pour la recherche des contours 
qui est â la fois complexe et consommatrice de temps, 
et une parallélisation possible pour les comparaisons 
avec la bibliothèque, considérées comme non difficiles 
mais consommatrices de temps. 
6. PROBLEHES LIES AUX GRANDS FORMATS. 
Question: 
Qu'est ce qui caractérise un grand format? 
Une taille supérieure au format de l'organe de saisie? 
ou bien une tailie supérieure â ce que l'on peut 
charger en mémoire vive? 
Nous abordons ici ce problème sous le deuxième aspect. 
Dans ce c~s. le problème est très lié: 
au mode d'accès â l'image imposé par la méthode mise en 
oeuvre, â savoir, le morceau d'image qu ·il est néces-
saire de stocker en mémoire pour procéder au traite-
ment; ce morceau peut aller d'un pixel, jusqu'à l'image 
entière; 
aux structures de données construites par les pro-
grammes. 
6.1. MODE D'ACCES A L'IMAGE. 
Le simple codage par plages demande que l'on accède aux 
pixels un â un, et dans l'ordre du balayage ligne â ligne. 
La limitation sur le format disparait complètement. 
La vectorisation classique utilisée au CNET demande 
d'accéder aux pixels en deux passes de balayage horizon-
tale puis verticale, ce qui n'est pratique qu'â condition 
de disposer de l'image entière en mémoire vive. 
Le codage par contour (Freeman classique) nécessite 
l'accès aléatoire aux pixels. 
Le codage des contours selon la technique de Cederberg, 
suit strictement le balayage ligne à ligne. A chaque ins-
tant on doit disposer en plus de la ligne courante, de la 
ligne précédente et de la ligne suivante. 
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C.S.M. et les autres méthodes symboliques, suivent 
grossièrement le balayage télévision, à une importante 
nuance près: l'accès direct est nécessaire par anticipa-
tion sur une cinquantaine de lignes d'image devant la 
ligne de balayage. 
6.2. STRUCTURES DE DONNEES CONSTRUITES PAR LES 
PROGRAMMES. 
La taille de la mémoire vive nécessaire selon le format 
du document traité, est aussi liée aux structures de don-
nées que le programme peut être amené à construire pendant 
le codage. Ce problème est réglé de manière très simple 
dans C.S.M. et dans la méthode de Johnsen et al., puisque: 
la taille d'un symbole est limitée (de l'ordre de 
50x50) 
la taille de la bibliothèque aussi 
entrées ) 
512 ou 1024 
Par contre ce problème n'est pas trivial pour la tech-
nique de Cederberg. En effet, le nombre de parois des com-
posantes connexes qui coupent la ligne de balayage à un 
instant, peut être grand. De plus, chacune de ces parois 
peut s'étendre du début à la fin de l'image, et avoir donc 
un code de contour volumineux (par exemple dans le cas des 
documents quadrillés ou comportant des cartouches). 
Une solution extrêmement simple existe: elle consiste, 
lorsque la structure de donnée atteint la taille maximale, 
à simuler la présence d'une ligne blanche. Ceci revient 
donc simplement à découper un document de structure trop 
volumineuse exactement au meilleur endroit. 
6.3. DECOUPAGE DES GRANDS FORMATS. 
Si la pas sibili té d'accès direct doit effectivement 
être conservée, le traitement des "grands formats" peut 
être réalisé par découpe en formats inférieurs dans la 
limite disponible. On peut envisager: 
soit que la saisie réalise le découpage et que l'étape 
de compression ne s'en soucie pas. 
soit le contraire. 
La première solution ne doit pas poser de problème 
(simplement un document n'est pas une référence disque, 
mais un descripteur contenant des références à des mor-
ceaux comprimés ou non), mais elle a 1' inconvénient de 
faire apparaitre au niveau de la saisie une limitation due 
au traitement et qui peut de plus changer ultérieurement. 
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La deuxième solution consiste à enchainer autant d'é-
tapes élémentaires de compression de morceaux tenant en 
mémoire que nécessaire, en conservant la même bibliothèque 
de symboles. 
6.4. RECOLLAGE. 
Il n'y a pas de raison pour qu'apparaissent de graves 
difficultés à la restitution. Si le codage et le décodage 
de chaque partie sont fidèles, la juxtaposition des par-
ties décodées le sera aussi: 
si la ligne de partage coupe un symbole, les 2 morceaux 
constitueront des symboles qui n' apparaitront qu une 
seule fois, et seront donc codés de manière exacte; 
si la ligne de partage coupe le résidu, le codage des 2 
parties sera également exact; 
si elle coupe un vecteur, on aura au plus une disconti-
nuité égale au double de l'erreur maximale admise sur 
chaque vecteur. 
En fait le problème de recollage apparait si l'on veut 
construire un code qui représente le document dans sa glo-
balité et non par morceaux (par exemple pour retrouver 
1' ordre lexicographique global, ou pour reconstituer des 
vecteurs ou des symboles à cheval sur 2 sous-documents). 
La nécessité d'une telle spécification ne nous apparait 
pas; cependant, elle est automatiquement atteinte par la 
solution que nous décrivons pour tenter d'échapper aux 
limites duas à la taille mémoire. 
6.5. UNE PROPOSITION. 
L'espace mémoire disponible peut introduire des limites 
sur le format d'un document à traiter. 
Pour repousser cette limite, nous pensons que l'on doit 
envisager une méthode compatible avec le balayage ligne à 
ligne. 
Nous envisageons un schéma de compression complètement 
compatible avec le balayage télé, pour construire le code 
des contours des composantes connexes rencontrées, du type 
RC-code (cf. plus haut [ CED 1], [ CED2]) . 
Cette démarche nous permet aussi de répondre facilement 
à une modification du facteur de résolution. Les problèmes 
posés par une telle modification sont du même ordre que 
ceux des grands formats, et nous devons aussi en tenir 
compte car l'amélioration de la qualité des documents 




LES CODES DE CONTOURS 
DETECTION ET AFFICHAGE 
Nous décrivons J.a technique d'extraction des objets, 
composantes connexes formées d'une J.iste de contours, réa-
J.isée en un seul. bal.ayage de J.'image. La mesure des attri-
buts comme par exempl.e J.a J.argeur J.a hauteur ou J.a surface 
des objets est effectuée en même temps. Les structures de 
données nécessaires sont détaiJ.J.ées. Pour juger du 
résul.tat de J.' extraction, nous proposons deux techniques 
d'affichage (décodage), en étudiant J.es caractéristiques 
et J.es al-gorithmes de chacune d'elJ.es. La prem~ere 
effectue un baJ.ayage de bas en haut et de droite à gauche 
compte tenu des conventions prises dans J.e chapitre précé-
dent; J.a deuxième util.ise des propriétés simpl.es des gra-
phes permettant de définir leur extérieur et intérieur 
(cf. Euler [EULE] sel.on Saint-Lague [SAIN]). 
1. INTERET. 
L'extraction des contours par balayage permet de consi-
dérer une page saisie comme un fl.ot de bits: à aucun 
moment il. n ·est nécessaire de pas séder J.' image entière 
pour J.a traiter, et dans notre cas seuJ.es deux J.ignes con-
sécutives sont util.es. Cette indépendance par rapport à 
J.'écheJ.J.e de saisie permet une conception où le format de 
J.a page et J.e facteur de résol.ution n'entrent pas en jeu. 
La méthode que nous décrivons ici s'inspire du principe 
de codage des contours au fil. du baJ.ayage J.igne à J.igne 
proposé par Cederberg, présentée dans J.e chapitre précé-
dent. 
Tout J.' intérêt de J.a technique que nous développons, 
par rapport à cel.J.e de Cederberg, réside dans J.es impor-
tantes simpl-ifications qu'eJ.J.e apporte. En effet, il. 
parait naturel. dans J.es méthodes de détection de contours, 
de définir J.a frontière des objets non pas par J.a J.iste 
des pixel.s noirs voisins, mais pl.utôt par J.a J.igne brisée 
passant entre J.es pixel.s de bord de l'objet et du fond. 
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Cette idée a été exploitée d'abord par Danielson [DANI] 
puis par nous-mêmes (indépendamment ... ). Elle permet aussi 
de ·lever la difficulté inhérente aux objets d'un seul 
pixel d'épaisseur dans la méthode de Cederberg. 
Nous y contribuons par la mesure de certains attributs 
au fil du même balayage (de détection des objets), et par 
un traitement particulier lors de 1' affichage permettant 
des opérations ensemblistes sur les objets (voir affichage 
"aléatoire"). 
2. QUELQUES DEFINITIONS. 
2.1. CONTOUR. 
Nous abandonnons la convention fréquement choisie de 
définir un contour comme une liste de pixels noirs, liste 
dont chaque élément est voisin de son successeur. 
Nous utilisons une autre convention consistant à 
définir un contour comme la liste des frontières communes 
à un pixel noir et à un pixel blanc, liste dans laquelle 
chaque élément horizontal ou vertical est appelé un lien, 
et est connecté à son successeur. Un contour est alors 
"une ligne brisée se glissant entre les pixels" et dont 
les sommets seront appelés "interpixels". 
Cette deuxième convention a la propriété de décrire de 
la même manière une image et l'image inverse, les objets 
et le fond jouant des rôles parfaitement symétriques. 
Mais l'intérêt principal de ce choix pour l'extraction 
des contours au fil du balayage réside dans le fait qu'il 
suffit dès lors, pour déterminer le lien partant d'un "in-
terpixel", d'analyser un voisinage 2x2 autour de celui-ci, 
au lieu du voisinage 3x3 autour d'un pixel. 
La conséquence simplificatrice est multiple: 
la mise en place dans un mot mémoire du voisinage à 
analyser, étape qu'il est simple et très avantageux de 
faire réaliser dans le matériel d'interface avec le 
numériseur, est encore simplifiée; 
le traitement programmé de cette donnée ne donne plus 
lieu qu a 14 cas au lieu de 254, et tous ces cas sont 
très faciles à traiter. 
le cas particulier des objets ayant des morceaux d'un 
pixel d'épaisseur disparait. 
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2. 2. COMPOSANTE CONNEXE. 
Une composante connexe est représentée par un contour 
(dit extérieur), contenant éventuellement d'autres con-
tours (intérieurs) disjoints. Lorsqu"un contour est inclus 
dans un contour intérieur, il forme une autre composante 
connexe. 
2.3. POINTS DE NAISSANCE ET DE MORT. 
On appelle point de naissance un "interpixel" dont le 
voisinage 2x2 est identique à l'un des deux représentés ci-
dessous: 
Figure 2.1 
Points de naissance 
• 1 • x 1 x 
-+- -+-
• 1 x x 1 • 
De même un point de mort correspond à l'une des confi-
gurations suivantes: 
Figure 2.2 
Points de mort 
x 1. • 1 x 
-+- -+-
• 1 • x 1 x 
2.4. PAROI. 
Une paroi est un tronçon de contour depuis un point de 
naissance jusqu'à un point de mort. 
Les liens qui décrivent une paroi sont soit horizontaux 
dirigés de gauche à droite, soit verticaux du haut vers le 
bas; ils peuvent donc être codés sur 1 bit; nous a vans 
choisi la correspondance suivante: 
lien horizontal = 0 
lien vertical = 1 
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A chaque instant, les parois que coupe la ligne de 
balayage sont dites actives. 
3. PRECODAGE DES "INTERP IXELS" DE CONTOUR. 
Cette première opération consiste simplement à disposer 
les 4 valeurs binaires représentant le voisinage 2x2 d'un 
interpixel, dans les bits 0 à 3 d'un mot mémoire (cf. 
figure suivante). 
Figure 2.3 
Exemple de précodage d'un interpixel. 
XIX 
-+-
.IX est transformé en: 1+4+8 = 13 
La valeur numérique obtenue doit être transmise unique-
ment si elle ne correspond pas à un voisinage 2x2 u~ifor­
mément blanc {0) ou uniformément noir (15). 
On obtient ainsi le précodage tel qu'il est il.l.ustré 
dans la figure 2.4 
Pour que le code d'une composante permette de la loca-
liser, les coordonnées d'un point de référence sont néces-
saires. C'est pourquoi l.es précodes correspondant à un 
poiQt de mort sont suivis des coordonnées de 1'interpixe1. 
Nous avons choisi le·s points de mort comme points de 
référence, et non pas les points de naissance, car cela 
évite de mémoriser de nombreux couples de coordonnées: en 
effet, lors de la prise en compte d'un précode de point de 
mort, on peut déterminer immédiatement si celui-ci f~rme 




Exemple de précodage . 




. 1 x 1. 1 x 1 x 1. 
-+-+-+-+-+-
. lXI. 1.1x1. sera précodé: 
-+-+-+-+-+-
.IXIXIXIXI. 3 3 2 9 14 13 1 2 9 6 8 13 6 9 1 
-+-+-+-+-+-
• 1 • 1 • 1 • 1 • 1 • 3 11 x1 y1 6 8 12 12 12 4 x2 y2 
La programmation de cette opération est simple. 
Toutefois, il est indispensable d'envisager son intégra-
tion au prétraitement assuré par le matériel d'interface 
avec le numériseur. 
Le gain à attendre en ce qui concerne le temps de trai-
tement, est très important: il est nécessaire sinon, de 
calculer tous les interpixels, e~ de plus, pour les inter-
pixels utiles, le volume des données ·.passe d' 1 bit par 
pixel à 4 bits par interpixel. 
4. EXTRACTION DES COMPOSANTES CONNEXES. 
4.1. PRINCIPE DE CONSTRUCTION DU CODE DE CONTOUR. 
Ce module reçoit en entrée des codes (appelés désormais 
précodes) qui représentent le voisinage non monochrome 
d'un interpixel (cf. ci-dessus) , et élabore un code par 
chainage du contour extérieur et éventuellement des con-
tours intérieurs, de chaque composante connexe. 
Le code par chainage est proche de celui de Freeman, 
mais là encore nous codons une liste d'interpixels où le 
code de Freeman est formé d'une liste de pixels. La con-








L'exemple de la figure 2.4 aura comme code: 
nombre de contours: 2 
(x2, y2) 
2 2 2 2 3 3 3 3. 0 0 0 1 0 1 1 
(x1, y1) 
2 2 3 3 .o 1 0 1 
A chaque fois qu'il reçoit un précode, ce module est 
capable de mettre à jour le code par chainage de la paroi 
idoine grâce à une structure de données interne au module: 
l'anneau des parois actives. 
Dans cette structure de données, chaque paroi est mémo-
risée sous la forme de la liste de liens horizontaux et 
verticaux qui la code depuis son point de naissance 
jusqu'au point atteint par la ligne de balayage courante. 
La réception du précode d'un point de mort détermine 
une liaison entre deux parois. Lorsque cette liaison ferme 
un contour on construit le code de ce contour. Si de plus 
ce contour est extérieur, il délimite une composante con-
nexe; on peut alors construire le code de contour global 
de cette composante, et le transmettre en sortie au module 
suivant. 
4.2. ANNEAU DES PAROIS ACTIVES. 
Cette structure est une liste simplement 
parois actives, parmi lesquelles on désigne, 
tant, 3 parois consécutives: 
la Paroi Courante (PC), 
la Paroi Suivante (PS), 
et la paRoi PRécédente (RPR). 
chainée des 
à tout ins-
Cette liste est initialement vide et on-l'appelle "an-
neau" car le dernier élément est connecté au premier. 
L~s opérations à effectuer sur cette structure de don-
nées sont les suivantes: 
pnaiss (): introduire 2 nouvelles parois avant le poin-
teur courant; la 2ème des parois insérées devient la 
nouvelle paroi courante. 
lien_o ( ) : a jouter un lien horizontal en fin de pa roi 
courante. La paroi courante ne change pas. 
3 1 
- lien_1(): ajouter un lien vertical en fin de paroi cou-
rante et passer à la paroi suivante. 
- pmort (): extraire du chain age la paroi courante et la 
suivante, puis désigner comme paroi courante celle qui 
suivait les 2 parois extraites. 
L'opération à effectuer selon le précode reçu, est 
indiquée sur la figure suivante: 
Figure 2.6 
~ction à exécuter pour chaque précode. 









7 lien 0 
-
8 lien 0 
-
9 lien_1 
1 0 * 
1 1 pmort 
1 2 lien 0 
-13 lien_1 
14 -pnaiss 
* Le traitement correspondant aux précodes 5 et 10, 
dépend de la convention choisie pour définir la rela-
tion de connexité entre pixels: il s'agit de décider 
dans ces cas ( 2 pixels noirs diagonaux), si l'on a une 
séparation entre deux contours, ou si le contour 
détecté jusque là continue. La figure suivante indique 











4-connexité du fond 






























Nous avons choisi la convention 1 dans toute la suite. 
Les cas où ce choix modifie les traitements sont signalés. 
Description de la structure de l'anneau des parois 
actives: 
struct paroi { 
struct paroi 
*suiv, 1* paroi suivante *1 
*soeur, 1* paroi de même pt de naissance 
*conn, 1* paroi de meme pt de mort *1 
*pap; 1* paroi appariée *1 
struct paire 
*1 
*ppaire; 1* voir paire de parois actives *1 
char *pll; 1* ptr à la liste de liens *1 
int lgr; 1* lgr en bits de la paroi *1 
int xp; 1* coord courante de l'intersection 
avec la ligne de balayage *1 
int dg; 1* indicateur droite/gauche *1 
} ; 
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On remarque que de 
ciées à chaque paroi. 
suite. 
nombreuses in-forma ti ons sont as s o-
La description en viendra dans la 
4. 3. ON TRAITE UN POINT DE MORT. 
Comme indiqué plus haut, le traitement d'un point de 
mort consiste à désactiver, c . est-à-dire à extraire de 
l'anneau des parois actives, les deux parois qui se 
rejoignent et se terminent en ce point. 
Si ce point de mort -ferme un contour, on construit son 
code global par chainage. 
Dans le cas contraire, le code des parois devenues 
inactives doit rester accessible bien que devant sortir de 
l'anneau des parois actives. c'est à cela que servent les 
pointeurs: 
-pconn, qui relie à n'importe quelle paroi, l'autre paroi 
de même point de mort qu'elle, et 
-psoeur, qui relie à n'importe quelle paroi, l'autre paroi 
de même point de naissance qu'elle. 
Ainsi, à 1' occurrence du dernier point de mort d ·un 
contour, peut-on suivre toutes les parois de celui-ci pour 
construire le code de contour global. 
Encore -faut-il pouvoir discerner 
-ferme ou non un contour. Pour cela, 
raissent: 
si un point de mort 
deux solutions appa-
suivre alternativement les chainages pconn et psoeur 
jusqu'à retomber sur le point de départ, ou sur un 
chainage NIL; 
attribuer à chaque paroi creee une classe; si un point 
de mort connecte deux parois de même classe, il ferme 
un contour, sinon les classes des deux parois sont 
fusionnées. 
Seule la fermeture du contour est en jeu ici. Les chai-
nages pconn et psoeur sont nécessaires pour construire le 
code global du contour dans les deux cas, dès que l'on 
sait que le contour est fermé. Dans le premier cas ces 
chainages sont parcourus à chaque point de mort, alors que 
dans le deuxième ils ne_le sont qu'à la fin. 
Nous préférons la deuxième solution qui s'avère inté-
ressante non . seulement au titre de la fermeture du con-
tour, mais aussi pour l'extraction de quelques caractéris-
tiques des contours. 
La classe associée à toute paroi est appelée •paire de 
parois actives". 
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4. 4. PAIRES DE PAROIS ACTIVES. 
En fait une classe d'équivalence contient toujours deux 
parois actives exactement. 
On tient donc à jour, au cours du balayage, l'apparie-
ment des parois actives. En un point de naissance les deux 
parois creees sont apparJ.ees. Si un point de mort relie 
deux parois appariées, il 4erme un contour; sinon les deux 
parois associées aux parois qui se rejoignent et dispa-
raissent, forment une nouvelle paire (fusion). 
Toute paroi active pointe d'une part sur la paire dont 
elle fait partie, et d'autre part su~ l'autre paroi de la 
paire ( "ppaire": pointeur à la paire active et "pap": 
paroi appariée, dans la structure "paroi"). 
Des deux parois actives qui forment une paire, l'une 
est la paroi droite, l'autre la paroi gauche, selon les 
positions relatives de leurs points d'intersection avec la 
ligne de balayage. 
Au point de naissance, la paroi commençant par un lien 
1 est la paroi gauche, celle commençant par 0 est la paroi 
droite (indicateur droite/gauche dans la structure 
"paroi"). 
Les opérations lien_O et lien_1 ne modifient pas les 
attributs droite/gauche. 
A 1 ·occurrence d'un point mort, 1' action . à effectuer 
dépend du cas dans lequel on se trouve: 
fusion g-d: si la paroi courante est une paroi gaucha et 
la paroi suivante, une paroi droite, alors les 2 parois 
sont nécessairement de la même paire; le point de mort 
ferme un contour, et cette paire disparait avec les 
deux parois; 
fusion d-g: si PC est une paroi droite et 
gauche, les attributs gauche/droite des 





fusion g-g: si PC et PS sont toutes les deux des parois 
gauches, la paroi appariée à PC reste paroi droite, 
alors que celle appariée à PS devient une paroi gauche; 
fusion d-d: inversement, si les deux parois sont droites, 
la paroi a ssocJ.ee à PS reste une paroi gauche, alors 
que celle associée à PC devient paroi droite. 
Cette notion de paire de parois actives s'avère très 
pratique pour réaliser au fur et à mesure du balayage, le 
calcul de certains attributs. C'est pourquoi la structure 
de l'objet "paire" (de parois actives), donnée ci-dessous, 
fait apparaitre des variables traitées dans le paragraphe 
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"mesure des attributs au fil du balayage". 




1* surface déjà balayée *1 
1* plage courante *1 
1* hauteur */ 
int cgauche, cdroite; 
1* colonne gauche et droite 
de la boite englobante 
actuellement connue *1 
struct contour *premtrou, *derntrou; 
1* 1er et dernier trous de la 
liste associee à cette paire *1 
} : 
4.5. REPRESENTATION D'UNE COMPOSANTE CONNEXE. 
4.5.1. Structure. 
le passage de la représentation d'une composante 
nexe sous forme de ses parois à sa représentation 
forme de son (ou ses) contour ( s), se lait en autant 
tapes qu'il y a de contours. 
lorsqu'un point de mort ferme un contour, on 





En effet, puisque le point de mort ferme le contour, il 
en est le point '"le plus en bas à droite", et le point 
supérieur gauche du voisinage 2x2 auquel il appartient est 
nécessairement intérieur au contour. Le précode du point 
de mort indique donc le type du contour: 
précode 4 Cet 5) => contour extérieur. 
précode 11 (et 1 0) = > contour intérieur. 
A chaque fois qu'un contour est fermé, on en-construit 
le code global par chainage à partir des codes des parois 
dans la structure ci-dessous: 
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1* codage global d'un contour comme liste de liens de 0 a 3 */ 
struct contour { 
int lgr; 1* longueur en nombre de liens *1 
int x' y; 1* pt de depart du code du contour 
int surf; 1* surface englobée par le contour 
char *chain; 1* ptr à la liste des liens *1 
struct contour 
*suiv; 1* contour suivant *1 
} ; 
Si le contour fermé est intérieur, il ne peut pas être 
transmis tout de suite, mais devra être transmis avec les 
autres contours de la même composante connexe. 
Dans ce cas, la prem~ere paroi à gauche (pointée par 
RPR) fait aussi, nécessairement partie d'un contour de la 
même composante connexe. Aussi mémorise-t-on la référence 
au contour que l'on vient de construire dans la descrip-
tion de cette paroi (pointeurs "premtrou" et "derntrou" de 
la structure "paire"). Une paroi pouvant référencer plu-
sieurs contours, ceux-ci sont chainés. 
Si le contour fermé est un contour extérieur, son code 
global doit être construit, m~is l'on peut maintenant 
transmettre la description complète de la composante con-
nexe, sous la forme d'un objet dont la structure est pré-
sentée ci-dessous: 
1* représentation d'une composante connexe *1 
struct ccx { 
int 





1* boite englobante */ 
1* nombre de contours */ 
1* somme des perimètres */ 




*cext; 1* ptr description du contour ext. *1 
}; 
Pour construire la liste des 
chainer entre elles, les listes 
élaborées préalablement. 
contours, il suffit de 
de contours intérieurs 
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4.5.2. Gestion des listes de liens. 
Logiquement, une paroi est définie par les coordonnées 
de son point de ·naissance, et la liste des liens qui la 
constitue. 
Un lien horizontal est représenté par la valeur binaire 
0, et un lien vertical par la valeur 1. 
Une paroi pouvant aussi bien avoir une longueur petite 
(un lien) que grande (plusieurs milliers), la liste qui la 
représente doit nécessairement être gérée dynamiquement. 
Il est absolument inefficace de la gérer par chainage 
de "structures" du langage C, puisque cela conduirait à 
allouer un mot pour 1 bit utile pour représenter un lien, 
plus un mot pour représenter le chainage. 
Nous gérons donc les parois comme des files de bits 
contigus dans des zones mémoire allouées par le système et 
par incréments de la taille d'un mot par défaut. 
Lors de la création d'une paroi, un premier incrément 
est alloué pour stocker le premier lien; lorsque l'on doit 
ajouter un nouveau lien à une paroi et que la place 
allouée est totalement occupée, on adresse une requête au 
système pour augmenter la taille de la zone mémoire con-
tigue allouée. 
La liste des liens formant les contours est gérée de la 
meme façon, à la longueur des liens près qui est alors de 
deux bits. 
4.6. MESURE DES ATTRIBUTS AU FIL DU BALAYAGE. 
Les attributs que l'on désire associer à une composante 
connexe sont les suivants 
- ne: le nombre de ses contours, 
- haut, larg: la boite englobante (i.e. la boite englo-
bante de son contour extérieur), 
- sp: la somme des périmètres des contours, 
surf': la surface noire (surface intérieure au contour 
extérieur moins surfaces intérieures aux contours inté-
rieurs) . 
Le calcul de ces attributs nécessite la mesure pour 
chaque contour : 
de la surface enfermée, 
de la boite englobante. 
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4.6.1. Variab1es incrémenta1es pour 1e ca1cu1 de 1a sur-
-face. 
Ce ca1cu1 peut être fait de manière incrémentale au 
cours du balayage en mettant à jour à tout instant, 
la surface intérieure (ou surface balayée sb), et 
la largeur sur la ligne de balayage (ou plage courante 
pl). 
de tous les contours formés par des 
inactives connectées et fermés par la 
(cf. fig 2.8). 
parois actives et 
ligne de balayage 
Ces objets, que l'on pourrait qualifier de composantes 
connexes actives, s'identifient en fait aux paires de 
parois actives introduites au paragraphe précédent. 
Figure 2.8 
variables pour le calcul de surface. 
1 1 
1 l_ 1 l_ 
1 l __ l 1 
1 1 
l_ l_ 1 






paire No. 2 
sb= 28 
pl= 6 
4.6.2. Variab1es incrémenta1es pour 1e calcu1 de la boite 
englobante. 
Ce calcul nécessite la mise à jour pour chaque paire de 
parois actives, des grandeurs: 
haut: hauteur actuellement connue, 
cgauche: abscisse gauche actuellement connue, 
cdroite: abscisse droite actuellement connue. 
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La mise à jour de cgauche et cdroite n'est possible 
qu'à la condition de disposer à tout instant, pour chaque 
paroi active, de la coordonnée courante de son point d'in-
tersection avec la ligne de balayage (champ "xp" dans la 
structure "paroi"), mesurée par rapport à un point de 
référence: le point de naissance de la paroi, jusqu'au 
moment où cette paroi atteint un point de fusion 
Il faut attendre la fusion de deux parois pour obtenir 
une référence commune et effectuer la mise à jour des 
bornes cgauche et cdroite de la nouvelle boite englobante, 
à partir des boites actuellement connues pour les deux 
parois. Ces deux anciennes boites peuvent être: 
disjointes, et le point de fusion réalise alors la 
jonction. 
d'intersection non vide, et il faut alors connaitre la 
position du point de fusion par rapport aux deux 
boites. Les coordonnées du point de fusion étant con-
nues, on peut alors calculer les nouvelles abscisses 
absolues cgauche et cdroite. 
l'une et/ou l'autre inconnue(s), dans le_cas de la pre-
mière fusion d'une paroi. On opère alors comme si le 
point de naissance de la paroi était en dehors d~ la 
boite englobante (voir les initialisations). 
Le calcul de la. hauteur se simplifie par rapport à 
celui de la largeur en vertu de la propriété suivante: 
A chaque nouveau lien 1 (descendant), la hauteur cou-
rante d'une paire de parois actives augmente exactement de 
un. On peut donc associer la hauteur directement à la 
paire de parois, à conditio~ de ne la mettre à jour qu'une 
fois pour les deux. 
4.6.3. mise à jour des grandeurs incrémentales. 
Les mises à jour à opérer lors des opérations lien_O et 
lien_1, sont récapitulées ci-dessous : 
initialisations en un point de naissance: 
xp := 0 sur la paroi gauche 
xp := 1 sur la paroi droite 
haut, pl := 1 
sb, cdroite .- 0 
cgauche := INFINI 
lien_O sur une paroi gauche: 
xp .- xp + 1 abscisse courante de la paroi 
pl := pl - 1 distance entre les 2 parois actives 
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lien 0 sur une paroi droite: 
xp := xp + 1 
pl := pl + 1 
lien_1 sur une paroi gauche: 
haut:= haut+ 1 
lien_1 sur une paroi droite: 
surf := surf + pl 
4.6.4. Mise à jour aux points de mort. 
4.6.4.1. Calcul de la surface. 
La mise à jour de sb et pl dépend du cas de fusion qui 
se présente: 
fusion g-d: 
surf :·= sb 
fusion d-g: 
sb := sb(1) + sb(2) 
pl : = pl ( 1 ) + pl ( 2 ) 
fusion g-g: 
sb:= sb(1) - sb{2) 
pl : = pl ( 1 ) - pl ( 2 ) 
fusion d-d: 
sb := sb(2) - sb{1) 
pl : = pl ( 2 ) - pl ( 1 ) 
4.6.4.2. Calcul de la boite englobante. 
Largeur: 
Pour chaque paire de parois ·· cgauche" et "cd roi te" 
désignent les abscisses absolues de la boite englobante 
connue jusque là. A chaque point de mort (seul point dont 
on possède les coordonnées absolues), il faut mettre à 
jour ces coordonnées de la façon suivante: 
[cgauche , cdroitel = 
[ cgauche ( p·c) , cd roi te (pc) l 
U [cgauche(ps), cdroite(ps)] 
U [min ( cmort - xp (pc) , cmort - xp ( ps) ) , cmort] 
où cmort désigne la colonne du point de mort. 
4 1 
Figure 2.9 





* * b.e. 1 * 
* * 
* * 




b.e. 2 * 
* 
* 
* pc ps * 
\/ * 




1 1 1 xp (pc) 1 1 1 
1------------------------------------------->l 
1 1· 1 1 1 1 
1 1<-cgauche(pc) cdroite(pc)->1 1 
1 1 1 1 1 
1 1 1 1 xp ( ps) 1 1 
1 1 1 1--------------------->1 
1 1 1<-cgauche(ps) cdroite(ps)-> 
1 1 1 1 1 1 
1<-cgauche(1+2) cdroite(1+2)-> 
1 1 1 1 1 
plage possible de cmort <- .. 
1+2 désigne la boite englobante obtenue lors de la fusion 
de la boite englobante 1 et de la boite englobante 2. 
les variables x ... sont des coordonnées relatives 
etc ... des coordonnées absolues 
xref(pc) est représenté en dehors de la boite 1 parcequ'à 





cgauche=min(cgauche(pc) ,cgauche(ps) ,min(cref(pc) ,cref(ps)) 
cdroite=max (cdroite(pc),cdroite(ps),cmort) 
Si le point de mort ferme un contour externe, la lar-
geur de boite englobante est "cdroite - cgauche" apris la 
mise à jour des coordonnées en ce point. 
Hauteur: 
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Pour chaque paire de parois on a la hauteur connue de 
la paire à partir du début de vie de cette paire, et à 
travers toutes les fusions qu'elle a pu subir. 
En un point de mort il faut comparer les hauteurs asso-
ciées à chacune des parois, qui représentent les hauteurs 
actuellement connues des composantes connexes auxquelles 
appartiennent (séparément avant le point de mort) chacune 
des parois pc et ps. Soient h 1 et h2 ces hauteurs. Leurs 
positions relatives sont données par la figure suivante. 
F:i.gure 2.10 






































Dans tous les cas de fusion droite-gauche la hauteur de 
la paire associée à la paroi gauche a été mise à jour au 
balayage de la ligne précédente, alors que la hauteur de 
la paire associée à la paroi droite 1' a été à la ligne 
actuelle. Ceci provoque l'asymétrie de ce cas par rapport 
aux autres. Mises à jour à effectuer: 
fusion droite-gauche: haut := max(h2+1 
tous les autres cas : haut .- max(h1 









1 1 F 
1 '------N3 _j 1 
1 F 1 
1 lM 
N: point de naissance 
F: point de fusion 
M: point de mort 
Dans 1es points de fusion, 1a hauteur des parois gauches 
est déjà 1. Dép1acer 1es deux tranches horizonta1es 1'une 
par rapport à 1'autre pour avoir toutes 1es possib1ités de 
1a mise à jour de 1a 1argeur. 
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5. AFFICHAGE SUR BITMAP. 
5.1. GENERALITES. 
A partir des contours codés des différentes composantes 
connexes de l'image, on peut procéder de plusieurs façons 
distinctes pour reconstruire une image complète. 
1. Reconstruire une image constituée d'un ensemble de con-
tours puis utiliser des algorithmes classiques de rem-





un algorithme qui exploite la structure des 
contours de l'image et fournit en un seul 
ligne après ligne les plages noires et blan-
Cet algorithme peut se comprendre comme une sorte 
d'algorithme inverse, mais simplifié, de celui mis en 
oeuvre dans le module d'extraction des composantes con-
nexes. 
3. Reconstruire une image constituée d'un ensemble de con-
tours par un algorithme qui exploite la structure des 
codes des contours et quelques fonctions très classi-
qu~s implantées sur les terminaux graphiques à balayage 
de trame (dits "raster"). 
La première solution est très intéressante lorsque le 
terminal de consultation possède une certaine intelligence 
(éventuellement des fonction• cablées ou microprogrammées 
de remplissage de contours, de traçés de vecteurs ... ). 
Comme il n'existe pas de spécifications uniformes pour ces 
terminaux nous n'avons pas réalisé de module correspondant 
à ce cas, mais l'intégration de fonctions évoluées devrait 
simplifier la tâche dans les algorithmes que nous présen-
tons. 
Nous allons décrire dans ce qui suit, d'une part le 
fonctionnement d'un module d'affichage utilisant le deu-
xième principe, appelé aTTichage par ba1ayage puis un 
algorithme d'affichage de contours, dit aTTichage a1éa-
toire utilisant une fonction classique des terminaux gra-
phiques. 
Puisqu'une image est constituée de composantes connexes 
de natures distinctes, il est naturel de prévoir-des algo-
rithmes d'affichage adaptés à des classes d'objets diffé-
rents. Ces algorithmes devront profiter des propriétés des 
codages des objets. 
L'affichage par balayage utilise comme seu1e fonction 
d'affichage du terminal, la fonction très simple: 
p1age(ième1igne,co1onnedébut,co1onneTin) qui affiche 
sur l'écran à la ligne numéro i, une plage de pixels, 
de la colonne colonnedébut à la colonne colonnefin 
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(incluses). 
L'affichage aléat~ire utilise en plus de cette fonction 
le mode d'accès OU-Exclusif qui effectue un "XOR" entre 
les bits de la mémoire d'image et ceux envoyés par cette 
fonction. 
5.2. RECONSTRUCTION PAR BALAYAGE. 
5.2.1. Spécifications. 
DECODAGE D'UNE LISTE DE COMPOSANTES CONNEXES. 
ENTREE : une structure de données de composantes connexes 
ordonnées selon l'ordre lexicographique inverse de leur 
dernier point de mort; 
SORTIE : l'image binaire reconstruite. 
Le décodage est réalisé au fur et à mesure d'un 
balayage unique, ligne après ligne, de DROITE à GAUCHE et 
de BAS en HAUT, de l'image à reconstruire. On procède par 
activations successives de composantes connexes, puis de 
contours, et enfin de parois. 
L'algorithme utilise les structures de données sui-
vantes : 
liste des composantes connexes, c'est à dire le code 
lui-même de l'image; 
liste des contours (intérieurs, non encore actifs, des 
CCX actives); 
liste des couples de parois inactives (des contours 
actifs) 
anneau des parois actives; 
tableau d ·indicateurs relatifs à chaque interpixel de 
la ligne de balayage, indiquant le nombre de parois 
actives en cet interpixel ( 0, 1 ou 2 parois actives). 
Selon la convention de connexité, le cas de deux parois 
actives en un interpixel est possible ou non. 
Les listes sont ordonnées selon l'ordre lexicographique 
inverse des points de départ de leurs éléments. 
A tout instant, le couple (1, c) désigne 
- l'interpixel courant, 
- le pixel que l'on va colorier. 
Remarque: 
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On pourrait être tenté de réaliser le décodage en 2 
étapes inverses des 2 étapes du codage (pré code, ccx). Un 
décodage, inverse de "précode", est effectivement facile i 
mettre au point.- Par contre, reconstruire le précode i 
partir du code de contour (inverse de ccx) n'est pas 
facile. Si l.'on y arrive c'est à l'aide d'un algorithme 
qui permet, sans travail. supplémentaire autre que l'écri-
ture en mémoire d'image, de reconstruire l'image; dès lors 
pourquoi restreindre ce mécanisme et introduire une étape 
supplémentaire ? 
5.2.2. ALGORITHME DE RECONSTRUCTION. 
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!* AFFICHAGE PAR BALAYAGE */ 
1* lx et ex représentent la taille de l'image a reconstruire *1 
1* INITIALISATIONS */ 




coul := BLANC; 
1* Lecture des index permettant de récupérer les ccx 
dans l'ordre lexicographique inverse *1 
lire (fichier index); 
1* ON BALAYE L'IMAGE ENTIERE POUR LA RECONSTRUIRE*/ 
l:=lccx; 
tant que 1 >=0 
pour c := ex jusqu'à 1 faire 
si (pactives [c] > 0) alors 







si (ATTEINT(lcple,ccple)) alors 
ACTIVER_COUPLE 
sinon 
si (ATTEINT(lcont,ccont)) alors 
ACTIVER_CONTOUR 
sinon 







1* s'il y a des lignes blanches on saute à la ccx suivante. 
abs(lcple)=INFINI lorsqu'il n'y a plus de couples en 
attente. pc=Nil lorsqu'il n'y a plus de parois actives. */ 




ATTEINT (ligne,colonne) est vrai lorsque ligne = 1 
et colonne = c 
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Justification de l'algorithme. 





L'activation d'une ccx entraine l'activation de son 
contour extérieur. L'activation d'un contour entraine 
l'activation du couple correspondant au dernier point de 
mort du contour. L'activa ti on d'un couple entraine 1 ·ab-
sorption de deux liens: un lien 1 sur la paroi droite et 
un lien 0 sur la paroi gauche. L'absorption d'un lien ver-
tical provoque un changement de la couleur d'affichage. 
5.2.3. Procédures d'activation. 
A chaque activation d ·une composante connexe les con-
tours qui la composent forment une sous-liste de contours 
inactifs qui est fusionnée avec la liste globale des con-
tours inactifs. La composante connexe perd alors toute 
consistance au profit d'un ensemble de contours dont on 
ignore l'origine. 
De même, l'activation d'un contour entraine une décom-
position de ce contour en sous-listes de couples de 
parois, chaque couple étant composé d'une paroi droite et 
une gauche. La sous-liste est fusionnée avec la liste glo-




lire ccx; (* on lit tous les codes des contours *) 
ACTIVER_CONTOUR; (* contour extérieur *) 
construire une sous-liste ordonnée des contours intérieurs; 
(* ordre l,c inverse *) 




des contours inactifs; 
(* mise à jour du prochain contour*) 
(* intérieur à activer*) 
(* pcont: pointeur sur contours *) 
(* de la ccx suivante *) 
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ACTIVER_CONTOUR 
décomposer le contour en couples de parois; 
(* repérées droite gauche *l 
ACTIVER_COUPlE; (* premier couple *) 
construire une sous-liste ordonnée des parois; 
(* ordre l,c inverse et droite puis gauche *l 
fusionner la sous-liste avec la liste des parois inactives; 
lcple:=pcple->1; 
ccple:=pcple->c; 
pcont .- pcont ->sv; 
lcont .- pcont ->1; 
ccont .- pcont ->c; 
Remarque: 
(* mise à jour de la prochaine *) 
(* paroi à activer *l 
(* pcple: pointeur sur couple *) 
(* passage au contour. inactif *) 
(* suivant *l 
la notion de couple de parois n'est nécessaire que pour 
l'ordre de construction de la sous-liste. Elle n'a aucune 
raison d ·être dans la sui te, et nous utilisons le terme 
·couple de parois· uniquement pour signaler que les parois 
seront toujours activées deux par deux. 
ACTIVER_COUPlE 
transférer les deux premières parois de la liste des 
parois inactives dans la liste des parois 
actives avant la paroi courante; 
pactives[c] .- 2; (* il y a 2 liens à consommer *l 
ABSORBER_LIEN; 
ABSORBER_liEN; 
pcple .- pcple ->sv->sv; 
lcple .- pcple ->1: 
ccple .- pcple ->c; 
(* passage aux parois inactives *) 
(* suivantes *) 
5.2.4. 
tour. 
Construction des parois à partir du code de con-
les contours sont décomposés en suivant des parois 
"montantes· (directions 2 et 3) et "descendantes" (direc-
tions 0 et 1). Cette distinction permet de suivre -les 
parois, mais n'est pas suffisante pour déterminer l'ordre 
droite-gauche. 
Une paroi droite est soit une paroi montante qui com-
mence par un 1 i en vert ica 1 ( direction 3 ) , s o i t u ne pa roi 
descendante qui se termine par un lien vertical (direction 
1). Une paroi gauche est soit une paroi montante qui com-
mence par un lien horizontal (direction 2), soit une paroi 
descendante qui se "termine par un lien horizontal (direc-
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tian 0). 
5.2.5. Vie et mort d'une paroi dans 1'anneau. 
La consommation des liens d'une paroi obéit aux règles 
suivantes: 
1. Un lien 1 transmet l'activité vers le haut sauf si la 
paroi est terminée. On aura donc un lien à consommer à 
la ligne suivante, même colonne, sauf si la paroi est 
entièrement consommée. Pour la ligne en cours i1 faut 
changer de couleur et passer à la paroi suivante. 
2. Un 1ien 0 transmet l'activité vers la gauche sauf si la 
paroi est terminée. On continuera donc la consommation 
de la même paroi en transmettant l'activité à 1'inter-
pixel suivant de la même 1igne sans changer de cou1eur. 
A1gorithme correspondant: 
ABSORBER_LIEN 
finparoi := FAUX; 
si (dernier_lien) a1or.s finparoi := VRAI; 
(* inversion de 1a couleur à chaque 1ien vertical *) 
si (lien= 1) a1ors 
si ( couleur = NOIR ) alors 
afficher (1,c+1,cprec) 
sinon 




(* activation/desactivation sur les colonnes*) 
si (1ien = 0) a1ors 
pactives(c] := pactives(c] - 1; 
pactives[c-1] := pactives[c-1] +1 
finsi; 
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(* desactivation en fin de paroi *) 
si (finparoi) alors 
si (lien=1) alors 




détruire la paroi courante; 
sinon 
si C lien = 1 l alors 
avancer d'une paroi 
fin si 
fin si 
AVANCER d'une paroi: 
PP .- pc; 
pc .- ps; 
ps .- pc->sv; 
DETRUIRE la paroi courante: 
pc : = ps; 
pp->sv := pc; 
ps := pc->sv; 
ps:=pc->sv; 
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Un ensemble de contours 
SORTIE: l'image binaire reconstruite. 
non nécessairement 
Le décodage est réalisé contour par contour. 
L'algorithme utilise uniquement une structure de pile. 
Nous supposons que le terminal d'affichage possède une 
mémoire au moins égale à la taille de l'écran et que la 
fonction XOR est implémentée. Cette capacité est néces-
saire pour pouvoir superposer des contours. 
Ces spécifications ne sont pas hors du commun dans les 
terminaux à balayage par trame (rase terre). 
5.3.2. ALGORITHME DE RECONSTRUCTION. 
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1* AFFICHAGE ALEATOIRE */ 
1* initialiser le mode de fonctionnement du terminal en XOR */ 
initbitmap; 





lire lcont,ccont,longueurcont;/* coordonnées et longueur contour*/ 
colonact:=ccont; 
lignact:=lcont; 
pour j:=1 jusqu'à longueurcont faire 
extraire(lien); 
selon (lien) 
0: colonact := colonact + 1; 




lignact .- lignact- 1; 
lignact .- lignact + 1; 
dernierecol := haut_de_pile; 








5.3.3. Principes utilisés dans cet algorithme. 
1. Lorsqu'une composante connexe ne contient aucune autre 
composante connexe, le contour extérieur est suivi et 
rempli de noir (en fait de la couleur opposée à celle 
du fond). Les contours intérieurs sont ensui te suivis 
selon le même procédé et sont affichés avec la couleur 
opposée à celle qui y est déjà, donc opposée à celle du 
contour extérieur. Cette opposition est engendrée par 
le mode XOR. Si on commence par les contours inté-
rieurs, ils sont d'abord "noircis", puis "blanchis" 
lors de l'affichage du contour extérieur. 
2. Lorsqu'une composante connexe C1 contient une autre 
composante connexe C2, cette dernière ne peut qu'être 
incluse dans un contour intérieur de la première. 
Si C2 a déjà été affichée elle sera inversée deux fois 
(avec le tracé extérieur de C1 puis avec le tracé du 
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contour intérieur de C1 qui englobe C2). Si C2 est 
affichée après C1 el.l.e vient s'opposer dans l.e contour 
intérieur qui l. · engl.obe. Si C2 est affichée après l.e 
contour extérieur de C1 el.l.e se comporte dans un pre-
mier temps comme un contour intérieur à C 1 puis est 
inversée l.ors de ].'affichage du contour intérieur 
l. ·englobant. Ce raisonnement reste val.abl.e si seul. l.e 
contour intérieur de C1 a été affiché. 
Figure 2.12 
Affichage d'une composante incluse dans une autre. 
xxxxxxxxxxx xxxxxxxxxxx 
xxxxxxxxxxxxx x xxx xx xxx xx 
xxxxxxxxxxxxx x xxx 
xxx x xxx x xxx x xx xxx x xx 
xxx xxxxxx x xxx xxx xxx xx 
x xxx xx xxx xxxxx xxx x xxx xxx 
x xxx xx xxx xxx x xxx x x 
xxxxxxxxxxxxxxx xxx. xxx 
xxxxxxxxxxx xxxxxxxxxxx 
Phase1 Phase2 P-hase3 
Phase1: affichage de l.a composante connexe "intérieure"; 
l.e fond est bl.anc; l.a composante connexe est noire. 
Phase2: l.e contour extérieur de l.a composante connexe "ex-
térieure" est affiché; l.e fond est bl.anc; l.a composante 
connexe "intérieure" est inversée et devient blanche. 
Phase3: l.e contour intérieur de l.a composante connexe "ex-
térieure" est affiché; il. provoque ].'inversion des 
pixels qui l.e composent (noirs actuellement) dans l.a 
composante connexe "extérieure" à l.aquel.l.e il. appar-
tient, et des pixels blancs de l.a composante connexe 
"intérieure" qu'il. enveloppe. 
Remarque: 
On constate qu'il. n'y a pas d'ordre privilégié d'affi-
chage ni entre l.es composantes connexes, ni entre l.es con-
tours d'une même composante connexe, ni entre l.es divers 
contours de plusieurs composantes connexes. On peut aussi 
bien afficher d'abord quelques contours intérieurs puis l.e 
contour extérieur et ainsi de suite. 
3 . Pour afficher un contour en l.e suivant, cet algorithme 
procède par accouplement de l.iens 3 et 1 sans chercher 
l.es couples appariés. Une paire 3-1 est appariée 
lorsqu . el.l.e ne contient autre paire (el.l.e aucune ne 
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peut contenir un nombre impair de liens verticaux). Une 
paire non appariée est incluse dans une autre paire non 
appariée. Les liens 0 et 2 permettent le calcul des 
déplacements horizontaux uniquement. Les liens 3 sont 
empilés; les liens provoquent l'affichage avec le 3 
du haut de la pile, et le dépilement. Il reste à 
prouver que cette démarche est correcte. 
5.3.4. Preuve de l'algorithme. 
0' afficher en mode XOR permet d'écrire 
qui procède par affichage de contours en 
s'agit de contours intérieurs ou extérieurs. 
un alger i thme 
oubliant s ·il 
Une composante connexe peut ainsi se voir comme 
union de composantes connexes constituées d'un seul 
tour extérieur à afficher dans un ordre quelconque. 
une 
con-
Sans perte de généralité nous allons donc étudier cet 
algorithme sur une composante connexe constituée d'un seul 
contour extérieur, et en faire la preuve par induction sur 
la longueur n du contour (en nombre de liens) de la compo-
sante connexe à afficher. 
L'algorithme en pidgin devient alors: 
En parcourant le contour tant qu'il existe un lien: 
- Ne rien faire pour les liens horizontaux - Empiler ~es 
liens montants - A chaque lien descendant afficher en XOR 
la plage comprise entre le haut de la pile (le dernier 
lien montant) et ce lien descendant, et dépiler. 
Sur la plus petite composante connexe de surface 1 et 
dont le contour a pour longueur 4, le résultat est immé-
diat car il faut bien afficher exactement une plage. 
Supposons l'algorithme valide pour des composantes ~an­
nexes dont le contour a une taille < n. 
Soit Cx une nouvelle composante dont le contour a une 
longueur de n. Au premier dépilement Cil en existe néces-
sairement un. car un contour- est une courbe fermée du 







(où A,B,C,D représentent des interpixels, 
et AB,CD des liens verticaux). 
Considérons Cx' le nouveau contour tel que: 
Cx =- Cx' E9 AD somme booléenne de contours (i.e. si Cx' n 
AD~ 0 alors Cx est égal à leur union disjointe). 
Par hypothèse d'induction, comme longueur ( Cx •) < n, 
l'algorithme affiche bien ex·. 
11 est clair que pour passer de ex' à ex, il suffit de 
faire un affichage en XOR de la plage [A,B,C,Dl. 
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Analyse en complexité: 
a} 
Si l'on compte en 0(1) l'affichage en XOR d'une plage, 
l'algorithme est alors trivialement linéaire en fonction 
de la longueur du contour. 
b} 
Manifestement cette évaluation n'est pas licite (sur le 
bitmap NUMEL EC, ces fonctions sont programmées en as sem-
ble ur et prennent un temps certain). 
Cependant, soit Nbaffich le nombre total d'affichages 
en XOR requis par l'affichage d'un contour. La majoration 
suivante est triviale: 
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Nbaffich < Hauteur . Nmax 
où Nmax est le nombre maximum de paires d'intersections 
d'une ligne de pixels de l'écran avec le contour. 
Bien sûr nous avons: 
Nbaffich < Hauteur . Largeur 
(mais alors l'évaluation de l'algorithme devient qua-
dratique)! 
En revanche remarquons que pour un symbole (composante 
connexe de la taille d'un caractère) Nmax ne doit pas être 
trop grand. En effet pour tous les caractères de l'al-
phabet ce nombre est inférieur à quatre (par exemple pour 
les lettres M, W et @) avec le contour. 
Ceci justifie pleinement l'utilisation de cet algo-
rithme pour afficher des symboles représentés par leurs 
contours. 
c) 
Dans le cadre d'une analyse plus fine, considérons le 
nombre d'opérations élémentaires requises par l'affichage 
d'une plage comme une fonction linéaire du nombre de 
pixels (i.e. de la longueur de la plage). 
La fonction Faffich de complexité associée devient: 
Faffich = c . ( r J [A,B,C,Dl J ) 
AB,CD paire de liens verticaux 
appariés par l'algorithme. 
< c. Hauteur. Largeur. Nmax 
< c. Surf .Nmax 
où Surf est la surface du rectangle englobant de 
la composante connexe considérée. 
D'après cette formule, il est clair que cet algorithme 
est pénalisé car il peut inverser plusieurs fois la cou-
leur d ·un même pixel de l'écran. En effet l'algorithme 
présenté n'affiche pas exclusivement des plages inté-
rieures à une composante connexes. 
Ainsi pour les figures compliquées .telles une coquille 
d'escargot C sorte de plus mauvais cas, car les pixels de 
la zone centrale de la coquille sont affichés exactement 
Nmax fois) il est préférable d ·écrire un algorithme qui 
n'affiche qu'à coup sûr en mode d'affichage normal. 
Nous ne l'avons pas encore réalisé mais ceci est natu-
rellement possible. Encore faudrait-il s ·assurer que ce 
deuxième algorithme ne soit pas pénalisé dans les traite-
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ments hors affichage, puisque nous n'avons analysé que la 
complexité de l'affichage pur. 
Là encore cet algorithme semble le bon 
l'affichage des symboles dont la surface 




Il existe une variante naturelle de cet algorithme qui 
permet d'exhiber la structure de parenthésage sous-jacente 
à un contour, et que l'on peut résumer comme suit: 
En parcourant le contour à chaque lien vertical (mon-
tant ou descendant) a-ff-ficher en XOR la partie située à 
gauche du lien de la ligne de l'écran contenant ce lien 
vertical. 
Il suffit de choisir son bord (gauche ou droite) et de s'y 
tenir. 
Malheureusement cet algorithme dont i' expression est 
encore plus simple -car dans ce cas il n'est meme pas 
nécessaire d'empiler les liens montants- est notoirement 
plus lent que le précédent. 
Remarquons en outre que cet algorithme permet de 
traiter les parois indépendamment les unes des autres. 
Nous n'avons pas exploité cette possibilité, mais cela 
peut être utile pour certaines variantes du codage à déve-
lopper ultérieurement. 
Commentaires sur cet algorithme: 
Cet algorithme est à ranger dans la ela s se des algo-
rithmes dits de parité (cf. PAVLIDIS (PAVL]). Son expres-
sion est ici particulièrement simple car elle utilise le 
codage de contour développé au début de ce chapitre. 
Généralisation. 
Quelques dé-finitions. 
Considérons une courbe fermée continue du plan C; nous 
allons rappeler de quelle manière on peut lui associer un 
intérieur et un extérieur. 
59 
Soit Ge le graphe planaire dont les sommets sont les 
points du plan où la courbe se coupe elle-même. Deux som-
mets x 1 y de Ge sont reliés par une arête de Ge 1 s ·il 
existe un morceau de la courbe C ne contenant pas d'autre 
sommet que x et y et les joignant. 
Remarque: 




construction ce graphe G est eulérien (i.e. il 
une chaine qui emprunte C une fois et une seule 
chaque 
connue. 
arête). En outre la propriété suivante est bien 
Proposition 2.1: 
les faces d'un graphe planaire eulérien sont bicolora-
bles. 
Preuve: 
Il suffit de vérifier que le graphe dual de Ge est sans 
cycle impair (i.e. biparti). 
0 
Ainsi par convention nous appelerons extérieur de C 
l'ensemble des points situés à l'intérieur des faces de Ge 
de la même couleur que celle de la face à l'infini. De 
même l'intérieur se définit comme l'ensemble des points 
situés à l'intérieur des autres faces de Ge. 
Théorème 2.1: 
(variante du théorème d'Euler [EULEJl 
Soit C une courbe fermée du plan donnée par son code de 
contour. l'algorithme précédent d ·affichage de contours 1 
appliqué au contour de C inverse la couleur de la partie 
intérieure de C. 
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Preuve: 
La preuve est identique à celle déjà proposée pour 
l'affichage d'une composante connexe faite précédemment. 
D 
Corollaire 2.1: 
On peut traiter une image contour par contour. 
Corollaire 2.2: 
Toute partition d'un contour C en contours disjoints* 
ci ( c =$ci ) est licite pour l'affichage. 
Dans l'implémentation décrite au chapitre 4, nous avons 
abondamment utilisé le corollaire 2.1. En particulier, 
dans notre algorithme d'élimination des "barbules" (sorte 
d'aspérités) qui procède contour par contour, nous ne nous 
soucions pas du fait que les transformations apportées 
font que deux contours se chevauchent. 
Par contre, nous n'avons pas utilisé le deuxième corol-
laire. 
Figure 2.14 




___ Il Il 
1 Il __ _ 
1 1 
1 1 l ___ l 
'* les contours peuvent avoir des ar;tes communes mais leurs inté-
rieurs n'ont pas de pixels communs lcf. figure). 
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CHAPITRE 3 
LES CODES DE CONTOURS 
MANIPULATION ET CODES OPTIMAUX 
Dans ce chapitre nous définissons des classes de compo-
santes connexes ou contours selon les attributs des 
objets. Nous cherchons ensuite à caractériser l'ensemble 
des suites de liens représentant des contours, puis nous 
présentons des algorithmes de compression adaptés à chaque 
classe. 
1. REPRESENTATION D'UNE IMAGE PAR CODES DE CONTOURS. 
Après la phase de détection par balayage décrite au 
chapitre précédent, se pose maintenant le problème du 
choix d'un codage. Les solutions proposées ci-après ont 
été choisies afin de minimiser la longueur du codage 
transmis (recherche du taux de compression maximum). 
Toutefois, nous ne considérons que des codages exacts, 
à savoir ceux où chaque contour reste nécessairement 
fermé. Ainsi, en envisageant des manipulations (ou défor-
mations) sur les contours, nous proposerons systématique-
ment la conservation de cette propriété. 
Pour apprécier les différences entre les codes pro-
posés, nous présenterons les résultats de notre appl~ca­
tion (cf. chapitre suivant). 
Le problème du taux de compression maximal est diffi-
cile et empiète de manière non négligeable sur celui de la 
reconnaissance des formes. Les codes optimaux sont trivia-
lement ceux qui se servent de la reconnaissance de 1'"objet 
à coder. Nous në traiterons pas cet aspect dans ce chapi-
tre; signalons toutefois qu'une façon d'aborder ce pro-
blème par la cons ti tut ion d'une bibliothèque de contours 
est abordée dans le chapitre suivant. 
Le sous-problème que nous considérons ici peut se 
définir comme suit: 
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donnée: une l.iste de contours d' interpixel.s de type ( l.i-
gne, col.onne) (sui te de l.iens), où l.igne et col.onne 
sont l.es coordonnées du point de mort du contour, cel.ui-
ci étant décrit dans l.e sens négatif trigonométrique à 
partir du point de mort par l.a suite de l.iens. 
résul.tat: un codage exact des contours de l.'image. 
Ligne et col.onne dépendent de l.a tail.l.e de J.'image, et 
un codage optimal. devra en tenir compte. Par contre l.a 
suite de l.iens ne changera pas de nature, quel.l.e que soit 
l.a tail.l.e de l. ·image ou l.e facteur de résol.ution. Nous 
l.'étudions dans tous ses détail.s ici. 
2. DETECTION D'OB.JETS PARTICULIERS. 
2.1. TYPES DE COMPOSANTES CONNEXES. 
Les attributs des composantes connexes permettent de 
cl. as ser l.e s objets en définis sa nt des paramètr_es dépen-
dants de J.'appl.ication. Lorsque J.'entité "composante con-
nexe" est importante on peut util.ser l.es définitions sui-
vantes: 
2.1.1. Symbo1e. 
Une composante connexe est considérée comme un symbol.e 
si son rectangl.e engl.obant est contenu dans un rectangl.e 
maximal. fixé (défini par deux paramètres Largeur et 
Hauteur ). 
2.1.2. Objet mince. 
Une composante connexe est considérée comme mince si sa 
surface noire est du même ordre que son périmètre (i.e. 
Surf 1 Per < 2+Epsil.on où Epsil.on est un paramètre du 
modul.e de sél.ection ). 
2.1.3. Résidu. 
Les composantes connexes ne satisfaisant pas à J.'un des 
deux critères précédents sont des moins que rien autrement 
dit des résidus. 
2.1.4. Rejets possib1es. 
Lorsqu'une composante connexe n'atteint pas une tail.l.e 
minimal.e fixée el.l.e peut être rejetée. Cette tail.l.e est de 
l. ·ordre de 6 pixel.s (pour un facteur de résol.ution de 8 
points/mm), mais il. faudra, en fonction des résul.tats 
recherchés (précision de l.a reproduction) affiner cette 
dimension. Un point dans un texte par exempl.e est souvent 
de dimension 3x3. 
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Question: 
Si l'on considère comme défaut de l'image une petite tache 
noire, ne doit-on pas réagir de même sur une petite tache 
blanche (intérieure à un contour)? 
Il suffit dans notre cas de prendre comme critère d'é-
limination le périmètre du contour, au lieu de procéder 
par fenêtrages successifs. Par exemple, choisir comme 
périmètre éliminatoire 10, revient à rejeter la plupart 
des contours inclus dans une fenêtre 3x2 ou 4x1. 
On peut ainsi envisager ces rejets sur tous les con-
tours, i.e. non seulement pour les composantes connexes, 
mais aussi pour l.es contours intérieurs éventuel.s n'at-
teignant pas cette taill.e minimale. Ces rejets imposent 
alors de modifier les caractéristiques de la composante 
connexe les contenant, à savoir: 
nombre de contours . - nombre de contours -. 1 pour 
chaque contour intérieur éliminé 
surface noire : = surface noire + surface du contour 
él.iminé. 
Il. est tout a fait licite de rejeter ces contours 
l.orsqu'on choisit l.a a-connexité, car il n'existe pas 
d'autres objets dans le voisinage et on peut considérer 
ces contours comme non significatifs. Dans les autres cas 
on risque d' él.iminer successivement des petits contours 
voisins, dont l'ensembl.e peut être significatif. 
2.2. TYPES DE CONTOURS. 
le choix de travailler sur les contours plutôt que sur 
l.es composantes connexes peut être intéressant lorsque la 
distinction intérieur/extérieur n'est pas recherchée. Par 
ail.l.eurs, ces deux modes de travail ne sont pas exclusifs. 
En effet, l.orsqu'une composante connexe a été classée 
comme objet mince, elle peut contenir des contours inté-
rieurs de l.a taille d ·un symbol.e par exemple. Dès lors, 
pourquoi ne traiterait-on pas ce contour comme un symbole 
à part entière? De pl.us, avec les deux techniques d'affi-
chage que nous avons présentées nous pouvons aussi bien 
dissocier ces contours, que conserver l.'inclusion. 
2.2.1. Minis-contours. 
L'énumération de tous les contours de faible l.ongueur 
nous parait possible et intéressante. Elle permettrait de 
rempl.acer la description des liens du contour par une 
référence, et de provoquer une génération directe à l.'af-
fichage. Nous en donnons quelques éléments à la fin de ce 
chapitre (paragraphe "codes optimaux de suites de liens"). 
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2.2.2. Petits contours. 
Ce sont les contours qui vont entrer dans un module de 
constitution de bibliothèque. Typiquement, cette classe 
contient les contours des "symboles" difinis ci-dessus, et 
une partie des contours intirieurs aux "grands" contours. 
Nous effectuons la siparation entre "petits" et 
"grands" par la longueur du contour (de l'ordre de 2 fois 
le pirimètre de la fenêtre d'un symbole). 
2.2.3. Grands contours. 
Nous mettons dans cette classe les contours pour les-
quels: 
il est peu probable de trouver des similitudes, ces 
contours itant peu nombreux et plutôt dissemblables, 
on envisage un traitement sur des tronçons du contour 
(vàir le paragraphe factorisation dans ce chapitre). 
En effet, plus les contours sont grands moins ils sont 
nombreux et il y a peu de chances alors pour que la compa-
raison de leur codes de contours globaux donne des risul-
tats positifs. Il faut remarquer ici qu'un trait en tra-
vers d'une page transforme toutes les composantes connexes 
qu'il coupe en une et une seule composante. On obtient 
alors un contour extirieur plutôt "difforme" et des con-
tours intirieurs qu'une bibliothèque de contours pourra 
iventuellement sauver. 
2. 3. BARBULES. 
2.3.1. Définition: 
On appelle barbule d'un contour un morceau de 
de longueur 3 ou 4 entourant une surface d'un 
pixels entre deux liens opposés. 
Figure 3.1 




Ces aspérités ou barbules peuvent provenir soit du pro-
cessus de binarisation de l'image, soit tout simplement de 
la mauvaise qualité de l'image initiale. 
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Leur élimination permet d'améliorer les performances de 
la vectorisation des contours, sans nuire à la qualité de 
l'image (bien souvent le contraire). 
L'algorithme suivant élimine en un seul balayage des 
contours l'essentiel des barbules. 
Remarquons que 1e traitement s'app1ique de man1ere 
identique sur 1es contours intérieurs ou extérieurs. 
Lors de 1' implémentation de ce programme, nous sommes 
tombés sur le prob1ème suivant: 
I1 existe des objets de surface aussi grande que l'on veut 
et d' "épaisseur nul.J.e", comme l'indique J.a figure sui-
vante. 
Figure 3.2 





ch~que rectangl.e contenant un ou deux pixel.s. 
Que faire d'~n tel objet ? 
Nous avons considéré que de tels objets étaient significa-
tifs (bien que J.eur existence soit J.iée à une mauvaise 
binarisation ou à une mauvaise qualité de 1' image ini-
tial.e) et donc nous avons modifié l'al.gorithme d'él.imina-
tion des barbules pour leur donner une épais seur de 1, I1 
suffit pour ce faire de conserver les 3 liens du bout de 
cette chaine, 1orsque 1' élimina ti on du dernier rectangle 
ou carré provoquerait une "vraie" épaisseur nul.le (i.e 
deux l.iens consécutifs opposés). 
2.3.2. A1gorithme d'é1imination des barbu1es. 
1* Barbules 




tant qu'il existe un lien faire 





lire ( lien_c) ; 
si lien_a=opposé(lien_c) alors 
l.ire(lien_d); 


















si lien_a=opposé(lien_d) alors 1* cas l __ l *1 
l.ire(lien_e); 
fin si 
si lien_c=opposé(lien_e) alors 
l.ire ( l.ien_ f) ; 






















Nous avons trouvé intéressant de 
ceaux de contour ayant la forme d'un 
te nt un avantage au ni veau de la 
aussi, nous les traitons dans le 
distinguer des mor-
escalier. Ils appor-
compres sion du code: 
paragraphe "factorisa-
tion" de ce chapitre. 
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3. CARACTERISATION DES CODES DE CONTOURS. 
Une sui te quelconque de 0, 1 , 2, 3 ne représente pas un 
contour. En cherchant les propriétés des codes de con-
tours, nous visons une énumération possible pour les minis-
contours, ainsi que la compression du codage; par exemple: 
une sous-suite constante peut être codée de manière 
plus efficace, ou ne pas être codée du tout si elle est 
présente dans tout contour; 
les délimite urs entre deux types de codages (cf. plus 
loin: le problème de l'arrêt) peuvent être résolus par 
des sous-suites impossibles. 
Soit C 1' ensemble des suites de liens associées à un 
contour, et soit S = 1 1 ln une sui te quelconque de 0,1, 2 ou 3. On note -d le lien opposé à 1. Si S est asso-
ciée à un contour, alors elle vérifie nécessairement: 
(3.1) n est pair 
(3.2) 1 1 = 2 , ln = 
(3.3) li+1 ;Il! -.li 
Ces conditions 
sont des contours, 
y revenir. Ainsi, 
contour. 
ne caractérisent pas les séquences qui 
car il faut partir du point de mort et 
la séquence 2 1 n'est pas un code de 
Soit S l'ensemble des suites qui vérifient (3.1), (3.2) 
et ( 3. 3) • 
Proposition 3.1: 
Pour n > 2 on a: S 1 < 3n- 2 
Preuve: 
Soit T = 1 1 , ... ,ln_ 1 une suite de 0,1,2 ou 3 vérifiant: 
(3.1), (3.3) et 1 1 = 2 
n-2 Il y a exactement 3 suites de ce type; en effet: 
Vj e [2,n-1l 
autrement dit: pour j > 1 tout 1. peut prendre 3 valeurs. 
J 
Ajoutons à chacune de ces suites un nième élément égal 
à 1. Les suites ainsi construites à partir de T sont 
toutes les suites possibles de longueur n vérifiant (3.1) 
et (3.2). 
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I 1. e><i ste au moins une sui te construite ne vérifia nt 
pl.us l.a condition (3.3): 
T' = 2 3 ... 3 1 (i.e. Vj € [2,n-1] l.j = 3 ) 
0 
Propriété: 
Si S € S est un code de contour al.ors il. vérifie 
(3.4) Va € {0,1} 1 {1.. 1 1.. =-a} 1 = 1 {1.. 1 1.. =-.a} 1 1 1 1 
Preuve: 
C'est l.'idée trivial.e. En suivant l.e contour, nous 
sommes obl.igés de retomber sur l.e point de départ; il. y a 
donc autant de l.iens montants que des l.iens descendants, 
et autant de l.iens al.l.ant à gauche qu'à droite. 
0 
Cependant nos contours ont une propriété suppl.émentaire 
qui n'est pas mentionnée dans l.a caractérisation précé-
dente: il.s sont donnés à partir de l.eur point de mort qui 
est l.e point l.e pl.us "en bas à droite" (avec priorité à 
"en bas"). Ceci impose des conditions suppl.émentaires sur 
l.es l.iens du contour. 
Propriété: 
Si S € S est un code de contour, al.ors il. vérifie 
(3.5) Vi € [1,n] Vj tel. que 1~j~i 
1 { l. . 
J 
On a bien sûr l.'égal.ité pour i = n d'après (3.4). 
Preuve: 
Si l.e nombre de l.iens descendants devient supérieur au 
nombre de l.iens montants, al.ors on contredit l.a définition 
du point de mort comme point "l.e pl.us bas". Cette condi-
tion assure donc qu'à tout moment on ne descend pas pl.us 




On pourrait croire que 1'éga1ité 
(3.5) n'est possib1e que 1orsque i=n. 




Exemp1e d'éga1ité dans (3.5) pour i<n 
1 
1 .. _1 
1 





Par contre à droite du point de mort, i1 ne peut y 
avoir de points aussi bas que 1ui: 
Propriété: 
Si S eS est un code de contour, a1ors i1 vérifie 
(3.6) Vi e [1,n] Vj te1 que 1(j(i 
si 1 {1 . 1 1 . 
J J = 2} < 1 {1j 1 1j = 0} 
a1ors 1 {1j 1 1j = 1} 1 < 1 {1j 1 1j = 3} 
Preuve: 
Chaque fois qu'on a 1'éga1ité entre 1e nombre de 1iens 
montants et descendants, on est sur 1a même 1igne que 1e 
point de mort. Dès 1ors on ne peut être à sa droite. 
0 
Ces propriétés ne sont pas suffisantes pour caracté-
riser tous 1es codes de contours; 1'expression du sens de 





- > > -
- < -
En parcourant dans 1e sens indiqué, on obtient 1e code 
2 2 3 0 0 0 0 3 3 2 2 1 1 1 
qui vérifie (3.1) à (3.6) et n'est pas un code de contour. 
7 1 
Notons S' l'ensemble des suites qui vérifient ( 3. 1) à 
(3.6). 
Jusque là on a: C 1 < 1 S' 1 < 1 s 
Problème: 
Evaluer ces valeurs. 
Nous ne pouvons encore y répondre. 
4. LE PROBLEHE DE L 'ARRET. 
Il s'agit de trouver des séparateurs: 
entre deux codes de contours 
entre deux tronçons d'un même contour lorsque des 
codages différents sont proposés pour ces tronçons. 
Ces séparateurs sont indispensables lors du décodage. 
De plus il faut pouvoir "annoncer la couleur", c ·est-à-
dire introduire un indicateur du type de codage lorsque 
des codages différents sont utilisés. Dans certains cas 
séparateur et indicateur peuvent être représentés par le 
même élément, par exemple lorsque la fin d'un codage 
implique forcément le début d'un autre codage connu. 
Nous présenterons pour chaque type de codage le sépara-
teur et l'indicateur éventuel assoc1es. D'une man1ere 
générale, on peut mettre la longueur du codage devant, ou 
avoir une configuration impossible (par exemple deux liens 
opposés). Notons que les con~igurations impossibles sont 
d'autant plus délicates (longues) que le codage est 
optimal. 
5. CODES OPTIMAUX DE SUITES DE LIENS. 
Il est clair qu'une suite de liens 0,1,2,3 n'est pas un 
codage optimal d'un contour. Pour s ·en rendre compte, il 
suffit de considérer le contour suivant: 
1 
n 
Ce contour nécessite un code de (2n+2)2 bits. 
Il est tout à fait naturel d'essayer de coder les 2n 
liens horizontaux d'un seul coup. 
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D'une man~ere générale, on peut voir un contour comme 
une chaine de caractères et le problème devient celui de 
la factorisation de cette chaine. L'alphabet considéré est 
ici {0,1,2,3} et nous pouvons utiliser toutes les techni-
ques classiques de factorisation mises au point sur les 
mots. 
Lorsque la factorisation donne des résultats médiocres, 
on peut utiliser des techniques tirant parti des configu-
rations possibles dans les suites de liens. 
5 .1. FACTORISATION. 
Nous avons implémenté une technique de factorisation 
qui revient à chercher des motifs (à deux éléments) que 
l'on peut associer à une vectorisation. Elle consiste à 
chercher des escaliers dans un contour. Cette idée est 
tirée d'une réflexion sur la reconnaissance de contours 
obtenus à l'aide de l'algorithme de tracé de vecteurs de 
BRESENHAM ( cf. PAVLIDIS (PAVL]). 
Le codage proposé est un codage exact. 
5.1.1. Dé~inition. 
Un escalier sera défini par les types (sens et direc-






Les escaliers reconnus correspondent aux règles sui-
vantes: 
1. Les tailles des marches successives d'un mime escalier 
sont à un près (~ 1), égales à celle de la première. 
2. Les contremarches sont toujours de taille 1. C'est 
exactement ce qui se passe dans l'algorithme de tracé 
de vecteurs de BRESENHAM. 




Un escalier peut avoir une seule marche. 
5.1.2. Code d'un escalier. 
code esca1ier::=(type escalier)(tai11e marche) 
(codes des marches suivantes) 
3 bits SUTTisent pour coder le type d'un escalier. 
théoriquement une marche peut atteindre 1a dimension 
maximale (hauteur ou largeur) de la page. Nous propo-
sons un codage diTTérentie1 pour 1a taille de la mar-
che, a Tin d'améliorer 1a perTormance du codage et de 
conserver l'indépendance par rapport à 1a taille totale 
de l'image. 11 n'empêche que cette perTormance peut 
être améliorée par la connaissance de 1a tai11e de l'i-
mage. 
2 bits SUTTisent à coder une marche. 
la première marche est 
tail1e_marche Torcément). 
implicite (de longueur 
Etudions en détail la signiTication de ces codes: 
5.1.2.1. Type escalier. 
lien 







11 0 3 
1 1 1 3 











Soit l la largeur de 1a première marche d'un escalier 
et l. ce1~e de 1a ième marche, nous avons alors: 
l. 
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code ième marche largeur 
00 1. = la 
01 1~ = lo + 1 
1 0 1~ = la -1 l. 
Le code 11 , inutilisé, va servir à indiquer la -fin 
d'une suite de marches, et représente donc le code d'une 
marche finale fictive. 
5.1.2.3. Taille marche. 
Il faut faire une partition des ~ailles des marches en 
clasies représentées par la longueur maximale possible 
dans chaque classe. Soient 1 , 1 ces bornes. La 
taille de la marche est alors 0codée 1par une entête repré-
sentant la classe, suivie de la taille sur: 












1 1 0 






taille soit au total 




i.e. 320 = 64 + 256 donc code tail.le sur 8 bits, etc ... 
Remarques: 
1. On ne peut utiliser une sui te de 1 pour la dernière 
c~asse que si l'on cannait la taille de la page. Sinon, 
le décodeur chercherait l.a l.ongueur de cette entête 
sans pouvoir la trouver correctement. L'indépendance 
par rapport à l'échel.le de saisie se payerait ici par 
un bit supplémentaire pour l.a dernière classe, ce qui 
n'est pas trop cher pour un escalier très l.ong. 
2. La partition en classes donne un codage d'autant plus 
performant que l'on a une idée précise de la fréquence 
des diverses taill.es des marches. On pourrait alors 
adapter un code de Huf-fman pour les escaliers de chaque 
image séparément. Ceci se payerait par du temps de 
cal.cul. avec plusieurs passes sur la même image d'une 
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part, et par le codage ... du code utilisé pour 
image d'autre part. On peut aussi trouver un 
terme après l'analyse de quelques images (voir 
application). 




Nous sommes maintenant en mesure de préciser de manière 
plus formelle le code de contour utilisé. Ce code mélange 
des codes de type liens (sui te de liens tels qu'ils ont 
été définis pour les contours) et des codes de type esca-
lier (comme définis ci-dessus). 
code contour::=(séparateur)(code liens) 
(séparateur)(code liens)(code escalier) 
(séparateur)(code morceau)(code suite) 
code morceau::=(code escalier) (code liens)(code escalier) 
code suite::=(séparateur)(code liens) 
(séparateur)(code morceau) 
(séparateur)(code morceau)(code suite) 
code lien ::=(suite de liens terminée par un lien opposé 
au dernier) 
code escalier::=(type escalier)(taille marche) (suite de codes 
de marches terminée par le code de la marche 
fin) 
Commentaires sur ce code. 
Le codage de début fonctionne en prenant pour sépara-
teur la valeur booléenne suivante: 
séparateur=1 ssi ce qui suit est un escalier. 
(il nous suffit donc d'un bit pour coder ce séparateur). 
En effet la suite de liens initiale d'un contour débute 
toujours par un lien de type 2 (bit gauche = 0). Lorsque 
le contour démarre directement par un escalier le premier 
bit du contour sera à 1 (séparateur); s'il commence par 
une suite de liens ce premier bit sera à o. 
La seule chose que nous n'avons pas encore précisée est 
la fin d'un tel code de contour. 
76 
Solutions envisageables: 
1. coder en ~ibut de contour la longueur du contour. 
2. terminer chaque contour par une situation impossible. 
3. ne rien coder ... puisque tout contour est fermi, et 
notre codage exact. En suivant le contour on doit 
retomber sur le point de dipart, qui indique sa fin. 
Si l'on envisage des diformations ultirieures sur les 
contours il faut choisir parmi les deux premJ.eres solu-
tions. Celle qui nous parait la plus intiressante est 
celle d'un escalier impossible constitui d'une marche de 
taille nulle et ne contenant que la marche finale. 
Ceci donne le code: 
(siparateur)(type)(taille marche)(marche finale) 
( 1) ( 000) ( 0 ••• 0) (11) 
donc un code de (6 + n) bits, où n est la longueur du code 
de la première classe des tailles des marches. 
5.1.4. Algorithme de recherche des escaliers. 
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1* [intervalle] désigne [taillemarche-1 , taillemarche+1l */ 
Pour chaque contour 





tant qu'il existe un lien faire 
lire(lien) 
si (ESCALIER) alors 
si (lien=marche) alors 
comptmarche := comptmarche+1; 
si (comptmarche > taillemarche+1) alors 
terminer_escalier; 




si (lien=contremarche) alors 
si (comptmarche >O) alors 
si (comptmarche € [intervalle]) alors 
coder_marche(comptmarche); 
comptmarche:= 0; 




démarrer_escalier (marche,lien); /*meme type*/ 
comptmarche:=O; 
fin si 






sinon 1* le lien n'est pas une marche, ni une contremarche *1 
si (comptmarche >0) alors 























sinon /* il n'y a pas encore d'escalier */ 











5.1.5. Commentaires sur cet algorithme. 
L'algorithme utilise les -fonctions suivantes: 
démarrer_esca1ier: écrit 1e séparateur nécessaire, code le 
type de l'escalier et 1a taille de la marche. 
coder_marche: écrit le code de 1a marche en cours, avec 
comme paramètre 1a longueur de cette marche. 
coder_contremarche: écrit le code lien 
contremarche lorsqu'elle existe, car il a 
escalier (rappelons que par convention un 
termine jamais par une contremarche). 
de la dernière 
-fallu arrêter un 
escalier ne se 
terminer_esca1ier: écrit le code -fin de l'escalier en 
cours. Ce code n'est inséré dans le code de contour final 
que lorsqu'il est plus court que le code lien correspon-
dant. 
Cet algorithme de recherche des escaliers dans un con-
tour est linéaire en fonction du nombre de liens du con-
tour considéré. On procède donc en un seul bal a y age du 
contour, lien après lien. 
La variable booléenne ESCALIER est vraie lorsqu'au 
cours de 1' algorithme, 1' escalier courant admet au moins 
une marche et une contremarche. 
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Par contre, tout au l.ong de l.' al.gori thme l.a variabl.e 
marche contient l.a direction de l.' escal.ier courant ou à 
considérer dès que l.'on aura trouvé une contremarche. 
Afin de régl.er l.e probl.ème du dernier l.ien et du bout 
d'escal.ier associé (car cel.a ne tombe pas toujours 
juste!), nous avons choisi l.a sol.ution suivante: 
En fin de contour on force l.' écriture de l.' escal.ier en 
cours. Comme tous l.es escal.iers, ce dernier n'est conservé 
que si sa l.ongueur est pl.us courte que cel.l.e des l.iens 
correspondants. 
5.2. A PROPOS DES MINIS-CONTOURS. 
le probl.ème d'un codage optimal. pour l.es minis-contours 
se pose. Cel.a revient à l.a connaissance structurel.l.e de 
tous ces contours. A l.a condition que l.eur nombre ne soit 
pas trop -grand, l.e codage par l.e numéro du contour 
deviendrait très efficace (i.e. nombre de bits pour coder 
un numéro par rapport au nombre nécessaire pour l.a suite 
des l.iens). 
Nous poursuivons cette étude de recherche d'un com-
promis entre: 
une tabl.e de tous l.es contours, efficace mais difficil.e 
à coder, 
et une description al.gori thmique, moins efficace mais 
facil.e à coder. 
Nous présentons ci-après l.es premiers contours, cl.assés 
pour chaque périmètre sui va nt l.es surfa ces décrois santes 
et en juxtaposant l.es contours symétriques. 
Ci désigne l.'ensembl.e des contours de l.ongueur i. 
C4 = 1 
x 
cs = 2 
xx x 
x 
ca = 9 
xx xxx x x xx xx x x x x 
xx x x x xx xx x x 
x 
x 








































































Soit jusqu'ici 48 contours pour les longueurs infé-
rieures ou égales à 10, donc 6 bits suffiraient, ce qui 
est pl.us intéressant que l.es codages qu~ nous proposons ci-
après. 
Ainsi, connaître ].'ensemble des minis-contours ayant n 
l.iens, soit de manière exhaustive à l.' aide d'un procédé 
énumératif, soit de manière pl.us structurelle (un algo-
rithme "simpl.e" capable de reconstruire un code de contour 
à partir de son numéro) sembl.e permettre une amélioration 
du taux de compression. 
Cependant, cette voie de recherche parait délicate si 
J.'on se réfère à REDELMEIER [REDE]. En effet, on retrouve 
de tels objets, minis-contours, sous l.e nom de pol.yominos, 
(ou encore "animaux") dans l.a littérature. Bien que l.es 
pol.yominos aient été étudiés depuis longtemps (cf. GOLOMB 
[GOL1]), l.eur étude combinatoire en vue des applications 
au traitement des images reste à faire (cf. BERGE, CHEN, 
CHVATAL et SEOW [BERG]). 
5.3. CODAGES DIFFERENTIELS. 
Nous nous intéressons maintenant au codage d'une suite 
de l.iens sur l.aquel.l.e une factorisation de type "escalier" 
donne des résultats médiocres. Ceci concerne typiquement 
l.es contours des caractères, pl.us généralement l.es petits 
contours, où l.es changements de direction sont fréquents, 
ainsi que les suites de l.iens entre deux escaliers. L'idée 
que nous exploitons est qu'il. n'est pas toujours néces-
saire de coder un l.ien sur 2 bits. 
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5.3.1. Codage différentiel brut. 
Puisqu'un lien l ne peut être suivi de son opposé, les 
liens suivants possibles sont: 
1 
1+1 (modulo 4) 
l- 1 ( mad u 1 o 4 ) 
ce qui donne une première idée de codage: 
0 lorsqu'un lien est identique au précedent, 
10 pour 1+1, 
11 pour 1-1 . 
Exemple: 
la suite 2 2 3 3 3 0 3 2 2 1 1 sera codée 
{2) 0 10 0 0 10 11 11 0 11 0 
soit 15 bits au lieu de 20. 
Remarque: 
Nous ne comptons pas le premier lien puisque tout con-
tour commence par un lien 2. Donc il n'y a pas besoin de 
le coder. 
Ce codage permet de gagner un bit pour chaque lien égal 
au précédent, et surtout ne provoque pas de pertes. Par 
contre: 
il n'exploite pas la moindre possibilité de factorisa-
tion, 
Le seul arrêt possible est celui du retour au point 
initial du contour, puisqu'il est constitué d'une suite 
tout à fait quelconque de bits. 
5.3.2. Essai de factorisation. 
On ne peut espérer un résultat positif d'une factorisa-
tion qu'à la condition d'avoir des pertes minimes pour une 
suite de liens telle que chaque lien est différent de son 
suivant immédiat; plus généralement, il faudra minimiser 
les pertes pour les suites très courtes de liens identi-
ques. Or l'exigence minimale d'une factorisation de type 
"escalier" est de 6 bits (i.e. séparateur + type escalier 
+ fin), plus la longueur du code de la taille de l' esca-
lier. Les pertes occasionnées sont alors trop importan~es. 
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En regroupant les liens identiques, un seul bit suffit 
pour coder le type de lien, puisque seuls subsistent les 
cas lien + 1 et lien 1. Nous proposons le codage sui-
vant: 
nombre de liens 
identiques 
'1 < 3 
<3 < 5 
<5 < 7 







1 1 1 0 














Ce codage minimise les pertes lorsque le nombre de 
liens identiques est faible.- Les gains sont par conséquent 
faibles, mais commencent à partir de 4 liens identiques 
par rapport au codage différentiel brut (qui code sur n + 
1 bits n liens identiques) , comme 1' indique le ta ble au 
suivant: 













perte 1 bit 
= 
= 








Le problème de 1" arrêt peut être résolu ici avec une 
entête particulière: la suite de 1 la plus longue possible 
malheureusement, puisque les longueurs nulles sont déjà 
utilisées. Hais: 
le principe de l'arrêt sur le point initial du contour 
n'est jamais remis en cause, 
on peut cette fois ci 1" appliquer sur une sui te de 
liens entre deux escaliers, car une telle suite com-
porte forcément un nombre de liens identiques consécu-
tifs faible elle aurait fait 1' objet d ·un escalier 
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sinon (cf. chapitre "application"). 
5. 4. CODAGE PAR PAQUETS DE LIENS. 
Considérons une séquence S de k liens: 1 1 , ... , lk. 
Soit 1 0 e {0,1,2,3} le lien qui précède cette séquence. 
Nous avons déjà remarqué dans les codages différentiels 
que 
vi ,,a,k 1. e {0,1,2,3}- -.1. 1 ~ ~-
Pour coder S il suffit de se souvenir des différences 
successives par rapport à lo et ceci peut se faire par 
additions successives modulo 4 des valeurs {0,1,3}. 
Il y a donc 3k séquences différentes de k liens. 
L'idée de ce code consiste à diviser un code de contour 
en paquets de k liens. A chaque paquet on associe un 
numéro et à 1' inverse, au décodage, nous saurons trouver 
la suite de k liens associée (soit algorithmiquement, soit 
par tableau). Le problème de l'arrêt peut être reglé de 
façons différentes: 
par des numéros particuliers, indiquant que le contour 
s'arrête après le premier ( resp. ième) lien du paqùet 
suivant (ou précédent), 
par le retour au point de mort, 
la première solution restant valable pour les codages non 
exacts, alors que la deuxième ne peut être retenue que 
pour les codages exacts. L'initialisation se fait sans 
problème puisque le premier lien est toujours 2. 
Il s'agit de fixer k. Ceci doit être un compromis entre 
le gain obtenu et le temps du décodage. En outre k ne peut 
être trop grand, sinon le dernier paquet non rempli risque 
de coûter cher. 
Exemple: 
Pour k = 5 on a 3 5 = 2 4 3 s é8q u en ce s po s s i ble s , et on peut coder ainsi sur 8 bits ( 2 = 256 donc > 243) une 
séquence de 5 liens. Il reste 13 valeurs disponibles avec 
lesquelles on codera: 
v 1 lorsqu'on s"arrête après le premier lien 
v 5 cinquième lien. 
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Mora.lité: 
A partir de ces codages on peut construire une infinité 
de variantes mélangeant les avantages et inconvénients des 
uns et des autres, et nous laissons le lecteur libre de 




COMPRESSION DE DOCUMENTS TECHNIQUES 
1. PRESENTATION. 
Dans le cadre du projet SARDE de télématisation de la 
documentation technique des télécommunications [JOLY, 
ROM1], nous avons réalisé une version permettant de 
valider la méthode. Le projet SARDE comprend des études 
sur la saisie (scanner), la compression, le stockage 
(Bases de données sur disque optique numérique) et la res-
titution (écran haute résolution) de documents manuscrits 
et/ou dactylographiés et de schémas techniques en noir et 
blanc. Les parties qui nous intéressent ici portent sur 
les phases de: 
saisie, à partir de la binarisation par le scanner, 
donc après la phase de transformation des niveaux de 
gris en noir/blanc, 
compression 
restitution locale: le vecteur de transmission à dis-
tance n'entre pas en jeu ici. 
1.1. DECOUPAGE EN MODULES. 
Nous présentons les spécifications de notre logiciel 
ainsi qu'une programmation monoprocesseur, réalisée sous 
UNIX (système SMX) sur une machine SM90 ( CNET). Dans ces 
spécifications i1 a été largement tenu compte d'une paral-
lélisation qui interviendra ultérieurement. La figure sui-
vante présente de façon sommaire, la décomposition du 





























Le premier module a pour tâche de balayer l'image et de 
fournir en sortie 1e précode de 1'image. Nous justifierons 
l'intégration de ce module dans le matériel de saisie. 
le deuxième module est celui de détection des compo-
santes connexes. A ce niveau, une composante connexe est 
représentée par son contour extérieur et se~ contours 
intérieurs. On lui associe également les attributs mesurés 
au fur et à mesure du balayage. 
Le module d'aiguillage analyse les attributs de chaque 
composante connexe qui lui est transmise et détermine com-
ment doit être traité l'objet. 
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On trouve ensuite les modules spécialisés dans le 
codage de chacune des classes d'objets. Nous donnons quel-
ques résultats en ce qui concerne la séparation en sym-
boles, objets minces et résidus, mais nos efforts dans la 
suite ont porté plus sur l'étude des petits et grands con-
tours. 
Le module fusion se charge de recueillir les codes des 
composantes connexes ou contours de différents types afin 
de transmettre au module d'affichage le code complet d'une 
image. 
Le module affichage quant à lui· se charge de la 
reconstruction (décodage) de l'image codée précédemment et 
de l'afficher sur une sortie Bitmap. Ce module pourra 
naturellement être localisé sur d'autres sites (autant 
qu'il y aura de sites de consultation des documents numé-
risés). Il doit donc être indépendant. 
Le découpage de l'application_ en modules n'est pas 
arbitraire. Il doit permettre, pour chaque module, un 
déroulement indépendant de celui des autres. Ceci est 
indispensable pour envisager une parallélisation de l'ap-
plication. Dans ce cas un dernier module devrait donc 
récupérer les codes fournis dans un ordre imprévisible 
(asynchronisme) par les divers modules de codage et 
construire le code global de l'image. La version actuelle 
doit être con sidérée comme un version • pipeline• dans 
laquelle chaque module est représenté par un processus. De 
plus il apparait que les modules d'aiguillage et de fusion 
ne peuvent être dupliqués dans l'optique choisie ici. Il 
reste donc à s'assurer que ces tâches ne constituent pas 
le goulot d'étranglement de l'application en ce qui con-
cerne le temps de traitement. 
1. 2. CONVENTIONS D'IMPLEMENTATION. 
Nous avons choisi de réaliser le logiciel en langage c. 
Il est évident que si ce logiciel est amené à être implé-
menté sur une architecture spécialisée, les performances 
que nous indiquons ne peuvent qu'être améliorées ... 
L'affichage a été essayé sur les bitmaps ORION (MYFRA), 
qui permet de visualiser une page A4 entièrement(2288 
lignes x 17 2 8 colonnes) , et EHR9 0 ( NUMELEC) qui possède 
une résolution bien plus faible: 780 lignes x 1024 
colonnes. 
1.2.1. Taille des documents. 
Les documents utilisés lors des essais (fournis par le 
CNET) sont de taille A4 et ont été numérisés avec un fac-
teur de résolution de 8 points/mm. Leur taille est de 2288 
lignes x 1728 colonnes (soit environ 4 Mégapixels). Ceux 
du CCITT (également fournis par le CNET) sont de dimension 
2382 lignes x 1728 colonnes. 
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1.2.2. A11ocation dynamique de mémoire. 
Lors des créations des structures de données associées 
aux composantes connexes, nous avons utilisé les fonctions 
d'allocation du système UNIX : ma11oc, rea11oc et ca11oc. 
Comme ces structures peuvent être énormes (jusqu· à 
Méga octet pour une image A4l nous avons systématiquement 
restitué l'espace mémoire dès que possible à l'aide de la 
fonction système free. 
1.2.3. Organisation du déve1oppement des programmes. 
Dans un premier temps, nous construisons une maquette 
de validation des principes choisis. Cette maquette est 
constituée de modules exécutables indépendants. 
Les liaisons entre modules exécutables sont réalisées 
sous forme de "pipes". En effet, 1e principe des pipes est 
suffisamment simple pour que l'on puisse envisager de 
1'imp1émenter sur un système multiprocesseur. 
Cet te technique introduit toutefois 1' "overhead" sui-
vant: la communication d'une composante connexe est réa-
lisée par sa transmission exp1ici te et intégrale sur le 
pipe d~ liaison, alors que dans une application formée 
d'un seul module exécutable composé de plusieurs pro-
cessus, ceux-ci pourraient se communiquer des composantes 
connexes, en transmettant seu1ement sur le "pipe", 1eurs 
adresses en mémoire commune. 
2. PRECODAGE. 
2.1. LES BORDS DU PRECODE. 
Comme les codes de contours manipu1ent des interpixels, 
nous avons adopté la convention suivante: 
L·image est bordée par un cadre de pixels blancs. 
Ces derniers pixels sont virtue1s et donc ne sont pas 
affichés, mais par contre i1s permettent un traitement 
homogène des changements de couleur aux bords de 1'image. 
2.2. CALCUL DU PRECODE. 
Le temps de ce module est -pratiquement constant d'une 
image à 1' autre et est actue11ement de 1' ordre dè 9mn30s 
par image. Ce temps dépasse largement celui de tous les 
autres modules, mais il faut prendre en compte les remar-
ques suivantes: 
L es images q u e no u s a von s t ra i té e s s ont , a u d é pa r t , 
codées par plages, et nous avons transformé ces plages 
en flots de bits. Ainsi tout se passe comme si le 
scanner délivrait 1' image numérisée sous forme d'un 
fichier Unix, et le module précode prend alors ce 
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fichier en entrée. 
Ce module doit traiter chacun des 4 Mégapixels, pour 
calculer le précode de chaque interpixel. Dans un lan-
gage évolué, ce traitement représente une centaine 
d'instructions élémentaires. En prenant comme temps 
d ·exécution moyen d'une instruction sur notre machine 
1.5 ~s. on arrive au temps que nous avons. 
Ceci confirme notre analyse (voir chapitre 2), et il 
nous semble que la simplicité des opérations à effectuer 
permet, sinon impose, la réalisation d ·une carte spécia-
lisée à i-nsérer à la sorti~ du scanner. Une programma ti on 
en assembleur doit déjà permettre une division de ce temps 
par 4 à 5. 
Nous donnons ci-après les tailles (en octets) des pré-
codes des images, comparé au codage par plages. Le codage 
par plages est unidimensionnel, où chaque ligne est codée 
sur 16 bits pour le numéro de ligne, suivi d'une suite de 
doublets de 16 bits correspondants aux débuts et fins des 
plages noires dans la ligne. Le précode se compose de 4 
bits par configuration utile ( précodes 1 à 14). Les coor-
données des points de mort sont codées avec 16 bits 
chacun, sur un mot complet, le mot incomplet précédent 
reste inoccupé. 
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image code plages pré code image code plages pré code 
cnet1 50236 65024 ccitt1 88054 101376 
cnet2 75390 57344 ccitt3 171972 164352 
cnet3 206682 313856 ccitt5 174364 181760 
cnet4 152862 163840 ccitt6 105510 115200 
cnet5 123728 151040 ccitt1 278512 366080 
cnet6 112266 128000 
cnet7 103418 110592 
cnet8 351092 247808 
cnet9 96900 110592 
cnet10 181330 238592 
cnet11 241666 237056 
cnet12 114386 139776 
cnet13 151708 194048 
cnet14 1-52962 197632 
3. EXTRACTION DES COMPOSANTES CONNEXES. 
3.1. RESULTATS. 
Nous ne cherchons pas encore ici la compression maxi-
male, puisque chaque composante connexe contient un nombre 
d'informations (attributs) non négligeable destinées à son 
traitement ultérieur. A la sortie de ce module chaque com-
posante connexe est décrite par: 
nombre de ses contours, sur 16 bits, 
hauteur et largeur, sur 16 bits chacune, 
surface noire, sur 32 bits, 
suivie de la description de chaque contour par: 
longueur du contour, sur 16 bits, 
coordonnées ligne et colonne, sur 16 bits chacune, 
surface du contour, sur 32 bits, 
codage des liens, avec 2 bits par lien. 
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La pJ.us petite composante connexe possible ( 1 pixel. 
noir) occupe à ce stade 168 bits. Les taiJ.J.es des images 
sont données en octets dans les résultats suivants: 
temps temps 
image taille d'exécution image taille d'exécution 
cnet1 28508 34s ccitt1 45311 1mn05s 
cnet2 27455 34s ccitt3 71207 1mn41s 
cnet3 105380 4mn06s ccitt5 86884 1mn51s 
cnet4 62460 2mn08s ccitt6 37315 2mn57s 
cnet5 66474 2mn35s ccitt7 190957 3mn17s 
cnet6 70026 2mn18s 
cnet7 59207 1mn48s 
cnet8 96529 13mn09s 
cnet9 54461 1mn02s 
cnet10 154400 3mn21s 
cnet11 149358 4mn05s 
cnet12 60473 1mn45s 
cnet13 86777 1mn58s 
cnet14 84843 2mn07s 
3.2. COMMENTAIRES. 
On peut remarquer à travers ces résultats que le temps 
de J.' extraction des composantes connexes ne dépend pas 
seulement du nombre d'objets à extraire, mais aussi de la 
taiJ.J.e des parois nécessaires à J.a construction des con-
tours. En effet: 
pour des images de même type (par exemple, cnet 1 12 13 
et 14 sont des textes faits sur machine à écrire) les 
objets sont semblables de par leur taiJ.J.e, et J.e -temps 
semble alors proportionnel au nombre d'objets extraits. 
J.a gestion des listes de J.iens d'une paroi (cf. chapi-
tre 2, "gestion des listes de J.iens"), provoque beau-
coup de réaJ.J.ocations de mémoire pour une paroi très 
longue, et chaque réaJ.location peut engendrer une 
92 
recopie de l'espace précédent. Nous avons pris des 
incréments d'un mot (32 bits dans notre cas, donc 32 
liens de parois). Il apparait ici qu'une réallocation 
dépendant de la taille déjà allouée peut être intéres-
sante. L'image cne ta est caractéristique à cet égard: 
une seule composante connexe occupe plus de la moitié 
de l'image (voir la taille et le nombre d'objets dans 
le paragraphe suivant). 
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4. MODULE D'AIGUILLAGE. 
4.1. ORGANIGRAMME GENERAL. 
On note e ( c) 1 · application qui à un contour c associe 
le contour obtenu à l'issue de l'algorithme d'élimination 
des barbules. Ce module se présente comme suit: 
4. 2. 
Elimination des contours de longueur < 10 
Calcul de e(c) pour tout contour c 




Symboles Objets minces 
Séparation des contours suivant 
lE!Ur longueur: 
1 
Petits contours Grands contours 
Calcul de e 2 (c) 
pour tout contour c. 
Traitements respectifs par 




Module Objets minces 









Un symbole est contenu dans une boite 32x32. Si cette 
mise en boite échoue, la composante connexe est un objet 
mince lorsque 
surface noire 1 perimètre < 2 + €, 
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sinon, c'est un résidu. 
En jouant sur € dans la plage 0<€<1 , on fait passer de 
l'état de résidu à l'état d ·objet mince les composantes 
connexes formées par 2 ou 3 caractères qui se touchent par 
exemple. Avec € "' 1, on obtient des résidus conformes à 
l'idée qu'on s ·en fait, à savoir des objets dont la des-
cription du contour est très longue (jusqu· à plusieurs 
dizaines de milliers de liens) , contenant éventuellement 
beaucoup de petits contours intérieurs. Ceci est caracté-
ristique des feuilles quadrillées dans lesquelles les 
caractères et le quadrillage sont connectés. Les résultats 
présentés ont été obtenus avec € = 0.9 
La tableau suivant donne le nombre de composantes con-
nexes par type ainsi que leur taille avec les mêmes con-
ventions indiquées lors de l'extraction de ces compo-
santes: 80 bits_ pour l'entête de chaque composante con-
nexe, et 80 bits pour l'entête de chaque contour. 
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4.2.1. Nombre et tai11e (en octets) des composantes con-
nexes. 
Sans é1imination des barbules. 
Dans la colonne "éliminés" on a le nombre de composantes 























































































































image symboles objets minces résidus éliminés 
ccitt1 1007 24 4 10 1 5 
42153 1977 455 
ccitt3 1344 45 1 1 8 . 127 
56366 12338 136 
ccitt5 19 19 21 2 96 220 
72806 6673 2038 
ccitt6 443 28 6 20 75 
16943 2106 16753 
ccitt7 4546 7 0 1395 298 
155031 655 0 
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4.2.2. E1imination des barbu1es. 
Nous donnons ci-après la taille des codes des contours 
seu1s pour chaque type d'objet avant et après l'élimina-































12379 11 4 51 
18044 16027 
























3407 311 0 
1487 1409 




















4.3. REPARTITION SELON LA LONGUEUR DES CONTOURS. 
Le prob~ème essentie~ ici est ~e choix de ~a va~eur 
séparant petits et grands contours. Nous avons cherché ~a 
pl.age de valeurs "~a pl.us neutre possib~e", c'est-à-dire 
ce~~e correspondant au nombre ~e p~us faib~e d'objets pas-
sant d'une catégorie à ~·autre. Les résu~tats sont donnés 
pour une séparation à 200. 
sur ~es minis contours n'a pas 
Dans ~'état actue~ ces contours 
contours avec un traitement iden-
Le modu~e travai~~ant 
encore été imp~émenté. 
font partie des petits 
tique. 
Les contours é~iminés sont l.es memes. Leur nombre est 
donc éga~ au tata~ des composantes connexes et contours 
intérieurs trouvés dans l.e cas précédent. 
Les traitements à effectuer dans ~a suite étant connus 
pour ces objets, i~ ne faut conserver dans ~es sorties que 
~es données nécessaires. Aussi, pour connaitre l.es perfor-
mances sur ~es codes d~ contour, il. faut prendre en compte 
dans ~a tai~~e des objets: 
pour ~es petits -contours, 
* l.es coordonnées de chaque contour, sur 2x 12 bits 
pour ~'instant 
* ~a ~ongueur du contour sur 10 bits (essentie~~ement 
pour des raisons d'essais de longueurs différentes, 
avant de ~a fixer à 8 bits dans notre cas) 
* ~a surface sur 16 bits 
et pour l.es grands contours, 
* ~es coordonnées, sur 2x12 bits 
* ~a ~ongueur sur 16 bits 
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4.3.1. Nombre et tail.l.e (en octets) des cl.asses de con-
tours. 
Avec élimination (e(c)), puis 2 les des barbules e (c) pour 
grands contours. 
petits contours grands contours grands après 
image nombre taille nombre taille e 2 (c) 
cnet1 727 16116 30 1832 1796 
cnet2 257 6284 63 15916 15888 
cnet3 960 17512 301 59424 59200 
cnet4 739 15268 100 28420 28336 
cnet5 1228 22240 59 16324 16280 
cnet6 994 17244 43 11556 114 9 2 
cnet7 942 17444 34 9376 9320 
cnet8 1276 24480 194 46876 46532 
cnet9 1084 22164 52 6092 6032 
cnet10 2235 34676 1 1 4 31052 30584 
cnet11 1724 31668 190 38436 38008 
cnet12 1619 34612 20 1888 1860 
cnet13 2417 50420 13 131 2 1292 
cnet14 2408 51132 1 3 1764 1748 
ccitt1 1344 25900 18 1364 1328 
ccitt3 1742 34696 43 11396 113 84 
ccitt5 2379 42688 17 7384 7368 
ccitt6 621 11304 54 16064 15992 
ccitt7 5054 81980 1 1 _600 560 
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4. 4. COMMENTAIRES. 
L'élimination des barbules réduit la taille des con-
tours et n'introduit pas de défauts visibles, du moins sur 
les documents que nous avons utilisés. En effet. après 
affichage des diverses classes avec et sans élimination de 
ces barbules, nous n'avons pas trouvé de défauts. Sur cer-
tains documents, la qualité s'en trouve améliorée, du fait 
aussi de l'élimination des contours de longueur inférieure 
à 10. 
Mais l'effet de cette opération se fait sentir surtout 
lors des étapes suivantes, en particulier lors de la 
recherche des escaliers. 
5. BIBLIDTHEQUE DE PETITS CONTOURS. 
Nous avons réalisé une bibliothèque des petits contours 
(dont la longueur est inférieure à 200 ). L'hypothèse qui 
sous-tend ce travail: la longueur, la surface et une suite 
de points particuliers définissent un contour et nous 
pourrons donc les comparer au moyen de ceux-ci. 
5. 1. STRUCTURE DE LA BIBLIOTHEQUE. 
Pour chaque longueur, un ensemble d'entêtes de biblio-
thèque caractérise les contours de bibliothèque de meme 
longueur. 
Une entête désigne l'ensemble des éléments de biblio-
thèque ayant même nombre de points caractéristiques. 
Un élément de bibliothèque contient la surface du con-
tour, la description du contour par ses liens, les points 
caractéristiques, et les coordonnées des contours sembla-
bles. 
1 0 1 
Figure 4.2 
Structure de la bibliothèque. 
lpentetel 
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liens IJ.ctlcctlsuivl--->1 points caractéristiques 
La structure de la bibliothèque se décompose ainsi: 
Un tableau de pointeurs sur 
chaque longueur de contour 
tableau (pentête). 
une première entête. Pour 
on a donc un élément de 
Pour chaque "pentête• une suite d'entêtes contenant le 
nombre de points ·caractéristiques, un pointeur sur le 
premier élément de bibliothèque pour ce nombre de 
points (pel.bib) et un pointeur sur J.'entête suivante -
pour l.a même longuer de contour -. 
L'en-semble des -éléments de bibliothèque pointés par une 
même entête est géré aussi comme une liste chainée con-
tenant pour chaque élément la surface et les pointeurs 
sur: 
* le code des ~iens du contour 
* la suite des points caracteristiques 
* l.a suite des contours semblables 
* l'élément de bibliothèque suivant ayant le même 
nombre de points caractéristiques. 
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Les points caractéristiques ainsi que les coordonnées 
des contours semblables forment des listes chainées. 
5. 2. GESTION DE LA BIBLIOTHEQUE. 
L'accès à la bibliothèque se fait de la façon suivante: 
Pour chaque contour C de longueur L et de surface S, on 
procède à l'extraction de ses points caractéristiques (dé-
finis au paragraphe suivant). 
On cherche s'il existe dans la bibliothèque un contour 
c· ayant: 
- une meme longueur à €(longueur) près. 
- exactement le même nombre de points caractéristiques. 
- une même surface à €(surface) près. 
Lorsqu'un tel contour c' existe, on procède alors à la 
comparaison de leurs suite de points caractéristiques. 
Pour ce faire on vérifie successivement si les coordonnées 
des points caractéristiques de deux contours se correspon-
dent à € (lignes) et € (colonnes) près (calcul non cumulé 
d'un point à un autre). 
Lorsque C' n'est pas trouvé, C devient un nouvel élé-
ment de bibliothèque. 
Pour une classe de contours semblables, l'élément de 
bibliothèque est alors le premier contour rencontré dans 
l'ordre lexicographique. Ceci peut provoquer une création 
de nouveaux éléments de bibliothèque qui seraient sembla-
bles selon nos critères à l'un des contours de la classe 
autre que l'élément de bibliothèque. Or le temps néces-
saire à la comparaison de tous les éléments d'une classe, 
et la conservation de tous les points caractéristiques, 
interdisent cette action. Nous avons essayé une autre 
méthode permettant de constituer des classes d'équivalence 
de la façon suivante: 
Lorsque le contour C' est trouvé, on cherche s'il existe 
un deuxième contour C' ' toujours parmi les éléments de 
bibliothèque et selon les mêmes critères de comparaison, 
semblable à C. Si C'' est trouvé, alors les deux classes 
sont fusionnées, et C devient le nouveau représentant de 
la nouvelle classe. Il faut dans ce cas conserver toute la 
structure de la bibliothèque jusqu'à la fin du traitement 
de l'image, et ceci justifie la liste des semblables dans 
la structure, ainsi que le pointeur sur la suite des liens 
de chaque élément de bibliothèque. 
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5.3. POINTS CARACTERISTIQUES. 
Il. y a quatre directions possibl.es pour un contour: 
en haut et à gauche (suite de l.iens 2 et 3 ) . 
en haut et à droite (suite de l.iens 3 et 0) • 
en bas et à gauche (suite de l.iens 1 et 2) • 
en bas et à droite (suite de l.iens 1 et 0) • 
Dé-finition: 
Un point de contour est dit caractéristique s'il. est 
associé à un changement de direction non négl.igeabl.e. 
En un seul. bal.ayage du contour nous construisons l.a l.iste 
des points dits caractéristiques d'un contour. 
Le point de mort d'un contour est l.e premier point 
caractéristique, ensuite à chaque changement de direction 
du contour, nous introduisons dans l.a l.iste, un nouveau 
point caractéristique, sous réserve qu'il. soit à une dis-
tance e(pointcarac) du précédent. 
5.4. PARAMETRES DE CONTROLE OE LA BIBLIOTHEQUE. 
Il. s'agit de trouver un bon compromis entre l.a fidél.ité 
de l.a restitution et l.e taux de compression. 







Les paramètres e(l.ongueur), e(surface) ainsi que l.e 
nombre de points caractéristiques représentent l.e fil.tre 
avant l.a comparaison des points caractéristiques des deux 
contours. 
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Les paramètres €(ligne) et €(colonne) sont actuellement 
égaux. Ils représentent l'écart maximal admis lorsqu'on 
compare 2 points caractéristiques; il n'y a pas de cumul 
des écarts successifs: dès qu'un point est en dehors de 
ces limites la comparaison s'arrête avec un résultat 
négatif. 
E(pointcarac) est utilisé lors de la 
points caractéristiques. Il représente la 




(en ligne ou 
Pour l'instant nous 
restitution par rapport 
mètres sont modulés en 
tours, et sont d'autant 
gueur est petite. 
5. 5. RESULTATS. 
avons privilégié la fidélité de 
au taux de compression. Les para-
fonction de la longueur des con-
plus strictes (petits) que la lon-
Dans un premier temps nous avons codé l'ensemble des 
petits contours sous la forme: élément de bibliothèque 
suivi de tous ses contours semblables. Nous utilisons un 
bit pour indiquer si les coordonnées sont suivies du code 
de contour (c'est donc un élément de bibliothèque), ou si 
c'est un élément semblable au dernier de la bibliothèque. 
les contours sont codés selon le code différentiel non 
factorisé. On a donc une suite de: 
ligne, 12 bits 
colonne, 11 bits 
indicateur élément de bibliothèque ou contour sembla-
ble, 1 bit 
code contour lorsque c'est un élément de bibliothèque 
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nombre de contours 
1 \ 
image taiJ.J.e bibJ.io. au départ temps 
cnet1 6408 318 727 16s 
cnet2 3028 184 257 5s 
cnet3 8988 562 960 23s 
cnet4 8376 529 739 18s 
cnet5 8540 476 1228 24s 
cnet6 9376 568 994 23s 
cnet7 8732 521 942 21s 
cnet8 9788 515 1276 30s 
cnet9 9420 528 1084 24s 
cnet10 14468 669 2235 54s 
cnet11 12728 613 1724 41s 
cnet12 10048 400 1619 42s 
cnet13 13616 509 2417 1mn09s 
cnet14 14108 520 2408 1 mn 11 s 
ccitt1 8820 435 1344 30s 
ccitt3 12632 625 1742 50s 
ccitt5 13164 614 2379 1mn 
ccitt6 5632 379 621 12s 
ccitt7 33324 1682 5054 4mn03s 
On trouvera en annexe J.a répartition des contours selon 
J.e.s éléments de bibliothèque et J.eur longueur. 
5.6. COMMENTAIRES. 
Un essai de factorisation des codes de contour n a pas 
donné des résultats permettant de conclure, et dans l'en-























Les cl.asses d'équivalence donnent un gain jusqu'à 77. 
sur l.a tail.l.e total.e des contours. 
Pour ces contours il. serait intéressant d'obtenir un 
gain sur l.e codage des coordonnées. 
6. TRAITEMENT DES GRANDS CONTOURS. 
6.1. DETECTION DES ESCALIERS. 
Nous appliquons à ces contours l.'al.gorithme de détec-
tion d'escaliers, avec un codage différentiel. des tail.l.es 
des marches. Dans un premier temps l.es l.iens entre deux 
escaliers restent codés sur 2 bits chacun, et l.es coordon-
nées sur 23 bits. Les coordonnées ne tiennent pas une 
pl.ace importante, vu l.e nombre faibl.e de' contours dans ce 
cas. Nous obtenons l.es premiers résul.tats sur l.es taux de 
compression avec: 
494208 1 (tail.l.e de l.'image comprimée) pour l.es images 
cnet, 




1 \ total taux 
image avant après temps image compression 
cnet1 1796 1480 1 s 7888 
cnet2 15888 2212 6s 5240 
cnet3 59200 30960 34s 39948 
cnet4 28336 9288 13s 17664 
cnet5 16280 6240 as 14780 
cnet6 11492 3780 5s 13156 
cnet7 9320 3568 5s 12300 
cnet8 46532 18992 25s 28780 
cnet9 6032 3168 3s 12588 
cnet10 30584 12992 16s 27460 
cnet11 38008 12040 18s 24768 
cnet12 1860 1000 1 s 11048 
cnet13 1292 660 1 s 14276 
cnet14 1748 764 1 s 14872 
ccitt1 1328 988 1 s 9808 
ccitt3 11384 2684 5s 15316 
ccitt5 7368 1949 3s 15112 
ccitt6 15992 6260 as 11892 
ccitt7 560 496 Os.5 33820 
6.2. COMMENTAIRES. 
Le codage des escaliers apporte un gain intéressant sur 
les grands contours, et il devient particulièrement effi-
cace sur les images comportant des cadres ou traits comme 
cnet2. 
Par rapport à la méthode de John sen, Segen et Cash 
(voir chapitre 1 , Bell la bs, [JOHN] ) notre taux de com-
pression sur les images cci tt est meilleur pour ccitt3. 5 
62.7 
94.3 


















et 6 ( respectivement 26 30.2 et 41.3 dans la méthode Bell 
labs), moins bon pour ccitt1 (63.1) et égal pour ccitt7 
( 1 5. 3) . 
7. AFFICHAGE. 
L'affichage par balayage s'est avéré 
d'exécution: ces temps sont de l'ordre 
tian des composantes connexes, et sont 
place des files d'attente des contours 
parois. 
très long en temps 
de ceux d'extrac-
dus à la mise en 
intérieurs et des 
L'affichage aléatoire est nettement plus rapide ( 5 à 
50s pour toutes les images), et dans la mesure où l'affi-
cheur possède la fonction d'inversion de plages, on peut 
lui donner la préférence dans les applications de traite-
ment d'images en noir et blanc. 
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CONCLUSION 
1. PERSPECTIVES IHHEDI ATES. 
Vu les résultats encourageants obtenus avec la méthode 
décrite dans ce qui précède, nous poursuivrons notre 
effort sur: 
1. un module de traitement des mini-contours pour obtenir 
un codage optimal de ce type d'objets, 
2. des améliorations sur les algorithmes de comparaison de 
contours (mieux comprendre l'influence des divers para-
mètres) ainsi que des combinaisons différentes sur le 
codage des coordonnées et des références à la biblio-
thèque, afin d'améliorer encore le taux de compression, 
3. une gestion plus adéquate de l'espace dynamique néces-
saire lors de 1' extraction des grands contours, pour 
obtenir un gain dans le temps de traitement. 
4. une programmation en assembleur du module calculant le 
précode, avant de passer aux spécifications d'une carte 
spécialisée ès-précode. 
Ceci permettra de définir une machine spécialisée 
monoprocesseur. 
2. A HO YEN TERME. 
Avec les réalisations ci-dessus le gain en temps sera 
surtout obtenu sur la partie précode. Pour le reste il 
semble intéressant d'utiliser la structure pipe-line des 










type 1 1 •• 1 type i 1 •• 1 type n 
1 1 1 1 
FUSION 
2.1. PARALLELISME. 
Le traitement en para11è1e des différents types de con-
tours peut s'envisager soit en affectant à un processeur 
donné 1e processus traitant un type donné de contour, soit 
en distribuant 1es processus se1on 1a charge prévue dans 
1e modu1e d' aigui11age. La mu1 tip1ica ti on du modu1e "pe-
tits contours" pose 1es prob1èmes suivants: 
soit 1es différents modu1es partagent 1a meme bib1io-
thèque, et 1'accès à 1a bib1iothèque doit être géré de 
façon à résoudre 1es conf1i ts ( prob1ème connu de ver-
roui11age 1ors des mises à jour), 
soit chaque modu1e crée sa propre bib1iothèque, et 1e 
modu1e de fusion se charge de 1a récupération des 
divers morceaux en effectuant une dernière mise à jour. 
Remarquons que 1e modu1e d'extraction des composantes 
connexes peut 1ui aussi être dup1iqué, et traiter des mor-
ceaux d'image avec un découpage ar bi traire. La récupéra-
tion des morceaux de 1'image peut se résoudre de 1a même 
façon que 1e traitement d'une suite d'images: Nous propo-
sons un modu1e de synchronisation qui permet une para1lè-
1isation et surtout une certaine vérification du f1ux d'i-
mages traitées. 
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Un module SYNCHRO communique par messages 
modules EXTRACT_CCX et FUSION. On peut préciser 
de ces messages: 
EXTRACT_CCX vers SYNCHRO 
3 types de messages: 
j'ai reçu le morceau d'image no i. 
avec les 
la nature 
j'ai envoyé le code d'une composante connexe au 
module d'aiguillage. 
j'en ai fini avec ce morceau d'image. 
FUSION vers SYNCHRO : 
1 seul type de message: 
j' ai reçu le code d'une composante connexe relatif 
à l'image no i. 
SYNCHRO vers FUSION : 
1 seul type de message: 
L'image no i est complète tu peux expédier son code. 
AVANTAGES DE CETTE CONCEPTION : 
Elle permet d'installer plusieurs modules EXTRACT_CCX 
en parallèle et assure un premier contrôle du nombre ou 
de morceaux d'images transitant par le module 
AIGUILLAGE. 
Ce contrôle s'effectue aux deux bouts du traitement 
d'une composante connexe et le module SYNCHRO avec 
simple compteur du nombre de composantes connexes asso-
ciées à une image peut valider le traitement. 
2.2. COULEUR. 
Le passage à la compression d'images en couleurs peut 
être envisagé en partant du principe qu'on peut associer à 
chaque contour une couleur. En remontant la construction 
des contours, on remarque qu'il faut associer la couleur à 
chaque paire de parois creee, sans remettre en cause l.e 
mécanisme de construction des contours. 
P~r contre, l.' élaboration du précode implique l'étude 
de n -n cas où n est le nombre de couleurs utilisées (qui 
est déjà réduit du fait que l'on étudie le voisinage 2x2 
des interpixels au l.ieu du voisinage 3x3 des pixels ... ). 
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Faut-il remettre en cause l'affichage aléatoire qui 
utilise le ou-exclusif et la superposition de contours? 
Non, si on le traite comme une fonction de retour au fond 
suivie de l'affichage avec une couleur donnée. Le procédé 
peut donc être maintenu. 
3. CODES DE CONTOURS EN IMAGERIE. 
L'utilisation des codes de contours tels que nous les 
avons définis, par frontière entre objets et extérieur/in-
térieur d'un objet, parait trés intéressante dans les 
manipulations d ·images. Isoler des formes, avec des trai-
tements séparés de l'intérieur ou du fond, est aisé 
pusique la frontière n'est pas définie de façon différente 
pour la forme ou le fond et que l'intérieur ne peut être 
tangent à 1' extérieur. Détecter des éléments singuliers, 
comme par exemple les escaliers, est nettement simplifié 
du fait que 4 directions seulement sont définies. La con-
nexité peut être traitée de plusieurs manières sans 
demander des modfications importantes. 
Ainsi la phase d'extraction des composantes connexes en 
elle-même parait déjà intéressante en ce domaine. Nous 
espérons voir bientôt la mise en place de telles applica-
tions. 
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ANNEXE 1 
DETAILS DE LA BIBLIOTHEQUE 
Les résultats de l.a répartition des petits contours 
dans l.a bibliothèque sont donnés ci-après. Le contenu des 
diverses colonnes doit être interprété comme suit: 
colonne 1: Nous avons réparti l.es contours en classes 
sel.on l.a longueur. Cette colonne donne l.a l.imite supé-
rieure de chaque classe (l.a limite inférieure est cel.le 
de l.a classe précédente+ 2). 
colonne 2: Nombre total. de contours dans cette classe. 
colonne 3: Nombre de contours n'ayant pas de contours 
sembl.abl.es. 
colonnes 4 et 5: El.éments de bibliothèque ayant de 1 à 4 
sembl.abl.es chacun. La colonne 4 donne l.e nombre d'élé-
ments de bibliothèque (i.e nombre de contours diffé-
rents). La colonne 5 donne l.e nombre de contours sem-
bl.abl.es (co~onne 4 non comptée). 
colonnes suivantes: Comme l.es colonnes 4 et 5; 
nombre de contours sembl.abl.es par élément de 
thèque est modifié. 
seul. l.e 
bibl.io-
Enfin, on rappel.l.e 
tours gl.obal. et l.e 
bibliothèque. 
par image l.e nombre de petits con-
nombre de contours constituant la 
cnet1 
classe total 

































total contours: 727 
cnet2 
classe total 

































total contours: 257 
cnet3 
classe total 

































total contours: 960 
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élements de bib: 318 












































élements de bib: 184 












































élements de bib: 562 





















































1 1 9 
cnet4 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 164 22 20 34 7 43 2 37 
40 1 4 1 72 24 38 1 6 0 0 
60 164 11 9 1 1 1 5 1 6 1 1 1 
80 102 82 9 1 1 0 0 0 0 
100 63 52 5 6 0 0 0 0 
120 32 28 2 2 0 0 0 0 
140 23 23 0 0 0 0 0 0 
160 29 27 1 1 0 0 0 0 
180 20 20 0 0 0 0 0 0 
200 1 0 0 0 0 0 0 
total contours: 739 élements de bib: 529 
cnet5 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 247 22 15 29 4 28 6 144 
40 248 104 31 48 5 29 2 29 
60 54 0 90 14 1 8 1 6 3 408 
80 53 42 5 6 0 0 0 0 
100 62 53 4 5 0 0 0 0 
120 4 1 39 1 1 0 0 0 0 
140 16 16 0 0 0 0 0 0 
160 1 1 9 1 1 0 0 0 0 
180 6 6 0 0 0 0 0 0 
200 4 4 0 0 0 0 0 0 
total contours: 1228 élements de bib: 476 
cnet6 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 415 29 21 38 4 26 9 289 
40 196 109 24 33 4 26 0 0 
60 119 106 6 7 0 0 0 0 
80 87 87 0 0 0 0 0 0 
100 71 63 4 4 0 0 0 0 
120 39 35 2 2 0 0 0 0 
140 30 30 0 0 0 0 0 0 
160 23 21 1 1 0 0 0 0 
180 10 1 0 0 0 0 0 0 0 
200 4 4 0 0 0 0 0 0 
total contours: 994 élements de bib: 568 
120 
cnet7 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 302 26 16 33 3 23 7 195 
40 195 73 25 51 5 3 37 
60 175 106 1 2 1 9 1 5 31 
60 93 71 1 0 1 2 0 0 0 0 
100 60 54 3 3 0 0 0 0 
120 40 34 3 3 0 0 0 0 
140 4 1 36 1 2 0 0 0 0 
160 24 22 1 1 0 0 0 0 
160 1 1 9 1 1 0 0 0 0 
200 1 1 0 0 0 0 0 0 
total contours: 942 élements de bib: 521 
cnet8 
çlasse total sans de 1 à 4 de 5 à 9 + de 10 
de lg classe sembl bib sembl bib sembl bib sembl 
20 160 15 1 6 31 5 29 5 60 
40 361 60 1 4 29 4 26 6 240 
60 336 79 21 35 6 40 6 149 
60 152 76 22 35 1 5 12 
100 135 77 1 2 19 1 5 1 20 
120 27 19 3 5 0 0 0 0 
140 1 5 15 0 0 0 0 0 0 
160 33 31 1 1 0 0 0 0 
160 14 14 0 0 0 0 0 0 
200 3 3 0 0 0 0 0 0 
total contours: 1276 élements de bib: 515 
cnet9 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 299 22 1 5 34 3 22 1 197 
40 216 72 26 44 6 40 2 24 
60 142 96 16 23 6 0 0 
60 93 59 7 11 2 14 0 0 
100 11 0 76 6 20 1 5 0 0 
120 103 37 3 6 2 15 1 37 
140 94 34 1 1 0 0 3 55 
160 1 7 1 7 0 0 0 0 0 0 
160 6 8 0 0 0 0 0 0 
200 2 2 0 0 0 0 0 0 
total contours: 1064 élements de bib: 526 
1 2 1 
cnet10 
classe total sans de, 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 871 1 4 1 5 35 1 0 60 9 729 
40 699 71 46 77 6 43 7 449 
60 239 11 9 1 4 1 7 5 27 3 54 
80 157 96 1 7 27 2 1 5 0 0 
100 1 0 1 74 1 0 17 0 0 0 0 
120 60 42 4 6 1 7 0 0 
140 4 1 35 3 3 0 0 0 0 
160 36 36 0 0 0 0 0 0 
180 23 23 0 0 0 0 0 0 
200 8 8 0 0 0 0 0 0 
total contours: 2235 élements de bib: 669 
cnet11 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 508 10 22 44 8 56 5 364 
40 542 61 27 45 2 1 2 8 387 
60 214 106 24 37 4 23 1 1 9 
80 129 75 1 1 13 2 1 4 1 13 
100 57 46 5 6 0 0 0 0 
120 27 24 1 2 0 0 0 0 
140 31 25 2 4 0 0 0 0 
160 202 1 1 8 9 1 1 1 5 3 55 
180 1 2 1 0 1 0 0 0 0 
200 2 2 0 0 0 0 0 0 
total contours: 1724 élements de bib: 613 
cnet12 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 303 1 0 8 13 4 27 5 237 
40 279 19 7 1 2 3 20 6 212 
60 11 2 14 3 5 3 1 8 2 67 
80 498 79 40 69 5 30 9 266 
100 381 97 29 48 7 45 7 148 
120 16 12 2 2 0 0 0 0 
140 8 8 0 0 0 0 0 0 
160 1 2 1 2 0 0 0 0 0 0 
180 10 1 0 0 0 0 0 0 0 




classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 497 1 6 5 1 1 4 25 1 430 
40 425 28 1 6 27 3 23 6 322 
60 168 30 6 9 2 1 2 3 106 
80 762 95 56 106 8 54 1 0 433 
100 515 11 4 39 11 4 26 8 247 
120 22 22 0 0 0 0 0 0 
140 5 5 0 0 0 0 0 0 
160 1 2 1 2 0 0 0 0 0 0 
180 1 1 1 1 0 0 0 0 0 0 
total contours: 2417 élements de bib: 509 
cnet14 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 458 8 1 1 1 4 26 5 398 
40 427 29 1 13 6 40 1 325 
60 129 21 5 8 0 0 3 92 
80 852 104 49 93 9 59 13 525 
100 479 120 48 83 8 47 1 166 
120 29 25 2 2 0 0 0 0 
140 1 1 1 1 0 0 0 0 0 0 
160 1 2 1 2 0 0 0 0 0 0 
180 1 1 1 1 0 0 0 0 0 0 
total contours: 2408 élements de bib: 520 
123 
ccitt1 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 243 9 5 1 0 2 13 6 199 
40 221 32 1 1 21 2 15 5 135 
60 329 87 28 43 8 59 3 1 0 1 
80 396 107 34 58 6 39 8 144 
100 1 1 9 40 5 6 3 1 9 2 44 
120 23 1 7 3 3 0 0 0 0 
140 5 5 0 0 0 0 0 0 
160 4 4 0 0 0 0 0 0 
180 3 3 0 0 0 0 0 0 
200 0 0 0 0 0 0 
total contours: 1344 élements de bib: 435 
ccitt3 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 243 1 0 9 19 0 0 6 200 
40 370 39 1 7 30 6 44 9 225 
60 460 120 53 98 8 54 6 1 2 1 
80 386 119 29 47 6 45 5 135 
100 206 83 27 49 3 21 2 21 
120 61 48 5 8 0 0 0 0 
140 8 8 0 0 0 0 0 0 
160 5 5 0 0 0 0 0 0 
180 3 3 0 0 0 0 0 0 
total contours: 1742 élements de bib: 625 
ccitt5 
classe total sans de 1 à 4 de 5 à 9 + de 10 
de lg classe sembl bib sembl bib sembl bib sembl 
20 406 1 1 9 18 5 34 8 322 
40 597 58 29 51 7 47 1 3 392 
60 738 126 47 77 9 63 1 1 405 
80 521 135 50 95 8 50 8 175 
100 78 40 7 9 1 6 1 14 
120 35 25 2 2 1 5 0 0 
140 1 1 0 0 0 0 0 0 
200 3 3 0 0 0 0 0 0 
total contours: 2379 élements de bib: 614 
124 
ccitt6 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 1 1 9 1 4 7 1 0 5 26 4 54 
40 175 69 24 40 4 25 1 1 2 
60 182 103 25 40 2 1 2 0 0 
80 73 47 1 0 1 6 0 0 0 0 
100 40 28 6 6 0 0 0 0 
120 14 14 0 0 0 0 0 0 
140 8 6 1 0 0 0 0 
160 3 3 0 0 0 0 0 0 
180 6 6 0 0 0 0 0 0 
200 1 0 0 0 0 0 0 
total contours: 621 élements de bib: 379 
ccitt7 
classe total sans de 1 à 4 de 5 à 9 + de 1 0 
de lg classe sembl bib sembl bib sembl bib sembl 
20 1598 21 22 48 8 56 16 1428 
40 1474 1 6 1 1 1 0 211 20 134 26 812 
60 905 421 98 1 4 7 1 5 105 3 11 6 
80 519 318 48 78 4 25 3 43 
100 352 202 25 36 2 17 3 67 
120 124 66 6 7 1 5 2 37 
140 55 55 0 0 0 0 0 0 
160 23 23 0 0 0 0 0 0 
180 3 3 0 0 0 0 0 0 
200 1 1 0 0 0 0 0 0 




Nous présentons les images "origine", fournies par le 
CNET, avec lesquelles nous avons effectué les essais. 
Elles ont été numérisées avec un facteur de résolution de 
8 points par mm. Ne pas tenir compte de l'intitulé "cnetx" 
en tête d'image. 

cnetl 
3.3.5 Tarif nominal :périodes nominales des.sorties 
3.3.6 VaJ.eur des coefficients diviseurs de la période 
3.3. 7 Affectation des coefficients aux sorties 
3~3.8. Passage en phase active. 
3. 4 Phase Active 
_·j. 
3.4.1 Conunande principale 
3. 4. 1. 1 Impression des paramètres IMP 
3.4.1.2 Liste et modification des paramètres LMP 
3.4.1.3 Visualisation.de paramètre VIS 
3.4.1.4 Demande de conunande spéciale TST 
3.4.2 Commandes secondaires 
3.4.2.1 Tous les paramètres de taxation TOU 
3.4.2.2 Type de Central Téléphonique. TYP 
a) IMJ? 
b) LMP 
. c) VIS 
3.4.2.3 Code du central CEN 




3.4.2.4 Date DAT 
a) LMP 
b) VIS 
3.4.2.5 Heure HEU 
a) LM!? 
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SOMMAIRE 
Le processus de la reconnaissance d'une forme est un processus de prise 
... 
de décisions en un certain nombre d'étapes. Les opérateurs et formules logiques 
permettent la caractérisation d'un ensemble à l'aide d'un petit nombre de va-
riables. Ceci simplifie et rend plus facile la compréhension des problêmes de 
décision. La logique floue introduit la subjectivité dans l'exécution des pro-
grammes informatiques. 
Etant donné un ensemble de classes d'objets décrits avec des formules 
logiques nous présentons ici un algorithme qui permet d'obtenir une caracté-
risation des classes et, à partir de celle-ci, un ensemble d'opérateurs de 
reconnaissance. Il est donné un exemple illustratif. 
APPLIED LOGIC IN PATTERN RECOGNITION 
Abstract 
The process of recognizing a pattern is a process of decisions taken in 
a number of steps. Logic operators and formulae allow the characterization of a 
set by means of a small number of .. variables. This simplifies and makes i t easier 
to understand decision.,making probl~s. Fuzzy logic introduces subjectivity in 
the execution of computer programs. 
The algorithm presented here shows how, given a set of classes of abjects 
described with logic formulae, one can achieve, firstly, a characterization of 




Les fondements des mathématiques sont le problème principal de la logique 
moderne. Mais la logique s'occupe aussi d'autres problèmes comme la description 
de raisonnements et phénomènes. La logique appliquée a peut-être moins de prestige 
que la logique pure 1 néanmoins l'informatique, entre autres sciences, connait 
grâce à elle un nouveau développement et de nouvelles perspectives. 
En Reconnaissance de F.ormes {R.de F.) un algorithme qui traite les données 
ini·tiales pour les rendre plus facilement interprétables est une application d'un 
espace de Représentation dans un espace d'Interprétation. 
En R. de F. nous avons fréquemment le problème de l'affectation des objets 
qu:L ne font pas partie de 1' ensemble d' apprentiss.age. Nous proposons ici une 
interprétation d'une partition de cet ensemble avec des formules logiques, laquelle 
permet d'obtenir des opérateurs de reconnaissance. 
Avec les préoccupations philosophiques et mathématiques de son époque, 
Aristote (384-322 av. J.C.) prit conscience de la structure de la logiqrie des 
classes et définit les notions de vrai et de faux à côté desquelles l'incertitude 
ne pouvait pas exis~er. Après pl~sieurs siècles,vers 1847, la notation de Boole 
pemÏ't de manipuler, à la manière d'entités mathématiques représentées par des 
symboLes, les propositions logiques ·exprimées dans le contexte général de la 
loqique d'Aristote. 
Vers 1870 Cantor exposa. la théorie des ensembles. Plus tard, l'algèbre de 
Boole a été érigée en outil de travail au service des fonctions univoques à deux 
états possibles selon la technique de Shannon. Le3 connaissances léguées par 
PascaL, Hollerith, Babbage, Leibnitz, ••• ,ont permis à Aiken la construction 
d'un prototype d'ordinateur vers 1938, perfectionné ensuite par lui-même et 
tant d'autres, avec l'impact que nous connaissons aujourd'hui • 
. • . 1 .. . 
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Cette fonction d'appartenance avec des valeurs dans l'intervalle 
[o,1] ouvre le chemin à une qénéralisation du concept d'ensemble, applicable dans 
le domaine de la R. de F., lorsqu'on évalue le risque de prendre une décision. 
La programmation et l'apprentissage s'enrichissent avec les concepts flous. 
Le processus de la reconnaissance d'une forme s'identifie à une prise 
de décisions en un certain nombre d'étapes. En classification automatique et 
R. de F., les notions de distance, similarité, niveau de perception, ••• , sont 
largement employés • Avec l'application d'un schéma logique, l'ordinateur est doté 
de moyens qui lui permettent d'acquérir et de développer certains talents cognitifs 
• 
il peut faire un apprentissage et l'améliorer, il peut manipuler des expressions 
et analyser des structures logiques. 
L'être humain apprend à la machine, avec un programme, ce qu'elle doit 
connaitre, en lui indiquant ce qui à ses yeux semble être des groupes d'objets. 
L1ordinateur calcule le nombre d~ groupes, des distances, associe les différents 
centres d'un échantillonnage à l'autre, détermine la similarité entre objets, 
bref, classifie. 
La méthode des Nu ·,as Dynamiques de DIDAY [1] (en anglais Dynamic Clus-
ters Method} s'emploie avec succès pour de nombreux types de problèmes en classi-
fication automatique. 
3~ "OBSERVATION"ET.RECONNAISSANCE DE.FORMES 
La R. de F. appara!t de plus en plus comme l'art de relier un signifié 
à un signifiant. 
une al>seztVation est une proposition qui peut être formulée sur des 
objets d'un ensemble. L'observation est vérifiée par les objets et est le support 
de cette qualité ; un objet peut vérifier un peu, beaucoup, plus ou moins, ou pas 
du tout l'observation. 
Watanabé et Zadeh, entre autres, ont abordé le problème de l'expression 
d'observations en les représentant avec des fonctions à valeur réelle, Zadeh dans 
l'intervalle [ 0,1] et Watanabé en utilisant des fonctions caractéristiques géné-
ralisées. 
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ALGORITHHES DE COHPRESSION D' IHAGES 
ET CODES DE CONTOURS 
par Ehoud AHRONOVITZ 
RESUHE 
Le vol.ume important de la représentation numérique des images pose 
(entre autres) l.e probl.ème de l.eur codage sous forme condensée. 
Nous avons dével.oppé une méthode permettant de construire un code 
fortement comprimé à partir d'une image bicol.ore. El.l.e permet 
d'extraire tous l.es objets de l.'image en un seul. bal.ayage tout en 
attachant à chaque objet des caractéristiques de sa' forme. Des 
traitements de compression différents sont al.ors adaptés à chaque 
type d'objet. Grace à une technique d·affichage reposant sur des 
principes simpl.es. ·des opérations al.gébriques sont possibl.e~ sur 
l.es contours extraits. L'adéquation à tout format d'image et à 
toute précision de l.a saisie est inhérente au principe.mime de l.a 
méthode. Nous proposons un découpage en modul.es indépendants, en 
ayant pour objectif une paral.l.él.isation ul.térieure. Le l.ogiciel., 
en version monoprocesseur, a été réal.isé sur un~~SH90 (CNET), sous 
l.e . système Unixwc, et donne des résul.tats souvent meil.leurs ou 
eomparabl.es à ceux obtenus par les méthodes connues actuel.l.ement. 
Affichage 
Bal.ayage 
Composante connexe 
Compression 
Contour 
Image numérique 
Tél.écopie 
